Identification and estimation of Structural VARMA models using higher
  order dynamics by Velasco, Carlos
Identification and estimation of Structural VARMA
models using higher order dynamics∗
Carlos Velasco
Universidad Carlos III de Madrid
carlos.velasco@uc3m.es
August 28, 2020
Abstract
We use information from higher order moments to achieve identification of non-
Gaussian structural vector autoregressive moving average (SVARMA) models, possibly
non-fundamental or non-causal, through a frequency domain criterion based on a new
representation of the higher order spectral density arrays of vector linear processes. This
allows to identify the location of the roots of the determinantal lag matrix polynomials
based on higher order cumulants dynamics and to identify the rotation of the model
errors leading to the structural shocks up to sign and permutation. We describe suffi-
cient conditions for global and local parameter identification that rely on simple rank
assumptions on the linear dynamics and on finite order serial and component inde-
pendence conditions for the structural innovations. We generalize previous univariate
analysis to develop asymptotically normal and efficient estimates exploiting second and
non-Gaussian higher order dynamics given a particular structural shocks ordering with-
out assumptions on causality or invertibility. Bootstrap approximations to finite sample
distributions and the properties of numerical methods are explored with real and simu-
lated data.
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1. INTRODUCTION
There is an increasing literature on the application of Structural VARMA (SVARMA)
models for the analysis of economic data which tries to solve the identification problem of these
models by incorporating information from the distribution of non-Gaussian structural shocks.
This information recovered from the data can substitute, at least in part, the restrictions
provided by economic theory on the impulse response functions (IRF) of endogenous variables
to given shocks. Furthermore, there are many examples where it is not possible to discard
non-fundamental solutions to a wide class of dynamic macroeconomic models with features
affecting the flow of information used by agents to make decisions, see e.g. the surveys in
Alessi, Barigozzi and Capasso (2011) and Gourie´roux, Monfort and Renne (2019). In parallel,
the identification of noncausal structural VAR models have been also investigated, see e.g.
Lanne and Saikkonen (2013).
The identification analysis of SVARMA models has to account for both static (Structural)
and dynamic (VARMA) aspects. The dynamic problem is related to the location of the de-
terminantal roots of the VAR and VMA polynomials that lead to causal/noncausal or invert-
ible/noninvertible solutions, respectively, guaranteeing that model errors are unpredictable,
not just a serially uncorrelated white noise sequence. The static identification relates to the
choice of the particular rotation of the reduced form errors that delivers the true vector of
structural shocks with proper economic interpretation. Therefore, these shocks must addi-
tionally satisfy some mutual independence condition strengthening the uncorrelation achieved
by any square root transformation of the covariance matrix of the reduced form errors.
Under Gaussianity, SVARMA identification is not possible in absence of further restrictions
provided by economic theory because uncorrelation is equivalent to independence and therefore
all the infinite sequences obtained by different versions of the lag polynomials obtained by
flipping roots and/or rotating the different shocks through Blaschke orthogonal matrices (see
e.g. Lippi and Reichlin, 1994) would be admissible. However, under non-Gaussianity and
the independence component assumption (ICA) of the structural shocks it is known that
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static rotations can be identified up to permutation and sign, i.e. up to labeling of the
shocks obtained, if at most one of the innovations components is Gaussian (see Comon (1994),
Hyva¨rinen, Zhang, Shimizu and Hoyer (2010)), while a condition on higher order cumulants
and moments of serially independent errors guarantees the dynamic identification (see Chan
and Ho (2004), Chan, Ho and Tong (2006), Gourie´roux et al. (2019)). However, these results
do not lead to specific methods for designing parameter estimates and inference rules that
rely on the identifying assumptions and are easy to interpret and check for particular models.
Instead, most of available methods are based instead on moment estimates for which local
rank conditions are assumed after a basic order condition is guaranteed or on (Pseudo) ML
procedures which have to be further justified. This is precisely the aim of this paper, to
provide neat inference methods exploiting efficiently global identification conditions based on
a minimal finite number of moments of the marginal and joint distributions of the sequence
of structural non-Gaussian errors.
Typically, non-Gaussianity is exploited for identification of dynamic models through condi-
tions on higher order cumulants (Gourie´roux et al., 2019; Lanne and Luoto, 2019) or spectral
densities (Lii and Rosenblatt, 1982; Kumon, 1992), but it has also been imposed through
particular probability distribution assumptions on the shocks (Lanne and Lu¨tkepohl, 2010) or
with conditional (Normandin and Phaneuf, 2004) and unconditional heteroskedasticity condi-
tions (Rigobon, 2003; Lanne and Lu¨tkepohl, 2008), possibly with Markov switching dynamics
(Lanne, Lu¨tkepohl and Maciejowska, 2010; Lu¨tkepohl and Netsˆunajev, 2017). Then, estima-
tion is performed using ML or approximate versions of it (e.g. Lii and Rosenblatt, 1992, 1996,
for ARMA; Gourie´roux, Monfort and Renne, 2017, and Lanne, Meitz and Saikkonen, 2017,
for SVAR; Gourie´roux et al., 2019, for SVARMA models) or non-Gaussian criteria like LAD
or ranks (Breidt, Davis and Trindade, 2001, and Andrews, Davis and Breidt, 2007, in the
univariate case). Methods based on higher order moments have been also developed, first for
the univariate case in the frequency and time domains (Lii and Rosenblatt, 1982, Gospodinov
and Ng, 2015, respectively). For multivariate models, Gourie´roux et al. (2019) proposed a
semiparametric 2-step method, where first the VAR parameters are estimated using a 2SLS ap-
proach under causality, and then the VMA parameters are estimated using moment conditions
on linear combinations of the residuals or using a PMLE approximation to some prespecified
non-Gaussian distribution. The restrictions on moments of order 2, 3 and 4 are derived from
ICA to improve efficiency and raise the chances that they provide sufficient information to
guarantee usual local identification rank conditions. A similar approach is pursued in Lanne
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and Luoto (2019) to achieve local identification of a SVAR model by imposing a certain set
of co-kurtosis conditions.
In this paper we study the problem of SVARMA identification extending the frequency
domain approach of Velasco and Lobato (2018), henceforth VL, to the multivariate and struc-
tural case. VL showed that identification of a possible noncausal or noninvertible ARMA
model can be achieved by checking that higher order spectral densities are sensitive to the
location of the roots of the lags polynomials unlike the usual second order spectral density,
i.e. they can achieve phase identification as noted in Lii and Rosenblatt (1992). They also
investigated model estimation using a minimum distance criterion between the higher order
periodograms and the parametric specification of the corresponding higher order spectral den-
sities of the ARMA model that accounts efficiently for all moment conditions of a given order
at all lags. This approach provides a comprehensive method for dealing with the problem
of the location of roots of the lag polynomials and the characterization of the non-Gaussian
information through higher order spectral densities to develop robust and efficient estimates,
see also Lobato and Velasco (2018).
To extend these ideas to the SVARMA setting, we first develop a new representation of
higher order spectral densities arrays for linear vector processes and show that our identifying
frequency domain criterion can indeed discriminate processes that have observationally equiv-
alent linear covariance dynamics, but whose different IRFs are reflected on their higher order
dynamics. We are able to reproduce the previous dynamic and static identification results
found in the literature for non-Gaussian vector models assuming only ICA and serial inde-
pendence up to a given order (third and/or fourth) and providing some extensions when some
non-zero (i.e. non-Gaussian) cumulant condition is violated or when no version of ICA holds
but we impose a rank condition on the innovations third order cumulant array. These results
rely on a simple non-singularity condition on the transfer function of the VARMA system so
that our criterion can evaluate all versions of the model up to a Blaschke factor and the value
of higher order cumulants of structural errors.
This nonparametric global identification provides a constructive method for designing min-
imum distance parameter estimates in the frequency domain which can exploit efficiently all
information contained in the dynamics of moments of order 2, 3 and 4 without distributional
assumptions or factorizations of the matrix lag polynomials to deal with the simultaneous
presence of roots inside and outside the unit circle. Despite SVARMA identification up to a
signed permutation is enough for IRF and decomposition variance analyses (given that a par-
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ticular labeling can be attached to each shock), to obtain standard asymptotic results for our
parameter estimates we fix a unique identified version of the model using a particular order-
ing and sign structure on the innovations. These restrictions could be replaced by alternative
statistical conditions or economic information, which then would become overidentification
restrictions that could be tested in our framework. We also develop bootstrap approximations
for the asymptotic distribution of parameter estimates and for the computation of efficient
estimates exploiting all moment conditions available. The finite sample properties of a nu-
merical algorithm to implement these identification and inference methods are explored with
real and simulated data.
The rest of the paper is organized as follows. Section 2 sets the identification problem
and introduces the main concepts and tools. Section 3 provides the basic identification re-
sults. Section 4 deals with parameter identification and Section 5 with parameter minimum
distance estimation. Section 6 analyzes GMM efficient estimates exploiting information from
moments of several orders and bootstrap approximations to the distribution of estimates.
Section 7 presents the numerical methods and the simulation experiment. Section 8 reanaly-
ses Blanchard and Quah (1989) identification of a bivariate system for US GNP growth and
unemployment. A series of appendices include additional discussion of concepts used in the
paper, together with proofs and auxiliary results.
2. IDENTIFICATION PROBLEM AND ASSUMPTIONS
We consider the SVARMA(p, q) system
Φ (L)Yt = µ+ Θ (L) εt,
where the d-vector εt behaves as an independent identically distributed (iid) sequence up
to a finite number k of moments, k ≥ 3, with zero mean and covariance matrix Id, the
d-dimensional identity matrix, but with components not necessarily mutually independent.
The vector µ is an unknown level parameter and the lag polynomials with matrix coefficients
Φ (L) = Ip + Φ1L + · · · + ΦpLp and Θ (L) = Θ0 + Θ1L + · · · + ΘqLq, Θ0 nonsingular, satisfy
det(Φ (z))det(Θ (z)) 6= 0 for |z| = 1. These conditions guarantee the existence of a stationary
solution for Yt. Note that we allow the roots of the determinants of Θ (z) or Φ (z) to be inside
or outside the unit circle so that the expansions of Ψ (z) := Φ−1 (z) Θ (z) and Ψ−1 (z) could
include powers of z and z−1 simultaneously, accounting for noncausal or noninvertible systems.
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To investigate the identification problems on the location of the roots of the matrix poly-
nomials Φ (z) and Θ (z) and on the components of εt determined by Θ0, we use the device
of Blaschke matrices (BM) that are generalized orthogonal matrices. Following Lippi and
Reichlin (1994), and denoting by ∗ simultaneous transposition and complex conjugation, a
d× d matrix A (z) is a BM if
1. A (z) has no poles of modulus smaller or equal to unity and
2. A (z)−1 = A∗ (z−1) , i.e. A (z)A∗ (z−1) = Id.
Further, for any BM, there exists an integer r and complex numbers aj, j = 1, . . . , r, |aj| < 1,
such that
A (z) = K0R (a1, z)K1R (a2, z)K2 · · ·Kr−1R (ar, z)Kr, (1)
where Kj are orthogonal matrices
1, KjK
′
j = Id, and
R (a, z) =
 ga (z) 0
0 Id−1
 , ga (z) = z − a
1− a∗z ,
see also the discussion in Hannan (1970, pp. 65-67).
For any BM A (z) , we can write
Yt = Ψ (L)A (L) ut, (2)
where ut = A (L)
−1 εt is a serially uncorrelated all-pass process though not independent,
and, because its spectral density matrix is constant, fu (λ) = (2pi)
−1A−1
(
e−iλ
)
A−1∗
(
eiλ
)
=
(2pi)−1 Id, we conclude that the spectral density implied by the representation (2) for any BM
A (z) and any ut is always the same,
f (λ) = Ψ
(
e−iλ
)
A
(
e−iλ
)
fu (λ)A
∗ (eiλ)Ψ∗ (eiλ) = 1
2pi
Ψ
(
e−iλ
)
Ψ∗
(
eiλ
)
.
The same conclusion arises if A is the inverse of a BM, and in particular when in representation
(1) it holds that 1/a∗j equals an actual root of det(Ψ (z)) , irrespectively of being inside or
outside the complex unit circle, in a process of flipping the roots of det(Ψ (z)). These facts
imply at once that using only second order information we can not identify the location of these
roots with respect to the unit circle, and, even with knowledge of p and q, there are infinite
1Notice that in Theorem 1 of Lippi and Reichlin (1995) it is fixed that K0 = Id, but in general K0 needs
to be different from identity to complete their proof as can be seen for the BM A (z) = diag(1, ga (z)),
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VARMA representations with the same second order properties but different IRF Ψ (L)A (L)
and error sequence A(L)−1εt. These alternative IRFs and errors are associated to invertible
and noninvertible representations when q > 0 and to causal and noncausal representations
when q = 0 as in this case (Ψ (L)A (L))−1 = A−1 (L) Θ−10 Φ (L) and the (inverse of the) roots
of A−1 (L) can match those of Φ (L) in our generalized setup. Traditional estimation methods
based on Gaussian PML, like Whittle approximation, only consider causal and invertible
representations, but still have to deal with the static problem that arises for A (L) constant.
The static identification problem refers to the well known lack of identification of standard
Structural VAR(MA) models with respect to orthogonal rotations ut = Kεt of the structural
errors in absence of further identifying assumptions on the IRF provided by economic theory
and/or further model structure (see e.g. Rubio-Ramirez, Waggoner and Zha, 2010, for equality
restrictions, and Granziera, Moon and Schorfheide, 2018, for sign restrictions). However,
it is possible to consider this static problem within the same framework by allowing BM
which are constant and equal to an orthogonal matrix. Then, when dynamics are known or
sufficient conditions for their identification are imposed (and e.g. causality and invertibility),
we can identify statistically the structural shocks in SVARMA models by higher order moment
conditions implied by ICA under non-Gaussianity without further restrictions.
To consider all these situations when trying to identify a SVARMA model we extend the
concept of Blaschke Matrix (BM) to any matrix A (z) that satisfies the orthogonality condi-
tion 2. and
1∗. A (z) has no poles of modulus equal to unity, but could have some with modulus larger
or smaller than unity.
Then, in the representation (1) for a BM A (z) we allow for |aj| > 1 as well as |aj| < 1, so
that there exists an integer r = 0, 1, . . ., complex numbers ai, j = 1, . . . , r and a η > 0 such
that
min
j
||aj| − 1| ≥ η > 0,
where the case r = 0 is interpreted as A (z) = K0 being a constant (in z) orthogonal matrix.
Since we do not restrict the aj so that 1/a
∗
j matches a root of Ψ (z) , considering any BM A (z)
we can deal with both basic and non-basic representations of VARMA models in the sense of
Lippi and Reichlin (1994).
To solve the problem that second order dynamics cannot identify the phase of Ψ, we resort
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to higher order moments as proposed by Lii and Rosenblatt (1992). In Appendix A we
develop a compact representation of the spectral density fa,k of
(
Yt,a(1), . . . , Yt,a(k)
)
for any
order k = 2, 3, . . . , and k-tuple a = (a (1) , . . . , a (k)) , where Yt follows a linear model with
IRF Ψ(L) and innovations εt which are iid up to moments of order k. The k-th order cumulants
of the vector εt can be characterized by the d
2 × dk−2 matrix vκ0k,
vκ0k := [vec (κ··1···1) vec (κ··2···1) · · · vec (κ··d···d)] ,
where κ··j(3)···j(k) is the d× d matrix with typical (j (1) , j (2)) element equal to the k-th order
joint cumulant cum
(
εt,j(1), εt,j(2), εt,j(3), . . . , εt,j(k)
)
, j (h) ∈ {1, . . . , d} . Then we find that
fa,k(λ) =
1
(2pi)k−1
Ψ⊗ka (λ) vec
(
vκ0k
)
,
where for λ = (λ1, . . . , λk−1) we define
Ψ⊗ka (λ) := Ψa(k)
(
ei(λ1+···+λk−1)
)⊗Ψa(k−1) (e−iλk−1)⊗ · · · ⊗Ψa(2) (e−iλ2)⊗Ψa(1) (e−iλ1)
for the usual Kronecker product ⊗ on the rows Ψa(j) of Ψ. This representation produces the
usual spectral density for k = 2 because
f(a(1),a(2)),2(λ) =
1
2pi
Ψa(2)(e
iλ)⊗Ψa(1)(e−iλ)vec
(
vκ02
)
=
1
2pi
Ψa(1)(e
−iλ)Ψ′a(2)(e
iλ),
as in this case vκ02 = vec(E[εtε
′
t]) = vec(Id), where Id is the covariance matrix of εt under the
imposed normalization.
We now discuss the intuition on why higher order spectral densities with k ≥ 3 can achieve
dynamics identification unlike for k = 2. Thus,
fa,3(λ;A, vκ3) =
1
(2pi)2
Ψ⊗3a (λ)A
⊗3 (λ) vec (vκ3)
is the implied k = 3 spectral density for any third order marginal cumulants matrix vκ3
under the (wrong) assumption that ut = A (L)
−1 εt is an iid (0, Id) sequence in (2) for any
non-constant BM A (z), as the true εt, and not just serially uncorrelated.
Under some identification (rank) assumptions fa,3(λ;A, vκ3) does differ from the true den-
sity fa,3(λ) = fa,k(λ; Id,vκ
0
3) for all choices of vκ3 because A
⊗3 (λ) vec (vκ3) depends on λ
in general, unlike A⊗2 (λ)vec(vκ2) = vec
(
A
(
e−iλ1
)
IdA
′ (eiλ1)) = vec(Id) . In particular, for
d = 1, A⊗3 (λ) is the bispectral density of an all-pass process, which is not constant unlike
its second order spectral density. Similar arguments apply for any higher spectral density, so,
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following VL, we can set up an L2 distance between fa,k(λ;A,vκk) and fa,k(λ), for all k-tuples
a from {1, 2, . . . , d},
L0k (A, vκk) :=
∑
a
∫
Πk−1
|fa,k(λ;A, vκk)− fa,k(λ)|2 dλ,
with known Ψ, but unknown location of the roots of Θ (z) (or Φ (z) if q = 0) expressed by
the factor A, possibly flipping inside or outside some of these roots, adding additional all-pass
dynamics, or simply rotating elements of εt. Here Π = [−pi, pi] and Πk−1 is the (k − 1)-th
cartesian product of Π. Obviously Lk (Id, vκ0k) = 0, but we have to rule out the possibility
that for some spectral factor A 6= Id it is possible to choose some vκk such that Lk (A, vκk) = 0
for a given k > 2, as indeed it is possible for k = 2 just setting vκ2 = Id.
To illustrate this problem notice that we can write L0k (A, vκk) as∫
Πk−1
{
vec(vκk)
′A⊗k(λ)∗ − vec(vκ0k)′}Υ0k (Id,λ){A⊗k (λ) vec (vκk)− vec (vκ0k)} dλ,
where for any d× d spectral factor A and λ ∈ Πk−1 we define for k = 2, 3, . . .
Υ0k (A,λ) := A
⊗k (λ)∗
∑
a
Ψ⊗ka (λ)
∗Ψ⊗ka (λ)A
⊗k (λ) .
Then, for identification of Ψ under the assumption that Υ0k (Id,λ) is full rank for every λ,
we have to rule out the possibility that for some BM A 6= Id, possibly constant, and some
choice of vκk it holds that A
⊗k (λ)vec(vκk)−vec(vκ0k) = 0 for all λ (except possibly in a set
of measure zero), implying that L0k (A, vκk) = 0.
We now introduce rank conditions on vκ0k to reduce to a minimum the range of situations
where identification is lost for k = 3 and 4. For dynamic identification it is sufficient to use a
rank condition on vκ03, but when using k = 4 moments, we need to impose ICA with nonzero
marginal kurtosis coefficients for all components of εt, though no further conditions on higher
order moments are required in contrast to Chan et al. (2006) and Gourie´roux et al. (2019).
For static identification we also impose ICA of order k among the components of εt but we
allow for at most one of the components to have zero marginal cumulants, being possibly
Gaussian, resembling the result of Comon (1994). We also relax the serial idd assumption on
εt to equal distribution and independence up to moments of order k, which is sufficient for
stationarity of Yt of order k and to specify the corresponding higher order spectral densities
without further conditions on probability distributions or conditional moments. Denote by
λmin (M) the minimum eigenvalue of a matrix M and let α
0
k = (α
0
k1, . . . ,α
0
kd)
′
be the true
vector of marginal cumulants of order k of εt.
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Assumption 1(k): The εt are stationary and serially independent up to k moments, E ‖εt‖k <
∞, and are standardized with zero mean and Id covariance matrix.
Assumption 2(3). Rank(vκ03) = d.
Assumption 3(k). The components of εt are independent up to k moments and
• For k = 3 all marginal skewness coefficients are nonzero, α03j = κ0jjj 6= 0, j = 1, . . . , d.
• For k = 4 all marginal kurtosis coefficients are nonzero, α04j = κ0jjjj 6= 0, j = 1, . . . , d.
Assumption 4: For some η > 0,
inf
|z|=1
λmin (Ψ (z)) ≥ η > 0.
Assumption 4 determines the full rank of the dynamic system excluding unit roots on the
AR and MA lag polynomials, so Υ0k (Id,λ) =
(
Ψ⊗k (λ)
)∗
Ψ⊗k (λ) is positive definite as well
as Υ0k (A,λ) for all λ and any BM A, because Ψ (z) has rank d on the complex unit circle.
However, note that despite that under Assumption 4 Υ0k (A,λ) > 0 for all λ and any BM
A, it is not sufficient for dynamics identification and we need to make sure that vκ0k is rich
enough through Assumptions 2(3) or 3(k). In particular, Assumption 2(3) is equivalent to
the linear independence of the third order cumulant matrices
{
κ0··j
}d
j=1
assumption of Chen,
Choi and Escanciano (2018) used to investigate the consistency of a fundamentalness test by
showing that the Wold (invertible) innovations of a nonfundamental VARMA model cannot
be a martingale difference sequence despite being white noise.
The ICA of order k among the elements of εt contained in Assumption 3(k) implies that
all joint higher order cumulants up to order k are zero, i.e. κ0abc = 0 when a, b, c are not
all equal, so Assumption 3(3) implies Assumption 2(3) but imposes further structure on the
multivariate skewness of the vector εt given by
vκ03 = vκ
IC
3
(
α03
)
:=
(
α031e
⊗2
1 , α
0
32e
⊗2
2 , . . . , α
0
3de
⊗2
d
)
=
d∑
j=1
α03je
⊗2
j e
′
j, (3)
where α03 = (α
0
31,α
0
32, . . . ,α
0
3d)
′
are the marginal skewness coefficients of εt and ej is the j-th
column of Id. Therefore, under Assumption 3(3), all κ
0
··j, j = 1, . . . , d, are d × d matrices
of zeros with a unique nonzero element α03j = κ
0
jjj in position (j, j). Note that orthogonal
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rotations ηt = Kεt have the same identity covariance matrix of εt, but their components are
not longer independent if K 6= Pd, a signed permutation matrix of dimension d, because e.g.
vκη3 = K
⊗2 vκ03 K
′ has not the same structure (3) of vκ03, despite it maintains its rank, see
Appendix A for details.
By contrast, Assumption 3(4) implies that vκ04 satisfies
vκ04 = vκ
IC
4
(
α04
)
:=
d∑
j=1
α04je
⊗2
j e
⊗2′
j (4)
for the kurtosis coefficients α04 and has only rank d, because, despite κ
0
··jj are all matrices of
zeros with a unique nonzero element in position (j, j) given by the marginal kurtosis coefficient
α04j = κ
0
jjjj, j = 1, . . . , d, we have that κ
0
··hj = 0, h 6= j, so vκ04 has at most d columns different
from zero. Note that Assumption A.6 in Gourie´roux et al. (2019) similarly needs that each
component of εt has a nonzero cumulant of order k, k ≥ 3, but it further requires that
components of εt are full independent with a finite moment of order s, where s is an even
integer greater than k.
Finally, it is possible to obtain static identifying results when there is at most one Gaussian
structural shock as in Comon (1994) result, or a non-Gaussian one with zero higher order
cumulant of order k, as formalized in the next weaker version of Assumption 3 (k) .
Assumption 3∗ (k). The components of εt are independent up to k moments and
• For k = 3 the marginal skewness coefficients are nonzero, α03j = κ0jjj 6= 0, for all
j = 1, . . . , d but at most one index.
• For k = 4 the marginal kurtosis coefficients are nonzero, α04j = κ0jjjj 6= 0, for all
j = 1, . . . , d but at most one index.
3. NONPARAMETRIC IDENTIFICATION
In this section we discuss general identification results for SVARMA models based on the
spectral loss functions L0k under the assumption of known dynamics up to a Blaschke factor A
and the corresponding cumulants of structural shocks. We consider first dynamic identification
using nonconstant BM, while we later move to the static components identification using
constant BM.
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Theorem 1 Under Assumptions 1(k) , 2(3) and 4, for any nonconstant BM A (z), there exists
an  > 0 such that,
inf
vκ3
L03 (A, vκ3) ≥  > 0.
All proofs are contained in Appendix B, while auxiliary results are included in Appendices C
and D. As when d = 1 in VL, Theorem 1 implies that there is no way of choosing vκ3 such that
third order dynamics can be replicated after introducing a Blaschke factor inverting any root
of Ψ (as can be done for k = 2). The conditions of Theorem 1 allow for general nonconstant
A (z) which have an infinite expansion in positive and/or negative powers of z under a rank
condition on vκ03.
Theorem 2 Under Assumptions 1(k) , 3(k), k = 3 or 4, and 4, for any nonconstant BM
A (z), there exists an  > 0 such that,
inf
α
L0k
(
A, vκICk (α)
) ≥  > 0.
Theorem 2 relies on the particular structure of vκ0k imposed by Assumption 3 (k) . In fact, for
k = 3, this is just a particular case of Theorem 1, since rank(vκ0k) = d under Assumption 3(k) ,
k = 3, 4. However, the argument of Theorem 2 can not be extended under a generic rank
condition on vκ04 to cover L04 in Theorem 1 without further structure, because for any vκ04 it
holds rank(vκ04) ≤ d (d+ 1) /2 < d2 = rank(A)2 for d > 1.
For a signed permutation matrix Pd of dimension d with all elements equal to zero but a
single term equal to +1 or −1 in each column and row, let P+d be equal to Pd but taking
the absolute value of all its elements. Then Pdα and P
+
d α are (signed) permutations of the
elements of the vector α.
Theorem 3 Under Assumptions 1(k) , 3(k), k = 3 or 4, and 4, for any constant BM K
different from a signed permutation, i.e. K 6= Pd, there exists an  > 0 such that
inf
α
L0k
(
K, vκICk (α)
) ≥  > 0.
Under marginal independence of order k, which implies the co-kurtosis conditions of Lanne
and Luoto (2019), Theorem 3 shows that for any orthogonal matrixK different from Id and any
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signed permutation matrix Pd, it is not possible to find any α so that L0k
(
K, vκICk (α)
)
= 0.
This provides identification of the components of εt up to signed permutations because for
any Pd and any vκ
0
k = vκ
IC
k (α
0
k) we could select α3 = P
′
dα
0
3 or α4 = P
+′
d α
0
4 to make
L03
(
Pd, vκ
IC
3 (P
′
dα
0
3)
)
= L04
(
Pd, vκ
IC
4
(
P+′d α
0
4
))
= 0.
The results of Theorems 2 and 3 can be combined in the following result that identifies
SVARMA models under the assumption of k-order independence of innovation components.
Denote by ‖M‖ = trace (M∗M)1/2 the Frobenious norm of a matrix M and by ‖M‖L2 =∫
|z|=1 ‖M (z)‖2 dz the L2 norm of ‖M (z) ‖ over the unit circle.
Theorem 4 Under Assumptions 1(k) , 3(k) , k = 3 or 4, and 4, for all ν > 0 there exists an
 > 0 such that
inf
A,α,Pd:‖A−Pd‖L2+‖α−P ′dα0k‖≥ν>0
L0k
(
A, vκICk (α)
) ≥  > 0.
where A is any BM and Pd is any signed permutation matrix, and P
′
dα
0
k has to be replaced by
P+′d α
0
k for k = 4.
Note that under Assumption 3(k) we can deal simultaneously with both dynamics and
marginal identification for both k = 3 and 4, providing identification up to signed permutations
of the specific components of εt under mutual independence of order k.
We now explore the possibility of relaxing Assumption 3 by allowing for some marginal
cumulants to be zero in the static identification of Theorem 3 and also for the dynamics iden-
tification of Theorems 1, 2 or 4, but only under conditions which guarantee that every single
component of εt is non-Gaussian. Then, for static identification robustness we explore, first,
the situation when just one of the marginal cumulants is zero for a given k and, second, when
some further marginal skewness coefficients are zero, but the corresponding kurtosis coeffi-
cients are not, or vice versa, so they mutually compensate for the lack of identification of some
particular component, both mechanisms indicating that at most one Gaussian component in
εt can be allowed as in Comon (1994).
Corollary 1 Under Assumptions 1(k) , 3*(k), k = 3 or 4, and 4, the conclusions of Theorem 3
hold.
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Then, when a single higher order cumulant of a given order k is zero only signed permutation
matrices are not discarded, but this is not true if more than one marginal element of α0k is
zero. The next result investigates the case when possibly more than one marginal cumulant
of the same order k = 3 or k = 4 is zero, but the corresponding marginal cumulants of the
other order are nonzero, allowing for at most one component to have simultaneously zero
skewness and zero kurtosis for static identification, while the others need to have at least one
coefficient different from zero. As before, for dynamics identification we need to guarantee that
all components are non-Gaussian up to order four. To avoid the potential lack of identification
provided by a single set of cumulants of a given order, we need to consider a robustified loss
function involving both third and fourth moments simultaneously.
Corollary 2 Under Assumptions 1(k) , 3(k), k = 3 and 4, and 4, with index sets I3 and I4,
subsets of {1, 2, . . . , d} , such that α03j = 0 for j ∈ I3, α04j = 0 for j ∈ I4, and #{I3 ∩ I4} ≤ 1,
for any constant BM A different from a signed permutation, i.e. A 6= Pd, there exists an  > 0
such that
inf
α3
L03
(
A, vκIC3 (α3)
)
+ inf
α4
L04
(
A, vκIC4 (α4)
) ≥  > 0, (5)
while if #{I3 ∩ I4} = 0, then (5) holds for all non constant BM A.
4. PARAMETER IDENTIFICATION
We assume that the observed d-dimensional SVARMA(p, q) process Yt admits the following
parameterization
Φθ0 (L)Yt = µ+ Θθ0 (L) εt, εt ∼ iidk
(
0, Id, vκ
IC
k
(
α0k
)
, k ∈ K) (6)
where the index set K ⊆ {3, 4} is non empty, the lag polynomials
Φθ (L) := Id + Φ1 (θ)L+ · · ·+ Φp (θ)Lp
Θθ (L) := Θ0 (θ) + Θ1 (θ)L+ · · ·+ Θq (θ)Lq
depend on a m-dimensional parameter θ ∈ S ⊂ Rm and iidk means that Assumption 1(k)
holds imposing serial iid-ness up to k moments. The parameterization vκICk (αk) given in
(3) and (4) impose the independence component condition of Assumption 3(k) on the arrays
of k = 3 and/or k = 4 order cumulants of the standardized error sequence εt with vectors
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αk ∈ Dk ⊂ Rd of marginal skewness (k = 3) and kurtosis coefficients (k = 4). Then θ0 and
α0 denote the true value of the parameters and, while the level µ could be estimated by OLS
or GLS based on estimates of θ as usual, since our methods are invariant to µ we do not
discuss this further.
The k-th order spectral density parametric model for each index a = (a(1), . . . , a(k)) of
components of Yt with representation (6) is given for k = 3, 4, by
fa,k(λ;θ,α) :=
(
Φ−1θ Θθ
)⊗k
a
(λ) vec
(
vκICk (α)
)
= Ψ (λ;θ)⊗ka Skα
where Sk :=
(
e⊗k1 , e
⊗k
2 , . . . , e
⊗k
d
)
is a rank d selection matrix and Ψ (λ;θ) := Φ−1θ
(
e−iλ
)
Θθ
(
e−iλ
)
.
For k = 2 we replace vκIC2 (α) by Id in fa,2(λ;θ), to impose normalization and uncorrelation
of the components of εt.
We assume that the parameterization (6) satisfies the following conditions.
Assumption 5
5.1. For all θ ∈ S, det(Φθ (z))det(Θθ (z)) 6= 0 for |z| = 1 and Θ0 (θ) is nonsingular.
5.2. For all θ 6= θ0, Φ−1θ (z) Θθ (z) 6= Φ−1θ0 (z) Θθ0 (z) in a subset of positive measure of
{z ∈ C : |z| = 1} .
5.3. θ0 ∈ S and S is compact.
5.4. Φi (θ) , i = 0, . . . , p, and Θi (θ) , i = 0, . . . , q, are continuously differentiable for θ ∈ S.
Assumption 5.1 imposes Assumption 4 for each parameterized model, and with the iid con-
dition of order k on the sequence εt in Assumption 1(k) guarantee that Yt with representation
(6) is k-stationary. The identifiability conditions in Assumption 5.2 are satisfied when the
parameter space S is sufficiently constrained (cf. Boubacar Mainassara and Francq, 2011) as
for restricted versions of causal and invertible VARMA models (e.g. echelon or final equations
forms) that guarantee that Φθ (L) and Θθ (L) are left coprime and that the unique unimod-
ular common left divisor of Φθ (L) and Θθ (L) is the identity matrix, see e.g. Section 12.1
in Lu¨tkepohl (2005). Assumption 5.3 is a standard parameter space restriction and, together
with Assumption 5.4, allows for uniformity arguments.
Note that parameterizations covering both invertible and noninvertible (or causal and non-
causal) solutions are allowed by Assumption 5.2, which identifies uniquely the parametric
transfer and impulse response functions. However, it is possible that Φ−1θ (z) Θθ (z)A(z) =
Φ−1θ0 (z) Θθ0 (z) for almost all z, |z| = 1, some θ 6= θ0 and some BM A (z) 6= Id, and therefore
fa,2 (λ;θ0) can not identify Φ
−1
θ0
(z) Θθ0 (z) . However, Assumption 5.2 is not sufficient either to
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identify Φ−1θ (z) Θθ (z) uniquely from fa,k(λ;θ0,α
0
k) for k = 3 or 4, without further restrictions
to discard signed permutations A (z) = Pd 6= Id since Assumption 3(k) already prevents for
all nonconstant A (z) . With this aim, we introduce the following assumptions, which fix the
signs of the components of εt and impose an ordering by either imposing a given structure on
Θ0 (θ0) (6A), or by restricting the allowed set of values for the marginal third or fourth order
cumulants α0k (6B(k)), or by directly excluding any signed permutations among the columns
of the transfer function (6C).
Assumption 6A. The diagonal elements of Θ0 (θ0) are all positive and the elements of Yt are
ordered so that there is no signed permutation Pd such that the absolute value of the product
of the diagonal elements of Θ0 (θ0)Pd is equal or larger than that of Θ0 (θ0) .
The restriction on the diagonal elements of Θ0 (θ0) , cf. Pham and Garat (1997) and Lanne
and Luoto (2019), fixes the signs of εt so that a positive increment in a component of εt cor-
responds to a positive increment in the element of Yt associated to this shock. This restriction
can be described as a sign restriction (at lag 0) on the IRF of each endogenous variable with
respect to the corresponding error term, giving a unique interpretation of the IRF (as it is
automatically imposed when using Cholesky identification). Further, it is imposed a unique
permutation that maximizes the absolute value of the product of the diagonal elements of
Θ0 (θ0)Pd for Pd = Id. Alternative ordering schemes based on the elements of Θ0 are possible,
see e.g. Lanne et al. (2017), as well as schemes that use information for the ordering from the
vectors α03 and α
0
4, as the following novel condition.
Assumption 6B(k). The diagonal elements of Θ0 (θ0) are all positive and it holds for k ∈ K,
6B(3) For k = 3 : α03 ∈ D3 compact where
D3 ⊆
{
α = (α1, . . . , αd)
′ ∈ Rd : −∞ < α1 < α2 < · · · < αd <∞, αj 6= 0
}
,
and there is no signed permutation Pd 6= Id such that the diagonal elements of Θ0 (θ0)Pd
are positive and P ′dα
0
3 ∈ D3.
6B(4) For k = 4 : α04 ∈ D4 compact where
D4 ⊆
{
α = (α1, . . . , αd)
′ ∈ Rd : −2 ≤ α1 < α2 < · · · < αd <∞, αj 6= 0
}
.
The sign of the diagonal elements of Θ0 (θ0) also determines the sign of the elements of
α03 ∈ D3, but not that of α04 ∈ D4, so any signed permutation Pd, P+d 6= Id, would alter the
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ordering of the elements of α04, but it might not that of α
0
3 depending on the values of Θ0 (θ0)
and the shift of signs. Then, Assumption 6B(3) imposes explicitly a unique sign-ordering
associated with an increasing sequence of asymmetry coefficients to remove these situations.
While Assumption 6B imposes the non-zero cumulant part of Assumption 3(k), it further
requires some further knowledge on the marginal distributions of the structural errors, e.g.
related to the asymmetry sign or the tail behaviour, that allows to order the skewness or
kurtosis coefficients of the components of εt.
Assumptions 6A and 6B fix the ordering of the columns of Θ0 (θ0) or of the cumulant
coefficients, respectively, to exclude permutations in the columns of the IRF (cf. Theorem 3)
if S and the parameterization Φ−1θ (z) Θθ (z) allow for rotations (i.e. constant Blaschke factors)
different from Id, where rotations different from Pd are ruled out by L0k, k = 3, 4. If S restricts
to only invertible and causal models, then it would be possible to allow for a component of εt to
be symmetric (and possibly Gaussian), i.e. α03j = 0 for a single j ∈ {1, . . . , d} , if second order
moments (to identify dynamics) were used in conjunction with third order ones (to identify
rotations), cf. Corollary 1. If in this case we include information from k = 4 simultaneously
to k = 2 and k = 3, we could also allow for a component with zero skewness and kurtosis (and
possibly Gaussian), while the other ones should display at least one non-Gaussian feature in
their third and fourth order moments, i.e.
∣∣α03j∣∣+ ∣∣α04j∣∣ = 0 for at most one j ∈ {1, . . . , d} .
In the next assumption, the parameterization and S are further restricted not to allow that
Φ−1θ (z) Θθ (z) = Φ
−1
θ0
(z) Θθ0 (z)Pd for any θ 6= θ0 and any constant signed permutation matrix
Pd because some identifying restrictions have been already imposed, such as a recursive system
(Choleski) assumption with a known ordering, so that Assumption 3(k) becomes sufficient for
identification, cf. Theorem 4.
Assumption 6C. For all θ 6= θ0, θ ∈ S, Φ−1θ (z) Θθ (z) 6= Φ−1θ0 (z) Θθ0 (z)Pd for any signed
permutation matrix Pd in a subset of positive measure of {z ∈ C : |z| = 1}.
Define the L2 distance between fa,k(λ;θ,α) and fa,k(λ) = fa,k(λ;θ0,α
0
k) for k = 3, 4 and
all possible indices a,
Lk (θ,α) :=
∑
a
∫
Πk−1
|fa,k(λ;θ,α)− fa,k(λ)|2 dλ,
in terms of the parameters θ and the marginal cumulants α of order k, and define
L2 (θ) :=
∑
a
∫
Π
|fa,2(λ;θ)− fa,2(λ)|2 dλ,
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where fa,2(λ;θ) is the parametric model for the second order spectral density fa,2(λ) for all
pairs a = (a(1), a(2)) , which only depends on θ because of the normalization V (εt) = Id
under (6) . The loss function L2 is only able to identify Φ−1θ (z) Θθ (z) up to a Blaschke factor
so it cannot identify θ under Assumptions 3 and 5 in absence of more restrictions.
We now show that the conclusions of Theorem 4 extend to these parametric loss functions
under any of the versions of Assumption 6 (A, B or C) with the corresponding restrictions
on the parameter space. Thus, let S+ ⊆ S be a compact set where we impose the restriction
that the diagonal elements of Θ0 (θ) are positive, while in the compact Smax ⊆ S+ we further
impose that Πdj=1Θ0,jj (θ) > maxθ′∈Smax Π
d
j=1Θ0,jj (θ
′) where θ′ is any parameter vector which
describes a permutation of the columns of Θθ (L) , i.e. Θθ′ (L) = Θθ (L)Pd for some signed
permutation matrix Pd.
Theorem 5 Under Assumptions 1(k) , 3(k) , 5 and 6(k), k ∈ K, for any ν > 0, there exists
an  > 0 such that,
inf
θ∈S,α:‖θ−θ0‖+‖α−α0k‖≥ν>0
L2 (θ) + Lk (θ,α) ≥  > 0,
where it is further imposed θ ∈ Smax under Assumption 6A and θ ∈ S+ and α ∈ Dk under
Assumption 6B(k).
This result provides identification of the dynamics and scaling parameters θ and the marginal
cumulant vector α in absence of knowledge on the possible noninvertibility (or noncausality)
of Yt. Following the comments to Theorem 4 and despite Assumption 5.2 allows that for
some θ 6= θ0 and some BM A, Φ−1θ (z) Θθ (z) = Φ−1θ0 (z) Θθ0 (z)A(z) for almost all z in the
unit circle so that L2 (θ) = 0, Lk is not minimized unless A(z) = Pd and α3 = P ′dα03 or
α4 = P
+′
d α
0
4. However, Assumption 6 imposes a unique ordering (and sign) to discard any
signed permutations of the columns of Φ−1θ0 (z) Θθ0 (z) that would generate the same (second
and k-order) dynamics of Yt based on a signed permuted version of εt. Further, similarly as
in VL, L3 and L4 could be considered jointly. Thus, if the target function includes contribu-
tions from L3 and L4, then both α3 and α4 are identified by the ordering of the columns of
Θ0 (θ0) (Assumption 6A) or by the ordering information from a single higher order cumulant
(Assumption 6B(k)).
By contrast with the univariate analysis of VL, in the multivariate case it is not possible to
identify jointly θ and αk from only Lk without L2, because the MA matrix polynomial Θθ (z)
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incorporates the scaling in Θ0 (θ) as we set V (εt) = Id, so that αk are skewness and kurtosis
coefficients. In alternative parameterizations, e.g. when setting Θ0 (θ) = Id for all θ and
Φθ (L)Yt = Θθ (L) Ωεt, εt ∼ iidk
(
0, Id, vκ
IC
k
(
α0k
)
, k ∈ K) ,
where Ω is a non-singular matrix parameterized independently of θ, the dynamics parameters
θ and the marginal cumulants αk could be identified jointly by a single Lk, k = 3 or 4, for a
given scaling rotation Ω, which has still to be identified together with L2.
5. PARAMETER MINIMUM DISTANCE ESTIMATION
Given a time series of Yt, t = 1, . . . , T , we define sample analogs of the loss functions
Lk (θ,α) for k = 3, 4 and L2 (θ) as in VL (2018) and Brillinger (1985),
Lk,T (θ,α) := (2pi)
2k−2
T k−1
∑
a
∑
λj
|fa,k(λj;θ,α)− Ia,k(λj)|2 ,
replacing the true spectral densities by the sample higher order periodograms Ia,k,
Ia,k (λ1, . . . , λk−1) :=
1
(2pi)k−1 T
wT,a(1) (λ1) · · ·wT,a(k−1) (λk−1)wT,a(k) (−λ1 · · · − λk−1) ,
where wT (λ) =
∑T
t=1 e
−iλtYt is the discrete Fourier transform (DFT) of Yt. In Lk,T , the
summation in λj = (λj1 , . . . , λjk−1) for Fourier frequencies λjn = 2pijn/T runs for all jn =
1, . . . , T −1, n = 1, . . . , k−1, excluding ja+jb = 0 mod(T ), a 6= b, and ja+jb+jc = 0 mod(T ),
all a, b and c different, for sample mean correction. Similarly,
L2,T (θ) := (2pi)
2
T
∑
a
T−1∑
j=1
|fa,2(λj;θ)− Ia,2(λj)|2
for the usual periodogram Ia,2 and spectral density fa,2.
The dk-vector containing all fa,k spectral densities can be written under Assumptions 1(k)
and 3(k) as (2pi)1−k Ψk (λ;θ) Skα, with Ψk (λ;θ) = Ψ⊗k (λ;θ) , so that for k = 3, 4
Lk,T (θ,α) = 1
T k−1
∑
λj
(Ψk (λj;θ) Skα− Ik(λj))∗ (Ψk (λ;θ) Skα− Ik(λj)) ,
where Ik(λ) is the dk × 1 vector stacking all (k = 3 order) biperiodograms and (k = 4 order)
triperiodograms of Yt, normalized by (2pi)
k−1 ,
Ik(λ) :=
1
T
wT (−λ1 − · · · − λk−1)⊗ · · · ⊗ wT (λ2)⊗ wT (λ1) .
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Correspondingly,
L2,T (θ) = 1
T
T−1∑
j=1
(Ψ2 (λj;θ) vec (Id)− I2(λj))∗ (Ψ2 (λj;θ) vec (Id)− I2(λj)) ,
where I2 (λ) = 1TwT (−λ) ⊗ wT (λ) = 2pivec(IY Y (λ)) and IY Y (λ) = (2piT )−1wT (λ)w∗T (λ) ={
I(a,b),2
}
a,b=1,...,d
is the usual periodogram matrix of Yt.
We set the following minimum distance parameter estimates for weights wk,(
θˆw,T , αˆk,T , k ∈ K
)
:= arg min
θ∈S,αk,k∈K
L2,T (θ) +
∑
k∈K
wkLk,T (θ,αk) ,
where mink∈Kwk > 0 and we further restrict to θ ∈ Smax under Assumption 6A and to
θ ∈ S+ and αk ∈ Dk under Assumption 6B(k) , k ∈ K. The main purpose of combining
loss functions Lk,T involving cumulants of different orders k = 3, 4, is robustness to lack of
identification due to failure of the nonzero cumulant condition of Assumption 3(k) for a single
k, as efficiency gains are possible though difficult to characterize, even in the univariate case,
see Lobato and Velasco (2018). Additionally, we always need to include L2,T in our loss
function for scaling identification.
Solving the first order conditions for αk, k ∈ K, using
∂
∂α
Lk,T (θ,α) = 2
T k−1
∑
λj
Re {S′kΨ∗k(λj;θ) (Ψk(λj;θ)Skα− Ik(λj))} ,
we can obtain the (unrestricted) estimate of αk for a given θ
αˆk,T (θ) :=
∑
λj
Re {S′kΨ∗k(λj;θ)Ψk(λj;θ)Sk}
−1∑
λj
Re {S′kΨ∗k(λj;θ)Ik(λj)} ,
and concentrate out αk in Lk,T (θ,αk) so that
θˆw,T = arg min
θ∈S
Lw,T (θ) ,
or restricted to θ ∈ Smax under Assumption 6A, where
Lw,T (θ) := L2,T (θ) +
∑
k∈K
wkLˆk,T (θ) , Lˆk,T (θ) := Lk,T (θ, αˆk,T (θ)) ,
and αˆk,T = αˆk,T
(
θˆw,T
)
. However, under Assumption 6B(k) there is no guarantee that for
θ ∈ S+ it holds that αˆk,T (θ) ∈ Dk, k ∈ K, and optimization should be done simultaneously
for (θ, αk, k ∈ K) in S+×
∏
KDk. Then, consistency of estimates under our set of identifying
conditions is achieved exploiting that periodogram averages estimate consistently integrals of
the true spectral densities.
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Theorem 6 Under Assumptions 1(2k) , 3(k) , 5, 6(k), k ∈ K, as T →∞,(
θˆw,T , αˆk,T , k ∈ K
)
→p
(
θ0, α
0
k, k ∈ K
)
.
Note that the result for αˆk,T also holds for k /∈ K from the consistency of θˆw,T when
Assumptions 1(2k) and 3(k) hold for both k = 3, 4, but only one set of cumulants needs to
satisfy the nonzero conditions to guarantee identification. Further, independence and equal
distribution of order 2k in Assumption 1(k) are used to facilitate the asymptotic analysis
despite are not necessary for identification.
Asymptotic Distribution
Now we consider optimal weighting of higher order periodograms replacing Lk,T (θ,α) by
a weighted loss function
LEFFk,T (θ,α) :=
1
T k−1
∑
λj
(Ψk(λj;θ)Skα− Ik(λj))∗Wk(λj; θ˜T ) (Ψk(λj;θ)Skα− Ik(λj)) ,
where Wk(λ; θ˜T ) :=
(
Ψk(λ; θ˜T )Ψ
∗
k(λ; θ˜T )
)−1
gives weights inversely proportional to the
modulus of the higher order transfer function Ψk(λ;θ) evaluated at some preliminary estimate
θ˜T →p θ0. This weighting does not require structural identification since Wk produces the
same weighting when Ψ(e−iλ; θ˜T ) is replaced by Ψ(e−iλ; θ˜T )A
(
e−iλ
)
for a BM A (z), because
(
Ψ(e−iλ;θ)A(e−iλ)
)⊗k
= Ψ(e−iλ;θ)⊗kA(e−iλ)⊗k = Ψk(λ;θ)A⊗k(λ).
Further, instead of using the solution from the first order condition for α, we propose to use
instead the simpler estimate
αˆ†k,T (θ) :=
1
T k−1
∑
λj
Re
{
S′kΨ
−1
k (λj;θ)Ik(λj)
}
,
exploiting that S′kΨ
∗
k(λ;θ0)Wk(λ;θ0)Ψk(λ;θ0)Sk = S
′
kSk = Id, similar to the proposal in VL
(2018), and replace LEFFk,T by the pseudo-profile loss function Lˆ†k,T (θ) := LEFFk,T
(
θ, αˆ†k,T (θ)
)
.
The consistency of parameter estimates
θˆ
†
w,T := arg min
θ∈S
Lˆ†w,T (θ) , Lˆ†w,T (θ) := L2,T (θ) +
∑
k∈K
wkLˆ†k,T (θ) ,
restricted to θ ∈ Smax under Assumption 6A, can be deduced by the same arguments as
for θˆw,T . We focus on estimates θˆ
†
w,T based on Lˆ†w,T because its analysis is simpler due to
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the efficient weighting scheme and a more straightforward estimation effect from αˆ†k,T (θ) ,
but it is immediate to show the asymptotic equivalence with estimates based on minimizing
LEFFk,T (θ,α) for θ ∈ S+ and α ∈ Dk, k ∈ K, under Assumption 6B(k), as well as that of
αˆ†k,T (θ) with αˆ
EFF
k,T (θ) .
To investigate the asymptotic distribution of parameter estimates we need further restric-
tions on the parameterization and a local identification condition. Define
Hk (θ) := (2pi)
1−k
∫
Πk−1
Re {B∗k (λ;θ) Bk (λ;θ)} dλ
where for k = 3, 4 we set
Bk (λ;θ) := Ψ
−1
k (λ;θ) Ψ˙k(λ;θ)− SkS′kΛ¯k (θ) =
k∑
j=1
Bk,j (λj;θ) ,
with Λ¯k (θ) := (2pi)
1−k ∫
Πk−1 Re
{
Ψ−1k (λ;θ) Ψ˙k(λ;θ)
}
dλ, and B2 (λ;θ) := Ψ
−1
2 (λ;θ) Ψ˙2(λ;θ)
= B2,1 (λ;θ) + B2,2 (−λ;θ) , with
Ψ˙k(λ;θ) :=
(
Ψ˙
(1)
k (λ;θ), . . . , Ψ˙
(m)
k (λ;θ)
)
, Ψ˙
(`)
k (λ;θ) :=
∂
∂θ`
Ψk(λ;θ),
where Bk,j (λj;θ) , j = 1, . . . , k, are obtained at once by the k-fold multiplicative structure of
Bk. Introduce for α = {αk}k∈K
Σ (θ,α) := (Im ⊗ vec (Id))′H2 (θ) (Im ⊗ vec (Id)) +
∑
k∈K
wk (Im ⊗ Skαk)′Hk (θ) (Im ⊗ Skαk)
and the following assumption which imposes a rank condition on Σ (θ0,α0) and reinforces the
smoothness conditions of the parameterization.
Assumption 7.
7.1. Let Φi (θ) , i = 0, . . . , p, and Θi (θ) , i = 0, . . . , q, have continuous third order derivatives
for all θ ∈ S.
7.2. θ0 ∈ Int (Smax) .
7.3. Σ (θ0,α0) > 0.
Assumptions 7.1 and 7.2 are standard for the analysis of asymptotic properties of extremum
estimates, while sufficient conditions for the local identification Assumption 7.3 are the full
rank of individual Hessian matrices, Hk (θ0) > 0, for at least one k = 2, 3, 4 with wk > 0
and Assumption 3(k) for k ∈ K. H2 is similar to the Hessian of PMLE estimates under
Gaussianity (and causality and invertibility), like Whittle estimates, which only use second
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order information, noting that here H2 includes also the scaling parameters in Θ0. This indi-
cates that usual methods are sufficient for local identification and local asymptotic inference,
but non-Gaussian information is key to achieve global identification and potential efficiency
improvements. Further, the centering terms in Λ¯k (θ) reflect the higher order cumulant esti-
mation effect, with the ones corresponding to non scaling parameters being identically zero
for causal and invertible processes.
To simplify the asymptotic variance of θˆ
†
w,T we could strengthen Assumption 3(k), k ∈ K,
to ICA of order k = 8, as we do in Appendix D to obtain explicit formulae for the variance of
the following vectors of powers of εt and εr for t 6= r,
ε
[2]
t,r :=
 εt ⊗ εr
εr ⊗ εt

ε
[3]
t,r :=

εt ⊗ εt ⊗ εr
εt ⊗ εr ⊗ εt
εr ⊗ εt ⊗ εt
− d∑
a=1

ea ⊗ ea ⊗ εr
ea ⊗ εr ⊗ ea
εr ⊗ ea ⊗ ea
 ,
ε
[4]
t,r :=

εt ⊗ εt ⊗ εt ⊗ εr
εt ⊗ εt ⊗ εr ⊗ εt
εt ⊗ εr ⊗ εt ⊗ εt
εr ⊗ εt ⊗ εt ⊗ εt
−
d∑
a=1
α03a

ea ⊗ ea ⊗ ea ⊗ εr
ea ⊗ ea ⊗ εr ⊗ ea
ea ⊗ εr ⊗ ea ⊗ ea
εr ⊗ ea ⊗ ea ⊗ ea
 .
However, there is no need of nonzero assumptions on marginal cumulants for order larger than
maxKk, apart of existence of 2k moments for k ∈ K, as, e.g., it is straightforward to justify
estimates with w4 = 0 based on up most k = 3 information with only six bounded moments.
Define Ck (0) := (2pi)
1−k ∫
Πk−1 B
∗
k (λ;θ0) dλ for k = 2, 3, 4 and the row block matrices for
j = ±1,±2, . . . ,
Ck (j) :=
{
(2pi)1−k
∫
Πk−1
B∗k,a (λ;θ0) e
−ijλadλ
}
a=1,...,k
,
and
Ω (θ0; C) :=
{
Ωab (θ0; C)
}
a,b=2,3,4
,
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where Ωab (θ0; C) := Φ
0
ab (θ0; C) + Φab (θ0; C) + Φ
†
ab (θ0; C) with
Φ0ab (θ0; C) := Ca (0)C
[
ε⊗at , ε
⊗b
t
]
C′b (0)
Φab (θ0; C) :=
∞∑
j=−∞,6=0
Ca (j)C
[
ε
[a]
t,r, ε
[b]
r,t
]
C′b (j)
Φ†ab (θ0; C) :=
∞∑
j=−∞,6=0
Ca (−j)C
[
ε
[a]
t,r, ε
[b]
r,t
]
C′b (j)
and variance-covariance matrices not depending on t or r by stationarity of order 2k, k ∈ K.
These definitions provide multivariate generalizations of the score variance expressions devel-
oped in VL for averages of higher order periodograms accounting for possibly nonfundamental
solutions and allow a compact presentation of the asymptotic distribution of θˆ
†
w,T in next the-
orem. See Appendix D for explicit expressions for each k.
Theorem 7 Under Assumptions 1(2k) , 3(k) , 5, 6(k) , 7, k ∈ K, minK wk > 0, as T →∞,
√
T
(
θˆ
†
w,T − θ0
)
→d Nm
(
0,Σ−1 (θ0,α0) δ (α0) Ω (θ0; B) δ
′ (α0) Σ−1 (θ0,α0)
)
,
where
δ (α0) :=
[
(Im ⊗ vec (Id))′
∣∣∣ w3 (Im ⊗ S3α03)′ ∣∣∣ w4 (Im ⊗ S4α04)′ ] .
As in VL, the terms Φ†ab are only different from zero for noncausal or noninvertible mod-
els for which Bk (λ;θ) have a representation with terms in e
−ijλ for j = −1,−2, . . . . Note
also that Φ022 incorporates the scaling estimation effect, which is treated separately in other
parameterizations, as in the univariate model in VL and, partially, in the one discussed in
Appendix E, because, e.g. for causal and invertible models, only the contributions from el-
ements of θ affecting Θ0 (θ) are different from zero in C2 (0). In the same line, the form of
Φ0ab, a, b > 2, accounts for the estimation of higher order cumulants under the ICA restriction
of Assumption 3(k), see Appendix D for details.
We next present the asymptotic distribution of αˆ†k,T
(
θˆ
†
w,T
)
for a particular k ∈ {3, 4}
without assumptions on α0k, which could contain many zeros, obtaining an easy test of overi-
dentification. The only requisite is that θˆ
†
w,T is consistent and asymptotic normal with identi-
fication provided by, possibly, a different set of cumulants. We introduce the following vector
of fourth powers of errors which include all permutations of pairs, where Et stands for expec-
tation conditional on εt, t 6= r, which is relevant for the variance of the sample kurtosis vector
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coefficients αˆ†4,T (θ0) ,
ε
[4]
t := Et

εt ⊗ εt ⊗ εr ⊗ εr
εr ⊗ εr ⊗ εt ⊗ εt
εt ⊗ εr ⊗ εt ⊗ εr
εr ⊗ εt ⊗ εr ⊗ εt
εt ⊗ εr ⊗ εr ⊗ εt
εr ⊗ εt ⊗ εt ⊗ εr

,
where, e.g., ε
[4]
t,1 =
∑d
a,b=1 ε
2
t,a (ea ⊗ ea ⊗ eb ⊗ eb) given thatE [εr ⊗ εr] =
∑d
b=1 E
[
ε2r,b
]
(eb ⊗ eb)
=
∑d
b=1 (eb ⊗ eb) . Define ∆k := 1′3 ⊗ S′k and Ω (θ0; Dk) as Ω (θ0; C) with Ch replaced by
Dk,h, h = 2, 3, 4, where for j = ±1,±2, . . . ,
Dk,h (j) := −whΛ¯k (θ0)
(
Im ⊗ Skα0k
)
Σ−1 (θ0,α0)
(
Im ⊗ Shα0h
)′
Ch (j)
with S2α
0
2 = vec(Id) and w2 = 1, and for j = 0,
Dk,h (0) := Idk1{k=h} − whΛ¯k (θ0)
(
Im ⊗ Skα0k
)
Σ−1 (θ0,α0)
(
Im ⊗ Shα0h
)′
Ch (0) .
Define also ∆¯4 := 1
′
4 ⊗ S′4 and the block matrix Φ¯0 (θ0; D4) := {Φ0ab (θ0; D4)}a,b=2,3,4,5 being
equal to Φ0 adding an extra row and column given by, b = 2, 3, 4,
Φ05b (θ0; D4) := (1
′
6 ⊗ Id4)C
[
ε
[4]
t , ε
⊗b
t
]
D′k,b (0) = Φ
0
b5 (θ0; D4)
′
Φ055 (θ0; D4) := (1
′
6 ⊗ Id4)V
[
ε
[4]
t
]
(1′6 ⊗ Id4)′ .
Theorem 8 Under Assumptions 1(2h) , 3 (h) , 5, 6(h) , 7, h ∈ K ∪ {k}, minK wh > 0, as
T →∞, for k = 3,
T 1/2
(
αˆ†3,T
(
θˆ
†
w,T
)
−α03
)
→d Nd (0,∆3Ω (θ0; D3) ∆′3)
and for k = 4,
T 1/2
(
αˆ†4,T
(
θˆ
†
w,T
)
−α04
)
→d Nd
(
0, ∆¯4Φ¯
0 (θ0; D4) ∆¯
′
4 + ∆4
(
Φ (θ0; D4) + Φ
† (θ0; D4)
)
∆′4
)
.
6. PARAMETER GMM ESTIMATION AND BOOTSTRAP
APPROXIMATIONS
In this section we propose estimates that exploit efficiently all the information used by the
minimum distance estimates of the previous section by minimizing simultaneously the score
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functions of Lk,T (θ,α) for k = 2, 3, 4 without need to specify w. Denote as in VL the gradient
vector of the concentrated loss functions for all k = 2, 3, 4 by
ST (θ) :=

∂
∂θ
L2,T (θ)
∂
∂θ
Lˆ†3,T (θ)
∂
∂θ
Lˆ†4,T (θ)
 ,
and denote the asymptotic variance of T 1/2ST (θ0) by V depending on δ and Ω from Theorem 7,
so we can consider the objective function
QT (θ) = ST (θ)′ Vˆ−T ST (θ) , (7)
to optimally weight the information on θ0 contained in the score vector ST (θ) . Here Vˆ−T is a
consistent estimator of the matrix V−, which is a reflexive generalized inverse of V , and hence,
satisfies VV−V = V and V−VV− = V− as the Moore-Penrose inverse. We employ generalized
inverses to take account of cases where the asymptotic variance of ST (θ) is default rank when
identification rank conditions in Assumption 3(k) fail for some k = 3, 4. Hence, the proposed
efficient estimator of θ0 is a Newton-Raphson step using (7),
θˆGMM,T := θ˜T −
(
HT
(
θ˜T
)′
Vˆ−T HT
(
θ˜T
))−1
HT
(
θ˜T
)′
Vˆ−T ST
(
θ˜T
)
, (8)
where HT (θ) := (∂/∂θ′)ST (θ) , and the initial estimate θ˜T satisfying
θ˜T − θ0 = Op
(
T−1/2
)
, (9)
could be θˆ
†
w,T or any other PML or GMM estimate obtained under appropriate identifying
conditions. Given (9), the consistency of θˆGMM,T is trivial and the next theorem states its
asymptotic distribution defining the column block matrix with with S2α
0
2 = vec(Id) .
H := p lim
T→∞
HT
(
θ˜T
)
= p lim
T→∞
∂
∂θ′
ST (θ0)
=
{(
Im ⊗ Skα0k
)′
Hk (θ0)
(
Im ⊗ Skα0k
)}
k=2,3,4
Theorem 9 Under Assumptions 1(2k) , 3(k), k ∈ {3, 4}, 5, 7, and Vˆ−T →p V− as T →∞,
√
T (θˆGMM,T − θ0)→d N
(
0, (H′V−H)−1) .
Note that Theorem 9 holds irrespective of zero values in α0k for k = 3 and 4, so no need
of this part of Assumption 3(k) for both k = 3, 4 as far as (9) holds, and though estimation
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procedures to obtain candidates for θ˜T can rely on some form of non-Gaussianity, they might
use only second-order information complemented by economic identification restrictions. For
the same reason, Assumption 6 is not needed under (9).
To perform inference avoiding possibly imprecise estimation of Ω or V it is possible to use
a simple parametric bootstrap based on resampling from the empirical distribution of model
residuals. However this procedure would require model simulation and re-estimation in each
resample, which could be costly for large high dimensional models. Alternatively, we could
resample the following linearization of the estimates in terms of the higher order periodograms
of true errors εt,
θˆ
†
w,T − θ0 = Σ−1 (θ0,α0)
∑
k∈K∪2
wk
T k−1
(
Im ⊗ Skα0k
)′∑
λj
Re {B∗k (λj;θ0) Iεk(λj)}+ op
(
T−1/2
)
,
where for k = 2 we set S2α
0
2 = vec(Id), w2 = 1, and replace Iε2(λj) by Iε2(λj)−vec(I2). Resam-
pled versions of the estimates are obtained replacing by (θ0,α
0
k, k ∈ K) by
(
θˆ
†
w,T , αˆ
†
k,T , k ∈ K
)
and Iεk by the periodograms Iεˆ
?
k of resampled residuals εˆ
?
t from the empirical distribution of
residuals εˆt = εt
(
θˆ
†
w,T
)
, t = 1, . . . , T, properly standardized,
θˆ
?
w,T := θˆ
†
w,T + Σ
−1
(
θˆ
†
w,T , αˆ
†
T
) ∑
k∈K∪2
wk
T k−1
(
Im ⊗ Skαˆ†k,T
)′∑
λj
Re
{
B∗k
(
λj; θˆ
†
w,T
)
Iεˆ?k (λj)
}
,
which requires only one computation of Σ
(
θˆ
†
w,T , αˆ
†
T
)
and Bk
(
λ, θˆ
†
w,T
)
, but not simulation or
parameter re-estimation in each resample. Interestingly, residuals εˆt are obtained directly in
the frequency domain after inversion of the residual DFT Ψ(λ; θˆ
†
w,T )
−1wT (λ), without need to
care about noninvertible or noncausal roots or imposing ad-hoc factorizations. Resampling of
residuals εˆt and the FFT can be implemented efficiently to obtain periodograms of resampled
residuals Iεˆ?k for any k, as well as set αˆ
?
kT = αˆ
†
kT
(
θˆ
?
w,T
)
evaluated at the periodogram of data
simulated from resampled εˆ?t to approximate the distribution of cumulant estimates.
Similar resampling methods to construct θˆGMM,T (and approximate its finite sample distri-
bution) can be implemented from (8) in the same way as for θˆ
†
w,T , since the elements of ST and
HT are the same as those involved in the linearization of θˆ
†
w,T , but pooled instead of aggre-
gated. In particular, it is straightforward to estimate V by the sample covariance of bootstrap
versions of ST evaluated at a preliminary inefficient θˆ
†
w,T . Then, it is possible to construct
bootstrap standard errors, significance tests on parameter values and overidentification tests
based on redundant cumulants or restrictions on functions of the IRF.
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7. SIMULATIONS
In this section we consider several Monte Carlo experiments to check the finite sample
performance of our identification and estimation procedures. We simulate bivariate (d = 2)
SVARMA(p, q) systems with (p, q) = (1, 0) and (1, 1) , Θ (L) = (I −B1L) Ω and
Φ1 =
 0.9 0
−0.4 0.7
 , B1 =
 −ζρ11 0
0 −ζρ22
 , Ω =
 10 4
−2 5
 .
Then, Θ0 = Ω satisfies Assumption 6A and Θ1 = −B1Ω with
∣∣ζj∣∣ < 1 and ρj = ±1, so the
two roots of det (Θ (z)) are −ζ−ρjj , j = 1, 2. We consider all configurations of invertible and
non-invertible roots (including mixed cases) when p = 0. We also simulate the SVARMA(0, 1)
model considered by Gourie´roux et al. (2019) with mixed roots as for our VARMA(1, 1) model.
We set θ0 =
(
vec (Φ1)
′ , vec (Ω)′ , vec (B1)
′)′ for p = 1 and θ0 = (vec (Ω)′ , vec (B1)′)′ for p = 0
and simulate two sample sizes T = 100, 200 with 1000 and 500 replications, respectively.
We consider three sets of innovations. The first type are mutually independent standardized
χ2nj variates, (n1, n2) = (6, 1), designed to satisfy Assumption 6B(k) for both k = 3 or k = 4
together with the value of Θ0 with α
0
3 = (1.155, 2.828)
′ and α04 = (2, 12)
′. We also consider
two further shock vectors, one composed of two standardized tnj variates, (n1, n2) = (6, 5) with
α03 = (0, 0)
′ and α04 = (3, 6)
′ and one with a mixed normal and a t6 variable as in Gourie´roux
et al. (2019) with α03 = (1, 0)
′ and α04 = (6, 3)
′. Note that these last two distributions do
not satisfy Assumption 3(k) for k = 3 because at least one component is symmetric, so
(dynamic) identification only relies on information from k = 4 order cumulants. Also note
that Assumption 1(2k) does not hold for these t distributions, as they have 5 finite moments
at most.
To identify both the correct rotation of the innovations and the location of the MA lag
polynomial roots we implement the following algorithm which obtains different estimates in
each step:
1. θˆ2,T : Causal and invertible reduced form VARMA estimation using L2,T loss function
with Whittle initial estimates to define the spectral weighting imposing uncorrelation
among components of εt. If p > 0, preliminary IV estimation of VAR parameters is
performed as in Gourie´roux et al. (2019) under the (correct) assumption of causality.
2. θˆ
†
w,T : Minimum distance higher order spectral estimation with unrestricted lag polyno-
mial root location.
28
2.1 Computation of all 2dq = 4 MA basic representations of θˆ2,T obtained by combi-
nations of possibly inverted MA roots using the procedure of Baggio and Ferrante
(2019).
2.2 Initial approximation of the rotation of the residuals for each representation closest
to component independence using a reconstruction ICA algorithm as implemented
in MATLAB RICA function.
2.3 Higher order spectral estimation imposing independence of order k = 3 or k = 3
and 4 in the components of εt by minimizing L†w,T (θ) with w ∈ {(1, 0) , (1, 1)}
using the rotated parameters from 2.2 of each specific root-model configurations as
initial estimates.
2.4 Global minimum: choose the root configuration that minimizes L†w,T (θ) .
2.5 Permutation of components: choose the signed permutation of error components
to match Assumption 6A among all 2dd! = 8 possible ones.
3. θˆGMM,T : Local GMM estimation based on preliminary estimates θˆ
†
w,T from Step 2 and
bootstrap estimated variance of the score.
For Step 2.1 we also tried to minimize a penalized version of L2,T that forces each specific
root location configuration, with similar results in most situations in terms of root identi-
fication, but less efficient estimates. Alternatively, we also imposed Assumption 6B(k) in
Step 2.5, but since it was not possible to get estimates of Θ0 with the right configuration of
the implied cumulant estimates in some replications, we do not report its results here. For
comparison purposes, we also report for invertible models the outcomes for an infeasible ver-
sion of the estimates θˆ2,T obtained in Step 1 (and after a RICA rotation to enforce component
independence as in Step 2.2) by finding the signed permuted version that minimizes the L2
distance to the true parameters. All Lk,T (θ) objective functions minimized in the different
steps use the same causal and invertible weighting based on Whittle estimates obtained in
Step 1 (as this is invariant to rotations of innovations and flipping of polynomial roots). For
all methods investigated we also obtain estimates of αk and we report bias and Root MSE
across simulations of all estimates (and average absolute bias and MSE for all elements of the
vector θ).
In Table 1 we report the percentage of simulations that identified the right location of roots
for all the parameter configurations for the p = 0 case (just mixed case for Gourie´roux et
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Table 1. Percentage of correct identification of the location of the MA roots by Lk,T .
SVARMA(0, 1) SVARMA(1, 1)
Innovation T k Invert. Mixed Non-Inv. Mix-GMR Mixed
(χ26, χ
2
1) 100 L3 92.3 83.3 92.0 66.7 61.7
L3 + L4 91.4 79.5 92.1 67.3 60.6
200 L3 99.0 99.0 99.6 76.6 70.0
L3 + L4 89.2 86.8 88.4 76.4 71.4
(MN, t6) 100 L3 78.0 75.3 77.3 36.8 61.7
L3 + L4 78.3 76.1 76.3 30.0 59.8
200 L3 89.4 69.8 86.6 35.8 72.0
L3 + L4 89.4 76.6 87.4 37.6 73.5
(t6, t5) 100 L3 52.2 51.0 48.3 43.7 39.3
L3 + L4 54.0 52.0 50.4 42.9 39.3
200 L3 55.4 40.6 56.2 46.6 42.0
L3 + L4 62.8 54.0 59.4 47.4 41.2
Table 1: Identification of SVARMA(p, 1) models by minimizing w3L3,T + w4L4,T , p ∈ {0, 1}, d = 2,
ζ1 = ζ2 = 0.5, ρ1 = 1, ρ2 = 1. Mix-GMR is the bivariate SVARMA(0, 1) model simulated in
Gourie´roux et al. (2019) with θ = (0, 1, 1, 0.5,−0.5, 1, 0,−2)′ and mixed MA roots (0.5, 2). Innovations are(
χ26, χ
2
1
)
, (MN(2.12, 1.412;−0.24, 0.582; 0.1, 0.9), t6), and (t6, t5). L3 and L3 +L4 identification use w = (1, 0)
and w = (1, 1), respectively.
al. (2019) and SVARMA(1, 1) models), innovations, sample sizes and weights w in the loss
functions. From the results for chi squared innovations we find that skewness provides a
very precise information for identification in multivariate systems as was found for univariate
models in VL, while the additional use of kurtosis information does not help much for the
sample sizes considered and, even for the smallest ones, can introduce further noise. For mixed
normal and t shocks our identification procedure is still able to gain substantial information
on the location of roots when Assumption 3(3) fails for one component, but obtains quite little
when it fails for all components as for bivariate t distributions (about 50% of right locations
for each of the three configurations). When adding information from kurtosis, i.e. k = 4
cumulants, in these k = 3 identification-failure situations, the results get better in almost
all cases, but with modest improvements in general given the small sample sizes considered.
Across all setups simulated, we found that mixed models with MA roots both inside and
outside the unit circle are more difficult to identify than pure invertible or non-invertible
systems, though only marginally in same situations.
The results for the SVARMA(0, 1) model simulated in Gourie´roux et al. (2019) also report
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significant differences for each set of innovations, with kurtosis being relatively helpful for
improving the performance both for symmetric and asymmetric distributions. We observe a
similar pattern for SVARMA(1, 1) models, but in general identification of the MA polynomial
roots is more complicated in the presence of autorregressive dynamics. Still, kurtosis infor-
mation seems more valuable when skewness is default rank, but, when all series are perfectly
symmetric, identification results are poorer and only improve very slowly with sample size.
In Tables 2-5 we report the results on the performance of parameter estimates only for
the replications which correctly identified the MA root location to make the comparisons
meaningful. We can check from the output in Table 2 for SVARMA(0, 1) invertible models
that the behaviour of parameter estimates θˆGMM,T compares well in terms of bias and RMSE
with the unfeasible estimate θˆ2,T , which uses information on the true value of the parameters.
Among the different distributions, the case of the symmetric t distribution seems to be the
most complicated, both in terms of bias and variability, given that its heavy tails violate
the moment condition in Theorem 6, while the χ2 distribution is the most informative given
its strong skewness. The results for non-invertible models (mixed and non-invertible cases)
in Table 3 are similar but in general estimates are less precise comparing, for instance, the
estimation of Ω contained in the first four components of θ.
Summary results on estimation of higher order cumulants are severely affected by some ex-
treme replications, and, in general, confirm the usual intuition that estimation of higher order
moments is quite difficult for small and moderate sample sizes and heavy tail distributions,
even more complicated for the kurtosis than for the skewness. Cumulant estimates are biased
towards zero, i.e. underestimate the non-Gaussianity, the bias growing with the magnitude of
the cumulant, and work similarly when based on the unfeasible estimates θˆ2,T .
Table 4 reports the results for sample size T = 200 and the same set-up, but only for
chi square innovations, confirming that models with non-invertible roots tend to report more
imprecise estimates and that estimation exploiting higher order moments information in the
invertible case can outperform estimates using only second order moments.
The simulations on estimation of the SVARMA(1, 1) mixed-root model described in Table 5
for both T = 100 and 200 and χ2 innovations using either w = (1, 0) and (1, 1) to select
different sets of moments, confirm that kurtosis does not contribute much on top of skewness
in terms of bias and variability of estimates, in parallel with its reduced identifying information.
Cumulant estimation also becomes more difficult with model complexity, though it improves
substantially with the sample size.
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Table 2. Estimation of invertible SVARMA(0, 1) . T = 100
Bias
(χ26, χ
2
1) (MN, t6) (t6, t5)
θ0 θˆ2,T θˆw,T θˆ2,T θˆw,T θˆ2,T θˆw,T
10 -0.612 -0.299 -0.197 -0.087 -0.304 -0.648
-2 0.075 0.046 -0.012 0.055 -0.075 0.542
4 -0.162 -0.083 -0.078 -0.180 -0.061 -1.464
5 -0.193 -0.049 -0.151 -0.099 -0.171 -0.284
-0.5 -0.016 -0.005 -0.013 -0.005 -0.017 0.005
0 -0.003 -0.001 -0.002 0.001 0.002 0.010
0 -0.006 -0.002 -0.003 0.004 -0.005 -0.016
-0.5 -0.018 -0.001 -0.019 -0.012 -0.011 0.016
AVE 0.134 0.061 0.060 0.055 0.080 0.373
α03 αˆ32,T αˆ3w,T α
0
3 αˆ32,T αˆ3w,T α
0
3 αˆ32,T αˆ3w,T
1.155 -0.141 -0.128 2 -0.129 -0.174 0 -0.050 -0.008
2.828 -0.503 -0.420 0 -0.011 -0.036 0 -0.008 -0.038
α04 αˆ42,T αˆ4w,T α
0
4 αˆ42,T αˆ4w,T α
0
4 αˆ42,T αˆ4w,T
2 -0.481 -0.568 6 -0.413 -0.600 3 -0.411 0.449
12 -4.286 -4.073 3 -1.233 -1.144 6 -2.704 -1.554
RMSE
(χ26, χ
2
1) (MN, t6) (t6, t5)
θ0 θˆ2,T θˆw,T θˆ2,T θˆw,T θˆ2,T θˆw,T
10 1.498 1.046 1.720 1.607 1.598 2.027
-2 0.983 0.470 0.785 0.921 1.030 1.651
4 2.233 1.340 1.402 1.694 2.140 3.740
5 1.146 1.009 0.647 0.593 0.865 1.178
-0.5 0.146 0.095 0.124 0.089 0.127 0.200
0 0.059 0.051 0.052 0.047 0.057 0.088
0 0.227 0.188 0.225 0.199 0.247 0.442
-0.5 0.167 0.100 0.125 0.101 0.120 0.184
AVE 0.808 0.537 0.635 0.656 0.773 1.189
α03 αˆ32,T αˆ3w,T α
0
3 αˆ32,T αˆ3w,T α
0
3 αˆ32,T αˆ3w,T
1.155 0.419 0.394 2 0.483 0.510 0 0.797 0.887
2.828 0.941 0.846 0 0.612 0.636 0 0.887 0.893
α04 αˆ42,T αˆ4w,T α
0
4 αˆ42,T αˆ4w,T α
0
4 αˆ42,T αˆ4w,T
2 2.137 2.116 6 2.851 2.815 3 3.556 3.219
12 7.502 7.288 3 2.866 2.892 6 5.653 3.399
Table 2: Estimation of SVARMA(0, 1) models by GMM, d = 2, ζ1 = ζ2 = 0.5, ρ1 = 1, ρ2 = 1. Innovations(
χ26, χ
2
1
)
, (MN(2.12, 1.412;−0.24, 0.582; 0.1, 0.9), t6), and (t6, t5). L2 + L3 + L4 identification and estimation,
w = (1, 1). AVE is the average of the absolute value of the column.
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Table 3. Estimation of non-invertible SVARMA(0, 1) . T = 100
Bias
(χ26, χ
2
1) (MN, t6) (t6, t5)
θ0 Mixed P.inv Mixed P.inv Mixed P.inv
10 -0.407 -0.145 -0.832 0.098 -1.686 0.094
-2 0.072 0.115 0.553 -0.018 1.105 0.972
4 -0.208 -0.124 -1.242 -0.046 -2.576 -1.869
5 0.141 0.031 0.021 0.054 1.175 0.049
-0.5/-2 -0.046 -0.034 -0.049 -0.039 -0.413 -0.003
0 0.017 0.018 0.056 -0.014 -0.008 -0.004
0 0.012 0.039 0.061 0.017 -0.016 -0.009
-2 0.017 -0.053 0.050 -0.008 0.409 -0.021
AVE 0.115 0.070 0.358 0.037 0.923 0.378
α03 α
0
3 α
0
3
1.155 -0.120 -0.103 2 -0.095 -0.175 0 -0.047 -0.030
2.828 -0.394 -0.435 0 -0.118 -0.047 0 0.031 0.007
α04 α
0
4 α
0
4
2 -0.491 -0.340 6 0.480 -0.741 3 -1.392 -1.080
12 -3.722 -4.060 3 0.436 -1.157 6 -3.934 -3.296
RMSE
(χ26, χ
2
1) (MN, t6) (t6, t5)
θ0 Mixed P.inv Mixed P.inv Mixed P.inv
10 1.204 2.095 2.132 2.501 2.678 2.225
-2 1.559 1.218 2.034 1.434 3.589 2.576
4 1.675 2.752 3.829 2.882 4.952 5.020
5 1.504 1.449 1.840 1.161 2.331 1.411
-0.5/-2 0.138 0.430 0.257 0.406 0.657 0.389
0 0.285 0.224 1.013 0.188 0.439 0.223
0 0.281 0.959 0.580 0.980 0.473 0.759
-2 0.522 0.498 4.381 0.452 0.789 0.417
AVE 0.896 1.203 2.008 1.250 1.989 1.628
α03 α
0
3 α
0
3
1.155 0.414 0.415 2 0.764 1.178 0 0.718 0.711
2.828 0.948 0.908 0 0.937 0.396 0 0.731 0.753
α04 α
0
4 α
0
4
2 2.189 2.318 6 2.059 6.607 3 2.711 2.488
12 7.606 7.409 3 3.186 3.365 6 4.657 4.051
Table 3: Estimation of SVARMA(0, 1) models by GMM, d = 2, ζ1 = ζ2 = 0.5, ρ1 = 1(Mixed)/ − 1(P.inv),
ρ2 = −1. Innovations
(
χ26, χ
2
1
)
, (MN(2.12, 1.412;−0.24, 0.582; 0.1, 0.9), t6), and (t6, t5). L2 + L3 + L4 identifi-
cation and estimation, w = (1, 1). AVE is the average of the absolute value of the column.
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Table 4. Estimation of (χ26, χ
2
1) SVARMA(0, 1) . T = 200
Bias
Invertible Mixed Non-invert.
θ0 θˆ2,T θˆw,T θ0 θˆw,T θ0 θˆw,T
10 -0.107 -0.041 10 -0.237 10 0.087
-2 0.153 0.047 -2 -0.080 -2 -0.037
4 -0.324 -0.076 4 0.007 4 0.095
5 -0.069 -0.043 5 -0.073 5 -0.069
-0.5 -0.003 -0.004 -0.5 -0.009 -2 0.006
0 -0.001 -0.001 0 -0.021 0 -0.007
0 -0.027 -0.027 0 0.001 0 -0.027
-0.5 0.005 0.004 -2 -0.019 -2 -0.035
AVE 0.086 0.030 0.056 0.045
α03 αˆ32,T αˆ3w,T αˆ3w,T αˆ3w,T
1.155 -0.054 -0.051 -0.010 -0.035
2.828 -0.258 -0.215 -0.060 -0.115
α04 αˆ42,T αˆ4w,T αˆ4w,T αˆ4w,T
2 -0.210 -0.275 -0.213 -0.267
12 -2.501 -2.308 -1.171 -1.454
RMSE
Invertible Mixed Non-invert.
θ0 θˆ2,T θˆw,T θ0 θˆw,T θ0 θˆw,T
10 0.984 0.741 10 0.737 10 1.700
-2 0.789 0.314 -2 0.773 -2 0.895
4 1.780 1.000 4 1.092 4 1.752
5 0.742 0.704 5 1.067 5 1.078
-0.5 0.064 0.065 -0.5 0.080 -2 0.312
0 0.028 0.029 0 0.136 0 0.162
0 0.121 0.121 0 0.157 0 0.591
-0.5 0.063 0.064 -2 0.297 -2 0.304
AVE 0.571 0.380 0.542 0.849
α03 αˆ32,T αˆ3w,T αˆ3w,T αˆ3w,T
1.155 0.335 0.308 0.284 0.273
2.828 0.729 0.679 0.827 0.814
α04 αˆ42,T αˆ4w,T αˆ4w,T αˆ4w,T
2 2.019 1.933 1.750 1.681
12 6.961 6.978 9.409 9.148
Table 4: Estimation of SVARMA(0, 1) models by GMM, d = 2, ζ1 = ζ2 = 0.5, ρ1 = ±1, ρ2 = ±1. Innovations(
χ26, χ
2
1
)
. L2 + L3 + L4 identification and estimation, w = (1, 1). AVE is the average of the absolute value of
the column.
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Table 5. Estimation of (χ26, χ
2
1)-SVARMA(1, 1) . Mixed Roots.
Bias
T = 100 T = 200
θ0 L3 L3 + L4 L3 L3 + L4
0.9 -0.045 -0.002 -0.026 -0.027
-0.4 0.155 0.162 0.170 0.156
0 0.028 0.039 -0.007 -0.007
0.7 -0.041 -0.052 -0.011 -0.017
10 -1.100 -1.178 -0.384 -0.700
-2 0.200 0.159 0.051 0.283
4 -1.773 -1.853 -0.704 -1.010
5 0.401 0.823 -0.037 0.224
-0.5 -0.159 -0.264 -0.104 -0.149
0 -0.087 -0.035 -0.055 -0.029
0 -0.008 0.032 0.008 0.044
-2 -0.079 0.203 -0.038 -0.010
AVE 0.340 0.400 0.133 0.221
α03 αˆ3w,T αˆ3w,T αˆ3w,T αˆ3w,T
1.155 -0.192 -0.265 -0.014 -0.162
2.828 -1.005 -1.227 -0.511 -0.934
α04 αˆ4w,T αˆ4w,T αˆ4w,T αˆ4w,T
2 0.277 0.060 0.788 -0.239
12 -10.415 -7.540 -2.112 -6.346
RMSE
T = 100 T = 200
θ0 L3 L3 + L4 L3 L3 + L4
0.9 0.117 0.420 0.071 0.118
-0.4 0.172 0.213 0.174 0.165
0 0.179 0.217 0.104 0.161
0.7 0.113 0.128 0.054 0.109
10 2.378 2.790 1.355 1.644
-2 2.942 2.986 2.398 2.457
4 4.549 4.816 2.744 3.204
5 2.210 2.462 1.534 1.857
-0.5 0.856 0.837 0.259 0.361
0 0.951 0.977 0.439 0.412
0 0.853 0.977 0.471 0.382
-2 1.071 1.475 0.542 0.635
AVE 1.366 1.525 0.845 0.959
α03 αˆ3w,T αˆ3w,T αˆ3w,T αˆ3w,T
1.155 0.809 0.936 0.747 0.422
2.828 1.838 1.799 1.392 1.338
α04 αˆ4w,T αˆ4w,T αˆ4w,T αˆ4w,T
2 7.205 2.674 6.950 2.007
12 66.500 8.112 9.998 6.859
% root loc. 61.7 60.7 70.2 67.0
Table 5: Estimation of SVARMA(1, 1) models by GMM, d = 2, ζ1 = ζ2 = 0.5, ρ1 = 1, ρ2 = −1. Innovations(
χ26, χ
2
1
)
. L2 +L3 and L2 +L3 +L4 identification and estimation, w = (1, 0) and w = (1, 1), respectively. Last
line provides the percentage of simulated paths with correct MA roots location. AVE is the average of the
absolute value of the column. T = 100, 200.
35
8. EMPIRICAL ANALYSIS
We apply our identification and estimation methods to Blanchard and Quah (1989) bivariate
system for the US real GNP growth and unemployment rate after linear detrending. They fit a
SVAR with 8 lags (1948Q2-1987Q4, T = 159) and use for identification a long-run restriction
by which the demand shock has no long-run effect on real GNP in the same way as both
supply and demand shocks have no long-run effect on unemployment. Lippi and Reichlin
(1994) alternatively propose that these long VAR dynamics could be better approximated by
a VARMA model and explore the properties of the different versions of the IRF obtained by
inverting the MA roots of the fundamental VARMA(1, 1) representation deduced from the
fitted VAR(8) parameterization. Gourie´roux et al. (2019) fit SVARMA(p, 1) models to the
same dataset for p ∈ {1, . . . , 6} by PMLE using GMM initial estimates based on IV estimation
of the AR parameters. The shocks are assumed mixed Gaussian distributed and p = 4 is the
order chosen by a combination of model selection criteria and correlation diagnostics, finding
a representation with a mixed invertible/noninvertible MA roots.
We fit with our methods a series of simple SVARMA(p, q) models to the original dataset to
investigate the possible nonfundamentalness of the dynamics of the system using our higher
order cumulant identification. We follow the same MA polynomial parameterization and the
same procedure as in the Monte Carlo simulations and base the preliminary choice of the MA
roots configuration on minimization of L†3,T + L†4,T , w = (1, 1), among all the versions of the
model obtained by MA root flipping of Whittle estimates using Baggio and Ferrante (2019)
algorithm imposing causality. Then, a local of minimization of L†w,T = L2,T + L†3,T + L†4,T is
performed to find θˆ
†
w,T and finally GMM estimates θˆGMM,T are obtained with V estimated by
bootstrap using the linear representation of the score. Each L†k,T is normalized by the number
of spectral densities of order k in the system, dk, and by T k−2, so that their values are close to
one and can be compared easily across k and model orders, though the larger k, the larger the
relative contribution from the sample variation of the k-order periodogram and the smaller
the contribution of the particular parameter value at which the loss function is evaluated.
We report in Table 6 the values of L2,T , L†3,T , L†4,T and L†w,T evaluated at the final estimates
with weighting defined by initial Whittle estimates (and the value L02,T obtained by minimizing
only L2,T as a benchmark for best linear fit), the modulus of the MA roots of the estimated
parameterization and the estimates of α3 and α4, using the scheme of Assumption 6A for
component identification, which imposes positive diagonal values of Θ0 and maximizes their
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product. We also report the estimates of Ω for the instantaneous impact of the shocks on the
endogenous variables. We use a similar identification strategy as Gourie´roux et al. (2019) to
label error components as transitory or demand and permanent or supply shocks, facilitating
an easy comparison to previous analysis.
The model which appears to best fit the data is the SVARMA(1, 1) , reporting the smallest
value for the overall loss function L†w,T after joint optimization and an efficient GMM Newton-
Raphson step, just third best for L2,T , outperformed by the much larger SVARMA(4, 1) and
VAR(8) models, which did also a better job when fitting only second order dynamics attending
to L02,T . Note that this comparison is made against the initial Whittle estimates found only
using second moments for the same order (p, q), so additional local optimization of L†3,T and
L†4,T to match higher order dynamics is made by penalizing the second order goodness-of-fit
at the same that imposes ICA and the correct location of MA roots. For the same reason, and
despite the model nesting, larger models do not necessarily provide better fit in finite samples
attending to initial-estimates weighted L†k,T loss functions.
The SVARMA(1, 1) model provides an invertible solution, but some more complex models
present non-invertible dynamics. Attending to higher cumulants, invertible solutions indicate
that both shocks have moderate skewness, possibly of different signs. The SVARMA(1, 1)
identifies the first shock as the transitory with negative skewness, while the second shock
would be the permanent one with much larger positive asymmetry, so in both cases negative
news (decreasing GNP growth and increasing unemployment) tend to be more extreme than
positive ones. Further, typically one shock displays large positive kurtosis (the permanent one
for the SVARMA(1, 1)), and there is no conclusive evidence about the kurtosis of the other
one, given the large bootstrap standard errors which make most estimates not significatively
different from zero. At least for the SVARMA(1, 1) model, these estimation results would
confirm model dynamics identification using jointly third and fourth cumulants by Corollary 2,
while none of them in isolation would be sufficient.
The estimates of the lag zero impact matrix Ω of our preferred model, as for other models
with only invertible dynamics in Table 6, indicate a much higher impact of the first (transitory)
shock on output compared to the impacts of the second (permanent) shock on both output
and employment, while the transitory shock has a negative short run effect on unemployment.
This last feature is preserved in models which identify non-invertible components, but the
sign of the instantaneous impact of the permanent shock on output is reversed.
Finally, we provide in Figure 1 the plots of the IRF’s identified by our estimation methods
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Table 6. US real GNP growth and unemployment rate. GMM SVARMA(p, q) estimates.
(p, q) (1, 0) (4, 0) (8, 0) (0, 1) (1, 1) (2, 1) (4, 1) (1, 2) (2, 2)
L02,T 0.9608 0.9991 0.7694 2.6118 0.9136 0.9342 0.8928 0.9395 0.9371
L2,T 0.9608 1.0393 0.8325 2.6118 0.9148 0.9329 0.8885 0.9395 0.9364
Lˆ†3,T 1.0258 1.0345 1.0343 1.3832 1.0284 1.0349 1.0335 1.0285 1.0297
Lˆ†4,T 1.1066 1.0784 1.2122 1.8540 1.0116 1.0693 1.1070 1.0578 1.0622
Lˆ†w,T 3.0932 3.1522 3.0790 5.8490 2.9548 3.0370 3.0290 3.0258 3.0284
|MA roots| − − − 3.1072 8.7673 0.7873 1.0002 0.25, 0.51 1.13, 1.32
− − − 3.1072 8.7673 5.2772 1.0002 0.51, 2.81 1.32, 2.99
− − − (Inv.) (Inv.) (Mix.) (Inv.) (Mix.) (Inv.)
αˆ3 −0.4474 −0.5422 −1.3776 −0.4611 −0.5260 −0.3023 −0.2722 −0.8550 −0.2959
1.4965 1.5745 −0.3435 0.5114 1.2839 1.4849 1.9261 −1.2217 1.4230
αˆ4 −1.6447 0.1856 6.3477 0.4471 −0.2134 −1.0077 −2.6953 −0.0563 −0.9281
5.4016 8.1305 −1.8098 1.1451 6.8220 7.1990 −1.8966 7.9476 7.0659
Ωˆ1,1 0.8648
(.103)
0.7465
(.190)
0.4192
(.067)
1.4697
(.072)
0.8077
(.088)
0.9184
(.091)
0.7116
(.026)
0.2338
(.305)
0.8178
(.287)
Ωˆ2,1 −0.2131
(.068)
−0.1993
(.088)
−0.0356
(.070)
−0.6311
(.040)
−0.2504
(.136)
−0.2046
(.122)
−0.2568
(.027)
−0.0364
(.194)
−0.2042
(.173)
Ωˆ1,2 0.0886
(.308)
0.1438
(.202)
0.0379
(.074)
0.3036
(.194)
0.2445
(.619)
−0.0575
(.187)
0.2805
(.022)
−0.0704
(.394)
0.1052
(.261)
Ωˆ2,2 0.1910
(.111)
0.1688
(.097)
0.0565
(.073)
0.1961
(.208)
0.1468
(.140)
0.2301
(.156)
0.1094
(.057)
0.0701
(.170)
0.1825
(.192)
Table 6: SVARMA(p, q) model fitting for US real GNP growth and unemployment rate after linear detrend-
ing, 1948Q2-1987Q4, T = 159. GMM estimates θˆGMM,T in (8) obtained with θ˜T = θˆw,T with w = (1, 1) and
Vˆ−T obtained by inverting the sample variance of the joint score ST evaluated at θˆw,T for 400 draws on the
empirical distribution of residuals εˆt. Component identification uses Assumption 6A.
for the SVARMA (1, 1) model together with those reported by Blanchard and Quah (1989)
and Gourie´roux et al. (2019). We can observe that the effect of the supply (or permanent)
shock on both endogenous variables is very close to the results of Blanchard and Quah for
the SVAR(8) model, though there is a slight delay in the maximum effect and a quite more
persistent effect on output. For the demand (transitory) shock, the shape of both IRF’s and
the timing of maximal effects are almost the same as for the SVAR model, but now the long
run effect on output is not restricted to zero and the IRF displays a very slow rate of decay
but close to the horizontal axis. The bootstrap tests of the long-run identification restriction
used by Blanchard and Quah (1989), based on the distance at lags 40 and 100 of the IRF of
GNP growth on this transitory shock, can not reject the hypothesis of zero long run effect,
confirming the plausibility of this identification strategy. On the other hand, the IRF obtained
by Gourie´roux et al. (2019) with noninvertible dynamics retain some of the previous properties
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for the unemployment response, but GNP growth behaves quite differently in the long run
after either type of structural shocks hitting the system.
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Fig. 1: IRF for US GNP growth and unemployment based on our GMM estimates (8) for
the SVARMA(1, 1) model, BQ: Blanchard and Quah (1989) SVAR(8) and GMR: Gourie´roux
et al. (2019) SVARMA(4, 1) model.
9. CONCLUSIONS
In this paper we have showed how to achieve identification of non-Gaussian SVARMA
models using basic restrictions on higher order moments under serial and component inde-
pendence conditions of finite order k = 3 or 4 on the structural shocks sequence. We use
an identification criterion in the frequency domain that leads to easy to check global and
local identification conditions and permits the design of consistent and asymptotically nor-
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mal parameter estimates which exploit all dynamic and static information in second, third
and fourth order moments. These results provide consistent estimation of IRFs without need
to specify the fundamentalness of the system and can be combined with different sources of
information to proper label the structural shocks of the model or to test relevant hypothesis
and overidentification conditions.
APPENDIX A: HIGHER ORDER CUMULANTS AND SPECTRAL DENSITIES
Cumulants of linear combinations. The third order cumulant matrices κ··j , j = 1, . . . , d, of a
random vector εt can be updated easily under linear transformations for a d× d matrix K, where K
is orthogonal, KK ′ = Id, to maintain the covariance structure of εt,
ηt = Kεt
so that it holds
vec (vκη3) = K
⊗3
1 vec
(
vκ03
)
or, alternatively,
vκη3 = K
⊗2 vκ03 K
′,
and in general, for any k ≥ 2, see Jammalamadaka, Rao and Terdik (2006),
vec
(
vκηk
)
= K⊗kvec
(
vκ0k
)
= vec
(
K⊗2 vκ0k
(
K⊗(k−2)
)′)
,
with K⊗0 = Id using that vec(ABC) = (C ′ ⊗A)vec(B) for conformable matrices A,B,C. Note
however that, for k ≥ 4, vκ0k contains many repeated columns, since for instance, for k = 4,
vec(κ··jh) = vec(κ··hj) , so in this particular case rank
(
vκ0k
) ≤ d(d+ 1)/2.
Higher order spectral densities. Consider a d-dimensional stationary stochastic process {Yt}t∈Z
with E[‖Yt‖k] <∞, some k ≥ 3, and call µ = E[Yt]. Define the autocovariance of order j as
Γ (j) = Cov[Yt, Yt−j ] = E[(Yt − µ)(Yt−j − µ)′], for j = 0,±1, . . . ,
and the spectral density matrix, f(λ), is defined implicitly as
Γ (j) =
∫ pi
−pi
f(λ) exp(−ijλ)dλ.
The autocovariance sequence and the spectral density are measures of the dependence of the stochas-
tic process based on second moments, hence they are the objects of interest of usual time series anal-
ysis. The dependence contained in higher order moments can also be described by the cumulants
40
which are defined in terms of higher order moments as
cum
(
Yt(1),a(1), . . . , Yt(k),a(k)
)
=
∑
(−1)p−1(p−1)!E(Πj∈v1Yt(j),a(j)) · · ·E(Πj∈vpYt(j),a(j)), k = 1, 2, . . . ,
where v1, . . . , vp is a partition of (1, 2, . . . , k), and the sum runs over all these partitions, a (j) ∈
{1, . . . , d} , t (j) = 0,±1, . . . , for j = 1. . . . , k, see Brillinger (1975) or Rosenblatt (1985, p. 34).
Hence, the first and second cumulants are the mean and the variance, respectively.
We also define the k-th order cumulant spectral density k = 2, 3, . . . , for a= (a (1) , . . . ,a (k))
which is the Fourier transform of the k-th order cumulants for elements (a (1) , . . . ,a (k)) of the
vector Yt, fa,k(λ) = fa(1),...,a(k)(λ1, . . . , λk−1), as
fa,k(λ) = (2pi)
1−k
∞∑
j1,...,jk−1=−∞
cum(Ya(1),t, Ya(2),t+j1 , . . . , Ya(k),t+jk−1) exp
(
−
k−1∑
s=1
ijsλs
)
,
introducing for simplicity, when there is no ambiguity, the notation λ = (λ1, . . . , λk−1). Existence
of fa,k(λ) can be guaranteed by summability conditions on cumulants, as those implied by a linear
process condition. Note that the elements of the usual spectral density (matrix) are recovered for
k = 2, while, in general, fa,k can be complex valued for any k ≥ 2, except the diagonal elements of
the usual spectral density matrix f = f2, i.e. fa,a (λ) , a = 1, . . . , d, which are always real valued.
VARMA higher order spectral densities. The second order spectral density matrix of Yt is
given by
f (λ) =
1
2pi
Φ−1
(
e−iλ
)
Θ
(
e−iλ
)(
Φ−1
(
e−iλ
)
Θ
(
e−iλ
))∗
=
1
2pi
Ψ
(
e−iλ
)
Ψ∗
(
eiλ
)
,
where ∗ denotes complex conjugation and transposition, and in particular for any two components
a= (a (1) ,a (2)) of Yt, its spectral density fa (λ) = f(a(1),a(2)) (λ) satisfies
fa (λ) =
1
2pi
Ψa(1)
(
e−iλ
)
Ψ′a(2)
(
eiλ
)
=
1
2pi
d∑
h,j=1
Ψa(1),h
(
e−iλ
)
Ψa(2),j
(
eiλ
)
where Ψj (z) = (Ψj,1 (z) , . . . ,Ψj,d (z)) is the j-th row of Ψ (z) , because the j-th element of the vector
Yt is obtained as Yt,j = Ψj (L) εt.
For any triplet a= (a (1) ,a (2) ,a (3)), the third order spectral density of the 3-dimensional vector(
Yt,a(1), Yt,a(2), Yt,a(3)
)
, fa,3(λ) = f(a(1),a(2),a(3))(λ1, λ2), is given by
fa,3(λ) = (2pi)
−2
d∑
j=1
Ψa(1),j(1)
(
e−iλ1
)
Ψa(2),j(2)
(
e−iλ2
)
Ψa(3),j(3)
(
ei(λ1+λ2)
)
κ0j(1),j(2),j(3)
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where κ0j = cum
(
εt,j(1), εt,j(2), εt,j(3)
)
, j = (j(1), j(2), j(3)) , is the joint third order cumulants of the
innovations indexed by a. This third order spectral density can be we written more compactly as
fa,3(λ) = (2pi)
−2 Ψ⊗3a (λ) vec
(
vκ03
)
,
where, using Kronecker product ⊗,
Ψ⊗3a (λ) = Ψa(3)
(
ei(λ1+λ2)
)
⊗Ψa(2)
(
e−iλ2
)
⊗Ψa(1)
(
e−iλ1
)
and, denoting κ··j = E [εtε′tεt,j ] , j = 1, . . . , d,
vκ03 = [vec (κ··1) · · · vec (κ··d)]
is a d2 × d matrix, where vec is the usual operator stacking all the columns of a matrix in a single
column vector, and the indexes in the d3-dimensional vector vec
(
vκ03
)
= {κhj`} run first from left to
right from 1 to d.
This notation extends readily to any k-order spectral density, k = 2, 3, . . . ,
fa,k(λ) =
1
(2pi)k−1
Ψ⊗ka (λ) vec
(
vκ0k
)
,
where for λ = (λ1, . . . , λk−1) we define
Ψ⊗ka (λ) = Ψa(k)
(
ei(λ1+···+λk−1)
)
⊗Ψa(k−1)
(
e−iλk−1
)
⊗ · · · ⊗Ψa(2)
(
e−iλ2
)
⊗Ψa(1)
(
e−iλ1
)
and the d2 × dk−2 matrix vκ0k satisfies
vκ0k = [vec (κ··1···1) vec (κ··2···1) · · · vec (κ··d···d)]
and κ··j(3)···j(k) is a d × d matrix with typical (j (1) , j (2)) element equal to the k-th order joint
cumulant cum
(
εt,j(1), εt,j(2), εt,j(3), . . . , εt,j(k)
)
, j (h) ∈ {1, . . . , d} , h = 1, . . . , k.
APPENDIX B: PROOFS OF RESULTS
Proof of Theorem 1.
Proof for k = 3. The integrand of L03 (A, vκ3) , satisfies, uniformly for λ ∈ Π2,{
vec(vκ3)
′A⊗3(λ)∗ − vec(vκ03)′}Υ03 (Id,λ){A⊗3 (λ) vec (vκ3)− vec (vκ03)}
≥ inf
λ
λmin
(
Υ03 (Id,λ)
)
inf
λ
|λmin (A (λ)⊗ Id2)|2
∥∥vec ((A⊗2 (λ2, λ1) vκ3 − vκ03A (λ1 + λ2)))∥∥2
≥ η6 ∥∥vec (A⊗2 (λ2, λ1) vκ3 − vκ03A (λ1 + λ2))∥∥2
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because of Assumption 4, A (z) is a BM (with unitary eigenvalues for |z| = 1) and
A⊗3 (λ) vec (vκ3)− vec
(
vκ03
)
= vec
(
A⊗2 (λ2, λ1) vκ3A (−λ1 − λ2)′ − vκ03
)
= vec
((
A⊗2 (λ2, λ1) vκ3 − vκ03A∗ (λ1 + λ2)
)
A (−λ1 − λ2)′
)
= (A (−λ1 − λ2)⊗ Id2) vec
(
A⊗2 (λ2, λ1) vκ3 − vκ03A∗ (λ1 + λ2)
)
denoting A⊗2 (λ2, λ1) = A
(
e−iλ2
)⊗A (e−iλ1) .
Then, under the assumption that A (z) is a non-constant BM (even if an = a
?−1
m for some n 6= m
and therefore gan (z) gam (z) = 1), and because vκ
0
3 is full rank d, there is at least one pair (j, h) ,
j ∈ {1, . . . , d2} , h ∈ {1, . . . , d} , such that ξ3 (λ) := {vκ03A∗ (λ1 + λ2)}j,h depends on λ through
λ1 + λ2 in a linear combination of products of gai (λ1 + λ2) functions, i = 1, . . . , r.
2
Then, for such pair (j, h) depending on the form of A and vκ03,∥∥vec (A⊗2 (λ2, λ1) vκ3 − vκ03A∗ (λ1 + λ2))∥∥ ≥ |ζ3 (λ)− ξ3 (λ)| ,
where ζ3 (λ) :=
{
A⊗2 (λ2, λ1) vκ3
}
j,h
is a linear combination of products of
1, gai (λ1) , gai (λ2) , i = 1, . . . , r,
possibly zero or constant even if vκ3 is full rank. Therefore
L03 (A, vκ3) ≥ η6
∫
Π2
|ζ3 (λ)− ξ3 (λ)|2 dλ ≥  > 0
for some  not depending on vκ3, but depending on η, vκ
0
3 and A, because the functions ζ3 (λ) and
ξ3 (λ) differ a.e. for any choice of vκ3 because ξ3 (λ) has an infinite expansion on powers of
exp (i (λ1 + λ2)) which depends on λ only through λ1 + λ2 (and can not be factorized in sepa-
rated functions of λ1 and λ2) while ζ3 (λ) depends on λ only through products of functions with
infinite representation on exponential functions of a single λi, i = 1, 2.
Note that for r = 1 it holds that A (z) = K0R (a1, z)K1, |a1| 6= 1, a1 real, and we can chose (j, h)
such that for v˜κ03 = vκ
0
3K0 and for some ci = ci
(
vκ03,K0,K1
) ∈ R, i = 1, 2, with c1 6= 0,
ξ3 (λ) =
{
vκ03A (λ1 + λ2)
}
j,h
=
{
v˜κ03R (a1, z)K1
}
j,h
= c0 + c1ga1 (λ1 + λ2)
and for some constants di,` = di,` (vκ3,K0,K1) ∈ R,
ζ3 (λ) = (d1,0 + d1,1ga1 (λ1)) (d2,0 + d2,1ga1 (λ2)) ,
2Note that in the representation (1) of a GBM we can allow for an = a
?−1
m for some n 6= m, despite this
implies that ga (z) ga?−1 (z) = 1 for a real a. Therefore, if A (z) is assumed not constant in z, a full cancellation
of all roots is not allowed and the effect of A is shifting these flipped roots in different components of Ψ when
d > 1, avoiding cases like A (z) = K0R
(
a?−1n , z
)
R (an, z)K
′
0 = Id, which leave unchanged the dynamics as
any constant A.
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so that for all c0, c1 6= 0 and di,`, the function ζ3 (λ)− ξ3 (λ) 6= 0 a.e. for any a1, |a1| 6= 1.
In particular, if r = d = 1, then (j, h) = (1, 1) and ξ3 (λ) = κ
0
3ga1 (λ1 + λ2) , ζ3 (λ) = κ3ga1 (λ1) ga1 (λ2) ,
with κ03 6= 0, so that∫
Π2
|ζ3 (λ)− ξ3 (λ)|2 dλ =
∫
Π2
|ga1 (λ1 + λ2)|2
∣∣κ3ga1 (λ1) ga1 (λ2) ga1 (−λ1 − λ2)− κ03∣∣2 dλ
= (2pi)2
∫
Π2
∣∣∣f3 (λ;κ3, a1)− (2pi)−2 κ03∣∣∣2 dλ >0
because |ga1 (λ1 + λ2)|2 = 1 and where f3 (λ;κ3, a1) is the bispectrum of an all-pass ARMA(1, 1)
model where a1 is the root of the MA(1) polynomial (and a
?−1
1 that of the AR(1) one) and the third
order cumulant is equal to κ3, whose L2 distance to the nonzero constant function (2pi)−2 κ03 (the
bispectrum of an independent series) is positive for all κ3 ∈ R, as showed by VL for any r. 2
Proof of Theorem 2.
Proof for k = 3. It follows from Theorem 1, because Assumption 3 implies Assumption 2 for
k = 3. Note in particular, that under Assumption 3 (k = 3) it is easy to check that vκ03A
∗ (λ1 + λ2)
contains only d non-zero rows, 1, d + 2, . . . , d2, equal to the rows of A∗ (λ1 + λ2) in the same order
multiplied by the corresponding marginal cumulant of κ03, so there is always at least one element{
vκ03A
∗ (λ1 + λ2)
}
j,h
depending on λ1 +λ2 through linear combinations of products of ga∗i (λ1 + λ2)
functions, i = 1, . . . , r.
Proof for k = 4. Arguing in a similar way as in the proof of Theorem 1, denoting λ4 := λ1 +λ2 +λ3
and recalling A⊗2 (λa, λb) = A
(
e−iλa
)⊗A (e−iλb) , we find that∥∥A⊗4 (λ) vec (vκ4)− vec (vκ04)∥∥ = ∥∥vec (A⊗2 (λ2, λ1) vκ4A⊗2 (−λ4, λ3)′ − vκ04)∥∥
=
∥∥vec ((A⊗2 (λ2, λ1) vκ4 − vκ04A⊗2∗ (λ4,−λ3))A⊗2 (−λ4, λ3)′)∥∥
≥ ∥∥vec (A⊗2 (λ2, λ1) vκ4 − vκ04A⊗2∗ (λ4,−λ3))∥∥ .
Under Assumption 3 (k = 4) and with the Kronecker structure of A⊗2∗ (λ4,−λ3) , it is easy to
check that vκ04A
⊗2∗ (λ4,−λ3) contains only d non-zero rows, 1, d+2, . . . , d2, each containing all cross-
products between the elements of the same row of A∗ (λ4) and of A∗ (−λ3) , A∗j
(
e−iλ4
)⊗A∗j (eiλ3) ,
j = 1, . . . , d (multiplied by the corresponding j-th element of κ04) so there is always at least one
element
{
vκ04A
⊗2∗ (λ4,−λ3)
}
j,h
:= ξ4 (λ) , say, depending on (λ3, λ4) in the form of a product of
two functions of λ3 and λ4, respectively, each with infinite series expansion in powers of λi. Then,
following the same argument as for k = 3 in Theorem 1, defining ζ4 (λ) :=
{
A⊗2 (λ2, λ1) vκ4
}
j,h
, we
can show that
L04 (A, vκ4) ≥ η8
∫
Π3
|ζ4 (λ)− ξ4 (λ)|2 dλ ≥  > 0
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and the theorem follows. 2
Proof of Theorem 3.
Proof for k = 3. For A = K orthogonal, KK ′ = Id, we need to show that K = Pd and vκ3 =
vκIC3
(
P ′dα
0
3
)
for signed permutation matrices Pd are the only solutions that make true vec
(
vκ03
)
=
K⊗3 vec(vκ3) or equivalently vκ03 = K⊗2 vκ3 K ′, or
vκ03 K = K
⊗2 vκ3. (10)
Take any d ≥ 2 and
vκ03 := vκ
IC
3
(
α03
)
=
(
α01e
⊗2
1 , α
0
2e
⊗2
2 , . . . , α
0
de
⊗2
d
)
, K = {Kab}da,b=1
where the constants α0j satisfy α
0
1α
0
2 · · ·α0d 6= 0 and e1 = (1, 0, . . . , 0)′ and so on are the unitary
vectors of dimension d, and we impose the same restriction to vκ3, i.e.
vκ3 =
(
α1e
⊗2
1 , α2e
⊗2
2 , . . . , αde
⊗2
d
)
,
with αj satisfying α1α2 · · ·αd 6= 0 and by orthogonality
K2a1 +K
2
a2 + · · ·+K2ad = 1, a = 1, . . . , d (11)
Ka1Kb1 +Ka2Kb2 + · · ·+KadKbd = 0, b < a = 2, . . . , d (12)
so that also K2ab ≤ 1.
Then we have that (10) is equivalent to
α01K11 α
0
1K12 · · · α01K1d
0 0 0
...
...
...
0 0 0
α02K21 α
0
2K22 · · · α02K2d
0 0 0
...
...
...
0 0 0
α0dKd1 α
0
dKd2 · · · α0dKdd

=

α1K
2
11 α2K
2
12 · · · αdK21d
...
... · · · ...
α1K11Kd1 α2K12Kd2 · · · αdK1dKdd
α1K21K11 α2K22K12 αdK2dK1d
α1K
2
21 α2K
2
22 αdK
2
2d
...
...
...
α1K21Kd1 α2K22Kd2 αdK2dKdd
α1K31K11 α2K32K12 αdK3dK1d
...
...
...
α1K
2
d1 α2K
2
d2 · · · αdK2dd

so that the restrictions imposed for all a, b = 1, . . . , d are
α0aKab = αbK
2
ab ⇒ Kab = 0 or = α0a/αb ∗ 1
{
0 <
∣∣α0a/αb∣∣ ≤ 1} . (13)
Note also that it must hold that αb 6= 0 for all b, as otherwise the b-th column of K would be exactly
zero.
We note the following consequences of these restrictions on K:
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1. For a = b, Kaa = 0 or = α0a/αa with 0 <
∣∣α0a/αa∣∣ ≤ 1 by (13).
2. If Kaa = ±1 ⇒ αa = ±α0a, with Kab = 0, b 6= a, by (11) (αb no restricted), i.e. the a-th row
of K is, up to sign, the unitary vector ea.
3. If Kab = ±1 ⇒ α0a/αb = ±1 (a 6= b), with Kaa = 0 and Kaj = 0 for all j 6= b by (11).
4. If Kaa 6= ±1 ⇒ ∃b 6= a, s.t. Kab 6= 0 by (11).
Then, to show that the only solutions to the equations (10) are matrices K which are signed
permutations between row b and row a with signs given by Kab = α
0
a/αb = ±1, Kaj = 0, j 6=
b, we have to show that it is not possible to select for any a = 1, . . . , d a set of indexes Ia ={
ja,1, . . . , ja,p(a)
}
, #Ia = p (a) ≥ 2, ja,` ∈ {1, . . . , d} and values Ka` 6= 0 for ` ∈ Ia that satisfy
∑
`∈Ia
K2a` =
∑
`∈Ia
(
α0a
α`
)2
= 1, (14)
∑
`∈Ia∩Ib
Ka`Kb` =
∑
`∈Ia∩Ib
α0a
α`
α0b
α`
= 0, b 6= a, (15)
i.e. the normalization and orthogonalization conditions of K, (11)-(12).
Then note that condition (14) excludes permutation matrices because #Ia = p (a) ≥ 2 (p (b) ≥ 1,
b 6= a) and that condition (15) implies that for all a 6= b
0 =
∑
`∈Ia∩Ib
α0a
α`
α0b
α`
= α0aα
0
b
∑
`∈Ia∩Ib
1
α2`
which, given that α` 6= 0 for all ` ∈ Ia ∩ Ib, is only feasible if Ia ∩ Ib = ∅ for all a 6= b, but since
p (a) ≥ 2, even if p (b) = 1, b 6= a, there must be some b for which Ia ∩ Ib 6= ∅ and therefore
we conclude that it is not possible to make such selection of indexes to construct K with elements
different from ±1.
Proof for k = 4. Consider d ≥ 2, denote β0 = α04 and
vκ04 := vκ
IC
4
(
α04
)
=
(
β01e1 0 · · · 0 β02ed+2 0 · · · 0 β0ded2
)
,
where the constants β0j satisfy β
0
1β
0
2 · · ·β0d 6= 0, vκ4 = vκIC4 (β) has the same structure for some
constants βj satisfying β1β2 · · ·βd 6= 0 and K satisfies the normalization and orthogonality conditions
(11) and (12).
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Then we have that vec
(
vκ04
)
= K⊗4 vec(vκ4) is equivalent to vκ04 K⊗2 = K⊗2 vκ4, or to
β01K
2
11 β
0
1K11K12 · · · β01K11K1d β01K12K11 β01K212 · · · β01K21d
0 0 · · · 0 0 0 · · · 0
...
...
...
...
...
...
0 0 · · · 0 0 0 · · · 0
β02K
2
21 β
0
2K21K22 · · · β02K21K1d β02K22K21 β02K222 · · · β02K22d
0 0 · · · 0 0 0 · · · 0
...
...
...
...
...
...
0 0 · · · 0 0 0 · · · 0
β0dK
2
d1 β
0
dKd1Kd2 · · · β0dKd1Kdd β0dKd2Kd1 β0dK2d2 · · · β0dK2dd

=

β1K
2
11 0 · · · 0 β2K212 0 · · · 0 βdK21d
β1K11K21 0 · · · 0 β2K12K22 0 · · · 0 βdK1dK2d
...
...
...
...
...
...
...
β1K11Kd1 0 · · · 0 β2K12Kd2 0 · · · 0 βdK1dKdd
β1K21K11 0 · · · 0 β2K22K12 0 · · · 0 βdK2dK1d
β1K
2
21 0 · · · 0 β2K222 0 · · · 0 βdK22d
...
...
...
...
...
...
...
β1K21Kd1 0 · · · 0 β2K22Kd2 0 · · · 0 βdK2dKdd
β1K31K11 0 · · · 0 β2K32K12 0 · · · 0 βdK3dK1d
...
...
...
...
...
...
...
β1K
2
d1 0 · · · 0 β2K2d2 0 · · · 0 βdK2dd

so for each pair (a, b)
Kab = 0 or βb = β
0
a 6= 0,
and
KabKac = 0, b 6= c,
i.e. in each row a there must be one single non-zero element, say Ka`, equal to ±1 to fulfill the
orthogonality and normalization restrictions, so all the restrictions can only hold when K is a per-
mutation matrix Pd and the assignment β` = β
0
a is done attending to the location of these nonzero
elements Ka` = ±1, i.e. β = P+′d β.
This provides identification of the components of εt up to signed permutations because for any
A (z) = Pd and any vκ
0
k = vκ
IC
k
(
α0k
)
we could select vκ3 = vκ
IC
3
(
P ′dα
0
3
)
or vκ4 = vκ
IC
4
(
P+′d α
0
4
)
so that L03
(
Pd, vκ
IC
3
(
P ′dα
0
3
))
= L04
(
Pd, vκ
IC
4
(
P+′d α
0
4
))
= 0 because that for these choices of vκk,
P⊗3d vec (vκ3) = vec
(
P⊗2d vκ
IC
3
(
P ′dα
0
3
)
P ′d
)
= vec
(
vκIC3
(
α03
))
= vec
(
vκ03
)
and
P⊗4d vec (vκ4) = vec
(
P⊗2d vκ
IC
4
(
P+′d α
0
4
)
P⊗2′d
)
= vec
(
vκIC4
(
α04
))
= vec
(
vκ04
)
,
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reflecting that kurtosis is identified independently of the sign of εt, but skewness is not, because
α03,j = e
′
jα
0
3 and from (3) it follows that
P⊗2d vκ
IC
3
(
P ′dα
0
3
)
P ′d =
d∑
j=1
e′j
(
P ′dα
0
3
)
(Pdej)
⊗2 (Pdej)′ =
d∑
j=1
α03je
⊗2
j e
′
j = vκ
IC
3
(
α03
)
.
2
Proof of Theorem 4. The results follows from combining Theorems 1 and 2 for non-constant and
constant A (z) , respectively. 2
Proof of Corollary 1. For k = 3, proceeding as in the proof of Theorem 3, and assuming w.l.o.g.
α01 = 0, the set of assumptions imposed by (13) only affect now to rows a = 2, . . . , d, of K, while for
a = 1 the implication is
0 = αbK
2
1b ⇒ K1b = 0 and/or αb = 0 (any K1b). (16)
Therefore, for a = 2, . . . , d, it is only possible to set Kab = α
0
a/αb ∈ [−1, 1] / {0} when αb 6= 0 (which
implies K1b = 0 by (16)), otherwise, if αb = 0, then Kab = 0 for all a > 1. Hence, at most there can
be one b such that αb = 0, otherwise there would be more than one row in K with a single nonzero
element in the first column (and K would be no full rank). On the other hand, there must be at least
one αb = 0 because otherwise the first row of K would be zero. Then, for this unique b, K1b = ±1,
K1` = 0, ` 6= b, Kab = 0, a 6= 1, while for the rest of rows and columns of K we can apply the same
argument as in the proof of Theorem 3 to show that it must be also a sign-permutation.
When there are two or more values of a such that α0a = 0, e.g. α
0
1 = α
0
2 = 0, then it is possible to
set up to two values αb = 0, for b = 1, 2, say, where the top left corner of K can be chosen freely as
any orthogonal 2 × 2 matrix, with the off diagonal blocks of K being zero, while the bottom right
corner should remain of permutation type.
For k = 4 and β01 = 0, we find again that K1b = 0 and/or βb = 0 (any K1b), so the same reasoning
as for k = 3, applies, since we can only set up one βb = 0, and the first row (and column) of K will
only contain a single nonzero element equal to ±1, the rest of K being also a permutation matrix
orthogonal to this first row.
Proof of Corollary 2. We only consider the case I3 ∩ I4 = ∅, i.e. #{I3 ∩ I4} = 0, the case with
α0j = β
0
j = 0 for a single j can be dealt with using the arguments in Corollary 1 to show static
identification.
Proceeding as in the proof of Theorem 3, the restrictions given by vκ03 K = K
⊗2 vκ3 for k = 3 in
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the typical case when all α0j 6= 0, j = 1, . . . ,m, but α0m+1 = · · · = αd = 0, so that
vκ03 K =

α01K11 α
0
1K12 · · · α01K1d
0 0 0
...
...
...
0 0 0
α02K21 α
0
2K22 · · · α02K2d
0 0 0
...
...
...
0 0 · · · 0
α0mKm1 α
0
mKm1 α
0
mK21
0 0 · · · 0
...
...
0 0 · · · 0

are
Kab = 0 or = α
0
a/αb for a = 1, . . . ,m,
while the rows j = m + 1, . . . , d of K are essentially unrestricted when d − m ≥ 2, cf. proof of
Corollary 1. This implies by the same argument as in Theorem 3 that these restrictions can only be
satisfied for K whose top m rows are of permutation type if we show that the remaining rows have
to be also of permutation type.
The restrictions vκ04 K
⊗2 = K⊗2 vκ4 for k = 4, under independence and β0j 6= 0, j = m+ 1, . . . , d
and β01 = · · · = β0m = 0, where now
vκ04 K
⊗2 =

0 0 · · · 0
0 0 · · · 0
...
...
...
0 0 · · · 0
β0m+1K
2
m+11 β
0
m+1Km+11Km+12 · · · β0m+1K2m+1d
...
...
...
β0dK
2
d1 β
0
dKd1Kd2 · · · β0dK2dd

,
are, following as in Theorem 3,
Kab = 0 or otherwise βb = β
0
a = 0, for a = 1, . . . ,m
Kab = 0 or otherwise βb = β
0
a 6= 0, for a = m+ 1, . . . , d,
and still
KabKac = 0, b 6= c, a = m+ 1, . . . , d,
i.e. each of the last d−m rows must contain one single non-zero element, equal to ±1 to fulfill the
orthogonality and normalization restrictions. Then the restrictions for k = 3 imply that the top m
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rows have to be also of signed permutation type, and therefore, considering both types of restrictions
together, we obtain that they can only hold simultaneously for K equal to a signed permutation Pd,
where the non-zero and zero values of α0j and β
0
j in vκ
0
3 and vκ
0
4 (and signs for α
0
j ) are permuted in
the same order by α = P ′dα
0 and β = P+′d β
0.
To show dynamic identification when I3 ∩I4 = ∅, we take in the proof of Theorem 2 the simplest
case in which α041 = 0, but all order marginal cumulants of order k = 4 are nonzero. In this case, the
argument for identification fails because there are BM A(z) for which the only row of A⊗2∗ (λ4,−λ3)
which depends on (λ3, λ4) is the first one, so that ξ4(λ) can not be constructed and it would be
possible to choose vκ4 to achieve
∥∥vec (A⊗2 (λ2, λ1) vκ4 − vκ04A⊗2∗ (λ4,−λ3))∥∥ = 0 a.e.. However,
if at the same time α031 6= 0, we can take j = 1 in the argument of the proof of Theorem 2 to define
ξ3(λ1 + λ2) for an appropriate h so that it has an infinite expansion in λ1 + λ2 that can not be
matched by any function ζ3(λ1, λ2) for any choice of vκ3 and such BM A (z) . The same reasoning
applies in the other direction and when more than one marginal cumulant is zero for any order k as
far as the corresponding cumulants of the other order are different from zero. 
Proof of Theorem 5. By Theorem 3 of Lippi and Reichlin (1994), all second-order equivalent
representations of Yt = Φ
−1
θ0
(z) Θθ0 (z) εt, εt = iid
(
0, Id, vκ
IC
k
(
α0k
))
, giving L2 (θ) = 0 for some
θ 6= θ0, θ ∈ S, involve a matrix polynomial Φ−1θ (z) Θθ (z) = Φ−1θ0 (z) Θθ0 (z)K up to an orthogonal
matrix K when Θθ (z) has the same roots as Θθ0 (z) , while by Theorem 2 of Lippi and Reichlin
(1994) the transfer functions differ by a (non constant) BM A (z) when some of the roots of Θθ0 (z)
are flipped, Φ−1θ (z) Θθ (z) = Φ
−1
θ0
(z) Θθ0 (z)A (z) .
Then the proof follows from our Theorem 4 which shows that Lk (θ,αk) = 0 could only hold if such
A is equal to a signed permutation Pd for k = 3 or k = 4 and α3 = P
′
dα
0
3 or α4 = P
+′
d α
0
4 (with P
+
d
being equal to Pd with positive entries), while Assumption 6 discards all such signed permutations
except the identity one by fixing an ordering and a sign pattern, and Assumption 5.2 excludes all
values θ 6= θ0 such that Φ−1θ (z) Θθ (z) = Φ−1θ0 (z) Θθ0 (z)A (z) a.e. for A (z) = Id. 2
Proof of Theorem 6. As in VL (2018) we can show uniformly for θ ∈ S and for k = 3 or 4 that
αˆk,T (θ)→p αk (θ)
where
αk (θ) :=
(∫
Πk−1
Re
{
S′kΨ
∗
k(λ;θ)Ψk(λ;θ)Sk
}
dλ
)−1 ∫
Πk−1
Re
{
S′kΨ
∗
k(λ;θ)Ψk(λ;θ0)Sk
}
dλ α0k
satisfies αk (θ0) = α
0
k, Lˆk,T (θ) converges uniformly to
Lˆk (θ) = (2pi)1−k
∫
Πk−1
(
Ψk (λ;θ) Skαk (θ)−Ψk (λ;θ0) Skα0k
)∗ (
Ψk (λ;θ) Skαk (θ)−Ψk (λ;θ0) Skα0k
)
dλ
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while L2,T (θ) converges uniformly to
L2 (θ) = (2pi)−1
∫
Π
vec (Id)
′ (Ψ2 (λ;θ)−Ψ2 (λ;θ0))∗ (Ψ2 (λ;θ)−Ψ2 (λ;θ0)) vec (Id) dλ
which is minimized for θ = θ0 and for all θ 6= θ0 such that Ψ
(
e−iλ;θ
)
= Ψ
(
e−iλ;θ0
)
A(e−iλ) where
the BM factor satisfies A(e−iλ) 6= Id in a set of positive measure by Assumption 5.2, so that
Ψ2 (λ;θ) = Ψ2 (λ;θ0) a.e. and L2 (θ) = 0.
Then for those θ 6= θ0 for which L2 (θ) = 0, Ψk(λ;θ)Skαk (θ) = Ψk(λ;θ0)A⊗k(λ)Skαk (θ) , and
therefore for Lˆk (θ) = 0 to be true given Assumption 5.2, it must hold that A⊗k(λ)Skαk (θ) = Skα0k
a.e., which by Theorem 3 can only hold when A(e−iλ) is a signed permutation matrix Pd a.e..
Therefore, under Assumption 6A, all θ 6= θ0 such that Ψ
(
e−iλ;θ
)
= Ψ
(
e−iλ;θ0
)
Pd with Pd 6= Id
are discarded as θ 6∈Smax because the product of the absolute value of the diagonal elements of
Θ0 (θ0) is a unique maximum up to permutations, and the consistency of θˆk,T follows by the standard
argument. Alternatively, Assumption 6C directly discard that for any θ 6= θ0 in S there exists
a signed permutation Pd so that Ψ
(
e−iλ;θ
)
= Ψ
(
e−iλ;θ0
)
Pd a.e. exists, so it must hold that
Lˆk (θ) > 0.
Further, Lemma 1 shows that if Ψ
(
e−iλ;θ
)
= Ψ
(
e−iλ;θ0
)
Pd a.e., then α3 (θ) = P
′
dα
0
3 and
α4 (θ) = P
+′
d α
0
4 (where P
+
d is equal to Pd with positive entries), and therefore Lk (θ,αk (θ)) = 0.
But for such θ 6= θ0, even if θ ∈S+, it holds αk (θ) 6= α0k under Assumption 6B(k) because Pd 6= Id
and P+d 6= Id for k = 3 and 4, respectively, by Assumption 5.2, so that for such θ, αk (θ) 6∈ Dk and
minα∈DkLk (θ,α) > 0 because of the compactness of Dk, and therefore L2 (θ)+Lk (θ,α) is uniquely
miminized at (θ,α) = (θ0,α0) in S+ ×Dk.
Notice that the case where Pd 6= Id is a pure sign-flipping diagonal matrix so that P+d = Id and
Ψ4(λ;θ) = Ψ4(λ;θ0) is excluded by Assumption 6B(4) by imposing all the diagonal elements of
Θ0 (θ0) being strictly positive, which is not true for Ψ(e
−iλ;θ0)Pd and such diagonal Pd. However,
Assumption 6B(3) needs to explicit prevent alternative orderings in α3 due to sign changes in P
′
dα
0
3.
Finally, the consistency of αˆk,T
(
θˆk,T
)
follows from the consistency of θˆk,T using similar methods
as in VL and Assumption 5.4. 2
Proof of Theorem 7. The score of the concentrated loss function wrt to each component of θ is
given by, k = 3, 4,
∂
∂θ`
Lˆ†k,T (θ) =
2
T k−1
∑
λj
Re
{(
Ψk (λj;θ) Skαˆ
†
k,T (θ)− Ik(λj)
)∗
Wk(λj; θ˜T )Ψ˙
(`)
k (λj;θ)Skαˆ
†
k,T (θ)
}
+
2
T k−1
∑
λj
Re
{(
Ψk(λj;θ)Skαˆ
†
k,T (θ)− Ik(λj)
)∗
Wk(λj; θ˜T )Ψk(λj;θ)Sk
∂
∂θ`
αˆ†k,T (θ)
}
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where the estimation effect of αk is similar to VL,
∂
∂θ`
αˆ†k,T (θ) = −
1
T k−1
∑
λj
Re
{
S′kΨ
−1
k (λj;θ)Ψ˙
(`)
k (λj;θ)Ψ
−1
k (λj;θ)Ik(λj)
}
,
which shows that estimation of θ is not independent of estimation of αk unlike with second order
methods as we can check that
∂
∂θ`
αˆ†k,T (θ0)→p −S′kΛ¯(`)k (θ0) Skα0,
which is also the limit of ∂∂θ` αˆ
EFF
k,T (θ0) , so αˆ
†
k,T (θ0) and αˆ
EFF
k,T (θ0) share the same asymptotic
distribution because ∂
∂θ˜T,`
αˆEFFk,T (θ0)→p 0.
Similarly for k = 2, we have
∂
∂θ`
L2,T (θ) = 2
T
∑
λj
Re
{
(Ψ2 (λj ;θ) vec (Id)− I2(λj))∗W2(λj ; θ˜T )Ψ˙(`)2 (λj ;θ)vec (Id)
}
.
Then, using that SkS
′
kT
1−k∑
λj
Re {Bk (λj;θ0)} = SkS′k (2pi)1−k
∫
Re {Bk (λ;θ0)} dλ+O
(
T−1
)
=
O
(
T−1
)
, because SkS
′
k (2pi)
1−k ∫
Πk−1 Re {Bk (λ;θ0)} dλ = 0 as S′kSk = Id, up to op (1) terms,
T 1/2Σ (θ0,α0)
(
θˆ
†
w,T − θ0
)
= −
4∑
k=3
wk
T 1/2
T k−1
(
Im ⊗α0′k S′k
)∑
λj
Re
{
B∗k (λj;θ0) Ψ
−1
k (λj;θ0)
(
Ψk(λj;θ0)Skαˆ
†
k,T (θ0)− Ik(λj)
)}
− 1
T 1/2
(
Im ⊗ vec (Id)′
)∑
λj
Re
{
B∗2 (λj ;θ0) Ψ
−1
2 (λj ;θ0) (Ψ2 (λj ;θ0) vec (Id)− I2(λj))
}
=
4∑
k=3
wk
T 1/2
T k−1
(
Im ⊗α0′k S′k
)∑
λj
Re
{
B∗k (λj;θ0)
{
Ψ−1k (λj;θ0)Ik(λj)− Skαˆ†k,T (θ0)
}}
+
1
T 1/2
(
Im ⊗ vec (Id)′
)∑
λj
Re
{
B∗2 (λj ;θ0)
(
Ψ−12 (λj ;θ0)I2(λj)− vec (Id)
)}
=
4∑
k=3
wk
T 1/2
T k−1
(
Im ⊗α0′k S′k
)∑
λj
Re
B∗k (λj;θ0)
Iεk(λj)− SkS′k 1T k−1 ∑
λj
Iεk(λj)


+
1
T 1/2
(
Im ⊗ vec (Id)′
)∑
λj
Re {B∗2 (λj ;θ0) (Iε2(λj)− vec (Id))}
=
4∑
k=3
wk
T 1/2
T k−1
(
Im ⊗α0′k S′k
)∑
λj
Re {B∗k (λj;θ0) {Iεk(λj)− E [Iεk(λj)]}}
+
1
T 1/2
(
Im ⊗ vec (Id)′
)∑
λj
Re {B∗2 (λj ;θ0) (Iε2(λj)− E [Iε2(λj)])}
→d Nm
(
0, δ (α0) Ω (θ0) δ (α0)
′) ,
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applying the CLT in Appendix D to weighted sums of Iε2(λj) and Iεk(λj) as in VL, because for
k = 3, 4, T 1−k
∑
λj
Re {B∗k (λj;θ0)E [Iεk(λj)]} = T 1−k
∑
λj
Re {B∗k (λj;θ0)}Skα0 = Λ¯′k (θ) Skα0 −
Λ¯′k (θ) SkS
′
kSkα0 +O
(
T−1
)
= O
(
T−1
)
as SkS
′
kSk = Sk. The proof is completed using Lemma 2 for
the convergence of the Hessian. 2
Proof of Theorem 8. We can write
αˆ†k,T
(
θˆ
†
k,T
)
−α0k = αˆ†k,T
(
θˆ
†
w,T
)
− αˆ†k,T (θ0) + αˆ†k,T (θ0)−α0k
where
αˆ†k,T
(
θˆ
†
k,T
)
− αˆ†k,T (θ0) =
∂
∂θ′
αˆ†k,T (θT )
(
θˆ
†
w,T − θ0
)
for some θT →p θ0 and
T 1/2
(
αˆ†k,T (θ0)−α0k
)
=
T 1/2
T k−1
∑
λj
Re
{
S′kΨ
−1
k (λj;θ0)Ik(λj)−α0k
}
=
T 1/2
T k−1
∑
λj
S′k Re {Iεk(λj)− E [Iεk(λj)]}+ op (1) .
Then
∂
∂θ`
αˆ†k,T (θT ) = −
1
T k−1
∑
λj
Re
{
S′kΨ
−1
k (λj;θT )Ψ˙
(`)
k (λj;θT )Ψ
−1
k (λj;θT )Ik(λj)
}
→p − 1
T k−1
∑
λj
Re
{
S′kΨ
−1
k (λj;θ0)Ψ˙
(`)
k (λj;θ0)Ψ
−1
k (λj;θ0)Ik(λj)
}
→p − 1
T k−1
∑
λj
Re
{
S′kΨ
−1
k (λj;θ0)Ψ˙
(`)
k (λj;θ0)I
ε
k(λj)
}
→p −S′kΛ¯(`)k (θ0) Skα0k
so that
∂
∂θ′
αˆ†k,T (θT )→p −S′kΛ¯k (θ0)
(
Im ⊗ Skα0k
)
.
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Then, pooling all results, with Σ0 := Σ
(
θ0,α
0
k
)
,
T 1/2
(
αˆ†k,T
(
θˆ
†
w,T
)
−α0k
)
= −T 1/2S′kΛ¯k (θ0)
(
Im ⊗ Skα0k
)
Σ−10
4∑
h=3
wh
T h−1
(
Im ⊗α0′h S′hk
)∑
λj
Re {B∗h (λj;θ0) {Iεh(λj)− E [Iεh(λj)]}}
− 1
T 1/2
S′kΛ¯k (θ0)
(
Im ⊗ Skα0k
)
Σ−10 (Im ⊗ vec (Id))′
∑
λj
Re {B∗2 (λj ;θ0) (Iε2(λj)− E [Iε2(λj)])}
+
T 1/2
T k−1
∑
λj
S′k Re {Iεk(λj)− E [Iεk(λj)]}+ op (1)
= T 1/2
4∑
h=3
1
T h−1
∑
λj
Re
{
S′kD
∗
k,h (λj;θ0) {Iεh(λj)− E [Iεh(λj)]}
}
+
1
T 1/2
∑
λj
Re
{
S′kD
∗
k,2 (λj ;θ0) (Iε2(λj)− E [Iε2(λj)])
}
+ op (1)
and the result follows as Theorem 7 and Appendix D for k = 2, 3, while for k = 4 we have to consider
the extra term ηt coming for the decomposition of
1
T 3
∑
λj
Iε4(λj) =
1
T
T∑
t=1
ε⊗4t −
1
T 2
T∑
t=1
T∑
r=1
 εt ⊗ εt ⊗ εr ⊗ εr+εt ⊗ εr ⊗ εt ⊗ εr
+εt ⊗ εr ⊗ εr ⊗ εt
+Op (T−1)
=
1
T
T∑
t=1
ε⊗4t −
1
T
T∑
t=1
(
1′6 ⊗ Id4
)
ηt + E
(a)
4 + E
(b)
4 + E
(c)
4 +Op
(
T−1
)
because the sum λj does not include the terms ja = 0 modT , e.g., for E
(a)
4 := E [εt ⊗ εt ⊗ εr ⊗ εr] =
E [εt ⊗ εt]⊗ E [εr ⊗ εr] =
∑
ab (ea ⊗ ea ⊗ eb ⊗ eb) := E2 ⊗ E2, say, for t 6= r, we find that
1
T 2
T∑
t=1
T∑
r=1
((εt ⊗ εt ± E2)⊗ (εr ⊗ εr ± E2))
=
1
T
T∑
t=1
(εt ⊗ εt − E2)⊗ 1
T
T∑
r=1
(εr ⊗ εr − E2) + E(a)4
+
1
T 2
T∑
t=1
T∑
r=1
((εt ⊗ εt − E2)⊗ E2) + 1
T 2
T∑
t=1
T∑
r=1
(E2 ⊗ (εr ⊗ εr − E2))
=
1
T 2
T∑
t=1
T∑
r=1
(εt ⊗ εt ⊗ E2) + 1
T 2
T∑
t=1
T∑
r=1
(E2 ⊗ εr ⊗ εr)− E(a)4 +Op
(
T−1
)
where (εt ⊗ εt ⊗ E2) = Er [εt ⊗ εt ⊗ εr ⊗ εr] , and we can proceed similarly for E(b)4 := E [εt ⊗ εr ⊗ εt ⊗ εr]
and E
(c)
4 := E [εt ⊗ εr ⊗ εr ⊗ εt] , where these constant terms cancel with the expectation of Iεh(λj) and
do not contribute to the variance of αˆ†4,T . 2
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APPENDIX C: AUXILIARY RESULTS
Lemma 1 Under the conditions of Theorem 6, for any signed permutation matrix Pd, if Ψ
(
e−iλ;θ
)
=
Ψ
(
e−iλ;θ0
)
Pd a.e., then α3 (θ) = P
′
dα
0
3 and α4 (θ) = P
+′
d α
0
4.
Proof of Lemma 1. We can show using PdP
′
d = Id and P
+
d P
+′
d = Id
αk (θ) =
(∫
Πk−1
Re
{
S′kP
⊗k′
d Ψ
∗
k(λ;θ0)Ψk(λ;θ0)P
⊗k
d Sk
}
dλ
)−1
×
∫
Πk−1
Re
{
S′kP
⊗k′
d Ψ
∗
k(λ;θ0)Ψk(λ;θ0)Sk
}
dλ PdP
′
dα
0
k
is equal to P ′dα
0
k or P
+′
d α
0
k iff
P⊗3d S3 = S3Pd or P4S4 = S4P
+
d , respectively.
Then writing Pd = (sj1ej1 , . . . , sjdejd) and Pd = (ej1 , . . . , ejd) for ja ∈ {1, . . . , d} , ja 6= jb for a 6= b,
and sja = ±1, we notice that
SkPd =
(
e⊗k1 , . . . , e
⊗k
d
)
(sj1ej1 , . . . , sjdejd) =
(
sj1e
⊗k
j1
, . . . , sjde
⊗k
jd
)
SkP
+
d =
(
e⊗k1 , . . . , e
⊗k
d
)
(ej1 , . . . , ejd) =
(
e⊗kj1 , . . . , e
⊗k
jd
)
is a reordering of the columns of Sk with the appropriate sign, while
P⊗kd Sk = P
⊗k
d
(
e⊗k1 , . . . , e
⊗k
d
)
=
[
(Pde1)
⊗k , . . . , (Pded)⊗k
]
=
[
skj1e
⊗k
j1
, . . . , skjde
⊗k
jd
]
,
so that P⊗3d S3 =
[
sj1e
⊗3
j1
, . . . , sjde
⊗3
jd
]
= S3Pd and P
⊗4
d S4 =
[
e⊗4j1 , . . . , e
⊗4
jd
]
= S4P
+
d . 2
Lemma 2 Under the Assumptions of Theorem 7, for θ˜T →p θ0, k = 3, 4,
∂2
∂θ∂θ′
Lˆ†k,T (θT ) →p
(
Im ⊗ Skα0k
)′
Hk (θ0)
(
Im ⊗ Skα0k
)
∂2
∂θ∂θ′
L2,T (θT ) →p (Im ⊗ vec (Id))′H2 (θ0) (Im ⊗ vec (Id)) .
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Proof of Lemma 2. We give the proof for k = 3, 4, the case for k = 2 is much simpler,
∂2
∂θ`∂θp
Lˆ†k,T (θ)
=
2
T k−1
∑
λj
Re
{(
Ψk(λj;θ)Skαˆ
†
k,T (θ)− Ik(λj)
)∗
Wk(λj; θ˜T )Ψ˙
(`,p)
k (λj;θ)Skαˆ
†
k,T (θ)
}
+
2
T k−1
∑
λj
Re
{(
Ψ˙
(p)
k (λj;θ)Skαˆ
†
k,T (θ)
)∗
Wk(λj; θ˜T )Ψ˙
(`)
k (λj;θ)Skαˆ
†
k,T (θ)
}
+
2
T k−1
∑
λj
Re
{(
Ψk(λj;θ)Sk
∂
∂θp
αˆ†k,T (θ)
)∗
Wk(λj; θ˜T )Ψ˙
(`)
k (λj;θ)Skαˆ
†
k,T (θ)
}
+
2
T k−1
∑
λj
Re
{(
Ψk(λj;θ)Skαˆ
†
k,T (θ)− Ik(λj)
)∗
Wk(λj; θ˜T )Ψ˙
(`)
k (λj;θ)Sk
∂
∂θp
αˆ†k,T (θ)
}
+
2
T k−1
∑
λj
Re
{(
Ψk(λj;θ)Skαˆ
†
k,T (θ)− Ik(λj)
)∗
Wk(λj; θ˜T )Ψk(λj;θ)Sk
∂2
∂θ`∂θp
αˆ†k,T (θ)
}
+
2
T k−1
∑
λj
Re
{(
Ψk(λj;θ)Skαˆ
†
k,T (θ)− Ik(λj)
)∗
Wk(λj; θ˜T )Ψ˙
(p)
k (λj;θ)Sk
∂
∂θ`
αˆ†k,T (θ)
}
+
2
T k−1
∑
λj
Re
{(
Ψk(λj;θ)Sk
∂
∂θp
αˆ†k,T (θ)
)∗
Wk(λj; θ˜T )Ψk(λj;θ)Sk
∂
∂θ`
αˆ†k,T (θ)
}
+
2
T k−1
∑
λj
Re
{(
Ψ˙
(p)
k (λj;θ)Skαˆ
†
k,T (θ)
)∗
Wk(λj; θ˜T )Ψk(λj;θ)Sk
∂
∂θ`
αˆ†k,T (θ)
}
where the limits of lines 1, 4, 5 and 6 of the rhs do not contribute asymptotically when evaluated at
θ˜T →p θ0 and the other ones converge to the probability limit of
∂2
∂θ`∂θp
Lˆ†k,T (θ0)
=
2
T k−1
∑
λj
Re
{(
Ψ˙
(p)
k (λj;θ0)Skα0
)∗
WT (λj;θ0)Ψ˙
(`)
k (λj;θ0)Skα0
}
+
2
T k−1
∑
λj
Re
{(
Ψk(λj;θ0)Sk
(
−S′kΛ¯(p)k (θ0) Skα0
))∗
Wk(λj;θ0)Ψ˙
(`)
k (λj;θ0)Skα0
}
+
2
T k−1
∑
λj
Re
{(
Ψk(λj;θ0)Sk
(
−S′kΛ¯(p)k (θ0) Skα0
))∗
Wk(λj;θ0)Ψk(λj;θ0)Sk
(
−S′kΛ¯(`)k (θ0) Skα0
)}
+
2
T k−1
∑
λj
Re
{(
Ψ˙
(p)
k (λj;θ0)Skα0
)∗
Wk(λj;θ0)Ψk(λj;θ0)Sk
(
−S′kΛ¯(`)k (θ0) Skα0
)}
+ op (1) ,
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which converges to 2α0′k S
′
k {Hk (θ0)}(p,`) Skα0k because
(2pi)k−1 {Hk (θ)}(p,`)
=
∫
Re
{
Ψ˙
(p)
k (λ;θ)
∗Wk(λ;θ)Ψ˙
(`)
k (λ;θ)
}
dλ
−
∫
Re
{
Λ¯
(p)
k (θ)
∗ SkS′kΨ
∗
k(λ;θ)Wk(λ;θ)Ψ˙
(`)
k (λ;θ)
}
dλ
+
∫
Re
{
Λ¯
(p)
k (θ)
∗ SkS′kΨ
∗
k(λ;θ)Wk(λ;θ)Ψk(λ;θ)SkS
′
kΛ¯
(`)
k (θ)
}
dλ
−
∫
Re
{
Ψ˙
(p)
k (λ;θ)
∗Wk(λ;θ)Ψk(λ;θ)SkS′kΛ¯
(`)
k (θ)
}
dλ
=
∫
Re
{(
Ψ˙
(p)
k (λ;θ)−Ψk(λ;θ)SkS′kΛ¯(p)k (θ)
)∗
Wk(λ;θ)
(
Ψ˙
(`)
k (λ;θ)−Ψk(λ;θ)SkS′kΛ¯(`)k (θ)
)}
dλ
=
∫
Re
{(
Ψ−1k (λ;θ)Ψ˙
(p)
k (λ;θ)− SkS′kΛ¯(p)k (θ)
)∗ (
Ψ−1k (λ;θ)Ψ˙
(`)
k (λ;θ)− SkS′kΛ¯(`)k (θ)
)}
dλ.
2
APPENDIX D: ASYMPTOTICS OF AVERAGES OF HIGHER ORDER
PERIODOGRAMS
Define for k = 2, 3, 4, the average of periodograms of order k,
Zk,T :=
T 1/2
T k−1
∑
λj
Re {B∗k (λj) (Iεk(λj)− E [Iεk(λj)])}
where
Iεk(λ) =
1
T
wεT (−λ1 − · · · − λk−1)⊗ wεT (λk−1)⊗ · · · ⊗ wεT (λ1) , wεT (λ) =
T∑
t=1
e−iλtεt.
is the k-periodogram of shocks satisfying Assumptions 1(2k) and 3(k).
Denote Λ˙(`) (λ;θ) := Ψ−1
(
e−iλ;θ
)
Ψ˙(`)
(
e−iλ;θ
)
and Λ˙ (λ;θ) :=
(
Λ˙(1) (λ;θ) , . . . , Λ˙(m) (λ;θ)
)
,
and set for j = 0,±1, . . . ,
C (j) := (2pi)−1
∫ pi
−pi
Λ˙∗ (λ;θ0) exp (−ijλ) dλ
so for Ck (0) := (2pi)
1−k ∫
Πk−1 B
∗
k (λ;θ0) dλ for k = 2, 3, 4, we find that C2 (0) = Id⊗C (0)+C (0)⊗Id
while
C3 (0) = [Id ⊗ Id ⊗C (0) + Id ⊗C (0)⊗ Id + C (0)⊗ Id ⊗ Id]
(
Id3 − S3S′3
)
C4 (0) = [Id ⊗ Id ⊗ Id ⊗C (0) + Id ⊗ Id ⊗C (0)⊗ Id + · · ·+ C (0)⊗ Id ⊗ Id ⊗ Id]
(
Id4 − S4S′4
)
,
and for the block row matrices, j 6= 0,
Ck (j) :=
{
(2pi)1−k
∫
Πk−1
B∗k,a (λ;θ0) exp (−ijλa) dλ
}
a=1,...,k
,
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we find that
C2 (j) =
[
Id ⊗C (j) C (j)⊗ Id
]
C3 (j) =
[
Id ⊗ Id ⊗C (j) Id ⊗C (j)⊗ Id C (j)⊗ Id ⊗ Id
]
C4 (j) =
[
Id ⊗ Id ⊗ Id ⊗C (j) Id ⊗ Id ⊗C (j)⊗ Id · · · C (j)⊗ Id ⊗ Id ⊗ Id
]
.
The factors (Idk − SkS′k)that appear in C3 (0), C4 (0) and Φ0ab, a or b > 2, indicate that the ICA
restriction is imposed when estimating higher order cumulants, so not all elements in the cumulant
array vκk are estimated. In an unrestricted estimation, based e.g. on Assumption 2(3), Sk would
be replaced by Idk so the contributions from Φ
0
ab (θ0; C) for a > 2 or b > 2 cancel out.
For k = 2,
B
(`)
2,1 (λ;θ) = B
(`)
2,1 (λ;θ) = Id ⊗
{
Λ˙(`) (λ;θ)
}
B
(`)
2,2 (λ;θ) = B
(`)
2,2 (λ;θ) =
{
Λ˙(`) (λ;θ)
}
⊗ Id
because Ψ−12 (λ;θ)Ψ˙
(`)
2 (λ;θ) =
(
Id ⊗ Λ˙(`) (λ;θ)
)
+
(
Λ˙(`) (λ;θ)⊗ Id
)
, and
Iε2(λ) =
1
T
wT (−λ)⊗ wT (λ) = 1
T
T∑
t,r=1
exp (−i (t− r)λ) (εr ⊗ εt)
=
1
T
T∑
t=1
(εt ⊗ εt) + 1
T
T∑
t,r=1
t−1∑
r=1
A
[2]
t,r (λj)
[
εr ⊗ εt
εt ⊗ εr
]
where
A
[2]
t,r (λj) :=
[
exp {−i (t− r)λj} exp {−i (r − t)λj}
]
.
Then
Z2,T =
T 1/2
T
∑
λj
Re {B∗2(λj) (Iε2(λj)− E [Iε2(λj)])} =
T∑
t=1
Z2,t
where Z2,t is a martingale difference sequence (MDS)
Z2,t :=
1
T 1/2
C
[2,0]
T {(εt ⊗ εt)− vec (Id)}
+
1
T 1/2
t−1∑
r=1
[
C
[2,1]
T (r − t) C[2,2]T (r − t)
] [εt ⊗ εr
εr ⊗ εt
]
+
1
T 1/2
t−1∑
r=1
[
C
[2,1]
T (t− r) C[2,2]T (t− r)
] [εr ⊗ εt
εt ⊗ εr
]
=
1
T 1/2
C
[2,0]
T {(εt ⊗ εt)− vec (Id)}+
1
T 1/2
t−1∑
r=1
C
[2]
T (r − t) ε[2]t,r +
1
T 1/2
t−1∑
r=1
C
[2]
T (t− r) ε[2]r,t
with
C
[2,0]
T :=
1
T
∑
λj
Re B∗2 (λj ;θ)→ C2 (0) :=
1
2pi
∫ pi
−pi
B∗2 (λ;θ) dλ,
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which in general is different from zero since B2 is not centered as the scaling is incorporated in Ψ
and second order cumulants (or covariances) are not estimated separately due to the normalization
assumption, and
C
[2]
T (r − t) :=
[
C
[2,1]
T (r − t) C[2,2]T (r − t)
]
:=
 1
T
∑
λj
Re
{
B∗2,1 (λj ;θ) exp (i (t− r)λj)
} 1
T
∑
λj
Re
{
B∗2,2 (λj ;θ) exp (−i (t− r)λj)
}
= C2 (r − t) +O
(
T−1
)
,
as T →∞ where
C2 (j) :=
[
C[2,1] (j) C[2,2] (j)
]
:= [(Id ⊗C (j)) (C (j)⊗ Id)]
C (j) :=
1
2pi
∫ pi
−pi
Λ˙∗ (λ;θ) exp (−ijλ) dλ.
Then we can write Z2,T =
∑T
t=1 Z
0
2,t + op (1) , where
Z02,t :=
1
T 1/2
t−1∑
r=1
[C2 (0) C2 (r − t) C2 (t− r)]

1
t−1
(
ε⊗2t − vec (Id)
)
ε
[2]
t,r
ε
[2]
r,t

where
εt,r :=

1
t−1
(
ε⊗2t − vec (Id)
)
ε
[2]
t,r
ε
[2]
r,t
 :=
 1t−1 (εt ⊗ εt − vec (Id))εt ⊗ εr
εr ⊗ εt

so that exploiting symmetries, C
[
ε⊗2t , ε
[2]
r,t
]
= C
[
ε⊗2t , ε
[2]
t,r
]
= 0, V [Z2,T ] =
∑T
t=1V
[
Z02,t
]
can be
approximated by
C2 (0)V0C
′
2 (0)
+
1
T
T∑
t=1
t−1∑
r=1
[
C[2] (r − t) C[2] (t− r)
] V [ε[2]t,r] C [ε[2]t,r, ε[2]r,t]
C
[
ε
[2]
r,t, ε
[2]
t,r
]
V
[
ε
[2]
r,t
] [ C[2] (r − t)′
C[2] (t− r)′
]
= C2 (0)V0C
′
2 (0) +
1
T
T∑
t=1
t−1∑
r=1
C[2] (r − t)V
[
ε
[2]
t,r
]
C[2] (r − t)′ + C[2] (t− r)V
[
ε
[2]
r,t
]
C[2] (t− r)′
+C[2] (r − t)C
[
ε
[2]
t,r, ε
[2]
r,t
]
C[2] (t− r)′ + C[2] (t− r)C
[
ε
[2]
r,t, ε
[2]
t,r
]
C[2] (r − t)′
→ C2 (0)V0C′2 (0) +
∞∑
j=−∞
C[2] (j)V
[
ε
[2]
t,r
]
C[2] (j)′ +
∞∑
j=−∞
C[2] (−j)C
[
ε
[2]
t,r, ε
[2]
r,t
]
C[2] (j)′
= Φ022 + Φ22 + Φ
†
22
where, under Assumption 3(4), V0 = V0
(
κ04
)
= V
[
ε⊗2t
]
=
∑
a,b (eae
′
a ⊗ ebe′b + eae′b ⊗ ebe′a) +∑
a κ
0
4a (eae
′
a ⊗ eae′a) ,
V
[
ε
[2]
t,r
]
= V
[
ε
[2]
r,t
]
= (Id ⊗ Id) = Id2
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and for t 6= r,
C
[
ε
[2]
t,r, ε
[2]
r,t
]
=
∑
a,b
(
eae
′
b ⊗ ebe′a
)
.
For k = 3 and Λ¯(`) (θ) = (2pi)−1
∫
Π Λ˙
(`) (λ;θ) dλ we obtain
B
(`)
3,1 (λ;θ) = B
(`)
3,1 (λ1;θ) = Id ⊗ Id ⊗
{
Λ˙(`) (λ1;θ)− S3S′3Λ¯(`) (θ)
}
B
(`)
3,2 (λ;θ) = B
(`)
3,2 (λ2;θ) = Id ⊗
{
Λ˙(`) (λ2;θ)− S3S′3Λ¯(`) (θ)
}
⊗ Id
B
(`)
3,2 (λ;θ) = B
(`)
3,1 (λ3;θ) =
{
Λ˙(`) (−λ1 − λ2;θ)− S3S′3Λ¯(`) (θ)
}
⊗ Id ⊗ Id,
because
Ψ−13 (λ;θ)Ψ˙
(`)
3 (λ;θ) =
(
Id ⊗ Id ⊗ Λ˙(`) (λ1;θ)
)
+
(
Id ⊗ Λ˙(`) (λ2;θ)⊗ Id
)
+
(
Λ˙(`) (−λ1 − λ2;θ)⊗ Id ⊗ Id
)
,
and the third order periodogram Iε3(λ) = T−1wεT (−λ1 − λ2)⊗wεT (λ2)⊗wεT (λ1) can be written
as
1
T
T∑
t,r,s=1
exp (is (λ1 + λ2)− irλ2 − itλ1) (εs ⊗ εr ⊗ εt)
=
1
T
T∑
t=1
(εt ⊗ εt ⊗ εt) + 1
T
T∑
t=1
t−1∑
r=1
A
[3]
t,r (λ)
 εt ⊗ εt ⊗ εrεt ⊗ εr ⊗ εt
εr ⊗ εt ⊗ εt
+ 1
T
T∑
t=1
t−1∑
r,s=1
G
[3]
t,r,s (λ)
 εs ⊗ εr ⊗ εtεs ⊗ εt ⊗ εr
εt ⊗ εs ⊗ εr

where
A
[3]
t,r (λj) :=
[
exp {−i ((r − t)λj1)} exp {−i ((r − t)λj2)} exp {−i ((t− r) (λj1 + λj2))}
]
,
G
[3]
t,r,s (λj) :=
 exp {−i ((t− s)λj1 + (r − s)λj2)}exp {−i ((r − s)λj1 + (t− s)λj2)}
exp {−i ((r − t)λj1 + (s− t)λj2)}

′
.
Then
Z3,T =
T 1/2
T 2
∑
λj
Re {B∗3 (λj;θ0) (Iε3(λj)− E [Iε3(λj)])}+ op (1) =
T∑
t=1
Z3,t + op (1)
where, vec(Id3) =
∑d
a=1 (ea ⊗ ea ⊗ ea) , ea equal to the a-th column of Id,
Z3,t :=
1
T 1/2
C
[3,0]
T
{
(εt ⊗ εt ⊗ εt)−
d∑
a=1
κ3,a (ea ⊗ ea ⊗ ea)
}
+
1
T 1/2
t−1∑
r=1
 1T 2 ∑
λj
B∗3 (λj;θ0)A
[3]
t,r (λj)

 εt ⊗ εt ⊗ εrεt ⊗ εr ⊗ εt
εr ⊗ εt ⊗ εt

+
1
T 1/2
t−1∑
r,s=1
 1T 2 ∑
λj
B∗3 (λj;θ0)G
[3]
t,r,s (λj)

 εs ⊗ εr ⊗ εtεs ⊗ εt ⊗ εr
εt ⊗ εs ⊗ εr

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where
C
[3,0]
T :=
1
T 2
∑
λj
B∗3 (λj;θ0) = C3 (0) +O
(
T−1
)
,
for C3 (0) := (2pi)
−2 ∫
Π2
B∗3 (λ;θ0) dλ = A
′
3 (θ0) (Id3 − S3S′3), while
1
T 2
∑
λj
B∗3 (λj;θ0)A
[3]
t,r (λj) = C3 (r − t) +O(T−1)
as T →∞, where
C3 (j) :=
[
C[3,1] (j) C[3,2] (j) C[3,3] (j)
]
:=
[
(Id ⊗ Id ⊗C (j)) (Id ⊗C (j)⊗ Id) (C (j)⊗ Id ⊗ Id)
]
,
and similarly, the G
[3]
t,r,s terms only contribute when r = s with
1
T 2
∑
λj
B∗3 (λj;θ0)G
[3]
t,r,r (λj) = C3 (t− r) +O(T−1).
Then, using the same arguments as in VL, noting that the terms in G for r 6= s do not
contribute, we can write
Z3,T =
T∑
t=1
Z03,t + op (1)
where Z03,t is a MDS
Z03,t =
1
T 1/2
t−1∑
r=1
[C3 (0) C3 (r − t) C3 (t− r)]

1
t−1
(
ε⊗3t − E
[
ε⊗3t
])
ε
[3]
t,r
ε
[3]
r,t

with ε
[3]
t,r defined in Section 5, so that exploiting symmetries, V [Z3,T ] =
∑T
t=1V
[
Z03,t
]
can be
approximated by
C3 (0)V
[
ε⊗3t
]
C′3 (0)
+
1
T
T∑
t=1
t−1∑
r=1
[
C[3] (r − t) C[3] (t− r)
] V [ε[3]t,r] C [ε[3]t,r, ε[3]r,t]
C
[
ε
[3]
r,t, ε
[3]
t,r
]
V
[
ε
[3]
r,t
] [ C[3] (r − t)′
C[3] (t− r)′
]
= C3 (0)V
[
ε⊗3t
]
C′3 (0) +
1
T
T∑
t=1
t−1∑
r=1
C[3] (r − t)V
[
ε
[3]
t,r
]
C[3] (r − t)′ + C[3] (t− r)V
[
ε
[3]
r,t
]
C[3] (t− r)′
+C[3] (r − t)C
[
ε
[3]
t,r, ε
(3)
r,t
]
C[3] (t− r)′ + C[3] (t− r)C
[
ε
[3]
r,t, ε
(3)
t,r
]
C[3] (r − t)′
→ C3 (0)V
[
ε⊗3t
]
C′3 (0) +
∞∑
j=−∞
C[3] (j)V
[
ε
[3]
t,r
]
C[3] (j)′ +
∞∑
j=−∞
C[3] (−j)C
[
ε
[3]
t,r, ε
[3]
r,t
]
C[3] (j)′
= Φ033 + Φ33 + Φ
†
33 = Φ
0
33 + Φ33
(
κ04
)
+ Φ†33
(
κ03
)
, say,
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where Φ033 := C3 (0)V
[
ε⊗3t
]
C′3 (0) depends on κ2,κ3 and κ4, but not on κ6 because the right
factor Id3 − S3S′3 = Id3 −
∑
a e
⊗3
a e
⊗3′
a of C3 (0) is orthogonal to the contribution of κ6 to V
[
ε⊗3t
]
,
namely
∑
a κ6,aeae
′
a ⊗ eae′a ⊗ eae′a =
∑
a κ6,ae
⊗3
a e
⊗3′
a , and V
[
ε
[3]
t,r
]
= V
[
ε
[3]
r,t
]
, t 6= r, where under
Assumption 3(h), h ∈ {3, 4}, V
[
ε
[3]
t,r
]
is equal to
∑
a,b,c

{
eae
′
b ⊗ eae′b ⊗ ece′c
+eae
′
b ⊗ ebe′a ⊗ ece′c
} {
eae
′
a ⊗ ebe′c ⊗ ece′b
+eae
′
b ⊗ ebe′c ⊗ ece′a
} {
eae
′
b ⊗ ece′a ⊗ ebe′c
+eae
′
b ⊗ ece′c ⊗ ebe′a
}
{
eae
′
a ⊗ ebe′b ⊗ ece′c
+eae
′
b ⊗ ece′c ⊗ ebe′a
} {
eae
′
b ⊗ ebe′a ⊗ ece′c
+eae
′
b ⊗ ebe′c ⊗ ece′a
}
{
ece
′
c ⊗ eae′b ⊗ eae′b
+ece
′
c ⊗ eae′b ⊗ ebe′a
}

+
∑
a,b
κ4,a
 eae′a ⊗ eae′a ⊗ ebe′b eae′a ⊗ eae′b ⊗ ebe′a eae′b ⊗ eae′a ⊗ ebe′aeae′a ⊗ ebe′b ⊗ eae′a eae′b ⊗ ebe′a ⊗ eae′a
ebe
′
b ⊗ eae′a ⊗ eae′a

and C
[
ε
[3]
t,r, ε
[3]
r,t
]
= C
[
ε
[3]
r,t, ε
(3)
t,r
]
, with
C
[
ε
[3]
t,r, ε
[3]
r,t
]
=
∑
a,b
κ3,aκ3,b
 eae′b ⊗ eae′b ⊗ ebe′b eae′b ⊗ eae′a ⊗ ebe′b eae′a ⊗ eae′b ⊗ ebe′beae′b ⊗ ebe′b ⊗ eae′a eae′b ⊗ ebe′a ⊗ eae′b eae′a ⊗ ebe′b ⊗ eae′b
eae
′
a ⊗ ebe′a ⊗ ebe′b eae′a ⊗ ebe′b ⊗ ebe′a eae′b ⊗ ebe′a ⊗ ebe′a
 .
For k = 4,
B
(`)
4,1 (λ;θ) = B
(`)
4,1 (λ1;θ) = Id ⊗ Id ⊗ Id ⊗
{
Λ˙(`)
(
e−iλ1 ;θ
)
− S4S′4Λ¯(`) (θ)
}
B
(`)
4,2 (λ;θ) = B
(`)
4,2 (λ2;θ) = Id ⊗ Id ⊗
{
Λ˙(`)
(
e−iλ2 ;θ
)
− S4S′4Λ¯(`) (θ)
}
⊗ Id
B
(`)
4,2 (λ;θ) = B
(`)
4,1 (λ3;θ) = Id ⊗
{
Λ˙(`)
(
e−iλ3 ;θ
)
− S4S′4Λ¯(`) (θ)
}
⊗ Id ⊗ Id
B
(`)
4,2 (λ;θ) = B
(`)
4,1 (λ4;θ) =
{
Λ˙(`)
(
e−iλ4 ;θ
)
− S4S′4Λ¯(`) (θ)
}
⊗ Id ⊗ Id ⊗ Id,
because
Ψ−14 (λ;θ)Ψ˙
(`)
4 (λ;θ) =
(
Id ⊗ Id ⊗ Id ⊗ Λ˙(`) (λ1;θ)
)
+
(
Id ⊗ Id ⊗ Λ˙(`) (λ2;θ)⊗ Id
)
+
(
Id ⊗ Λ˙(`) (λ3;θ)⊗ Id ⊗ Id
)
+
(
Λ˙(`) (−λ1 − λ2 − λ3;θ)⊗ Id ⊗ Id ⊗ Id
)
,
and Iε4(λ) = T−1wεT (−λ1 − λ2 − λ3)⊗ wεT (λ3)⊗ wεT (λ2)⊗ wεT (λ1) is equal to
1
T
T∑
t,r,s,u=1
exp (iu (λ1 + λ2 + λ3)− isλ3 − irλ2 − itλ1) (εu ⊗ εs ⊗ εr ⊗ εt)
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or
1
T
T∑
t=1
(εt ⊗ εt ⊗ εt ⊗ εt) + 1
T
T∑
t=1
t−1∑
r=1
A
[4]
t,r (λj)

εt ⊗ εt ⊗ εt ⊗ εr
εt ⊗ εt ⊗ εr ⊗ εt
εt ⊗ εr ⊗ εt ⊗ εt
εr ⊗ εt ⊗ εt ⊗ εt

+
1
T
T∑
t=1
t−1∑
r,s=1
G
[4]
t,r,s (λj)

εs ⊗ εr ⊗ εt ⊗ εt
εs ⊗ εt ⊗ εr ⊗ εt
εt ⊗ εs ⊗ εr ⊗ εt
εs ⊗ εt ⊗ εt ⊗ εr
εt ⊗ εs ⊗ εt ⊗ εr
εt ⊗ εt ⊗ εs ⊗ εr

+
1
T
T∑
t=1
t−1∑
r,s,u=1
F
[4]
t,r,s,u (λj)

εu ⊗ εs ⊗ εr ⊗ εt
εu ⊗ εs ⊗ εt ⊗ εr
εu ⊗ εt ⊗ εr ⊗ εs
εt ⊗ εs ⊗ εr ⊗ εu

where
A
[4]
t,r (λj) =
{
A
[4,n]
t,r (λj)
}
:=

exp {−i (r − t)λj1}
exp {−i (r − t)λj2}
exp {−i (r − t)λj3}
exp {−i (t− r) (λj1 + λj2 + λj3)}

′
G
[4]
t,r,s (λj) =
{
G
[4,n]
t,r,s (λj)
}
:=

exp {−i ((t− s)λj1 + (t− s)λj2 + (r − s)λj3)}
exp {−i ((t− s)λj1 + (r − s)λj2 + (t− s)λj3)}
exp {−i ((r − t)λj2 + (s− t)λj3)}
exp {−i ((r − s)λj1 + (t− s)λj2 + (t− s)λj3)}
exp {−i ((r − t)λj1 + (s− t)λj3)}
exp {−i ((r − t)λj1 + (s− t)λj2)}

′
F
[4]
t,r,s,u (λj) =
{
F
[4,n]
t,r,s,u (λj)
}
:=

exp {−i ((t− u)λj1 + (r − u)λj2 + (s− u)λj3)}
exp {−i ((r − u)λj1 + (t− u)λj2 + (s− u)λj3)}
exp {−i ((s− u)λj1 + (r − u)λj2 + (t− u)λj3)}
exp {−i ((u− t)λj1 + (r − t)λj2 + (s− t)λj3)}

′
.
Then
Z4,T =
T 1/2
T 2
∑
λj
Re {B∗4 (λj) (Iε4(λj)− E [Iε4(λj)])} =
T∑
t=1
Z4,t =
T∑
t=1
3∑
n=0
Z
(n)
4,t ,
where, noting that vec(Id4) =
∑d
a=1 (ea ⊗ ea ⊗ ea ⊗ ea) , ea equal to the a-th column of Id,
Z
(0)
4,t :=
1
T 1/2
C
[4,0]
T
{
(εt ⊗ εt ⊗ εt ⊗ εt)−
d∑
a=1
κ4,a (ea ⊗ ea ⊗ ea ⊗ ea)
}
Z
(1)
4,t :=
1
T 1/2
t−1∑
r=1
{
C
[4,1]
T (t− r) (εt ⊗ εt ⊗ εt ⊗ εr) + C[4,2]T (t− r) (εt ⊗ εt ⊗ εr ⊗ εt)
}
+
1
T 1/2
t−1∑
r=1
{
C
[4,3]
T (t− r) (εt ⊗ εr ⊗ εt ⊗ εt) + C[4,4]T (t− r) (εr ⊗ εt ⊗ εt ⊗ εt)
}
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Z
(2)
4,t :=
1
T 1/2
t−1∑
r,s=1
{
G
[4,1]
T (t− r, t− s) (εs ⊗ εr ⊗ εt ⊗ εt) + G[4,2]T (t− r, t− s) (εs ⊗ εt ⊗ εr ⊗ εt)
}
+
1
T 1/2
t−1∑
r,s=1
{
G
[4,3]
T (t− r, t− s) (εt ⊗ εs ⊗ εr ⊗ εt) + G[4,4]T (t− r, t− s) (εs ⊗ εt ⊗ εt ⊗ εr)
}
+
1
T 1/2
t−1∑
r,s=1
{
G
[4,5]
T (t− r, t− s) (εt ⊗ εs ⊗ εt ⊗ εr) + G[4,6]T (t− r, t− s) (εt ⊗ εt ⊗ εs ⊗ εr)
}
Z
(3)
4,t :=
1
T 1/2
t−1∑
r,s,u=1
F
[4,1]
T (t− r, t− s, t− u) (εu ⊗ εs ⊗ εr ⊗ εt)
+
1
T 1/2
t−1∑
r,s,u=1
F
[4,2]
T (t− r, t− s, t− u) (εu ⊗ εs ⊗ εt ⊗ εr)
+
1
T 1/2
t−1∑
r,s,u=1
F
[4,3]
T (t− r, t− s, t− u) (εu ⊗ εt ⊗ εr ⊗ εs)
+
1
T 1/2
t−1∑
r,s,u=1
F
[4,4]
T (t− r, t− s, t− u) (εt ⊗ εs ⊗ εr ⊗ εu) .
Next,
C
[4,0]
T :=
1
T 3
∑
λj
B∗4 (λj;θ0) = C4 (0) +O
(
T−1
)
,
where C4 (0) := (2pi)
−3 ∫
Π3 B
∗
4 (λ;θ0) dλ = A
′
4 (θ0) (Id4 − S4S′4) , while the third block of terms does
not contribute because for t > r, s, as T →∞,
C
[4,n]
T (r − t) =
1
T 3
∑
λj
B∗[4,n]
(
λj(n);θ0
)
A
[4,n]
t,r
(
λj(n)
)
=
1
T
T−1∑
j=1
B∗[4,n] (λj ;θ0)A
[4,n]
t,r (λj)
→ C[4,n] (r − t) := 1
2pi
∫ pi
−pi
B∗[4,n] (λ;θ0) exp (i (t− r)λ) dλ
G
[4,n]
T (r − t, s− t) =
1
T 3
∑
λj
B∗[4,n] (λj;θ0)G
[4,n]
t,r,s (λj)→ 0
F
[4,n]
T (r − t, s− t, u− t) =
1
T 3
∑
λj
B∗[4,n] (λj;θ0)F
[4,n]
t,r,s,u (λj)→ C[4,n] (r − t) 1{r=s=u}.
Then, proceeding as in VL, we can write
Z4,T =
T∑
t=1
Z04,t + op (1)
where Z04,t is a MDS
Z04,t =
1
T 1/2
t−1∑
r=1
[C4 (0) C4 (r − t) C4 (t− r)]

1
t−1
(
ε⊗4t − E
[
ε⊗4t
])
ε
[4]
t,r
ε
[4]
r,t

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with C4 (r − t) =
[
C[4,1] (r − t) C[4,2] (r − t) C[4,3] (r − t) C[4,4] (r − t)
]
and ε
[4]
t,r defined in Sec-
tion 5.
Then, using that V
[
ε
[4]
t,r
]
= V
[
ε
[4]
r,t
]
and C
[
ε
[4]
t,r, ε
[4]
r,t
]
= C
[
ε
[4]
r,t, ε
[4]
t,r
]
and Assumption 3(h), h ∈
{3, 4, 5, 6},
V [Z4,T ] → C4 (0)V
[
ε⊗4t
]
C′4 (0) +
∞∑
j=−∞
C4 (j)V
[
ε
[4]
t,r
]
C′4 (j) +
∞∑
j=−∞
C4 (−j)C
[
ε
[4]
t,r, ε
[4]
r,t
]
C′4 (j)
= Φ044
(
κ02,κ
0
3,κ
0
4,κ
0
5,κ
0
6
)
+ Φ44
(
µ06,κ
0
3
)
+ Φ†44
(
µ04
)
,
where Φ044 does not depend on κ
0
8, and V
[
ε
[4]
t,r
]
is
∑
ab
µ6a

eae
′
a ⊗ eae′a ⊗ eae′a ⊗ ebe′b eae′a ⊗ eae′a ⊗ eae′b ⊗ ebe′a · · · eae′b ⊗ eae′a ⊗ eae′a ⊗ ebe′a
eae
′
a ⊗ eae′a ⊗ ebe′b ⊗ eae′a
...
. . .
ebe
′
b ⊗ eae′a ⊗ eae′a ⊗ eae′a

−
∑
abc
κ3aκ3a

eae
′
b ⊗ eae′b ⊗ eae′b ⊗ ece′c eae′b ⊗ eae′b ⊗ eae′c ⊗ ece′b · · · eae′c ⊗ eae′b ⊗ eae′b ⊗ ece′b
eae
′
b ⊗ eae′b ⊗ ece′c ⊗ eae′b
...
. . .
ece
′
c ⊗ eae′b ⊗ eae′b ⊗ eae′b
 ,
and C
[
ε
[4]
t,r, ε
[4]
r,t
]
is
∑
ab
µ4aµ4b

eae
′
b ⊗ eae′b ⊗ eae′b ⊗ ebe′a eae′b ⊗ eae′b ⊗ eae′a ⊗ ebe′b · · · eae′a ⊗ eae′b ⊗ eae′b ⊗ ebe′b
... eae
′
b ⊗ eae′b ⊗ ebe′a ⊗ eae′b
...
. . .
ebe
′
b ⊗ eae′b ⊗ eae′b ⊗ eae′a · · · ebe′a ⊗ eae′b ⊗ eae′b ⊗ eae′b
 .
Covariance terms. For k = 2, 3, using that C
(
ε
(0)
t , ε
[3]
t,r
)
= 0, we find that
C (Z2,T ,Z3,T ) → C2 (0)C
(
ε⊗3t , ε
⊗3
t
)
C′3 (0) +
∞∑
j=1
[
C′2 (−j)
C′2 (j)
]′
C
([
ε
[2]
t,r
ε
[2]
r,t
]
,
[
ε
[3]
t,r
ε
[3]
r,t
])[
C′3 (−j)
C′3 (j)
]
= C2 (0) C
(
ε⊗2t , ε
⊗3
t
)
C′3 (0) +
∞∑
j=−∞, 6=0
C2 (j) C
(
ε
[2]
r,t, ε
[3]
r,t
)
C′3 (j)
+
∞∑
j=−∞, 6=0
C2 (j) C
(
ε
[2]
r,t, ε
[3]
t,r
)
C′3 (−j)
= Φ02,3 + Φ2,3 + Φ
†
2,3
because C
(
ε⊗2t , ε
[3]
t,r
)
= C
(
ε⊗2t , ε
[3]
r,t
)
= 0, C
(
ε
[3]
r,t, ε
⊗2
t
)
= C
(
ε
[3]
t,r, ε
⊗2
t
)
= 0, and C
(
ε
[2]
t,r, ε
[3]
t,r
)
=
C
(
ε
[2]
r,t, ε
[3]
r,t
)
with
C
(
ε
[2]
t,r, ε
[3]
t,r
)
=
∑
a,b
κ03,b
[
ebe
′
b ⊗ eae′b ⊗ e′a ebe′b ⊗ eae′a ⊗ e′b ebe′a ⊗ eae′b ⊗ e′b
eae
′
b ⊗ ebe′b ⊗ e′a eae′b ⊗ ebe′a ⊗ e′b eae′a ⊗ ebe′b ⊗ e′b
]
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and C
(
ε
[2]
t,r, ε
[3]
r,t
)
= C
(
ε
[2]
r,t, ε
[3]
t,r
)
with
C
(
ε
[2]
t,r, ε
[3]
r,t
)
=
∑
a,b
κ03,b
[
eae
′
b ⊗ ebe′b ⊗ e′a eae′b ⊗ ebe′a ⊗ e′b eae′a ⊗ ebe′b ⊗ e′b
ebe
′
b ⊗ eae′b ⊗ e′a ebe′b ⊗ eae′a ⊗ e′b ebe′a ⊗ eae′b ⊗ e′b
]
.
For k = 2, 4, using now that C
(
ε
(0)
t , ε
[4]
t,r
)
= 0,
C (Z2,T ,Z4,T ) → C2 (0)C
(
ε⊗2t , ε
⊗4
t
)
C′4 (0) +
∞∑
j=1
[
C′2 (−j)
C′2 (j)
]′
C
([
ε
[2]
t,r
ε
[2]
r,t
]
,
[
ε
[4]
t,r
ε
[4]
r,t
])[
C′4 (−j)
C′4 (j)
]
= Φ02,4 + Φ2,4 + Φ
†
2,4
because C
(
ε⊗2t , ε
[4]
t,r
)
= C
(
ε⊗2t , ε
[4]
r−t
)
= 0, C
(
ε
[2]
r−t, ε
⊗4
t
)
= C
(
ε
[2]
t,r, ε
⊗4
t
)
= 0, while
C
([
ε
[2]
t,r
ε
[2]
r,t
]
, ε
[4]
t,r
)
=
∑
a,b
µ04,a
 eae′a ⊗ ebe′a ⊗ e′a ⊗ e′b eae′a ⊗ ebe′a ⊗ e′b ⊗ e′a . . .
ebe
′
a ⊗ eae′a ⊗ e′a ⊗ e′b ebe′a ⊗ eae′a ⊗ e′b ⊗ e′a
. . .
 ,
and
C
([
ε
[2]
t,r
ε
[2]
r,t
]
, ε
[4]
r,t
)
=
∑
a,b
µ04,a
 ebe′a ⊗ eae′a ⊗ e′a ⊗ e′b ebe′a ⊗ eae′a ⊗ e′b ⊗ e′a . . .
eae
′
a ⊗ ebe′a ⊗ e′a ⊗ e′b eae′a ⊗ ebe′a ⊗ e′b ⊗ e′a
. . .
 .
Finally, for k = 3, 4.
C (Z3,T ,Z4,T ) → C3 (0)C
(
ε⊗3t , ε
⊗4
t
)
C′4 (0) +
∞∑
j=0
[
C′3 (−j)
C′3 (j)
]′
C
([
ε
[3]
t,r
ε
[3]
r,t
]
,
[
ε
[4]
t,r
ε
[4]
r,t
])[
C4 (−j)′
C4 (j)
′
]
= Φ03,4 + Φ3,4 + Φ
†
3,4
because C
(
ε⊗3t , ε
[4]
t,r
)
= C
(
ε⊗3t , ε
[4]
r,t
)
= 0, C
(
ε
[3]
t,r, ε
⊗4
t
)
= C
(
ε
[3]
r,t, ε
⊗4
t
)
= 0 and C
(
ε
[3]
t,r, ε
[4]
t,r
)
=
C
(
ε
[3]
r,t, ε
[4]
r,t
)
is
∑
a,b
µ05a

eae
′
a ⊗ eae′a ⊗ ebe′a ⊗ e′b · · ·
... eae
′
a ⊗ ebe′a ⊗ eae′b ⊗ e′a
ebe
′
b ⊗ eae′a ⊗ eae′a ⊗ e′a
. . .
 ,
while C
(
ε
[3]
t,r, ε
[4]
r,t
)
= C
(
ε
[3]
r,t, ε
[4]
t,r
)
is
∑
a,b
µ03aµ
0
4b

eae
′
b ⊗ eae′b ⊗ ebe′b ⊗ e′a · · ·
... eae
′
b ⊗ ebe′b ⊗ eae′a ⊗ e′b
ebe
′
b ⊗ eae′a ⊗ eae′b ⊗ e′b
. . .
 .
Then the joint CLT for averages of periodograms Zk,T of orders k = 2, 3, 4 follows as in VL using
the Cramer-Wold device, noticing that
(
Z0′2,t, Z03,t, Z04,t
)′
is a martingale difference under independence
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of order 4 with the given asymptotic variance for independence of order 8, while the proof of the
convergence of conditional variances and Lindeberg Feller condition follows as in the univariate case
as they depend on the rate of decay of the norm of the matrices C (j) of scores, which are similar to
the sequences cj in VL.
APPENDIX E: AN ALTERNATIVE PARAMETERIZATION
We can formulate the d-dimensional VARMA(p, q) process with no standardized errors by
Φθ (L)Yt = µ+ Θ¯θ (L) εt, εt ∼ iidk
(
0, vκICk (αk) , k = 2, 3, 4
)
(17)
where
Θ¯θ (L) = Θ¯0 (θ) + Θ¯1 (θ)L+ · · ·+ Θ¯q (θ)Lq
with diag
{
Θ¯0 (θ)
}
= (1, . . . , 1)′ for all θ ∈ S ⊂ Rm imposing a normalization on top of the posi-
tiveness of Assumptions 6A and B on the diagonal values of Θ0, and vκ
IC
k (αk) given in (3) and (4)
for k = 3 and 4, respectively, it is also imposed for k = 2 for a vector α2 which now includes the
(positive) variance of all innovations, which are not normalized to 1. Conversely, αk for k = 3, 4,
are now interpreted as the level third and fourth cumulants (and not as skewness or kurtosis coeffi-
cients), as Θ¯θ is now scaling free. Likewise, θ now, as Θ¯θ, does not includes scale parameterization
and the asymptotic properties of spectral estimations are slightly simpler because of the symmetry
for all k = 2, 3, 4. Thus Assumption 3(2) implies uncorrelation, i.e. independence of order k = 2,
so that the k-th order spectral density parametric model for each time series combination a with
representation (17) is given for all k = 2, 3, 4, by
fa,k(λ;θ,αk) =
(
Φ−1θ Θ¯θ
)⊗k
a
(λ) vec
(
vκICk (αk)
)
=
(
Φ−1θ Θ¯θ
)⊗k
a
(λ) Skαk.
Following with the same arguments as in Section 5, we can show the consistency of αˆ2,T (θ) and set
the simpler estimate αˆ†2,T (θ) of the vector of variances, which is equivalent to the usual prewhitened
estimate in the frequency domain of the diagonal of the variance covariance matrix of εt,
αˆ†2,T (θ) :=
1
T
T−1∑
j=1
Re
{
S′2Ψ
−1
2 (λj ;θ)I2(λj)
}
= S′2
1
T
T−1∑
j=1
Re
{
Ψ−1(−λj ;θ)wT (−λj)⊗Ψ−1(λj ;θ)wT (λj)
}
=
1
T
T−1∑
j=1
Re
{
e′aΨ
−1(−λj ;θ)wT (−λj)⊗ e′aΨ−1(λj ;θ)wT (λj)
}
a=1,...,d
=
1
T
T−1∑
j=1
diag
{
Ψ−1(λj ;θ)IT (λj) Ψ−1(−λj ;θ)′
}
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where IT (λj) = wT (λj)w
′
T (−λj) is the usual (second order) periodogram matrix. Then, following as
in Theorem 6, we can show the consistency of αˆ†2,T , and in fact, the consistency of θˆk,T without using
L2,T in the aggregated loss function, as scaling is now excluded from θ as Θ¯ is normalized. Then,
the three sets of cumulants (no coefficients) can be identified independently and θ can be identified
using a unique Lk,T , k = 3, 4.
To describe the asymptotic distribution of estimates, we also update for k = 2
B2 (λ;θ) := Ψ
−1
2 (λ;θ) Ψ˙2(λ;θ)− S2S′2Λ¯2 (θ) , Λ¯2 (θ) := (2pi)−1
∫
Π
Re
{
Ψ−12 (λ;θ) Ψ˙2(λ;θ)
}
dλ
and redefine for α = (α′2,α′3,α′4)
′
Σ (θ,α) :=
∑
k∈K
wk (Im ⊗ Skαk)′Hk (θ) (Im ⊗ Skαk)
where now w2 ≥ 0 and H2 is updated with the new B2.
Then, Theorem 7 holds for the new parameterization under the same regularity conditions with
δ (α0) :=
[
w2
(
Im ⊗ S2α02
)′ ∣∣∣ w3 (Im ⊗ S3α03)′ ∣∣∣ w4 (Im ⊗ S4α04)′ ] .
and where now C2 (0) = (Id ⊗C (0) + C (0)⊗ Id) (Id2 − S2S′2) neatly incorporates the effect of the
scaling estimation with Φ022 (θ0; C) = C2 (0)V
[
ε⊗2t
]
C′2 (0) not depending on fourth order cumulants
for both fundamental or non-fundamental models as in VL, unlike in the original parameterization,
in the same way as Φ0kk (θ0; C) does not depend on α
0
2k for either parametrization.
The properties of αˆ†2,T
(
θˆ
†
w,T
)
can be described in an extended version of Theorem 8, which covers
αˆ†k,T for all k = 2, 3, 4 with Dk,2 defined also by the general formulation of Dk,h, i.e.,
Dk,2 (0) := Idk1{k=2} − w2Λ¯k (θ0)
(
Im ⊗ Skα0k
)
Σ−1 (θ0,α0)
(
Im ⊗ S2α02
)′
C2 (0) .
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