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Abstract|For non-destructive testing of aerospace
structures, it is extremely important to know how the
probability of detecting a fault depends on its size.
Recently, an empirical formula has been found which
described this dependence. In this paper, we provide
the theoretical justication for this formula by using
methods motivated by the neural network approach.
I. Formulation of the Problem

For non-destructive testing of aerospace structures (see,
e.g., 3]{ 7], 9], 11]), it is extremely important to know
how the probability p(a) of detecting a fault of linear size
a depends on this size a. This dependence is called a probability of detection (POD) curve. Recently, an empirical
formula has been found which described this dependence
2], 7], 8]:
(1)
p(a) = 1 +A Aa a :
Since important decisions are based on this formula, it is
desirable to nd out how reliable it is, i.e., whether it is a
crude empirical approximation or a precise formula which
has deep theoretical justications.
II. What We Are Planning to Do

In this paper, we show that this formula (1) can indeed
be theoretically justied. Our justication for this formula will use methods motivated by the neural network
approach (see, e.g., 10]).
III. We Must Choose a Family of Functions,
Not a Single Function

A. POD can be, in principle, experimentally determined
For practical applications, we need the function p(a)
which would determine the probability that if a sample
with a fault size a is presented to a certain NDE technique,
then this fault will be detected. In order to determine this
function empirically, we must have a statistics of samples
which were presented to this techniques and for which,
later on, the fault was discovered from this statistics, we
can determine the desired probability.

B. POD depends on the pre-selection procedure
This probability, however, depends on how we select
the samples presented to the NDE techniques. For example, most structures are inspected visually before using a more complicated NDE technology. Some aerospace
structures are easier to inspect visually, so we can detect
more faults visually, and only harder-than-usual faults are
presented to the NDE technique as a result of this preselection, for such structures, the success probability p(a)
is lower than in other cases. Other structures are more
dicult to inspect visually for these structures, all the
faults (including easy-to-detect ones) are presented to the
NDE techniques, and the success probabilities p(a) will be
higher. In view of this pre-selection, for one and the same
NDE technique we may have dierent POD functions depending on which structures we apply it to. So, instead
of looking for a single function p(a), we should look for
a family of POD functions which correspond to dierent
pre-selections.
C. Relation between POD curves corresponding to dierent pre-selection procedures
How are dierent functions from this family related to
each other? Pre-selection means, in eect, that we are
moving from the original unconditional detection probability to the conditional probability, under the condition that this particular sample has been pre-selected. In
statistics, the transformation from an unconditional probability P0 (Hi ) of a certain hypothesis Hi to its conditional
probability P (Hi jS ) (under the condition S that a sample
was pre-selected) is described by the Bayes formula
P (Hi jS ) = XP (C jHi ) P0 (Hi ) :
P (S jHj ) P0 (Hj )
j

In mathematical terms, the transformation from p(a) =
P0 (Hi ) to pe(a) = P (Hi S ) is fractionally linear, i.e., has
the form p(a) pe(a) = '(p(a)), where
l
'(z ) = mk zz +
+n
for some real numbers k, l, m, and n.
j

!

D. Resulting description of the desired family of POD
functions
So, instead of looking for a single function p(a), we
should look for a family of functions f'(p(a))g, where
p(a) is a xed function and '(z ) are dierent fractionally
linear transformations. In the following text, when we say
\a family of functions", we will mean a family of this very
type.
IV. Which Family is the Best?

A. We can have many dierent optimality criteria
Among all such families, we want to choose the best
one. In formalizing what \the best" means we follow the
general idea outlined in 10]. The criteria to choose may
be:





approximation accuracy (i.e., accuracy with which
these functions approximate the emprical data about
the dependence of the POD of the fault size),
computational simplicity, or
something else.

B. Non-numeric criteria are possible
In mathematical optimization problems, numeric criteria are most frequently used, when to every family we
assign some value expressing its performance, and choose
a family for which this value is maximal. However, it is
not necessary to restrict ourselves to such numeric criteria only. For example, if we have several dierent families
that have the same approximation accuracy A, we can
choose between them the one that has the minimal computational complexity C . In this case, the actual criterion
that we use to compare two families is not numeric, but
more complicated:
A family F1 is better than the family F2 if and only
if:



either A(F1 ) > A(F2 ),
or A(F1 ) = A(F2 ) and C (F1 ) < C (F2 ).

C. A general description of optimality criteria
A criterion can be even more complicated than above.
What a criterion must do is to allow, us for every pair of
families (F1  F2 ), to tell:
 whether the rst family is better with respect to this
criterion (we'll denote it by F1 > F2 ),


or the second is better (F1 < F2 ),

or these families have the same quality in the sense
of this criterion (we'll denote it by F1 F2 ).
Of course, it is necessary to demand that these choices be
consistent, e.g., if F1 > F2 and F2 > F3 then F1 > F3 .




D. A criterion must choose a unique optimal family
A natural demand is that this criterion must choose a
unique optimal family (i.e., a family that is better with
respect to this criterion than any other family).
The reason for this demand is simple:
 If a criterion does not choose any family at all, then
it is of no use.
 If several dierent families are \the best" according to
this criterion, then we still have a problem to choose
among those \best". Therefore, we need some additional criterion for that choice. For example, if several families turn out to have the same approximation
accuracy, we can choose among them a family with
minimal computational complexity. So what we actually do in this case is abandon that criterion for which
there were several \best" families, and consider a new
\composite" criterion instead: F1 is better than F2
according to this new criterion if either it was better
according to the old criterion or according to the old
criterion they had the same quality and F1 is better
than F2 according to the additional criterion.
In other words, if a criterion does not allow us to choose
a unique best family it means that this criterion is not
ultimate we have to modify it until we come to a nal
criterion that will have that property.
E. A criterion must be scale-invariant
The next natural condition that the criterion must satisfy is that the relative quality of the two families should
not depend on the choice of the units in which we measure
the size of the fault.
Suppose that instead of the original unit of length, we
consider a new unit of length which is  times larger than
the original one. How will the POD curve change, i.e.,
what will be the new function pe(ea) describing the dependence of the probability of detection on the size ea in the
new units?
One new unit is equal to  old units, therefore, the
length ea in the new units means the length a =  ea in
the old units. So, the probability pe(ea) is equal to pe(ea) =
p( a).
This argument can be used to motivate that the criterion is invariant with respect to rescaling transformations.

We arrive at the following denitions:

V. Definitions and the Main Result

VI. Proof

Denition 1.


By a probability function, we mean a smooth monotonic function p(a) dened for all a 0 for which
p(0) = 0 and p(a) 1 as a
.
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By a family of functions we mean the set of functions
that is obtained from a probability function p(a) by
applying fractionally linear transformations.
A pair of relations (< ) is called consistent if it
satises the following conditions: (1) if F < G and
G < H then F < H (2) F F (3) if F G then
G F (4) if F G and G H then F H (5) if
F < G and G H then F < H (6) if F G and
G < H then F < H (7) if F < G then G < F or
G F are impossible.






















Assume a set is given. Its elements will be called
alternatives. By an optimality criterion we mean a
consistent pair (< ) of relations on the set of all
alternatives. If F > G, we say that F is better than
G if F G, we say that the alternatives F and G
are equivalent with respect to this criterion. We say
that an alternative F is optimal (or best) with respect
to a criterion (< ) if for every other alternative G,
either F > G or F G.
F



F









We say that a criterion is nal if there exists an
optimal alternative, and this optimal alternative is
unique.

In the present section we consider optimality criteria on
the set of all families.
Denition 2. Let  > 0. By the -rescaling S(p) of a
function p(a), we mean a function pe(a) = p( a). By the
-rescaling S (F ) of the family F , we mean the family of
the functions that are obtained from p F by -rescaling.
Denition 3. We say that an optimality criterion on
is scale-invariant if for every two families F and G and
for every number  > 0, the following two conditions are
true:
F
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F





if F is better than G in the sense of this criterion
(i.e., F > G), then S (F ) > S (G)
if F is equivalent to G in the sense of this criterion
(i.e., F G), then S (F ) S (G).




1. Let us rst show that the optimal family is scaleinvariant.
Indeed, we assumed thet the optimal family Fopt exists
and is scale-invariant in the sense that S (Fopt ) = Fopt
for all real numbers  > 0. Indeed, we assumed that
the optimality criterion is nal, therefore there exists a
unique optimal family Fopt . Let's now prove that this
optimal family is scale-invariant (this proof is practically
the same as in 10]). The fact that Fopt is optimal means
that for every other F , either Fopt > F or Fopt F . If
Fopt F for some F = Fopt , then from the denition of
the optimality criterion we can easily deduce that F is
also optimal, which contradicts the fact that there is only
one optimal family. So for every F either Fopt > F or
Fopt = F .
Take an arbitrary  and let F = S (Fopt ). If Fopt >
F = S (Fopt ), then from the invariance of the optimality
criterion we conclude that S;1 (Fopt ) > Fopt , and that
conclusion contradicts the choice of Fopt as the optimal
family. So Fopt > F = S (Fopt ) is impossible, and therefore Fopt = F = S (Fopt ), i.e., the optimal family is really
scale-invariant.
2. Let us now show that the functions from the optimal
family sastisfy a certain functional equation.
Due to Part 1 of this proof, if the function p(a) belongs
to the optimal family Fopt , then, for every  > 0, the
re-scaled function p( a) also belongs to Fopt , i.e., due
to denition of a family, there exist values k(), etc., for
which
l() :
p( a) = mk(()) pp((aa)) +
(2)
+ n()
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3. Let us now deduce the actual form of the functions p
from the optimal family.
The solution to the functional equation (2) is, in
essence, described in 1]. For completeness, let us describe
the proof in detail.
For  = 1, we have n = 1, so, since p is smooth (hence
continuous), for  1, we have n() = 0 hence, we can
divide both the numerator and the denominator of (2) by
n() and thus, get a similar formula with n() = 1.
If we multiply both sides of the resulting equation by
the denominator, we get the following formula:
6

m() p(a) p( a) + p(a) = k() p(a) + l():
If we x  and take three dierent values of a, we get

Theorem. If a family F is optimal in the sense of some three linear equations for determining three unknowns
optimality criterion that is nal and scale-invariant, then
every function p from F is equal to (1) for some A and
 > 0.

k(), l(), and m(), from which we can determine these

unknowns using Cramer's rule. Cramer's rule expresses
every unknown as a fraction of two determinants, and

these determinants polynomially depend on the coecients. The coecients either do not depend on  at all
(like p(a)) or depend smoothly (p( a) smoothly depends
on  because p(a) is a smooth function). Therefore, these
polynomials are also smooth functions of , and so are
their ratios k(), l(), and m().
Now that we know that all the functions in the equations (2) are dierentiable, we can dierentiate both sides
with respect to  and set  = 1. As a result, we get the
following dierential equation:

for some numbers A, B , C , and D. One can easily check
that only for real values A D and  , we get a monotonic
everywhere dened function p(a).
If  < 0, then we can multiply both numerator and
denominator by a; and get a similar expression with
 > 0. Thus, without losing generality, we can assume
that  > 0.
Now, the condition that p(0) = 0 leads to B=D = 0 and
hence, to B = 0. The condition leads to A = C , i.e., to

p(a) = A Aa a+ D :
dp = C + C p + C p2
a da
0
1
2
for some constants Ci . To solve this equation, we can Since p(a) is not identically equal to 1, we have D =
separate the variables, i.e., move all the terms related to 0. Therefore, we can divide both the numerator and the
a to one side and all the terms related to p to the other denominator of this fraction by D, and get the desired
6

expression (1). The theorem is proven.

side, and get the dierential equation

dp
da :
=
(3)
2
C0 + C1 p + C2 p
a
Let us rst show that C2 = 0. Indeed:
If C2 = 0 and C1 = 0, then p=C0 = ln(a) + const,
which contradicts to our assumption that p(0) = 0.
If C2 = 0 and C1 = 0, then we get C1;1 ln(C1 p +
C0 ) = ln(a)+const hence C1 p+C0 = A a , which for
< 0, contradicts to the assumption that p(0) = 0,
and for > 0, contradicts to the assumption that
p(a) 1 as a
.
Thus, the case C2 = 0 is impossible, and C2 = 0. For
C2 = 0, in general, the left-hand side of the equation (3)
6
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can be represented as a linear combination of elementary
fractions (p + z1 );1 and (p + z2 );1 (where zi are { possibly
complex { roots of a quadratic polynomial C1 + C1 p +
C2 p2 ):


1
1
1
C0 + C1 p + C2 p2 = c p + z1 p + z2
(the case of a double root can be handled in a similar
manner). Thus, integrating the equation (3), we conclude
that
 +z 
1
c ln pp +
z2 = ln(a) + const
and
p + z1 = P a
p + z2
for some A and  . So, the expression A a can be obtained
from p(a) by a fractional linear transformation hence, by
applying the inverse transformation (and it is known that
the inverse to a fractionally linear transformation is also
fractionally linear) we conclude that
B
p(a) = CA aa +
+D
;
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