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ABSTRACT

Yu, Fang Ph.D., Environmental Sciences Ph.D. Program, Wright State University, 2018.
Modeling of Soil Formation on The Basis of Chemical Weathering: Applications From
Percolation Theory.

The concept of soil formation has been studied since the beginning of 19th century.
However, until recently, there has been little concrete progress on developing an
analytical result to relate soil depth or quality to measurable variables that represent the
five soil-forming factors including time, parent material, topography, climate, and
organisms. It has become increasingly clear that soil formation rates are closely related to
chemical weathering rates. In this dissertation, we propose a theoretical approach to
model soil formation process within the theoretical framework of percolation theory,
which has been shown to successfully predict solute transport in heterogeneous media.
From percolation theory, solute transport rate does not equal to flow rate beyond the
length scale of a typical pore size, as is the case in Gaussian solute transport. Rather, it
diminishes in accord with heavy-tailed solute arrival time distributions as it travels. The
basis of our model relies on the hypothesis that the chemical weathering of bedrock is
simultaneously the limiting factor for soil formation and most strongly limited by solute
transport in porous media.
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To test the hypothesis, we propose a revised method to calculate Damköhler number
within the same theoretical framework to evaluate the relevant importance of solute
transport in limiting chemical weathering, and results imply that chemical weathering is
nearly always solute transport-limited in natural media. We then examine the proposed
models by comparing predictions with field data across a wide range of climatic
conditions, as well as at steep topography. Results show good agreement between
predictions and field observations. We also present two applications of the proposed
model to geomorphology to examine the local steady-state assumption of soil and to
distinguish steady and stochastic erosion process in threshold landscapes. The
applications demonstrate the potential to adopt our model into geomorphological models
such as landscape evolution models, and landsliding models to predict shallow landslides.
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I. GENERAL INTRODUCTION

Soil is a vital part of the natural environment. It is essential for life on the earth, in that it
provides a medium and habitat for plants, animals, and other organisms to grow. Soil also
plays important roles in a variety of natural processes on the earth including the water
cycle, carbon source and storage, and nitrogen cycle etc. As a central component of the
critical zone, soil has been intensely studied since the beginning of the 20th century
(Jenny, 1941). Understanding biogeochemical processes in soil as well as its physical
evolution is essential to many other academic subjects within the scope of ecosystem
studies, such as the cycling of carbon, nitrogen and other nutrients, improvement of
agriculture, climate change, and landscape evolution. Despite such broad interest, there is
no universal definition of "soil" across disciplines or even within soil science (Jenny,
1941). For time periods less than decades it becomes increasingly difficult to develop
criteria to define what is and what is not soil (e.g., Stevens, 1968). With the debatable
definition of soil, which seems not so urgent as to require universal agreement (Jenny,
1941), attempts to quantitatively define soil formation as a continuous process based on
different theories have met with variable success.
I.1 Soil Formation Process
The concepts of soil formation have been examined extensively since the beginning of
the 19th century. Various theories that are fundamentally different have been proposed

1

(Cline, 1977; Richter and Markewitz, 2001; Richter and Yallon, 2011). However, they
mostly converge in their classification of the five natural soil-forming factors proposed
by Dokuchaev (1883): climate, topography, parent materials, organisms and time, which
are independent variables that can completely define a soil system (Jenny, 1941). When
soil is defined in terms of those five soil-forming factors as "those portions of the solid
crust of the earth, the properties of which vary with soil-forming factors" as Jenny
describes (1941), it is possible to describe soil depth (thus, also soil production) as a
function of the soil-forming factors. However, until recently, there has been little
concrete progress on developing an analytical result to relate soil depth or quality to
measurable variables that represent such factors. A brief description of the five
soil-forming factors is given below.
In the following, the term pedology refers to the study of soil development and its
associated vertical structure. With increasing maturity, different layers, in particular, the
A, B, and C horizons, become distinct. The upper portion, called the A horizon, is
typically dark in color due to a high organic content, while the B horizon is reddish or
orange, due to metal oxides (particularly iron). A horizon is sometimes called the topsoil
while B horizon is called the subsoil.
Soil forming factors
Time: Here, "time" or "age of soil" is usually not the absolute age or the "geological age
of the land" (Jenny, 1941), as soil is a dynamic system. There are various concepts and
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approaches to define the relative time such as "surface age", "soil residence time", and
"surface exposure age" depending on the study objectives. Generally speaking, the older
a soil, the more mature (the degree to which a soil possesses a well-developed
stratification, or profile) and thicker it is (Jenny, 1941). Common soil production models
mainly focus on how soil evolves over time.
Parent material: Most pedologists define the parent materials as the C horizon, or in a
more accurate manner, "the initial state of the soil system" as Jenny (1941) states. Debate
still exits as to whether only the weathered portions of the materials for soil-forming
purpose account as parent material. If this is the case, then the weathering process of
bedrock should be excluded in soil formation. In a pedological sense, only soil-forming
process should be considered, so that soil formation is more affected by parent material in
the sense of soil characteristics such as chemical contents; while to a geologist who
includes the weathering process into soil formation, both soil formation rates and soil
texture are affected by parent material.
Topography: Topography generally affects soil formation in two aspects: surface
transport of soil, and hydraulic flux. Sediment transport is strongly relief-dependent
(Montgomery and Brandon, 2002), and one should expect small erosion rates, thus
thicker soils, in regions of low relief. Water is one of the prime factors transforming the
parent materials to soil through weathering. The downward movement of water delivers
reagents for chemical weathering, and can be affected by topography. Generally speaking,
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convergent topography tends to retain more water, thus leading to a faster formation
process than soil in a divergent area.
Climate: Climate mainly affects soil formation in the sense of moisture conditions.
Factors that relate to moisture conditions include precipitation, evaporation, transpiration,
and temperature (Jenny, 1941). The first 3 parameters relate to water penetration and
moisture content of soil, which further affect the rate of soil formation and chemical
composition of soil. Temperature generally affects soil formation rate and soil properties
such as chemical contents and soil profiles by affecting chemical weathering rates and
biological activities, while it also relates to water supply through the processes of
evaporation and transpiration.
Organisms: Despite the disagreement among soil scientists as to which organisms to
include within the framework of soil-forming factors, since some, like Jenny (1941)
consider vegetation as a dependent variable, it is generally accepted that organisms play
an important role in soil formation. Soil properties including chemical content and
composition, and soil profile differentiation affected by organisms have been
well-documented (Jenny, 1941) and proposed much earlier (earthworms) by Darwin
(1881). In the sense of physical evolution of soil, soil depth can also be affected by
biological processes, such as plants through treethrow, and animals through burrowing
(Anderson and Anderson, 2010).
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To summarize, the 5 soil-forming factors affect the development of soil in both its
thickness and its maturity, which is characterized by soil profile, as well as the physical
and chemical properties of soil. For the purpose of studying the soil production function,
this research only focuses on the physical evolution of soil, i.e. the evolution of soil depth
as a function of time, and two major processes are included: production of soil from the
weathering of bedrock, and removal of soil from erosion. Thickness of soil depends on
the coupling effect of these two processes, as weathering of bedrock increases soil depth
from a slow process of disintegrating rocks to produce unconsolidated material, and
erosion reduces soil depth by transporting the loosened materials away from the soil
mantle. Description of soil formation function (production of soil minors erosion)
requires approaches to describe these two processes quantitatively.
I.2 Soil Production Function
Function of soil production over time has been an interest of geomorphologists,
geologists, and pedogenesists. It has great significance in understanding landscape
evolution as well as climate change, given its key role in the global carbon cycle. As a
major source and sink of carbon, soil is one of the key components in mediating the
global carbon cycle. The total carbon found in terrestrial ecosystems is approximately
3170 gigatons (GT), with 80% (2500GT) of carbon stored in soil (Lal, 2008), and the soil
carbon pool is about 3.1 times larger than carbon found in the atmosphere (800GT,
Oelker and Cole, 2008). Soil removes CO2 from the atmosphere and stores carbon into
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the soil carbon pool through the process of soil carbon sequestration. While this process
is primarily mediated by photosynthesis, it can also occur from the conversion of CO2
into inorganic forms of carbon, through Urey reaction: CO2 + CaSiO3 ↔ CaCO3 + SiO2
(Urey, 1952), but at a comparatively low rate (Lal, 2008), i.e. through the process of
chemical weathering of bedrock, which has an overall negative effect on global warming.
There are relevant works demonstrating relations between carbon sequestration and soil
production (Egli et al., 2012). Thus, understanding and modeling the global carbon cycle
requires better understanding of soil carbon sequestration processes including converting
CO2 into inorganic carbon through soil formation, and if the predictions of carbon
sequestration rates through abiotic and biotic processes can be made accurately, the
reliability of future models of carbon cycling and climate change can be improved. Lal
(2015) also demonstrates relations between carbon sequestration and agriculture
productivity, and understanding the relevance of soil formation and carbon sequestration
thus has the potential to improve soil health and agriculture management.
I.2.1 Overview of Common Soil Production Models
The origin of describing soil production as a function of soil depth first came from the
idea of Gilbert (1877), who recognized the coupling of soil production, soil depth,
topography and surface transport of soil (Humphreys and Wilkinson, 2007). Over the past
100 years, the disintegration of bedrock into soil mantle has been assumed to decline as
soil thickness increases (Gilbert, 1877; Culling, 1965; Ahnert, 1967; Tucker and
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Slingerland, 1996; Anderson and Humphery, 1989; Rosenbloom, 1994; Dietrich et al.,
1995; Carson and Kirklby, 1972; Ahnert, 1987). Both Culling (1965) and Jahn (1968)
found an inverse relationship between soil production and soil thickness. Cox (1980)
described a hypothesis that soil production is greatest when bedrock is just exposed, and
decreases exponentially with increasing depth of soil. Ahnert (1967) proposed a more
complex, bell-shaped function of soil production, suggesting that rates of chemical
weathering as well as soil production are greatest under a finite soil cover. In 1972,
Carson and Kirkby (1972) first diagrammatically expressed the idea of Gilbert (1877) of
soil production as a "humped" function with a maximum soil production rate under some
non-zero soil depth, beyond which the rate of soil production declines. In 1995, Dietrich
(1995) fitted the field data using an exponential decay, which was later confirmed and
supported by Heimsath et al. (Heimsath et al., 1997, 2000, 2001a, 2001b). Recently, Hunt
(2015a) proposed a simple power scaling for soil production based on a solute transport
theory derived from percolation theory. In the main, most existing models imply that soil
depths tend to increase over time, but not in a linear fashion (Huggett, 1998).
Soil production rate varies for several reasons, which all trace back to the five
soil-forming factors. In the sense of physical evolution of soil, soil production rate varies
depending on the parent material where soil is developing. Composition of the parent
material determines how difficult it is to be altered through chemical weathering, and the
property of the parent material, for example, whether it is unconsolidated material or
consolidated bedrock and how fractured it is, affects the rate of water penetrating into the
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media. Topography and surface curvature (Heimsath et al., 2001b) of the landform also
determines the ability of soil to retain water, and climate affects the moisture content as
well as the temperature of soil.
I.2.2 Well-known Soil Production Functions
While different models have been proposed, the most well-known models are the
“humped" soil production function (Gilbert, 1877), and the exponential decay function
(Dietrich et al. 1995, Heimsath et al., 1997) with soil depth.
The "humped" soil production function can be traced back to 1877, when Gilbert (1877)
first proposed that weathering of bedrock relates to the thickness of soil mantle. It is
greatest under an intermediate soil thickness, and slower under both zero and thicker soil
mantles. According to Gilbert (1877), exposed bedrock or thin soil layers are less capable
of holding water that is required for the chemical weathering of bedrocks. Such a
"humped" soil production model was later quantitatively laid out by Culling (1960, 1965).
In 1972, the "humped" soil production function was first diagrammatically expressed by
Carson and Kirkby (1972), and it has been employed to fit field data and supported by
several studies since then (Wilkinson and Humphreys, 2005; Heimsath et al., 2009).
Later, an exponential decay of soil production rate with soil thickness is supported by
field observations from Dietrich et al. (1995), and has been later confirmed, and
extensively applied to quantifying soil production (Heimsath et al., 1997, 2000, 2001a,
2001b, 2010). As Dietrich et al. (1995) point out, the "humped" soil production function
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will lead to a large proportion of bare rock, due to its instability at depths below that
associated with the maximum production rate, and an exponential decay starting with the
most rapid soil production at zero soil depth will result in fewer bedrock outcrops,
generating better agreement with field observations. A better defined exponential decay
function was later proposed by Heimath et al. (1997) through the approach of quantifying
soil production rate from the concentration of in situ produced cosmogenic nuclides.
From Heimsath et al. (1997), an empirical soil production function (Eq. (1.1)) is proposed
as
!"
!"

= 𝑃! 𝑒 !!!

Eq. (1.1)

where e is the elevation of the bedrock-soil interface, t is time, P0 is the maximum
production rate of soil (erosion of bedrock), h is the soil thickness, and k is an empirical
constant (Heimsath et al., 1997). The result has then been universally applied and widely
adopted in landscape evolution models. Soil production values fit to such a model are
determined based on the assumption that the soil is at local steady-state, meaning that soil
thickness has to be constant over time. Thus, the soil production rate (or the chemical
weathering rate of bedrock) equals the erosion rate of the soil. However, the time it
requires for soil to reach local equilibrium depends on the combined effect of geological,
hydraulic and climatic conditions, and we will show in Chapter V that this is not always
the case.
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Similar techniques of quantifying soil production rate using in situ produced cosmogenic
nuclides have been employed in several other studies since then, however, there remains
support for both the "humped" soil production function (Small et al., 1999; Wilkinson et
al., 2005; Heimsath et al., 2009) and exponential decay (Heimsath et al., 2000, 2001a,
2001b, 2010).
Consider the observation (Dietrich et al. 1995) that initial soil development with depths
less than the depth at peak soil production are unstable. It is possible to find reasonable
explanations for such instability: 1) Shallow soils are more vulnerable to disturbance
from external forces like animal burrowing, 2) The ability of bedrock to retain water for
chemical weathering is lower. Hydraulic flux in bedrock controls the rate of soil
production, which depends on the property of the bedrock. For example, water penetrates
more easily in fractured bedrock and unconsolidated media than it does into unfractured
bedrock. Since the process of fracturing may be induced by vegetation growth, which is
made possible only by the existence of deeper soils, modeling and predicting the behavior
of shallow soils is complex.
I.2.3 Power-law Production Function Derived from Percolation Theory
Instead of an exponential decay beyond a finite soil depth, our model derived from
percolation theory describes the decline using a power-law formulation. The basic
equation relates soil depth to time as t ∝ xDb, with t as time, and x as the soil depth. Db is
a constant that only depends on the dimensionality and saturation condition of the media.
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Power-law time dependence of chemical weathering rates and soil production rates has
been observed in several studies (White and Brantley, 2003; Friend, 1992; Egli et al.,
2014; Gunnell, 2003). White and Brantley (2003) investigate a time scale extending from
weeks up to 6Myr, which is much larger, thus more conclusive than most of the studies
by Heimsath and co-authors, which address only time scales from a few thousand to
about 100,000 years, and are fit with the exponential decay. Similarly, soil production
rates as a function of time cover time scales from months to nearly 100Myr (Friend, 1992;
Egli et al., 2014; Gunnell, 2003). Moreover, the power-law decay of soil production rates
on soil depth is actually observed through a great deal of examination over several sites
across various regions (Hunt and Ghanbarian, 2016; Hunt, 2016). The clear
correspondence of chemical weathering rates and soil production rates with time suggests
some proportionality between the two. Also, a power-law formulation is consistent with
the behavior of non-Gaussian transport of solute, which will be presented later in this
chapter, under the hypothesis that chemical weathering and soil production are limited by
solute transport. Such power-law scaling is developed within the theoretical framework
of percolation theory, which is given in detail in the next section.
I.3 Theoretical Basis
The soil formation model presented in this study is derived from the previous power-law
function proposed by Hunt et al. (Hunt, 2015a, Hunt and Ghanbarian, 2016) developed
within the theoretical framework of percolation theory. However, the previous model of
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soil production only deals with the production of soil, while neglecting the effect of
erosion (Hunt and Ghanbarian, 2016). In this dissertation, a model describing the
formation of soil including soil erosion is proposed. To avoid any confusion due to the
existence of interchangeable concepts of "soil production" and "soil formation", in this
dissertation, the term "soil production" refers to gross production of soil formed from the
conversion of bedrock to loose materials, as defined by Jenny (1941), while "soil
formation" refers to the net effect when removal of soil from erosion is considered.
I.3.1 Percolation Theory
Percolation theory was developed to mathematically deal with properties of random
media. It was first named by Broadbent and Hammersley, who treated it as a fluid
flowing into a maze (Broadbent and Hammersley, 1957). With its particular emphasis on
critical phenomena developed since the 1970s (Stauffer and Aharony, 1994; Hunt et al.,
2014), percolation theory has been applied in the fields of hydrology, petroleum
engineering and fractal mathematics etc. (Berkowitz and Ewing, 1998). The relevance of
percolation theory to this dissertation is its ability to describe the scaling of fluid flow in
porous media, which will be demonstrated later in Chapter II as the controlling factor of
chemical weathering of bedrock. A common example describing percolation phenomena
is the fire spreading in a forest, and percolation theory addresses questions such as
"whether or not the fire will penetrate through the whole forest" depending on the
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percentages of trees and holes, and " how long does it take the fire to either penetrate or
to be extinguished".
I.3.1.1 Main Forms of Percolation and Percolation Threshold
There are 3 main forms of percolation: bond, site, and continuum percolation. Imagine a
large array of squares (Figure 1.1). Here we call the intersection of lines "sites", and the
segments connecting the nearest two sites "bonds" (using the terminology from
Berkowitz and Ewing, 1998). Problems dealing with the probability (p) of a "site" to be
occupied (open) or not on the lattice are site percolation, while problems considering
"bond" as the relevant entities are bond percolation. As p increases, the open sites (or
bonds in bond percolation) tend to group into clusters, and at a critical probability pc (also
known as percolation threshold), when the limit of the system size approaches infinity,
one giant cluster (percolation cluster) that spans (percolates) from one side to the
opposite side of the lattice will form (Figure 1.1c). Unlike site and bond percolations that
describe regular systems like the example above, continuum percolation deals with
irregular and disordered systems such as natural porous media like soils. In a continuum
percolation network, the arrangement of bond and site is irregular, and the lengths and
conductivity of the bonds vary.
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Figure 1.1. Illustration of percolation clusters on square lattice. (a) square lattice, (b)
square lattice with 50% occupied (open) sites, i.e. p=0.5 (black dots), (c) square lattice
with 67% occupied (open) sites. Non-isolated sites are connected by dark bonds. (Figure
from Berkowitz and Ewing, 1998)
I.3.1.2 Universality of Percolation Theory
One of the most remarkable and central properties of percolation theory is known as
"universality". An interesting aspect of percolation theory is that different properties of
the system, such as conductivity, permeability and correlation length hold the same form
of power-law scaling above but near pc (examples are listed from Eq. (1.2) to Eq. (1.5)),
independent of the characteristics of the medium, and the critical exponent characterizing
the power law only depends on the Euclidean dimension (E) of the system (Sahimi, 2011).
However, the percolation threshold must be determined separately for each system.
Determination of pc is difficult in complicated systems, and relates to the coordination
number of the sites or bonds in the system, a value which can vary spatially in a natural
medium.

14

𝑋 ! (𝑝) ∝ (𝑝 − 𝑝! )!

Eq. (1.2)

𝑋 ! (𝑝) ∝ (𝑝 − 𝑝! )!!

Eq. (1.3)

!!

Eq. (1.4)

𝑔(𝑝) ∝ (𝑝 − 𝑝! )!

Eq. (1.5)

𝜉(𝑝) ∝ 𝑝 − 𝑝!

where 𝑋 ! , 𝑋 ! , 𝜉 and 𝑔 are the accessible fraction (the fraction of the occupied bonds
or sites that are in the sample-spanning cluster), the backbone fraction (the fraction of
occupied bonds or sites belong to the sample-spanning cluster that participate the fluid
flow in the medium), the correlation length (the average distance between two sites that
belong to the same finite cluster (Feder, 1988)), and the conductivity. Values of universal
exponents β, βb, ν and µ are listed in Table 1.1.
The universality of percolation theory brings the power to determine or predict the
behavior of a more complicated system from results obtained in simple systems, when
little details are known (Berkowitz and Ewing, 1998).
Exponent
β
βb
ν
µ
Df

2D system (E=2)
5/36
0.48
4/3
1.3
91/48
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3D system (E=3)
0.41
1.05
0.88
2
2.53

Table 1.1. Values of universal exponents and fractal dimension (Df) of percolation in 2D
and 3D media (Sahimi, 2011).
I.3.1.3 Correlation length, Heterogeneity, and Fractal Dimensionality
One important property of porous media is the percolation correlation length ξ, which
characterizes the average distance between two sites that belong to the same finite cluster
(Feder, 1988). Above pc, the system is considered macroscopically homogenous when the
length scale of observation (L) is larger than ξ, and the cluster mass M scales as M ∝ LE,
where E is the Euclidean dimension of the system (Sahimi, 1993ab). In contrast, the
system is heterogeneous if L< ξ, and M scales as M ∝ LDf, where Df is the fractal
dimensionality of the cluster (universal values of Df are reported in Table 1.1). The
fractal dimension can be used to characterize the structure of clusters. Instead of being
self-similar, clusters in heterogeneous media are non-exact fractals that do not yield
exactly the same structure over successive magnification. However, the clusters are
"statistical fractals", and there is a well-defined relation between cluster size s and the
cluster radius rs, s ∝ rsDf (Berkowitz and Ewing, 1998).
I.3.1.4 Describing Flow in Porous Media Using Percolation Theory
In the case of flow in porous media, the medium can be treated as a network, with pore
bodies as sites and pore throats as bonds (Chatzis and Dullien, 1977). We might consider
that fluid is stored in the pore body, and resistance is given by the pore throat (Hunt et al.,
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2014). Application of percolation variants needs to be addressed cautiously due to
different pc values, for example, wetting is best described as site percolation, while
drying is a bond percolation problem (Sahimi, 1995). Flow problems are of interest only
for p > pc, and it is sufficient to consider only the backbone instead of the entire cluster
(Berkowitz and Ewing, 1998), while the backbone is obtained from the dominant,
optimally connected flow paths by trimming off portions that connect only at one spot
(dead-ends).
I.3.2 Other Common Theories Describing Solute Transport in Porous Media
The traditional continuum mechanics approach describing the transport of solute in
porous media includes Advection-Dispersion Equation (ADE) (Bear, 1972), Continuous
Time Random Walk (CTRW) (Berkowitz et al., 2002; Bijeljic et al., 2004; Margolin and
Berkowitz, 2000) and Fractional Advection Dispersion Equation (FADE) (Benson et al.,
2000; Krepysheva et al., 2006; Meerschaert et al., 1999; Pachepsky et al., 2000). A brief
summary of each approach is given here.
I.3.2.1 Advection-Dispersion Equation
ADE is a common approach studying the spatio-temporal behavior of dissolved solutes.
It combines both the advection and dispersion processes (which is modeled as a diffusive
process). In one dimension, ADE is (Bear, 1972),
!"
!"

= −𝑣

!"
!"

!! !

+ 𝐷 !! !

Eq. (1.6)
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where C is the macroscopic mean concentration of solute, t is time, 〈v〉 is mean flow rate,
x is the space coordinate, and D is the dispersion coefficient. On the right-hand side of the
equation, the first term describes advection, and the second term describes dispersion.
The chief limitations of the ADE model are that it is purely phenomenological (Sahimi,
1987), that it can only apply to specific media like homogeneous media, and it is derived
based on the assumption that solute transport is Gaussian. A well-known problem of
ADE model is that it cannot describe and predict the observed long tailed solute arrival
time distributions (Cortis and Berkowitz, 2004) in heterogeneous media. It raises
controversy in interpreting the time, space and scale dependences of transport-limited
chemical reactions within porous media (Hunt et al., 2015). However, Non-Gaussian (or
non-Fickian) transport is becoming recognized as the norm in natural porous media (e.g.,
Cushman and O’Malley, 2015), a development, which is not compatible with the ADE.
I.3.2.2 Fractional Advection Dispersion Equation (FADE) and Continuous Time Random
Walk (CTRW)
Well-known models describing non-Gaussian mixing other than percolation theory
include the FADE and the CTRW, both modeling power-law solute arrival time
distributions that produce diminishing solute velocities as a power of the time under a
wide range of conditions (Scher et al., 1991). However, these have limitations as well:
instead of using the second-order derivative to describe the dispersion process, FADE
replaces the diffusion term with a fractional order derivative (Benson, 1998), but the
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dispersion coefficient that is determined using the FADE is still scale-dependent
(Pachepskey et al., 2000); CTRW has been demonstrated to accurately model
experimental data of breakthrough curves, but a non-universal parameter α, which
describes the waiting time distribution, needs to be fitted with experimental data for
prediction (Sahimi, 2012). Neither the FADE nor the CTRW can predict the actual power
of the power-law formulation of solute arrival time distributions.
The advantage of percolation theory is that, instead of generating an arbitrary power of
solute time arrival distribution, it yields a value that relates to a known quantity from
percolation theory, the fractal dimensionality of the percolation backbone Db (Lee et al.,
1999; Sheppard et al., 1999; Hunt and Skinner, 2008, 2010; Hunt et al., 2011; Ghanbarian
et al., 2012), which is specified mostly by the saturation conditions and the
dimensionality of the flow (Sheppard et al., 1999).
I.3.3 Solute Transport Theory
Hunt and Skinner (2008) proposed a solute transport theory based on the theoretical
framework of percolation theory, and demonstrate a technique to calculate spatial solute
distributions as well as solute arrival time distributions of solute transport in
heterogeneous media, based on the concept of critical path analysis (CPA) (Ambegaokar
et al., 1971; Pollak, 1972; Friedman and Seaton, 1998; Hunt, 2001) in percolation theory.
In the simplest form of CPA, hydraulic conductivity is randomly distributed, and the
value of conductance connecting any two sites is independent of other conductance
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values. The conceptual basis of the CPA is that flow tends to choose the path with the
lowest cumulative resistance (optimal flow path), but by avoiding large resistance, the
total length of the flow path might increase. The balance between minimizing cumulative
resistance and shortening the flow path allows the determination of the optimal (or
typical) solute arrival time, which corresponds to the peak arrival time in experiments
(Hunt et al., 2015). CPA uses the percolation threshold (pc) to define the smallest
resistance value along the optimal flow path through the medium (Friedman and Seaton,
1998; Hunt, 2001; Hunt and Ewing, 2009), and the typical hydraulic conductivity, which
is assumed to govern the flow rate can be obtained (Hunt, 2016). It has been
demonstrated that CPA is capable of predicting advective flow in porous media, both in
saturated and incompletely saturated conditions (Katz and Thompson, 1986; Ghanbarian
and Hunt, 2012), and the predicted result of solute arrival time distribution as a function
of transport distance is in agreement with simulation generated by Liu et al. (2003), and
the prediction is verified by experimental observations from Jardine et al. (1993) and
Cherrey et al. (2003) (Ghanbarian et al., 2012). For the development of soil formation
models presented in this dissertation, we are interested in distances and times, and the
typical solute arrival time (the most likely transport time) as a function of transport
distance, and it is not necessary to find the typical hydraulic conductance or solute arrival
time distributions using CPA. Sahimi (1994) suggested that solute along such critical
path should follow the same percolation scaling law as solute transport through
percolation clusters. Thus as long as fluids find the preferred flow paths, i.e. whenever
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critical path concepts are relevant, scaling results for solute transport should apply. Lee
et al. (1999) first proposed such a spatiotemporal scaling law of solute transport in 2D
system at the percolation threshold, with the typical time (t) taken for a solute particle to
travel from one side of a system to the other side for a distance of (x) being proportional
to 𝑥 !! , 𝑡 ∝ 𝑥 !! , where Db is the fractal dimensionality of the percolation backbone.
The value of Db varies depending on the moisture condition and the dimension of flow in
the medium. Saturated conditions are usually considered as random percolation, while
unsaturated conditions are considered as invasion percolation. Invasion percolation
(Wilkinson and Willemsen, 1983) is used to describe the displacement of a fluid (e.g. air
or water) through the invasion of a second fluid in a medium, and the value of Db varies
from the value it takes in random percolation. For application in soil formation,
commonly, we assume 3D saturated conditions with Db = 1.87 (Sheppard et al., 1999).
However, there are cases that flow is 2D, for example, along a fracture plane. Glass et al.
(1998) argue that unsaturated conditions are more common when flow is constrained to
2D surfaces. Values of Db under different conditions are summarized in Table 1.2.
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Dimension and Saturated Conditions

Db

2-D Saturated (Random)

1.64

3-D Saturated (Random ) or Wetting (Invasion)

1.87

2-D Unsaturated (Invasion)

1.22

3-D Unsaturated or drying (Invasion)

1.46

Table 1.2. Values of fractal dimensionality of percolation backbone (Db) (from Hunt,
2015b)
I.3.4 Theoretical Models
Based on the power-law formulation and the results from Sheppard et al. (1999), Hunt et
al. (Hunt, 2015a; Hunt and Ghanbarian, 2016) proposed a soil production model based on
the hypothesis that the total solute transport distance in a given time period corresponds
to the soil depth at the end of the same time period (Hunt, 2015a). The model is
developed based on the assumption that erosion of soil is negligible, and details are given
in Section I.3.4.1. In this dissertation, erosion is considered, and a modified model of soil
formation is presented in Section I.3.4.2.
I.3.4.1 Soil Production Model
When removal of soil from erosion is not considered, and 3D saturation is assumed, in
the context of soil production, soil depth x is proportional to time t to the power of Db
(Hunt, 2015a),
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𝑡 = 𝑡!

𝑡 = 𝑡!

! !.!"
!!
! !.!"
!!

(3D unsaturated)

𝑡 = 𝑡!

(2D saturated)

𝑡 = 𝑡!

! !.!"
!!
! !.!!
!!

(3D saturated)

Eq. (1.7a)

(2D unsaturated)

Eq. (1.7b)

where x0 is the typical particle size, t0 is the pore crossing time, defined by the fluid flow
rate, v0 = x0/t0, through a characteristic pore. In heterogeneous media a characteristic
particle size is assumed to be the median diameter, or d50.
Thus,
!

𝑥 = 𝑥!

! !!
!!

Eq. (1.8)

Then, by taking the time derivative of soil depth x, one can obtain the equation of soil
production rate (bedrock-to-soil conversion), 𝑅! ,
!"
!"

! !

= 𝑅! = !.!" ! !
!

! !!.!"
!!

!

!

= !.!" !

! !!.!"
!!

Eq. (1.9)

where 𝑅! is the rate of soil production, the pore-scale flow rate, x0/t0 is expressed as the
pore-scale infiltration rate in the field (Hunt and Ghanbarian, 2016), which is calculated
as infiltration rate I divided by porosity ϕ of soil (Yu et al. 2017). I is the net downward
flux of moisture through the soil, measured from, e.g., rainfall, and excludes the water
flux returning to the atmosphere at the soil surface through direct evaporation, or from
transpiration through plants.
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I.3.4.2 Soil Formation Model
When studying the formation of soil, which refers to the net growth of soil in this
dissertation, removal of soil by erosion should be considered. Adding the erosion term
𝐸(𝑡), on the previous model (Eq. (1.9)) to predict the formation rate of soil yields:
!"
!"

!

!

= 𝑅! − 𝐸 𝑡 = !.!" !

! !!.!"
!!

− 𝐸(𝑡)

Eq. (1.10)

In principle such an equation can be solved numerically for x(t) with an arbitrary erosion
rate, but to date we have only addressed the case E (t) being a constant, E. One can obtain
the soil depth x after a certain time period t by integrating Eq. (1.10) over t,
𝑥 =

!
𝑑𝑡′𝑅!
!

=

! ! ! ! !
(
! !.!" ! !!

!!.!"

− 𝐸(𝑡))𝑑𝑡′

Eq. (1.11)

Soil depth at local steady-state condition (constant soil depth) can be solved easily from
Eq. (1.10) by setting 𝐸(𝑡) = 𝐸, and letting

𝑥 = 𝑥!

!

!

!"
!"

= 0 to yield,

!.!"

Eq. (1.12)

!.!" !"

I.3.4.3 Hypotheses of the Models
Three hypotheses were made to develop the models:
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1) With increasing time and length scales, solute transport becomes increasingly
important in limiting chemical weathering of bedrocks. When chemical weathering is
transport-limited, chemical weathering rate is proportional to solute velocity.
2) When soil production is limited by chemical weathering, which itself is limited by
solute-transport, the thickness of soil produced (soil depth when erosion can be neglected)
at a given time equals to the solute transport distance over the same time period.
3) The water flux in Eq. (1.9) is the pore scale net infiltration rate I/ϕ, where I = P – AET
+ run-on – run-off (P = precipitation, AET = actual evapotranspiration), and ϕ is porosity.
Theoretical basis and experimental facts that support each hypothesis are given in the
following sections.
I.3.5 Relevance of Solute Transport to Chemical Weathering
The process of weathering typically begins at the surface of the earth's crust when
bedrock is uplifted by tectonic forces. Then, alteration of bedrocks from physical breakup
and chemical decay take place, a process that eventually converts parent materials into
soil. As a major process of chemical weathering, mineral dissolution enables the
development of soil (Maher, 2010). Although the Earth’s crust contains a very wide
range of minerals, the dominant species are silicate minerals, since basalt and granite are
the most important constituents of oceanic and continental crust. The slow process of
silicate dissolution also plays an important role in regulating the carbon cycle by taking
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up CO2 through Urey (1952) reaction. One mole of silicate mineral weathered consumes
one mole of CO2. The kinetics of chemical weathering, in principle, mineral dissolution,
has been studied extensively for decades (Maher, 2010). An inverse dependence of
chemical weathering rate on time was observed in several experiments (Bain et al., 1993;
Taylor and Blum, 1995; White and Brantley, 2003; Maher et al., 2004; Fantle and
DePaolo, 2006). Strong correlations between chemical weathering rates and physical
erosion rates are also observed (Riebe et al., 2001; Jacobson et al., 2003; West et al.,
2005; Hren et al., 2007), a situation which leads, as described above, to steady-state
conditions in soils. There are many factors which influence chemical weathering (Hunt
and Ewing, 2009), which makes it difficult to predict chemical weathering rate as a
function of time. As both the delivery of reaction reagents and the removal of weathering
products are controlled by flow transport, solute transport potentially plays an important
limiting factor of chemical weathering rates (Maher, 2010). Slow velocity of solute tends
to slow down chemical reaction rate due to the building up of products, which drives
reaction to approach thermodynamic equilibrium. Generally speaking, only with a flow
rate so high that chemical reactions can never reach equilibrium, is the chemical reaction
rate controlled by surface reaction (Berner, 1978). Berner (1978) first shows the
distinction between transport-limited and surface reaction-limited weathering, and
describes the weathering system as a well-mixed batch reactor, which is only controlled
by surface reaction. However, this does not explain the inverse dependence of chemical
weathering rate on time. Also, chemical weathering rates obtained in the laboratory do
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not agree with those inferred from the field (White and Brantley, 2003). In particular,
laboratory measured dissolution rates have been found to be as much as 5 orders of
magnitude higher than field observations (Salehikhoo, et al., 2013).
There have been considerable discussions on the causes of such discrepancies, including
the limiting effects from solute transport in the field (Molins et al., 2012; Dentz et al.,
2011; Raoof and Hassanizadeh, 2010; Noniel et al., 2012; Maher, 2010). As mentioned in
the previous section, non-Gaussian transport is normal in natural porous media. In
non-Gaussian transport, solute velocity does not equal to flow rate beyond the length
scale of a typical pore size, but diminishes over time (equivalently, over solute transport
distance) as it travels. From the basic function of percolation theory, 𝑡 ∝ 𝑥 !! , the mean
!

velocity can be written as 𝑣 ≈ 𝑣! (! )(!!!")/!" (Hunt et al. 2015), yielding a solute
!

velocity that decreases over time with a power of 1/Db -1, where 𝑣! is the pore scale
velocity (equal to the flow rate) and v is the average velocity over the entire transport
process. As the solute transport slows down, the accumulation of products in the solute
produces a tendency for the reaction to reach equilibrium along the flow path, and slows
down the chemical reaction rate. Once the solute velocity diminishes to a threshold that it
is no longer able to drive departure from the equilibrium state of the chemical reaction,
the limiting factor of chemical weathering rate will switch from surface reaction to solute
transport.
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The scaling of chemical reaction rate with time behaves differently under particular
limiting factors as illustrated in Figure 1.2 (from Figure 4 in Maher, 2010). When
chemical weathering is controlled by surface reaction, the reaction is under well-mixed
conditions, and the rate is not affected from the change of flow magnitude, but can be
affected by environmental conditions, such as temperature, or composition of bedrocks,
which influences thermodynamics of the chemical reaction. After the limiting factor
switches from surface reaction to solute transport, with hypothesis (1) that solute
transport-limited chemical weathering rate is proportional to solute velocity, chemical
weathering rate should follow the same scaling over time as the solute velocity does.
Such hypothesis is supported by experimental facts (Figure 1.3, values digitized from
Maher's Figure 4 (2010)), and has been verified by Hunt et al. (2015) in a wide range of
experiments (Peng et al. 2012; Liu et al., 2008; Du et al., 2012; Zhong et al., 2005;
Salehikhoo et al., 2013; White and Brantley, 2003).
As depicted in Figure 1.2, the chemical weathering rate (well-mixed reaction rate) does
not change over time within the surface reaction-limited regime (the flat portion of the
graph), but as the solute velocity slows down, the limiting effect from solute transport
becomes increasingly important, and the chemical reaction is limited under a mixed
control (curvy portion of the graph). After the limiting factor switches from surface
reaction to solute transport, scaling of chemical weathering rate becomes proportional to
solute velocity. From Figure 1.2, all experimental observations are within the solute
transport-limited regime.
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However, of course, chemical weathering of bedrock is not always limited by solute
transport. In order to assess the limits of chemical reaction rates in porous media, most
investigators use the Damköhler number, the ratio of a solute advection time to a reaction
time (Molins et al., 2012), to evaluate the relative importance of advection rate to
chemical reaction rate. When the value of the Damköhler number is larger than 1
(advection time > reaction time), reactions are considered transport limited.

Figure 1.2. Chemical reaction rate vs. flow rate. Figure from Maher (2010). Rd is reaction
rate, q is flow rate. Circles: Clow and Drever (1996), stars: Swoboda-Colberg and Drever
(1993), solid triangles from White et al. (2005), diamonds from White et al. (2008),
square sfrom White et al. (2001), open triangles pointing up from Maher et al. (2006),
open triangles pointing down from Jin (2008).

29

Figure 1.3. Reaction rates plotted against flow rates showing agreement with a linear
proportionality (values digitized from Figure 4 in Maher (2010)).
I.3.6 The Damköhler Number
The calculation of the Damköhler number is provided by an analogy to the Peclet number,
Pe, which is defined to be the ratio of advection rate and diffusion rate. Thus, Pe evaluates
the relative importance of advection to diffusion (Saffman, 1959). The Damköhler
number is defined as DaI = τA / τR, where τA is the advection time, and τR is the reaction
time. However, the usual calculation (Salehikhoo et al., 2013) of this ratio is flawed, as
the solute transport is considered as Gaussian transport that has a constant solute velocity,
which does not decay with transport distance but which decays according to a power law
in non-Gaussian transport. The calculation leads to a constant advection time in the
numerator. In the denominator, reaction time is calculated from the observed reaction rate,
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which introduces the possible effect from advection, if the rate is slowed by transport,
into the denominator (Yu and Hunt, 2017a), instead of confining it to the numerator. A
revised method to calculate the Damköhler number based on non-Gaussian transport
from the same percolation scaling law will be presented in Chapter II. We show that it is
more common in natural media for chemical reaction to be limited by solute transport,
which provides the fundamental assumption of our soil formation model, and also
explains directly a portion of the several orders of magnitude discrepancy between
experimental results and field observations, as flow rate conducted in laboratories are
much faster than flow in natural media. The remainder of the discrepancy is then
interpreted as being due to the slowing of solute velocities with increasing time or spatial
scales.
I.3.7 Relevance of Solute Transport to Soil Depth
The agreement of the theoretical scaling (Hunt et al., 2015) and field observations of
chemical weathering rate (Maher, 2010; White and Brantley, 2003) over large time scales
suggests the approach to apply the same theoretical framework to predict soil depth (Hunt,
2016). The weathering depth of soil in a given time period should then be given in terms
of the total solute transport distance over the same time period (Hunt, 2015a, Hunt, 2016),
which is the second hypothesis of the theoretical model, and shows consistency with field
data of 21 soils across the world in Hunt (2016). However, the actual relation between
weathering depth of bedrocks and thickness of soil is still unclear. One of the issues is the
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inconsistent definition of soil, i.e. which horizon is considered as soil. The agreement
between field observations and predictions demonstrated in Hunt (2016) suggests a high
probability of proportionality between weathering depth and soil thickness.
Hypothesis (3) relates soil production to both topography and climate by assuming that
the vertical water flux in soil is the net infiltration rate, or the amount of water that
percolates into the soil during a given time period. The choice of infiltration rate as
pore-scale solute velocity reflects the understanding that it is the actual downward flux of
the CO2 carrying water that is critical to the weathering reaction (Yu and Hunt, 2017b).
Such a downward flow rate may not relate simply to precipitation and evapotranspiration,
if surface waters converge or diverge within the study area. Nevertheless, surface flow is
not considered if run-on and run-off values are not available on site. The inference that I
is the controlling flux has considerable relevance in landscape and climate. Since I = P –
AET + run-on – run-off, one can expect more rapid soil productions, thus thicker soils in
convergent topography, and more humid climate. The relevance of net infiltration rate to
soil depth has been shown by Hunt and Ghanbarian (2016), which demonstrate
agreement of prediction by using net infiltration rate as the pore-scale velocity.
I.3.8 Defining Relevant Parameters in the Models
Given the fact that there is still no general agreement in the definitions of many of the
soil properties, as well as the variations in certain soil properties, it is important to define
relevant parameters involved in our model clearly before applying it for prediction.
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Soil depth and soil age: There is no general agreement of the definition of soil, and it is
still debatable whether (and to what extent) the weathering zone should be included when
studying soil formation function. Thus, large uncertainty could be introduced from the
determination of soil thickness. Another potential uncertainty comes from the
determination of time. Soil is a dynamic system, and there is no absolute age i.e. the time
since bedrock starts producing soil, that can be defined. Definitions of these two
parameters are non-universal across the data sources that we referenced to examine our
model. For example, Heimath et al., (Heimsath et al., 1997, 2000, 2001a, 2006, 2009,
2012) consider the soil depth as the soil column right above the weathered but still-in
place bedrock, Egli (2014) calculate soil depth by a different criterion using "A/B/E/O +
1/2 (AC/CA/BC/CB/OC)" horizons, Hunt (2015a) defines soil depth down to the Bw
horizon. For the determination of time, relative soil ages are usually used such as "surface
age", " soil residence time", and " surface exposure age" etc. (Egli, 2014, Heimsath et al.,
1997, 2000, 2001a, 2006, 2009, 2012). To address this issue and to maintain consistency,
instead of applying a universal rule to determine soil depth and time, we adopt the
particular authors’ convention for an individual dataset, as long as the soil depth and soil
age in the dataset correspond to each other.
There are also other soil properties that affect the hydraulic property and soil formation.
Here we only discuss properties that are relevant to our models: particle size and
porosity.
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The range of soil particle size can span several of orders of magnitude (clay, silt, sand,
gravel), and there is no apparent characteristic particle size. Thus, if typical particle size
is not given, we represent the characteristic particle size by the geometric mean.
According to soil classification by USGS, silt is the middle particle size (geometric mean)
class in soil classification schemes, and it ranges from 2µm to 63µm, with a mean value
of 32µm; here we take 30µm as the characteristic particle size for soils without
information relating to soil texture or soil particle size. Most soils have porosities
between 30% to 60%, with 40% to 50% being a common value (Hunt et al., 2014); thus a
typical value of 40% for the porosity is assumed if no information is given.
I.4 Scope and Structure of the Dissertation
The main scope of this dissertation focuses on the physical evolution of soil by modeling
its formation function on the basis of transport-limited chemical weathering rate of
bedrocks. In Chapter II, a revised calculation of Damköhler number is presented,
demonstrating the validity of the fundamental assumption of our models that chemical
weathering of bedrocks is very likely to be transport-limited in natural media. Chapters
III and IV examine our model with field data in predicting soil depth evolution as well as
soil formation rates over time, and discuss how the combined effect of climatic and
geological conditions contribute to the variance of soil depth across the world. Chapter V
presents an application of our model in examining local steady-state conditions of soil. In
Chapter VI, we apply our model to distinguish steady and stochastic erosion processes in
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threshold landscapes, and present a possible application of the model to predict
landslides.
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II. RE-CALCULATION OF THE DAMKÖHLER NUMBER TO EVALUATE
TRANSPORT-LIMITED CHEMICAL WEATHERING

Article I.
Yu, F., Hunt, A.G. 2017. Damköhler Number Input to Transport-limited Chemical
Weathering Calculations. ACS Earth and Space Chemistry. 1 (1), 30–38

36

37

38

39

40

41

42

43

44

45

III. MODEL EVALUATION I: PREDCITING SOIL FORMATION FUNCTION

Article II.
Yu, F., Hunt, A.G. 2017. Predicting Soil Formation on the Basis of Transport-limited
Chemical Weathering. Geomorphology. 301, 21–27.

46

47

48

49

50

51

52

53

IV. MODEL EVALUATION II: PREDICTING THE VARIABILITY OF SOIL DPETH
ACROSS DIFFERENT CLIMATIC CONDITIONS

Article III.
Yu, F., Faybishenko, B., Hunt, A.G, Ghanbarian, B. 2017. A Simple Model of the
Variability of Soil Depths. Water 9: 460.

54

55

56

57

58

59

60

61

62

63

64

65

66

67

68

V. MODEL APPLICATION I: DISTINGUISHING LOCAL STEADY-STATE AND
NON-STEADY-STATE SOILS

Article IV.
Yu, F., Hunt, A.G. 2017. An Examination of the Steady-state Assumption in Soil
Development Models with Application to Landscape Evolution. Earth Surface Processes
and Landforms. 42 (15), 2599–2610.

69

70

71

72

73

74

75

76

77

78

79

80

81

VI. MODEL APPLICATION II: POSSIBLE IMPLICATION FOR SHALLOW
LANDSCLIDE PREDICTION THROUGH DISTINGUISHING STEADY-STATE
AND STOCHASTIC EROSION PROCESSES

VI.1 Introduction
Studies of steep topography have been of continuing interest to geoscientists and,
particularly, geomorphologists. The morphologic characteristics of landscapes reflect the
complex feedback between tectonics and climate-driven processes in sculpting the
topography. The tectonically active landscapes are often exposed to natural hazards, such
as landslide, debris flows, floods and earthquakes. Therefore, understanding the
development of soil on steep hillslope is essential, as such regions are typically
interpreted as threshold landscapes (DiBiase et al., 2012). Many studies have been
reported regarding quantitatively understanding the relationship between erosion rate and
topographic elements including hillslope gradient, topographic relief, hilltop curvature,
and drainage density (e.g., Gilbert, 1877; Ahnert, 1970; Montgomery and Brandon, 2002;
Binnie et al., 2007; Roering, 2008; DiBiase et al., 2010; Hurst et al., 2012; DiBiase et al.,
2012). General conclusions have been slow to develop.
Ahnert (1970) reported a linear relation between erosion rate and mean local relief at
mid-latitude drainage basins. However, several studies have demonstrated that the linear
relationship breaks down as the mean slope increases and approaches a threshold angle of
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stability Sc (e.g., Carson and Petley, 1970; Schmidt and Montgomery, 1995; Ouimet et al.,
2009; Montgomery and Brandon, 2002; Binnie et al., 2007; DiBiase et al., 2010), at
which downslope sediment fluxes become infinite (Roering et al., 2007). In this case,
sediment flux switches from creep-related process to mass wasting (DiBiase et al., 2012),
and landslides can occur, such that hillslope lowering prevents hillslope from becoming
steeper than Sc, and erosion rate and topographic relief become decoupled (Schmidt and
Montgomery, 1995; Burbank et al., 1996; Montgomery, 2001; Montgomery and Brandon,
2002).
These published descriptions of the relationship between erosion rate and mean slope
provide us an opportunity to study soil development on hillslopes by combining the
slope-dependent erosion rate with our soil formation model (Yu and Hunt, 2017b). More
importantly, soil depth is one of the essential factors controlling shallow landsliding,
along with slope angle and slope shape (Iida, 1999), and soil depth is more important for
predicting occurrence of shallow landsliding than other factors Okimura (1987). Thus,
understanding soil depth development on steep topography is fundamental for
understanding and predicting occurrence of landsliding at threshold landscapes.
In this chapter, we adopt the non-linear relationship between erosion rate and mean slope
proposed by Montgomery and Brandon (2002) into our soil formation model to predict
the slope-dependence of steady-state soil depth on hillslopes. We then compare our
predictions with mean observed soil depths at various slope angles to examine the
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validity of our model. By assuming a steady-state condition of the soil mantle, the
predicted soil depths are effectively assumed to be at stable conditions without the
disturbance from landslides, such that soils within such regions are assumed to have
constant soil erosion rate dominated by soil creep. However, it is clear that there is
evidence of shallow landslides on steep topography at some study sites, potentially
causing an underestimation of the prediction comparing with observation. We discuss the
relevance of our prediction to landslides, and demonstrate an implication of our model in
distinguishing regions that have potential occurrence of shallow landsliding.
VI.2 Materials and Methods
The basic relationship between long-term erosion rate and the mean slope, that we
adopted to predict the dependence of soil depth on slope, is obtained from an empirical
equation published in Montgomery and Brandon (2002, equation 1), who studied the
relationship between erosion rate and slope at Olympic Mountains. Relevant site-specific
parameters to set the relation include a background erosion rate due to chemical
weathering (E0), a rate constant related to sediment transport coefficient (K), and a
threshold slope gradient (Sc). In order to make predictions, we keep all the default values
for Olympic Mountains, and generate the identical curve (Yu et al., 2017) of erosion rate
vs. mean slope as shown in their Figure 1. We also digitized the observed data in the field
with error bars included (0.0001m/yr of uncertainty of erosion rate from the original
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figure in Montgomery and Brandon, 2002). Here we apply Eq. (1.12) to describe the
steady-state soil depth as a function of erosion rate.
𝑥 = 𝑥!

!

!

!.!"

Eq. (1.12)

!.!" !"

Then erosion rates corresponding to each slope angle are plugged into Eq. (1.12) to
predict the dependence of soil depth on mean slope (Figure 6.1). Here, we set I =
0.22m/yr, a typical particle size 𝑥! = 30µm, and the porosity ϕ = 0.4 in Eq. (1.12) as
best values for the Heimsath et al. (2012) studies of the San Gabriel Mountains (SGM)
(Yu et al., 2017). This enables us to evaluate our predication by comparing observed soil
depths on hillslopes at SGM and other 5 sites.
Eq. (1.12) is a power-law prediction of soil depth on erosion rate, E. It contains a
numerical prefactor that depends on particle size and the deep infiltration rate. On a
bilogarithmic plot of soil depth against slope angle, the only quantity which varies is, to
lowest approximation, E, and the net effect of the remaining constants is only to raise or
lower the curve by a constant value. Rather than generating a new prediction for each
combination of numerical factors, we move each data set vertically, using the ratio of its
combined numerical prefactor to that of the SGM. The details are given below.
Multiple soil depths observed at the same mean slope in SGM (Heimsath et al., 2012) are
averaged to reduce scatter (Yu et al., 2017). Soil depth from the model (Eq. (1.12)) is
proportional to particle size, and is nearly proportional to infiltration rate (to the power of
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1.15). Since soil particle size can range orders of magnitudes, our model is even more
sensitive to soil type (or substrate particle size) than to the infiltration rate. Yu et al.
(2017), based on published values (Schlesinger and Jasechko, 2014; Lvovich, 1973; Peel
et al., 2010), summarizes a range of 11% to 35% of annual precipitation that goes to deep
infiltration. Here, we take the mean percentage (23%) of precipitation to estimate I for
each site. Then, the values are compared with infiltration rate (0.22m/yr) in SGM. We
also compare the particle size at different sites. We then normalize the soil depth based
on the combined effect caused by the variability in both the particle size and infiltration
rate, and the values are listed in Table 6.1. No adjustment is made if the ratio is less than
a factor of 2.
Sitea

SGM

PL

AM

I (m/yr)b

0.220

0.253

0.207

0.14

--

--

x0 (µm)

30

30

1095

30

--

--

Factorc

1.00

1.17

33.88

0.60

3.00

22.00

Sterling Lesvos

RdJ

Table 6.1. Particle size and infiltration rate information across sites
a. SGM = San Gabriel Mountain, PL = Plastic Lake Basin, AM = Apennine Mountains,
RdJ = Rio de Janeiro
b. Infiltration rate is estimated as 23% of annual precipitation for each site if run-on and
run-off values are not available. I value in SGM is referenced from Yu et al. (2017),
precipitation in Plastic Lake is 1.1m/yr (Buttle et al., 2004), 0.9m/yr for Apennine
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Mountains (Salciarini et al., 2006) and 0.4m/yr for Sterling, northeastern Colorado
(Moore et al., 1993).
c. Factor used to adjust soil depths is calculated as: factor = (particle size on site/30) *
(infiltration rate on site/0.22)^1.15
Soils in SGM are mainly loams on the hillslopes (Rulli and Rosso, 2005), which has
median particle size ranging from 20 to 40µm. Here we take 30µm as typical particle size
(Yu et al., 2017). For Apennine Mountains, central Italy (Salciarini et al., 2006), soils are
mainly talus and are much coarser than SGM. We estimate the particle size based on the
hydraulic conductivity (10 -5 to 10 - 2m/s) on the site. From information provided by
Aqtesolv, USGS and USDA, (accessed in Sep. 2017), comparable hydraulic
conductivities are found within the category of coarse sand, which has particle size range
from 600 to 2000µm. Geometric mean of 1090µm is taken as the typical particle size.
Soils at Sterling are mainly fine loamy and fine silty with percentage of sand ranges from
42% to 54% (Moore et al., 1993), which is likely to be loams, and soil texture is close to
that in SGM. For Lesvos, Greece (Bakker et al., 2005) and Rio de Janeiro (RdJ), Brazil
(Fernandes et al., 2004) we take a factor of 3 and 22 to normalize the soil depths just to
make the values comparable, without the knowledge of infiltration rate and soil particle
size in the field. For Lesvos, it is difficult to estimate infiltration rate and soil particle size,
because the climate there is characterized by spatial variance in precipitation (Kosmas et
al., 2000), with a rainfall gradient of 45% from east to west (Bakker et al., 2005), and the
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soil texture (ranges from clay to coarse-grain soils) is greatly affected by parent materials
and climatic conditions (Kosmas et al., 2000). For RdJ, there is no direct data for soil
depths. According to the authors, the upper portion has soil depth less than 2m, while in
the middle portion, soil depth is between 4 to 5m, and at the lower portion, soil is as deep
as 12m (Fernandes et al., 2004). We estimate the corresponding mean slope (13.44
degrees) at the middle portion based on the statement that "elevations decrease from 975
to 20m in about 4km”, and estimating the mean slope (25 degrees) at the upper portion by
taking the average of mean slope at middle portion and the mean threshold slope (37
degrees) within the region. The greatest soil depth is assumed to be obtained at near zero
slope. Very limited information of climate or soil particle size is available, but climate is
more humid at RdJ than it is in SGM. Rainfall is very intense during summer at RdJ,
which can be as high as 480mm of rainfall accumulation in just 3 days at low elevation,
and 700mm at higher elevation (500m) within in the same short period (Fernandes et al.,
2004), and more precipitation, thus more infiltration would result in deeper soils.
Observed soil depths after normalization to the same conditions are plotted in Figure 6.1
to compare with our predictions. For sites without values available at slope close to zero,
the deepest soil depths obtained (mostly in the valleys) in the field for each site are used
as estimations of soil depths at zero slope.
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VI.3 Results and Discussion
From Figure 6.1, in the main, our prediction (blue line) based on the empirical equation
proposed by Montgomery and Brandon (2002) agrees well with observed data with an
overall underestimation, especially in SGM. As slope angle increases, the discrepancy
increases as well. Prediction (open diamond with error bars) generated from observed
erosion rate along the hillslope (Montgomery and Brandon, 2002) including 0.0001m/yr
uncertainty of erosion rate shows a better agreement with field data compared with that
predicted from the empirical equation. Almost all observed soil depths are within the
predicted range, except some underestimations in SGM at large slope angle.
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Figure 6.1. Comparison of predicted and observed soil depths on hillslope. Solid line is
the prediction adopting the empirical relationship between erosion rate and slope angle
proposed by Montgomery and Brandon (2002). Open diamonds are the predictions using
observed erosion rate with 0.0001m/yr of uncertainty (Montgomery and Brandon 2002).
No upper error bar is present if the observed value is already less than 0.0001m/yr.
There are several reasons which could cause the discrepancy: 1) the sensitivity of our
model to particle size and the infiltration rate. The prediction generated from our model is
proportional to particle size and the infiltration rate to the power of 1.15. There are
certainly uncertainties in how we determine the normalizing factor to adjust the soil
depths at different sites. Estimation of infiltration rates for each study site can be
inaccurate without the actual information of AET, run-on and run-off values, and can vary
with slope angle. For individual sites, typical particle size is taken as the d50 of the soil
class, which eliminates the variation in particle size, 2) the uncertainty originating from
the empirical equation that we adopted for prediction. As shown in Figure 6.1, the soil
depths predicted based on observed erosion rates (Montgomery and Brandon, 2002)
demonstrates a better agreement. As discussed by Montgomery and Brandon (2002),
multiple relationships between erosion rate and mean slope are observed as the slope
steepens. Therefore, a single empirical equation is close but might not be perfectly
accurate to model the entire relationship, 3) the validity of transferring a same
relationship across sites having different geologic conditions. The empirical equation
(Montgomery and Brandon, 2002) involves 3 parameters: background erosion rate from
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chemical weathering (E0), a rate constant related to sediment transport coefficient (K),
and a threshold slope gradient (Sc), all of which might be site-specific. To evaluate the
effect from each parameter on the relationship, we change the values of E0, Sc and K to
demonstrate how much difference it would cause (Figure 6.2). Results show slight effect
from the threshold angle Sc (double dash line). Changing E0 mostly affects soil depth at
small slope angle, and the difference diminishes as slope increases (double solid line). As
for in our case, effect from the rate constant K (dot line) might be more important than
the other two parameters, as changing K reduces the discrepancy between predications
and observations at steep slope angles. DiBiase et al. (2010) proposed a different
non-linear relationship between erosion rate and mean slope at SGM, but the two
relationships can be matched up if the parameters in the empirical equation are adjusted,
suggesting a potential limitation of applying the same relationship generated from a
single site to other sites, 4) the occurrence of shallow landsliding at steep slope, which
might be the most important factor causing the underestimation. Due to reasons such as
the variability in regolith properties and hydrologic conditions, shallow landslide can
sometimes occur even below the threshold slope, which can be a range of slopes other
than a single slope angle. In any case, the stochasticity in the landslide recurrence
intervals will introduce significant variability in soil depths. Moreover, there are
evidences of shallow landsliding in some of the study sites on steep topography.
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Figure 6.2. Effects from changing the relevant parameters (threshold angle: Sc, sediment
flux coefficient: K, background erosion rate: E0) in the empirical equation (Montgomery
and Brandon, 2002) on our prediction. Solid line represents predictions using original
parameters.
In the Olympic Mountains, soil is only sustained from shallow landsliding at slope below
25 degrees (Montgomery and Brandon, 2002), even though the threshold angle is at 40
degrees. Heimsath et al. (2012) reported shallow landslides at slopes higher than 30
degrees, with a steepest observed slope of 45 degrees. Landslide scars are observed in
both Apennine Mountains (Salciarini et al., 2006) and RdJ (Fernandes et al., 2004). Thus,
potential occurrence of shallow landslides should be considered at steep slopes. In this
case, our predictions of soil depths assuming steady-state condition can be shallower than
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observations between the separation of landsliding, meaning that the landscapes are at
unstable condition, and the regions are susceptible to shallow landsliding.
Figure 6.3 shows a schematic diagram generated from our model demonstrating the
divergence of soil depth with and without the occurrence of landslides. Landslides are set
aperiodically within time scale of 100,000 years. Soil depth in the scenario without
landsliding is predicted from Eq. (1.11) to generate soil depth at arbitrary age,
𝑥 =

!
𝑑𝑡′𝑅!
!

=

! !
!(!) !!.!"
(
𝐼
! !.!"
!!

− 𝐸)𝑑𝑡′

Eq. (1.11)

Long-term erosion rate (E) is calculated from the total soil removed in the landsliding
scenario dividing by the time scale. When landsliding is considered, soil is mainly
removed by mass wasting from landslides, and zero erosion is assumed between the
separation of landsliding, thus soil depth is proportional to time (landslide scar age) to the
power of 1/Db = 0.53. Such power scaling is actually observed (Figure 6.4) in studies of
landsliding recovery (Shimokawa, 1984; Trustrum and De Rose, 1987). In Figure 6.3, the
slope becomes unstable once the soil turns thicker than steady-state soil depth.
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Figure 6.3. Schematic illustration of soil depths with and without disturbance of shallow
landsliding over time. Occurrence of landslidngs are generated aperiodically at age of
20,000, 40,000, 70,000, 80,000, 90,000 and 100,000.
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Figure 6.4. Scaling of soil development on the age of landslide scars. Data from
Shimokawa (1987) is digitized from Iida (1999, Figure 11). First data point at 4 yrs is
neglect. For Data from Trustrum and De Rose (1987), first data point at 13yrs is neglect.
Multiple soil depths at 15.341 yrs are averaged to reduce scatter.
Thus, our predictions assuming steady-state condition can set a boundary to separate
stable and unstable zones along hillslopes. Soils thinner than the steady-state soil depth
and below the boundary are at stable zones, as it is still gaining depth and the production
rate is higher than erosion rate. Soils thicker than the steady-state soil depth are at
unstable zones, where shallow landsliding can occur. Iida (1999) shows a theoretical
boundary of stable and unstable zones on hillslopes by calculating a critical soil depth,
which relates to slope angle, soil cohesion, and the hydraulic condition. We digitized the
boundary curve as well as the observed soil depths at Hamada City in Shimane Prefecture,
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Japan (Iida, 1999, Figure 6), and generated our steady-state soil depth with the empirical
equation proposed by Montgomery and Brandon (2002) by setting the threshold angle to
be 60 degrees and using a typical particle size of 30µm and infiltration rate of 0.22m/yr.
Our predictions are then adjusted by multiplying by a factor of 17 to normalize the
climatic and geologic conditions to those at Hamada City, with its higher precipitation of
1.7m/yr (Iida, 1999) and assuming a much coarser particle size. From the soil map of
Shimane Prefecture (The National Land Information Division of Japan, accessed Oct.
2017), soils are mainly brown forest soils, which has a nutty structure and is mainly
loamy to silty loamy in soil texture (Kamoshita, 1955). A 0.001m/s hydraulic
conductivity (Iida, 1999) suggests a coarse soil texture, and Shiau et al. (2017) shows a
65% sand, 18% silt and 17% clay composition of soil texture in forest soils. Thus, in the
main, soil in Hamada City is more likely to be sandy loam with more silt than clay.
According to a vadose zone modeling report (RAC DSR Report, Table 1-2-2), d50 for
sandy loam is about 260µm. The result is shown in Figure 6.5. Soil depths higher than the
boundary are susceptible to shallow landsliding. Overall, the boundary generated from
steady-state soil depth is lower than Iida's (1999) result, suggesting that from our
prediction, there are more soils at unstable condition than the original result. In Iida's
Figure 10 (Iida, 1999), there are landslide scares observed at the stable zone determined
in his paper, however, it is still difficult to verify our result without the information of
how landslide scars are distributed in the site or to evaluate the discrepancy comparing
with Iida's result by just estimating relevant parameters in the field. In the main, both of
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the two models indicate unstable soils at steep slope angles. Soil formation rate decreases
as soil depth becomes thicker, while the erosion rate is larger at steep slopes. Thus, at
higher slope angles with shallower soil depths, soil production is more rapid. Therefore,
if landsliding in the study site is truly set by extreme events such as rainstorms, there will
be soils that are thicker than predictions, and susceptible to landsliding. A less severe
event needed to trigger landsliding will reduce the number of unstable soils.
5
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Iida, 1999
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Figure 6.5. Predicted boundary of stable and unstable zones on hillslopes in Hamada City
in Shimane Prefecture, Japan. Circles are observed soil depth (Iida and Tanaka, 1997),
solid line represents theoretical boundary generated by Iida (1999). Both Iida's data and
predction are digitized from Figure 6 in Iida (1999).
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VI.4 Conclusion
The soil formation model derived from percolation theory can be used to predict soil
depth dependence on slope by adopting an appropriate relationship between erosion rate
and slope angle. At steep slope where erosion of soil is mass wasting-dominated or
susceptible to shallow landsliding, the predicted soil depth provides a potential method to
distinguish soils that are unstable, and to generate a stochastic understanding of
landsliding. Moreover, soil depth development on hillslope is one of the controlling
factors for recurrence interval of shallow landsliding (Iida, 1999), therefore, the presented
model in this paper has a potential to be combined with landsliding studies focusing on
other determining factors, such as hydrologic conditions, or drainage area, to develop
models for landsliding predictions.
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VII. GENERAL CONCLUSIONS

In this dissertation, we present a power-law soil formation model derived from the solute
transport theory developed within the framework of percolation theory. The basis of our
model relies on the hypothesis that the chemical weathering of bedrock is simultaneously
the limiting factor for soil formation and most strongly limited by solute transport in
porous media. The hypothesis is supported on several bases: 1) by the values of the
Damköhler number that we calculated using experimental data in Chapter II, the results
of which imply that chemical weathering is nearly always solute transport-limited, and 2)
by the predictive capabilities conferred by the use of solute transport results for soil depth
models, as discussed in Chapters III – VI.
The revised calculation of the Damköhler number, DaI, based on percolation theory is
consistent with the scaling of weathering reaction rates, and demonstrates that,
particularly at low experimental flow rates, solute transport becomes the limiting factor
for chemical weathering. The increased relevance of transport limitations at low
experimental flow rates suggests that solute transport limitations on chemical reaction in
soils are even more important than in experiment, given that the slowest flow rate of
0.18m/d in experiments is still much larger than what is encountered in the field. In
Chapter III and Chapter IV, we examine the proposed soil formation model using field
data across a wide range of climatic conditions, as well as at steep topography, and
explain the causes of variance in soil thickness based on the factors involved in the model.
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Results show good agreement between predictions and field observations. While some
discrepancies remain, these are comparatively small, and may be due partly to the
difficulty of determining the appropriate field parameters. Consider that, in lab
experiments, the flow rates, times, reaction rates, and column lengths are usually all
given explicitly, but in the field, the soil formation has taken place under uncontrolled
conditions over periods from decades to millions of years.
Specific difficulties include: 1) Missing details of the study sites. As shown in Eq. (1.10)
to Eq. (1.12), the predictions generated from the models depend on information of
particle size (x0), infiltration rate (I), porosity (ϕ), and long-term erosion rate (E). Even
though reasonable estimations are made, if details of the study sites are missing, these
estimations have introduced discrepancies, 2) Simplifications of relevant parameters. The
model only takes a single value (usually, the average value) to represent values of certain
parameters. For example, median particle size, d50, is considered as the particle size, and
the erosion rate is a constant in time. However, given that soil formation is a dynamic
process, particle sizes can have a wide range, while d50 might also be changing over time.
Prediction of soil depth is very sensitive to particle size, as there is nearly a linear
proportionality between the two at small erosion rate. The erosion rate can also change
abruptly if the study sites have experienced severe climate change. Considering average
values is the easiest, and might be the most effective way for predictions, however,
simplification will reduce the accuracy of the models, especially at short time scales. 3)
Instability of shallow soils. We usually find larger discrepancy at shallower or younger

100

soils. A possible explanation is that shallow soils are more vulnerable to external
disturbance like animal trampling. The development of soils at early stages also depends
on the property of bedrock. 4) The determination of soil depth. As mentioned in Chapter I,
definition of soil is not universal across disciplines. Large uncertainty can be introduced
from different criteria in determining soil depth and its corresponding soil age. The
unclear concept of "what is soil" also makes it challenging to define the relation between
total solute transport distance and soil depth. Extensive data examined in Hunt (2015a) as
well as the results generated from the proposed model show very similar temporal scaling
of transport distance and soil thickness, which suggests the proportionality between the
two. However, the exact relationship remains unclear. 5) Other omissions not considered.
From the five soil-forming factors, we address the effect from time, climate, and
topography, while chemical properties of parent material and effect from biological
activity represent variability that is unaccounted for. In spite of the discrepancies and the
discussed omissions, the presented model appears to account properly for soil formation
factors, through basic soil information, and soil water flux.
In Chapter V and Chapter VI, we demonstrate two applications of the model to
geomorphology. Chapter V suggests the capability of the model in distinguishing local
steady-state and non-steady-state conditions of soils. Despite limitations and uncertainties
discussed above, results show that the local steady-state assumption, which is also the
fundamental hypothesis of the exponential decay model of soil production, is not valid
for some of the soils, especially at small erosion rates. It also suggests the potential of
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adopting the soil production model into landscape evolution models. In Chapter VI, we
show that with a known dependence of erosion rate on slope angle, the proposed model
can successfully predict soil depth dependence on slope. Such application is especially
meaningful at steep topography, where the erosion process can be either mass
wasting-dominated i.e., shallow landslides, or soil-creep dominated. By comparing the
assumed steady-state soil depth and the actual soil depth, one can distinguish the unstable
zones that are susceptible to shallow landslides. Moreover, as soil depth is one of the
essential controlling factors of shallow landslides (Iida, 1999), our model assuming
steady-state condition has the potential to combine with landsliding models focusing on
other controlling factors to develop landsliding prediction models.
In summary, this dissertation presents the theoretical framework of a soil formation
model on the basis of chemical weathering, and demonstrates theoretical as well as
experimental results that support the fundamental hypothesis relating soil formation to
chemical weathering. The model is verified through comparing with field data across
various climatic conditions, and has been applied to distinguish local steady-state and
non-steady-state conditions, and predict soil depth dependence on hillslope such that
unstable zones susceptible to shallow landslides along steep topography can be
distinguished. There are limitations of the model mainly due to the missing details of the
study site, the simplification of relevant parameters, and the omission of some other
possible factors affecting soil-forming process, which should be addressed in future
studies. However, there is general good agreement between predictions and observations,
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and the discrepancies observed are still comparatively small, considering the many
factors that can affect soil depth. Improvement can be made by addressing those
limitations, but it appears as though the conclusion obtained from the presented model
would not be affected. One of the potential advantages of the model is that all parameters
involved in the model are quantities that can, in principle, be directly determined locally,
even though they are not all customarily measured. If further testing confirms the
predictions, the model can be adapted to any landscape evolution models, as well as to
climate change models that account for CO2 sequestration through the Urey reaction
(1952) with the promise of helping improve the accuracy of estimating carbon cycling in
the ecosystem.
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