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 はじめに
金融時系列分析では､ 金融資産の価格の変動は確率過程であるとして分析
をする｡ このとき価格から定義される一定期間の収益率も確率変数となるが､
収益率の分散 (あるいはその標準偏差) はボラティリティと呼ばれ､ ファイ
ナンスの研究・実務どちらにおいても重要な役割を果たす変数であり､ 研究
者や金融機関､ 投資家など多くの人々がその動向に関心を持っている｡
ところがボラティリティは直接観測することができないので､ 具体的にボ
ラティリティの値の大きさやその推移を知ろうとすれば､ 何らかの統計的な
手法を用いて推定する必要がある｡ 歴史的には､ 分析や入手が容易である日
次や月次の価格のデータを使って､ 日次や月次のボラティリティを潜在変数
として推定する分析が広くおこなわれてきた｡ このような研究には､ 例えば
GARCH (generalized autoregressive conditional heteroskedasticity) モデルや
SV (stochastic volatility) モデルを用いたものが相当する｡
近年のボラティリティ研究では､ 従来用いられてきた月次や日次の価格デー
タと比べて､ より時間間隔が短いデータ､ すなわち日内の価格変動を分単位
や秒単位で記録したデータである高頻度データの利用が盛んである｡ これは､
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単にこれまで非公開であった高頻度データが (有料ではあるものの) 一般利
用できるようになったからということは勿論であるが､ その背後には､ 大き
な容量の記憶媒体や高速な計算機が誰でも手軽に利用可能になったという､
いわゆる社会の情報化が進んだことが､ 普及が急速に進んでいる要因として
あげられよう｡
本論文では､ 高頻度データを将来のボラティリティ予測へ利用することを
考える｡ 本題に入る前に､ まず高頻度データを利用したボラティリティの推
定と予測のこれまでの研究の流れについて､ それぞれ概観する｡
.1 ボラティリティ (IV) の推定
高頻度データによるボラティリティ推定方法としては､ Realized Variance
(RV) が標準的なボラティリティ推定量である｡ RVは単に期間中の収益率
の 2乗の和であり､ 計算が簡便なことから､ 多くの先行研究が RVを用いて
おこなれてきた｡ 事実､ 標準的な枠組みでは､ RV は Integrated Variance
(IV) の望ましい推定量であるといえる｡
しかし､ 現実的な金融高頻度データの時系列的な特性を考慮した場合､ 実
は RVは IVのよい推定量とはいえないことが､ 多くの先行研究で指摘され
ている｡ RVの推定量としての性質に影響する主要な要因として､ 少なくと
も以下の 2つの問題が挙げられる｡
第 1の問題は､ 価格過程はマーケット・マイクロストラクチャ・ノイズを
含んで観察されるということである｡ マーケット・マイクロストラクチャ・
ノイズとは､ その名の通り､ 金融市場の微細構造に起因するノイズであリ､
金融資産の観測価格の変動のうち､ 本質的な価格変動とは関係がない成分の
ことを指す｡ RVは､ マーケット・マイクロストラクチャ・ノイズを含んだ
価格から計算する場合一致性を失うので､ 適切な対処が必要になる｡ この問
題の対処方法は､ (Zhou 1996) による研究をはじめとして､ (Bandi and
Rusell 2008)､ (Mancino and Sanfelici 2008) などにより､ その影響の軽減を
図る方法がいくつも提案された｡ さらに (Zhang et al. 2005) や (Barndorff-
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Nielsen et al. 2008) などでは､ 適当な仮定の下でノイズがあっても IVに確
率収束する推定量が考案された｡ このほかにもマーケット・マイクロストラ
クチャ・ノイズの対処に関する研究は膨大にあり､ ここでそのすべてを紹介
することはできない｡ この問題に関する一連の研究については､ (McAleer
and Medeiros 2008) や (金谷 2009) などのサーベイがあるので､ 詳しくは
そちらを参照されたい｡
第 2の問題は､ ジャンプと呼ばれる急激な価格変動の存在である｡ マーケッ
ト・マイクロストラクチャ・ノイズの場合と同様､ ジャンプがある場合にも
RVは IVの一致推定量ではなくなる｡ ジャンプの存在下での推定量として
は､ 一致推定量である Bi-power Variation (BV)､ 一致推定量ではないが､ ジャ
ンプの影響を受けない推定量である Realized Absolute Variation (RAV) など
がよく知られている｡
このように､ これまでの研究では上記 2つの問題に対して個別に対策がな
されてきたが､ 近年ではノイズとジャンプがどちらも存在する場合の IVの
推定についても研究がある｡ 例えば､ (Podlskij and Vetter 2009) による
MBV (modulated bi-power variation) はジャンプ､ ノイズの両方が存在する
場合にも一致性を有する｡ 本稿では､ (Nagata 2015) で提案されたMBVベー
スを改良した新しい一致推定量を紹介し分析に用いる｡
.2 ボラティリティ (QV) の予測
本稿では､ ボラティリティの推定ではなく､ 特に予測に注目する｡ 高頻度
データを利用したボラティリティの予測分析として主要なものは､ RV など
実現ボラティリティを推定した結果得られる､ 日次 (あるいは週次や月次)
のボラティリティ系列に､ 何らかの時系列モデルを当てはめて予測を行う方
法である｡
ボラティリティの予測を行う場合､ 通常その予測値はリスク管理等に用い
られる｡ そのような場合には IVではなく､ ジャンプ成分を含めた価格変動
の 2次変分 (Quadratic Variation, QV) をボラティリティと定義し､ QVが予
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測対象となることが多い｡ したがって､ 次の節で詳しく説明するが､ この場
合にはジャンプが存在しても RVは QVの推定量としては望ましい｡
では QVを予測する場合にはジャンプに配慮する必要がないかというと､
実はそうではないことが先行研究によりわかっている｡ (Andersen et al.
2007) や (Forsberg and Ghysels 2007)､ (Nagata 2012) などは､ BVや RAV
などジャンプに頑健な推定量をモデルの予測変数に用いた場合､ QVを予測
するパフォーマンスが向上するという結果が報告された｡ つまり､ たとえ予
測したい変数は QVであっても､ 将来の QV予測によい影響をもたらすとい
う意味で､ ジャンプに頑健な推定量､ すなわち IV推定量がボラティリティ
予測において重要であることを示した｡ それではノイズへの対処した推定量
は､ 説明変数として用いた場合予測へどのような影響をもたらすのだろうか？
あるいはジャンプとノイズ両方へ対処した推定量を利用した場合にはどうな
るだろうか？本稿は､ これらの問いに対して､ 実際のデータによる予測分析
を行うことで検証をする｡
.3 本研究の目的と概要
本稿では､ (Nagata 2015) で提案された MBVベースの新しいボラティリ
ティ推定量を使って､ これを予測モデルに用いた場合の予測力の改善効果を
東京証券市場の指数および個別株式データの実証分析によって評価する｡ よ
り具体的には､ 提案推定量を含む代表的な IV推定量の将来のボラティリティ
の予測力を比較するため､ ボラティリティ予測モデルの説明変数として各推
定量を採用し､ その予測パフォーマンスを比較する｡ 予測モデルには
(Corsi 2009) によって提案された Heterogeneous Auto Regressive (HAR)
モデルを採用する｡
本稿の概要は以下の通りである｡ 続くⅡ節でボラティリティ推定の理論的
枠組みについて紹介し､ (Nagata 2015) で導出されたいくつかの結果を紹介
する｡ Ⅲ節では利用したデータと分析方法についてであり､ Ⅳ節で分析結果
を報告する｡ 最後にⅤ節で本稿を纏める｡
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 ボラティリティの推定
ここではボラティリティ推定 (IV 推定) の理論的枠組みについて整理す
る｡ まずジャンプが存在する場合の IV推定について､ 続いてジャンプに加
えノイズが存在する場合の IV推定について (Nagata 2015) の結果を紹介す
る｡
.1 ジャンプが存在する場合の推定
時点 での金融資産の対数価格 は以下の式で定められるとする｡
 	 
式中の､ は平均過程､ は瞬間ボラティリティ､ は標準ブラウン運動
である｡ 先行研究に従い､ は cadlagである何らかの過程とする｡ この仮
定はおおよそ主要なボラティリティ過程のモデリングを含んでいる｡ 	は
強度 
のポアソン過程であり は時点 でのジャンプのサイズである｡
このとき IVは､ 以下のように定義される｡
 


 
ここでは､ (1) 式に従う価格過程を離散観測したデータから を推定する
ことを考える｡ (すなわちマーケット・マイクロストラクチャ・ノイズの影
響は一旦ここでは考慮しない｡)  個の価格データ  を時点
 で観測したとき､ 第 日の RVすなわち は
 


 
ただし である｡ 前節で述べた通り､ は の一致推定
量ではない｡ 具体的には､ 標本数  が十分に大きいとき､
→

  
	
	
 
である｡ ただし は第 日の QVである｡ 式中の→

は確率収束を示す｡
前節でも述べた通りボラティリティという場合には､ IVを指す場合と､ ジャ
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ンプを含めた価格変動の全体の分散である QVをさす場合とがある｡ したがっ
てボラティリティに関する文献を読む際には､ そこではボラティリティとは
どちらの意味で用いられているかには注意が必要である｡
ジャンプが存在する場合の IVの一致推定量として (Barndorff-Nielsen and
Shephard 2004) は Bi-power Variation (BV) を提案した｡ BVは
 


 
ただし 	


	
	
である｡
.2 ジャンプとノイズが存在する場合の IV推定
次に､ ジャンプに加えて､ ノイズも存在する場合の IV 推定について
(Nagata 2015) の結果を中心に紹介する｡
観測対数価格 を以下のように定める：
		
 	
 
ただし 	はマーケット・マイクロストラクチャ・ノイズであり､ 平均 0 ､
分散 であるような確率変数であると仮定する｡ 観測価格データ 
 を用いた場合､ RVはもちろん BVも IVの一致推定量ではなくなる1)｡
この設定の下でも一致性を有する推定量として､ (Podolskij and Vetter 2009)
によって MBVが提案された｡ スケール変換する前の MBV､ すなわち Un-
scaled MBV (UMBV) は



  
ただし
 











 
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1) より正確には、標本数が大きいとき確率収束せず、発散する｡
であり である｡ はそれぞれ であ
るような定数である｡
(Podolskij and Vetter 2009) はMBVに関して以下の重要な結果を示した｡
MBVの一致性 (Proposition 3, Podlskij and Vetter (2009))

	


→

 
た だ し ､ 






	
	
	
で あ り 
		
	
である｡
MBVの漸近混合正規性 (Corollary 2, (Podlskij and Vetter 2009))
	

→

	 
ただし



	 
であり 		である｡
このように､ MBVはジャンプ､ ノイズの存在下でも一致性を有する｡ し
かし､ 前節で述べたように MBVは効率性の観点からはやや既存の IV推定
量に見劣りする｡ この問題に対応する形で､ (Nagata 2015) は Modulated
Three step Variation (MTV) を提案した｡ スケール変換前の MTV である
Un-scaled MTV (UMTV) は以下のように定義される｡







 






	 
ただし と は正の整数であり 


 	と  	を
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満たすように決定される｡ は (0,1) をとるハイパーパラメータであり､ 分
析者が事前に設定する｡ 


そして  である｡
スケール変換をしたMTVは以下のように定義される｡
	

	


 
Nagata (2015) はMTVに関して以下の結果を示した｡
MTVの一致性 (Theorem 1, (Nagata 2015)) 	   のとき､
	
→


である｡
MTVの漸近混合正規性 (Theorem 2, (Nagata 2015)) 	   のとき
		
	


→

	
ただし



	
	である｡
これらの結果の証明については (Nagata 2015) を参照されたい｡ 重要な
点は､ MTVは MBVの推定効率を改善していることである｡ (Podlskij and
Vetter 2009) が示した通り､ MBV の漸近分散は 



	である｡
効率の改善が解りやすいように､ ボラティリティが日内で一定であると仮
定すれば､ MTVの漸近分散は 	
､ である｡ これは MBVの漸
近分散 よりも小さい｡
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 分析手法とデータ
.1 分析手法
この節では､ 本研究でもちいる予測の手法について説明をおこなう｡
MTVとそれにかわるいくつかのボラティリティ推定量のボラティリティ予
測能力の比較を行う｡ ここでは予測モデルとして､ 先行研究で頻繁に用いら
れる (Corsi 2009) で提案された Heterogenous Autoregressive (HAR) モデ
ルを採用する｡ このモデルでは誤差項に正規分布を仮定するため､
(Andersen et al. 2003) をはじめとする他の先行研究と同様､ RVそのもので
はなく､  の系列に対してモデルの推定を行う｡ Corsi (2009) に
よれば､ HARモデルは､ その簡単な構造にもかかわらず､ ボラティリティ
系列の時系列的特徴である長期記憶性をとらえることができる｡ よく用いら
れるボラティリティ予測モデルはほかにもあるが､ ここでは各推定量間のパ
フォーマンス比較がしたいのでモデルは HARモデル､ 予測期間は 1 期先予
測に統一する｡ 分析では､ 利用可能なデータを､ パラメータ推定に用いるイ
ン・サンプルと､ 予測の評価に用いるアウト・オブ・サンプルの 2期間に分
割している｡ ここではイン・サンプル期間を全体の 1/2 である1000日に設
定した｡
日間の平均 RVを 	と定義すると､ 1 日
先予測のための HAR-RVモデルは以下のように定式化される｡


			 
(Corsi 2009) によれば､ HARモデルはその簡単なモデリングにもかかわら
ず､ ボラティリティ系列が持つとされる長期記憶性を捉えることが可能であ
る｡ 系列が定常である限りモデルのパラメータは最小 2乗法により推定可能
である｡
ここでは将来のボラティリティ (QV) を予測するために､ 説明変数を RV
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にかえて BV, RK (Realized Kernel), MBV, MTVにした場合の予測も行う｡
RKは (Barndorff-Nielsen et al. 2008) により提案された推定量で､ ノイズが
存在する場合にも一致性を持つ IV推定量である｡
ある推定量  による予測を行う場合には､ 右辺の説明変数としての各
RVが になる｡ 各推定量による 期間ボラティリティは RVの場合と同
様に計算する｡
	



	 
式中の QVは観測できないので代理変数を用いる｡ 本研究では (15) 式と同
様 5 分データによる RVを採用するほか､ RKも QVの代理変数として用い
てみて､ 結果に影響がないか確認する｡
各推定量によるボラティリティ予測のパフォーマンスを比較するために各
予測のアウト・オブ・サンプルでの誤差の大きさを調べる｡ ここでは誤差の
大きさを測る指標として (Patton 2011) のロバストな損失関数に含まれる
MSEと QLIKEを採用する｡ 1 日先予測の評価のための RMSEと QLIKEは
それぞれ以下の通りである｡









	 











  
ただし で  は各予測モデルによって得られた予測値
である｡
.2 データ
この節では､ 実証分析で用いる日経平均株価指数､ 東証株価指数
(TOPIX)､ 及び日本の株式市場の主要銘柄の高頻度データの概要を説明する｡
表 1は分析を行う対象銘柄である｡
分析期間は2003年11月 5 日から2011年12月23日であり､ 合計で2000取引日
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分である｡ これら29銘柄は､ 東証 1 部上場の主要銘柄である TOPIXコア30
の構成銘柄2) のうち､ 上記期間途中で上場した銘柄を除いたものである｡
まずデータのおおまかな様子を知るために､ 日次の収益率系列及びボラティ
リティ系列について基本統計量を計算する｡ ここでは QVの代理変数として
RVを使用しているが､ ここではマーケット・マイクロストラクチャ・ノイ
ズの影響を考慮して､ 5 分間隔の収益率を使った RVを利用した｡
表 2 、表 3 の最上段は日次収益率 ､ 中段は RVを用いて推定された日
次ボラティリティ系列についての結果である｡ 表中の と JBはそれぞ
れ自由度20の Ljung-Box統計量､ Jarque-Bera検定統計量の値である｡ それ
ぞれの統計量について､ 分析対象29銘柄の平均のみを示している｡
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表 1 分析対象銘柄
コード 銘柄名 コード 銘柄名
2914 日本たばこ産業 8031 三井物産
4063 信越化学工業 8058 三菱商事
4502 武田薬品工業 8306 三菱 UFJフィナンシャルグループ
4503 アステラス製薬 8316 三井住友フィナンシャルグループ
5401 新日鐵住金 8411 みずほフィナンシャルグループ
6301 小松製作所 8604 野村ホールディングス
6501 日立製作所 8766 東京海上ホールディングス
6752 パナソニック 8801 三井不動産
6758 ソニー 8802 三菱地所
6902 デンソー 9020 東日本旅客鉄道
6954 ファナック 9432 日本電信電話
7201 日産自動車 9433 ＫＤＤＩ
7203 トヨタ自動車 9437 ＮＴＴドコモ
7267 本田技研工業 9984 ソフトバンク
7751 キヤノン
2) 2015年 7 月時点での構成銘柄｡
同様に､ 日経平均株価指数についても要約統計量を計算した結果をまとめ
たものが表 3である｡
表 2 ､ 表 3 からは金融時系列データの分析を行った場合に頻繁に観察され
る現象である (1) 日次収益率の分布は正規分布であるとはいえない､ (2)
ボラティリティ系列はラグを長くとっても自己相関が 0にならないことが観
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表 3： の要約統計量（日経平均)
平均 標準偏差 歪度 尖度  JB
 0.00 0.02 0.82 37.42 29.58 149127.73
	 4.63 0.47 0.45 4.34 54791.41 303.00
	 0.05 1.08 0.05 2.36 16.67 48.80
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図 1 5 分間隔 RVとMTVによる日経225の日次 IVの推定結果
2003年11月5日2011年12月23日
表 2： の要約統計量（個別銘柄)
平均 標準偏差 歪度 尖度  JB
 0.00 0.02 0.11 10.09 51.58 5337.95
	 3.86 0.47 0.62 4.17 39629.40 393.71
 0.00 0.82 0.06 2.65 27.83 18.15
察できる｡
各表の最下段は標準化された収益率に関して､ 同様に要約統計量を計算し
た結果である｡ この値より (3) 収益率を RVの平方根で割ることで標準化
した収益率の分布は､ より正規分布に近くなることが結果から推察できる｡
これら (1)､ (2)､ (3) は金融時系列分析おいて頻繁に観察される典型的
な特徴である｡
データを視覚的に観察するために､ 図 1は日経平均株価指数の日次ボラティ
リティ系列として､ 5 分間隔 RVとMTVによる推定結果を描画したもので
ある｡ 図中の赤線､ 青の点線はそれぞれ RV､ MTVを示す｡ 赤線に比較し
て青線は小さい値をとることが多く､ この差はジャンプやノイズの影響によっ
てもたらされたと考えられる｡
 実証分析結果
この節では予測分析によって得られた結果を報告する｡ まず表 4は日経平
均データについて予測分析を行った結果である｡ 表中の値は､ 各説明変数ご
とのアウト・オブ・サンプルでの RMSEと QLIKEの結果をまとめたもので
ある｡ 予測の反復はモデルのパラメータ推計､ 予測を 1期づつ進めながら行
うローリング・ウィンドウによって行った｡ 太字はもっともパフォーマンス
が高かった推定量を示す｡ 表 4によれば､ アウト・オブ・サンプルでの予測
力は BVを用いた場合もっとも高くなることが明らかになった｡ 表から得ら
れる考察は以下の 3点に要約できる｡ (1) ノイズを考慮した推定量を説明変
数にしても予測は向上しない｡ (2) ジャンプを考慮した推定量を説明変数に
用いるとボラティリティの予測パフォーマンスが向上する｡ (3) ジャンプに
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表 4：HARモデルによる予測の結果 (日経平均)
RV BV RK MTV
MSE 0.548 0.528 0.551 0.541
QLIKE 1.159 1.158 1.16 1.161
加えて､ ノイズの影響も除外した説明変数を用いても､ ボラティリティの予
測パフォーマンスは向上しない｡ (2) については先行研究と整合的である｡
ここでは省略するが､ TOPIXについても同様の分析結果が得られた｡
表 5 は､ 個別銘柄について分析を行った結果得られた RMSEと QLIKEの
平均である｡ この表によれば､ 指数に関する分析と異なり､ ノイズのみを除
去する量､ あるいは､ ジャンプに加えてノイズの影響も除外した量を説明変
数を用いても､ ボラティリティの予測パフォーマンスは多少向上することが
わかった｡
ただし､ 表 4の指数に関するケースと同様に､ ジャンプのみを除外する推
定量を用いた時､ 最も高い予測パフォーマンスを示すことが明らかになった｡
なお､ これらの結果は真のボラティリティ QVの代理変数を RVとする､
すなわちモデルの被説明変数や損失評価の際の QVを RVして得られた結果
であるが､ QVの代理変数を RKを採用しても､ 同様の結論が得られた｡
 おわりに
本研究では東京証券市場の株価指数及び個別株式データを用いてジャンプ
とマーケット・マイクロストラクチャ・ノイズの存在を考慮することが､ ど
の程度予測パフォーマンスへ貢献するのか検証をした｡
日本の株式市場の 2つの代表的株価指数と主要な個別銘柄データを用いて
行った実証分析の結果､ ノイズのみに対応する推定量やジャンプとノイズの
両方へ対処する推定量よりも､ ジャンプのみに対応する推定量を用いる方が､
最も高い予測パフォーマンスを示すという現象が明らかになった｡
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表 5：HARモデルによる予測結果 (個別銘柄平均)
RV BV RK MTV
MSE 1.978 1.732 1.945 2.106
QLIKE 1.892 1.508 1.792 1.710
最後に 2つほど今後の課題を述べる｡ 1 点目は推定量の選択である｡ 今回
の分析ではノイズを考慮した推定量として Realized Kernel､ ノイズとジャ
ンプを考慮した推定量としてMTVを選択したが､ 現在､ これら以外にも多
くの類似の推定量が提案されている｡ それらを用いて再度分析を行い､ 今回
の結果と同様の結果が得られるかどうか､ 確かめることは将来の課題である｡
2 点目は予測力比較に用いた予測モデルの選択である｡ 今回の実証分析で
は､ もっとも一般的なボラティリティ予測モデルである HARモデルの下で
比較分析をおこなった｡ 近年では (Hansen et al. 2011) による Realized-
GARCHや (Takahashi et al. 2009) による Realized-SVモデルなど高頻度デー
タ推定量と従来型の予測モデルと組み合わせて利用する研究が進んでおり､
これらのモデルの下で予測比較を行うことも将来の課題である｡
（筆者は関西学院大学商学部助教）
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