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Цифровая обработка сигналов в настоящее вре-
мя является важным и перспективным направлени-
ем развития современной науки и техники. По мере
развития вычислительных мощностей современ-
ных ЭВМ увеличиваются объёмы обрабатываемой
информации, создаются совершенно новые алго-
ритмы обработки сигналов, расширяются сферы
применения цифровой обработки сигналов. К соз-
даваемым способам и программному обеспечению
предъявляются более жесткие требования по бы-
стродействию, возможности использования в ре-
жиме реального времени и точности. Удовлетворе-
ние этих требований невозможно без привлечения
передовых вычислительных устройств и техноло-
гий. Цель данной работы заключается в исследова-
нии возможных путей повышения эффективности
использования аппаратных ресурсов ЭВМ при ре-
шении задач корреляционного анализа сигналов.
Корреляционный анализ сигналов находит ши-
рокое применение при решении задач неразру-
шающего контроля и диагностики, определения
характеристик электрических систем, обработки
цифровых изображений [1]. Функции корреляции
достаточно просто определяются через дискретное
преобразование Фурье (ДПФ) [1]. Эффективность
вычисления в данном случае зависит от способа
реализации ДПФ. Максимальная эффективность
достигается при использовании быстрого преобра-
зования Фурье (БПФ). Основным недостатком та-
кого способа расчета корреляционных функций
является отсутствие информации о связи сигналов
в частотной области. Этого недостатка лишен ме-
тод частотно-временного корреляционного анали-
за [2], использование которого позволяет суще-
ственно повысить информативность проводимого
анализа. Однако применение данного подхода со-
пряжено с большими вычислительными затрата-
ми, так как данный метод вычисления требует мно-
гократного выполнения процедур БПФ. Количе-
ство необходимых преобразований напрямую за-
висит от количества формируемых копий сигнала.
Для оценки трудоемкости вычислений указанным
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Рисунок. Алгоритм вычисления частотно-временной корреляционной функции: m – число формируемых копий сигнала; xi, yi –
дискретные отсчеты сигналов; БПФ* – комплексно-сопряженное значение результатов прямого ДПФ; БПФ–1 – обрат-
ное ДПФ; P – вектор произведения результатов прямого ДПФ сигнала xi с комплексно-сопряженными значениями
прямого ДПФ сигнала yi
методом на рисунке приведен укрупненный алго-
ритм необходимых математических расчетов.
Несмотря на хорошую алгоритмизуемость и на-
личие большого числа оптимизированных библио-
тек вычисления БПФ, отмеченная выше проблема
является узким местом при использовании данного
подхода и создаваемого на его основе программно-
го обеспечения. В этом случае эффективность соз-
даваемых программ зависит от использования спе-
циализированных технологий.
Для многопроцессорных систем, в которых все
вычисления выполняются исключительно на цен-
тральном процессоре (CPU), повысить эффектив-
ность можно с использованием технологий распа-
раллеливания вычислительных процессов. Корпо-
рацией Microsoft разработан универсальный набор
инструментов параллельного выполнения заданий
ParallelExtensions, входящих в состав набора Micro-
soft.NET Framework 4.0 [3]. Данный инструмента-
рий позволяет автоматически использовать все до-
ступные процессоры для выделенных блоков кода,
пригодных для распараллеливания, в существую-
щем последовательном коде. Разметка задач осу-
ществляется посредством вызова предназначенных
для этого статических методов класса Parallel, яв-
ляющегося частью инструмента ParallelExtensions.
В частности, методы «Parallel.For ()», «Parallel.Fore-
ach ()» преобразуют обычный последовательно ис-
полняемый цикл в параллельный. Произвольные
участки кода размечаются путем оформления
их в отдельные методы и последующего вызова
с помощью метода «Parallel.Invoke ()».
Однако сложность разработки приложений
на основе инструментария ParallelExtensions увели-
чивается при распараллеливании задач с использо-
ванием одних и тех же данных, что приводит к
необходимости детального управления распределе-
нием массивов и витков циклов между потоками,
а также обменом сообщениями между ними. На-
пример, это возможно при разработке наиболее
популярного типа приложений «WindowsForms»,
при обработке данных в фоновых потоках и графи-
ческой визуализации этих данных в основном по-
токе. Также использование универсального ин-
струментария ParallelExtensions не позволяет мак-
симально эффективно использовать преимущества
конкретной параллельной архитектуры. Кроме
этого, учитывая, что в настоящее время повыше-
ние производительности центральных процессо-
ров затруднено фундаментальными ограничения-
ми при производстве интегральных схем, следует
рассматривать и другие решения повышения вы-
числительной мощности системы.
В литературе [4] отмечено, что приложения, ис-
пользующие графические процессоры (GPU) NVI-
DIA для неграфических вычислений, продемон-
стрировали существенный прирост эффективно-
сти вычислений, по сравнению с реализациями,
построенными на базе одних лишь центральных
процессоров. Технология CUDA (Compute Unified
Device Architecture) представляет собой програм-
мно-аппаратную архитектуру, позволяющую при-
менять графический процессор компании NVIDIA
для неграфических расчетов на основе Runtime
API.
Runtime API представляет собой расширение к
языку C/C++. Данное расширение позволяет вы-
делить память на GPU при помощи функции «cu-
damalloc ()», передать GPU на обработку участки
кода (функция «cudaMemcpy ()»), оформленные
как функции. Для параллельной обработки масси-
вов данных может быть использован механизм бло-
ков, позволяющий параллельно обрабатывать эл-
ементы массивов. Использование типа «dim3» CU-
DA позволяет работать с сетками – параллельными
потоками для обработки матриц. Значимым досто-
инством CUDA является возможность прямого об-
ращения к OpenGL и DirectX [4], что, несомненно,
необходимо использовать в задачах с выводом изо-
бражений.
На основе рассмотренных технологий было соз-
дано программное обеспечение расчета частотно-
временных корреляционных функций. В качестве
алгоритма вычисления БПФ был выбран наиболее
распространенный алгоритм Кули–Тьюки с фик-
сированным основанием 2, обладающий просто-
той реализацией, наглядностью и поддающийся
эффективному распараллеливанию [5]. Сравнение
эффективности рассмотренных технологий было
проверено на ряде тестовых примеров. Результаты
экспериментов были получены на размерах выбо-
рок: 2048, 4096, 8192, 16384, 32768 отсчетов. Коли-
чество формируемых копий m=1121. Результаты
проведенных экспериментов сведены в таблицу.
Максимальное время выполнения преобразований
было получено на процессоре без реализации задач
параллелизма вычислений. Для наглядности оцен-
ки эффективности применения рассмотренных
технологий в таблице приведено отношение затра-
ченного времени выполнения расчетов к макси-
мальному времени вычислений, полученному на
фиксированном размере выборки, выраженное в
процентах.
Таблица. Результаты экспериментов
Исходя из полученных результатов можно кон-
статировать, что применение технологии Micro-
soft.NET Framework на двуядерном процессоре по-
зволило сократить время выполнения преобразо-
ваний. Максимальная эффективность была полу-
чена при длине выборки 32768 отсчета, а мини-





E1500 2 Core без
Framework, %
CPU Intel Celeron





2048 100 67 3,2
4096 100 61 2,9
8192 100 54 2,7
16384 100 52 2,5
32768 100 51 2,4
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ся тем, что время создания потока может быть со-
поставимо, а иногда и превосходить время выпол-
нения преобразования. Параллельная обработка
данных в соответствии с представленным на ри-
сунке (фрагменты кода) алгоритмом может быть
выполнена только на уровне итераций цикла,
а также при вычислении прямого и обратного пре-
образования Фурье, что требует привлечения зна-
чительных ресурсных затрат CPU на создание и за-
вершение потоков.
Использование технологии CUDA привело к
существенному сокращению времени обработки
сигнала за счет высоких скоростных характеристик
создания сеток и блоков потоков.
Выводы
Рассмотрены технологии увеличения эффек-
тивности проведения расчетов, позволяющих вы-
числить частотно-временную корреляционную
функцию. За счет своей специализированной вы-
числительной архитектуры графические процессо-
ры превосходят по скорости центральные процес-
соры общего назначения при решении задач, свя-
занных с вычислениями.
Показано, что использование технологии Mic-
rosoft.NET Framework целиком зависит от числа
вычислительных ядер в центральном процессоре.
Предельное сокращение времени выполнения рас-
четов будет соответствовать количеству этих ядер,
что подтверждается полученными результатами.
Применение технологии CUDA позволяет при-
влечь уникальную вычислительную архитектуру
графических процессоров и существенно сокра-
тить общее время выполнения преобразований.
Значительный эффект достигается при обработке
большого количества данных, так как время созда-
ния потока может превосходить время выполнения
преобразования. В то же время эффективность вы-
числений будет зависеть от конкретной реализа-
ции алгоритма быстрого преобразования Фурье.
Технология CUDA в настоящее время дает воз-
можность создания эффективного программного
обеспечения за счет своей уникальной вычисли-
тельной архитектуры.
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