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A bstract
Two widely studied control techniques which compensate for process nonlinearities 
are feedback linearization (FBL) and nonlinear model predictive control (XMPC). 
Feedback linearization has a  low computational requirement but provides no means 
to explicitly handle constraints which are im portant in the chemical process industry. 
Nonlinear model predictive control provides explicit constraint compensation but 
only a t the expense of high com putational requirements. Both techniques suffer 
from the need for full-state feedback and may have high sensitivities to disturbances.
The main work of this dissertation is to eliminate some of the disadvantages 
associated with FBL techniques. The computation time associated with solving a 
nonlinear programming problem at each time step restricts the use of XMPC to 
low-dimensional systems. By using linear model predictive control on top of a FBL 
controller, it is found tha t explicit constraint compensation can be provided without 
large com putational requirements. The main difficulty is the required constraint 
mapping. This strategy is applied to a  polymerization reactor, and stability  results 
for discrete-tim e nonlinear systems are established.
To alleviate the need for full-state feedback in FBL techniques it is necessary to 
construct an observer, which is very difficult for general nonlinear systems. A class 
of nonlinear systems is studied for which the observer construction is quite easy in 
th a t the design mimics the linear case. The class of systems referred to are those
xii
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in which the unmeasured variables appear in an affine manner. The same observer 
construction can be used to estim ate unmeasured disturbances, thereby providing a 
reduction in the controller sensitivity to those disturbances.
Another contribution of this work is the application of feedback linearization 
techniques to two novel biotechnological processes. The first is a mixed-culture 
bioreactor in which coexistence steady states of the two cell populations must be 
stabilized. These steady states are unstable in the open-loop system since each 
population competes for the same substrate, and each has a different growth rate. 
The requirement of a pulsatile m anipulated input complicates the controller design. 
The second process is a bioreactor described by a distributed param eter model in 
which undesired oscillations must be damped w ithout the use of distributed control.
xiii
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Chapter 1 
Introduction
1.1 Overview
Common control strategies used in the chemical process indust ry include cascaded 
PID controllers and Dynamic M atrix Control (DMC). PID controllers usually are 
designed assuming the process is described by a  first-order-plus-time-delay model. 
Dynamic M atrix Control is a model predictive control technique which uses linear 
models obtained from step tests of the plant. This model is used to calculate a 
m anipulated input sequence by predicting their effect on the plant outputs. If 
fundam ental models are available, Jacobian linearization can be performed to obtain 
the linear models needed for either of these techniques.
The problem with the above control strategies is that they use linear models 
when, in fact, most chemical processes are inherently nonlinear. Linear models 
exactly represent the nonlinear models a t the nominal operating point only. As a 
result, linear control techniques only provide adequate performance if the process 
is sufficiently linear in the desired region of operation. If the process is highly 
nonlinear, then these control techniques may not be adequate. In order to provide a 
wider range of operation, the controller must be detuned resulting in a degradation 
of performance.
1
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It can be expected th a t control strategies which utilize nonlinear models directly 
should provide improved performance. Two recent techniques which do this are 
feedback linearization and nonlinear model predictive control [44. 47]. C ontrary 
to Jacobian linearization, feedback linearization techniques employ a nonlinear co­
ordinate transform ation and a nonlinear state-feedback control law to produce a 
model th a t is exactly linear in a neighborhood of the nominal operating point. It is 
then possible to employ linear control techniques on the feedback linearized model. 
Nonlinear model predictive control is very similar to its linear counterpart with the 
difference being th a t a  nonlinear model is used rather than a linearized model. The 
result is an  optim ization problem th a t requires the use of nonlinear programming 
[47, 97].
Feedback linearization and nonlinear model predictive control each have their 
disadvantages. Process constraints, unmeasured state  variables, and unusual sensi­
tivities to  disturbances all present difficulties for feedback linearization techniques. 
However, feedback linearization is very efficient computationally and allows for more 
transparent controller tuning [44]. Nonlinear model predictive control, on the o ther 
hand, is no t com putationally efficient as a result of the nonlinear programming for­
mulation [112]. It does, however, provide compensation for process constraints and 
possesses the  desirable property of nominal constrained stability [78].
Due to  the  com putational simplicity of feedback linearization, it is reasonable to  
consider adap ting  this strategy to compensate for the disadvantages listed above. It
R ep ro d u ced  with p erm issio n  o f  th e  copyrigh t ow n er. Further reproduction  prohibited w ithout p erm issio n .
3is this very idea which is pursued within this research. It is also desired to broaden 
the range of processes to  which feedback linearization can be applied. This is done by 
applying the technique to  two biological reactors which have either implementation 
issues (such as lim itations in how inputs can be manipulated) or theoretical issues 
(such as the system being described by model equations which do not fall into the 
standard  FBL control framework).
To better facilitate the  remaining discussions, it is necessary to provide a back­
ground in the techniques utilized. To this end. feedback linearization and linear 
model predictive control will be introduced. More fundamental m athem atical con­
cepts such as mappings, stability, and continuity which will be encountered through­
out this dissertation will not be reviewed. The reader is directed to the references 
[39, 40, 62] for more information on these topics. The specific goals of this research 
will be outlined after the  background m aterial has been discussed.
1.2 Feedback Linearization
The feedback linearization procedure described here is for general multivariable 
nonlinear systems in which the inputs appear in an affine manner. Such a system 
can be represented by the  following equations:
x =  f {x)  +  Y,9i(x)ui
i=i
( 1. 1)
yi =  hi{x) i = 1, 2, m
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4where x  is an n-dim ensional state vector, and u and y are m -dim ensional input and 
output vectors, respectively. The goal is to find a nonlinear change of coordinates 
2  =  <p{x) and a nonlinear, state-feedback control law:
where v is an m -dim ensional vector of new inputs, such tha t: (i) the i-th output yt 
is decoupled from all inputs Vj when i ^  j :  and («) the map from l\ to y, is linear for 
all x  in the neighborhood of the nominal value x0. This problem is known as input- 
output decoupling and is the multi-input, multi-output (MIMO) generalization of 
input-output linearization developed for single-input, single-output (SISO) systems. 
Input-output decoupling becomes input-output linearization when m  =  1 .
Before proceeding into the controller construction, it is useful to introduce some 
notation from differential geometry [18]. The Lie derivative of a scalar function h(x)  
with respect to a  vector function f { x )  is defined as [55]:
u =  a (x ) -I- j3{x)v ( 1 .2 )
(1.3)
Higher order Lie derivatives are defined recursively as:
where L°h(x)  =  h(x).
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The M IM O nonlinear system  (1 .1 ) is said to possess a vector relative degree 
{ /*! , . . . ,  rm} at the point x 0 if (z) L9jLfhi {x)  =  0 for all 1 <  j  < m. for all 
1 <  i <  m , for all k  < r, — 1 , and for a ll x  in a neighborhood o f  xa and (ii) the 
decoupling m atrix,
is non-singular at x Q. If the above two conditions are satisfied, then it can be shown 
th a t r = rm < n.  It can also be shown tha t a necessary and sufficient
condition for the solution of the input-output decoupling problem with a control 
law of the form (1.2) is a non-singular decoupling m atrix [55].
If the system possesses a well-defined relative degree, the first r, time derivatives
of the z'-th output are independent of the inputs {zz1? um}. The first r  elements
of the coordinate transform ation can be chosen as [44]:
LglLrf ~ lh l(x) ••• LgmLrj ~ lh l{x)
A{x) = (1.5)
LgiL rf - lhm(x) ••• LgmL rf - lhm{x)
<t>i{x) =  hi(x)
z2 = <p2(x) = Lfhi (x )
dr, {x) = Lr/  1/zl (x) ( 1 -6 )
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6^r—rm + l — <?r—r^(^) — hm(x)
Zr = (pr{x) = Lrfm~ lh m(x)
If r  <  n  it is always possible to chose additional coordinates cr4-i =  o r~i ( x )  zn =
cpn(x ) such th a t 0(x) is a local diffeomorphism [44. 55]. A diffeomorphism is a 
m apping which has the following properties: (z) it is invertible, and ( ii) the mapping 
and its inverse have continuous partial derivatives of any order. In order to more 
com pactly represent the transformed system, the following definitions are used:
ei z ~n+i Hi ~r-h  L
? =
A .
—
O i + r j
n =
H n—r
—
— n
where 7 , =  '£ .)= 0  0'» 1 — * — m - aad r o — 0- The first r equations in the transformed 
system can now be w ritten as,
a  =  &
C , - i  = 1 <  i <  m (1 .8 )
ro
C. = bi(Z,Tj)+ Y,aiAZiTl)Uj
3=1
yi = ei
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where,
=  Lgj L r/ - l fii{<l>-l ^ n ) )  1 <  i. j  < m (1.9)
&, (£, 77) =  Lrfhi(<t>'l {€,rj)) 1 < i < m
The rest of the transformed equations can be represented in the general form.
m
n = q(^r j )  + Y , P i { ^ n ) u i  ( l .io )
i=L
The rj equations can be made to be independent of the inputs if an involutivity 
condition is satisfied by g(x)  [55]. If the state  feedback control law (1.2) is chosen 
as:
u = A ~ l ( £ , n ) [ v - K & n ) \  ( 1 .1 1 )
where .4(£, 77) =  [ay(£, 77)] is an m x m  m atrix and b(£. 77) =  [6 t(£. 77)] is a 77i x l  vector,
then under the assum ption o f  a  perfect m odel the closed-loop system  is as given in
(1.8) -  (1.10) except for the following:
C t =  Vi l < i < m  (1.12)
77 =  ?(£, 77, v)
where q(£, 77, v) is obtained by substitu ting the control law (1 .1 1 ) into the 77 equation 
(1.10). From these closed-loop equations, it is obvious that the map from the new 
input Vi to the output ju has been linearized:
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In addition, y, has been decoupled from Vj for all j  ^  i. Thus the objectives of the 
input-output decoupling controller have been satisfied w ith the above coordinate 
transform ation and state-feedback control law.
Linear control theory can now be used to design the new inputs c,. Typically, a 
pole-placement controller is used to ensure stability of the linear subsystem described 
by the f  variables. However, this only ensures input-output stability. The q variables 
represent dynamics tha t are unobservable from the outputs. Thus, to guarantee 
local, internal stability it is necessary tha t the zero dynamics described by.
are stable. These dynamics are known as the zero dynamics because they represent 
the behavior of the inverse system just as zeros determine the inverse dynamics of 
linear systems [55, 63], Input-output decoupling is restricted to those systems which 
have stable zero dynamics. Local stability of the zero dynamics can be analyzed 
via eigenvalue analysis of the Jacobian linearization of q(0. q. 0) about the origin
q = q(0 , q. 0 ) (1.14)
(V =  o).
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91.3 Linear Model Predictive Control (LMPC)
Model predictive control formulates the control problem as an optim ization problem 
[16, 35]. The advantage of this approach is tha t explicit constraint handling capabili­
ties are obtained [59, 75, 77]. There are many formulations of linear model predictive 
control (LMPC). Two of the most recognizable are Dynamic M atrix Control (DMC) 
and Model Algorithmic Control (MAC) [89]. The technique briefly reviewed here 
is the infinite horizon formulation described by Muske and Rawlings. For a better 
description of this method, the reader is directed to the literature [84. 85] or later 
chapters which deal with LMPC.
The LMPC formulation involves specification of a control horizon over which the 
inputs are calculated. Inputs past the horizon are set equal to steady-state values 
calculated from the linear model. Since LMPC is more naturally implemented in 
discrete-time, tha t is how it will be described here. The linear, discrete-tim e system 
is represented as:
;r(A: +  l)  =  Ax(k)  + Bu{k)  (1-15)
y(k) = Cx(k)
This model is used to predict into the future the effects of the inputs on the system. 
The decision variables are the inputs over the control horizon N:
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U(k\k) =
u(A:|A:) 
u(k  +  l|fc)
(1.16)
u(fc +  N  — 1 [ A:)
where u{k  +  i \k + j )  denotes the input calculated for tim e k 4- i from information 
available a t tim e k + j .  This input sequence is used to minimize the objective 
function.
J  =  £ [ ( y ( *  +  # )  -  ys)TQ(y(k + i\k) -  ys) 
1 = 0
( 1 - 1 -
(u(k  4- z|A:) — us)TR(u(k  +  i|A) — us) +  A uT(k +  i \ k ) S A u ( k  + / 1A*)]
where A u ( k  + i) =  u(k + i) — u(k + i — 1 ), Q is a  positive semidefinite penalty m atrix 
on the ou tpu ts, R  is a positive definite penalty m atrix  on the inputs. 5  is a positive 
semidefinite penalty m atrix on the rate of change of the inputs. ijs is the target 
value for the  outputs, and us is the target value of the  inputs calculated from tjs and 
the linear model. A feedback controller is obtained by implementing only the first 
calculated input and then re-solving the optim ization problem at each sampling 
instant w ith new process measurements. To implement the infinite horizon, the 
problem is formulated into a finite horizon with a  term inal penalty an d /o r terminal 
constraint and solved with standard quadratic programming techniques [84. 85]. 
This LM PC formulation has been shown to provide nominal constrained stability.
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In the presence of unmeasured disturbances, offset-free tracking will not be ob­
tained [85]. To ensure asym ptotic tracking it is necessary to add a disturbance 
model in which disturbances are assumed to be constant and then estim ated with 
an observer. The current disturbance estimates are used to shift the target values of 
the inputs and the outputs such tha t the plant output attains the desired setpoint 
(see C hapter 2 ).
1.4 Discussion of Objectives
The two common nonlinear control techniques of feedback linearization and nonlin­
ear model predictive control (NMPC) both have advantages and disadvantages. A 
discussion of these properties exposes some rather large gaps in the types of systems 
to which these strategies m ay be applied. Therefore, a discussion of these control 
strategies outlines the problems for which proposed solutions are discussed in later 
chapters.
Feedback linearization possesses the rather large advantage of com putational 
simplicity, as well as the advantage of a well defined input-output response. How­
ever, it does not provide explicit constraint handling. Most chemical processes 
involve constraints so their im portance is well established in industry. A second 
disadvantage is the need for full-state feedback. Although variables such as tem per­
ature are easy to measure, o ther variables such as composition are not. Disturbances 
also can present a  problem in th a t shifting of system nonlinearities from the output 
to the input via feedback linearization may lead to high sensitivities to disturbances
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in the nonlinear control law. causing potentially destabilizing results. A final dis­
advantage of feedback linearization is simply the lack of documented applications. 
This control technique needs to be applied to new systems to better dem onstrate 
its general applicability.
Nonlinear model predictive control is an optimal control technique. As a result, 
it has the huge advantage of providing explicit constraint compensation. However, 
this is achieved only at the cost of very high computational requirements. The time 
needed to  solve the nonlinear program severely limits the systems to which XMPC 
can be applied [112, 127]. In addition, the problem of full-state feedback and the 
possibility of high sensitivities to disturbances are still not alleviated.
Due to  the computational simplicity of feedback linearization, it is deemed more 
advantageous to provide potential solutions to the disadvantages associated with 
this strategy than  to modify nonlinear model predictive control to become more 
com putationally efficient. A major contribution of this work is the development of 
a technique which allows feedback linearization to provide explicit constraint com­
pensation without the large com putational burden of NMPC. This is accomplished 
by designing a linear model predictive controller to be used in conjunction with 
a feedback linearizing controller. The prim ary challenge of this technique is the 
constraint transformation, which is necessary due to the state-feedback control law. 
The technique is first developed for continuous SISO systems and then extended to
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continuous MIMO systems via application to a  polymerization reactor. Stability  of 
the closed-loop system is explored for discrete-tim e nonlinear systems.
In order to provide a potential solution to the problem of unmeasured state  
variables and disturbances, an observer design for a special class of systems will be 
explored. Estim ates of unmeasured variables are provided by a  nonlinear closed- 
loop observer designed using a  method analogous to linear methods. In addition 
to these theoretical contributions, two new applications of feedback linearization 
will be explored. The first is a  mixed-culture bioreactor which contains two cell 
populations w ith different growth rates competing for the same substrate . The 
desired coexistence steady state  is unstable and must be stabilized via a unique, 
pulsatile input. The second example is a bioreactor described by partial differential 
equations in contrast to ordinary differential equations. The challenge is to provide 
reasonable control objectives without requiring distributed control, which can be 
difficult to implement.
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Chapter 2 
Input-O utput Linearizing Control o f  
Constrained N onlinear Processes
2.1 Introduction
Recall from Chapter 1 th a t nonlinear model predictive control (NMPC) is an optim al 
control strategy in which a nonlinear process model is used to predict the effect of 
future manipulated input moves on future values of the controlled outputs [16. 32. 47. 
117]. NMPC offers many of the appealing features of linear model predictive control, 
including nominal stability in the presence of input and output constraints [59. 77. 
75]. On the other hand, input-output linearizing control (IOLC) is an analytical 
design approach which aims to reduce the original nonlinear control problem to 
a sim pler linear control problem [44. 55, 64]. As compared to NMPC. IOLC offers 
several im portant advantages including a well defined setpoint response, transparent 
controller tuning, and low com putational requirements [44]. However, conventional 
feedback linearization techniques do not have constraint handling capabilities [15. 
97]. As a result, linearizing controllers often are tuned to avoid input constraints, 
thereby yielding unnecessarily poor performance [6].
In this chapter, an input-output linearization strategy for constrained nonlinear 
processes is presented. The linearizing controller is designed in the usual m anner
14
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by neglecting constraints on input and output variables. At each sampling instant, 
the IOLC law and the current state  measurement are used to map the original 
input constraints into constraints on the m anipulated input of the feedback lin­
earized system. This transform ation yields a linear dynamic system with constant 
ou tpu t constraints and t ime-varying input constraints. The constraints are han­
dled explicitly by designing a linear model predictive controller for the constrained 
linear system. Thus, the proposed strategy combines the benefits of the feedback 
linearization and model predictive control approaches.
The remainder of the chapter is organized as follows. In Section 2.2. feedback 
linearizing control strategies for constrained nonlinear systems are reviewed. In 
Section 2.3, the deleterious effects of process constraints on conventional IOLC con­
trollers are demonstrated using a simple chemical reactor model. The input-output 
linearization strategy for constrained systems is presented in Section 2.4. In Section 
2.5, the reactor model is used to compare the proposed strategy with conventional 
IOLC and model predictive control techniques. Finally, a summary and conclusions 
are presented in Section 2.6.
2.2 Feedback Linearization Strategies for 
Constrained Systems
Many processes exhibit significant nonlinear behavior and are subject to constraints 
on input and /o r output variables. Consequently, controller design for constrained 
nonlinear systems is a  problem of considerable theoretical and practical importance.
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Recent research has focused on feedback stabilization of constrained linear systems: 
a variety of controller design and analysis tools are now available [85. 105]. However, 
few constrained control techniques have been proposed for nonlinear systems. Most 
of the available design methods are based on feedback linearization and only address 
input constraints.
Kapoor and Daoutidis [58] present a controller design strategy for unstable non­
linear systems tha t are state-space linearizable [55]. The method is based on the 
construction of invariant sets in which closed-loop stability is guaranteed. Kendi 
and Doyle [60] propose a nonlinear anti-windup technique for constrained multivari­
able systems tha t can be input-output decoupled. The controller design utilizes an 
anti-windup scheme developed for constrained linear systems. An alternative anti­
windup strategy is proposed by Soroush and Kravaris [116]. Calvet and Arkun [21] 
present a state-space linearization technique based on the internal model control 
structure. Possible mismatch between the process and model outputs is addressed 
by mapping the actual input constraint into a time-varying constraint on the input 
of the feedback linearized system.
Lee and Hedrick [70] present an input-output linearization technique based on 
minimizing an objective function that penalizes excessive manipulated input moves. 
An adaptive scheme in which the tuning param eters of the linearizing controller 
are adjusted on-line such th a t input constraints are avoided is proposed by Zhou et 
al. [129]. Balchen and Sandrib [12] present a linearization strategy in which less
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im portant tracking objectives are sacrificed when inputs become saturated . The 
m ajor disadvantage of these constrained control techniques is th a t they only provide 
indirect compensation for input constraints and cannot address ou tpu t constraints 
whatsoever.
An alternative strategy is to map the input constraints into corresponding con­
strain ts on the feedback linearized system and then design a  model predictive con­
troller for the constrained linear system. This approach has been pursued indepen­
dently by Nevistic [86, 90] and ourselves [43]. We believe that the control strategy 
presented in this paper provides several im portant advantages over the method de­
veloped by Nevistic. In particular, the proposed technique offers:
1. A novel constraint mapping procedure tha t is com putationally efficient and 
effective.
2. Explicit handling of output constraints.
3. A systematic predictive controller design strategy for the unstable, constrained 
linear system tha t results from input-output linearization.
4. A novel disturbance modeling technique th a t ensures offset-free setpoint track­
ing.
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2.3 Input-Output Linearization for 
Unconstrained Systems
2.3.1 Controller Design
We briefly outline the IOLC design procedure for unconstrained systems: more de­
tailed descriptions are available in C hapter 1 or elsewhere [44. 55. 64]. The nonlinear 
process model has the form,
where x  is an rc-dimensional vector of s ta te  variables, and u and y are scalar m a­
nipulated input and controlled output variables, respectively. We assume that the 
sta te  vector is m easured or estim ated from available measurements. We also assume 
th a t the relative degree is well defined throughout the region of operation. Under 
this assumption, the nonlinear state  feedback control law that provides input-output 
linearization can be w ritten  as,
x =  f ( x )  + g{x)u (2 . 1 )
y =  h(x)
LgL Tj  lh(x)
v — L Tjh{x)
(2 .2 )
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where v is the m anipulated input for the feedback linearized system. Under this 
feedback law, there exists a nonlinear coordinate transform ation [£r . qT]T =  (h (r) 
such tha t (2.1) can be represented as a partially linear system of the form.
£ =  AZ + Bv
n = ?(&*?) 
y = Ct
(2.3)
where the triplet (A,  B,  C)  is in Brunovsky canonical form:
A =
0 1 0 •• 0 0
0 0 1 •• 0 0
j • :
; • B = :
0 0 0 •• 1 0
0 0 0 •• 0 1
. C  = 1 0 ••• 0 0 (2.4)
We assume th a t the (n-r)-dim ensional nonlinear subsystem (the zero dynamics) in 
(2.3) is bounded-input, bounded-output stable with respect to the £ variables as 
inputs. This assum ption ensures that the nonlinear system (2.1) is stabilized if the 
r-dimensional linear subsystem in (2.3) is stabilized.
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In the absence of constraints, the linear subsystem can be stabilized using a 
pole-placement controller w ith integral action,
v = a 0 — <*i • • • —a r (2.5)
V s p - y
where z is the integral state, ysp is the setpoint, and the a* are controller tuning
parameters chosen such th a t the polynomial sr+l +  a rsr H b a is  +  a 0 is Hurwitz.
In the original coordinates:
v = Qfo —a i • • - —Qr
h{x)
LTj ~ lh(x)
2.3.2 Effect o f Process Constraints
( 2 .6 )
We demonstrate th a t process constraints can severely degrade the performance of a 
conventional IOLC controller. Consider an irreversible, first-order chemical reaction
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Table 2.1: Nominal operating conditions for the CSTR.
Variable Value Variable Value
Q 100 L /m in ER 8750 K
C.\f 1 m ol/L ko 7.2 x 10l° m in-1
Tf 350 K UA 5 x 104 J/m in-K
V 100 L Tc 300 K
P 1000 g/L CA 0.5 m ol/L
c P 0.239 J/g-K T 350 K
( - A  H) 5 x 104 J /m o l
A  B  which occurs in a  constant volume, continuous stirred tank reactor. The 
process model can be w ritten as [124]:
C a = y i ^ A f  — C a ) -  k0exp )  C a (2.7)
The nominal conditions in Table 2.1 correspond to an unstable operating point. 
The m anipulated input and controlled output are the coolant tem perature (Tc) and 
reactor tem perature (T),  respectively. Figure 2.1 shows the open-loop tem perature 
response for ±  5 K step changes in the coolant tem perature. As can be seen from 
the very different behavior resulting from small symmetric changes in the input 
around the nominal value, the CSTR clearly exhibits highly nonlinear behavior in 
this operating regime.
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Figure 2.1: Open-loop response for coolant tem perature changes.
By placing the reactor model (2.7) in standard  form (2.1). it is easy to show th a t 
the relative degree r  =  1. Therefore, the IOLC law has the form (2.2) where:
Lf h ( x )
L gh(x)
q lrr  ^  , { - A H ) , f  E \  i ' A  ^
v {T< ~T)+~ ic r k^  ( - i f ) - tw J
UA  
VpCr
( 2 -8 )
In this case, the linear pole-placement controller (2.6) is v = a 0z + a i { T -  T) .  where 
T  is the nominal reactor temperature. The controller tuning parameters are chosen 
as a i  =  8 and ao =  16, which roughly corresponds to a closed-loop tim e constant 
of 0.25 min. This value is approximately one-half the open-loop time constant for 
the -5  K step change shown in Figure 2.1.
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Figures 2.2 and 2.3 show the performance of the IOLC controller with and with­
out input constraints. In the constrained case, the coolant tem perature is bounded 
as 280 K < Tc < 380 K. Figure 2.2 shows the effect of constraints on servo per­
formance for a +25 K change in the tem perature setpoint. The IOLC controller 
yields the prescribed setpoint response if Tc is unconstrained. However, controller 
performance is degraded significantly in the constrained case due to the input being 
“clipped” by the lower constraint. Figure 2.3 shows the effect of constraints on reg­
ulatory performance for a +35 K step change in the feed tem perature (7 /) . If Tc is 
unconstrained, the IOLC controller provides outstanding disturbance rejection. By 
contrast, the closed-loop system is unstable in the constrained case. The instabil­
ity is a ttributable to  a slight deviation of the input from its initial unconstrained 
trajectory. These results dem onstrate tha t conventional IOLC controllers can be 
extremely sensitive to input constraints.
2.4 Input-Output Linearization for Constrained 
Systems
Motivated by the results presented above, we propose an input-output linearization 
strategy for constrained nonlinear systems. The basic idea is to map the actual 
input constraints into constraints on the manipulated input of the feedback lin­
earized system. This transformation is performed at each sampling instant using 
the linearizing control law and the current state variables. The linear part of the 
input-output linearized system is discretized to yield a discrete-time linear model
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Figure 2.2: I0L -P P  for a +25 K setpoint change.
subject to time-varying input constraints and constant output constraints. This 
system is regulated with a linear model predictive controller (LMPC) with explicit 
constraint handling capability. The resulting control system is augmented with a 
disturbance model th a t ensures offset-free tracking.
At this point, it is im portant to note tha t the presence of constraints precludes 
feedback linearization in the traditional sense. The constraint mapping strategy 
yields a constrained linear system, which necessarily leads to a nonlinear control
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Figure 2.3: IO L-PP for a +35 K feed tem perature disturbance.
problem. However, the linear MPC design is much simpler than the nonlinear 
MPC design tha t would be required for the original constrained nonlinear system. 
In addition, exact input-output linearization is not actually achieved because the 
linearizing controller is discretized [38]. However, the discretized control law should 
provide “approxim ate” linearization in most cases of practical interest. Therefore, 
we neglect the effects of discretization.
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2.4.1 Input Constraint M apping
The nonlinear process is assumed to have the following input and output constraints:
^•m in — U — Um ax:  A u m in  5:  A ' U  ^  A l i m a x .  IJmin — {J ^  Umax  ( - - 9 )
The objective is to transform these constraints into constraints on the feedback 
linearized system (2.3). First, the linear subsystem is discretized to facilitate the 
subsequent LMPC design. For a sampling period T. exact discretization yields [11]:
Z(k + l)  =  A dZ{k) + B du(k) (2.10)
y(k)  =  C ^ k )
where the r  x r  m atrix  A d and r x 1 vector B d have the form:
1 T T 2 J ’T- I TLr
Ad =
0 1 T rp—2
. B d =
•j*r— I
r - l
0 0 0 1 T
Because the linear subsystem in (2.3) is in Brunovsky canonical form, the pair 
(Ad,Bd) is controllable, but the eigenvalues of Ad are on the unit circle. We have 
investigated two ways of handling these unstable dynamics. In the first method, a 
linear s ta te  feedback controller is designed to stabilize the system prior to LMPC
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design. This method allows a comparatively simple LMPC technique for stable 
systems [85] to be employed. The stabilizing control law has the form.
v(k) = K £ ( k ) + w ( k )  (2.12)
where the feedback gain K  is chosen such that the m atrix  A d =  A (l + B dK  has all 
its eigenvalues inside the unit circle. Consequently, the resulting system.
£(k + 1) =  M ( k )  + B dw{k)  (2-13)
y(k)  =  Ctffc)
is stable and the new input w(k)  can be used in the LMPC design [43]. A sig­
nificant disadvantage of this technique is tha t closed-loop performance depends on 
the eigenvalues of .4^ and an appropriate choice cannot be determined a priori.  In 
the technique pursued here, the unstable model (2.10) is employed directly in the 
LMPC design.
The next step is to map the constraints on the original nonlinear system (2.1) into 
constraints on the discretized linear system (2.10). The output constraints for the 
two systems are identical since the output y is not transformed as part of the IOLC 
design. By contrast, the constraints on the input u must be mapped into constraints 
on the new input v. This transformation must be performed at each sampling instant 
because the mapping is state dependent. Moreover, the transformation m ust be
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accomplished over the entire control horizon of the LMPC controller. Thus, a t each 
time step k  the objective is to find constraints of the form.
V m i n i k  +  j \k)  < v(k + j \k)  < vmax(k + j \ k ), 0 <  j  <  .V -  1 (2.14)
where: v (k + j \ k )  is the value of the input v { k + j )  computed at time k :  i 'min { k + j \ k )  
and vmax(k 4- j \k)  are the constraints vmin{k 4- j )  and vmax(k + j ) .  respectively, 
computed a t time k: and N  is the control horizon of the LMPC controller. Rate- 
of-change constraints on v are not shown explicitly because they can be converted 
into absolute constraints (shown below).
The input constraint mapping is performed using the IOLC law (2.2) and the 
current state measurement x(A:). The state-dependent relation between u ( k )  and 
v(k) follows from (2.2):
v(k) = L rf h[x{k)} +  LgL rf - lh[x(k)]u(k) (2.15)
This mapping can be w ritten as: u ( k )  =  &[x(fc)] +  a[x(/:)]u(A:). In the ideal case, 
the transformed constraints a t time k  are determ ined by solving the following opti­
mization problem,
V m i n ( k + j \ k )  =  min b[x(k + j \ k ) ]  +a[x(k  + j \ k ) ] u { k  +  j \ k )  (2.16)
u(fc+j|fc)
Vmax{k +  i|&) =  max b[x(k+j \k)]  +  a[x{k 4- j|A;)]u(fc +  j \k).  0 <  j  < .V -  1
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subject to the constraints:
U m in  — u ( A t + j | / l )  ^  Um a x  ( - • ! < )
+  u{k +  j  — l|fc) <  u ( k + j \ k )  < A u max + u(k + j  — l\k)
In (2.16)-(2.17), u(Ar +  jjA-) represents the input u(k  +  j )  computed a t time k . and 
x{k + j \ k )  represents the state  x (k  + j )  computed at time k.
The obvious problem with the ideal mapping technique is tha t estim ates of future 
values of the input and sta te  variables are not available until the LMPC problem is 
solved, and the LMPC problem cannot be solved until the input constraints are spec­
ified. As a result, the solution of the ideal optim ization problem requires a nonlinear 
programming strategy [86] or an iterative scheme [90]. Both techniques effectively 
elim inate the com putational advantage of the proposed approach as compared to 
nonlinear MPC. Because exact mapping of future input constraints is im practical, 
it is necessary to approxim ate the constraints vmin(k + _/1A:) and t'mnT(k + j\k) for 
j  >  1. Two approxim ate m apping techniques are discussed below.
Constant Constraint Technique
The most straightforward way to handle the constraint mapping problem is to simply 
extend the first input constraint over the entire control horizon [86]. The resulting 
optim ization problem is,
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Vmin{k + j \ k )  =  vmin(k) =  min 6[x(A:)] +  a[x(A)]«(A:), 0 <  j  <  .V -  1 (2.18)
u (fc)
Vmax{k + j \ k )  = vmax(k) — max 6[ar(A:)] +  a[x(A:)]u(A:). 0 <  j  < X  — 1
u(k)
where: umin < u(k) < umax, ± u min +  u(k  -  1) <  u(k) < A umax 4- u(k  -  1). Xote 
th a t th is problem is trivial to solve since x(k)  is known and the objective function 
is affine in u(k).  An im portant property of this method is th a t the first pair of 
constraints, vmin(k\k) and umax(fc|A:), map exactly to the actual input constraints 
(2.9). As a  result, the implemented input,
u(k) — L rh[x(k) ] 
uik)  “  (2 1 9 ’
is guaranteed to satisfy the actual constraints. On the other hand, the constraints 
vmin{k +  j \ k )  and vmax{k +  j|fc) may not lead to inputs u(k + j \ k )  th a t satisfy the 
actual constraints. Although these inputs are not implemented, this property is a 
potential disadvantage of the constant mapping technique since incorrect future con­
stra in ts may lead to implemented control moves th a t are unnecessarily conservative 
or aggressive.
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Variable Constraint Technique
The future input constraints can be calculated if an estimate of the future inputs is 
available. However, computationally intensive nonlinear programming or iterative 
solution strategies are required if future inputs calculated at the current sampling 
time are utilized for constraint mapping. A much simpler approach is to use inputs 
calculated a t the last sampling time to determine future constraints at the current 
sampling time. This method is outlined below.
As shown in the next section, solution of the LMPC problem at time k - 1 yields 
the input sequence.
V( k  — 1| Ar — 1) = u(k — l|fc — 1) v(k\k — 1) v{k + X  -  2\k -  1) ( 2 .2 0 )
The first input v(k  — l|fc — 1) is used to  calculate the implemented input u{k — 1). 
We use the remaining inputs as an estim ate of the control sequence at the current 
sampling time:
V’(Ar|Ar —1) = v(k\k  — 1) v{k -F ljfc — 1) v{k + X - 2 \ k - l )  ca
r
( 2 .2 1 )
where the value va is arbitrary since it is not actually utilized. The current mea­
surement x(k)  is used to calculate the transformed state  variables £{k) and q(k) via 
the nonlinear change of coordinates <3>(x). The normal form (2.3) is integrated with
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the piecewise constant input sequence V(k\k  — 1) to yield predicted values of the 
transform ed state variables.
Z { k [ k - 1 )  =  
N { k \ k - l )  =
£ r (A;|A: — 1) •••  ^ { k  +  N -  l \ k  -  1)
T)r ( k \ k  — 1) ••• /7r (A: H- JV — 1|A: — 1)
r
( 2 .22 )
where: £{ k \ k  — 1) =  £(Ar). T](k\k — 1) =  rj{k).  It is im portant to note tha t the second 
tim e index denotes th a t the predictions are based on the input sequence at time 
k  — 1, even though the current measurement x ( k )  is used. The sta te  sequences and 
the inverse transform ation rj) are used to compute future values of the actual
sta te  vector:
X { k \ k  -  1) = x T ( k \ k - l )  x T (k +  l \ k  — 1) • ••  x T {k  +  .V -  l \ k )
T
(2.23)
If the system is subject to rate-of-change constraints, predicted values of the 
actual input sequence are required to calculate the constraints (2.17). By utilizing 
the vectors J\T(A:|A: — 1) and V(k\k  — 1) in the discretized version of the IOLC control 
law (2.2), the predicted input vector can be computed as.
U { k \ k - l )  = u ( k \ k  — 1) u(& +  l|Ar — 1) • ••  u( k  +  N  — 2\ k  — 1) ua (2.24)
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where the value ua is arbitrary. The rate-of-change constraints are handled by 
substituting these estim ates for u{k + j  — l|Ar) in (2.17). The optim ization problem 
(2.16) is solved by substitu ting  the  predicted state variables x ( k  + j \ k  — 1) in place 
of x (k  + j \k) .  The solution yields the transformed constraints:
K « „ ( * | A : - 1 )  =
L m a x { k \ k  1) —
V mi n { k \ k  1)  • • •  Vmin(k +  y  ~  l \ k  -  I ) (2.25)
V m a x { k \ k  1 )  ' • *  V m a x { k  4 *  - \  1 | A '  1 )
T
These variable constraints are used in the LMPC design in place of the constant 
constraints vmin(k) and vmax(k).  The procedure is repeated a t the next time step 
with the input sequence V'(fc|fc) and the measurement x (k  +  1). The algorithm  is 
initialized by using the constant constraint mapping scheme during the first itera­
tion.
Note that the first set of constraints, vmin{k\k -  1) and i'max{k\k — 1). map 
exactly to the actual input constraints since they are calculated using the current 
state  measurement. Therefore, the implemented input (2.19) necessarily satisfies 
the actual constraints. As compared to the constant mapping technique, the m ajor 
advantage of this m ethod is th a t calculated constraints are more likely to agree 
w ith the actual constraints. As a  result, the control system should exhibit improved 
performance and robustness.
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2.4.2 Linear M odel Predictive Controller Design
The LMPC design is based on the linear model.
£ (& + j +  l|A;) — Ad£(k + j \ k ) - r  Bj v (k  + j \k) (2.26)
y(k + j \ k)  = C S ( k + j \ k )
subject to the constraints:
Omi n( k  + j \ k ) <  v ( k + j \ k )  < Vma x ( k  +  j \ k ) (2.27)
Umin — U ( k + j \ k )  <  Umax
It is im portant to reiterate tha t the input constraints van.' with respect to the 
sampling tim e k, and they also vary over the control horizon if the variable constraint 
mapping technique is employed. The linear model is used by the LMPC controller 
to predict the effects of future control moves on future outputs. To obtain improved 
predictions in the presence of plant/m odel mismatch, at each time step the linear 
model is initialized with the current plant state as follows:
2  =  1. Thus, we utilize an infinite horizon LMPC design technique specifically
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Recall th a t the m atrix .4d is unstable because all its eigenvalues are located at
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developed for unstable systems [84]. The open-loop optimal control problem can be 
expressed as,
min j t [ a k + M - S , ] T Q [ Z ( k + j \ k ) - S a] + r [ v { k + j \ k ) - v J 2 +  (2-29)
V { k \k ) j — q
s [ v ( k+ j \ k )  -  u ( k + j  -  1|&)]2
where: £s and vs are target values for £ and u. respectively: r  >  0 and s- >  0 
are scalar tuning param eters; and Q is a positive semidefinite tuning matrix. The
decision vector is defined as: V'(A;|A;) =  [u(A;|&), v(k +  1|k ) ,  v(k + N  -  l|A:)]r . To
obtain a finite set of decision variables, inputs beyond the control horizon are set 
equal to the target value: v(k + j \k)  =  us, j  > N.
A necessary condition for the optimization problem to have a solution is tha t 
£(k) converges to This requires that the unstable modes are driven to their 
steady-state values by the end of the control horizon. Because all the eigenvalues 
of Aa are on the unit circle, the following equality constraint must be satisfied at 
each k: £(k + N\k )  =  £s. Otherwise, the system evolves in open-loop with an initial 
condition 4- N\k)  ^  and the state variables will not converge to their target 
values. Thus, the optim ization must be solved subject to the following constraints:
+ j \ k )  <  V { k + j \ k )  <  V m a x ( k + j \ k )
y m i n < C ^ k  +  j \ k ) < y max (2.30)
d(k + N \ k ) = S a
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The targets £s and v3 are calculated from the steady-state form of (2.26) under 
the condition that y = ys, where ys is the setpoint. Under nominal conditions, it is 
easv to show that:
ys 0 • • • 0 . vs =  0 (2.31)
The target values must lie within the feasible region defined by the input and out­
put constraints for the LMPC problem to have a solution. As discussed in the 
next section, the targets can be shifted to elim inate steady-state offset caused by 
plant/m odel mismatch.
The infinite horizon LMPC problem (2.29) can be written as a finite horizon 
problem [85],
LVjJiM s + N  ~  ^  ~ + 5Z + J \ k ) ~  &F Q  + J \ k ) ~  +
v j =o
r  [v(k + j \k)  -  va\2 +  s [u(A: +  j \ k )  -  v(k + j  -  l|A-)f (2.32)
subject to the constraints (2.30). This finite horizon problem can be m anipulated 
to yield the following quadratic program for the input sequence \ ' {k)  =  1' (A: j A:) .
min V T(k)HV(k)  + 2VT (k) [G£(k) -  Fv(k  -  1)] (2.33)
V'(fc)
The quadratic program is solved subject to following constraints:
DV( k)  < d ^ k ^ k )  + d2{k) (2.34)
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E V ( k )  = e & k )
The construction of H,  G, F . D, di, d2, E,  and ex is discussed elsewhere [85]. In the 
present case, it is im portan t to note tha t d\ and d2 are functions of time. A state  
feedback control law is obtained by implementing only the first calculated input 
v(k)  =  u(fc|A;), and resolving the problem at the next sampling time with the new 
measurement x{k  +  1). The actual input u(k) is calculated from c(k) as in (2.19).
There exists a control horizon N  such that the quadratic program (2.33)—(2.34) 
is feasible if the linear system is constrained stabilizable. For a given value of .V and 
initial condition £(k),  feasibility can be checked w ith a  linear program [99]. If the 
constraints are constant, feasibility at k = 0 implies feasibility at all future times. 
This property no longer holds if input constraints vary with time, in which case 
constrained stabilizability has to be checked a t each tim e step. We address this 
problem in the following way. If the LMPC problem is infeasible, constraints are 
dropped on the last input in the control horizon, u(k +  .V — 1 \k). and the problem 
is resolved. If the problem remains infeasible, constraints are dropped on the last 
two inputs, v(k + N  — 2|&) and v{k 4- N  — l|fc). The process is continued until 
feasibility is achieved. Also, the variable constraint m apping strategy is modified so 
unconstrained inputs are not used for constraint prediction. In this case, we extend 
the last constrained input over the control horizon to obtain the input sequence 
V'(A:|A: — 1). It is im portan t to note tha t output constraints also can be relaxed to 
ensure th a t the optim ization problem is feasible [99].
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2.4.3 Disturbance M odel
The LMPC controller generates a  proportional state feedback. As a result, offset will 
generally occur in the presence of p lant/m odel mismatch. Offset is elim inated by 
introducing a disturbance model tha t shifts the target values vs and in the LMPC 
optim ization problem (2.32). Available disturbance modeling techniques focus on 
the output feedback case [85, 84]. A method tha t ensures offset-free performance in 
the sta te  feedback case is presented below.
The disturbance model is obtained by augmenting (2.10) with a (/-dimensional 
disturbance vector d(k):
z (k  +  1) =  A d£{k) + B dv(k) + Gd{k) 
d(k + 1) =  Pd(k)  (2.35)
ym(k) = £{k)
The vector of measured ou tpu ts ym is the entire state  vector £ since sta te  feedback 
is assumed. Recall tha t £(k)  is determined from the actual state  variables x{k)  
as in (2.28). The first step  is to use the augmented model to build an observer 
th a t provides an estim ate of the disturbance vector d. It is easy to show th a t the 
augmented model is observable if q =  r  and P  = G = I.  The observer has the form.
i {k  +  1) =  A d£(k) + B dv{k) +  d{k) + h  [e(fc) -  £(k)\  (2.36)
d(k +  1) =  d(k)  +  L2 [f(jfc) -  i(k)]
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where £ and d  are estim ates of £ and d. respectively, and L\  and L) are r  x r observer 
gain matrices. If the estim ation error is defined as.
e{k) =
€(*) -  s w
d(k) -  d(k)
the observer error dynamics can be w ritten as:
(2.37)
e[k +  I) = e(k) =  Pe(k) (2.38)
A j - h  I  
- L 2 I
Because the disturbance model is observable, the eigenvalues of the m atrix  P  can 
be placed arbitrarily via appropriate choice of the gains L { and L2.
The disturbance estim ate is used to shift the target values vs and £, in the LMPC 
objective function. By appending the current estim ate d(k) to the sta te  equations, 
the linear model (2.26) has the following representation at steady-state:
(2.39)
This set of linear algebraic equations is solved for the targets £s and c,: a unique 
solution always exists. Following the proof of Rawlings et al. [97]. it can be shown 
th a t the proposed scheme eliminates offset.
A block diagram of the proposed nonlinear control system is shown in Figure 2.4. 
The s ta te  vector is sampled to yield the discrete value x{k)  used by the constraint 
m apping scheme, the disturbance model, the LMPC controller, and the IOLC con­
troller. The disturbance model generates shifted targets £s(k) and vs(k) from x(k) .
I - A d - B d 6 d{k)
C  0 ys
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Figure 2.4: Block diagram of the proposed IOL-MPC control strategy, 
the setpoint ys{k), and the transformed input c(k). The LMPC controller com­
putes v{k) using the setpoint, the sam pled state  variables, the shifted targets, and 
the transformed constraints t’c(A:). The IOLC controller uses i:(k) to calculate the 
discrete input u(k).  The continuous input u(f) injected into the nonlinear plant is 
obtained by applying a zero-order hold to u(k).
2.5 Simulation Study
2.5.1 Comparison of Constraint Mapping Techniques
First, the two constraint mapping strategies are compared using the CSTR model 
described in Section 2.3.2. The CSTR is operated at the unstable operating point 
shown in Table 2.1, and the m anipulated input is constrained as: 280 K <  Tc < 
380 K. O utput constraints are not considered in this example. The IOLC controller
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is designed as in Section 2.3.2. Because the relative degree r  =  1 . the feedback 
linearized system has the following form after discretization.
S{k + 1 ) =  S{k) + Tv{k)  (2.40)
y{k) = ${k)
where the sampling period T  =  0.05 min. The LMPC controller is designed with a 
control horizon N  =  10, which provides an effective control horizon N T  =  0.5 min. 
The remaining tuning param eters q =  2 , r =  1 , and s = 1 are determined by trial 
and error. The target values are calculated as in Section 2.4.3 with the two observer 
poles placed a t 0 .8 . The only difference between the two controllers compared is the 
method used to transform  the input constraints into the feedback linearized space:
•  Constant technique: vmin(k) < u(k + j \k)  < i'max(k)
•  Variable technique: vmin{k 4- j \ k)  < v{k + j \k) < vmax{k 4- j \k)
In each case, the constraint mapping is performed as in Section 2.4.1.
The two constraint m apping strategies are compared in Figures 2.5 and 2 . 6  for 
a 4-25 K step change in the tem perature setpoint. The controller which uses input 
constraints tha t are constant over the control horizon produces a large overshoot 
and aggressive control moves. By contrast, the controller which employs constraints 
th a t vary over the control horizon yields significantly improved setpoint tracking and 
more conservative control moves. A possible explanation for this behavior is shown
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Figure 2.5: Comparison of constraint mapping techniques for setpoint change.
in Figure 2.6, where the coolant tem perature constraints generated by each controller 
are compared to  the actual values at two particular time steps. The controller values 
are determ ined by mapping the constraints on the transformed input v to constraints 
on Tc using the  actual state  values th a t occur in the future. At t =  0.5 min. the 
constant technique produces extremely poor constraint predictions that appear to 
significantly degrade closed-loop performance (see Figure 2.5). By contrast, the 
variable m ethod yields constraints th a t are almost identical to the actual values.
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Figure 2.6: Constraint predictions at t=0.5 min (top) and t = l  min (bottom ) for 
Figure 2.5.
The difference is less pronounced at t =  1 min since the state variables are changing 
more slowly, but the same general trend is observed. Based on these results, we only 
consider the variable mapping technique in the sequel.
2.5.2 Comparison with M odel Predictive Control
VVe now compare the proposed control strategy to linear and nonlinear MPC tech­
niques. The proposed controller employs the variable constraint mapping scheme
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and is tuned as before: it is called “IOL-MPC” in the sequel. The LMPC design is 
based on a linear model th a t  is obtained by linearizing (via Taylor series expansion) 
the CSTR model at the unstable operating point in Table 2.1: this controller is 
called “LM PC.” The nonlinear MPC technique utilizes a linear model th a t is ob­
tained by successively linearizing the CSTR model a t the current operating point 
[34]; this controller is called “SLMPC.” Note that conventional nonlinear MPC is 
not considered because vve are interested in comparing control strategies tha t have 
comparable com putational requirements.
The MPC controllers are designed by discretizing the respective linear model 
with a sampling period T  =  0.05 min and solving an infinite horizon optim al control 
problem similar to that in Section 2.4.2. Each controller utilizes a disturbance model 
with the four observer poles placed at 0.5, 0.5. 0.6. and 0.6. The following controller 
tuning param eters are chosen by trial-and-error to provide a fast, sm ooth response 
to a positive setpoint change:
•  LMPC: iV =  16. q =  1 , r =  4. s =  1
•  SLMPC: N  =  16, q =  4, r  =  0.3, s =  0.3
It is interesting to note th a t the three controllers require different values of the 
tuning parameters.
The performance of the three controllers for a +35 K disturbance in the feed 
tem perature (T/) is shown in Figure 2.7. As before, the input is constrained as: 
280 K <  Tc <  380 K. LMPC yields a very sluggish response and unnecessarily large
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Figure 2.7: IOL-MPC, LMPC, SLMPC for a  feed tem perature disturbance.
control moves. SLMPC provides significantly improved disturbance rejection, but 
generates oscillatory control moves. IOL-MPC yields an output response tha t is veri­
similar to th a t produced by SLMPC, but w ith  much smoother control moves. In 
Figure 2.8, the three controllers are compared for a +25 K change in the tem perature 
setpoint. LMPC yields poor setpoint tracking as the output oscillates and overshoots 
the setpoint. SLMPC provides improved servo performance with less aggressive
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Figure 2.8: IOL-MPC. LMPC, SLMPC for a positive setpoint change.
control moves. IOL-MPC yields the best setpoint response, yet produces the most 
conservative control moves.
The controllers are compared for a -25 K setpoint change in Figure 2.9. LMPC 
produces a  very sluggish response since the linear model used is very inaccurate at 
the new setpoint. SLMPC had to be detuned with r = s =  0.5 to obtain a stable 
closed-loop response. Even with detuning, it is unable to a tta in  the new setpoint 
and the control moves are extremely erratic. This behavior is a ttribu tab le  to the
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Figure 2.9: IOL-MPC, LMPC, SLMPC for a negative setpoint change, 
successive linearization repeatedly switching between stable and unstable models. 
Improved performance cannot be obtained unless the controller is detuned further. 
By contrast, IOL-MPC yields a fast, sm ooth setpoint response with little control 
effort.
2.6 Summary and Conclusions
An input-output linearizing control strategy for constrained nonlinear processes has 
been developed and evaluated. The control system is comprised of: (i) an input-
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output linearizing controller th a t accounts for process nonlinearities: (if) a constraint 
mapping scheme th a t transform s the actual input constraints into input constraints 
on the feedback linearized system; (m ) a linear model predictive controller tha t 
provides explicit com pensation for input and output constraints: and (iv) a dis­
turbance model th a t ensures offset-free performance. The control strategy retains 
the com putational simplicity of input-output linearizing control while providing the 
constraint handling capability of model predictive control. Simulation results for a 
continuous stirred tank  reactor show tha t the proposed method provides significantly 
improved performance as compared to conventional input-output linearizing control 
and model predictive control based on local and successive model linearization.
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Chapter 3 
Constrained Output Feedback Control o f  
a M ultivariable Polym erization R eactor
3.1 Introduction
Polym erization reactors are difficult to control effectively due to their highly non­
linear behavior. Two im portant problems which often are neglected in academic 
studies of polymerization reactor control are lack of on-line measurements and in­
pu t constraints. Consider a typical free-radical polymerization system. Reactor 
tem perature is readily measured, and m onomer concentration usually can be in­
ferred from other measurements. However, accurate and reliable m easurem ents of 
in itia to r concentration and solvent concentration are difficult to obtain w ith avail­
able on-line sensors [3]. Furthermore, potential m anipulated inputs such as m onomer 
feed concentration and coolant tem perature are subject to constraints d ic ta ted  by 
operational limitations.
Most nonlinear control techniques proposed for polymerization reactors are based 
on feedback linearization [49, 55] or nonlinear model predictive control (NM PC) [78]. 
A serious disadvantage of NMPC is the need to solve a nonlinear program m ing prob­
lem on-line a t each sampling period. This makes NMPC com putationally expensive 
and potentially unreliable. On the other hand, feedback linearization is an analyt-
49
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ical design method which yields nonlinear control laws th a t are straightforward to 
implement.
Several applications of feedback linearizing control to continuous polymerization 
reactors have been presented. Daoutidis et al. [26] consider the problem of designing 
a multivariable, feedforward/feedback controller for a free-radical polymerization 
reactor. However, the problems of unmeasured state  variables and input constraints 
are not addressed. These same issues are neglected in the polymerization reactor 
control study presented by Alvarez et al. [7]. McAuley and MacGregor [76] propose 
a nonlinear control method which utilizes an Extended Kalman Filter (EKF) to 
estim ate disturbances and remove offset due to p lant/m odel mismatch. The EKF is 
not used to provide estimates of unmeasured state  variables. To account for input 
satu ration  a simple optimization problem which penalizes instantaneous deviations 
of the outputs from their setpoint values is proposed. This method is similar to 
nonlinear anti-windup techniques [60]; it provides only indirect compensation for 
satu ration  constraints and does not provide any means of handling rate-of-change 
input constraints or output constraints. Adebekun and Schork [2 . 3] dem onstrate 
some polymerization reactor control problems associated with input multiplicities 
and propose the use of a  least-squares control technique to regulate four outputs 
w ith three inputs. Unmeasured state variables are estim ated using an Extended 
Kalm an Filter, but the control technique does not provide explicit compensation for 
input constraints. Soroush and Kravaris [118] conducted an experimental test of a
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nonlinear, multivariable control technique for a free-radical polymerization reactor 
in which the problems of unmeasured variables and input constraints are addressed. 
Unmeasured state variables are estim ated via a reduced-order. open-loop nonlinear 
observer. This approach has several drawbacks, including the possibility of biased 
estim ates and the lack of a tuning param eter which controls the convergence rate of 
the estim ation error. Input constraints are handled by eliminating integral action 
in the nonlinear controller whenever a constraint is active. Although this m ethod of 
indirect constraint compensation is adequate for the tests shown, it is expected that 
a technique which explicitly accounts for input constraints can provide improved 
performance over a wider range of operating conditions.
In this chapter, a multivariable extension of the IOL-MPC control strategy de­
veloped in Chapter 2  is developed for the free-radical polymerization of methyl 
m ethacrylate in a continuous reactor. The technique accounts for unmeasured sta te  
variables as well as input constraints. A feedback linearizing controller compensates 
for process nonlinearities, and a linear model predictive controller compensates for 
input constraints transformed into the feedback linearized space. Unmeasured sol­
vent and initiator concentrations are handled by treating the live polymer concen­
tration  as an unknown param eter which is estim ated on-line from available mea­
surements. Simulation studies are used to compare the proposed control strategy to 
alternative constraint handling techniques for nonlinear systems.
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3.2 Polymerization Reactor Model
The process considered is the free-radical polymerization of m ethyl m ethacrylate in 
a constant volume, continuous stirred tank reactor. The model equations are [3],
M  = l ( M f  -  M)  -  kpM P
T  = U T f  - T )  + ( k p M P  ~ ^ ( T ~  Tc) 
V \  pep )  \ pep
i  = £ ( / ,  -  /)  -  k j (3.1)
s  = U s ,  -  S)
where M  is the monomer concentration, T  is the reactor tem perature. I  is the 
initiator concentration, 5  is the solvent concentration. V' is the reactor volume, q is 
the feed flow rate, M f  is the monomer feed concentration. Tj  is the feed tem perature. 
1/ is the in itiator feed concentration, 5 /  is the solvent feed concentration, and Tc 
is the coolant tem perature. O ther model parameters are defined in [3]. The live 
polymer concentration P  is calculated via the following equation.
r - J S S
where /  is the initiator efficiency.
The associated rate expressions are,
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ki  =
kp = k'p exp 
kto =  K 0 exP
— )  R T J
E t o \
(3.3)
R T J
The expression for k t is obtained using (3.3) and the Schmidt-Ray correlation for 
the gel effect [109],
(3.4)
0.10575 exp [17.15V) -  0.01715(T -  273.2)].
Vf  > [0.1856 -  2.965 x 10-4(T -  273.2)]
2.3 x 10" 6 exp [75V/].
Vf  < [0.1856 -  2.965 x 1 0 " 4( r  -  273.2)]
The glass effect correlation gp sometimes used for the propagation rate constant 
{kp) is set to unity in this study as this usually is a  good assumption [2. 56]. The 
free volume Vf  is calculated from the volume fractions of monomer, polym er, and 
solvent in the reactor through the following equations [3, 109].
^  — Vfm(pm +  Vfpd>p +  \f,Qs
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Vf =
ft, if ft >  0
0 , if ft <  0
(3.5)
where:
Vfm =  0.025 +  0 .0 0 1 (7 -1 6 7 )
Vfp = 0.025 + 0 .0 0 0 4 8 (7 -3 8 7 )  (3.6)
Vf, =  0 .0 1 5 + 0 .0 0 1 (7 -1 8 1 )
Volume fractions are calculated using the reactor concentrations and physical prop­
erty data  under the assum ption of ideal mixing.
M W mM
$m —
P m
* M W J  n  n<Pi =  --------- (3.<)
Pi
M W sS
9 s  =
0 n  --
Ps
P 9 m P m  <PsPs 9 i P i
Pp
where M W j  is the  molecular weight of species j ,  pj is the pure component density 
of species j ,  and p is the density of the fluid in the reactor (which is assumed to 
be constant). The equation for <j>p is derived from the requirement th a t the mass 
fractions in the reactor sum to unity. The initiator concentration in the reactor
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usually is very low relative to the other species. As a  result, it is reasonable to make 
the approximation p,- =  0 .
Since the solvent stream  is used to  m aintain constant reactor volume, the feed 
concentrations of the individual species are not independent. In particular, the 
mass fractions of the feed stream must sum to unity. This means the feed solvent 
concentration S f  is a function of the feed monomer and feed initiator concentrations.
S /  =  Jrw} 1 ~ v,t ~ Vm,) ( 3 ' 8 )
where V]/ and Vmf  are the volume fractions of in itia tor and monomer in the feed 
stream, respectively.
The polymerization reactor equations (3.1) are nondimensionalized to give the 
following state-space model [3]:
* i f  ~  x i ~  DapW ( x ) x lE x(x2) (3.9)
*2f  ~  * 2  +  B D a p^pW ( x ) x lE x(x2) +  3(x-2c -  ,r->)
*3/  - x 3 -  Dadx 3E Xd[x2)
X4 f  — X4
where,
ax 1 
dr  
dx2 
dr  
dx3 
dr  
dx  4 
dr
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Ex(x 2)
EtA X2)
=  exp
=  exp
(3.10)
A description of the dimensionless variables is given in Table 3.1. While not given 
here for the sake of brevity, the auxiliary equations for free volume, reaction rates, 
and solvent feed concentration also are nondimensionalized.
The molecular weight distribution (MWD) is largely determined by the first 
three moments of the distribution often called the principle moments. Differential 
equations describing the evolution of the principal moments are derived in [2. 109] 
for methyl methacrylate polymerization. In this application, the principle moments 
are unique functions of the reactor state variables x L-.r4 at steady sta te  [2], It is 
easy to verify tha t the steady-state values of the initiator concentration (x3) and 
the solvent concentration ( j 4) are given by the following equations:
*3 =  -  n * 3'  (3.11)
1  +  DadE Xd(x 2)
x4 =  r 4/ =  a  -F 3x\f +  ~{x3f
where,
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Table 3.1: Polymerization reactor dimensionless variables.
Dimensionless Variable Definition
T 12V
X i M 
A l u
X 2
T - T j  Ep 
T f  R T f
X 3
I
. AI fn 1
X4 S A lf„
I V P
A/ft.
X \ f
M f
A/ft,
* 2 c
To-T> Ed 
T f  R T f
X 2 /
T f - T f E 0 
T f  R T f
x z f
I f
Urn
X4/
S f  
A tfn
B i - S H ) M f „pcpT f
3 hAnpcpq
7 p
E p
R T f
"id OkEp
n k'0Mf„e~>p
Dap kLe-^MrP JO Q
Dad i]Dap
These functions depend uniquely on the model parameters, the feed conditions, and  
the tem perature x2. Thus, the MWD can be approximately controlled by driving 
the monomer concentration (xi) and the reactor tem perature (x2) to particular set-
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points as long as the feed conditions are constant. This implies tha t polymer grades 
corresponding to different steady-state reactor conditions but the same feed con­
ditions can be produced using monomer concentration and reactor tem perature as 
the controlled variables and monomer feed concentration and coolant tem perature 
as the manipulated variables. For the more general case {i.e. polymers correspond­
ing to  different feed conditions), this is not necessarily true due to the coupling 
of monomer concentration and monomer feed concentration which introduces the 
possibility of multiple steady-state values of the solvent concentration.
3.3 Nonlinear Control System Design
In some polymerization reactor control problems, the controlled outputs are chosen 
to include moments of the MWD [1 0 0 ]. We do not follow this approach because it 
is difficult to obtain accurate and reliable on-line measurements of MWD moments. 
In itiator concentration is another common controlled output because it has a strong 
effect on the molecular weight distribution through the live polymer concentration 
P.  However, initiator concentration is more difficult to measure on-line, thereby ne­
cessitating the use of state  estimation. In general, controlling the in itiator estimate 
will lead to offset in the actual variable. As shown above, the in itiator concen­
tration  is a unique function of the reactor tem perature at equilibrium. All these 
factors contribute to the choice of monomer feed concentration and coolant temper­
ature as manipulated inputs and monomer concentration and reactor tem perature 
as controlled outputs.
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Therefore, the objective is to  control monomer concentration {yi = x {) and reac­
to r tem perature (y2 =  x 2) by m anipulating monomer feed concentration (tq =  x if) 
and coolant tem perature (u2 =  x 2c). We assume the availability of on-line measure­
ments of monomer concentration (x ^  and reactor tem perature (x>): the initiator 
concentration (x3) and solvent concentration (x4) are assumed to be unknown. For 
convenience, the non-dimensional reactor equations (3.9) are w ritten as.
x i =  f n i x i) +  / i 2 (^ t :x 2)\\ (x) +  iq (3.13)
X'2 =  /2 1  (-^2 ) +  f 2 2 {x li X 2 ) \ \  (x) +  3u2
X3 = f 3 l (x 2 ,X3)
x 4 =  / t l ( ^ 4 ) + ^ l
where: W(x) is the dimensionless live polymer concentration, which is a function of 
the measured and unmeasured state  variables; S is a known constant that appears 
due to the solvent feed relation (3.8): and the functions /,-_,-(•) follow from (3.8)-(3.9).
3.3.1 Feedback Linearization
Nonlinear controller design is based on input-output decoupling (see Chapter 1). 
For the polymerization reactor model given by (3.13), the input-output decoupling 
control law is,
u = B ~ l jw — a !(x ! ,x 2) -  a2 (xt ,x 2 ) i r ]  (3.14)
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where:
f i l i a l ) f l 2( Xi , X2)
(-^ 1 ! >^2) -- , a 2(Xl,X2) —
T z i f e ) 722( ^ 1^ 2)
B  =
1 0  
0 3
(3.15)
The variable W  represents an estim ate of the live polymer concentration U’(-r). 
which is unknown because the initiator and solvent concentrations are unmeasured. 
Although W  can be generated by explicitly estimating x 3 and x.(. this approach 
requires the design of a nonlinear state  estimator such as the Extended Kalman 
filter [83]. Instead, we utilize a simpler adaptive approach in which U' is viewed as 
an unknown param eter.
The vector of new inputs (u) typically is used to place the closed-loop poles and to 
provide integral action in the nonlinear control law [55]. In the absence of constraints 
this simple approach usually is sufficient to provide good performance. As shown 
in Chapter 2, in the presence of active constraints this m ethod can result in very 
poor (and even unstable) closed-loop responses due to the input being "clipped." 
We propose using linear model predictive control to design the new input v in order 
to provide explicit compensation for input constraints. As shown below, the main 
challenge of this technique is to transform the constraints on u to constraints on c.
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3.3.2 Param eter Estim ation
The live polymer concentration W( x)  is an unknown quantity  since it is a function of 
the unmeasured sta te  variables x3 and x4. Rather than design a  nonlinear observer to 
generate the unmeasured variables, we estim ate W  directly using on-line param eter 
estimation. This approach is justified if W  changes "slowly" with respect to tim e
[107]. Although this does not strictly hold for the polymerization reactor studied
here, the sim ulation results in Section 3.4 show W  does change slowly enough for the 
parameter estim ator to yield good closed-loop performance. We utilize an indirect 
estimation technique since this allows considerable flexibility with respect to  the 
controller design m ethod. If direct adaptive control is used, the exact form of the 
control law must be specified a priori: this is not straightforw ard in the present 
application due to the use of linear model predictive control. The following gradient 
update law is derived by assuming W  is an unknown constant [107].
z — —oe +  a i(c) +  czoC*)!! B u  (3.16)
W  =  — 7  eTa2(z)
where z =  [xi x 2Y  ■> z — [^i ^ 2] ^  e = z — z, and a  > 0  and 7  >  0  are tuning 
parameters.
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3.3.3 Transformed System Equations
When linear model predictive control is applied to  the feedback linearized system , it 
is necessary to m ap the constraints from the original input space to the feedback lin­
earized space. This mapping is based on the transform ed system equations obtained 
by applying the input-output decoupling control law to the nonlinear system. There­
fore, before linear model predictive control can be applied these equations must be 
derived. From the standpoint of controller design the original system equations are.
i  =  a i {z) + a2( z ) W + B u
z =  —cte +  <2 i (2 ) +  q.2 (z) \ \  +  B u  (3.1/)
W  =  - 7  eTa2(z)
This form is obtained because W  is assumed to be an unknown, constant param eter
rather than  a state-dependent function. Using the fact tha t y = z. we can derive the
associated norm al form equations by choosing f  =  z and r] =  [5r  H']T. Application 
of the input-output decoupling control law (3.14) then yields.
£ =  02(f)(W -  m) +  v
rj = q{Z,ri,v) (3.18)
where,
R eproduced  with perm ission of the copyright owner. Further reproduction prohibited without perm ission.
63
?(£. n, v) =
—a
m  - S i  
m (3.19)
T]l — Si ffi — £2  a2 (S)
Although this represents the true equations for the transformed space, the form 
obtained is not useful for constraint calculation because the equations contain the 
unknown variable W.  To eliminate this variable, it is assumed that I t ' =  IF {i.e. 
W  = rjz). Therefore, the transformed system equations used for constraint calcula­
tion are,
S = v
n  =  9 (6  7: u) (3.20)
3.3.4 Linear M odel Predictive Control
The monomer feed concentration (Ui) and the coolant tem perature («•>) a te  subject 
to hard constraints of the form:
U l (  <  U i <  U ih ,  U21 <  U o  <  U-2h (3.21)
The goal is to apply linear model predictive control (L.YIPC) to the feedback lin­
earized system to account for these constraints. The infinite horizon LM PC problem
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of Muske and Rawlings [85] is solved using the discretized continuous system sam ­
pled with a  sample-period T,
£(* +  1 ) =  A & k )  + B dv(k) (3 .2 2 )
y(k)  =  CS(k)
The open-loop optim al control problem can be expressed as.
£ £ ( *  + J\k ) ~  Zs\TQ[Z(k + j \ k ) ~  &] +  [ v ( k + j \ k )  -  cs]T R[c(k + j \k)  -  cs] 
+ [v(k + j \ k )  — v(k + j  -  1|A:)]t 5[i;(A: + j \k)  -  v{k + j  — 1 |Ar)] (3.23)
where £s and vs are target values for £ and v. respectively, and Q > 0 .  R  > 0. S  > 0  
are tuning matrices. The decision vector is defined as.
V(k\k)  =  [nr (/:jfc). • • •. vT(k +  N  — 1 1A*)j (3.24)
where N is the control horizon. All future moves beyond the control horizon are set 
equal to the target value vs. As discussed in C hapter 2. the m atrix  A d is unstable 
and in order for the LMPC problem to have a feasible solution it is necessary to 
impose the equality constraint 4- N\k)  =  £,.
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To obtain constraints on the new input v ,  the constraints on u are mapped into 
the feedback linearized space using a multivariable extension of the procedure in 
C hapter 2. As discussed below, this yields constraints of the  following form:
v i {k + j \ k )  < v { k  +  j \ k )  < Vhik +  j \ k ) .  0 <  j  <  -V — 1 (3.25)
The resulting optim ization problem can be solved efficiently as a s tandard  quadratic 
program  [69].
Discretization of the decoupling control law (3.14) yields:
v ( k ) =  a t [^ (A:)] +  a2[^(k)]T]3{k) +  B u ( k )  (3.26)
The transform ed constraints are determined at each sam pling period by solving the 
following optim ization problem subject to the inequality constraints (3.21):
v i { k  + j \ k )  =  min ai[^(A: +j|A:)] + a 2[^(k + j \k)]r j3( k  + j \ k )  + B u  (3.27) 
vh{ k + j \ k )  =  max a ^ k  +  j \ k ) ]  + a 2 [?(A; +  j \k)\T]3 {k +  J|Ar) +  B u
Note th a t the variables £(fc+j|fc) and r)3( k + j \ k )  cannot be calculated until the input 
sequence is calculated, which is not possible until the constraints are specified. This 
problem is addressed using the variable constraint method discussed in C hapter 2 
in which the shifted input sequence from the previous time step is used to generate 
predictions of the states by integration of the normal form s ta rtin g  from the initial
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condition £(k\k  — 1 ) =  £(fc) and r]{k\k — 1) =  7]{k). These predictions can be used 
in the optim ization problem (3.27) in place of the actual values. Although this 
m ethod yields approximate future constraints for v , the constraints calculated for 
the first input move correspond exactly to the actual constraints on a since the 
current m easurements and estimates are used directly.
To remove offset caused by modeling errors, a disturbance model which assumes 
unmeasured disturbances enter through the state  equations is introduced as de­
scribed in C hapter 2. The disturbances are estim ated with a linear observer de­
signed for the  augmented system consisting of the linear sta te  equations (3.22) and 
assumed s ta te  equations for the disturbances. The disturbances are assumed to be 
constant: d(k + 1 ) =  d(k).  The estimated disturbances d  are used to shift the target 
values and vs in the open-loop optim al control problem (3.23). The disturbance 
estim ator is tuned by choosing the desired eigenvalues A of the associated closed-loop 
error equation.
3.4 Simulation Results
The combined feedback linearization/linear model predictive control (FBL-MPC) 
strategy is applied to the free-radical polymerization of methyl methacrylate as 
described by the dimensionless equations (3.9). The nominal operating point and 
param eter values are given in Table 3.2. These values are taken from [3]. with the 
exception th a t /3 which has been changed from 3.25 to 1.3 to reflect a smaller heat 
transfer rate. The manipulated inputs are constrained as follows.
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Table 3.2: Polymerization reactor nominal operating conditions.
Variable Value Variable Value
k'd 1 .6 9 x l0 14 s~l Ed 30000
m o l
K 4-925* ll)5d f e E? 4353 M  m o l
k1K to 9.80x 10 mo]:s E t o
D d p 5 .871xl06 B 0.3635
D ad 3.6447xlOu 0 1.3
f 0.5 Cp °-4 irK
M W , 8 8 . 1 0  -S-r 
m o l
M W m 1 0 0 .1 1  -S-r 
m o l
M W i 2 4 2 2 3  J n Ps 901 f
Pm 939 f Pp 1 2 0 0  f
P 1038 f Q 0.2813 ^
V 900 L Tf 320 K
M fo A r mol 4.o T X [ f 1.286
X 2 f 0 ^3/ 0.01429
X 2c 0 Xl 0.593
X 2 0.75 ^3 0 . 0 1 2
X A 1.865
„ mol  , ,  „ mol , „
0 —  <  M f < 9 , 300 K  < T C< 440 K
Jj Lf
which correspond to  the following constraints on the dimensionless inputs:
0 <  ui <  2.0535, -0 .4 2  <  u2 <  2.571
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The tuning parameters for the FBL-MPC controller (3.23) and the param eter update  
law (3.16) are chosen as:
Q = I ,  R  =  51. S  = I,  -V =  2 0  (3.30)
T  = 0.02, A =  [0.4 0.4]t . q  =  20. 7  =  4000
The param eter estimator is initialized with 1L'(0) =  0. while the actual value is 
W { 0) =  10.132 x  10"8.
The estim ation of W  under open-loop conditions is shown in Figure 3.1. The 
inputs are initially set to the nominal values in Table 3.2. and then are changed to 
[1.286 0.1] at t  =  2 and [1.5 0.1] at r  =  5. The estim ate IT does not track the 
actual value during periods of rapid change caused by the input changes. However, 
the estim ate converges rapidly to the actual value once the initial spike decays. This 
will be shown to be adequate for the FBL-MPC strategy. While improved estim ates 
can be obtained using a higher adaptation gain 7 , modeling errors typically preclude 
the use of high gains. It is im portant to note tha t all controllers discussed in this
section use the same parameter update law and identical tuning parameters (when 
possible).
The FBL-MPC strategy is compared to standard feedback linearization using 
pole placement and no constraint compensation (FBL-PP). Tests for the FBL-PP 
controller are shown in Figures 3.2 and 3.3. The FBL-PP controller is tuned such
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Figure 3.1: Open-loop estimation of live polymer concentration.
tha t the dimensionless closed-loop time constant for each decoupled SISO loop is
0.2, which is approxim ately one-fifth the dominant open-loop tim e constant. This 
value of the closed-loop time constant gives very similar responses for the FB L-PP 
and FBL-MPC controller in the absence of constraints.
Figure 3.2 illustrates the inability of the FBL-PP controller to stabilize the nom­
inal operating point in the presence of constraints. The incorrect initial param eter 
value 1F (0 ) causes the coolant tem perature (u2) to encounter the lower constraint. 
The controller is unable to recover as the gel effect becomes prevalent, and the 
monomer concentration (u i) then saturates at its upper constraint. As a result, the 
outputs are unable to a tta in  the setpoints. Also shown in Figure 3.2 is the response 
of the FBL-PP controller in the absence of constraints. In this case, the pertu r­
bation is handled easily. It is im portant to note tha t the steady-state  input values 
required to achieve the setpoints are within the constraint region defined by (3.29).
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Figure 3.2: Nominal point stabilization (FBL-PP).
The only way we found to make the  controller stabilize the nominal point in the 
presence of constraints is to use tigh ter tuning such tha t the closed-loop system  is 
a t least twice as fast as the original case (i.e. the closed-loop tim e constants are 0 .1  
or less). Under such tuning, the constraints are barely encountered so the controller 
can recover from the initial perturbation.
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Figure 3.3: Sequence of setpoint changes (FBL-PP).
Figure 3.3 shows the response of the FBL-PP controller for a sequence of setpoint 
changes. At r  =  0 the setpoints are changed from the nominal values in Table 3.2 
to ysp =  [1.2 0.0865]t , and then changed again a t r  =  4 to ysp =  [0.31 1.06]r . 
The first setpoint corresponds to a  step change to a lower conversion while the 
second setpoint is a step change to a  higher conversion as compared to the nominal 
point. The outputs are unable to a tta in  the setpoints as a  result of the constraints.
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Also shown in Figure 3.3 is the FBL-PP response in the absence of constraints. 
In this case, the setpoint changes are tracked very effectively. As for the case of 
stabilization, the controller must be tuned much tighter to obtain stable responses 
under input constraints. Even under these conditions, the performance is highly 
degraded as compared to the FBL-MPC controller (see below) and even tighter 
tuning leads to complete failure. In particular, the "working region" of the FBL-PP 
controller corresponds to closed-loop time constants in the narrow range from 0.05 
to 0.1. This is unacceptably small for a practical application.
The ability of the FBL-MPC controller to stabilize the nominal operating point in 
the presence of constraints is shown in Figure 3.4. Despite the fact th a t constraints 
on both inputs are encountered, the FBL-MPC controller provides satisfactory per­
formance. Note tha t the estimate of the live polymer concentration (IT) converges 
rapidly to the true value. The closed-loop response for a sequence of setpoint changes 
with the FBL-MPC m ethod is shown in Figure 3.5. The setpoint changes are the 
same as those used in Figure 3.3. The outputs smoothly track the setpoints despite 
the fact tha t the input constraints are encountered. The estim ate of IT effectively 
tracks the true value.
To compare the FBL-MPC control strategy to other nonlinear constraint han­
dling techniques, a nonlinear anti-windup controller based on feedback lineariza­
tion (FBL-AW) [60] and a nonlinear model predictive controller (XM PC) [78] are 
designed. The nonlinear anti-windup design is presented in [60]. In the present
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Figure 3.4: Nominal point stabilization (FBL-MPC).
application, the multivariable anti-windup controller can be designed as two SISO 
anti-windup controllers because the decoupling m atrix  is diagonal. The linear an ti­
windup compensator has the following components:
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Qis+ao 0P(s)
0
Qi(*) (3.31)
0
a  1 5 + 7  
A s + l
Q15+QQ
0
Q*(*)
o Ql5-rQQ
where P(s)  is the feedback linearized model after pre-stabilization. Qi(s )  is the part
of the compensator which penalizes the error between the output and its setpoint. 
and Qzis)  is the part of the compensator which penalizes calculated input moves 
outside the constraints. It is easy to verify th a t these components satisfy all of the 
requirements for internal stability  as given by Zheng et. al. [128]. The anti-windup 
controller is tuned to give a similar response to the FBL-MPC controller in the 
absence of constraints for the test shown in Figure 3.6. The controller parameters 
are,
The param eter estimator for W  is tuned as for the FBL-PP and FBL-M PC con­
trollers.
a:i =  0.125, Qq =  1, 7  =  2, A =  0.15 (3.32)
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The nonlinear model predictive controller has the following objective function 
[78]:
JV -l
J  =  H  [v(k +  -  ysp{k)]TQ[y(k +  i|fc) -  ysp{k)} +
t= 0
[u(k +  i\k) — u{k + i — l|A:)]TS[u(A: +  i\k) — u(k + i — 1 |Ar)] (3.33)
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Figure 3.6: Setpoint change to higher conversion (FBL-AW).
with the tuning N  =  5, Q =  5, 5  =  0.125. To reduce com putation time, a
term inal constraint [78] which ensures nominal stability is not used. The param eter 
estim ator for W  is tuned the same as for the FBL-MPC controller.
Figures 3.6-3.8 show the response of the three nonlinear constraint handling 
techniques for a step change from the nominal values to ysp =  [0.31 1.06]r  at r  =  0 . 
This corresponds to a change to a high conversion compared to the nominal point. 
Figure 3.6 shows tha t the anti-windup controller fails completely despite the fact 
th a t it was tuned to give a similar response to the FBL-MPC controller (Figure 3.7)
 M onom er Feed C one.
 Coolant Tem perature
 M onom er Concentration
 R eactor Temperature
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Figure 3.7: Setpoint change to higher conversion (FBL-M PC).
in the absence of constraints. The anti-windup controller m ust be tuned to avoid the 
input constraints to achieve satisfactory setpoint tracking. However, it should be 
mentioned th a t the FBL-AYV controller did perform well in most of the other tests 
considered such as the setpoint sequence shown in Figure 3.5. Figure 3.7 shows 
th a t the FBL-MPC controller provides good performance despite encountering the 
constraints. Figure 3.8 shows the NMPC controller provides acceptable performance 
for this test. The m ajor shortcoming of the NMPC controller is the com putation 
time. For the tests shown in Figures 3.6-3.8, the com putation times on an IBM
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RS/6000 workstation running MATLAB are as follows: FBL-AW (3 min). FBL- 
MPC (35 min), NMPC (135 min). The most computationally efficient algorithm  is 
FBL-AVV, which has a  com putation time about one-tenth that of FBL-M PC. The 
computation tim e for NMPC is 3.8 times th a t of FBL-MPC.
The closed-loop response obtained with the FBL-MPC controller for a d istur­
bance in the reactor feed tem perature (x 2f) is shown in Figure 3.9. The value of 
X2f  is changed from its nominal value in Table 3.2 to 0.3 a t r  =  3. The disturbance 
is rejected effectively even though the coolant tem perature tem porarily saturates at
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its lower constraint. As before, the initial transient is due to the initialization error 
in W.  In this case the estim ate of W  is biased due to modeling error.
3.5 Summary and Conclusions
A nonlinear output feedback control strategy which explicitly accounts for input 
constraints has been developed for a multiple-input, multiple-output polymeriza­
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tion reactor. Input-output decoupling is used to obtain a linear model between the 
controlled outputs (monomer concentration and reactor tem perature) and a vector 
of new m anipulated inputs. Constraints on the m anipulated inputs (monomer feed 
concentration and  coolant tem perature) are m apped into the feedback linearized 
space using the decoupling control law, and linear model predictive control is applied 
to the resulting constrained linear system. The unmeasured live polymer concen­
tration is treated as an unknown param eter and estim ated on-line using a gradient 
update law. Excellent servo and regulatory performance has been dem onstrated 
via simulation. The proposed method offers superior performance to a  nonlinear 
anti-windup controller and significantly reduced com putational requirements to a 
nonlinear model predictive controller.
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Chapter 4
Feedback Linearizing Control of 
D iscrete-T im e N onlinear System s w ith  
Input Constraints
4.1 Introduction
While a variety of controller design and analysis techniques are available for con­
strained linear systems [17, 99, 105], significantly fewer results have appeared for 
feedback linearizable nonlinear systems subject to constraints. S tability of feedback 
linearized systems in the presence of input constraints has been analyzed [4. 6 . 92]. 
Most of these results are based on determ ining operating regions where the  closed- 
loop system will evolve such th a t constraints are not \io la ted . A simple modification 
of the basic feedback linearizing control (FLC) approach which accounts for input 
constraints involves applying linear anti-reset windup schemes to the feedback lin­
earized system [60]. The disadvantage of this approach is that input constraints 
are not considered explicitly as part of the controller design. Instead, the controller 
is combined with an anti-windup com pensator designed to minimize perform ance 
degradation caused by constraints.
Optimization-based design techniques such as nonlinear model predictive control 
(NMPC) [5, 75, 77] consider constraints explicitly by posing them as inequality con­
straints in the nonlinear program. The m ajor difficulty associated with the NMPC
81
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approach is the  solution of a nonlinear programming problem. It is very difficult to 
establish verifiable conditions which guarantee the existence of a feasible solution [l]. 
Convergence o f the iterative calculations required to  solve the optimization problem 
is another potential problem. The nonlinear program  is non-convex because the 
nonlinear model is posed as an equality constraint. Therefore, iterative algorithm s 
may converge to  a  local minimum, or even diverge. Moreover, large com putational 
effort may be required as the nonlinear program m ing problem must be resolved at 
each time step.
The sim ulation results of Chapters 2  and 3 m otivate a more theoretical analy­
sis of the FBL-M PC control strategy. It is im portan t to reemphasize th a t active 
constraints preclude feedback linearization in the trad itional sense. Constraint m ap­
ping yields a constrained linear system, which necessarily leads to a nonlinear control 
problem. O ur m otivation is tha t constrained linear controller design is much simpler 
than nonlinear controller design for the original system. Discretization represents 
an additional obstruction to exact feedback linearization [38]. Consequently, the 
combined FBL-M PC technique is difficult to analyze when applied to a continuous­
time nonlinear system. Some stability results based on the contraction m apping 
theorem have been presented for this case [8 6 ]. However, the applicability of these 
results is severely limited by the assumption th a t the overall closed-loop operator 
is a contraction. In this chapter, we develop and analyze a combined FBL-M PC 
strategy for discrete-time nonlinear systems with inpu t constraints.
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The remainder of the chapter is organized as follows. In Section 4.2. feedback 
linearization of unconstrained discrete-time nonlinear systems is reviewed. The com­
bined FLC-MPC technique for constrained discrete-time nonlinear systems is pre­
sented in Section 4.3. In Section 4.4, a detailed stability analysis of the proposed 
technique is conducted. Finally, a summary and conclusions are presented in Section 
4.5.
4.2 Unconstrained Nonlinear Systems
First we review the input-output linearization method for discrete-tim e nonlinear 
systems without input constraints as it is different from the approach for continuous 
systems discussed in C hapter 1 [71, 81, 8 8 ]. Controller design is based on the state- 
space model,
x (fc-F l) =  f[x{k).  u{k)} (4.1)
y(k) = fc[x(Ar)]
where x  is an n-dimensional s ta te  vector, u is a scalar input variable, and y  is a scalar 
ou tpu t variable. We assume w ithout loss of generality tha t /(0 ,0 )  =  /i(0) =  0. The 
relative degree (r) characterizes the effective time delay between the input (u) and 
the output (y). The value of the output a t time k + j .  1 <  j  < r. can be w ritten as.
y(k  + j )  =  / i ° / (j)[x(fc), u(£)] (4.2)
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where “o” is the composition operator and the function / (j) is defined recursively 
as:
f w [x{k), u{k)\ =  f[x{k),  u{k)\ (4.3)
f ^ [ x ( k ) , u ( k ) ]  =  f ^ ~ l)of[x(k) ,  u(k)]
The relative degree is formally defined as the smallest value of j  such that:
A
h o f ^ [ x ( k ) .  u(k)] #  0 (4.4)
The nonlinear state feedback tha t achieves input-output linearization is obtained
by solving the following nonlinear algebraic equation for u{k).
/ io / (r)[x(A:), u(k)] =  v(k) (4.5)
where v(k)  is a new input variable.
A ss u m p tio n  1  The nonlinear algebraic equation (4-5) has a unique solution.
u(k) =  >5[x(A:), v(k)}, ^ (0 .0 ) =  0 (4.6)
f or  all x(k)  € R n and all v(k)  6  R.
A necessary condition for Assumption 1 to hold is tha t the nonlinear system pos­
sesses a well defined relative degree throughout the state  space. Necessary and
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sufficient conditions under which the assumption is satisfied are presented elsewhere 
[106].
A ssu m p tio n  2  There exists a globally defined diffeomorphism [£T(k). r]T {k)} =  
$ r [:r(A:)], $ ( 0 ) =  0 , such that the nonlinear state feedback (4 -6 ) yields the normal 
form ,
£(k + 1 ) =  A£(k) + Bv{k)
r j ( k + l )  =  q[£{k),rj(k),v(k)] (4.7)
y(k) =  Cf(fc)
where the triplet (A, B . C ) is in Brunovsky canonical form  and  g(0 . 0 . 0 ) =  0 .
Sufficient conditions for the existence of a  local diffeomorphism are given in [81]: we 
have not found global results for the discrete-time case.
The normal form partitions the system into an r-dimensional linear part and 
an (n-r)-dim ensional nonlinear part. We invoke the following assum ptions on the 
nonlinear subsystem.
A ssu m p tio n  3 The function  q[€{k),T](k),v(k)] is globally Lipschitz with respect to 
£{k), r](k), and v(k).
A ssu m p tio n  4  The origin o f the zero dynamics g(k  +  1 ) =  f/[0 . g(k).  0 ] is globally 
exponentially stable.
Sufficient conditions under which Assumption 4 holds are presented in [110]. The
origin of the linear subsystem can be stabilized with the pole-placement control law.
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v (k) = - a r£r(k) -  a r- i£r- . i {k)  (*iZi(k) (4.8)
where the a t are adjustable controller parameters. In the continuous-time case, 
sufficient conditions under which FLC yields a globally stable closed-loop system are 
available [108]. The following theorem provides analogous conditions for discrete­
time nonlinear systems.
Theorem 1 I f  Assumptions 1~4 hold and the parameters a, are chosen such that
the roots o f the characteristic polynomial z r + a rzr~l -I I-or are contained inside
the unit circle, then x(k)  =  0  is a globally asymptotically stable fixed point o f the 
closed-loop system  comprised o f (4 .1 ), (4 -6 ), and (4 -8 ).
Proof: The norm al form (4.7) is globally defined by Assumptions 1 and 2. The 
linear state  feedback (4.8) yields a linear subsystem with characteristic polynomial 
zr +  a rz r~l +  • • • +  a i  [47]. Since this polynomial is stable by construction, it 
follows tha t limfc_,.oo£(£) =  0 and lim ^oo v{k) =  0. The nonlinear subsystem  can 
be rew ritten as,
T?(fc+1 ) =  <?[0 ,T7(fc),0 ] + q[S{k),T}{k),v{k)] -  q[Q.r}(k).Q]
= q[0,T](k),0}+p(k)  (4.9)
where limfc_HX3p(A:) =  0 because of Assumption 3 and the convergence of £(k) and 
v(k).  By Assumptions 3 and 4, it follows from Lemma 3 in Appendix A th a t the
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origin is a globally asymptotically stable fixed point of (4.9). The inverse transfor­
m ation x(k)  =  <5_1[f (&), 77(6 )] is globally defined by Assumption 2. Because asymp­
totic stability is preserved under diffeomorphism. it follows that limk^r^x i k )  =  0 . 
A
Assumptions 3 and 4 obviously are not required if the system is fully linearized 
(r =  n). It is im portant to note tha t Theorem 1 provides sufficient conditions for 
asymptotic stability, while analogous conditions for the continuous-time case ensure 
only bounded tracking [108].
4.3 Constrained Nonlinear Systems
We now present an input-output linearization strategy for discrete-time nonlinear 
systems subject to input constraints of the form.
u(k) < Umax (4.10)
where umin < 0 <  umax. As in the standard FLC, the first step in the controller 
design involves the application of the nonlinear state feedback (4.6) and nonlinear 
change of coordinates such tha t the normal form (4.7) is obtained. Instead of em­
ploying the pole-placement control law (4.8), the linear subsystem is stabilized with 
a linear model predictive controller (LMPC) [99] tha t provides explicit constraint 
handling. As discussed below, the key step is the transform ation of the actual input 
constraints into input constraints on the feedback linearized system.
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The LMPC controller results from the solution of the following open-loop optim al 
control problem.
min $(fc) =  '%2€T ( k + j \ k ) Q £ { k + j \ k ) + r v 2( k + j \ k ) + s [ u { k +  j \ k )  -  r { k  +  j  -  l|Ar) ]2
v j = 0
(4.11)
where r  >  0  and s > 0 are scalar tuning param eters, and Q  is a positive semidefinite 
tuning m atrix. The decision vector is V'(A|&) =  [u(A:|A:) • • • c ( k  +  .V — 1 1A:)]7', where 
N  is the control horizon. Inputs beyond the control horizon are set equal to zero: 
v ( k  +  j \ k )  =  0 for all j  >  N .  At each time step, the controller is initialized with 
the current state  measurement: £(k\ k)  =  [$t[a:(A:)] • • A state  feedback
control law is obtained by implementing only the first calculated input c {k)  =  r { k \ k ) .  
and then resolving the problem at the next time step with new state measurements 
x ( k  +  1 ). The actual input u(k)  is calculated from v { k )  via the FLC law (4.6).
The optim ization problem (4.11) is solved subject to input constraints of the 
form:
Vmin{k + j \ k )  <  v { k + j \ k )  < Vmax{k +  j \ k ) ,  0 <  j  <  X  — 1 (4.12)
As discussed below, it may be advantageous to impose the equality constraint:
Z(k + N \ k ) = 0  (4.13)
R eproduced  with perm ission of the copyright owner. Further reproduction prohibited without perm ission.
89
The resulting problem can be solved as a quadratic program  [85]. The input con­
straints (4.12) are determ ined by mapping the original constraints into the feedback 
linearized space using the  nonlinear equation (4.5).
Vmin{k + j \ k )  =  min hof^r)[x(k + j \ k ) .  u] (4.14)
Vmax(k + j \ k )  =  max h o /(r)[x(fc +  j \ k ) ,  u]
where umin < u < umax and x (k  +  j \k)  represents an estim ate of the future state 
vector x(k  +  j ) .  Given x (k  + j \ k )  these optim ization problems are easily solved 
because Assumption 1 implies th a t h o f ^ [ x , u \  is a monotonic function of u for all 
x.  However, future s ta te  estim ates are not available until the LM PC problem is 
solved, and the LMPC problem  cannot be solved until the constraints are specified. 
As a  result, when N  >  1 "exact” constraint mapping requires computationally 
intensive nonlinear program m ing [8 6 ] or iterative [90] solution m ethods. To avoid 
this, the constraint m apping implemented in Chapters 2 and 3 is also used here. The 
only difference is th a t the  model equations are iterated  with the estim ated input 
sequence,
V(k\k  -  1) =
- \T
v(k\k  — 1 ) ••• v(k + N  — 2\k — 1) 0 (4.15)
rather than piecewise in tegrated since we have a discrete-tim e system. This produces 
predicted state values x ( k + j \ k )  which are used in the constraint calculation (4.14).
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Two possible ways of initializing the constraint mapping algorithm  are: (i) ex­
tend the first constraint over the entire control horizon [43]; or ( i i ) employ a non­
linear program m ing or iterative solution scheme [8 6 , 90] a t the first tim e step only. 
The first m ethod is simple, while the second m ethod offers certain theoretical ad­
vantages (discussed below). In either case the first set of constraints. t'min{k\k) and 
vmax(k\k),  always map exactly to the actual constraints (4.10) since they are calcu­
lated using the current state  measurement. Recall tha t this property holds even if 
the feedback linearizing control law and the constraint mapping scheme utilize an 
estim ated value of the current state vector. Therefore, the implemented input u(k) 
necessarily satisfies the actual constraints (4.10).
An input sequence V(k[k)  is said to be feasible if all elements of the sequence 
remain w ithin the input constraints (4.12) and the sequence yields a finite value 
of the objective function <£(&). The input sequence also must satisfy the terminal 
constraint (4.13) when it is utilized. The LM PC problem (4.11) is said to be fea­
sible if there exists such a feasible input sequence. For constant input constraints, 
feasibility of an input sequence at k  implies feasibility of the same sequence at k 4-1 
[84]. This result is critical in proving closed-loop stability when LMPC is applied 
to a constrained linear system [99]. The feasibility property does not necessarily 
hold for the  proposed method because the input constraints are sta te  dependent. 
As discussed below, establishing conditions under which this property holds is the 
key step  in stability  analysis. In practice, the feasibility problem can be addressed
R eproduced  with perm ission of the copyright owner. Further reproduction prohibited without perm ission.
91
by dropping the constraints at the end of the horizon as discussed before in Chapter
1 . We have found th a t removing constraints on the final input usually is sufficient 
to achieve feasibility.
4.4 Stability Analysis
First closed-loop stability is analyzed when the combined FBL-M PC strategy is 
applied to an unconstrained nonlinear system. We show global asymptotic stability 
is achieved under the same assumptions invoked in Theorem 1 for FLC based on 
pole placement. The obvious advantage of the proposed m ethod is input constraints 
are considered explicitly in the calculation of the nonlinear sta te  feedback control 
law. Stability analysis for the constrained case is presented below. The following 
result holds if the term inal constraint (4.13) is not imposed.
T h e o re m  2 I f  Assumptions 1-4 hold and N  >  1. then x{k)  =  0  is a globally 
asymptotically stable fixed point o f the closed-loop system comprised of (4 -1)- (4 -6 )- 
and (4 -U)-
P ro o f: The LMPC problem (4.11) with >  1 is feasible V x(0) since the linear 
subsystem is stable and unconstrained. It follows from Lemma 2 in Appendix A that 
limfc_>0 0 ^(fc) =  0. From the proof of Theorem 1, it follows th a t lim*.-,.^ x{k) =  0 .
A slightly different result is obtained when the term inal constraint (4.13) is utilized.
T h e o re m  3 I f  Assumptions 1-4 hold and N  > r, then x{k)  =  0 is a globally 
asymptotically stable fixed point o f the closed-loop system comprised of (4 -1 )• (4 -6 ).
(4.11), and (4.13).
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P ro o f: The LMPC problem (4.11) and (4.13) is feasible V x(0) since the  pair (.4. B ) 
is controllable, N  > r, and the system is unconstrained. The result then follows 
from the proofs of Theorems 1 and 2.
Next we establish additional conditions which ensure the combined FBL-M PC 
strategy yields global asym ptotic stability when applied to a nonlinear system  with 
input constraints. The next assumption ensures tha t a feasible input sequence a t k 
can be constructed from the input sequence calculated at k — 1 .
A ssu m p tio n  5 The input sequence V(k \k  — 1) in (4-15) is feasible fo r  all k  > 1 .
The following result dem onstrates th a t the stability problem can be reduced to 
establishing conditions under which this assumption is satisfied.
T h e o re m  4  I f  Assumptions 1-5 hold and the LM PC problem is feasible at k  =  0 . 
then x(k)  =  0  is a globally asymptotically stable fixed point of the closed-loop system  
comprised o f (4-1), (4-6), (4-11), and (4-12).
P ro o f: The LMPC problem is feasible V A; >  0 because it is assumed to  be feasible 
a t k  =  0 and the input sequence V'(k\k — 1 ) is feasible V k > 1 by Assumption 5. Let 
the objective function obtained with V [ k \ k —1 ) be denoted ${k) .  The corresponding 
transformed inputs and transformed sta te  variables are denoted D(k + j \ k )  and 
<f(A: + j\k),  respectively. F irst we show the state variables f ( k  + j \k)  are identical to 
the state variables £(k + j \ k  — 1 ) obtained from the solution of the LM PC problem. 
The state vector £(fc|A: — 1) is calculated directly from the input v(k — 1 |A* — 1 ).
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while the s ta te  vector £(A:|A:) =  £(k) is obtained indirectly from the same input 
via the s ta te  feedback control law (4.6) and the nonlinear change of coordinates 
$ (x ). Because the original system (4.1) and the norm al form (4.7) are related by 
diffeomorphism (Assumption 2) and non-singular s ta te  feedback (Assumption 1 ). it 
follows th a t £(k\k — 1) =  £{k\k).  This implies th a t £ ( k + j \ k  — 1 ) =  £(k+  yjA:) V j  > 1 
since v(k  + j \ k  — 1) =  v(k + j \k)  V j  > 0.
Using this result, the objective function <&(k) can be expressed as follows:
$ (£ ) =  + j \ k )Q^(k  +  j \ k ) +  r v2{k + j \ k )  +
j =o
s [u(A: + j \ k )  — u(k + j  — 1 |A: ) ] 2
X
=  +  +  +  +  (4.16)
j=o
s [u(A: + j \ k  — 1 ) — v(k + j  — 1 |A; — l ) ] 2 
The objective function <$(k — 1 ) is:
DC
*&(k — 1 ) =  ^  ~ ^ { k  +  j  — 1 1A: — 1 )Q£(A: +  j  — 11Ar — 1 ) -f- r c “( A: 4- j  — 1 1A* — 1 ) -F 
j =o
s [v(k +  j  — 1|A: — 1) — v(k + j  — 2 \k — l ) ] 2 (4.17)
Optim ization a t k  yields an objective function <1>(A:) <  $(A;). Therefore:
${k)  -  $ { k  -  I) < $(k)  -  $ ( k  -  I) =  - Z T ( k -  l ) Q £ ( k -  1 ) -  (4.18)
rv2(k — 1) — s[u(A: — 1) — v{k — 2 ) ] 2
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Because Q > 0, r > 0, and s >  0, it follows that the sequence <f>(k) is non-increasing. 
The sequence also is bounded below by zero, therefore it converges. This requires 
tha t limfc-^oo *>(&) =  0, which implies limk^ac^{k)  =  0 since the m atrix  .4 in (4.7) 
is stable. From the proof of Theorem 1, it follows that l im t - ^  x{k)  =  0 under 
Assumptions 1-4.
When a single control move is employed (N  = 1 ). Assumption 5 is satisfied if 
v(k\k — 1 ) =  0 is a feasible input. It is interesting to note th a t the same condition is 
required to prove stability  of nonlinear anti-windup schemes using the circle criterion 
[60]. In this case, the condition ensures the existence of a well-defined conic sector 
which bounds the state-dependent input constraints. For the FBL-M PC m ethod, the 
condition ensures feasibility of a particular input sequence which allows Lyapunov 
stability results for constrained linear systems to be applied in a straightforward 
manner.
The remaining task is to determine sufficient conditions under which Assumption 
5 holds. This is a difficult problem because the transformed constraints are state  
dependent and the s ta te  variables used to calculate the constraints at k  — 1 and k 
generally axe different because the control horizon N  is finite. F irst we consider the 
limiting case where N  —» oc. An additional assumption concerning the initialization 
of the constraint m apping algorithm  is required.
A ssu m p tio n  6  The constraint mapping algorithm is initialized such that the trans­
formed constraints umin( j |0 ) and vmax( j |0 ) are exact fo r  all j  > 0 .
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This assumption means the transformed constraints map exactly to original con­
straints when the actual values of the state vector are utilized. For instance, when 
h o f ^ [ x , u ]  is a monotonically increasing function of u the assum ption implies.
Umin 0 1 0 )] =  Umax 0 1 0 ) 1  =  O max (4.19)
for all j  > 0. In theory, Assumption 6  can be satisfied by employing a nonlinear 
programming or iterative solution technique [8 6 . 90] at the first tim e step only. The 
following result provides sufficient conditions for feasibility of the sequence \ ' ( k \ k - l )  
when N  —y oc.
L e m m a  1  I f  Assumptions 1 . 2, and 6  hold and N  —)• oc. then the LMPC problem 
(4-U) yields a feasible input sequence V(k\k  — 1 ) fo r  all k > 1 .
The proof is presented in Appendix A. The practical im plication of Lemma 1 is 
that more accurate transformed constraints are obtained as the control horizon is 
increased and the constraint mapping algorithm is properly initialized. Our compu­
tational experience [69] indicates that there usually exists a finite .V such that the 
algorithm converges to the exact constraints and an asym ptotically stable closed- 
loop system is obtained.
As shown in the proof of Lemma 1 , special considerations are required to guaran­
tee feasibility of the final input (i.e. 0) in the sequence V(k\k  — 1 ). The final input is 
more likely to cause infeasibilities than the other inputs because it is not an element 
of the previous sequence V'(fc — l|fc — 1 ). This is supported by our com putational
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experience th a t infeasibilities usually can be resolved by removing constraints on 
the final input only. Thus, it is im portant to explore conditions under which this 
input is feasible independent of the other N  — 1 inputs. Furthermore, feasibility 
of the final input implies asym ptotic stability  for the N  =  1 case. We restrict this 
analysis to nonlinear systems which are completely linearizable (r = n).
A ss u m p tio n  7  There exists an output function y(k)  =  A[x(A)]. (0) =  0. and
globally defined diffeomorphism £{k) =  $[x(A;)], $ (0) =  0, such that the nonlinear
state feedback (4-6) with /i[x(A;)] =  /i[x(A:)] yields a completely linear system.
£{k + 1) =  A£(k)  + Bv{k)  (4.20)
y(k)  =  c m
where the triplet (A, B . C )  is in Brunovsky canonical form .
Sufficient conditions for a local solution to this problem are given in [8 8 ]: we are not 
aware of sim ilar results for the global case. The following assumption is required to 
ensure feasibility of the LMPC problem with term inal constraint (4.13).
A ss u m p tio n  8  For all ^ (k) there exists a feasible input sequence v(k\k)  v{X* —
11A:) such that £(k + iV*|A;) =  0.
This assum ption implies the LMPC controller can satisfy the terminal constraint 
(4.13) with any control horizon N  > N*. The following result provides sufficient 
conditions for feasibility of the final input in the sequence V(k\k  — 1 ) for the fully 
linearizable case.
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Lemma 2 I f  Assumptions 1, 1, and 8 hold and N  > iV*. then the LM PC problem 
(4-11) with terminal constraint (4-13) yields a feasible input v (k  +  .V — l|Ar) =  0 for 
all k  > 1 .
The proof is presented in Appendix A. The same conditions cannot be used to 
prove feasibility for partia lly  linearizable systems due to the presence of the zero 
dynamics. In this case, driving the transformed state  vector E,{k) to zero does not 
ensure the actual s ta te  vector x(k)  goes to zero by the end of the control horizon.
4.5 Summary and Conclusions
A feedback linearizing control strategy for discrete-time nonlinear systems subject 
to input constraints has been proposed. The actual constraints are transform ed into 
constraints on the input of the feedback linearized system. The constrained linear 
system is regulated w ith a  linear model predictive controller th a t provides explicit 
constraint com pensation. Stability analysis is difficult because the transform ed con­
straints are sta te  dependent. The main result dem onstrates the stability problem 
can be reduced to establishing conditions under which a particular input sequence is 
feasible. Some sufficient conditions which guarantee feasibility of this sequence have 
been presented. In addition, a new stability result for unconstrained discrete-time 
nonlinear systems which parallels a  well known continuous-time result was derived.
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Chapter 5
State and D isturbance Estim ation for 
Nonlinear System s Affine in the  
Unm easured Variables
5.1 Introduction
Most modern control strategies require full-state feedback in order to implement 
them . For instance, the FBL-MPC m ethod developed in the previous chapters na t­
urally requires measurements of all the system states. The polymerization reactor 
example was able to circumvent this issue by using the “trick" of param eter estim a­
tion and not explicit state  estim ation. The trouble with full-state feedback is tha t 
in many process applications, the entire state  vector cannot be measured on-line, 
and unmeasured state variables must be estim ated from available measurements to 
implement the controller. This requires the construction of a state  observer. Al­
though observer construction is straightforw ard for linear systems, it can present 
a challenging problem for nonlinear systems. Disturbance compensation can also 
be accomplished by obtaining on-line measurements for use in feed-forward control. 
However, it may be economically undesirable or infeasible to obtain these measure­
ments. Disturbances have been estim ated for linear systems such as the disturbance 
model used in the FBL-MPC technique, but few methods to account for disturbances 
in nonlinear systems have been explored.
98
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Several nonlinear process control strategies which use an  open-loop observer to 
reconstruct unmeasured state  variables have been proposed [25. 45]. Open-loop ob­
servers have several obvious disadvantages including: ( i ) the error dynamics cannot 
be altered; (ii) biased estimates may be obtained if the process has multiple steady 
states: and (Hi) unbounded estim ates may result for unstable processes. The design 
of closed-loop nonlinear observers is an active area of research, and a variety of tech­
niques are now available [13, 36, 65, 79, 87,126]. Several of these methods have been 
applied to nonlinear models of chemical processes [37. 57. 73]. However, available 
techniques suffer from at least one of the following shortcomings: (i) the underlying 
assumptions are restrictive and difficult to verify; (ii) the observer design procedure 
is complex; or (in) the com putational requirements are high. Consequently, there 
is considerable motivation to develop nonlinear observers which are easy to design 
and implement.
Input-output linearization provides a very computationally efficient means to 
enact nonlinear control. Unfortunately, unmeasured disturbances present a problem 
in th a t a linear input-output map is achieved only if disturbance variables satisfy 
a restrictive matching condition [55]. For single-input, single-output systems, the 
m atching condition requires th a t each disturbance has a less direct effect on the 
controlled output than does the m anipulated input. In many process applications, 
the m atching condition is not satisfied and exact linearization of the closed-loop 
system is not possible. As a result, input-output linearizing controllers can yield
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unacceptable performance and robustness [48]. Hence, it is im portan t to develop 
feedback linearizing controllers which provide more effective rejection of unmeasured 
disturbances. Improved disturbance rejection also could enhance the performance 
of other control techniques such as nonlinear model predictive control.
Several control strategies which attem pt to address the problem of unmatched 
disturbances have been proposed. Sliding mode control [22, 111] and almost d istur­
bance decoupling [74] techniques provide approximate disturbance decoupling, but 
require high gain feedback th a t is unacceptable in most process control applications. 
In robust nonlinear control strategies [10, 14], unmeasured disturbances are viewed 
as unmodeled, state-dependent perturbations. The controller is designed to handle 
a  large class of such perturbations, and therefore it tends to yield poor performance 
for any particular disturbance. If viewed as unknown, constant parameters, d istur­
bances can be estim ated on-line using nonlinear adaptive control methods [48. 108]. 
Although they can provide good performance, nonlinear adaptive controllers often 
are difficult to design and implement.
In this chapter, an alternative m ethod to estim ate unmeasured state  and dis­
turbance variables for a  specific class of nonlinear systems is proposed. The model 
form and some specific process examples are given in Section 5.2. The state and 
disturbance estim ation problems are considered in Sections 5.3 and 5.4. respectively. 
The combined state/d istu rbance estim ation problem is explored in Section 5.5. In 
each case, the nonlinear estim ation technique is compared to a linear estimation
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m ethod using a nonlinear model of a  fluidized bed reactor. Stability of the observer 
is discussed in Section 5.6. Finally, Section 5.7 provides a summary and conclusions.
5.2 Class of Nonlinear Systems
The state /d is tu rbance  estim ator design is based on the nonlinear state-space model.
x  =  f ( x ) + g { x ) u  + p(x)d  (5.1)
ym = C x
where x  is an  n-dimensional vector of sta te  variables, u and ym are the m anipulated 
input and m easured output vectors, respectively, and d is a g-dimensional vector 
of unm easured disturbances tha t are estim ated. The estimation techniques are 
developed for the single-input case, bu t they are easily extended to m ultiple-input 
systems. N ote th a t the model is affine with respect to the estim ated disturbances 
(d ), and the measured outputs (t/m) are assumed to be a linear com bination of 
the state variables (r) . It is assumed th a t ym is available continuously, or these 
m easurem ents have sampling times much less than the dominant time constant of 
the process such tha t they can be considered continuous. If this condition does not 
hold, then it may be necessary to design a  discrete-time nonlinear observer [82. 114]. 
The design o f nonlinear observers for sampled da ta  systems is not considered here.
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If only state  estim ation is considered, then the disturbance vector cl is assumed 
to remain constant, and the functions /(x ) ,  g(x), and p(x) are assumed to be affine 
w ith respect to the unmeasured sta te  variables:
/(* ) =  h{Vm) +  hiym)x
9{x) =  9\{.Vrn) + to[ym)x (5.2)
p (s )  =  P\{Um) + PlilJm)*
We denote the controlled output as y  =  h(x)  and assume y  depends only on mea­
sured signals: h(x) =  h(ym). The resulting system is affine with respect to the
unmeasured state  variables. Note th a t all bilinear models have this form. It should 
be mentioned tha t the factorization of the functions f ( x ) ,  g(x).  and p(x)  may not 
be unique. It is desirable to make fziym)-. £ 2 (ym)- and po(ym) as simple as possible 
to simplify the observer gain calculations.
In the case of disturbance estim ation alone, the entire sta te  vector is assumed 
to be measured (ym = x).  The disturbances are considered as unmeasured state 
variables and an observer is constructed for the following augmented model:
x  =  f ( x )  + g(x)u + p(x)d
d  =  0 (5.3)
V m  =  C x
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Although the estim ator design is based on the assumption of constant disturbances, 
the technique also is applicable to  systems with slowly varying disturbances. It also 
is possible to include a priori knowledge about the class of disturbances which will 
be encountered by using a different type of disturbance model. The basic observer 
design procedure will remain the same: however, the conditions for observability 
will change. The performance of the observer will depend on how closely the chosen 
model matches the actual disturbances. Which unmeasured disturbances are chosen 
to be estimated depends on the system to be controlled and the type of controller 
used. In the input-output linearization approach, disturbances that do not satisfy 
the matching condition are estim ated. The matching condition implies th a t the 
m anipulated input has a more “direct” effect on the controlled output than  does 
the disturbance. The concept of “directness” is formalized by introducing the rel­
ative degree r  of the manipulated input (u ) and the relative degree p, of the /-th 
disturbance (d,) [44]. The disturbance is said to satisfy the matching condition if 
Pi > r. Hence, each disturbance contained in the vector d has the property tha t 
Pi  <  r. If another technique such as nonlinear model predictive control is used, then 
knowledge of which disturbances cause the most deleterious effects determ ines the 
choice of the vector d.
In the case where both unmeasured sta te  and disturbance variables are estim ated, 
the functions f ( x )  and g(x) are assumed to be affine with respect to the unmeasured 
state  variables as in (5.2). Furthermore, the function p(x) is assumed to depend only
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on measured outputs: p(x)  =  p(ym). The resulting system is affine with respect to 
the unmeasured variables. VVe refer to this problem as disturbance estim ation under 
partial-state  feedback.
It is im portan t to note tha t the observer design procedures can be applied to 
nonlinear systems in which some of the unmeasured variables do not appear linearly. 
This is accomplished by linearizing the model only with respect to the unmeasured 
state and disturbance variables, thereby producing a state-affine model of the form 
required. This approach generally will provide a more accurate description of the 
nonlinear system  than traditional Jacobian linearization. We have used this tech­
nique to estim ate substrate concentration (which appears nonlinearly) in a nonlinear 
bioreactor model (see Chapter 6 ). It is, of course, preferable to measure as many 
“nonlinear” variables as possible.
5.2.1 Process Examples
Although the class of systems considered is restrictive, a number of chemical pro­
cesses have the affine form discussed above. For example, continuous stirred tank 
reactors (CSTR) which involve first-order kinetics yield model equations th a t are 
affine in the  reactor concentrations. Consider a CSTR with the irreversible reaction 
A B  given by the following equations [44],
f  \
C.A = ^ { C A f - C A) -  kae x p ( - — j C A
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where C \  is the concentration of reactant .4, T  is the reactor tem perature. Tc is 
the coolant tem perature, Ca} is the feed concentration, Tj is the feed tem perature. 
qc is the coolant flow rate, and TCf is the coolant feed tem perature. Usually, the 
variable to be controlled is reactor tem perature (y  =  T) while the m anipulated 
input is chosen as the coolant flow rate (u = qc). If the reactor tem perature is 
measured (ym = T ), then the reactor concentration Ca and the disturbances cl =  
[C a { Tf TC{\T appear linearly. S tate  and disturbance estimation for this reaction 
system is discussed in [6 6 ].
As a  second example, consider a fluidized bed reactor (FBR) in which the oxi­
dation of benzene to  maleic anhydride and carbon oxides takes place [93]:
This system has been described by a simple two phase model under the assum ption 
of a perfectly mixed dense phase. The resulting dimensionless equations are as
Benzene Maleic Anhydride
\
Carbon Oxides
follows [8 ],
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^1 — a l(^l ~  ^l) +  02(^2 — ^l) +  ^[^/■A^rl'sL^l) +
k3fA .Hr3^3 (Xi)]x3 +  d3A:2y A / / r2<F> (x 1)x'-l
± 2  = Cl + 0 2 bi(xi — X2 ) + b2 (do ~  Xo)u (5.5)
± 3  =  a4 (d3 -  x 3) -  a5 [kif^i(xi)  +  fo/S^xO] x 3
x 4 =  a4(d4 - X 4 )  + a 5 [k if & M x s  -  A fc/fc^i)^]
where x L is the dimeasionless reactor tem perature. x2 is the dirnensionless wall tem­
perature. X3 is the dirnensionless benzene mole fraction. x 4 is the dirnensionless 
maleic anhydride mole fraction, u is the dirnensionless coolant flow rate. d t rep­
resents the inlet reactor tem perature, d2 represents the inlet coolant tem perature. 
d3 represents the inlet benzene mole fraction, and dA represents the inlet maleic 
anhydride mole fraction. The reaction rate expressions are described as:
A full description of the dirnensionless variables and parameter values can be found 
in [61]. The controlled output usually is chosen as the reactor tem perature (y =  x t ). 
If reactor tem perature is measured, all the other state variables (x2. x 3. x.() appear 
linearly. In addition, all the disturbance variables (d i-d4) appear linearly, thus
(5.6)
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making the FBR system an ideal candidate for the proposed method. The simulation 
studies performed in subsequent sections are based on this FBR model.
5.2.2 Related Work
It should be noted th a t the design of observers and output feedback controllers 
for the class of systems described above has been explored elsewhere. Praly [96] 
designs an output feedback controller using a Lyapunov technique which necessi­
tates the inclusion of a strong detectability condition as well as growth conditions 
on the Lyapunov function candidate. Pomet et. al. [94] design a Lyapunov-based 
output feedback controller, but do not explicitly consider the problem of observer 
design. Gibon-Fargeot et. al. [37] propose a  nonlinear observer which resembles the 
linear Kalman filter. Although the design yields a stable observer, a potentially 
com putational expensive calculation is required to determine the observer gains. 
As compared to these techniques, the proposed method offers several im portant 
advantages including: (i) technical assumptions such as persistent excitation and 
Lipschitz continuity are not required; and (ii) the design procedure is similar to th a t 
employed for linear systems, thus making the observer easy to construct, implement, 
and tune.
5.3 State Estimation
First we consider the estim ation of unmeasured state variables only (i.e. d istur­
bances are not considered). Estim ates of the state variables are generated by a
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nonlinear closed-loop observer. In this section, we present the basic observer design 
procedure, discuss the observability of the affine model, and propose two methods 
to calculate the nonlinear observer gain. To simplify the subsequent analysis, the 
model consisting of (5.1) and (5.2) is rewritten as.
x  =  a{u ,ym)x  +  3 { u ,y m) (5.7)
Vm = C x
where a(u,  ym) =  fiiVm) + to.{Vm)u and 3{u, ym) =  f i { y m) +  gi{ym)u.
5.3.1 Basic Design Procedure
The objective of the observer design is to exactly linearize the estimation error 
dynamics in the sense described below. The observer is chosen to have the form.
x  =  a(u ,y m)x +  3(u. ym) +  k{u, ym)[ym -  Cx] (5.S)
where k (u , ym) is an n x m  nonlinear observer gain m atrix  which depends only on 
the m anipulated input and the measured outputs. By defining the estimation error 
as e =  x  — x ,  it is easy to show that the observer error dynamics are:
e =  [q(u, ym) -  k (u , ym)C]e =  -40 (u, ym)e (5.9)
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Note tha t the error dynamics resulting from a linear observer are obtained if the 
model (5.7) is linear (a ( u , ym) =  A, 3(u, ym) = bu) and the observer gain is constant 
(k ( u , y ) =  k).  The objective is to design the gain k ( u . y m) such th a t the m atrix 
A 0(u,ym) has specified eigenvalues th a t are invariant w ith respect to  u and yrn. The 
existence and com putation of such an observer gain are discussed below.
The proposed approach is considerably less demanding than  alternative observer 
design techniques based on exact linearization of the error dynamics [55. 65]. In 
these methods, additional assum ptions are required to guarantee the existence of 
the observer and the construction of the necessary coordinate transform ations often 
is intractable. Consequently, the proposed method is applicable to a larger class of 
process control systems. On the other hand, our technique is restricted to nonlinear 
models which are affine in the unmeasured state variables and it is more difficult to 
prove stability  (see Section 5.6).
5.3.2 Observability
The existence of observer gains which achieve the desired objective is related to the 
observability' of the nonlinear system. The nonlinear system (5.1) without input is 
locally observable [50] at the point x  if the following m atrix  has rank n when x  = x.
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W0(x) =
^ L f h m ( x )
(5.10)
§-x L }~ lhm{x)
where hm{x) is the (possibly nonlinear) output measurement map. By analogy to 
the linear case, W 0(x) is called the nonlinear observability matrix. If the system 
is observable for all x  in a set S,  then we say th a t the system is observable on 
the set S .  The system with input is considerably more difficult to analyze because 
an input u(t)  can cause two different initial conditions to produce identical output 
trajectories. In this case, we say tha t u(i) is a singular input [37].
By trea ting  u and ym as known signals, the nonlinear observability m atrix for
(5.7) can be written as:
C
IT o(u, ?/m) —
Ca(u,  ym)
(5.11)
C a n l (u ,ym)
If the system  remains a t rest (u(i) =  u ,y m(t) =  ym), the observability m atrix i r o 
is independent of time, and the nonlinear system is globally observable if and only 
if W0{u, ym) is full rank. For the general time-varying case, the nonlinear system  is 
locally observable a t the point (u , y m) if and only if W 0(u ,ym) has rank n. In most
R eproduced with perm ission of the copyright owner. Further reproduction prohibited without perm ission.
I l l
cases, observability cannot be checked a priori since values of u(t) and ym(t) are not 
known.
5.3.3 Calculation of the Observer Gain
Recall th a t the nonlinear observer (5.8) yields the error dynamics (5.9). We seek 
a nonlinear observer gain k{u ,ym) which allows the spectrum  of A 0{u .ym) to be 
assigned arbitrarily. The spectrum  should be invariant with respect to u and yrn to 
guarantee certain stability  properties of the observer (see Section 5.6). If the system 
is time invariant, these properties can be achieved if and only if W 0(ii .ym) is full 
rank. In the general time-varying case, the spectrum is assignable if and only if 
Wa(u, ym) is full rank for all (u. ym) in the compact set in which the system evolves.
Assuming the nonlinear system is observable, the remaining problem is to cal­
culate the observer gain. If the model is low dimensional, the gain often can be 
determined analytically by setting the characteristic polynomial of the error dy­
namics (5.9) equal to a desired polynomial.
det[A/  -F k{u, ym)C  -  a(u, ym)\ =  An +  7 n-iAn~l H h ~ 0 (5.12)
where the 7 ,- are observer tuning parameters chosen to make the polynomial Hurwitz. 
This method is used in most of the subsequent simulation examples. However, 
an analytical solution is difficult to obtain for higher dimensional systems. An 
alternative approach is to calculate the gain at each sampling instant by solving 
(5.12) using the current values of u and ym. As compared to the analytical technique.
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this m ethod is com putationally expensive since a linear observer design problem 
must be solved a t each sampling instant. This approach is dem onstrated when 
simultaneous sta te  and disturbance estim ation is considered.
In order to simplify the gain calculation, it may be possible to reduce the order 
of the observer by eliminating a subset of the state equations when forming the 
affine model. The reduced-order observer still utilizes all available measurements 
when possible, but only uses the chosen subset of measured outputs to form the 
estim ation error. This order reduction is dem onstrated in the following simulation 
example.
5.3.4 Simulation Exam ple
The proposed sta te  estim ation technique is evaluated using the fluidized bed reactor 
model (5.5). Nominal param eters and initial conditions for the model are given 
in Tables 5.1 and 5.2. respectively. Since disturbances are not considered in this 
example, the term  p(x)d  can be incorporated into f ( x )  in the modpl pquation (5.1). 
N o n lin e a r  C o n tro lle r  D e sig n
The objective is to control reactor tem perature (xi) with the coolant flow rate  (u). It 
is easy to verify tha t the relative degree r  =  2 : therefore, the input-output linearizing 
controller has the following form [55]:
_  v ~  L jh jx )  
u L gL f h{x) )
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Tab e 5.1: Param eter values for fluidized bed reactor model.
Param eter Value Param eter Value
Pm 19.1172 by 12.0169
Pi 1.1626 b2 0.1388
& 0.6747 Cl 0.2646
$2 1.1626 A tfrl 1.5165e+06
a x 0.0014 A H r2 1.1521e+06
0-2 0 .0 1 Atfra 2.6885e+06
<23 0.0005457 k lf 0.1186e-04
0.6265 k2f 0.0525e-04
O-o 12847 kzf 0.0509e-04
T* 33.1115 K y * 2
F* 1 m3/.s Tf 633 K
The “new” input v is chosen as [44],
v = —^ L fh ( x )  -  ^ ( y  -  ya) +  ^  J  (ysp -  y)dr  (5.14)
where ysp is the setpoint, y0 is the nominal value of the output, and e > 0  is the 
controller tuning param eter. Explicit expressions for the Lie derivatives L j h { x )  and 
L g L f h ( x )  can be found in [8 ].
Full-state feedback is required to implement the control law. If any s ta te  variables 
are unm easured, then an observer is used to provide estimates of those variables for 
the controller. The resulting control law can be represented as.
v -  L2f h{ym,x )
u = t t ui *T” (°-10)L/gLt/ x)
where the design of v is modified accordingly. The controller param eter is chosen 
as e =  1 0  s. Saturation  constraints are imposed on the input to keep it w ithin the 
physically meaningful range (0-1). However, no constraint handling technique, such
R eproduced  with perm ission of the copyright owner. Further reproduction prohibited without perm ission.
114
Table 5.2: Nominal values for the fluidized bed reactor model.
Physical Variable Nominal Value Dimensionless Variable
Bed Tem perature (Tr) 703.175 K =  (Tr -  T f ) / T •
Wall Tem perature (Tw) 572.437 K x 2 =  (Tw -  T f ) / T *
Benzene Mole Fraction (ybz) 0.47686 *3 =  Vb:/y*
Maleic Anhydride Mole 
Fraction (yma) 0.76672 x* =  yma/y*
Inlet Reactor Tem perature (Tr0) 633 K d, = (Tr0 -  7»/r
Inlet Coolant Tem perature (Tc0) 303 K d2 = (TcO -  Tf)/T*
Inlet Benzene Mole Fraction (2/&zo) 2 d3 = ybzo/iT
Inlet Maleic Anhydride 
Mole Fraction (yma0) 0 d-i — ymao/ !J
Coolant Flow R ate (Fc) 0.65437 m3/s a = F J F *
as the hybrid FBL-M PC technique developed in previous chapters, is used in the 
simulations th a t follow.
Nonlinear Observer Design
We consider the problem of estimating the benzene mole fraction (x;i) and the 
maleic anhydride mole fraction ( r 4) from measurements of reactor tem perature (x t ) 
and wall tem perature (x2). A reduced-order observer is obtained by basing the 
estimation error on the reactor tem perature only. It is im portant to note that the 
measurement of the wall tem perature is used elsewhere (i.e. in the controller and 
observer equations), but it is not used to drive the observer. The order reduction is 
realized by effectively eliminating the x 2 state  equation. T hat is. the state vector of 
the observer is defined as:
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x  =
X i
i s
Xi
(5.16)
The x 2 state equation can be eliminated because it offers no additional information 
beyond what the Xi s ta te  equation provides. Working from the fluidized bed reactor 
model (5.5), the m atrices in the observer (5.8) are as follows:
3{u,ym) =
C  =
Um —
0 a3[kifAHri^i(xi) +  k3fAHr^ 3(xi)] a3k2fAHr2^2(xi) 
0 - c i i -as iki fZi ix^ + kzfZzixi)] 0
0 a . ^ / f i ^ t )  - a 4 -
a i(d i — xi) +  a2{x2 — x t )
aid.3
Q-idi
(5.17
1 0  0  
Xi
X2
Note tha t the matrices are not a function of the input due to the elimination of 
the x 2 state equation. It is easy to show by the tests discussed above tha t the 
reduced-order system is locally observable around the nominal values given in Table 
2  and, therefore, yield a locally exponentially stable observer (see Section 5.6). The
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nonlinear observer gains are calculated analytically by equating the characteristic 
polynom ial of the error dynamics to the characteristic polynomial A3 +'v>A2 + 7 i A+~;0. 
where the  7 are chosen to give roots a t r  =  [ — 1 —1 .1  —1.05]. These poles are 
chosen such th a t the dominant time constant of the observer is much faster than  the 
controller tim e constant. Distinct roots are used to allow a more direct comparison 
w ith the linear observer described below. The gain m atrix k(u. ijm) calculated for 
the nonlinear observer is shown in Appendix B.
The nonlinear observer design procedure is analogous to that used for linear 
system s [2 0 ] and maintains the com putational simplicity of its linear counterpart. 
Therefore, it is meaningful to compare the proposed observer and a conventional 
linear observer. The linear observer is designed by linearizing the nonlinear model 
(via Jacobian approximation) at the nominal operating point shown in Tables 5.1 
and 5.2. An order reduction is performed as in the  nonlinear case. Specifically, the 
wall tem perature measurement is treated as an  additional measured input rather 
than  a  s ta te  variable. The MATLAB routine PLACE is used to calculate the gains 
of the linear observer. This routine does not allow pole multiplicities greater than  
the num ber of outputs; thus, the poles are chosen to have distinct values: r = 
[ - 1  -1 .1  -1 .05 ].
Sim ulation Results
The open-loop responses of the linear and nonlinear observers to an initial condition 
error are shown in Figure 5.1. The initial error is +0.1 for the benzene mole fraction
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Figure 5.1: Open-loop responses to an initial condition error.
and -0.2 for the maleic anhydride mole fraction. The responses are comparable 
for the benzene estimates, bu t slightly better estimates of maleic anhydride mole 
fraction are obtained with the nonlinear observer. Figure 5.2 shows results for 
the same initial condition error with a - 0 . 1  change in coolant flow rate  at t =  0 . 
The estim ates of the linear observer do not converge to the true values since the 
system  moves from the region where the linear model is valid. Note the large 
error produced by the linear observer for the maleic anhydride mole fraction. The 
nonlinear observer, however, rapidly converges to the true values.
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Figure 5.2: Open-loop responses to an initial condition error and an input change.
Closed-loop responses of the observer/controller combinations are shown in Fig­
ures 5.3 and 5.4. Stabilization of the nominal point in the presence of a + 0 . 1  initial 
condition error in the benzene mole fraction and a - 0 . 2  initial condition error in 
the maleic anhydride mole fraction is shown in Figure 5.3. Reactor tem perature is 
effectively controlled with the controller utilizing the nonlinear observer. The re­
sponse of the controller utilizing the linear observer is oscillatory, but convergence to 
the desired setpoint eventually is achieved. However, the state estimates produced 
by the linear observer are much less accurate despite the small changes in reactor
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Figure 5.3: Closed-loop stabilization in the presence of an  initial condition error.
tem perature. The error in the  maleic anhydride mole fraction is especially large, 
indicating the possibility of problems for more severe tests such as setpoint or dis­
turbance changes. On the o ther hand, the nonlinear observer quickly converges to 
the true values, thus yielding an  output th a t only slightly deviates from the setpoint.
The responses of the observer/controller combinations to a +33 Iv setpoint 
change and the same initial condition errors as in the previous test are shown in
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Figure 5.4. The response obtained when the controller has full-state feedback also 
is shown. The nonlinear observer yields an output response almost identical to tha t 
in the full-state feedback case. When the linear observer is employed, the closed- 
loop system is unstable due to the input encountering the saturation constraints. 
This behavior is attributable to the poor estim ates produced by the linear observer 
which, in turn, is a result of the linear model used for observer design.
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5.4 Disturbance Estimation
Now we consider the estim ation of unmeasured disturbances under full-state feed­
back. T he disturbances are treated as unm easured sta te  variables and estim ated 
using a  nonlinear observer designed for the augmented system (5.3). The design is 
simplified considerably by exploiting the affine structure of the augmented system.
5.4.1 B asic Design Procedure
As in the s ta te  estimation problem, it is convenient to rewrite the augmented system 
to simplify the development of the observer. The model (5.3) can be w ritten as.
i  =  &(u.ym)z  + 3 ( u ,y m) (5.18)
Dm — Cz
where 2  is the (n-F?)-dimensional vector of augm ented sta te  variables defined as:
(5.19)
Because we are considering full-state feedback (ym =  x), the matrices in (5.18) are:
a ( y m) =
0 p ( y m) 
0  0
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/ ( 2 / m )  + 9 ( V m ) u
P(u ,ym) (5.20)
0
C In 0
The nonlinear observer for the augmented system (5.18) is constructed as.
where z  denotes the estim ated state  vector and A: is a nonlinear observer gain matrix 
tha t depends only on measurable signals (u, ym). If the estimation error is defined 
as e = z — z, then the observer error dynamics can be written as:
As before, the objective is to design the observer gain k(u. ym) such th a t the matrix
sion of the augmented system does not necessarily determine the complexity of the 
observer design problem. Under full-state feedback, a number of chemical process 
systems have a special form, or can be put into this form by order reduction, such 
tha t the observer gains can be more readily determined analytically. This is dis­
cussed in Section 5.4.3.
d (u , ym)z +  3{u, ym) +  k(u, ym)(ym - C z ) (5.21)
(5.22)
A0(u ,ym) has arbitrary, constant eigenvalues. It should be noted th a t the dimen-
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5.4.2 Observability
We seek to determine conditions under which the eigenvalues of the m atrix A 0(u. ym) 
can be placed arbitrarily. As expected, the conditions are related to the observability 
of the augmented nonlinear system (5.18)-(5.20). The augmented system is locally 
observable at the point x  if the nonlinear observability matrix iro(x) has full rank 
at x  =  x  (i.e. rank(WQ) =  n +  q) [55]. Treating u and ym as known signals, the 
observability m atrix assumes the following form in this case:
In 0
o p(ljm)
W 0(Vm) =  0 0  (5.23)
0  0
Since p(ym) €  ?R.nxq, it follows tha t the observability matrix is full rank if and only 
if p(ym) has rank q. A necessary condition for this to hold is tha t n > q. Hence, the 
number of estim ated disturbances cannot exceed the number of state variables. In 
general, Wa is an implicit function of time, and the system is locally observable at 
the point ym if and only if p(ym) has rank q. The system is observable on a set S  if 
p(ym) has rank q for all ym 6  S.
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5.4.3 Reduced-Order Observer
The full-order observer presented above uses all the s ta te  equations of the augmented 
system. As a result, the observer has dimension n+q. It is possible to construct a 
reduced-order observer if the number of sta te  variables (n) is stric tly  greater than 
the number of estim ated disturbances (q). Using observability argum ents, it is easy 
to show that the minimal order possible is 2q. Under full-state feedback, the order 
reduction allows the error m atrix  to be partitioned as.
. 4 0 ( i i ,  Urn)  — (5.24)
A i i ( u , < / m ) A 1 2 { u - y m )
A .2 1  (  U ,  Urn )  . 4 o 2  (  U .  Urn)
where each matrix is square. For some systems this block structu re  greatly 
simplifies the calculation of the observer gain m atrix, as discussed below.
The order reduction is performed by using a subset of the process sta te  vector 
to form the augmented s ta te  vector,
x 2
w =
Xi
d
where we have assumed, w ithout loss of generality, th a t the first I s ta te  variables 
are chosen. The reduced-order augmented system is represented as,
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w = a{u, ym)w +  0 (u, ym) (5.25)
Vm — Cw
where w  €  3? /+ 9  and the “w” is used to denote submatrices of the full-order matrices 
in (5.18). The matrices in (5.25) have the following form for the full-state feedback 
case {ym = x):
a{u , ym) =
C  =
0 p ( i j m )  
0  0
f i i l m )  T  
0
h  0
(5.26)
Observability of the reduced-order augmented system can be checked using the 
m ethods presented earlier. More precisely, the observability test determ ines whether 
a particular order reduction is valid. It follows tha t the system is observable if and 
only if the reduced-order m atrix p(ym) has rank q. This result indicates th a t it is 
always possible to perform an order reduction under full-state feedback as long as 
n > q and the original system is observable. If p{ym) has rank q then an / x q
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(q < I < n) subm atrix of p(ym) w ith rank q can be extracted. The reduced-order 
system is formed based on this subm atrix  of p.
There is a particular class of systems tha t admits an order reduction such tha t 
the observer gain calculation is simplified considerably. This is possible when p(ym) 
is either an upper or lower triangular m atrix. By choosing particular elements of 
the gain m atrix k (u ,y m), the m atrix  A 0 (u, ym) has the following form when p{ym) 
is upper triangular,
k i (u ,y m)
2 / m )
h  0
-blKu
0
-kr
0
0  P u
0
0
0
P \q
Pqq
0
=  -\[{u .yrn)
(5.27)
where the dependence of the m atrix  elements on u and ym has been om itted for 
convenience. The following property of m atrix determinants is very useful for this
system:
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If T  =
A B
C  D
of equal dimension j ,  then:
with A, B , C, D  all upper or lower triangular matrices
f ' \ f ' f \
=  det
a a bn 0-22 622 ajj bn
det • • • det
\ Cll du \ 0-22 1
Tl
"o' I \ . Cjj djj /
Because the m atrix X I  — M  has this special form, it follows that:
det(XI  — AI) — (A2 +  &[iA +  Pii^Ti.)(A2 -t- k ^ X  +  P2 2 -^-m)
By factoring the desired polynomial into quadratics, the observer gains are easily 
calculated by equating the corresponding coefficients. Note th a t there is considerable 
freedom as to which roots are assigned to which gains.
A nother potential disadvantage of the full-order observer is that unmeasured 
disturbances th a t would be decoupled by a standard  input-output linearizing con­
troller may no longer be decoupled due to interactions between the controller and 
the estim ator. In the full-state feedback case, it may be possible to perform the 
order reduction such tha t n-q of these disturbances remain decoupled despite the 
introduction of the estimator.
5.4.4 Sim ulation Example
The proposed disturbance estimation technique is evaluated using the fluidized bed 
reactor model. The input-output linearizing control law based on the augmented 
model (5.18) is the same as tha t derived in the case of sta te  estimation since con­
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stant disturbances are assumed. The implementation of the controller, however, is 
different because full-state feedback is used, and disturbance estim ates generated by 
the nonlinear observer are used directly in the control law.
Nonlinear Observer Design
We estim ate the inlet reactor tem perature (di) and inlet benzene mole fraction (d:i) 
from the available s ta te  measurements. If the entire process sta te  vector is used to 
drive the observer, then the m atrix p(ym) in (5.20) is.
PiVm) =
a i 0
0 0
0 a 4
0 0
(5.28)
It is clear tha t estim ates of di and d3 can be generated by using only the and x 3 
state equations. T hat is. by choosing the reduced state vector tr as.
w = (5.29)
Xi 
*3
di
^3
a reduced-order observer can be constructed with the reduced-order disturbance 
matrix:
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p ( y m ) =
ai 0
0  a4
(5.30)
By u tilizing only the diagonal elements of the gain matrices ki(u. ym) and k->(y. y m )- 
the error dynam ics of the reduced-order system can be put into the special form
(5.27), thus m aking the calculation of the  observer gains almost trivial. In this case, 
the gain m atrix  is,
k (u ,y m) =
k lKl l 0 — (r l +  ro) 0
0 &22 0 — ( r  3 +  f'-t)
kr 0 r  i r?  ai 0
0 k222 0
(5.31)
where the r t are the desired poles of the error dynamics. For the simulation studies in 
this section, the  poles are chosen as r  =  [— 1 —1 .1  —1.05 —1.15]. As before, the reason 
for the choice of distinct values is to conform to the design of the linear observer so 
th a t a more direct comparison is possible. It is interesting to note that, in this case, 
the error dynam ics (5.22) depend on constant matrices. Therefore, placement of the 
eigenvalues in the open left-half plane guarantees global exponential stability. In 
general, this condition does not hold and  stability  of the observer requires stronger 
conditions (see Section 5.6).
For the sake of comparison, a linear estim ator is designed using a linear model 
obtained via Jacobian approximation of the reduced-order augmented model (5.25)-
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(5.26) a t the nominal operating point. The poles of the estim ator are placed at 
r  =  [ -1  - 1 .1  -1 .0 5  -1 .15].
Simulation Results
Figures S.5-5.6 compare the disturbance rejection performance of three alternative 
control schemes, all of which utilize the input-output linearizing controller. The 
control systems differ only w ith respect to the type of disturbance estim ator used. 
The three schemes considered use: (i) a nonlinear estimator: ( ii) a linear estima­
tor; and (m) no estim ator. Figure 5.5 shows closed-loop responses for disturbances 
which are explicitly estim ated. A -33.1 K change in the inlet reactor tem perature 
occurs a t t =  1 0  s, followed by a + 0 .2  change in the inlet benzene mole fraction 
a t t =  50 s. Each of the controller/estim ator combinations handle the inlet re­
actor tem perature disturbance quite easily. However, the control system with the 
nonlinear disturbance estim ator clearly outperforms the other schemes for the inlet 
concentration change as a  result of improved disturbance estimates. The responses 
of the controller/estim ator combinations to a +66.2 K change in the inlet coolant 
tem perature are shown in Figure 5.6. It is im portant to note tha t this disturbance 
is not measured or estim ated. While all three estimators produce good responses, 
this test indicates tha t the nonlinear estim ator has some desirable robustness char­
acteristics.
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Figure 5.5: Closed-loop responses for a change in an estim ated disturbance.
5.5 State/Disturbance Estimation
Finally, we consider simultaneous estim ation of state variables and unmeasured 
disturbances which appear linearly in the process model. This case is referred to as 
“partial-state feedback” since it is assumed that some subset of the s ta te  variables 
is directly measurable (or inferred from measurements). The augmented system can 
be written as (5.18) with the matrices having the form:
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Figure 5.6: Closed-loop responses for a change in an unestim ated disturbance.
a ( u ,ym) =
M V m )  + 92{ ym) u  p { y m) 
0  0
a { u .y m) p{ym) 
0  0
f \ {Vm)  + 9 l ( y m ) u -- P ( u . y m )
0 0
C  = C  0
(5.32)
Assuming the system is observable, the observer is constructed as in the previous 
section on disturbance estim ation, thereby yielding the error dynamics (5.22). The 
gain calculation also is performed as before.
5.5.1 Observability
Observability of the augm ented system (5.18) and (5.32) is guaranteed locally at 
the point (u , ym) if and only if the following conditions hold: (i) the original system
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without disturbances is observable a t (u ,y m): and (ii) the following m atrix  is full 
rank {i.e. has rank n+q):
a { u ,y m) p{ym)
(5.33)
C 0
This result can be proven using s tandard  rank condition tests [20]. which require 
th a t the following m atrix is full rank  for all values of the variable A:
The first condition guarantees th a t the first column of (5.34) has rank n. This means 
an additional q independent columns must be obtained from the second column, 
which is ensured if A is nonzero. The second condition is needed to guarantee a to ta l 
of {n+q) independent columns if A =  0. It is obvious that a necessary condition 
for the second condition to be true is th a t the m atrix  p{ym) has rank q. Thus, the 
num ber of measured state variables must be greater than or equal to the num ber of 
disturbances th a t are estimated.
5.5.2 Reduced-Order Observer
Note th a t the full-order observer has dimension n+q. It may be possible to construct 
a  reduced-order observer if the num ber of measured outputs (m) is s tric tly  greater
a {u ,y m) - \ I n p{yTn)
0 (5.34)
C 0
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than  the number of estim ated disturbances (q). In this case, it can be shown that 
the minimal order possible is 2q + n — m .  Assuming tha t I state variables are chosen 
to form the closed-loop observer, the reduced-order augmented system is represented 
by (5.25) where the matrices have the following form:
d ( u ,ym) =
0 (u ,ym) =
C  =
h{Vm) + h (V m )u  p(ym) 
0  0
f i(ym ) + 9 i{ym)u 
0
C  0
a'(u.ym) p(ljm) 
0  0
(5.35)
The is used to denote submatrices of the full-order matrices in (5.32).
In the partial-state feedback case, it cannot be guaranteed tha t an order reduc­
tion can be performed such tha t the reduced-order system is observable. The re­
quirements for observability are: (i ) the reduced-order system without disturbances 
must be observable; and (ii) the following m atrix must have full rank l+q:
(5.36)
Thus, the first step is to perform the reduction such that the reduced-order system 
without disturbances is observable. The next step is to check the observability of 
the reduced-order system with disturbances. This procedure is dem onstrated below.
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5.5.3 Simulation Example
The proposed method for simultaneous estim ation of unmeasured sta te  and dis­
turbances variables is evaluated using the fluidized bed reactor model (5.5). The 
input-output linearizing controller design is the same as tha t described in Section 
5.3.4. The only difference is tha t disturbance estimates are utilized directly in the 
control law.
Nonlinear Observer Design
Consider the problem of constructing estim ates of the unmeasured sta te  variables 
(x3, x4) and disturbances (eh, d3) from the measured outputs (xL. x2). The resulting 
augmented system is observable if the following m atrix is full rank:
0 0 a 3 [ k i f ^ H r i £ i ( x i )  -F  Ar3/ A / f r 3 ^ 3 ( x  1)] 0 3 A:2y-\./ ifr2 £ 2 ( x I ) a t 0
0 0 0 0 0 0
0 0 —a 4 — a 5 [ A q / f i ( x i )  +  ^ / ^ ( ^ i ) ] 0 0 a .  1
0 0 a s h / S I M — a 4 X 4 — 0 . 5k-2f ^-2{x  1 ) 0 0
1 0 0 0 0 0
0 1 0 0 0 0
(5.37)
It is obvious tha t the m atrix is rank deficient and. therefore, the augmented system 
is unobservable. However, the system th a t results when x3, x4, and d3 are estim ated 
is observable based on the techniques described above. These three variables can
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be estim ated with a reduced-order observer which utilizes only to drive the error 
dynamics. This is possible because the x 2 s ta te  equation does not provide new 
information on the estim ated variables. The x 2 measurement, however, is used 
elsewhere in the observer.
The order reduction is performed by defining the following sta te  vector:
w =
X i
^3
X 4
(5.38)
This gives the following matrices for design of the reduced-order observer (5.35):
a  =
0  =
0
0 —a4 - a 5 [A:1/^ l (x l)-fA:3/^3(x1)]
0 a5kif i^(xi)
0  0
a i(d t — x t ) +  a2 (x2 — x t )
0
0 3  k>fA.Hr ) ^ 2  (x i ) 0
0  «4
-a4 x 4 — a5 A2/^ 2 ( x i ) 0
0  0
0
C  = 1 0  0 0 (5.39)
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The nonlinear observer gains are calculated at each tim e step  using the MATLAB 
linear pole-placement algorithm  PLACE. The poles are placed a t r  =  [— 1 —1 .1  — 
1.05 —1.15]. This approach is simple to implement, but it is com putationally 
expensive as compared to the analytical method described earlier.
It is im portant to note th a t if nonlinear observer design is not possible because 
of structural unobservability, then linear observer design also will not be possible. 
This is a consequence of the nonlinear observability tests reducing to the linear case 
when dealing with a  linear model [55]. Consequently, the linear observer is designed 
based on the Jacobian linearization of the reduced-order system  described above. 
The observer poles are placed in the same locations as the nonlinear observer poles.
Simulation Results
We compare three control systems, each of which uses the input-output linearizing 
controller. The first system uses the nonlinear observer to provide sta te  and distur­
bance estimates, while the second system uses the linear observer for simultaneous 
sta te  and disturbance estim ation. The third system uses the nonlinear observer to 
provide state estimates, but disturbance estimation is not attem pted .
The responses of the three closed-loop systems to a sim ultaneous initial condi­
tion error and disturbance are shown in Figures 5.7 and 5.8. The initial condition 
error is + 0 . 1  in the benzene mole fraction and - 0 . 2  in the maleic anhydride mole 
fraction, while the disturbance is a + 0 . 2  change in the inlet benzene mole fraction 
a t t  =  0. As discussed below, the response obtained with the nonlinear observer
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w ithout disturbance estimation is not shown in this case. The nonlinear observer 
with disturbance estimation produces a vastly superior response as compared to the 
linear observer (Figure 5.7). This behavior is attributable  to the nonlinear observer 
producing more accurate state and disturbance estim ates (Figure 5.8). which allows 
the closed-loop system to avoid input constraints. The saturation constraints cause 
the undesirable response shown for the linear observer. The response of the closed- 
loop system  utilizing a nonlinear observer only for state  estimation is not shown 
because it is even worse than the response obtained with the linear observer. For in-
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stance, the linear observer with disturbance estim ation yields oscillations around 790 
K while the nonlinear observer without disturbance estim ation produces oscillations 
a t a  higher value of approximately 900 K.
In Figure 5.9, the three control systems are subjected to a +33.1 change in 
the  inlet reactor tem perature a t t =  1 0  s in addition to the same initial condition 
error used in the previous test. It is im portant to  note th a t this disturbance is 
not measured or estimated. The inputs generated by the control systems which 
utilize the linear observer with disturbance estim ation and the nonlinear observer
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w ithout disturbance estimation encounter the saturation  constraints, resulting in
poor performance. By contrast, the nonlinear observer with disturbance estimation
easily handles the disturbance. The estim ates are not shown since all the observers.
whether linear or nonlinear, necessarily yield biased predictions. This test indicates
the proposed method has some reasonable robustness to plant/m odel mismatch.
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5.6 Stability of the Nonlinear Observer
The simulation results presented in the  previous sections dem onstrate tha t the pro­
posed estim ation technique can lead to  excellent closed-loop performance. We now 
investigate the stability of the nonlinear observer. More precisely, conditions under 
which the error dynamics given by (5.9) are stable around the zero steady state  
are explored. The results can be extended to disturbance estimation and combined 
state/d istu rbance estimation in a  straightforward manner. We are mainly concerned 
about stability under a  constant input, although the results can be extended to a 
time-varying input if observability is retained. We assume that the nonlinear system 
is observable, which allows the observer gain m atrix k(u. ym) to be chosen such that 
the m atrix A 0 {u,ym) has constant eigenvalues with negative real part.
The first result dem onstrates th a t the observer (5.8) is stable in a  small region 
around a nominal point.
T h e o re m  1  The zero steady state o f  the observer error dynamics (5.9) is locally 
stable at any point (u ,ym) where the nonlinear system (5.7) is observable.
The proof follows by examination of the error dynamics e =  A 0 (u. ym)e obtained by 
linearizing around the point (u, y, e) =  (u, ym, 0). The observer design guarantees 
th a t A|/l0 (fZ, ym)\ < 0, which yields local exponential stability. There are counterex­
amples [62, 113] that show the eigenvalue condition on A 0 (u, ym) is not sufficient to 
ensure global stability of the error dynamics. Therefore, additional assumptions are 
required to guarantee stability in a larger operating region.
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The next result uses the theory of slowly varying systems to extend the region 
of stability.
T h e o re m  2 I f  the following conditions hold:
1. ym is slowly varying.
2. A 0(y') is continuously differentiable in y'.
3. A 0(y') is bounded for all y'.
4 - J ^ A 0(y') is bounded for all y’.
5. The nonlinear system (5.7) is observable, 
then the zero steady state o f (5.9) is exponentially stable.
The proof of Theorem 2 follows directly from Lemma 5.12 and Example 5.13 in [62] 
and the fact that the eigenvalues of A 0{y') are chosen to lie in the open left-half plane 
for every y'. Global exponential stability is achieved if the conditions hold globally. 
If the conditions hold in some region, then exponential stability is guaranteed only 
if the system evolves within tha t region. It should be noted tha t for many chemical 
processes, the system outputs evolve only within a finite region {e.g. tem perature 
does not escape to infinity). Thus, condition (2) will imply conditions (3) and (4) 
since a continuous function of bounded variables is itself bounded.
To use Theorem 2, it is necessary to characterize when ym is "slowly varying." 
A bound on ym is found by constructing the following Lyapunov function based on 
the linear, “frozen” system [62],
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V  =  x TP{y ')x
where y' is a "frozen point” of the  system. One of the properties of the "frozen” 
m atrix P(y') is th a t its derivative with respect to y' is bounded:
< c
By taking the derivative of V  w ith respect to time and determining the conditions 
required for negative definiteness, it can be shown tha t ym must be stric tly  less than 
A This condition, unfortunately, is difficult to verify in practice.
O ther stability results are potentially applicable. For example, the error dynam­
ics are globally exponentially stable if the m atrix .4+.4r  has eigenvalues tha t remain 
in the open left-half plane [113]. Unfortunately, this result is not particularly useful 
because it is difficult (and sometimes impossible) to design the observer gain m atrix 
k such that the condition is satisfied. Additional stability theorems for linear time- 
varying systems can be found in [41, 42]. However, the conditions imposed usually 
are very difficult to verify, especially for high-dimensional systems.
5.7 Summary and Conclusions
A state  and disturbance estim ation technique for an im portant class of nonlinear 
systems has been proposed. By considering unmeasured disturbances as additional
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sta te  variables, a nonlinear closed-loop observer is designed to provide estim ates of 
unmeasured state  and disturbance variables. The approach is restricted to process 
models in which the unmeasured variables appear (or can be made to appear) in 
an affine manner. This class of models includes all bilinear systems, as well as a 
number of chemical reaction processes. The design of full-order and reduced-order 
observers was discussed, and the  stability  of the nonlinear observer was analyzed. 
The proposed technique was shown to provide significantly improved open-loop and 
closed-loop performance as compared to linear methods when applied to a fluidized 
bed reactor model.
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Chapter 6
Nonlinear Control o f C om petitive  
M ixed-C ulture Bioreactors via Specific 
Cell A dhesion
6.1 Introduction
This chapter is the first of two chapters to apply feedback linearization techniques 
to new systems. The current application is that of a continuous mixed-culture 
bioreactor. This system requires not only compensation for nonlinear dynamics, 
but also state estim ation and time-delay compensation. The solution to the m ajor 
problem of s ta te  estim ation and time-delay compensation is found through use of 
the observer construction detailed in Chapter 5.
Mixed-culture ferm entations are more versatile than pure culture ferm entations 
because they can use more complex substrates and generate a wider range of prod­
ucts than pure cultures. The com petition between two cell populations for a com­
mon limiting substrate is the case of greatest practical interest. In a continuous 
bioreactor, the steady sta te  corresponding to the coexistence of the two populations 
generally is unstable because the two cell types have different growth rates [103]. 
As a  result, the population with the larger growth rate eventually dom inates the 
reactor.
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If the two populations can be separated, a recycle stream  enriched in the slower 
growing cells can be used to alter the population balance. Specific cell adhesion can 
provide a very selective method for separating even closely related cell populations 
[51]. By stabilizing the coexistence steady state in this manner, environmental pa­
ram eters such as the dilution ra te  and the inlet substrate concentration are available 
for optimization of reactor productivity. Experimental studies have shown tha t an 
open-loop control strategy based on specific cell adhesion can temporarily enhance 
the fraction of slower growing cells [104]. However, an open-loop controller cannot 
actually stabilize the unstable coexistence steady sta te  in the presence of external 
disturbances.
In this chapter, a nonlinear control strategy for mixed-culture bioreactors con­
taining two cell populations which differ in their adhesion properties is developed. 
The technique allows direct control of the fraction of each cell type in the reactor. 
Nonlinear controller and observer design is based on a continuous dynamic model 
th a t neglects periodic operation of the recycle loop. A particularly novel feature 
of the control scheme is the use of the sampling interval during which material is 
removed from the reactor as the m anipulated input.
The remainder of the chapter is organized as follows. A brief introduction to 
competitive mixed-culture bioreactors and existing control techniques is given in 
Section 6.2. In Section 6.3, the dynamic models used to design and evaluate the 
nonlinear control scheme are presented. The design and implementation of the
R eproduced  with perm ission of the copyright owner. Further reproduction prohibited without perm ission.
147
control strategy are discussed in Section 6.4. Section 6.5 contains a simulation study 
which demonstrates the performance and robustness of the proposed technique. 
Finally, Section 6 . 6  presents a summary and some conclusions.
6.2 Competitive Mixed-Culture Bioreactors
The most common type of competitive mixed-culture fermentation involves the pro­
duction of two cell populations from a common growth limiting substrate. When 
grown in a continuous tank  reactor, such mixed cultures exhibit four steady states 
which correspond to: (i) the presence of the first population only: ( ii) the presence 
of the second population only: (Hi) the coexistence of both  populations: and ( iv) the 
presence of neither population (i.e. washout). The desired operating point in many 
applications is the coexistence steady state. However, this steady state is unstable 
under most conditions due to the populations having different growth rates [9]. As 
a result, the faster growing population eventually dom inates the reactor.
Two general approaches for stabilizing the coexistence steady state have been 
proposed. In the first approach [9, 31], an environmental param eter such as dilution 
rate is m anipulated to establish operating conditions where the growth rates are 
equal. This m ethod has several disadvantages including: (i) the growth rates must 
be equal a t some reactor condition; (ii) a particular ratio of the two populations 
may be impossible to obtain; and (in) the input variable is not available to optimize 
reactor productivity. An alternate approach is to indirectly manipulate the residence 
times of the cell populations. This can be achieved by removing a stream  from the
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reactor, separating the two populations, and recycling slower growing cells back to 
the reactor [91]. This m ethod has been used to develop open-loop control strategies 
in which cell populations are separated due to differences in size [30] or flocculation 
properties [29].
As com pared to other separation techniques, specific cell adhesion provides a very 
selective m ethod to separate even closely related cell populations [51. 103]. Adhesion 
is mediated by interactions between an immobilized ligand on the adhesion surface 
and a receptor on the outer surface of the adhering cell [51]. The form ation of 
ligand-receptor bonds usually is highly specific, therefore only the cell population 
tha t expresses a complimentary receptor for the immobilized ligand adheres to the 
surface. Thus, cells th a t are otherwise very similar can be separated as long as they 
differ in the expression or functioning of an outer surface receptor. Specific cell 
adhesion can be used to increase the effective residence time of slower growing cells 
in competitive mixed-culture bioreactors. A stream  is periodically removed from 
the reactor and  separated in an adhesion column. The slower growing population 
is returned to  the reactor, while faster growing cells are discarded. The appropriate 
amount of m aterial to be removed from the reactor during each separation cycle 
depends on the  difference between the two growth rates, which in turn depends on 
the current s ta te  of the reactor.
The use of specific cell adhesion to control a  mixed-culture bioreactor containing 
two strains o f Escherichia coli (E . coli) has been investigated by Roos and Hjortso
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Figure 6 .1 : Open-loop control of cell population fractions [104].
[104]. The two strains of E. coli used in the investigation differ in the expression of an 
outer surface transport protein lamB  which displays a binding specificity for starch. 
This property is used to selectively remove faster growing cells from the reactor by 
adhesion to a starch/Sepharose support. Slower growing cells, which do not adhere 
to the support, are recycled to the reactor. A stream  is removed from the reactor and 
sent to the adhesion column every 30 m inutes to allow sufficient time to complete 
the separation cycle. As shown in Figure 6.1 [104], the recycle loop increases the 
fraction of slower growing cells as com pared to the case without recycle. It is found 
th a t near perfect separation of the cell populations can be achieved a t a  particular 
flow rate. Moreover, separation efficiency is largely unaffected by the period of time 
the stream  is passed through the separation column provided tha t saturation  is not 
reached. This is demonstrated in Figure 6.2 [104], which shows the fraction of cells
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Figure 6 .2 : Effect of pulse time on cell adhesion [104].
adhering to the support as a function of the stream  removal time {i.e. pulse tim e). 
Note th a t the  measured values are within experimental error of the actual value 
(0.31) for each value of the removal time.
adhesion to control cell populations in competitive mixed-culture bioreactors. How­
ever. the results in Figure 6.1 suggest th a t the coexistence steady state may never 
be reached due to insufficient recycling of slower growing cells. More im portantly, 
the proposed open-loop control strategy cannot actually stabilize the unstable co­
existence steady state  in the presence of external disturbances.
In this chapter, a nonlinear feedback control strategy based on specific cell adhe­
sion for a general class of mixed-culture bioreactors is proposed. Controller design 
is challenging not only due to the unstable process dynamics, but also because the
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recycle loop must be operated periodically with stream removal at a particular flow 
rate which yields optim al separation. As a result, the standard approach of chang­
ing the m anipulated input a t predetermined, fixed intervals of time is not feasible. 
Instead, we use the sampling interval during which material is removed from the 
reactor as the m anipulated input.
6.3 Dynamic Modeling
Dynamic models of a competitive mixed-culture bioreactor in which specific cell 
adhesion is utilized to separate and selectively recycle the slower growing cell popu­
lation are derived. Modeling is complicated by the periodic operation of the  recycle 
loop, which is required to regenerate the adhesion column after each sample is pro­
cessed. The two dynamic models derived differ according to their complexity and 
ultim ate use. The first model includes a  detailed description of the periodic op­
eration of the recycle loop and serves as the “process" in closed-loop simulations. 
This model is referred to  as the detailed model. The second model assumes continu­
ous operation of the recycle loop and is used for nonlinear controller and estim ator 
design. This model is referred to as the simplified model.
6.3.1 D etailed M odel
The development of the detailed model is based on the experimental system of Roos 
and Hjortso [104]. This model explicitly accounts for periodic operation of the recy­
cle loop. For the case where the faster growing cells preferentially adhere, a complete
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separation cycle involves the following steps (along with the approxim ate tim e re­
quired for each) [104]: (z) continuous removal of cells from the reactor (variable 
time); (ii) washing non-adhering cells through the column (5 min): (m ) recycling 
non-adhering cells to the  reactor ( 1 0  min): and (iv) elution of adhering cells from the 
column (12 min). A schematic depicting the recycle operation is given in Figure 6.3. 
Because the last three steps require a fixed time r  to complete, the first step must 
be completed within the time A t  — r  to maintain a constant separation cycle time 
A t.  In addition, a minimum am ount of m aterial must be extracted from the reactor 
during each separation cycle to allow on-line measurements of the cell concentrations 
(see Section 6.4.1). Therefore, the period of time that cells can be removed from 
the reactor (A tr) is constrained. As discussed in Section 6.4.1. A t r serves as the 
manipulated input for the nonlinear controller design. For the experim ental system 
described by Roos and Hjortso [104], steps {ii)-(iv) require 27 m inutes to complete 
and a minimum removal tim e of three minutes is necessary to acquire enough ma­
terial to obtain accurate ceil measurements. Therefore, to m aintain  a 45 minute 
separation cycle the input must be constrained as: 3 min <  A t r <  18 min.
The differential equations comprising the detailed model are presented in Ap­
pendix C. It is assumed th a t cell growth within the column is negligible as this 
greatly simplifies model development. This assumption is justified because the av­
erage residence time of cells in the adhesion column is significantly less than  tha t in 
the reactor. A simple m ethod which essentially “counts” the am ount of cells drawn
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Figure 6.3: Recycle loop operation.
into the column during each separation cycle is used to determine the m agnitude 
of the pulse of slower growing cells introduced into the reactor in step (Hi) of the 
recycle operation. Included in the model are separation efficiencies a  and .3 which 
represent the fraction of slower growing cells entering the column that are recycled 
to the reactor and the fraction of faster growing cells entering the column th a t are 
discarded as waste, respectively. Perfect separation corresponds to a  =  .3 =  1 . Sub-
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Figure 6.4: Mixed-culture bioreactor.
strate concentration variations within the column are described by modeling the 
column as a simple stirred  tank.
6.3.2 Simplified M odel
The simplified model is derived from Figure 6.4, which depicts a competitive mixed- 
culture bioreactor combined with an adhesion column th a t allows continuous sepa­
ration of the cell populations. A nonlinear state-space model is derived from mass 
balances,
yd§  =  - [ F i + Fw + ( l - a ) F , ] X  + V fjilX  
F “ 77 =  — [Fi +  Fw +  (3FS]Y  +  V (6 -1 )
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where: X ,  Y ,  and S  are the reactor concentrations of slower growing cells, faster 
growing cells, and substrate, respectively; 5, and S w are the substrate concentrations 
of the feed stream  and the stream used to wash non-adhering cells through the 
column, respectively; V  is the reactor volume; and and I 2 are yield param eters. 
The specific growth rates are modeled using simple Monod kinetics.
..m ax  c  ..m ax c
" l  0  r 2 0  tc
V“\ ry- 1 C  ’ I ' < Q ( 6 - - )A l + S  A2 +  S
where i^r[iax and AT, are kinetic parameters. The parameters q  and J  are the sep­
aration efficiencies as described above. The continuous flow rates (F,. F ,. Fw) are 
determined by averaging the actual flow rates over the separation cycle. The flow 
rate of the stream  removed from the reactor (Fs) is utilized as a "fictitious" ma­
nipulated input in the subsequent controller design. As discussed below, the value 
calculated a t each time step is used to determ ine the actual implemented input A tr .
6.4 Nonlinear Control Strategy
6.4.1 Controller Design
The simplified dynamic model (6.1)-(6.2) is used to design a nonlinear controller tha t 
stabilizes the desired coexistence steady state. Initially, controller design is based 
on two assumptions: (i) on-line measurements of the state variables (A'. V.  S)  are 
available; and (ii) the measurements are undelayed. These assumptions usually are
R eproduced  with perm ission of the copyright owner. Further reproduction prohibited without perm ission.
156
not satisfied in practice. On-line measurements of the cell concentrations (A \ i ')  
can be obtained from a spectrom eter after the cell populations are separated  [104]. 
Because this inform ation cannot be utilized by the controller until the s ta r t of the 
next separation cycle, the cell concentration measurements have an effective delay 
of one sampling period (45 min). Expensive analytical instrum ents are required 
to obtain on-line measurements of the substrate concentration (S). Consequently, 
we assume th a t this variable must be estim ated from available measurem ents. As 
discussed in Section 6.4.2, these assumptions are relaxed by constructing a nonlinear 
observer which generates one-time-delav-ahead estimates of the three concentrations 
from delayed measurements of the cell concentrations.
The controlled ou tpu t (y ) is chosen as the fraction of slower growing cells in the 
reactor. This allows any desired ratio of the two cell populations to be specified 
in terms of a setpoint. The m anipulated input (u) is more difficult to choose be­
cause the recycle loop must be operated periodically to allow regeneration of the 
adhesion column. The underlying objective is to manipulate the num ber of faster 
growing cells removed from the reactor. Thus, the continuous flow rate of the stream  
removed from the reactor (Fs) can be employed as the m anipulated input for con­
troller design. However, periodic operation of the recycle loop must be addressed 
to actually implement  the resulting control moves. By defining the s ta te  vector as 
x  =  [X Y  S]r , the simplified model can be written as,
x  =  f ( x ) + g ( x ) u  (6.3)
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where:
y  =  h{x)
F . + f v
V'
f i x )  = F,+Fw
V
_ - •£3 ) +
1—a  
~ y ~ x l
9(z)  = to . h ( x )  =
0
+  yiXi
Xi
X i  +  x 2
(6.4)
Nonlinear controller design is based on input-output linearization. The simplified 
model has relative degree one. Therefore, the linearizing control law is.
u =
v — Ljh( x )  
L gh{x)
(6.5)
where the Lie derivatives are:
Lfh( x )  =  
Lgh{x) =
Xi
V ( x t + x 2 ) 2
1
V(xi  + x 2 ) 2
[—(Fi +  F w)xi  +  Vfi i{xi  +  x 2) -  I '/i2x 2 
[(1 — a)(x! -I- x 2)xi +  3xix2]
( 6 .6 )
The design of the input v is discussed below.
The periodic nature of the recycle loop is handled by "approximating" the contin­
uous control moves Fs(t) with implementable f low rate pulses. This is accomplished
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by determ ining the removal period A tr tha t results in the same am ount of material 
being extracted from the reactor as that obtained from the discretized version of the 
continuous control law. Note tha t this approach is consistent with the requirement 
that m aterial be extracted from the reactor at a constant, optim al flow rate. The 
resulting control law is,
Afr(*At) = (6 .7)
” s
where: A t  is the time required to complete an entire separation cycle (45 minutes): 
A t r(kAt)  is the sampling interval during which m aterial is removed from the reactor
during the A>th separation cycle: and F* is the optim al flow rate of this stream
(180 m l/h). The signal u(kAt )  is computed from the discretized version of the 
continuous control law (6.5), which involves state variables tha t are delayed (xi.x-j) 
or unmeasured (£3 ). Therefore, the actual state variables x ( kA t )  are replaced by 
their one-time-delay-ahead predictions x(kAt )  produced by the nonlinear observer 
derived in Section 6.4.2. This yields a discretized version of the linearizing control 
law (6 .0 ):
u(kAi)  -  ~  Lf h(x{kAt ) )
u{kAt) ~ — ZTMidAoj—  (6-8)
The continuous input u(f) is designed as,
rt-At
v =  My*p -  y) +  k0 / (ysp ~  y )dr  (6.9)J 0
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where ysp is the setpoint and the A:, are controller tuning param eters chosen such
th a t the polynomial s2 + kis  +  k0 is Hurwitz. The integral term  is included to
remove offset in the presence of p lant/m odel mismatch. Note tha t the  upper limit 
of the integral is t  — A t  ra ther than  the usual value t. This modification allows 
actual measurements, rather than  predicted values, to be used in the integral. The 
signal v (kAt )  is obtained by discretizing the continuous input c(t) using the one­
time-delay-ahead prediction of the output as necessary. The result is.
v(kAt )  = {/,•[(& -  l)Af] +  k i {e ( k± t )  -  e[{k -  1 )A£]} +  A;0 Afe[(A: -  l)A f] (6.10)
where Vi[(k — l)At] is the value of v used to calculate the input u[(k — l)A f] tha t is 
actually implemented, and:
e{kAt)  =  ysp(kAt )  -  y{kAt)  ( 6 . 11 )
e(A-Ai) =  ysp(kAt )  -  y{kAt)
The signal u,[(A: — 1)A£] is used to include anti-windup compensation [89] in the 
nonlinear controller. Recall th a t the implemented input must be constrained as 3 
min <  A tT < 18 min to ensure accurate cell concentration measurements and to 
allow sufficient time for regeneration of the adhesion column. Although not shown 
here, input constraints seriously degrade closed-loop performance if anti-windup
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compensation is not included in the controller. Therefore. V i [ ( k — l)A t] is calculated 
from (6.7) and (6.8) as follows,
Ui[(A:—l)A t] =  L / h  ( x [(& — l)A t])+Z,s /i (£[(fc — l)A t])
A t ri[ ( k - l ) A t ] F ;  
A t
( 6 . 12 )
where A tr,[(A: — l)A t] is the implemented removal time, which necessarily satisfies 
the constraints.
6.4.2 Observer D esign
Design of the nonlinear observer that provides one-time-delay-ahead predictions of 
the measured cell concentrations and the unmeasured substrate  concentration is now 
discussed. Applying standard  observability tests to the simplified model [20. 55]. it 
is easy to show tha t th e  substrate concentration is observable from measurements 
of the cell concentrations. The observer design uses the technique developed for 
nonlinear systems which are affine in the unmeasured s ta te  variables discussed in 
C hapter 5. Note th a t the unmeasured substrate concentration (x3) appears nonlin- 
early in the simplified model (6.1)—(6.2) due to the form of the specific growth rates 
(^i>^2 )- A state-affine model is obtained by linearizing the growth rates about the  
most recent estim ate of the substrate concentration.
^i(x3) =  m ( x 3) +
dx 3
(x3 - x 3) (6.13)
* 3 = X 3
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where x 3 =  i 3[(& — l)A t]. In this case, we obtain a bilinear model which can be 
represented as a state-affine nonlinear system of the form.
x  =  a ( u , y m, x 3)x + 3(u . ym. x 3) 
1 0 0 
0 1 0
(6.14)
Urn — x = Cx
where ym represents the measured cell concentrations. The nonlinear functions a 
and ,3 are shown in Appendix C. Below we discuss two methods for construct­
ing the observer from the s ta te  affine model (6.14). The first m ethod is based on 
discretization of a continuous-time observer, while the second m ethod is based on ex­
plicit discretization of the continuous-time model followed by discrete-time observer 
design.
M ethod 1 -  Observer Discretization
In this method, a continuous-time nonlinear observer is constructed and then dis­
cretized by assuming tha t the measured outputs and the sta te  estim ates are approx­
imately constant over the separation cycle. The continuous time observer based on 
(6.14) is [67],
x  = a {u , ym, x 3)x + 3 (u , ym, x 3) + L( u , ym, x 3 )[ym -  Cx] (6.15)
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where L(u, ym, x 3) is an observer gain m atrix that depends only on available signals. 
If the estim ation error is defined as e =  x  — x,  the observer yields the following error 
dynamics:
e =  [q(u, ym, x3) -  L(u, ym, x3)C] (6.16)
The objective is to choose the observer gain L such that the matrix (a  — LC)  has 
specified eigenvalues tha t are invariant with respect to u. ym. and x 3. Note tha t 
the observer requires continuous measurements of the cell concentrations (//m) while 
only sampled measurements from the previous time step are available. This problem 
is addressed by assuming that the cell concentrations are approxim ately constant 
between sampling times. A further approximation is made by assuming the state  
estimates are approximately constant over the separation cycle. These assum ptions 
are reasonable because the dominant time constant of the reactor (5.6 h) is much 
greater than the sampling time (45 min).
Using these assumptions, the continuous-time observer (6.15) can be integrated 
from t = (k — l)A t to t  =  k A t  to yield the discrete-time observer.
x(kAt )  =  ( I  + A t a ) x [ ( k - l ) A t ] + A t 0  + A t L { y m{ k A t ) - C x [ ( k - l ) A t \ }  
ym(kAt)  = Cx[(k  -  1)A£] (6.17)
where the dependence of a , 0,  and L  on u[(A: — l)Af], ym{ k At ). and x 3[(k — l)A t] has 
been om itted for simplicity. It is easy to show tha t the eigenvalues of the m atrix
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(a  — LC)  must be placed as follows for the  error dynamics associated with the 
discrete-time observer (6.17) to be stable:
<  A,-[a -  LC)  <  ° (6.18)
Note tha t the discrete-time observer produces one-time-delay-ahead predictions of 
the cell and substrate concentrations from delayed measurements of the cell con­
centrations. The predictions are used in the nonlinear controller (6.8) and (6.10) 
to compensate for measurement delays. This observer was evaluated in a previous 
work [68].
M ethod 2 -  Model Discretization
While the observer discretization m ethod is easy to implement, it suffers from several 
potential disadvantages including: (z) the assumption of constant sta te  estim ates 
between sample times may degrade observer performance: and (it) tuning may be 
problematic due to the restriction (6.18) on the eigenvalues of (a  — LC).  Therefore, 
we propose an alternative observer design m ethod based on explicit discretization 
of the nonlinear model which does not suffer from these problems.
Because the input is held constant over the separation cycle, the assumption that 
the output is approximately constant between sample times allows the continuous­
tim e model (6.14) to be represented as:
x  =  q(u[(A: — l)A f],t/m(fcA t),f3 [(A; — l)A t])x  +
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3 ( u p  -  l ) A t ] , y m{kAt ) , x i [ (k  -  l)A f]) (6.19) 
ym(kAt)  =  Cx[{k  -  l)Af]
The m atrices in (6.19) are constant between sample times: therefore, the continuous­
tim e model can be discretized using standard m ethods for linear systems [11]:
x (k A t )  = a d ( u p  — l)Af], ym( k A t ) , x 3[(k — l)Af]) x p  — 1)A£] +
3d (u[(fc -  1)A£], ym{kAt) ,xj [{k  -  l)A f]) (6.20) 
ym(kAt )  =  Cx[(k — l)A t]
The observer is designed directly from the discrete-tim e model (6.20).
x ( kA t )  = a dx[(k  — l)Af] -I- 3d + L { ym( k A t ) — Cx[(k — l)A t]}  (6.21)
where the dependence of a d, 3d, and L on u p  — 1)At]. ym(kAt) .  and x^[(k -  1)At] 
has been om itted for simplicity. The observer gain m atrix L is used to  place the 
eigenvalues of (ad—LC)  a t the desired locations w ithin the unit disc in the imaginary 
plane. This makes tuning more transparent than  in the observer discretization 
m ethod. The disadvantage of the model discretization approach is the slight increase 
in com putational effort required to perform the discretization. This m ethod is used 
in the sim ulation study below.
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Table 6.1: Nom inal operating conditions for the simplified bioreactor model.
Variable Value Variable Value
..m a xAn 0.75 h~l 0.5 g/L
. .m a xH‘2 0.525 h " 1 Fw 40 m L /h
A ' i 6.40 x lO "2 g /L sw 0 g /L
k 2 7.76 xlO -3 g /L V 350 mL
VI 0.44 Fs 42.9 m L /h
V'2 0.44 A t 0.75 h
a 1 X 0.0430 g/L
3 1 Y 0.0430 g/L
Fi 56.8 m L /h S 0.0450 g/L
6.5 Simulation Study
The proposed control strategy is evaluated using the detailed model described in 
Section 6.3.1 as the actual process. Model param eters and nominal operating con­
ditions associated w ith the simplified model are shown in Table 6.1. Additional 
parameters associated with the detailed model (see Appendix C) are shown in Ta­
ble 6.2. The param eters are derived from Roos and Hjortso [104] with the exception 
of the flow rates Fw, Fs, F*. and F* and the adhesion column volume \ 'r . whose 
values have been modified to accommodate a larger column required to achieve suffi­
cient recycle of the  slower growing cell population. Experimental data  [104] support 
the assumption o f perfect cell separation (a = 3  =  1). The initial conditions of the 
cell concentrations (AT, Y )  are assumed to  be known since on-line cell concentration 
measurements are available. Note th a t the  initial conditions correspond to a 50/50 
mixture of the two populations. In contrast, the initial condition for the unmea­
sured substrate concentration (S ) is approximately 20% larger than the true value
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Table 6.2: Nominal operating conditions for the detailed bioreactor model.
Variable Value Variable Value
F*A W 180 m L/h X 0.0430 g/L
f ; 180 m L/h Y 0.0430 g/L
Ve 61.44 mL S 0.0373 g/L
T 0.1667 h
(0.0373 g /L ). The nominal value of Fs is determined from steady-state relations de­
rived from the simplified model, and therefore it depends on the nominal substrate 
concentration. As a result, the value reported in Table 6.1 is approximately 25% 
lower than  the value with the actual substrate concentration (55.4 m L/h).
Figure 6.5 shows the steady-state growth rates of the two cell populations. Note 
that the first population (corresponding to concentration A') is slower growing for 
low substrate concentrations, while the second population (corresponding to concen­
tration Y)  is slower growing for high substrate concentrations. The growth rates are 
equal a t S  = 0.12 g/L, but differ significantly for substrate concentrations slightly 
removed from this point. The initial condition in Table 6.1 corresponds to a steady 
state  to the left of this value. For the control scheme to be successful, the sub­
stra te  concentration cannot remain in the region where the first population is faster 
growing for prolonged periods of time. Otherwise, the second population must be 
recycled to stabilize the reactor.
Traditionally, linear techniques such as the Smith predictor are used to provide 
compensation for time delays such as those in the ceil concentration measurements. 
Linearizing the simplified model at the nominal operating point using the actual
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-  0.4
is:
i
0.0 0.1 0.2 0.3 0.4 0.5
S(g/L)
Figure 6.5: Steady-state growth rates.
value of the substrate concentration yields the following discrete-time transfer func­
tion model:
_  g~I(0-1892a2 -  0.2583c +  0.0938) 
c3 -  2.4081c2 +  1.90*21c -  0.4940
Note tha t the plant is unstable due to the pole on the unit circle. It can be shown 
th a t this unstable pole is present a t any steady-state operating point. Therefore, 
time delay compensation techniques which utilize the IMC framework {e.g. Smith 
Predictor, Analytic Predictor) cannot be applied to this class of mixed-culture biore­
actors. For this reason, comparisons between the proposed nonlinear technique and 
standard  linear techniques are om itted.
The nonlinear controller is designed as in Section 6.4.1, and the nonlinear ob­
server is designed using the model discretization method described in Section 6.4.2.
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The controller tuning param eters are chosen as =  2 and k0 =  1. which correspond 
to a closed-loop time constant of approximately 1 h. The eigenvalues of the m atrix  
a ,i-L C  are placed a t [0.5 0.55 0.45], which makes the dominant time constant of the 
observer error dynamics approximately equal to 1.4 h. The controller and observer 
both utilize the initial conditions in Table 6.1.
The setpoint tracking performance of the proposed control strategy is shown in 
Figure 6.6. The setpoint for the fraction of slower growing cells is changed from the 
nominal value (0.5) to 0.35 or 0.65 at t =  1 h. Both setpoint changes are tracked 
effectively. A more sluggish response is obtained for the positive change because the 
m anipulated input remains a t the upper constraint for an extended period of time. 
The observer provides accurate predictions of the substrate concentration for both  
tests. Note tha t the variables do not asymptotically converge to constant values due 
to the periodic nature of the controlled system.
The disturbance rejection performance of the proposed control strategy is shown 
in Figure 6.7. The inlet substrate concentration is change from its nominal value 
(0.5 g /L ) to 0.75 g /L  a t t  =  0 h. The disturbance is rejected very effectively as 
the output deviates from the setpoint only during the initial phase of the test. 
As expected, the substrate concentration estimates are biased in this case. This 
test demonstrates tha t the control strategy has adequate robustness to p lan t/m odel 
mismatch.
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Figure 6.6: Setpoint responses.
6.6 Summary and Conclusions
A nonlinear control strategy for mixed-culture bioreactors in which two cell popula­
tions compete for a single growth limiting substrate has been developed. Effective 
control of these systems is challenging because steady states corresponding to  the 
coexistence o f the two populations are unstable. Specific cell adhesion is proposed as 
a means to separate the two populations such tha t slower growing cells can be recy-
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Figure 6.7: Disturbance rejection.
cled back to the reactor to stabilize the desired coexistence steady state . Nonlinear 
control system design is complicated by the requirement tha t the  recycle loop be 
operated periodically to allow regeneration of the adhesion column. An approxim ate 
dynamic model tha t assumes continuous separation is used to calculate changes in a 
“fictitious” manipulated input, which is the flow rate of the stream  being extracted 
from the reactor. The continuous control moves are approximated by implementable
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flow rate pulses. The controller utilizes one-time-delay-ahead predictions of the  mea­
sured cell concentrations and the unmeasured substrate concentration generated by 
a nonlinear closed-loop observer. The nonlinear control scheme provides excellent 
performance when applied to  a detailed bioreactor model tha t accounts for periodic 
operation of the recycle loop.
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Chapter 7 
Control of Oscillating M icrobial C ultures 
Described by Population Balance M odels
7.1 Introduction
This chapter presents the second of two new applications of feedback linearization 
strategies. This application is a  bioreactor in which the cell distribution is described 
by a  population balance equation model. In other words, the system is described 
by a partial differential equation ra ther than a set of ordinary differential equations. 
Population balance equation (PBE) models (also known as segregated or corpuscular 
models) of microbial cultures differ from desegregated or distributed models in th a t 
they account for the biophase being segregated into individual cells. These models 
share many similarities with segregated models of other types of particulate systems 
such as aerosols and crystallizers [54, 98]. The simplest PBE model for microbial 
cultures is based on the age distribution because the rate of growth of cell age is 
trivially known to be unity. Therefore, it is unnecessary to model individual cell 
growth kinetics as is required in PBE models based on cell mass [121].
Some microbial systems exhibit highly oscillatory behavior during routine op­
eration [27, 120]. Such oscillations may result from an initial synchronization of 
the culture and often appear to occur spontaneously. However, the appearance of
172
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oscillations is likely attributable to some type of perturbation in process conditions 
[53]. Hjortso and Nielsen [53, 54] have developed a PBE model which explains these 
oscillations and can be used to predict operating conditions under which they will 
appear. The model development is based on the concept of control points, which 
are discrete points where the cell undergoes a radical change such as division in 
a  binary fission culture or budding in a yeast culture. The control points depend 
on environmental conditions such as substrate concentration and pH. Hjortso and 
Nielsen [54] have proposed the following feedback mechanism for stabilization of the 
oscillations:
The mechanism requires a  partially synchronized culture, which can be as simple 
as a culture perturbed from its steady-state distribution, tha t consumes substrate 
with a periodically varying rate. The period of these variations is equal to the 
period of the cell cycle. Periodic changes in substrate consumption rates and/or 
product formation rates cause periodic variations in the medium composition, which 
then affects cell number concentration by periodically changing the age at which
Partially Synchronized Culture
I
Periodic Changes in the Medium
s
Periodic Changes in Division Age
\
Stabilization of Synchrony
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cells divide. Periodic changes in division age stabilize the cell synchrony through a 
mechanism similar to th a t of induction synchrony [53].
Based upon metabolic considerations, it may be desirable either to  attenuate  
oscillations or induce oscillations of a particular type. In most applications, the ob­
jective is to eliminate oscillations to facilitate improved process operation. However, 
oscillations may be desirable if a valuable product is produced at a d istinct point 
of the cell cycle. In this case, the objective is to establish oscillations of the de­
sired type and then selectively harvest the product at the appropriate time. Closely 
related to oscillatory behavior is the induction of synchrony. To better study  cell 
growth, it may be desirable to induce synchrony in cell populations which are not 
otherwise synchronized. Synchrony normally is induced through variables such as 
light level or tem perature [24, 80]. An alternative method for inducing synchrony is 
to regulate the substrate concentration by manipulating the feed substrate  concen­
tration. This approach also facilitates the design of a feedback controller which has 
the potential to stabilize cell synchrony despite external disturbances. However, it 
is unclear whether synchrony induction can be achieved using such a m ethod.
In this chapter, we develop nonlinear control strategies which force oscillating 
cultures to desired equilibrium conditions or induce cell synchrony. For simplicity, 
we focus on binary fission organisms. The results can be extended to cultures of 
organisms with unequal cell division, such as budding yeast. Since most experim en­
tal observations of sustained oscillations have been with budding yeast [95]. we will
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not focus on stabilizing oscillatory solutions. However, the induction of cell syn­
chrony through manipulation of feed conditions will be of interest. A ttenuation of 
undesirable oscillations will be achieved via control of the cell number concentration 
and the  substrate concentration. An approximate solution of the steady-state cell 
d istribution can be used to determine setpoints for these variables. We show th a t a 
desired equilibrium distribution can be partially achieved through control of these 
two concentrations. Synchrony induction will be achieved by manipulating the feed 
substrate concentration such that the substrate concentration follows a prescribed 
periodic trajectory.
The remainder of the chapter is organized as follows. Population balance mod­
eling o f the microbial population is described in Section 7.2. In Section 7.3. several 
numerical techniques for solving the PBE model are discussed. The proposed con­
troller design strategies are given in Section 7.4. Results of a simulation study are 
presented in Section 7.5, while Section 7.6 gives a sum m ary and some conclusions.
7.2 Population Balance Equation Model
The modeling of a binary fission organism in a  continuous bioreactor begins with the 
population balance equation. As discussed above, cell age is used as the independent 
variable ra ther than  cell mass to avoid the need for assumptions regarding single cell 
growth kinetics. The age distribution is governed by the following partial differential 
equation [54]:
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^  +  I D +  r («. SOI W  ( - 1 )
where W(a,  t) represents the frequency of concentration of cells with age a a t time 
t, D  is the dilution rate, and T(a, S') is the cell division intensity which is a  function 
of age and "effective"’ substrate concentration S'  (see below). The cell distribution 
W  must satisfy the following initial and boundary conditions [54]:
IT (a, 0) =  lT0(a)
IF(O.f) =  2 I™ T{a.S' ) \Y{a. t )da  (7.2)
Jo
The boundary condition, which is known as the renewal equation, simply states that
the number of cells at age zero, IT(0, t). must be twice the rate at which cells divide.
The functionality of T(a, 5 ')  is modeled as:
r ( a ,  S') =  < .3)
0 a < ac 
j (a  — acy  a > ac
where j  > 2 and e are constants. The critical age of division ac depends on the 
“effective” substrate concentration as follows:
7T i
O-c ~  TTq +  — (7.4)
In the limit as e -> 0, T(a, S')  approaches the function:
R eproduced with perm ission of the copyright owner. Further reproduction prohibited without perm ission.
177
0 a < ac
r (a,S') = (7.5)
oo a > ac
which is the equivalent to modeling the binary fission organism using discrete control 
points [52, 53, 54]. The main advantages of the proposed intensity function (7.3) 
are th a t it represents a more realistic model of cell division than  control points, and 
it is a continuous function of ac. The continuity property simplifies the subsequent 
controller design (see Section 7.4).
Previous studies [53, 54] of binary fission organisms dem onstrate th a t sustained 
oscillations can be modeled if the effective substrate concentration has the following 
form:
where S  is the substrate concentration, and r  is the time delay between changes 
in S  and the response in cell metabolism. Instead of a  hard delay, a more realistic 
assum ption is th a t cells exhibit some form of gradual adaptation which limits how 
fast they are able to respond to environmental changes. This functionality can be 
represented with the simple first order differential equation:
S'  =  S( t  — t ) (7.6)
S'  =  a ( S  -  S') (7.7)
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where a  is the adaptivity param eter [119]. The model is completed w ith a  substrate 
balance:
5  =  D ( S f  - S ) -  k (S)  /  W{a.  t)da
■00
(7-8)
o
where S f  is the feed substrate concentration. The yield kinetics k (S)  are modeled 
using a Monod expression:
where fxm and K  are constants.
It is difficult to deal with the entire positive real line as the domain for cell 
age. For example, in numerical simulations based on collocation it is unclear how to 
choose the collocation points. This problem is eliminated by using the coordinate 
transformation:
a' =  T(a) =  1 -  e"a (7.10)
which maps [0, oo) i-> [0,1). The transformed model equations are:
d W
-7T- +
d W
(7.11)
S'  =  a ( S - S ' )
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where the division intensity, the initial condition, and the renewal equation are given 
by:
W hether the original model equations or the transformed model equations are used 
will be indicated as necessary.
For the purpose of control, it is useful to determine moments of the cell distri­
bution. Of particular interest is the zeroth moment (m0). Physically, this variable 
represents the cell number concentration which is easily measured and is an appro­
priate controlled output variable. The differential equation describing the zeroth 
moment is obtained by applying the operator / 0°°(«)da to (7.1). The result is:
(7.12)
(7.13)
Higher-order moment equations are obtained by applying a1 (•)dci:
(7.14)
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where m* represents the i-th  moment. At first glance, it may appear th a t the 
moment equations do not offer any simplification over the original population bal­
ance equations due to the integral terms in (7.13) and (7.14). This is true  for the 
higher-order moment equations where i > 1. However, the integral term  in the m 0 
equation represents the growth rate of the cell number concentration and is directly 
measurable [72]. As discussed in Section 7.4, this facilitates nonlinear controller 
design.
7.3 Solution of the PBE Model
Several numerical solution techniques which are applicable to models comprised of 
first-order partial differential equations (PDEs) coupled with ordinary differential 
equations (ODEs) are available. A comprehensive list of such techniques can be 
found elsewhere [33, 101]. Our objective is to convert the PDEs into a  system  of 
ODEs with time as the independent variable. The resulting model can be solved 
using standard numerical techniques for ODEs.
A popular solution technique for PBE models is the method of weighted residuals 
[33, 121]. This technique involves choosing a  trial function as the proposed solution:
w  =  5Ic,-(*)& (a) (7.15)
t'=0
R eproduced with perm ission of the copyright owner. Further reproduction prohibited without perm ission.
181
where c,(t) axe coefficients which are functions of time. Oi{a) are basis functions, 
and n  is the order of the approximation. Substituting the trial function into the 
PDE and forming the residual (R ) yields:
where c* and <$>\ represent derivatives with respect to time and age. respectively. 
The residual is minimized with respect to test functions Vj {a)  over the dom ain of 
interest (P ):
The domain for the present system is [0, oc). The trial and test functions obvi­
ously should be well defined over P . Additional conditions and desirable properties 
associated w ith these functions can be found in [122].
Using the original population balance model (7.1)-(7.4) and (7.7)-(7.8). our first 
a ttem pt to use the  method of weighted residuals involved the trial function:
n
R  = Y  fe<Ma) +  cxPi(a) + [D +  T(a. S '^ c ^ a ) } (7.16)
(7.17)
n
W  =  W0(a) +  e~Da Y ,  Ci{t)Li{Da) c,(0) =  0 (7.18)
1= 0
and the test functions [121]:
ipj{a) =  e AaaJ j  =  0 ,1 . . . . .  n — 1 (7.19)
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Here Li(x) is the i-th  order Laguerre polynomial and A is a positive constant. Xote 
that the trial function satisfies the initial condition exactly. Minimization of the 
residual with respect to the test functions forms the first n equations. The fi­
nal equation is derived from the renewal equation. The obvious problem with the 
method of weighted residuals is the evaluation of integrals of the form:
f 00 e - (D+X)aaj Li(Da)da. f e ^ T  {a. S ' )L t{Da)da (7.20)
Jo Jo
Integration can be performed using truncation of the infinite interval, variable trans­
formation coupled with quadrature over a finite interval, or quadrature over the 
infinite interval [28]. The most reliable method is the variable transform ation with 
Gaussian quadrature. However, if n is large then it is necessary to choose A large 
enough to avoid convergence problems in numerical com putation of the integrals. 
On the other hand, large A values are problematic for smaller values of i because 
the integrands are very close to zero over most of the interval but change rapidly 
near the endpoints.
An alternative to evaluating these integrals is to use orthogonal collocation in 
which the weighting functions are chosen as ipj =  6 (a — aj), where d(-) is the Dirac 
delta function and aj  is the j - th  collocation point. Although this eliminates the 
numerical difficulties, another more fundamental problem becomes apparent. The 
accuracy of the numerical solution is highly dependent upon the choice of the trial
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function. In fact, the trial function (7.18) is not even capable of generating the 
correct solution (regardless o f the number of collocation points) for the simple case 
where no cell division occurs. To generate a trial function which is consistent with 
the actual solution, it is necessary to choose arguments of the functions to be a linear 
combination of a and t. W hen t > a the trial functions must have an argum ent of 
(t — a ), while for t < a the argum ent must be (a — t ). This complicates the numerical 
solution significantly since two separate trial functions are needed. In addition. W  
is zero for large regions when a very sharp Gaussian function such as.
IT0 (a) =  200e-375(a-°'3)‘ (7.21)
is used as the initial condition. This leads to highly oscillatory solutions since the 
only way for a polynomial to average zero is to oscillate around zero. To elim inate 
this behavior, it is necessary to use orthogonal collocation on finite elements ra ther 
than just orthogonal collocation.
In this chapter, a much simpler solution technique based on finite differences 
is utilized. A potential shortcoming of finite difference methods is th a t they ex­
hibit poor convergence properties, thereby necessitating the use of a  large number 
of node points. We show th a t finite difference approximations can represent the 
solution accurately enough to evaluate the control system designs discussed in the 
next section. Comparisons of different derivative formulas show that the five-point 
derivative formula gives sm oother solutions compared to the midpoint rule despite
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the fact tha t both are the second-order approximations. This five-point formula is 
given by [23]:
f ' ( x .) =  - / f o + 2 ) +  Sfjxj+i)  -  8 /(x ,- !)  +  f { x j - 2) ^
where x, are the node points and A x  is the distance between two consecutive node 
points. To facilitate the selection of node points, the transform ed PBE model given 
by (7.11) and (7.12) is used. We use a  to tal of n interior node points equidistant 
w ithin the interval (0, 1), making the to tal number of node points n +  1 including 
the origin. The five point formula is used everywhere except at the first node point 
a[ =  where the m idpoint rule:
d\V
da'
W ( 0 A ) - W ( a ' 2 .t)
  ( < . 2 3 )2 Aa'
is employed. The following condition is imposed on values of IT beyond the end 
boundary:
W ( a '^ ) = 0  a' > 1 (7.24)
The renewal equation is used at the point a'0 =  0. The equation is approxim ated as:
y  f(q'. g)ty(a', t) a £ fK,5')tv(a;.t)
Jo 1 - a' 1 -  a ' v ’
where r(0, S ’) =  0 and W(l, t) =  0 so the end node points do not contribute to the 
sum.
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Figure 7.1: Effect of the number of node points on cell number concentration.
Figure 7.1 shows the effect of the number of node points on the cell number 
concentration, which is one of the controlled outputs utilized in the subsequent 
development. As discussed below, the cell number concentration is calculated from 
the cell distribution obtained from the finite difference approxim ation. Xote tha t 
the line corresponding to 100 node points is very close to the line for 200 node points. 
A further increase to 300 node points shows essentially no difference with the 200 
node point simulation. However, it should be noted that the 200 point sim ulation 
required almost 5 hours to complete running MATLAB on an IBM RS6000 model 
390 workstation compared to 10-15 minutes for the 100 point sim ulation. Since the 
100 node point solution captures the essential dynamics of the system and is very 
close to the 200 node point solution, we use 100 points in the subsequent simulations.
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7.4 Nonlinear Control Strategies
We develop nonlinear feedback control strategies which provide attenuation  of os­
cillations or induction of synchrony. Oscillation damping is achieved with a multi- 
variable controller which regulates cell number concentration and substrate  concen­
tration by m anipulating dilution rate and feed substrate concentration. Synchrony 
induction is accomplished by controlling substrate concentration and m anipulating 
feed substrate concentration.
7.4.1 Oscillation Attenuation
The first nonlinear controller is designed to damp oscillations and drive the bioreac­
tor to a desired steady state . The proposed solution involves controlling cell number 
concentration mo and substrate  concentration S.  These outputs also have been used 
to develop nonlinear controllers based on lumped param eter models [46. L25]. Our 
approach differs from these techniques in that the PBE model is used to determine 
appropriate setpoints for the controlled outputs. Unfortunately, the dilution rate 
and feed substrate concentration cannot be manipulated to achieve an arbitrary  
distribution of cells. This requires some type of distributed input, such as the feed 
distribution of cells. This type of distributed control is very difficult to implement. 
The control problem is simplified if the objective is to a tta in  a particular equilibrium 
distribution. Below we show th a t the equilibrium distribution can be predicted from 
m0 and S,  thereby allowing the desired steady-state cell distribution to  be achieved 
approximately. Although a precise means to determine how closely a particular
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equilibrium distribution can be approximated is not proposed, we provide simplifi­
cations to  the equilibrium solution by which such a calculation may be performed 
more easily.
The equilibrium distribution is found by solving the following set of equations:
d W
da = - ( D  + T(a.S ))W,  W{0. t)  = 2 r  r (a .S ) \Vda  (7.26)Jo
0 =  D(Sf — S) — K,(S)m0
where S  =  S '  by the steady-state form of (7.7). Using the IT(a.S') given in (7.3). 
the solution can be represented as:
m 0 = D{Sf  -  S) 
k {S)
2 r 00
1 =  -  I (a — ac)J exp 
€ Jac
—Da  —
1
e( i  + 1)
(a  -  ac)J■rl da
W  =
™£L
^ [ l - e-o«c]+ J-“ e x p [ - b a - ^ T7( a - a cy+'i]da
, - D a
(7.27)
(7.28)
a < ac 
(7.29)
_________________ mu_________________  - D a - ‘ (g-Qc)-1-1 ,, v. „
^ [ l _ e-Dac]+ J “ exp^_Da_ _ i _ (a_ a<;H+'T|^ -  c
where ac =  ttq +  It is difficult to determine appropriate setpoints for m0 and 
S  using these equations. The problem is simplified if T(a. S)  is chosen to be the 
infinite potential (7.5), which is equivalent to taking the limit as e —>• 0. Then the 
following equations are obtained:
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D (S f  -  S) 
k (S)
(7.30)
1 =  2e~Dac (7.31)
2 D m 0e
(7.32)
By solving for D  in (7.31) and substituting into (7.32). we obtain:
21n(2)moc - ln (2 )^ -“c a < ac
W  = (7.33)
0 a > ac
In the simplified case, the  substrate concentration (S) can be used to change ac. 
which determines the decay rate of the distribution. The cell num ber concentration
other characteristics of the  distribution. There are three d istribution  characteristics 
(initial point, rate of decay, point of solution change) and only two m anipulated 
variables, so the equilibrium  solution cannot be completely specified even in the 
simplified case.
Using the exact solution, the problem is significantly more com plicated due to 
the nonlinear equation (7.28). By taking the partial derivative w ith respect to D. 
this equation can be shown to be locally solvable for D  in term s of ac around any
(m0) can be used to determ ine the number of cells at age zero. Note tha t the
critical age (ac) where the  solution changes cannot be altered w ithout affecting
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equilibrium point. Conditions for the  existence of a global solution are more dif­
ficult to verify [106]. Assuming it can be found, the solution D  =  iv(ac) may be 
substitu ted  into (7.29). In this case, there are five possible objectives of which only 
two can be achieved with the controlled outputs. Due to these complications, it is 
desirable to utilize an approxim ate solution. However, the accuracy of the solution
(7.33) is rather limited as large discrepancies from the exact solution are found with 
e values as low as 1 x 10- °. To achieve a better compromise between solution accu­
racy and computational simplicity (in the event a nonlinear optim ization m ethod is 
used to determine setpoints by minimizing the difference between the desired and 
approxim ate distributions), the following approximation is derived in the Appendix:
solution (7.33). An im portant advantage of this solution is that no integrals must 
be evaluated, which reduces the effort required to compute the equilibrium solution.
W{a)  =  <
ln(2)mo a < ac
(7.34)
where f*  is the Gamma function and:
(7.35)
Note th a t in the limit as e —»• 0, this approxim ate solution reduces to the simplified
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This approximate solution will be compared with the exact equilibrium distribution
in Section 7.5.
Having chosen setpoints corresponding to the desired steady-state cell d istri­
bution, the objective is to design a nonlinear feedback controller which drives the 
reactor to these setpoints. This will be accomplished by applying feedback lineariza­
tion to the model comprised of the zeroth moment equation (7.13). the substrate  
equation (7.8), and the adaptivity relation (7.7):
The first manipulated input is chosen to be the dilution rate (ui = D).  while the 
seco id input is chosen to be a combined term  (u> =  D S f)  in order to obtain a
S  =  D (S f  — S) — K.(S)mo (7.36)
S '  =  a ( S  — S')
control-affine model structure. By defining x T =  [m0 S  S'], the model can be 
rewritten as,
x x =  — -I- r(x3)
± 2  =  U2 — U\X2  — k ( x  2 ) £ i (7.37)
x 3 =  a (x 2 -  x 3)
y  =  [x! x2]r
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where r(x3) =  T(a, x 3)Wda  represents the growth rate of the cell num ber con­
centration. Using standard input-output decoupling controller design, the following 
control law can be derived:
- r -  0 r(x3) ]
(7.38)
The two-dimensional vector v represents the inputs of the feedback linearized system. 
They are chosen as PI controllers [49].
U l ,
___I_
m <
r
V —
\
u 2 — HZ 
yi
1
k - K ( l f e ) ' lh
V =
a  i 0
{i/sp y) +
c*o 0
0 _ 0 3q
[  (ysp- u ) d r  (7.39)
Jo
where <Xi > 0, f t  >  0 are controller tuning parameters, and ysp is the setpoint vector.
It is im portant to note tha t we have assumed the overall cell growth rate  r(x3) 
is measurable. There are two possible means to obtain this m easurement: (i) nu­
merical differentiation of the mo signal; or (ii) reconstruction from available on-line 
measurements. Noise in the mo measurement limits the accuracy of the first method. 
The second method is preferred if suitable on-line measurements are available. One 
possibility is to infer average cell age from average cell mass, which can be obtained 
with existing measurement technology [72]. Then the cell growth rate  can be in­
ferred from the average cell age. An alternative method is to use measurements of 
gas composition and suitable assumptions on cell metabolism to infer measurements 
of cell growth rate. Here, we assume r (x 3) can be measured directly for simplicity.
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7.4.2 Synchrony Induction
The second control objective is to induce synchrony in an otherwise asynchronous 
cell culture. A cell distribution which is synchronized has a well-defined peak (sim ilar 
to th a t seen in a sharp Gaussian distribution) which shifts as a result of cell aging and 
division. Traditional methods for inducing cell synchrony involve the m anipulation 
of environmental parameters such as pH or light levels. However, these variables are 
not present in the PBE model. A possible alternative is to induce cell synchrony 
by forcing the substrate concentration to follow a pre-specified periodic tra jecto ry  
using the feed substrate concentration as the manipulated input. We will show 
this approach is feasible if the division intensity function is sufficiently sharp  (i.e. 
if T(a, S') approximates the infinite potential closely enough). Biologically, this 
implies that the cells are very sensitive to changes in the substrate  concentration, 
and most will divide within a very narrow band after the critical age given by (7.4).
The controlled output is defined to be y = S . while the m anipulated input is 
u = S f .  The feedback linearizing control law is given by [49]:
u =
v +  K(y)m0 +  Dy  
D
(7.40)
The new input v is designed for trajectory  tracking [55]:
v = yr + a i (y r -  y) (7.41)
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Table 7.1: Bioreactor nominal operating conditions.
Variable Value Variable Value
fim 0.05704 g s f 25 g /L
K 2 5 g /L D 1.175 h_l
a 20 h - 1 e 1x10"°
j 5 0.3
* 1 2 5(0) 19 g/L
S'(0) 19 g/L
where yr{t) is the reference trajectory and >  0 is the controller tuning param eter. 
Note tha t the controller only requires measurements of substrate  concentration and 
cell number concentration. The reference trajectory- can be chosen to be any function 
of time which is everywhere differentiable. A periodic trajectory  is required to  induce 
cell synchrony. The trajectory can be chosen to approxim ate functions which are 
differentiable almost everywhere, such as |s ina;t|.
7.5 Simulation Study
The proposed nonlinear control strategies are evaluated through computer sim ula­
tions using the transformed PB E model given by (7.11) and (7.12). Note tha t the 
model parameters and initial conditions given in Table 7.1 do not correspond to  a 
steady-state solution. Constraints are placed on the m anipulated variables to avoid 
physically unrealizable input moves, as well as to m aintain reasonable performance 
with respect to the combined input D S j .  The dilution rate (D ) is constrained to 
be above 0.1 h -1 , while the feed substrate (5 /) is constrained to be zero or greater. 
Upper constraints are omitted. The initial condition for W  is not given in Table 7.1 
because different initial conditions are used depending on the control objective. If
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the goal is to a ttenuate oscillations, the most challenging initial condition is one in 
which the cells are highly synchronized. For this situation, we choose i r 0 as:
Wo(a) =  2000exp ( —375(a — 0.5)2) (7.42)
If the goal is to induce synchrony, the most difficult initial condition is one in which 
the cells are highly unsynchronized. We choose the following H q for this case:
Note th a t these initial conditions are given in the original age coordinate. In the 
simulations, they are transformed to the new age coordinate a'.
An open-loop simulation of the bioreactor w ith the initial condition (7.42) is 
shown in Figures 7.2 and 7.3. Note the highly oscillatory response for the cell 
number concentration. Oscillations in the substrate concentration (Figure 7.2) are 
much less dram atic, but still present. A three dimensional representation of the cell 
d istribution is shown in Figure 7.3. The oscillatory behavior is characteristic of a 
highly synchronized cell population.
Figures 7A-7.7  show the closed-loop response obtained with the multivariable 
controller (7.38)-(7.39) for the setpoints ysp =  [200, 19.5]r . The controller is tuned 
with a i  = 0i = 6 and ao =  do =  9- The oscillations in the cell number concentration 
are dam ped very effectively (Figure 7.4), but the distribution is still very oscillatory
271.8282 exp (—2.5a) a <  0.4
Wo (a) = (7.43)
100 exp (—14.37(a -  0.4)) a > 0.4
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Figure 7.2: Open-loop simulation.
(Figure 7.6). This behavior is attribu table  to the use of a highly synchronized initial 
condition, which represents the most severe test for the case of oscillation a ttenu­
ation. As expected, oscillatory input moves (Figure 7.5) are required to remove 
oscillations from mo and S.  Figure 7.7 shows the equilibrium distribution obtained 
with the same conditions for a run time f =  24 h. Note th a t the distribution is very 
close to  the approximate steady-state solution given by (7.34). The expanded-tim e 
simulation also shows th a t the overall oscillations of the distribution are slightly 
reduced as compared to  the open-loop case.
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Figure 7.3: Cell distribution corresponding to Figure 7.2.
The response of the system to a setpoint change is shown is Figures 7.8 and 7.9. 
At t =  0, the setpoint is changed from ysp =  [200. 19.5]T to ysp = [300. 9.5]r . De­
spite the fact tha t the new conditions lead to a larger number of cells in the reactor, 
the oscillations are no more pronounced than  in Figure 7.4. The controller is still 
able to effectively damp the oscillations in the cell num ber concentration and com­
pletely eliminate oscillations in the substrate concentration (Figure 7.8). The input 
moves (Figure 7.9) also are not significantly more oscillatory than  those obtained 
for the previous test (Figure 7.5). It is im portant to note that the degraded per-
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Figure 7.6: Cell distribution corresponding to Figure 7.4.
formance is partially a ttributable to the inputs encountering constraints. Improved 
performance may be obtained with some type of constraint compensation, such as 
th a t provided by the FBL-MPC approach developed in Chapters 2 and 3.
The ability of the nonlinear controller (7.40)-(7.41) to induce synchrony is eval­
uated using the highly unsynchronized initial condition (7.43). The nominal condi­
tions are the same as used above with the exception tha t the dilution rate is changed 
to D  = 1.1 h-1 and the substrate initial conditions are changed to 5(0) =  5 '(0 ) =  20 
g/L . The reference trajectory is chosen as S j  =  \/2 s in 2 ( f t )  4- 12. where T  is the
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Figure 7.7: Equilibrium distribution corresponding to Figure 7.4. 
period of the oscillations. For the tests shown, T  =  0.65 h and the controller is 
tuned with a t  =  16. The period is chosen based on the relationship T  =  [53].
Figure 7.10 shows the substrate concentration has the same period, but larger mag­
nitude, as the reference trajectory. Improved tracking can be achieved with a higher 
controller gain, although practical limitations restrict this value. The cell number 
concentration also is shown in Figure 7.10. The increasing amplitude of oscillations 
is a good indication th a t synchronization is being achieved. The three-dimensional 
plot of the cell distribution shown in Figure 7.11 also indicates synchronization, as 
the peaks are increasingly sharp and the valleys remain at zero. To more clearly 
dem onstrate th a t synchronization is occurring, Figure 7.12 shows the cell distribu­
tion at three instances in time. The first plot is the initial condition, the second plot 
corresponds to t =  9.5 h, and the third plot corresponds to t =  9.75 h. A definite
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Figure 7.10: Synchrony induction.
Gaussian peak has developed in the third plot. The distribution for a synchronized 
culture with the infinite division intensity function (7.5) would be much sharper 
than  the one shown. In the present case, the smooth division intensity function and 
the smooth trajectory of the substrate leads to a much broader peak. However, it 
is clear from Figure 7.12 tha t some degree of synchronization has been achieved.
It is im portant to note th a t the average feed substrate concentration increases 
toward the end of Figure 7.10. Simulations for larger times continue to show this
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Figure 7.11: Cell distribution corresponding to Figure 7.10.
trend. This implies the proposed control scheme cannot be implemented for arbi­
trarily large times. However, this behavior is expected considering the model used 
for controller design. The controller attem pts to  force the substrate  concentration to 
follow the desired trajectory regardless of other events in the reactor. As synchrony 
is established, peaks are sharpened and a larger number of cells are produced. The 
only way to m aintain a constant cell number concentration is to increase the di­
lution rate, which is held constant in this test. If the dilution rate changes, the 
period of the desired substrate concentration trajectory  also must change to main­
tain  synchrony [53]. This would complicate controller design and implementation
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Figure 7.12: Cell distribution at t =  0 h (top), t =  9.5 h (middle), and t = 9.75 h 
(bottom).
significantly. In the proposed scheme, more substrate must be consumed as more 
cells are produced. Thus, the average feed substrate concentration must increase 
to  maintain the desired trajectory. Fortunately, this problem should not occur in 
practice as real cells are subject to  death as well as division [80]. Therefore, the 
number of cells cannot increase indefinitely.
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7.6 Summary and Conclusions
Nonlinear feedback control laws which a ttenuate oscillations or induce synchrony 
in continuous microbial cultures described by population balance equation (PBE) 
models have been designed. In the case of oscillation damping, setpoints for the cell 
number concentration and the substrate  concentration can be determ ined from an 
approxim ate solution to the steady-state PBE model. The ou tpu ts are driven to 
their setpoints by a feedback linearizing controller which m anipulates dilution rate 
and feed substrate  concentration. Cell synchrony is induced by driving the substrate  
concentration to  an oscillatory tra jecto ry  of a predetermined period. Trajectory 
tracking is achieved by a feedback linearizing controller which m anipulates the feed 
substrate concentration. The ability of the nonlinear controllers to achieve the 
desired objectives was evaluated through closed-loop simulations.
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Chapter 8 
Conclusions and Recom m endations
The advantages of feedback linearizing control strategies over standard linear tech­
niques have been well documented in the literature [44], However, the problems of 
constraints, lack of full-state feedback, and disturbances often have been ignored 
in previous studies. This work has proposed solutions to these problems with the 
goal of making feedback linearization strategies more amenable to realistic process 
control problems. In addition, feedback linearizing control strategies were developed 
for two novel biological reactors. To more fully conclude this work, it is necessary 
to provide a brief synopsis of each general area and provide recommendations and 
direction for further research.
8.1 Constrained Nonlinear Control
Chapters 2-4 present a feedback linearizing control strategy for constrained nonlin­
ear processes. The control system is comprised of a feedback linearizing controller, 
a constraint mapping scheme which transforms the actual input constraints into 
input constraints on the feedback linearized system, and a linear model predictive 
controller. The control strategy retains the com putational simplicity of feedback 
linearization while providing the explicit constraint handling capability of model 
predictive control.
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A disadvantage of the proposed technique is the need for predictions of the 
sta te  variables in order to calculate the input constraints required by the linear 
model predictive controller (see C hapter 4). It was found that nominal constrained 
stabilizability can only be ensured for a  very short horizon (N  = 1) or for an infinite 
horizon (iV —► oc). The implications of these results are very im portan t, but the 
analysis is not complete. We can show th a t the technique is no more restrictive 
than  nonlinear anti-windup techniques, and tha t improved constraint predictions 
are obtained for larger control horizons. However, nothing can be said about how 
short or long the horizon should be to guarantee that the control strategy  will work.
It would seem that if the predictive aspect of the technique could be eliminated, 
then the theoretical problems would disappear. However, the predictive aspect leads 
to improved performance as dem onstrated in C hapter 3 with the comparison of the 
feedback linearization/m odel predictive control (FBL-MPC) approach with a non­
linear anti-windup scheme. Instead of elim inating the need for constraint prediction, 
it might be better to alter the constraint calculation with some adaptation  scheme 
tha t would force the constraint predictions to converge to the actual constraints in 
a finite time [19]. The FBL-MPC m ethod can be proven to provide stability  if the 
exact constraints are known, as seen w ith the infinite horizon case. Knowing that 
the predicted constraints converge to the actual constraints in a finite tim e reduces 
the problem of stability analysis to showing th a t the system does not escape in finite 
time using the proposed control scheme.
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8.2 State and Disturbance Estimation
Chapter 5 presents a state  and disturbance estimation technique for an im portant 
class of nonlinear systems. A nonlinear closed-loop observer is designed to provide 
estimates of unmeasured state  and disturbance variables. The approach is restricted 
to process models in which the unmeasured variables appear in an  affine manner. 
Systems which do not fit this structure can be forced to do so by linearizing the 
model with respect to the unmeasured variables only. Very good performance is 
demonstrated for a fluidized-bed reactor which has the affine form (Chapter 5) and 
a nonlinear bioreactor which is linearized to have the affine form (C hapter 6).
The most pressing question concerning observer design is whether the need for a 
nonlinear estim ator can be assessed a priori. If an observer is necessary, then to what 
degree does the observer have to be nonlinear? More specifically, is a linear penalty 
term  (i.e. constant observer gain) [115,123] sufficient when used in conjunction w ith 
the nonlinear model equations? Using stability of perturbed systems [62] it can be 
shown that systems which have the affine structure can be stabilized using a constant 
observer gain over a region which can be determined analytically. Thus, if the region 
is deemed large enough then a time-varying (or nonlinear) observer gain would be 
unnecessary. The observer gain only need be designed at the nominal operating 
point. More detailed analysis and a more generalized m ethod of classification would 
be very useful.
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8.3 Nonlinear Control of Bioreactors
Two bioreactors are studied in C hapters 6 and 7 in the interest of expanding the 
class of nonlinear systems to which feedback linearization can be applied. The first is 
a mixed-culture bioreactor which contains two cell populations which com pete for a 
common, growth-lim iting substrate. The coexistence steady sta te  is unstable due to 
the differing growth rates of the two cell populations. A nonlinear, ou tput feedback 
controller is designed which accounts for the unmeasured substrate concentration 
and measurement delays. The m anipulated input is the sample time during which 
material is drawn from the reactor and sent to a separation column. The design 
involves three components: (i) a feedback linearizing controller designed for a con­
tinuous fictitious input, (ii) an algorithm  which translates this continuous input to a 
discrete pulsatile input, and (Hi) a  nonlinear observer which provides com pensation 
for unmeasured substrate  concentration and  measurement delays.
Two recommendations are made concerning the mixed-culture bioreactor. The 
first is the need for experimental testing. The controller is designed to be imple- 
mentable on a standard  personal com puter with suitable da ta  acquisition software. 
Measurement issues and time delays have been accounted for with the nonlinear 
observer, and the controller has dem onstrated good robustness to disturbances and 
modeling errors. It is now necessary to im plem ent the control strategy on an experi­
mental system and make adjustments where necessary. The second recommendation 
is a more complete investigation of the cell growth kinetics. The growth kinetics
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used in C hapter 6 are based on batch culture d a ta  and not a continuous culture. 
The growth kinetics of a continuous culture could be very different. A more accurate 
model could only enhance controller performance.
The second bioreactor examined contains a binary fission organism which is de­
scribed by a population balance model. A nonlinear feedback controller is designed 
to a ttenuate  undesired oscillations often seen in these systems. The population bal­
ance model is used to provide a means to set control objectives. Substantial damping 
is achieved using the nonlinear control strategy. A second nonlinear controller is de­
signed for the purpose of inducing cell synchrony. This is accomplished by forcing 
the substrate  to follow a desired trajectory of a predeterm ined period. Synchro­
nization is demonstrated, but the control cannot be implemented over an arbitrarily  
large tim e period due to the need for larger control moves as time progresses.
This work is really a first a ttem pt a t controlling a very challenging class of 
nonlinear systems. Future work should concentrate on budding yeast cultures, which 
have a different division scheme compared to binary fission organisms. Much more 
complicated cell distributions are possible for budding yeast cultures as a result 
of this division scheme. Experimental determ ination of model parameters needs 
to be completed to more effectively test the proposed control strategy regardless 
of the types of cells in the reactor. In addition, a constraint handling technique 
should be introduced to improve performance for large setpoint changes where the 
inputs can encounter constraints for an extended period of time. Control to an
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oscillating a ttracto r (not a  constant setpoint) is also of interest in many of these 
systems. Methods of stabilizing these oscillating attractors using the population 
balance model should be explored. Use of spectral analysis of PD E operators [102] 
could be very useful to design controllers which accomplish this goal by placing the 
eigenvalues of the system such tha t the nominal trajectory is stabilized. Finally, 
finite elements with explicit shifting (see Chapter 7) should be explored as this 
numerical technique is a much more elegant and com putationally efficient method 
to solve the model equations.
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A ppendix A
Supplement to  Chapter 4
A .l Stability of Perturbed Nonlinear Systems
The following result is proven in [110].
Lemma 3 Let F  : R n —»• R n satisfy a global Lipschitz condition with F(0) = 0. and 
let the origin be a globally exponentially stable fixed point o f x (k  + 1) =  F[x(A:)]. I f  
p(k) is an asymptotically convergent sequence, then the origin is an asymptotically 
stable fixed point o f o f the perturbed system x (k  +  1) =  F[r(&)] +  p(k).
A.2 Stability of Linear Model Predictive Control
The following result is proven in [84].
Lemma 4 For stable .4 and N  >  1. £(k) = 0 is a globally asymptotically stable 
solution of the linear model predictive controller with objective function ( j . l l )  and 
feasible constraints.
A.3 Proof of Lemma 1
Assumptions 1 and 2 are required to ensure the normal form (4.7) is well defined. 
For reasons discussed below, the first N  — I inputs and the final input in \ '(A-[A: — 1) 
are considered separately. The first N  — 1 inputs are feasible if vmin( k + j \ k )  < v{k + 
j \ k  — 1) <  vmin(k +  j \k)  for 0 < j  < N  — 2 and V k > 1. The inputs must satisfy the
222
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constraints calculated a t the previous tim e step: vmin( k + j \ k  — 1) <  v(k + j \ k  — 1) <  
vmin(k+j \k  — 1). Therefore, the inputs are feasible i£vmin( k + j \ k — 1) =  i'mm(k + j \k)  
and vmax(k + j \k  — 1) =  vmax( k + j \ k ) .  T he constraints a t k — 1 and k  are calculated 
from the state  vectors x ( k + j \ k —1) and x (k+j \ k ) .  respectively. Thus, the constraints 
are equal if x ( k  + j \ k  — 1) =  x (k  +  j|A:) for 0 <  j  < X  — 2 and V k  > 1.
As shown by (4.19), a direct implication of Assumption 6 is th a t x(j\Q) =  x( j )  
for 0 <  j  < N  — 2. Therefore, the aforementioned condition will hold by induction 
if x (k  + j \ k  — 1) =  x ( k  + j )  implies x ( k  + j \k)  = x(k  +  j ) .  This can be shown to 
be true via a straightforward, but tedious, analysis of the LM PC problem (4.11) as 
N  —>• oc. This result establishes the first N  — 1 inputs in \ ' {k \k  — 1) are feasible for 
V k  > 1. The final task  is to show the final input (i.e. 0) in X'( A:|A: — 1) is feasible 
for V k > 1. A necessary condition for the objective function 4>(A) in (4.11) to be 
finite as N  —► oc is th a t v(k + j \k)  —> 0. Thus, zero must be a feasible value for the 
final input v(k + N  — 1|A).
A.4 Proof of Lemma 2
Assumptions 1 and 7 are required to ensure the feedback linearized system (4.20) 
is well defined. The input is feasible if vmin(k + N  — l\k) < 0  <  cmi„ (k + X  — 
l \k)  V A; >  1. Since N  > N*.  Assumption 8 implies that the sequence X "(A: — l|Ar — 1) 
yields £(k +  N  — 1|k  — 1) =  0. Because the state values used to calculate the 
constraints at k are com puted from the same input sequence \ ' (k\k — 1). it follows
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that x (k  +  N  — 1|A) =  $  l [£(k +  N  — 1 1A: — 1 )] =  0. Therefore, the final constraints 
at k  are:
vmin(k +  N  — 1 [A:) =  min / io / (r)[0, u] 
vmax{k + N  — 1 |A) =  max h o f {r)[Q. u]
Because A o/(r)[x, u] is a monotonic function of u by Assumption 1 . ho/ (r,[0 . 0 ] =  0 . 
and umin < 0 <  umax, it follows th a t vmin( k + N - l \ k )  < 0 <  vmin{ k + X - l \ k )  V k > 
1 .
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A ppendix B
Supplem ent to  Chapter 5
The observer gains needed in Section 5.3.4 are more easily represented by defining 
the following functions:
a(x l) =  a3 [klf-&-Hrl€l{Xi) +  kz/AHrzZzi-Cl)] 
b(xi) =  azk o fA H r2^i{x t ) 
c(xt ) =  - a 4 -  a5 [A:l/<fL(a:1) 4- fc3/6 (x i ) ]  
d(xi) =  a5kif^(xi)
e(xi) =  - a 4 -  a5 k2f{2 (xi)
Then the observer m atrix has the following form:
Ao(xi) =
- k i ( x i )  a(xi) b(xi)
—ko{xi)  c(xt) 0
-fc3 (x!) d{xx) e(xi)
The associated characteristic polynomial is.
A3 +  [&i — c — e]A2 +  [bk  ^ +  ak2 — c(ki — e) — &ie]A +  [cek\_ +  bdk2 — bck3 — aek2]
225
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where the dependence of the functions on X{ has been om itted for simplicity. This 
is equated to the desired characteristic polynomial, A3 +  7 1  A2 +  7 7  A +  7 0. to give the 
following expressions for the observer gains,
M * i)  =  72 +  c(xi) + e ( x i )
c ( x l ) 7! +  7o + c 2(x l )72 +  C3(X!)
k2 (xi) = 
fc3(xi) =
b(xi)d(xi)  — a ( x l ) e ( x l ) 4 - a (x i ) c (x ! )
c ( x i ) e ( x l ) ( 7 2  +  c ( x t ) +  e(Xj)) -f (6 (xt )d(xi) -  a ( x 1) e ( x l ))A:2( x l ) -  - 0
As long as the system is observable, the denominators in the k -2 and k -2 equations 
are bounded away from zero and the gains are well defined.
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A ppendix C
Supplem ent to  Chapter 6
C .l Detailed Bioreactor Model
During Step 1 of the recycle operation, m aterial is extracted from the reactor and 
sent to the column. Cells are held in the column, but substrate is allowed to flow 
through the column and back into the reactor. Cell dynamics are modeled using 
the mass of cells accumulated within the column rather than the concentration of 
the cells. Initial conditions correspond to the final conditions from the last recycle 
operation. During this step the system is modeled as:
v x  =  - ( F 1 +  F; )X +  V ^ ( S ) X  
V Y  =  ~(Fi +  F; )Y +  V^2(S)Y
V S  =  F i ( S i - S )  +  F ; ( S c - S ) - ^ r f i l ( S ) X - l r f i , ( S ) V  ( C . l )
11 1-2
vcsc =  f ; { s - sc)
m x  =  f : x
m y  =  f ; y
where: M x  and M y  are the mass of slower growing cells and faster growing cells,
respectively, accumulated in the separation column; S c is the substrate  concentration
227
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in the separation column; and Vc is the volume of the separation column. The 
is used to denote actual flow rate values ra ther than  the average values used for the 
simplified model. The other variables and param eters are described in Section 6.3.
During Step 2 of the recycle operation, there is no exchange of m aterial between 
the reactor and  the column. However, substrate  does flow out of the system  as 
waste. The equations for the system during this step are:
V X  =  - F i X  +  V ^ ( S ) X
V Y  =  - F i Y +  V{i2{S)Y
V S  =  Fi(Si - S ) - ^ f i l ( S ) X - l r M S ) Y  (C.2)
1 i 12
VC5 C =  F'(SW- S C)
Mx =  0
Mr  =  0
Cells are recycled to the reactor in a pulsatile fashion during Step 3. The pulse
input of cells into the reactor is used to sim ulate the plug flow behavior of the 
cells within the separation column. O ther modeling approaches may result in a 
large number o f non-adhering cells rem aining in the column. This would contradict 
the experim ental results of Roos and Hjortso [104] in which virtually all the non­
adhering cells are  recycled to the reactor. Note th a t substrate from the column is 
recycled along w ith  the cells. The equations describing this step are:
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V X
V Y
V S
- ( F i  +  F ; ) Y  +  V n ( S ) Y  +  ^  - p i I y
FifSj -  S) +  F - { S C -  S )  -  l r M S ) X  -  X- n 2( S ) r  (C.3)
I L >2
VCS C =  F ^ ( S - S C)
M x  =  0
M y  =  o
where a  and 3  are the separation efficiencies, and T  is the interval of time (10 min) 
during which Step 3 occurs.
Step 4 is required to regenerate the adhesion column. A wash stream  is in­
troduced into the column to elute adhering cells and remove any remaining non­
adhering cells. The corresponding equations are:
V X  =  - F i X  +  V ti l { S ) X
V Y  =  - F i Y  +  V t n { S ) Y  
V S  =  F i i S i - S ) - ^ ^ )  X - ' - / i 2 ( S ) Yi l  12
V cSc  =  F Z ( S w - S e )
F*
M x  =  — —M \
(C.4)
e
F*
M y  =  — - M ye
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where e is a constant chosen sufficiently small such that essentially no cells rem ain in
as the result of Step 3 is not necessary because Step 4 is used only to regenerate
inconsequential as long as e is chosen sufficiently small to bring the cell mass very 
close to zero by the completion of the recycle operation. The special modeling 
technique used for the cells is not required for the substrate concentration.
C.2 Observer Matrices
Working from the continuous-time equations (6.1) of the simplified model, partial 
linearization with respect to S  around the point S  yields.
the column by the end of Step 4. A detailed description of the decrease in cell mass
the column. Therefore, the initial condition used for A/, at the s ta r t of Step 4 is
x  =  a ( u , y m. x 3)x + 3 (u.ym. x  3) (C.5)
Urn — C  X
where.
x X  Y  S
0 0
a( u , y m, x 3) =  0 0 Y  §02. * ; i c (C.6)
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(3(u,ym, x  3 ) =
5±r»+a-f»K y  +  ^ (S ) .Y  -  A" §£- . S
J,+F»±3uY  + fl2 ( s ) Y  - Y
F.S,+F...S„. _  n & x - x S f c l ' S  _  ( 1 2 ( S ) Y - Y ^ \ . S
V V'i y2
c = 1 0 0 
0 1 0
djij
d S
l^mai K -
(A T i+ 5 )2
The continuous-time model (C.5) is used for nonlinear observer design.
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A ppendix D
Supplem ent to  Chapter 7
The exact steady-state d istribution  to  the population balance equation model given 
in C hap ter 7 contains integral term s in the characteristic equation (7.28) and the 
W(a)  expression (7.29). These integrals preclude the derivation of a closed-form 
solution containing only m0 and  ac, which are determined by the feedback linearizing 
controller. The objective of the  following development is to derive approxim ate 
expressions for these integrals. F irst, consider the integral:
Assuming a  is small, e aDr is approxim ately unity and the integral becomes:
(D .l)
By le tting  r  =  where a  =  [e(j -I- l)]-»+ l, the integral is transform ed to:
Jo
(D.2)
I
(D.3)
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where T* is the G am m a function.
The other integral to be approximated is,
2
J  =  — (a — ac)J ej 
€ Jae
xp —Da  —
e(j  +  1)
(a — ac)j+l da (D.4)
The same transform ation vields:
j  =  2 exp(—D ac) £  ^  ^  ^
=  2exp (—Dac)(j  +  1) J  r1 exp [-c iD r  — dr  (D.5)
For large j ,  the function g(r)  =  rJe~rJ+l starts at zero, rises rapidly to a maxi­
mum, and then decays rapidly to zero. The function f ( r )  =  e~aDr will have the 
most impact at the  maximum if the peak associated with g{r) is sufficiently sharp. 
Therefore, the function f ( r )  is evaluated at rmax =  and pulled out of the
integral:
J  «  2 exp (ac -f- (e /)J+1) T>] (j  +  1) f  rJ exp rJ_rI] dr
J 0
=  2 ex p (—Dac) (D.6)
where ac =  ac +  (ej)FH . Substitution of this approximation into the characteristic 
equation and solution of the resulting expression for D  yields:
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=  (D.7)
Q>c
The steady-state distribution (7.34) is obtained by substituting (D.3) and (D.7) into 
(7.29).
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