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MCKEAN–VLASOV DIFFUSION AND THE WELL-POSEDNESS OF THE
HOOKEAN BEAD-SPRING-CHAIN MODEL FOR DILUTE POLYMERIC FLUIDS:
SMALL-MASS LIMIT AND EQUILIBRATION IN MOMENTUM SPACE
ENDRE SU¨LI AND GHOZLANE YAHIAOUI
Abstract. We reformulate a general class of classical bead-spring-chain models for dilute polymeric fluids,
with Hookean spring potentials, as McKean–Vlasov diffusion. This results in a coupled system of partial
differential equations involving the unsteady incompressible linearized Navier–Stokes equations, referred to
as the Oseen system, for the velocity and the pressure of the fluid, with a source term which is a nonlinear
function of the probability density function, and a second-order degenerate parabolic Fokker–Planck equation,
whose transport terms depend on the velocity field, for the probability density function. We show that this
coupled Oseen–Fokker–Planck system has a large-data global weak solution. We then perform a rigorous
passage to the limit as the masses of the beads in the bead-spring-chain converge to zero, which is shown
in particular to result in equilibration in momentum space. The limiting problem is then used to perform
a rigorous derivation of the Hookean bead-spring-chain model for dilute polymeric fluids, which has the
interesting feature that, if the flow domain is bounded, then so is the associated configuration space domain
and the associated Kramers stress tensor is defined by integration over this bounded configuration domain.
Keywords: McKean–Vlasov diffusion, global weak solution, Oseen equation, Fokker–Planck equation, Hookean
bead-spring-chain model, small-mass limit, equilibration in momentum space
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1. Introduction
This paper is concerned with the mathematical analysis of a set of partial differential equations arising
in a class of bead-spring-chain models for dilute polymeric fluids, where long polymer molecules immersed
in a viscous incompressible Newtonian fluid are idealized as linear chains of J ` 1 beads B1, . . . ,BJ`1,
each with small mass ǫ, which are considered to be points positioned at r1, . . . , rJ`1, respectively, in the
flow domain Ω Ă Rd, d P t2, 3u; Bj`1 and Bj are assumed to be connected with an elastic spring with
spring force F “ F pqjq, where qj “ rj`1 ´ rj, j “ 1, . . . , J . Models of this type involve the coupling of the
incompressible Navier–Stokes equations with a Fokker–Planck equation. For the derivation of polymeric
flow models of this kind we refer to the monographs [14] and [34]. The mathematical analysis of coupled
Navier–Stokes–Fokker–Planck systems that model dilute polymeric fluids has been a subject of active
research in recent years; for a survey of recent developments in this field the reader may wish to consult,
for example, [37, 21, 40, 41, 19], or the papers [4, 5, 6, 7, 8, 9, 10, 11, 12, 17], and the references therein.
Here we pursue an alternative line of investigation, which has to the best of our knowledge not, so
far, been considered in connection with models of dilute polymeric fluids: we shall recast the model in
terms of McKean–Vlasov diffusion, in the sense that the stochastic differential equation appearing in the
model will have coefficients that depend on the distribution of the solution itself. As our objective here
is to understand the impact of the McKean–Vlasov diffusion on the model rather than dealing with the
usual technical difficulties associated with the presence of the nonlinear convection term in the Navier–
Stokes equation, we shall consider instead a linearization of the Navier–Stokes equation about a bounded
divergence-free velocity field b, resulting in a linearized Navier–Stokes equation, usually referred to as
the Oseen equation, whose right-hand side contains the divergence of an elastic extra stress tensor K,
representing the contribution of the polymeric stress to the Cauchy stress.
More precisely, we shall consider the following unsteady Oseen system on the space-time domain Ω ˆ
r0, T s, where Ω is a bounded open convex domain in Rd, d P t2, 3u, with a C2 boundary, and T ą 0:
Btu` pb ¨∇qu´ µ△u`∇π “ ∇ ¨K for px, tq P Ωˆ p0, T s,(1.1a)
∇ ¨ u “ 0 for px, tq P Ωˆ p0, T s,(1.1b)
upx, tq “ 0 for px, tq P BΩˆ p0, T s,(1.1c)
upx, 0q “ u0pxq for x P Ω,(1.1d)
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with
Kpx, tq :“ Ex
˜
Jÿ
j“1
F pqjq b qj
¸
for px, tq P Ωˆ p0, T s, J ě 1,(1.2)
where F is a spring force vector and Ex denotes conditional expectation in a sense to be made precise
below. We shall assume without loss of generality that 0 P Rd is the centroid, 1|Ω|
ş
Ω
xdx, of Ω.
In the equations (1.1), u : Ω ˆ r0, T s Ñ Rd denotes the velocity field, and π : Ω ˆ p0, T s Ñ R is the
pressure; b is a divergence-free (in the sense of distributions on Ω) vector field, b P L8p0, T ;L8pΩqdq (see,
however, Remark 4.1 concerning the weakening of this assumption); u0 P W 1´2{z,z0 pΩqd, with z “ d ` ϑ
for some ϑ P p0, 1q, is a divergence-free (in the sense of distributions on Ω) initial velocity field; µ ą 0 is
the viscosity coefficient; K : Ωˆ p0, T s Ñ Rdˆdsymm is the elastic extra stress tensor, involving the conditional
expectation Ex, which we now define. To this end we introduce the following notations:
r :“ prT1 , . . . , rTJ`1qT, where rj P Ω for j “ 1, . . . , J ` 1,
v :“ pvT1 , . . . , vTJ`1qT, where vj P Rd for j “ 1, . . . , J ` 1,
q “ qprq :“ pqT1 , . . . , qTJ qT, where qj “ qjprq :“ rj`1 ´ rj for j “ 1, . . . , J .
We note here that
qj P D :“ Ω´ Ω “ tω1 ´ ω2 : ω1, ω2 P Ωu, for j “ 1, . . . , J ;
by definition, D is a bounded, balanced, convex neighbourhood of 0 P Rd, and D Ă r´L,Lsd for some
L ą 0. Furthermore, we let
x :“ 1
J ` 1
J`1ÿ
j“1
rj .
Thanks to the assumed convexity of Ω, x P Ω for any r1, . . . , rJ`1 P Ω.
Let
̺ : pr, v, tq P ΩJ`1 ˆ RpJ`1qd ˆ r0, T s ÞÑ ̺pr, v, tq P Rě0
be the probability density function associated with the law of a diffusion process for pr, vq, which we shall
define below; the law depends on ̺ itself through the function u and is therefore a McKean–Vlasov diffusion
process.
Now, given F P L8pD;Rdq, we define E`řJj“1 F pqjq b qj˘ : p0, T s Ñ Rdˆdsymm byˆ
E
ˆ Jÿ
j“1
F pqjq b qj
˙˙
ptq :“
ż
ΩJ`1ˆRpJ`1qd
ˆ Jÿ
j“1
F pqjprqq b qjprq
˙
̺pr, v, tqdr dv, t P p0, T s,
and we perform a change of variables in this integral, replacing integration over r P ΩJ`1 by integration
over pq, xq P DJ ˆΩ. To this end, we note that the mapping r P ΩJ`1 ÞÑ pq, xq P DJ ˆΩ is one-to-one and
onto. Denoting by B the linear transformation from pq, xq P DJ ˆΩ to r P ΩJ`1, so that r “ Bpq, xq, and
letting DB denote the Jacobian matrix of the transformation, we have thatˆ
E
ˆ Jÿ
j“1
F pqjqbqj
˙˙
ptq “
ż
DJˆΩˆRpJ`1qd
ˆ Jÿ
j“1
F pqjqbqj
˙
̺
`
Bpq, xq, v, t˘ |detDB|dq dxdv, t P p0, T s.
Henceforth | ¨ | will signify the absolute value of a real number, the Euclidean norm of a vector, or the
Frobenius norm of a square matrix, depending on the context.
We note that the Cartesian product of K ě 1 bounded open convex sets in Rd is a bounded open
convex set in RKd (cf. [31], p.23), and that by Corollary 1.2.2.3 in [29], a bounded open convex set in a
Euclidean space has Lipschitz boundary, so ΩJ`1 and DJ are (convex) Lipschitz domains in RpJ`1qd and
R
Jd, respectively.
The class of spring forces under consideration here are of the form
F pqjq “ H U 1p|qj |q qj , for qj P D, j “ 1, . . . , J ,
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where H ą 0 is a spring constant, characteristic of the stiffness of the spring, and U is a given spring
potential, U P C0,1pr0, bs;Rq, with b :“ suppPD |p|. For example, Upsq “ s corresponds to a model with
Hookean springs, which we shall hereafter focus on in the rest of the paper. Clearly, since Ω is bounded,
the same is true of D and therefore 0 ă b ă 8.
The conditional expectation Ex, which is the expectation under E conditional on
1
J ` 1
J`1ÿ
j“1
rj “ x,
is then defined as follows: for px, tq P Ωˆ p0, T s,˜
E
x
˜
Jÿ
j“1
F pqjq b qj
¸¸
px, tq :“
ş
DJˆRpJ`1qd
`řJ
j“1 F pqjq b qj
˘
̺
`
Bpq, xq, v, t˘ |detDB|dq dvş
DJˆRpJ`1qdq ̺
`
Bpq, xq, v, t˘ |detDB|dq dv .
Since DB is independent of q and v, the factor |detDB| cancels in the numerator, which is a dˆd symmetric
positive semidefinite matrix function, and in the denominator, and the expression for the above conditional
expectation is thereby simplified to˜
E
x
˜
Jÿ
j“1
F pqjq b qj
¸¸
px, tq “
ş
DJˆRpJ`1qd
`řJ
j“1 F pqjq b qj
˘
̺
`
Bpq, xq, v, t˘ dq dvş
DJˆRpJ`1qd ̺
`
Bpq, xq, v, t˘ dq dv , px, tq P Ωˆ p0, T s.
We note that if the denominator vanishes at a point px0, t0q P Ω ˆ p0, T s, then, since ̺ is a nonnegative
function, necessarily ̺
`
Bpq, x0q, v, t0
˘ “ 0 for a.e. pq, vq P DJ ˆRpJ`1qd, and therefore the numerator also
vanishes at px0, t0q. We shall adopt the convention that the ratio 0{0 is, by definition, equal to 0.
Hence, now with | ¨ | signifying the Frobenius matrix norm on Rdˆd,ˇˇˇˇ
ˇ
˜
E
x
˜
Jÿ
j“1
F pqjq b qj
¸¸
px, tq
ˇˇˇˇ
ˇ ď ess.supqPDJ Jÿ
j“1
|F pqjq b qj| @ px, tq P Ωˆ p0, T s,
whereby, recalling (1.2),
(1.3) }K}L8p0,T ;L8pΩqq ď
Jÿ
j“1
}F pqjq b qj}L8pDJ q ă 8.
We note that, given ̺, we may write upx, tq “ pA̺qpx, tq, where the nonlinear operator A involves composi-
tion of the ratio of two integral operators (as in the definition of the conditional expectation Ex above), the
divergence operator ∇¨, and the solution operator for the time-dependent Oseen problem. As the velocity
field u “ A̺ appears as a coefficient in the Fokker–Planck equation for the probability density function ̺,
it follows that it is, in fact, in the present context, a nonlinear partial differential equation for ̺.
The aim of the paper is two-fold: we will show that this coupled Oseen–Fokker–Planck system has a
large-data global weak solution; having done so, we shall perform a rigorous analysis of the small-mass
limit, ǫÑ 0`, corresponding to passage to the limit as the masses of the beads B1, . . . ,BJ`1 in the bead-
spring-chain converge to zero, leading to a rigorous derivation of the Hookean bead-spring-chain model.
We proceed to define the McKean–Vlasov diffusion. Let
Upr, t; ̺q :“
´
upr1, tqT, ¨ ¨ ¨ , uprJ`1, tqT
¯T
“
´
pA̺qpr1, tqT, ¨ ¨ ¨ , pA̺qprJ`1, tqT
¯T
,
with A as indicated above, and consider the SDE
ǫ2:r “ Lr ` ζ`Upr, t; ̺q ´ 9r˘`a2β 9W.
Here ǫ2 ą 0 signifies the mass of an individual bead in the chain, β “ kTζ ą 0, where k is the Boltzmann
constant, T is the absolute temperature and ζ is the drag coefficient. Furthermore, L is the following
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pJ`1qˆpJ`1q block-matrix (analogous to a discrete Laplacian, corresponding to a homogeneous Neumann
boundary condition) with dˆ d matrices as its entries, associated with a Hookean bead-spring-chain:
λ
¨˚
˚˚˚˚
˚˝˚
´I I O . . . O
I ´2I I . . . O
O I ´2I I O
...
. . .
. . .
. . .
. . .
O . . . I ´2I I
O . . . O I ´I
‹˛‹‹‹‹‹‹‚
,
where λ ą 0 is a constant factor characteristic of the stiffness of the springs, the block I P Rdˆd is the dˆ d
identity matrix, and the block O P Rdˆd is the dˆ d zero matrix. Thus, L is a pJ ` 1qdˆ pJ ` 1qd matrix,
in fact.
As the parameter λ plays no role in the discussion that will follow, we set λ “ 1; similarly, we set ζ “ 1.
The SDE may then be rewritten as the first-order system
(1.4)
ǫ 9r “ v,
ǫ 9v “ Lr ` Upr, t; ̺q ´ ǫ´1v `
a
2β 9W.
Then, ̺pr, v, tq solves the Fokker–Planck equation, stated in the next section, associated with this system.
For (1.4) to be meaningful, it is clearly necessary that the function pr, tq P Ωˆr0, T s ÞÑ upr, tq P Rd satisfies
the Carathe´odory condition: i.e., it is continuous with respect to r for a.e. t P r0, T s and measurable with
respect to t for every r P Ω. This requirement is consistent with the underlying modelling assumption
that the background fluid (i.e. the solvent), in which the polymer molecules are immersed, represents a
‘continuum’ relative to the scale of the polymer molecules.
The paper is structured as follows: In Section 2 we formulate the Fokker–Planck equation. In Section
3 we show, for a fixed velocity field u, the existence of a global weak solution to the Fokker–Planck
equation, subject to a specular boundary condition. The argument is based on a parabolic regularization
of the (hypoelliptic) Fokker–Planck equation, and passage to the limit with the parabolic regularization
parameter. In Section 4 we then return to the original coupled Oseen–Fokker–Planck system and use
an iterative process between the Oseen equation and the Fokker–Planck equation to show the existence
of large-data global weak solutions to the coupled problem for any nonnegative L1 initial datum with
finite initial relative entropy for the Fokker–Planck equation, and any (distributionally) divergence-free
initial datum u0 P W 1´2{z,z0 pΩqd, with z “ d ` ϑ for some ϑ P p0, 1q, for the Oseen equation. The latter
regularity hypothesis on u0 will then ensure the continuity of the velocity field u with respect to its spatial
variable, alluded to in the last sentence of the previous paragraph, via maximal regularity theory for the
unsteady Stokes system. Indeed, the fact that in the case of the Oseen system we are able to guarantee,
through the above regularity hypothesis on u0, that the velocity field u belongs to the function space
u P L2p0, T ;L8pΩqdq plays a crucial role in our proofs; it is unclear to us, in particular, how replacement
of the Oseen system by the full Navier–Stokes system would impact on the arguments presented herein.
The proofs use a variety of compactness arguments for infinite sequences of approximate solutions.
Passage to the limit in the extra stress tensor K, whose divergence appears on the right-hand side of
the Oseen equation, is nontrivial as K depends nonlinearly on the probability density function; to this
end, we shall show the strong convergence of the sequence of approximating probability density functions
using techniques developed by DiPerna & Lions for the Fokker–Planck–Boltzmann system and related
hypoelliptic PDEs (see, in particular, the Appendix in [25]). In Section 5 we show, by using the existence
of a trace on the boundary of our domain, that the solution to the Fokker–Planck equation attains the
weakly imposed specular boundary condition in a strong sense. In Section 6 we then focus on the second
objective of the paper: we rigorously identify the small-mass limit of the system, as ǫÑ 0`. Once again,
passage to the limit in the extra stress tensor K, whose divergence appears on the right-hand side of
the Oseen equation, is the main source of technical difficulties, as we require strong convergence of the
approximating sequence of probability density functions, as ǫ Ñ 0`. Motivated by an argument in the
work of Carrillo & Goudon [18], which first appeared in the context of diffusion asymptotics for hyperbolic
problems in the work of Marcati and Milani [39], and was then applied in the framework of kinetic equations
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by Lions & Toscani [38] and Goudon & Poupaud [28], we shall use a compensated compactness argument
based on the Div-Curl lemma to prove weak convergence, which we then strengthen to the desired strong
convergence result, enabling us to identify the small-mass limit, as ǫ Ñ 0`. We prove in particular that
passage to the small-mass limit results in equilibration in momentum space, in a sense to be made precise
in Remark 6.3. This enables us to make mathematically rigorous various formal asymptotic calculations
from the polymer physics literature asserting that passage to the small-mass limit implies equilibration
in momentum space. In the final section we relate the resulting small-mass-limit model to the classical
Hookean bead-spring-chain model for dilute solutions of polymeric fluids.
2. Statement of the Fokker–Planck equation
To define the Fokker–Planck equation we mimic the procedure in [46] and introduce the following dif-
ferential operators, noting that those with suffix 0 are independent of u (which is considered to be fixed
for the moment), whilst those with suffix 1 are not:
L0,jϕ :“ ´vj ¨ Bvjϕ` β B2vjϕ, j “ 1, . . . , J ` 1,
L1,jpuqϕ :“ vj ¨ Brjϕ` ppLrqj ` uprj , tqq ¨ Bvjϕ, j “ 1, . . . , J ` 1,
L˚0,jϕ :“ Bvj ¨ pvjϕq ` β B2vjϕ, j “ 1, . . . , J ` 1,
L˚1,jpuqϕ :“ ´vj ¨ Brjϕ´ ppLrqj ` uprj , tqq ¨ Bvjϕ, j “ 1, . . . , J ` 1,
L0ϕ :“
J`1ÿ
j“1
L0,jϕ,
L1puqϕ :“
J`1ÿ
j“1
L1,jpuqpϕq.
In these expressions Bvj denotes the (d-component) gradient operator with respect to vj P Rd, Bvj ¨ denotes
the divergence operator with respect to vj , and B2vj “ Bvj ¨Bvj is the Laplace operator with respect to vj . We
further note that L0,j has a one-dimensional null-space spanned by the real-valued constant function that
is identically equal to 1 with respect to vj , denoted by Ipvjq, and its adjoint L˚0,j has null-space spanned
by the function
gpvjq :“ p2πβq´
1
2 expp´|vj |2{2βq.
Observe also that, for gpsq “ p2πβq´ 12 expp´s2{2βq, s P R, and with 1 denoting differentiation with respect
to the variable s, we have that
psgpsqq1 ` βg2psq “ 0,
implying that
(2.1) psg1psqq1 ` βpg1psqq2 “ ´g1psq.
Finally, we note that L0 has a one-dimensional null-space spanned by the constant function with respect
to v “ pvT1 , . . . , vTJ`1qT, denoted by Ipvq “
śJ`1
j“1 Ipvjq, and its adjoint L˚0 has null-space spanned by the
function
̺8pvq “
J`1ź
j“1
gpvjq.
3. Existence of solutions to the Fokker–Planck equation
The probability density function associated with (1.4) is denoted by ̺ “ ̺pr, v, tq; formally it solves the
nonlinear partial differential equation
(3.1) Bt̺ “ β
ǫ2
L˚0̺`
1
ǫ
L1puq˚̺.
In case it is not apparent, we emphasize that the nonlinearity enters into the equation through the de-
pendence of the velocity field u on the probability density function ̺, since u is the solution of the Oseen
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equation whose right-hand side depends on ̺ through the presence of the conditional expectation there.
Substituting the defining expressions for L˚0 and L1puq˚ into (3.1) yields
Bt̺´ β
ǫ2
˜
J`1ÿ
j“1
Bvj ¨ pvj ̺q ` β B2vj̺
¸
` 1
ǫ
˜
J`1ÿ
j“1
vj ¨ Brj̺` ppLrqj ` uprj, tqq ¨ Bvj̺
¸
“ 0,(3.2)
for all pr, v, tq P ΩJ`1 ˆ RpJ`1qd ˆ p0, T s,
̺pr, v, 0q “ ̺0pr, vq for all pr, vq P ΩJ`1 ˆ RpJ`1qd.(3.3)
The equation (3.2) should be supplemented with a boundary condition; here, for the sake of simplicity
of the exposition, we shall consider a specular boundary condition with respect to the independent variable
r, which we shall state below. More complicated boundary conditions can of course be used to model
the interaction between the wall BΩ and the beads in the bead-spring-chain; for example, a Maxwell-type
boundary condition (proposed by Maxwell [42] in 1879 as a phenomenological law by splitting the reflection
operator into a local reflection operator and a diffuse reflection operator) may be considered, as in [44]:
it involves a boundary trace operator that is a convex linear combination of a specular boundary trace
operator, describing local reflection by the wall, and a diffuse reflection operator.
Before formulating the specular boundary condition considered here, we require some additional notation.
We let
BΩpjq :“ Ωˆ ¨ ¨ ¨ ˆ Ωˆ BΩˆ Ωˆ ¨ ¨ ¨ ˆ Ω, j “ 1, . . . , J ` 1,
with BΩ appearing at the j-th position in this pJ`1q-fold Cartesian product. Clearly, ŤJ`1j“1 BΩpjq “ BΩJ`1.
Let, further,
νpjqprq :“ p0T, . . . , 0T, pνprjqqT, 0T, . . . , 0TqT P RpJ`1qd,
where, for r “ pr1, . . . , rJ`1q P BΩpjq, the nonzero entry νprjq P Rd appearing at the j-th position is the
unit outward normal (column-)vector to BΩ at rj P BΩ, for j “ 1, . . . , J ` 1, and 0 is a d-component zero
(column-)vector. With this notation, we then impose the following specular boundary condition for ̺ on
BΩpjq, j “ 1, . . . , J ` 1:
̺pr, v, tq “ ̺pr, vpjq˚ , tq for all pr, v, tq P BΩpjq ˆ RpJ`1qd ˆ p0, T s, with v ¨ νpjqprq ă 0,(3.4)
where
v
pjq
˚ “ vpjq˚ pr, vq :“ v ´ 2pv ¨ νpjqprqq νpjqprq, j “ 1, . . . , J ` 1,
is the specular velocity ; clearly, v
pjq
˚ ¨ νpjqprq “ ´v ¨ νpjqprq. This boundary condition on ̺ means that if
the j-th bead in the chain pr1, . . . , rJ`1q hits the boundary with velocity vector vj P Rd it is reflected with
velocity vector vj ´ 2pvj ¨ νprjqq νprjq P Rd. With respect to the independent variable v “ pvT1 , . . . , vTJ`1qT
the domain of definition of ̺ is RpJ`1qd. The behaviour of ̺ as a function of v in the limit of |v| Ñ 8 is
dictated by the requirement that ̺p¨, ¨, tq P L1pΩJ`1 ˆ RpJ`1qd;Rě0q, for each fixed t P p0, T s.
In order to state the weak formulation of this problem we consider the Maxwellian Mpvq :“ ̺8pvq and
define p̺ :“ ̺
M
and p̺0 :“ ̺0
M
.
Further, we define F P CpRě0;Rě0q, by
Fpsq :“ splog s´ 1q ` 1, s P Rą0, with Fp0q :“ 1.
The function F is nonnegative, strictly convex, and has superlinear growth as sÑ `8, i.e.
lim
sÑ`8
Fpsq
s
“ `8.
We shall assume that the initial datum ̺0 (cf. (3.3)) satisfies
̺0 P L1pΩJ`1 ˆ RpJ`1qd;Rě0q,
ż
ΩJ`1ˆRpJ`1qd
̺0pr, vqdr dv “ 1,
MFpp̺0q P L1pΩJ`1 ˆ RpJ`1qdq;(3.5)
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in other words, the initial probability density function ̺0 is assumed to have finite relative entropy with
respect to the Maxwellian M .
We shall also assume throughout this section that u P L2p0, T ;W 1,σ0 pΩqdq for some σ ą d, and ∇ ¨ u “ 0
a.e. in Ωˆ p0, T q, and that u is given and held fixed. We shall show later on that, under the assumptions
on u0 (cf. the paragraph following eq. (1.2)), the function u does indeed possess this regularity; in fact, we
will see that σ “ minpσˆ, zq, where σˆ :“ 2` 4
d
ą d for d “ 2, 3, and z “ d` ϑ for some ϑ P p0, 1q, whereby
σ ą d for d “ 2, 3, as is being assumed here. As a consequence of the assumed regularity of u, by Sobolev
embedding, u P L2p0, T ;L8pΩqdq.
We (formally) multiply the equation (3.2) by a function ϕ P W 1,1p0, T ; C8pΩJ`1; C80 pRpJ`1qdqqq and,
assuming for the moment that ̺ is sufficiently smooth and satisfies the specular boundary condition (3.4),
we integrate the resulting equality over ΩJ`1 ˆ RpJ`1q ˆ r0, T s, and then integrate by parts with respect
to each of the independent variables. Hence,ż
ΩJ`1
ż
RpJ`1qd
Mpvq p̺pr, v, T qϕpr, v, T qdv dr
´
ż T
0
ż
ΩJ`1
ż
RpJ`1qd
Mpvq p̺pr, v, τq Bτϕpr, v, τqdv dr dτ
` β
2
ǫ2
˜
J`1ÿ
j“1
ż T
0
ż
ΩJ`1
ż
RpJ`1qd
Mpvq Bvj p̺ ¨ Bvjϕdv dr dτ
¸
´ 1
ǫ
˜
J`1ÿ
j“1
ż T
0
ż
ΩJ`1
ż
RpJ`1qd
Mpvq vj p̺ ¨ Brjϕdv dr dτ
¸
` 1
ǫ
˜
J`1ÿ
j“1
ż T
0
ż
BΩpjq
ż
RpJ`1qd
Mpvq pvj ¨ νprjqq p̺ϕdv dsprqdτ
¸
´ 1
ǫ
˜
J`1ÿ
j“1
ż T
0
ż
ΩJ`1
ż
RpJ`1qd
Mpvq ppLrqj ` uprj , τqq p̺ ¨ Bvjϕdv dr dτ
¸
“
ż
ΩJ`1
ż
RpJ`1qd
Mpvq p̺0pr, vqϕpr, v, 0qdv dr @ϕ PW 1,1p0, T ; C8pΩJ`1; C80 pRpJ`1qdqqq.(3.6)
We focus our attention on the fifth integral on the left-hand side:ż
BΩpjq
ż
RpJ`1qd
Mpvq pvj ¨ νprjqq p̺ϕdv dsprq “ ż
RpJ`1qd
ż
BΩpjq
Mpvq pvj ¨ νprjqq p̺ϕdsprqdv
“
ż
RpJ`1qd
ż
BΩpjq : vj ¨νprjqą0
Mpvq pvj ¨ νprjqq p̺ϕdsprqdv
`
ż
RpJ`1qd
ż
BΩpjq : vj ¨νprjqă0
Mpvq pvj ¨ νprjqq p̺ϕdsprqdv.
Now, since |vpjq˚ |2 “ |v|2 and vpjq˚ ¨ νpjqprq “ ´v ¨ νpjqprq “ ´vj ¨ νprjq, and using the specular boundary
condition satisfied by p̺, we have for the second integral on the right-hand side of the last equality thatż
RpJ`1qd
ż
BΩpjq : vj ¨νprjqă0
Mpvq pvj ¨ νprjqq p̺pr, v, tqϕpr, v, tqdsprqdv
“
ż
RpJ`1qd
ż
BΩpjq : vj ¨νprjqă0
Mpvq pvj ¨ νprjqq p̺pr, vpjq˚ , tqϕpr, v, tqdsprqdv
“ ´
ż
RpJ`1qd
ż
BΩpjq :´vj ¨νprjqą0
Mpvq p´vj ¨ νprjqq p̺pr, vpjq˚ , tqϕpr, v, tqdsprqdv
“ ´
ż
RpJ`1qd
ż
BΩpjq : v
pjq
˚ ¨ν
pjqprqą0
Mpvpjq˚ q pvpjq˚ ¨ νpjqprqq p̺pr, vpjq˚ , tqϕpr, v, tqdsprqdv.
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Assuming that the test function ϕ satisfies the specular boundary condition:
(3.7) ϕpr, v, tq “ ϕpr, vpjq˚ , tq @ pr, v, tq P BΩ
pjq ˆ RpJ`1qd ˆ p0, T s,
such that v ¨ νpjqprq ă 0, j “ 1, . . . , J ` 1,
we then have, for all j “ 1, . . . , J ` 1, thatż
RpJ`1qd
ż
BΩpjq : vj ¨νprjqă0
Mpvq pvj ¨ νprjqq p̺pr, v, tqϕpr, v, tqdsprqdv
“ ´
ż
RpJ`1qd
ż
BΩpjq : v
pjq
˚ ¨ν
pjqprqą0
Mpvpjq˚ q pvpjq˚ ¨ νpjqprqq p̺pr, vpjq˚ , tqϕpr, vpjq˚ , tqdsprqdv
“ ´
ż
RpJ`1qd
ż
BΩpjq
Mpvpjq˚ q pvpjq˚ ¨ νpjqprqq` p̺pr, vpjq˚ , tqϕpr, vpjq˚ , tqdsprqdv
“ ´
ż
BΩpjq
ż
RpJ`1qd
Mpvpjq˚ q pvpjq˚ ¨ νpjqprqq` p̺pr, vpjq˚ , tqϕpr, vpjq˚ , tqdv dsprq.
Since, for r P BΩpjq fixed, the absolute value of the Jacobian DΦ of the (bijective) mapping
Φ : v P RpJ`1qd ÞÑ vpjq˚ pr, vq P RpJ`1qd
is equal to 1, whereby, for r P BΩpjq fixed, dvpjq˚ “ |DΦ|dv “ dv, by treating vpjq˚ as a dummy variable in
the last integral and renaming it into v, and noting again that v ¨ νpjqprq “ vj ¨ νprjq, it follows that, for all
j “ 1, . . . , J ` 1, ż
RpJ`1qd
ż
BΩpjq : vj ¨νprjqă0
Mpvq pvj ¨ νprjqq p̺pr, v, tqϕpr, v, tqdsprqdv
“ ´
ż
BΩpjq
ż
RpJ`1qd
Mpvq pvj ¨ νprjqq` p̺pr, v, tqϕpr, v, tqdv dsprq
“ ´
ż
RpJ`1qd
ż
BΩpjq
Mpvq pvj ¨ νprjqq` p̺pr, v, tqϕpr, v, tqdsprqdv
“ ´
ż
RpJ`1qd
ż
BΩpjq : vj ¨νprjqą0
Mpvq pvj ¨ νprjqq p̺pr, v, tqϕpr, v, tqdsprqdv.
Hence, provided that the test function ϕ P W 1,1p0, T ; C8pΩJ`1; C80 pRpJ`1qdqqq appearing in (3.6) satisfies
the specular boundary condition (3.7), the fifth integral in (3.6) will vanish. We shall therefore assume
that this is indeed the case and will work with such test functions ϕ, whereby the absence of the fifth
integral from (3.6) can be seen as a weak imposition of the specular boundary condition (3.4) for p̺ (and,
equivalently, for ̺). The imposition of the specular boundary condition on all functions that belong to a
certain function space will be indicated by the subscript ˚ in our notation for the particular function space.
For example,
C8˚ pΩJ`1; C80 pRpJ`1qdqq “
"
ϕ P C8pΩJ`1; C80 pRpJ`1qdqq : ϕpr, vq “ ϕpr, vpjq˚ q
for all pr, vq P BΩpjq ˆ RpJ`1qd, with v ¨ νpjqprq ă 0, j “ 1, . . . , J ` 1
*
.
Thus, by eliminating the fifth integral from (3.6), we are led to the following problem: for a fixed divergence-
free function u P L2p0, T ;W 1,σ0 pΩqdq with σ ą d, we seek a function p̺ě 0 such that
M p̺ P Cwpr0, T s;L1pΩJ`1 ˆ RpJ`1qdqq,
MFpp̺q P L8p0, T ;L1pΩJ`1 ˆ RpJ`1qdqq, ap̺ P L2p0, T ;L2pΩJ`1;W 1,2M pRpJ`1qdqqq,
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with Cwpr0, T s;L1pΩJ`1 ˆRpJ`1qdqq being the linear space of weakly continuous mappings from r0, T s into
L1pΩJ`1 ˆRpJ`1qdq, and W 1,2M pRpJ`1qdq signifying the Maxwellian-weighted Sobolev space on RpJ`1qd:
W
1,2
M pRpJ`1qdq :“
"
ϕ P L1locpRpJ`1qdq : }ϕ}2W 1,2
M
pRpJ`1qdq
:“
ż
RpJ`1qd
Mpvq
ˆ
|ϕpvq|2`
J`1ÿ
j“1
|Bvjϕpvq|2
˙
dv ă 8
*
(with analogous notation for all other Maxwellian-weighted Lebesgue and Sobolev spaces), such thatż
ΩJ`1
ż
RpJ`1qd
Mpvq p̺pr, v, T qϕpr, v, T qdv dr ´ ż T
0
ż
ΩJ`1
ż
RpJ`1qd
Mpvq p̺pr, v, τq Bτϕpr, v, τqdv dr dτ
` β
2
ǫ2
˜
J`1ÿ
j“1
ż T
0
ż
ΩJ`1
ż
RpJ`1qd
Mpvq Bvj p̺ ¨ Bvjϕdv dr dτ
¸
´ 1
ǫ
˜
J`1ÿ
j“1
ż T
0
ż
ΩJ`1
ż
RpJ`1qd
Mpvq vj p̺ ¨ Brjϕdv dr dτ
¸
´ 1
ǫ
˜
J`1ÿ
j“1
ż T
0
ż
ΩJ`1
ż
RpJ`1qd
Mpvq ppLrqj ` uprj , τqq p̺ ¨ Bvjϕdv dr dτ
¸
“
ż
ΩJ`1
ż
RpJ`1qd
Mpvq p̺0pr, vqϕpr, v, 0qdv dr @ϕ PW 1,1p0, T ;W s,2˚ pΩJ`1 ˆ RpJ`1qdqq,(3.8)
where s ą pJ ` 1qd ` 1. We note that for s ą pJ ` 1qd` 1, by Sobolev embedding,
W s,2˚ pΩJ`1 ˆ RpJ`1qdq ãÑW 1,8˚ pΩJ`1 ˆ RpJ`1qdq.
We emphasize here again that the specular boundary condition is imposed weakly, through the omission
of the fifth integral from (3.6) (and, thereby, through the absence of the corresponding term from (3.8))
and the choice of the test functions ϕ in W 1,1p0, T ;W s,2˚ pΩJ`1 ˆ RpJ`1qdqq. This helps us to circumvent
at this point the question whether p̺ is regular enough to satisfy (3.4) in the (stronger) sense of a trace
theorem on BΩ. The existence of a trace in a stronger sense will be shown later, in Section 5.
3.1. Existence of solutions to a parabolic regularization of (3.8). We begin by considering a para-
bolic regularization of the weak formulation (3.8): for a fixed divergence-free function u P L2p0, T ;W 1,σ0 pΩqdq
with σ ą d, and with α P p0, 1s a regularization parameter that will be eventually sent to 0, we shall seek
a function
̺α P Cpr0, T s;L2M pΩJ`1 ˆ RpJ`1qdqq X L2p0, T ;W 1,2˚,M pΩJ`1 ˆ RpJ`1qdqq
such thatż
ΩJ`1
ż
RpJ`1qd
Mpvq p̺αpr, v, T qϕpr, v, T qdv dr ´ ż T
0
ż
ΩJ`1
ż
RpJ`1qd
Mpvq p̺αpr, v, τq Bτϕpr, v, τqdv dr dτ
` β
2
ǫ2
˜
J`1ÿ
j“1
ż T
0
ż
ΩJ`1
ż
RpJ`1qd
Mpvq Bvj p̺α ¨ Bvjϕdv dr dτ
¸
´ 1
ǫ
˜
J`1ÿ
j“1
ż T
0
ż
ΩJ`1
ż
RpJ`1qd
Mpvq vj p̺α ¨ Brjϕdv dr dτ
¸
` α
J`1ÿ
j“1
ż T
0
ż
ΩJ`1
ż
RpJ`1qd
Mpvq Brj p̺α ¨ Brjϕdv dr dτ
´ 1
ǫ
˜
J`1ÿ
j“1
ż T
0
ż
ΩJ`1
ż
RpJ`1qd
Mpvq ppLrqj ` uprj , τqq p̺α ¨ Bvjϕdv dr dτ
¸
“
ż
ΩJ`1
ż
RpJ`1qd
Mpvq p̺0pr, vqϕpr, v, 0qdv dr @ϕ PW 1,2p0, T ;W 1,2˚,M pΩJ`1 ˆ RpJ`1qdqq,(3.9)
where, in addition to our earlier assumption (3.5) on the initial datum, we shall temporarily assume thatp̺0 P L2M pΩJ`1 ˆ RpJ`1qdq.
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This additional assumption will be required in order to enable passage to the limit αÑ 0`. In the final step
of the existence proof, discussed in Section 4, this additional assumption on p̺0 will be removed, and the
final global existence result for the coupled Oseen–Fokker–Planck system will be shown to hold assuming
(3.5) only.
To show the existence of a solution to (3.9), note that W 1,2˚,M pΩJ`1 ˆ RpJ`1qdq, the normed linear space
of all functions contained in the Maxwellian-weighted Sobolev space W 1,2M pΩJ`1 ˆ RpJ`1qdq satisfying the
specular boundary condition on BΩ in the sense of the trace theorem, is a separable Hilbert space, as it is
a closed linear subspace of W 1,2M pΩJ`1 ˆ RpJ`1qdq, which is a separable Hilbert space (cf. Theorem 8.10.2
on p.418 in the monograph of Kufner, John & Fucˇik [33]). Furthermore, since W 1,2M pΩJ`1 ˆ RpJ`1qdq is
compactly embedded into the space L2M pΩJ`1 ˆ RpJ`1qdq (cf. Appendix D in [8]), W 1,2˚,MpΩJ`1 ˆ RpJ`1qdq
is also compactly embedded into L2M pΩJ`1ˆRpJ`1qdq. Thus, by a variant of the Hilbert–Schmidt theorem
(cf. Lemma 5.1 in [26]), there exists a complete orthogonal basis pψkqkě1 in W 1,2˚,MpΩJ`1ˆRpJ`1qdq, which
is complete and orthonormal in L2M pΩJ`1 ˆ RpJ`1qdq; the function ψk P W 1,2˚,M pΩJ`1 ˆ RpJ`1qdq solves the
following eigenvalue problem:
pψk, ηqW 1,2
M
pΩJ`1ˆRpJ`1qdq “ λkpψk, ηqL2M pΩJ`1ˆRpJ`1qdq @ η PW
1,2
˚,MpΩJ`1 ˆ RpJ`1qdq, k “ 1, 2, . . . ;
}ψk}L2
M
pΩJ`1ˆRpJ`1qdq “ 1.
Let XN :“ spantψ1, . . . , ψNu and denote by PN the orthogonal projector in L2M pΩJ`1 ˆ RpJ`1qdq onto
XN . Suppose further that w PW 1,2˚,M pΩJ`1 ˆ RpJ`1qdq, with
w “
8ÿ
k“1
αkψk.
As pw ´ PNw,ψjqL2
M
pΩJ`1ˆRpJ`1qdq “ 0 for all j “ 1, . . . , N , thanks to the orthonormality of the functions
ψk, k ě 1, in L2M pΩJ`1 ˆ RpJ`1qdq, it follows that
PNw “
Nÿ
k“1
αkψk.
Thus, by the orthogonality of the ψk in W
1,2
˚,MpΩJ`1 ˆ RpJ`1qdq, Parseval’s identity implies that
}PNw}2W 1,2
M
pΩJ`1ˆRpJ`1qdq
“
Nÿ
k“1
α2k}ψk}2W 1,2
M
pΩJ`1ˆRpJ`1qdq
ď
8ÿ
k“1
α2k}ψk}2W 1,2
M
pΩJ`1ˆRpJ`1qdq
“ }w}2
W
1,2
M
pΩJ`1ˆRpJ`1qdq
@w PW 1,2˚,M pΩJ`1 ˆ RpJ`1qdq.(3.10)
We shall seek a function
(3.11) p̺α,N pr, v, tq “ Nÿ
k“1
Ak,Nptqψkpr, vq
such that ˆż
ΩJ`1
ż
RpJ`1qd
Mpvq p̺α,N pr, v, T qψℓpr, vqdv dr˙ φpT q
´
ż T
0
ż
ΩJ`1
ż
RpJ`1qd
Mpvq p̺α,N pr, v, τqψℓpr, vq Bτφpτqdv dr dτ
` β
2
ǫ2
˜
J`1ÿ
j“1
ż T
0
ż
ΩJ`1
ż
RpJ`1qd
Mpvq Bvj p̺α,N ¨ Bvjψℓpr, vqφpτqdv dr dτ
¸
´ 1
ǫ
˜
J`1ÿ
j“1
ż T
0
ż
ΩJ`1
ż
RpJ`1qd
Mpvq vj p̺α,N ¨ Brjψℓpr, vqφpτqdv dr dτ
¸
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` α
J`1ÿ
j“1
ż T
0
ż
ΩJ`1
ż
RpJ`1qd
Mpvq Brj p̺α,N ¨ Brjψℓpr, vqφpτqdv dr dτ
´ 1
ǫ
˜
J`1ÿ
j“1
ż T
0
ż
ΩJ`1
ż
RpJ`1qd
Mpvq ppLrqj ` uprj , τqq p̺α,N ¨ Bvjψℓpr, vqφpτqdv dr dτ
¸
“
ˆż
ΩJ`1
ż
RpJ`1qd
Mpvq p̺0pr, vqψℓpr, vqdv dr˙ φp0q @ ℓ P t1, . . . , Nu and @φ PW 1,2p0, T q.(3.12)
Substitution of (3.11) into (3.12) yields
Aℓ,N pT qφpT q ´
ż T
0
Aℓ,Npτq Bτφpτqdτ
`
ż T
0
Nÿ
k“1
Ak,N pτq
˜
β2
ǫ2
J`1ÿ
j“1
ż
ΩJ`1
ż
RpJ`1qd
Mpvq Bvjψkpr, vq ¨ Bvjψℓpr, vqdv dr
¸
φpτqdτ
`
ż T
0
Nÿ
k“1
Ak,N pτq
˜
´1
ǫ
J`1ÿ
j“1
ż
ΩJ`1
ż
RpJ`1qd
Mpvq vjψkpr, vq ¨ Brjψℓpr, vqdv dr
¸
φpτqdτ
`
ż T
0
Nÿ
k“1
Ak,N pτq
˜
α
J`1ÿ
j“1
ż
ΩJ`1
ż
RpJ`1qd
Mpvq Brjψkpr, vq ¨ Brjψℓpr, vqdv dr
¸
φpτqdτ
`
ż T
0
Nÿ
k“1
Ak,N pτq
˜
´1
ǫ
J`1ÿ
j“1
ż
ΩJ`1
ż
RpJ`1qd
Mpvq ppLrqj ` uprj , τqqψkpr, vq ¨ Bvjψℓpr, vqdv dr
¸
φpτqdτ
“
ˆż
ΩJ`1
ż
RpJ`1qd
Mpvq p̺0pr, vqψℓpr, vqdv dr˙ φp0q @ ℓ P t1, . . . , Nu and @φ PW 1,2p0, T q.
Denoting the sum of the terms in the brackets in the second, third and fourth line by Gℓ,k, and the term
in the outer pair of brackets in the fifth line by Hℓ,kpτq, we have that
Aℓ,N pT qφpT q ´
ż T
0
Aℓ,N pτq Bτφpτqdτ `
ż T
0
Nÿ
k“1
pGℓ,k `Hℓ,kpτqqAk,N pτqφpτqdτ
“
ż
ΩJ`1
ż
RpJ`1qd
Mpvq p̺0pr, vqψℓpr, vqdv dr φp0q.(3.13)
As it will transpire from the discussion that follows, |Gℓ,k| ă 8 and |Hℓ,kpτq| ă 8 for a.e. τ P p0, T s, and
for all ℓ, k “ 1, . . . , N .
The above is the weak form of the following initial-value problem for a system of linear ODEs:
(3.14)
d
dt
Aℓ,N ptq `
Nÿ
k“1
pGℓ,k `Hℓ,kptqqAk,N ptq “ 0, t P p0, T s,
Aℓ,N p0q “
ż
ΩJ`1
ż
RpJ`1qd
Mpvq p̺0pr, vqψℓpr, vqdv dr, ℓ “ 1, . . . , N.
As pGℓ,kqNℓ,k“1 is a constant matrix, the existence of a solution to this system of linear ODEs will follow from
Carathe´odory’s theorem once we have shown that t P p0, T q ÞÑ Hℓ,kptq P R is measurable and a (matrix)
norm of the matrix pHℓ,kptqqNℓ,k“1 is dominated by hptq, where h P L1p0, T q. As a matter of fact, once
this has been shown, the uniqueness of the solution to this system of ODEs will also follow, by Gronwall’s
lemma, thanks to the linearity of the system.
To this end, it suffices to note that, since by hypothesis u P L2p0, T ;W 1,σ0 pΩqdq for some σ ą d, Fu-
bini’s theorem implies that all entries of the matrix pHℓ,kptqqNℓ,k“1 are measurable functions of t P p0, T s;
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furthermore, there exists a positive constant C0 “ C0pJ,Nq such that
ż T
0
ˇˇˇˇ
ˇJ`1ÿ
j“1
ż
ΩJ`1
ż
RpJ`1qd
Mpvquprj , τqψkpr, vq ¨ Bvjψℓpr, vqdv dr
ˇˇˇˇ
ˇ dτ
ď
J`1ÿ
j“1
ż T
0
ˆż
ΩJ`1
ż
RpJ`1qd
Mpvq |uprj , τqψkpr, vq|2 dv dr
˙1
2
ˆż
ΩJ`1
ż
RpJ`1qd
Mpvq |Bvjψℓpr, vq|2 dv dr
˙1
2
dτ
ď }u}L1p0,T ;L8pΩqq
J`1ÿ
j“1
max
1ďℓďN
ˆż
ΩJ`1
ż
RpJ`1qd
Mpvq |Bvjψℓpr, vq|2 dv dr
˙1
2
“ C0}u}L1p0,T ;L8pΩqq.
This then implies the existence of a measurable function h P L1p0, T q such that the (matrix) norm of the
matrix pHℓ,kptqqNℓ,k“1 is dominated by hptq, where h P L1p0, T q; take, for example, hptq :“ Cǫ p1`}uptq}L8pΩqq,
where C is a sufficiently large constant. Hence, Carathe´odory’s theorem implies the existence of a solution
Aℓ,N P W 1,1p0, T q (and, consequently, absolutely continuous on r0, T s), ℓ “ 1, . . . , N , to (3.13), and by
Gronwall’s lemma the solution to (3.13) is unique. In fact, since Hℓ,k P L8p0, T q, ℓ, k “ 1, . . . , N , it
follows that Aℓ,N P W 1,8p0, T q, ℓ “ 1, . . . , N ; cf. (3.14). Thus, by noting (3.11), we deduce that the
finite-dimensional problem (3.12) has a unique solution
p̺α,N P W 1,8p0, T ;W 1,2˚,M pΩJ`1 ˆ RpJ`1qdqq.
Next, for any t P p0, T q fixed, and h P p0, T ´ tq, consider the function
χt,hpτq :“ min
"
1,
ˆ
1
h
pt´ τq ` 1
˙
`
*
, τ P r0, T s.
Clearly, τ ÞÑ χt,hpτq is a continuous piecewise linear function defined on r0, T s, which is identically 1 on
r0, ts, identically 0 on rt ` h, T s, and has slope ´1{h on rt, t ` hs. Taking φ “ χt,hAℓ,N P W 1,8p0, T q in
(3.12) with t P p0, T q fixed and passing to the limit hÑ 0`, we have thatż
ΩJ`1
ż
RpJ`1qd
Mpvq p̺α,N pr, v, tqψℓpr, vqAℓ,N ptqdv dr
´
ż t
0
ż
ΩJ`1
ż
RpJ`1qd
Mpvq p̺α,N pr, v, τqψℓpr, vq BτAℓ,N pτqdv dr dτ
` β
2
ǫ2
˜
J`1ÿ
j“1
ż t
0
ż
ΩJ`1
ż
RpJ`1qd
Mpvq Bvj p̺α,N ¨ Bvjψℓpr, vqAℓ,N pτqdv dr dτ
¸
´ 1
ǫ
˜
J`1ÿ
j“1
ż t
0
ż
ΩJ`1
ż
RpJ`1qd
Mpvq vj p̺α,N ¨ Brjψℓpr, vqAℓ,N pτqdv dr dτ
¸
` α
J`1ÿ
j“1
ż t
0
ż
ΩJ`1
ż
RpJ`1qd
Mpvq Brj p̺α,N ¨ Brjψℓpr, vqAℓ,N pτqdv dr dτ
´ 1
ǫ
˜
J`1ÿ
j“1
ż t
0
ż
ΩJ`1
ż
RpJ`1qd
Mpvq ppLrqj ` uprj , τqq p̺α,N ¨ Bvjψℓpr, vqAℓ,N pτqdv dr dτ
¸
“
ˆż
ΩJ`1
ż
RpJ`1qd
Mpvq p̺0pr, vqψℓpr, vqdv dr˙Aℓ,N p0q @ ℓ P t1, . . . , Nu.(3.15)
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Summing (3.15) through ℓ “ 1, . . . , N and recalling (3.11) then yields
1
2
ż
ΩJ`1
ż
RpJ`1qd
Mpvq p̺2α,N pr, v, tqdv dr
` β
2
ǫ2
˜
J`1ÿ
j“1
ż t
0
ż
ΩJ`1
ż
RpJ`1qd
Mpvq |Bvj p̺α,N |2 dv dr dτ
¸
´ 1
ǫ
˜
J`1ÿ
j“1
ż t
0
ż
ΩJ`1
ż
RpJ`1qd
Mpvq vj p̺α,N ¨ Brj p̺α,N dv dr dτ
¸
` α
J`1ÿ
j“1
ż t
0
ż
ΩJ`1
ż
RpJ`1qd
Mpvq |Brj p̺α,N |2 dv dr dτ
´ 1
ǫ
˜
J`1ÿ
j“1
ż t
0
ż
ΩJ`1
ż
RpJ`1qd
Mpvq ppLrqj ` uprj , τqq p̺α,N ¨ Bvj p̺α,N dv dr dτ
¸
“ 1
2
ˆż
ΩJ`1
ż
RpJ`1qd
Mpvq |p̺0pr, vq|2 dv dr˙ @ t P p0, T q.(3.16)
Let us denote by T1 and T2 the terms in the third and fifth line of (3.16), respectively; our objective is
to bound these by quantities that can be absorbed into the remaining terms on the left-hand side. That
will then result in uniform-in-N bounds on various norms of p̺α,N , which will allow us to pass to the limit
N Ñ8 in the Galerkin approximation.
We shall show below that Mpvq vj p̺α,N ¨ Brj p̺α,N P L1pΩJ`1 ˆ RpJ`1qd ˆ p0, T qq. Taking this for granted
for the moment, we have that
T1 :“ ´1
ǫ
J`1ÿ
j“1
ż t
0
ż
ΩJ`1
ż
RpJ`1qd
Mpvq vj p̺α,N ¨ Brj p̺α,N dv dr dτ
“ ´ 1
2ǫ
J`1ÿ
j“1
ż t
0
ż
ΩJ`1
ż
RpJ`1qd
Mpvq vj ¨ Brj p|p̺α,N |2qdv dr dτ
“ ´ 1
2ǫ
J`1ÿ
j“1
ż t
0
ż
BΩpjq
ż
RpJ`1qd
Mpvq pvj ¨ νprjqq |p̺α,N |2 dv dsprqdτ “ 0,
because p̺α,N PW 1,8p0, T ;W 1,2˚,M pΩJ`1ˆRpJ`1qdqq. It therefore remains to show that Mpvq vj p̺α,N ¨ Brj p̺α,N
belongs to L1pΩJ`1 ˆRpJ`1qd ˆ p0, T qq. Since the function
a
Mpvq Brj p̺α,N P L2pΩJ`1 ˆRpJ`1qd ˆ p0, T qq,
it suffices to show that
a
Mpvq vj p̺α,N belongs to L2pΩJ`1 ˆ RpJ`1qd ˆ p0, T qq.
To this end, we first recall the logarithmic Young’s inequality
ab ď ea ` bplog b´ 1q @ a, b P Rě0.
This follows from the following Fenchel–Young inequality:
ab ď gpaq ` g˚pbq @ a, b P Rě0,
involving the convex function g : a P R ÞÑ gpaq P p´8,`8s and its convex conjugate g˚, defined by
g˚pbq :“ supaPRpab´ gpaqq, with gpaq “ ea and
g˚pbq “
$&% `8 if b ă 0;0 if b “ 0;
bplog b´ 1q if b ą 0,
with the resulting inequality then restricted to Rě0. Consequently, recalling that Fpsq “ splog s ´ 1q ` 1
for s ą 0 and Fp0q :“ 0, we have that
(3.17) ab ď ea ´ 1` Fpbq @ a, b P Rě0.
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Hence, with a “ 1
4β
|vj |2 and b “ }p̺α,N}2L2pΩJ`1ˆp0,T qq, we have that
1
4β
|vj |2 }p̺α,N}2L2pΩJ`1ˆp0,T qq ď F ´}p̺α,N}2L2pΩJ`1ˆp0,T qq¯` e 14β |vj |2 ´ 1,
and therefore, upon multiplication by Mpvq and omitting the final, negative term from the right-hand side,
1
4β
Mpvq |vj |2 }p̺α,N}2L2pΩJ`1ˆp0,T qq ďMpvqF ´}p̺α,N }2L2pΩJ`1ˆp0,T qq¯` p2πβq´ pJ`1qd2 e´ 14β |vj |2 J`1ź
k“1
k‰j
e
´ 1
2β
|vk|
2
“Mpvq
”
}p̺α,N}2L2pΩJ`1ˆp0,T qqplog }p̺α,N }2L2pΩJ`1ˆp0,T qq ´ 1q ` 1ı` p2πβq´ pJ`1qd2 e´ 14β |vj |2 J`1ź
k“1
k‰j
e
´ 1
2β
|vk |
2
ďMpvq }p̺α,N }2L2pΩJ`1ˆp0,T qq log }p̺α,N}2L2pΩJ`1ˆp0,T qq ` „Mpvq ` p2πβq´ pJ`1qd2 e´ 14β |vj |2 J`1ź
k“1
k‰j
e´
1
2β
|vk|
2

.
Integrating this over RpJ`1qd and applying Gross’ logarithmic Sobolev inequality to the first term on the
right-hand side yields (c.f. [30], particularly (1.2) there multiplied by 2, and (1.1) with n “ pJ ` 1qd):
1
4β
ż
RpJ`1qd
Mpvq |vj |2 }p̺α,N}2L2pΩJ`1ˆp0,T qq dv
ď
ż
RpJ`1qd
Mpvq }p̺α,N }2L2pΩJ`1ˆp0,T qq log }p̺α,N}2L2pΩJ`1ˆp0,T qq dv
`
ż
RpJ`1qd
„
Mpvq ` p2πβq´ pJ`1qd2 e´ 14β |vj |2
J`1ź
k“1
k‰j
e
´ 1
2β
|vk|
2

dv
ď 2
J`1ÿ
j“1
ż
RpJ`1qd
Mpvq |Bvj }p̺α,N}L2pΩJ`1ˆp0,T qq|2 dv
` }p̺α,N}2L2
M
pRpJ`1qd;L2pΩJ`1ˆp0,T qqq log }p̺α,N}2L2
M
pRpJ`1qd;L2pΩJ`1ˆp0,T qqq
`
ż
RpJ`1qd
„
Mpvq ` p2πβq´ pJ`1qd2 e´ 14β |vj |2
J`1ź
k“1
k‰j
e
´ 1
2β
|vk|
2

dv
ď 2
J`1ÿ
j“1
ż
RpJ`1qd
Mpvq
˜ż
ΩJ`1ˆp0,T q
|Bvj p̺α,N |2 dr dτ
¸
dv
` }p̺α,N}2L2p0,T ;L2
M
pΩJ`1ˆRpJ`1qdqq log }p̺α,N}2L2p0,T ;L2
M
pΩJ`1ˆRpJ`1qdqq
`
ż
RpJ`1qd
„
Mpvq ` p2πβq´ pJ`1qd2 e´ 14β |vj |2
J`1ź
k“1
k‰j
e
´ 1
2β
|vk|
2

dv.(3.18)
The term in the square brackets on the right-hand side is trivially in L1pRpJ`1qdq. Furthermore, botha
Mpvq p̺α,N and aMpvq Bvj p̺α,N belong to L2pΩJ`1 ˆ RpJ`1qd ˆ p0, T qq for all j “ 1, . . . , J ` 1. Thus
we have shown that Mpvq |vj |2 |p̺α,N |2 P L1pΩJ`1 ˆ RpJ`1qd ˆ p0, T qq; hence, aMpvq vj p̺α,N belongs to
L2pΩJ`1 ˆRpJ`1qd ˆ p0, T qq, as required. This completes the proof of the assertion that T1 “ 0.
Let us now turn our attention to the term
T2 :“ ´1
ǫ
˜
J`1ÿ
j“1
ż t
0
ż
ΩJ`1
ż
RpJ`1qd
Mpvq ppLrqj ` uprj , τqq p̺α,N ¨ Bvj p̺α,N dv dr dτ
¸
.
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We have, by the Cauchy–Schwarz inequality, the triangle inequality, and noting that |pLrqj| ď 4
?
dL, that
T2 ď 1
ǫ
˜
J`1ÿ
j“1
ż t
0
}
?
M p|pLrqj | ` |uprj , τq|q p̺α,N }L2pΩJ`1ˆRpJ`1qdq }?M Bvj p̺α,N }L2pΩJ`1ˆRpJ`1qdq dτ
¸
ď 1
ǫ
˜
J`1ÿ
j“1
ż t
0
}
?
M p|pLrqj | ` |uprj , τq|q p̺α,N }2L2pΩJ`1ˆRpJ`1qdq dτ
¸ 1
2
ˆ
˜
J`1ÿ
j“1
ż t
0
}
?
M Bvj p̺α,N }2L2pΩJ`1ˆRpJ`1qdq dτ
¸ 1
2
ď 1
ǫ
»–˜J`1ÿ
j“1
ż t
0
}
?
M |pLrqj | p̺α,N }2L2pΩJ`1ˆRpJ`1qdq dτ
¸ 1
2
`
˜
J`1ÿ
j“1
ż t
0
}
?
M |uprj , τq| p̺α,N }2L2pΩJ`1ˆRpJ`1qdq dτ
¸ 1
2
fifl
ˆ
˜
J`1ÿ
j“1
ż t
0
}
?
M Bvj p̺α,N }2L2pΩJ`1ˆRpJ`1qdq dτ
¸ 1
2
ď 1
ǫ
»–4apJ ` 1qdLˆż t
0
}
?
M p̺α,N }2L2pΩJ`1ˆRpJ`1qdq dτ˙
1
2
`
˜
J`1ÿ
j“1
ż t
0
}
?
M |uprj , τq| p̺α,N }2L2pΩJ`1ˆRpJ`1qdq dτ
¸1
2
fifl
ˆ
˜
J`1ÿ
j“1
ż t
0
}
?
M Bvj p̺α,N }2L2pΩJ`1ˆRpJ`1qdq dτ
¸ 1
2
.
We shall focus our attention on the second term in the square brackets on the right-hand side:
ż t
0
}
?
M |uprj , τq| p̺α,N }2L2pΩJ`1ˆRpJ`1qdq dτ “ ż t
0
ż
ΩJ`1ˆRpJ`1qd
Mpvq |uprj , τq|2 p̺2α,N pr, v, τqdr dv dτ
“
ż t
0
ż
ΩJ`1
|uprj , τq|2
ˆż
RpJ`1qd
Mpvq p̺2α,N pr, v, τqdv˙ dr dτ
ď
ż t
0
}up¨, τq}2L8pΩq
ˆż
ΩJ`1
ż
RpJ`1qd
Mpvq p̺2α,N pr, v, τqdv˙ dr dτ.
Thus, we have the following bound:
˜
J`1ÿ
j“1
ż t
0
}
?
M |uprj , τq| p̺α,N }2L2pΩJ`1ˆRpJ`1qdq dτ
¸ 1
2
ď ?J ` 1
ˆż t
0
}up¨, τq}2L8pΩq}
?
M p̺α,N p¨, ¨, τq}2L2pΩJ`1ˆRpJ`1qdq dτ˙
1
2
.(3.19)
Consequently,
T2 ď 1
ǫ
CpL, Jq
ˆż t
0
p1` }up¨, τq}2L8pΩqq }
?
M p̺α,N}2L2pΩJ`1ˆRpJ`1qdq dτ˙
1
2
ˆ
˜
J`1ÿ
j“1
ż t
0
}
?
M Bvj p̺α,N}2L2pΩJ`1ˆRpJ`1qdq dτ
¸1
2
.
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Returning with this bound to (3.16), we have that
1
2
}
?
M p̺α,N p¨, ¨, tq}2L2pΩJ`1ˆRpJ`1qdq
` β
2
2ǫ2
J`1ÿ
j“1
ż t
0
}
?
M Bvj p̺α,N }2L2pΩJ`1ˆRpJ`1qdq dτ ` α J`1ÿ
j“1
ż t
0
}
?
M Brj p̺α,N}2L2pΩJ`1ˆRpJ`1qdq dτ
ď 1
2
}
?
M p̺0}2L2pΩJ`1ˆRpJ`1qdq
` 1
2β2
CpL, Jq2
ˆż t
0
p1` }up¨, τq}2L8pΩqq}
?
M p̺α,N}2L2pΩJ`1ˆRpJ`1qdq dτ˙ @ t P p0, T s.(3.20)
Hence, by Gronwall’s lemma,
}
?
M p̺α,N p¨, ¨, tq}2L2pΩJ`1ˆRpJ`1qdq
` β
2
ǫ2
J`1ÿ
j“1
ż t
0
}
?
M Bvj p̺α,N}2L2pΩJ`1ˆRpJ`1qdq dτ ` 2α J`1ÿ
j“1
ż t
0
}
?
M Brj p̺α,N}2L2pΩJ`1ˆRpJ`1qdq dτ
ď }
?
M p̺0}2L2pΩJ`1ˆRpJ`1qdq expˆ 1β2 CpL, Jq2 pT ` }u}2L2p0,T ;L8pΩqqq
˙
@ t P p0, T s.(3.21)
Thus, for α P p0, 1s fixed, we deduce the following uniform bounds with respect to N :
(3.22)
}p̺α,N}L8p0,T ;L2
M
pΩJ`1ˆRpJ`1qdqq ď CpL, J, T, ǫ, }u}L2p0,T ;L8pΩqqq }p̺0}L2
M
pΩJ`1ˆRpJ`1qdq,
}Bvj p̺α,N }L2p0,T ;L2
M
pΩJ`1ˆRpJ`1qdqq ď CpL, J, T, ǫ, }u}L2p0,T ;L8pΩqqq }p̺0}L2
M
pΩJ`1ˆRpJ`1qdq,?
α }Brj p̺α,N }L2p0,T ;L2
M
pΩJ`1ˆRpJ`1qdqq ď CpL, J, T, ǫ, }u}L2p0,T ;L8pΩqqq }p̺0}L2
M
pΩJ`1ˆRpJ`1qdq,
for all j P t1, . . . , J ` 1u. Furthermore, by (3.18),
(3.23) }|vj | p̺α,N}L2p0,T ;L2
M
pΩJ`1ˆRpJ`1qdqq ď CpL, J, T, ǫ, }u}L2p0,T ;L8pΩqq, }p̺0}L2
M
pΩJ`1ˆRpJ`1qdqq,
for all j P t1, . . . , J ` 1u; as β ą 0 is considered to be fixed throughout, the dependence of the constants
on β has not been (and will not be) indicated.
Next, we shall exploit the bounds stated in (3.22) and (3.23) to derive a uniform-in-N bound on Bt p̺α,N
in the function space L2p0, T ; pW 1,2˚,M pΩJ`1 ˆ RpJ`1qdqq1q. Let us first note that
}Bt p̺α,N ptq}pW 1,2˚,M pΩJ`1ˆRpJ`1qdqq1 “ sup
wPW 1,2˚,M pΩ
J`1ˆRpJ`1qdq, }w}
W
1,2
M
pΩJ`1ˆRpJ`1qdq
ď1
pMBt p̺α,N ptq, wq
“ sup
wPW 1,2˚,M pΩ
J`1ˆRpJ`1qdq, }w}
W
1,2
M
pΩJ`1ˆRpJ`1qdq
ď1
pMBt p̺α,N ptq, PNwq,
where p¨, ¨q denotes the inner product of L2pΩJ`1 ˆ RpJ`1qdq. By reversing the partial integration with
respect to τ in (3.13), we deduce, for all t P p0, T s, thatż t
0
pM Bτ p̺α,N p¨, ¨, τq, ψℓp¨, ¨qqφpτqdτ ` β2
ǫ2
J`1ÿ
j“1
ż t
0
pM Bvj p̺α,N p¨, ¨, τq, Bvjψℓp¨, ¨qqφpτqdτ
´1
ǫ
J`1ÿ
j“1
ż t
0
pM vj p̺α,N p¨, ¨, τq, Brjψℓp¨, ¨qqφpτqdτ ` α J`1ÿ
j“1
ż t
0
pM Brj p̺α,N p¨, ¨, τq, Brjψℓp¨, ¨qqφpτqdτ
´1
ǫ
J`1ÿ
j“1
ż t
0
pM ppLrqj ` uprj , τqq p̺α,N p¨, ¨, τq, Bvjψℓp¨, ¨qqφpτqdτ “ 0
@ ℓ P t1, . . . , Nu and @φ P W 1,2p0, T q.(3.24)
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Hence, thanks to the density of W 1,2p0, T q in Lpp0, T q for all p P r1,8q, and recalling the fundamental
lemma of the calculus of variations (du Bois-Reymond’s lemma), we have that
pM Bt p̺α,N p¨, ¨, tq, ψℓp¨, ¨qq ` β2
ǫ2
J`1ÿ
j“1
pM Bvj p̺α,N p¨, ¨, tq, Bvjψℓp¨, ¨qq
´ 1
ǫ
J`1ÿ
j“1
pM vj p̺α,N p¨, ¨, tq, Brjψℓp¨, ¨qq ` α J`1ÿ
j“1
pM Brj p̺α,N p¨, ¨, tq, Brjψℓp¨, ¨qq
´ 1
ǫ
J`1ÿ
j“1
pM ppLrqj ` uprj , tqq p̺α,N p¨, ¨, tq, Bvjψℓp¨, ¨qq “ 0 @ ℓ P t1, . . . , Nu and a.e. t P p0, T s.
This then implies that
pM Bt p̺α,N ptq, PNwq “ ´β2
ǫ2
J`1ÿ
j“1
pM Bvj p̺α,N ptq, BvjPNwq
` 1
ǫ
J`1ÿ
j“1
pM vj p̺α,N ptq, BrjPNwq ´ α J`1ÿ
j“1
pM Brj p̺α,N ptq, BrjPNwq
` 1
ǫ
J`1ÿ
j“1
pM ppLrqj ` uprj , tqq p̺α,N ptq, BvjPNwq
“: S1ptq ` S2ptq ` S3ptq ` S4ptq @ ℓ P t1, . . . , Nu and a.e. t P p0, T s.
The terms S1ptq and S3ptq are easy to bound: for a.e. t P p0, T s,
|S1ptq| ď β
2
ǫ2
˜
J`1ÿ
j“1
}
?
M Bvj p̺α,N ptq}2L2pΩJ`1ˆRpJ`1qdq
¸ 1
2
˜
J`1ÿ
j“1
}
?
M BvjPNw}2L2pΩJ`1ˆRpJ`1qdq
¸ 1
2
and
|S3ptq| ď α
˜
J`1ÿ
j“1
}
?
M Brj p̺α,N ptq}2L2pΩJ`1ˆRpJ`1qdq
¸ 1
2
˜
J`1ÿ
j“1
}
?
M BrjPNw}2L2pΩJ`1ˆRpJ`1qdq
¸ 1
2
.
Thus, by (3.22)2 we have that,ż T
0
|S1ptq|2 dt ď C
˜
J`1ÿ
j“1
}
?
M BvjPNw}2L2pΩJ`1ˆRpJ`1qdq
¸ 1
2
and, by (3.22)3, ż T
0
|S3ptq|2 dt ď C
?
α
˜
J`1ÿ
j“1
}
?
M BrjPNw}2L2pΩJ`1ˆRpJ`1qdq
¸ 1
2
,
where C is a positive constant, independent of N and α.
For the term S2ptq, we have, for a.e. t P p0, T s, that
|S2ptq| ď α
˜
J`1ÿ
j“1
}
?
M |vj | p̺α,N ptq}2L2pΩJ`1ˆRpJ`1qdq
¸1
2
˜
J`1ÿ
j“1
}
?
M BrjPNw}2L2pΩJ`1ˆRpJ`1qdq
¸ 1
2
.
Now, (3.23) implies that
1
4β
ż T
0
ż
ΩJ`1ˆRpJ`1qd
Mpvq |vj |2 |p̺α,N |2 dr dv dτ ď C,(3.25)
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where the constant C is independent of N and α, and therefore
ż T
0
|S2ptq|2 dt ď Cα
˜
J`1ÿ
j“1
}
?
M BrjPNw}2L2pΩJ`1ˆRpJ`1qdq
¸ 1
2
,
where C is independent of N and α.
Finally, thanks to (3.19) and (3.22), we have that
ż T
0
|S4ptq|2 dt ď C
˜
J`1ÿ
j“1
}
?
M BvjPNw}2L2pΩJ`1ˆRpJ`1qdq
¸ 1
2
,
where, again, C is independent of N and α.
By collecting the bounds on S1, . . . ,S4, noting (3.10), and recalling that α P p0, 1s, we deduce thatż T
0
}Bt p̺α,N ptq}2pW 1,2˚,M pΩJ`1ˆRpJ`1qdqq1 dt ď CpL, J, T, ǫ, }u}L2p0,T ;L8pΩqqq.
Hence,
}Bt p̺α,N }L2p0,T ;pW 1,2˚,M pΩJ`1ˆRpJ`1qdqq1q ď CpL, J, T, ǫ, }u}L2p0,T ;L8pΩqqq,(3.26)
as required.
The bounds (3.22), (3.23), (3.26) in conjunction with the compact embedding of W 1,2˚,MpΩJ`1ˆRpJ`1qdq
into the function space L2M pΩJ`1 ˆ RpJ`1qdq and the Aubin–Lions lemma (cf. [48]) imply the existence of
a subsequence (not indicated) of pp̺α,N qNě1 and of an element
p̺α P L8p0, T ;L2MpΩJ`1 ˆ RpJ`1qdqq X L2p0, T ;W 1,2˚,M pΩJ`1 ˆ RpJ`1qdqq XW 1,2p0, T ; pW 1,2˚,M pΩJ`1 ˆ RpJ`1qdqq1q
such that, as N Ñ8,
p̺α,N á p̺α weakly* in L8p0, T ;L2M pΩJ`1 ˆ RpJ`1qdqq,p̺α,N Ñ p̺α strongly in L2p0, T ;L2M pΩJ`1 ˆ RpJ`1qdqq,p̺α,N á p̺α weakly in L2p0, T ;W 1,2˚,M pΩJ`1 ˆ RpJ`1qdqq,
|vj | p̺α,N á |vj | p̺α weakly in L2p0, T ;L2M pΩJ`1 ˆ RpJ`1qdqq,
Bt p̺α,N á Bt p̺α weakly in L2p0, T ; pW 1,2˚,M pΩJ`1 ˆ RpJ`1qdqq1q.
(3.27)
Thanks to the density of W 1,20,MpΩJ`1ˆRpJ`1qdq in L2M pΩJ`1ˆRpJ`1qdq (cf. Appendix A in [8]) and noting
that W 1,20,M pΩJ`1 ˆ RpJ`1qdq Ă W 1,2˚,M pΩJ`1 ˆ RpJ`1qdq, it follows that W 1,2˚,M pΩJ`1 ˆ RpJ`1qdq is dense in
the space L2M pΩJ`1 ˆ RpJ`1qdq. Thus, the Hilbert space V :“ W 1,2˚,M pΩJ`1 ˆ RpJ`1qdq is continuously and
densely embedded into the Hilbert space H :“ L2M pΩJ`1 ˆ RpJ`1qdq. Hence, according to the function
space interpolation result (2.41) in Lions & Magenes [35], rV, V 1s1{2 “ H, and therefore Theorem 3.1 in
[35] yields the continuous embedding
L2p0, T ;W 1,2˚,M pΩJ`1 ˆ RpJ`1qdqq XW 1,2p0, T ; pW 1,2˚,M pΩJ`1 ˆ RpJ`1qdq1qq ãÑ Cpr0, T s;L2M pΩJ`1 ˆRpJ`1qdqq
which then implies that
p̺α P Cpr0, T s;L2M pΩJ`1 ˆ RpJ`1qdqq,
lim
NÑ8
pp̺α,N p¨, ¨, tq ´ p̺αp¨, ¨, tq, ηqL2
M
pΩJ`1ˆRpJ`1qdq Ñ 0 @ η P L2MpΩJ`1 ˆ RpJ`1qdq @ t P r0, T s.
(3.28)
By passing to the limit N Ñ 8 in (3.21), using the weak convergence results (3.27) in conjunction
with the weak lower-semicontinuity of the norm function, we deduce that p̺α satisfies the following energy
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inequality:
}
?
M p̺αp¨, ¨, tq}2L2pΩJ`1ˆRpJ`1qdq
` β
2
ǫ2
J`1ÿ
j“1
ż t
0
}
?
M Bvj p̺α}2L2pΩJ`1ˆRpJ`1qdq dτ ` 2α J`1ÿ
j“1
ż t
0
}
?
M Brj p̺α}2L2pΩJ`1ˆRpJ`1qdq dτ
ď }
?
M p̺0}2L2pΩJ`1ˆRpJ`1qdq expˆ 1β2 CpL, Jq2 pT ` }u}2L2p0,T ;L8pΩqqq
˙
@ t P p0, T s.(3.29)
Furthermore, by replacing ϕpr, v, τq with ϕpr, v, τqχt,hpτq in (3.9), for t P p0, T s fixed, and passing to the
limit hÑ 0`, we deduce thatż
ΩJ`1
ż
RpJ`1qd
Mpvq p̺αpr, v, tqϕpr, v, tqdv dr ´ ż t
0
ż
ΩJ`1
ż
RpJ`1qd
Mpvq p̺αpr, v, τq Bτϕpr, v, τqdv dr dτ
` β
2
ǫ2
˜
J`1ÿ
j“1
ż t
0
ż
ΩJ`1
ż
RpJ`1qd
Mpvq Bvj p̺α ¨ Bvjϕdv dr dτ
¸
´ 1
ǫ
˜
J`1ÿ
j“1
ż t
0
ż
ΩJ`1
ż
RpJ`1qd
Mpvq vj p̺α ¨ Brjϕdv dr dτ
¸
` α
J`1ÿ
j“1
ż t
0
ż
ΩJ`1
ż
RpJ`1qd
Mpvq Brj p̺α ¨ Brjϕdv dr dτ
´ 1
ǫ
˜
J`1ÿ
j“1
ż t
0
ż
ΩJ`1
ż
RpJ`1qd
Mpvq ppLrqj ` uprj , τqq p̺α ¨ Bvjϕdv dr dτ
¸
“
ż
ΩJ`1
ż
RpJ`1qd
Mpvq p̺0pr, vqϕpr, v, 0qdv dr @ϕ PW 1,2p0, T ;W 1,2˚,M pΩJ`1 ˆ RpJ`1qdqq.(3.30)
By letting tÑ 0` in the weak formulation (3.30), recalling that p̺α P Cpr0, T s;L2M pΩJ`1ˆRpJ`1qdqq and
noting that W 1,2p0, T ;W 1,2˚,M pΩJ`1 ˆ RpJ`1qdqq ãÑ Cpr0, T s;W 1,2˚,M pΩJ`1 ˆ RpJ`1qdqq, it follows that
lim
tÑ0`
ż
ΩJ`1
ż
RpJ`1qd
Mpvq p̺αpr, v, tqϕpr, v, tqdv dr “ ż
ΩJ`1
ż
RpJ`1qd
Mpvq p̺αpr, v, 0qϕpr, v, 0qdv dr
“
ż
ΩJ`1
ż
RpJ`1qd
Mpvq p̺0pr, vqϕpr, v, 0qdv dr @ϕ PW 1,2p0, T ;W 1,2˚,M pΩJ`1 ˆ RpJ`1qdqq.
As was noted in the paragraph preceding (3.28), W 1,2˚,MpΩJ`1ˆRpJ`1qdq is continuously and densely embed-
ded into L2M pΩJ`1 ˆRpJ`1qdq, so we deduce from the above, with ϕp¨, ¨, tq ” ηp¨, ¨q P L2M pΩJ`1 ˆRpJ`1qdq,
that
lim
tÑ0`
pp̺αptq ´ p̺0, ηqL2
M
pΩJ`1ˆRpJ`1qdq “ 0 @ η P L2M pΩJ`1 ˆ RpJ`1qdq.(3.31)
This weak attainment of the initial datum p̺0 by the solution p̺α can be strengthened, in fact. By letting
tÑ 0` in (3.29), it follows that
lim
tÑ0`
}p̺αptq}2L2
M
pΩJ`1ˆRpJ`1qdq ď }p̺0}2L2
M
pΩJ`1ˆRpJ`1qdq.
Hence, and noting (3.31),
lim
tÑ0`
}p̺αptq ´ p̺0}2L2
M
pΩJ`1ˆRpJ`1qdq “ limtÑ0`pp̺αptq ´ p̺0, p̺αptq ´ p̺0qL2M pΩJ`1ˆRpJ`1qdq
“ lim
tÑ0`
pp̺αptq, p̺αptq ´ p̺0qL2
M
pΩJ`1ˆRpJ`1qdq
“ lim
tÑ0`
}p̺αptq}2L2
M
pΩJ`1ˆRpJ`1qdq ´ limtÑ0`pp̺αptq, p̺0qL2M pΩJ`1ˆRpJ`1qdq
“ lim
tÑ0`
}p̺αptq}2L2
M
pΩJ`1ˆRpJ`1qdq ´ pp̺0, p̺0qL2M pΩJ`1ˆRpJ`1qdq ď 0,
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which, by the nonnegativity of the norm, then implies the following strong attainment of the initial datum:
lim
tÑ0`
}p̺αptq ´ p̺0}2L2
M
pΩJ`1ˆRpJ`1qdq “ 0.(3.32)
Having thus shown that p̺α satisfies the given initial condition, we shall now pass to the limit N Ñ
8 in the Galerkin approximation, in order to show that p̺α is in fact a weak solution to the parabolic
regularization (3.9) of (3.8).
Given any (fixed) ϕ PW 1,2p0, T ;W 1,2˚,M pΩJ`1ˆRpJ`1qdqq, we consider the function ϕN PW 1,2p0, T ;XN q,
defined by
ϕN pr, v, tq :“
Nÿ
k“1
βk,N ptqψkpr, vq,
where βk,N PW 1,2p0, T q is defined by
βk,N ptq “ pϕp¨, ¨, tq, ψkp¨, ¨qqL2
M
pΩJ`1ˆRpJ`1qdq, k “ 1, . . . , N ; N ě 1.
Hence,
(3.33) lim
NÑ8
}ϕ´ ϕN }W 1,2p0,T ;W 1,2
M
pΩJ`1ˆRpJ`1qdqq
“ 0.
Next, for ϕ P W 1,2p0, T ;W 1,2˚,M pΩJ`1 ˆ RpJ`1qdqq fixed and ϕN P W 1,2p0, T ;XN q as defined above, we
rewrite (3.12) in the following equivalent form:ż
ΩJ`1
ż
RpJ`1qd
Mpvq p̺α,N pr, v, T qϕpr, v, T qdv dr
´
ż T
0
ż
ΩJ`1
ż
RpJ`1qd
Mpvq p̺α,N pr, v, τq Bτϕpr, v, τqdv dr dτ
` β
2
ǫ2
˜
J`1ÿ
j“1
ż T
0
ż
ΩJ`1
ż
RpJ`1qd
Mpvq Bvj p̺α,N ¨ Bvjϕdv dr dτ
¸
´ 1
ǫ
˜
J`1ÿ
j“1
ż T
0
ż
ΩJ`1
ż
RpJ`1qd
Mpvq vj p̺α,N ¨ Brjϕdv dr dτ
¸
` α
J`1ÿ
j“1
ż T
0
ż
ΩJ`1
ż
RpJ`1qd
Mpvq Brj p̺α,N ¨ Brjϕdv dr dτ
´ 1
ǫ
˜
J`1ÿ
j“1
ż T
0
ż
ΩJ`1
ż
RpJ`1qd
Mpvq ppLrqj ` uprj , τqq p̺α,N ¨ Bvjϕdv dr dτ
¸
“
ż
ΩJ`1
ż
RpJ`1qd
Mpvq p̺0pr, vqϕpr, v, 0qdv dr
´
ż
ΩJ`1
ż
RpJ`1qd
Mpvq p̺0pr, vq pϕ ´ ϕN qpr, v, 0qdv dr
`
ż
ΩJ`1
ż
RpJ`1qd
Mpvq p̺α,N pr, v, T q pϕ ´ ϕN qpr, v, T qdv dr
´
ż T
0
ż
ΩJ`1
ż
RpJ`1qd
Mpvq p̺α,N pr, v, τq Bτ pϕ´ ϕN qpr, v, τqdv dr dτ
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` β
2
ǫ2
˜
J`1ÿ
j“1
ż T
0
ż
ΩJ`1
ż
RpJ`1qd
Mpvq Bvj p̺α,N ¨ Bvj pϕ´ ϕN qdv dr dτ
¸
´ 1
ǫ
˜
J`1ÿ
j“1
ż T
0
ż
ΩJ`1
ż
RpJ`1qd
Mpvq vj p̺α,N ¨ Brj pϕ´ ϕN qdv dr dτ
¸
` α
J`1ÿ
j“1
ż T
0
ż
ΩJ`1
ż
RpJ`1qd
Mpvq Brj p̺α,N ¨ Brj pϕ´ ϕN qdv dr dτ
´ 1
ǫ
˜
J`1ÿ
j“1
ż T
0
ż
ΩJ`1
ż
RpJ`1qd
Mpvq ppLrqj ` uprj , τqq p̺α,N ¨ Bvj pϕ´ ϕN qdv dr dτ
¸
.(3.34)
Now, using the convergence results (3.27), (3.28), the uniform bounds (3.19), (3.22), (3.25), together with
the strong convergence (3.33), passage to the limit N Ñ8 in (3.34) yields that the function
p̺α P Cpr0, T s;L2MpΩJ`1 ˆ RpJ`1qdqq X L2p0, T ;W 1,2˚,MpΩJ`1 ˆ RpJ`1qdqq XW 1,2p0, T ; pW 1,2˚,M pΩJ`1 ˆ RpJ`1qdqq1q
satisfies (3.9). Indeed, as N Ñ 8, all terms on the right-hand side of (3.34), except the first, converge
to zero, while each of the terms on the left-hand side converges to its counterpart with p̺N,α replaced byp̺α. Thus we have shown that, for any α P p0, 1s, p̺α is a solution of (3.9), and the energy inequality (3.29)
holds. It is important to note for the purpose of the discussion in the next section that the right-hand side
of the inequality (3.29) is independent of α; therefore, (3.29) implies thatp̺α is bounded in L8p0, T ;L2M pΩJ`1 ˆ RpJ`1qdqq(3.35)
Bvj p̺α is bounded in L2p0, T ;L2M pΩJ`1 ˆRpJ`1qdqq for all j “ 1, . . . , J ` 1,(3.36) ?
α Brj p̺α is bounded in L2p0, T ;L2M pΩJ`1 ˆRpJ`1qdqq for all j “ 1, . . . , J ` 1,(3.37)
provided that p̺0 P L2M pΩJ`1ˆRpJ`1qdq and u P L2p0, T ;L8pΩqdq. Furthermore, weak lower semicontinuity
of the norm function, (3.23) and (3.27)4 imply that
(3.38) |vj| p̺α is bounded in L2p0, T ;L2M pΩJ`1 ˆ RpJ`1qdqq for all j “ 1, . . . , J ` 1.
Similarly, (3.26) implies that
(3.39) Bt p̺α is bounded in L2p0, T ; pW 1,2˚,M pΩJ`1 ˆ RpJ`1qdqq1q.
We are now ready to pass to the limit αÑ 0`.
3.2. Passage to the limit with the parabolic regularization parameter. The next step in our
argument is passage to the limit αÑ 0` in (3.9). We begin by noting that (3.35)–(3.38) imply thatp̺α á p̺ weak˚ in L8p0, T ;L2M pΩJ`1 ˆ RpJ`1qdqq(3.40a)
Bvj p̺α á Bvj p̺ weakly in L2p0, T ;L2M pΩJ`1 ˆ RpJ`1qdqq for all j “ 1, . . . , J ` 1,(3.40b)
α Brj p̺α Ñ 0 strongly in L2p0, T ;L2M pΩJ`1 ˆRpJ`1qdqq for all j “ 1, . . . , J ` 1,(3.40c)
|vj | p̺α á |vj | p̺ weakly in L2p0, T ;L2M pΩJ`1 ˆ RpJ`1qdqq for all j “ 1, . . . , J ` 1,(3.40d)
provided that p̺0 P L2M pΩJ`1 ˆ RpJ`1qdq and u P L2p0, T ;L8pΩqdq.
Next, we shall prove that p̺α ě 0 a.e. on ΩJ`1 ˆ RpJ`1qd ˆ r0, T s for all α P p0, 1s, and that
(3.41)
ż
ΩJ`1ˆRpJ`1qd
Mpvq p̺αpr, v, tqdr dv “ 1 @ t P r0, T s.
The proof of the latter assertion is straightforward: for t “ 0 it follows from (3.5); for t P p0, T s (fixed), we
take ϕpr, v, τq ” 1 in (3.9) and note (3.5) to deduce thatż
ΩJ`1
ż
RpJ`1qd
Mpvq p̺αpr, v, tqdv dr “ ż
ΩJ`1
ż
RpJ`1qd
Mpvq p̺0pr, vqdv dr “ 1 @ t P p0, T s.
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Before embarking on the proof of the nonnegativity of p̺α we shall first extend the set of test functions
W 1,2p0, T ;W 1,2˚,M pΩJ`1 ˆ RpJ`1qdqq
appearing in (3.30) to
L2p0, T ;W 1,2˚,M pΩJ`1 ˆ RpJ`1qdqq
by using a density argument. We begin by rewriting (3.30) as follows:ż t
0
@
M Bτ p̺αp¨, ¨, τq, ϕp¨, ¨, τqD dτ ` β2
ǫ2
˜
J`1ÿ
j“1
ż t
0
ż
ΩJ`1
ż
RpJ`1qd
Mpvq Bvj p̺α ¨ Bvjϕdv dr dτ
¸
´ 1
ǫ
˜
J`1ÿ
j“1
ż t
0
ż
ΩJ`1
ż
RpJ`1qd
Mpvq vj p̺α ¨ Brjϕdv dr dτ
¸
` α
J`1ÿ
j“1
ż t
0
ż
ΩJ`1
ż
RpJ`1qd
Mpvq Brj p̺α ¨ Brjϕdv dr dτ
´ 1
ǫ
˜
J`1ÿ
j“1
ż t
0
ż
ΩJ`1
ż
RpJ`1qd
Mpvq ppLrqj ` uprj , τqq p̺α ¨ Bvjϕdv dr dτ
¸
“ 0
@ϕ PW 1,2p0, T ;W 1,2˚,M pΩJ`1 ˆ RpJ`1qdqq @ t P p0, T s,(3.42)
where x¨, ¨y denotes the duality pairing between pW 1,2˚,M pΩJ`1ˆRpJ`1qdqq1 and W 1,2˚,MpΩJ`1 ˆRpJ`1qdq with
respect to L2M pΩJ`1 ˆ RpJ`1qdqq as pivot space, into which W 1,2˚,MpΩJ`1 ˆ RpJ`1qdq is continuously and
densely embedded; hence xη, φy and pη, φqL2
M
pΩJ`1ˆRpJ`1qdq are identified when η P L2M pΩJ`1 ˆ RpJ`1qdqq
and φ PW 1,2˚,M pΩJ`1 ˆ RpJ`1qdq. We note that for
p̺α P Cpr0, T s;L2MpΩJ`1 ˆ RpJ`1qdqq X L2p0, T ;W 1,2˚,MpΩJ`1 ˆ RpJ`1qdqq XW 1,2p0, T ; pW 1,2˚,M pΩJ`1 ˆ RpJ`1qdqq1q
fixed, each of the terms in (3.42) is a bounded linear functional of ϕ P L2p0, T ;W 1,2˚,M pΩJ`1ˆRpJ`1qdqq. As
the Hilbert spaceW 1,2p0, T ;W 1,2˚,M pΩJ`1ˆRpJ`1qdqq is continuously and densely embedded into the Hilbert
space L2p0, T ;W 1,2˚,M pΩJ`1 ˆ RpJ`1qdqq, we deduce that
p̺α P Cpr0, T s;L2MpΩJ`1 ˆ RpJ`1qdqq X L2p0, T ;W 1,2˚,MpΩJ`1 ˆ RpJ`1qdqq XW 1,2p0, T ; pW 1,2˚,M pΩJ`1 ˆ RpJ`1qdqq1q
satisfies the following weak formulation:
ż t
0
@
M Bτ p̺αp¨, ¨, τq, ϕp¨, ¨, τqD dτ ` β2
ǫ2
˜
J`1ÿ
j“1
ż t
0
ż
ΩJ`1
ż
RpJ`1qd
Mpvq Bvj p̺α ¨ Bvjϕdv dr dτ
¸
´ 1
ǫ
˜
J`1ÿ
j“1
ż t
0
ż
ΩJ`1
ż
RpJ`1qd
Mpvq vj p̺α ¨ Brjϕdv dr dτ
¸
` α
J`1ÿ
j“1
ż t
0
ż
ΩJ`1
ż
RpJ`1qd
Mpvq Brj p̺α ¨ Brjϕdv dr dτ
´ 1
ǫ
˜
J`1ÿ
j“1
ż t
0
ż
ΩJ`1
ż
RpJ`1qd
Mpvq ppLrqj ` uprj , τqq p̺α ¨ Bvjϕdv dr dτ
¸
“ 0
@ϕ P L2p0, T ;W 1,2˚,M pΩJ`1 ˆ RpJ`1qdqq @ t P p0, T s.(3.43)
We prove the nonnegativity of p̺α by using Stampacchia’s truncation method. Let rxs˘ denote the
nonnegative and nonpositive parts of x, i.e., rxs˘ :“ 12px˘|x|q. Thus, x “ rxs``rxs´ and xrxs´ “ prxs´q2.
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By taking ϕ “ rp̺αs´ in (3.43) (which belongs to the function space L2p0, T ;W 1,2˚,M pΩJ`1 ˆ RpJ`1qdqq,
because p̺α belongs to this space), we have that
ż t
0
1
2
d
dt
}
?
M rp̺αpτqs´}2 dτ ` β2
ǫ2
J`1ÿ
j“1
ż t
0
}
?
M Bvj rp̺αs´}2 dτ ` α J`1ÿ
j“1
ż t
0
}
?
M Brj rp̺αs´}2 dτ
“ 1
ǫ
J`1ÿ
j“1
ż t
0
pM vjrp̺αs´ , Brj rp̺αs´qdτ
` 1
ǫ
J`1ÿ
j“1
ż t
0
pM ppLrqj ` uprj , τqq rp̺αs´ , Bvj rp̺αs´qdτ @ t P p0, T s,
subject to the initial condition rp̺αp0qs´ “ rp̺0s´ “ 0. Therefore, for all t P p0, T s,
1
2
}
?
M rp̺αptqs´}2 ` β2
ǫ2
J`1ÿ
j“1
ż t
0
}
?
M Bvj rp̺αs´}2 dτ ` α J`1ÿ
j“1
ż t
0
}
?
M Brj rp̺αs´}2 dτ
“ 1
ǫ
J`1ÿ
j“1
ż t
0
pM vjrp̺αs´ , Brj rp̺αs´qdτ
` 1
ǫ
J`1ÿ
j“1
ż t
0
pM ppLrqj ` uprj, τqq rp̺αs´ , Bvj rp̺αs´qdτ.(3.44)
Next we apply the Cauchy–Schwarz inequality to each of the two terms on the right-hand side of (3.44).
We then repeat the calculations that resulted in the bounds (3.18) and (3.19), but now with p̺α,N replaced
by rp̺αs´ in those bounds, insert the resulting bounds into the right-hand side of (3.44), absorb the terms
containing norms of derivatives of rp̺αs´ into the left-hand side, and apply Gronwall’s lemma to deduce
that }?M rp̺αptqs´}2 “ 0 for all t P r0, T s. Consequently p̺α ě 0 a.e. on ΩJ`1 ˆ RpJ`1qd ˆ r0, T s, as has
been asserted. Finally we note that an identical procedure can be used to deduce that p̺α is the unique
weak solution of (3.43) satisfying the initial condition p̺αp0q “ p̺0.
The expression appearing on the right-hand side of (3.29) involves the L2MpΩJ`1 ˆ RpJ`1qdq norm ofp̺0, whereas, ultimately, we would like to make use of the weaker hypotheses, stated in (3.5), only. As a
matter of fact, in the next section we will require an analogous inequality whose right-hand side involves the
L1M pΩJ`1ˆRpJ`1qdq norm of Fpp̺0q rather than the L2M pΩJ`1ˆRpJ`1qdq norm of p̺0. Thus, before passing to
the limit αÑ 0` by using the weak convergence results stated in (3.40a)–(3.40d), we shall derive additional
bounds on p̺α, which involve the L1MpΩJ`1 ˆRpJ`1qdq norm of Fpp̺0q rather than the L2M pΩJ`1ˆRpJ`1qdq
norm of p̺0. The resulting bounds will also play an important role in the next section, where we focus on
the coupled Oseen–Fokker–Planck system. The argument is based on the relative entropy method. Briefly,
the procedure involves choosing F 1pp̺α ` γq as test function in (3.43), with γ ą 0, and passing to the
limit γ Ñ 0`; ideally, we would like to choose F 1pp̺αq as test function in (3.43), however since p̺α ě 0 a.e.
on ΩJ`1 ˆ RpJ`1qd ˆ r0, T s, and p̺α is potentially equal to 0 on a subset of positive measure, there is no
guarantee that F 1pp̺αq “ log p̺α is a.e. finite. Thus we shall, instead, test with F 1pp̺α ` γq “ logpp̺α ` γq,
and once we have obtained the necessary bounds we shall pass to the limit γ Ñ 0`, which will then be
followed by passage to the limit with αÑ 0`.
We begin by noting that since p̺α P L2p0, T ;W 1,2˚,M pΩJ`1 ˆ RpJ`1qdqq and p̺α ě 0, also
F 1pp̺α ` γq “ logpp̺α ` γq P L2p0, T ;W 1,2˚,M pΩJ`1 ˆ RpJ`1qdqq.
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Hence, for all t P p0, T s, (3.43) yieldsż t
0
@
M Bτ p̺αp¨, ¨, τq,F 1pp̺αp¨, ¨, τq ` γqDdτ
` β
2
ǫ2
˜
J`1ÿ
j“1
ż t
0
ż
ΩJ`1
ż
RpJ`1qd
Mpvq Bvj p̺α ¨ BvjF 1pp̺αpr, v, τq ` γqdv dr dτ
¸
´ 1
ǫ
˜
J`1ÿ
j“1
ż t
0
ż
ΩJ`1
ż
RpJ`1qd
Mpvq vj p̺α ¨ BrjF 1pp̺αpr, v, τq ` γqdv dr dτ
¸
` α
J`1ÿ
j“1
ż t
0
ż
ΩJ`1
ż
RpJ`1qd
Mpvq Brj p̺α ¨ BrjF 1pp̺αpr, v, τq ` γqdv dr dτ
´ 1
ǫ
˜
J`1ÿ
j“1
ż t
0
ż
ΩJ`1
ż
RpJ`1qd
Mpvq ppLrqj ` uprj , τqq p̺α ¨ BvjF 1pp̺αpr, v, τq ` γqdv dr dτ
¸
“ 0.
Thus, we have that @
M Fpp̺αp¨, ¨, tq ` γq, 1D ´ @M Fpp̺0p¨, ¨q ` γq, 1D
` β
2
ǫ2
J`1ÿ
j“1
ż t
0
ż
ΩJ`1
ż
RpJ`1qd
Mpvq |Bvj p̺α|2p̺αpr, v, τq ` γ dv dr dτ
` α
J`1ÿ
j“1
ż t
0
ż
ΩJ`1
ż
RpJ`1qd
Mpvq |Brj p̺α|2p̺αpr, v, τq ` γ dv dr dτ
“ 1
ǫ
J`1ÿ
j“1
ż t
0
ż
ΩJ`1
ż
RpJ`1qd
Mpvq vj p̺αp̺αpr, v, τq ` γ ¨ Brj p̺α dv dr dτ
` 1
ǫ
J`1ÿ
j“1
ż t
0
ż
ΩJ`1
ż
RpJ`1qd
Mpvq ppLrqj ` uprj , τqq p̺αp̺αpr, v, τq ` γ ¨ Bvj p̺αpr, v, τq dv dr dτ.
Similarly to the term T1 encountered earlier in the argument following (3.16), the first term on the right-
hand side is equal to zero. This can be seen by interchanging the order of the integrals over ΩJ`1 and
R
pJ`1qd, observing thatp̺αp̺αpr, v, τq ` γ Brj p̺α “ Brj rp̺α´ γ logpp̺α` γqs and p̺α´ γ logpp̺α` γq P L2p0, T ;W 1,2˚,M pΩJ`1ˆRpJ`1qdqq,
and performing integration by parts with respect to rj. The resulting equality can be rewritten as follows:@
M Fpp̺αp¨, ¨, tq ` γq, 1D` β2
ǫ2
J`1ÿ
j“1
ż t
0
ż
ΩJ`1
ż
RpJ`1qd
Mpvq |Bvj p̺α|2p̺α ` γ dv dr dτ
` α
J`1ÿ
j“1
ż t
0
ż
ΩJ`1
ż
RpJ`1qd
Mpvq |Brj p̺α|2p̺α ` γ dv dr dτ
“ @M Fpp̺0p¨, ¨q ` γq, 1D
` 1
ǫ
J`1ÿ
j“1
ż t
0
ż
ΩJ`1
ż
RpJ`1qd
Mpvq ppLrqj ` uprj , τqq p̺αp̺α ` γ ¨ Bvj p̺α dv dr dτ “: R1 ` R2.
We begin by considering R2. Asˇˇˇˇ p̺αp̺α ` γ ¨ Bvj p̺α
ˇˇˇˇ
ď p̺α
pp̺α ` γq 12 |Bvj p̺α|pp̺α ` γq 12 ď pp̺αq 12 |Bvj p̺α|pp̺α ` γq 12 ,
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it follows by the Cauchy–Schwarz inequality that
R2 ď
˜
1
β2
J`1ÿ
j“1
ż t
0
ż
ΩJ`1
ż
RpJ`1qd
Mpvq |pLrqj ` uprj, τq|2 p̺α dv dr dτ
¸1
2
ˆ
˜
β2
ǫ2
J`1ÿ
j“1
ż t
0
ż
ΩJ`1
ż
RpJ`1qd
Mpvq |Bvj p̺α|2p̺α ` γ dv dr dτ
¸ 1
2
.
Therefore, @
M Fpp̺αp¨, ¨, tq ` γq, 1D ` β2
2ǫ2
J`1ÿ
j“1
ż t
0
ż
ΩJ`1
ż
RpJ`1qd
Mpvq |Bvj p̺α|2p̺α ` γ dv dr dτ
` α
J`1ÿ
j“1
ż t
0
ż
ΩJ`1
ż
RpJ`1qd
Mpvq |Brj p̺α|2p̺α ` γ dv dr dτ
ď R1 ` 1
2β2
˜
J`1ÿ
j“1
ż t
0
ż
ΩJ`1
ż
RpJ`1qd
Mpvq |pLrqj ` uprj , τq|2 p̺α dv dr dτ
¸
.(3.45)
The second term on the right-hand side of (3.45) is, thanks to (3.41), bounded as follows:
1
2β2
˜
J`1ÿ
j“1
ż t
0
ż
ΩJ`1
ż
RpJ`1qd
Mpvq |pLrqj ` uprj , τq|2 p̺α dv dr dτ
¸
ď 1
2β2
J`1ÿ
j“1
ż T
0
„
ess.suprPΩJ`1|pLrqj ` uprj , τq|2
ż
ΩJ`1
ż
RpJ`1qd
Mpvq p̺α dv dr dτ
“ 1
2β2
J`1ÿ
j“1
ż T
0
“
ess.suprPΩJ`1|pLrqj ` uprj , τq|2
‰
dτ
ď CpJ, T qp1 ` }u}2L2p0,T ;L8pΩqqq,(3.46)
where, again, the dependence of the constant CpJ, T q on β has been suppressed. Substituting (3.46) into
(3.45) we deduce that@
M Fpp̺αp¨, ¨, tq ` γq, 1D ` β2
2ǫ2
J`1ÿ
j“1
ż t
0
ż
ΩJ`1
ż
RpJ`1qd
Mpvq |Bvj p̺α|2p̺α ` γ dv dr dτ
` α
J`1ÿ
j“1
ż t
0
ż
ΩJ`1
ż
RpJ`1qd
Mpvq |Brj p̺α|2p̺α ` γ dv dr dτ
ď R1 ` CpJ, T qp1` }u}2L2p0,T ;L8pΩqqq.(3.47)
Let us now focus on the term R1. As
R1 “
ż
ΩJ`1
ż
RpJ`1qd
MpvqFpp̺0 ` γqdv dr
“
ż
ΩJ`1
ż
RpJ`1qd
Mpvq rp̺0plogpp̺0 ` γq ´ 1q ` 1sdv dr
` γ
ż
ΩJ`1
ż
RpJ`1qd
Mpvq plogpp̺0 ` γq ´ 1qdv dr,
the dominated convergence theorem implies that the second summand on the right-hand side converges to
0 as γ Ñ 0`, while the first summand, again by the dominated convergence theorem, converges toż
ΩJ`1
ż
RpJ`1qd
Mpvq rp̺0plog p̺0 ´ 1q ` 1sdv dr “ ż
ΩJ`1
ż
RpJ`1qd
MpvqFpp̺0qdv dr.
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Returning with this information to (3.45) we can now pass to the limit γ Ñ 0` there using, in the first
term on the left-hand side, Fatou’s lemma, and in the second and third term on the left-hand side the
monotone convergence theorem. Hence,ż
ΩJ`1
ż
RpJ`1qd
MpvqFpp̺αptqqdv dr ` β2
2ǫ2
J`1ÿ
j“1
ż t
0
ż
ΩJ`1
ż
RpJ`1qd
Mpvq |Bvj p̺α|2p̺α dv dr dτ
` α
J`1ÿ
j“1
ż t
0
ż
ΩJ`1
ż
RpJ`1qd
Mpvq |Brj p̺α|2p̺α dv dr dτ
ď
ż
ΩJ`1
ż
RpJ`1qd
MpvqFpp̺0qdv dr ` Cpβ, J, T qp1 ` }u}2L2p0,T ;L8pΩqqq.(3.48)
and therefore (3.48) is the desired bound on p̺α that is uniform in α.
We shall also require a bound on the time derivative of p̺α that is uniform in α, which we shall now
derive, using (3.48). Thanks to (3.42), we have thatˇˇˇˇż T
0
@
M Bτ p̺αp¨, ¨, τq, ϕp¨, ¨, τqD dτ ˇˇˇˇ ď β2
ǫ2
J`1ÿ
j“1
ż T
0
ż
ΩJ`1
ż
RpJ`1qd
Mpvq |Bvj p̺α| |Bvjϕ|dv dr dτ
` 1
ǫ
J`1ÿ
j“1
ż T
0
ż
ΩJ`1
ż
RpJ`1qd
Mpvq |vj | p̺α |Brjϕ|dv dr dτ
` α
J`1ÿ
j“1
ż T
0
ż
ΩJ`1
ż
RpJ`1qd
Mpvq |Brj p̺α| |Brjϕ|dv dr dτ
` 1
ǫ
J`1ÿ
j“1
ż T
0
ż
ΩJ`1
ż
RpJ`1qd
Mpvq p|pLrqj | ` |uprj , τq|q p̺α |Bvjϕ|dv dr dτ
“: Q1 `Q2 `Q3 `Q4 @ϕ P L2p0, T ;W 1,2˚,M pΩJ`1 ˆ RpJ`1qdqq @ t P p0, T s.
Next, we shall bound each of the terms Q1, . . . ,Q4. Thanks to (3.41), (3.48) and Sobolev embedding,
Q1 ď 2β
2
ǫ2
J`1ÿ
j“1
ż T
0
ż
ΩJ`1
ż
RpJ`1qd
Mpvq
ap̺α |Bvjap̺α| |Bvjϕ|dv dr dτ
ď 2β
2
ǫ2
J`1ÿ
j“1
ż T
0
}p̺α}L1
M
pΩJ`1ˆRpJ`1qdq}Bvj
ap̺α}L2
M
pΩJ`1ˆRpJ`1qdq }Bvjϕ}L8pΩJ`1ˆRpJ`1qdq dτ
ď 2β
2
ǫ2
˜
J`1ÿ
j“1
ż T
0
}Bvj
ap̺α}2L2
M
pΩJ`1ˆRpJ`1qdq dτ
¸1
2
˜
J`1ÿ
j“1
ż T
0
}Bvjϕ}2L8pΩJ`1ˆRpJ`1qdq dτ
¸1
2
ď C}ϕ}L2p0,T ;W s,2pΩJ`1ˆRpJ`1qdqq @ϕ P L2p0, T ;W s,2˚ pΩJ`1 ˆ RpJ`1qdqq, s ą pJ ` 1qd` 1,
where C is a positive constant, independent of α P p0, 1s. By an identical argument,
Q3 ď C}ϕ}L2p0,T ;W s,2pΩJ`1ˆRpJ`1qdqq @ϕ P L2p0, T ;W s,2˚ pΩJ`1 ˆ RpJ`1qdqq, s ą pJ ` 1qd` 1,
where C is a positive constant, independent of α P p0, 1s. Next,
Q2 ď 1
ǫ
J`1ÿ
j“1
ż T
0
}|vj| p̺α}L1
M
pΩJ`1ˆRpJ`1qdq}Brjϕ}L8pΩJ`1ˆRpJ`1qdq dτ.
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Now, by Cauchy’s inequality and the inequality (3.17), we have
}|vj | p̺α}L1
M
pΩJ`1ˆRpJ`1qdq “
ż
ΩJ`1ˆRpJ`1qd
Mpvq |vj | p̺α dr dv
ď 1
2
ż
ΩJ`1ˆRpJ`1qd
Mpvq p1 ` |vj |2q p̺α dr dv ď 1
2
LpJ`1qd ` 2β
ż
ΩJ`1ˆRpJ`1qd
Mpvq |vj |
2
4β
p̺α dr dv
ď 1
2
LpJ`1qd ` 2β
ż
ΩJ`1ˆRpJ`1qd
Mpvq`e 14β |vj |2 ´ 1˘ dr dv ` 2β ż
ΩJ`1ˆRpJ`1qd
MpvqFpp̺αqdr dv,
and hence, by (3.48),
}|vj | p̺α}L8p0,T ;L1
M
pΩJ`1ˆRpJ`1qdqq ď
1
2
}p1` |vj |2q p̺α}L8p0,T ;L1
M
pΩJ`1ˆRpJ`1qdqq ď C,
where C is a positive constant, independent of α, which then implies that
Q2 ď C}ϕ}L2p0,T ;W s,2pΩJ`1ˆRpJ`1qdqq @ϕ P L2p0, T ;W s,2˚ pΩJ`1 ˆ RpJ`1qdqq, s ą pJ ` 1qd` 1,
where C is a positive constant, independent of α P p0, 1s.
It remains to bound Q4; proceeding in the same way as in (3.46), we deduce that
Q4 ď 1
ǫ
J`1ÿ
j“1
ż T
0
}p|pLrqj | ` |uprj , τq|q p̺α}L1
M
pΩJ`1ˆRpJ`1qdq }Bvjϕ}L8pΩJ`1ˆRpJ`1qdq dτ
ď Cpǫ, J, T qp1 ` }u}L2p0,T ;L8pΩqqq
˜
J`1ÿ
j“1
ż T
0
}Bvjϕ}2L8pΩJ`1ˆRpJ`1qdq dτ
¸ 1
2
.
Thus we have shown that
Q4 ď C}ϕ}L2p0,T ;W s,2pΩJ`1ˆRpJ`1qdqq @ϕ P L2p0, T ;W s,2˚ pΩJ`1 ˆ RpJ`1qdqq, s ą pJ ` 1qd` 1,
where C is a positive constant, independent of α P p0, 1s.
By collecting the bounds on Q1, . . . ,Q4, we have thatˇˇˇˇż T
0
@
M Bτ p̺αp¨, ¨, τq, ϕp¨, ¨, τqD dτ ˇˇˇˇ ď C}ϕ}L2p0,T ;W s,2pΩJ`1ˆRpJ`1qdqq
@ϕ P L2p0, T ;W s,2˚ pΩJ`1 ˆRpJ`1qdqq, s ą pJ ` 1qd` 1,
where C is a positive constant, independent of α P p0, 1s, which then implies the following uniform bound
on the time derivative of p̺α:
}M Bt p̺α}L2p0,T ;pW s,2˚ pΩJ`1ˆRpJ`1qdqq1q ď C, s ą pJ ` 1qd` 1,(3.49)
where C is a positive constant, independent of α P p0, 1s.
For future reference, we collect here the various uniform bounds we have derived on p̺α, α P p0, 1s:
Fpp̺αq is bounded in L8p0, T ;L1M pΩJ`1 ˆ RpJ`1qdqq,(3.50a)
J`1ÿ
j“1
|Bvj
ap̺α|2 is bounded in L1p0, T ;L1M pΩJ`1 ˆ RpJ`1qdqq,(3.50b)
α
J`1ÿ
j“1
|Brj
ap̺α|2 is bounded in L1p0, T ;L1M pΩJ`1 ˆ RpJ`1qdqq,(3.50c)
M Bt p̺α is bounded in L2p0, T ; pW s,2˚ pΩJ`1 ˆ RpJ`1qdqq1q, s ą pJ ` 1qd` 1,(3.50d) p̺α ě 0 and }p̺αptq}L1
M
pΩJ`1ˆRpJ`1qdq “ }p̺0}L1
M
pΩJ`1ˆRpJ`1qdq, t P r0, T s,(3.50e)
p1` |vj |2q p̺α is bounded in L8p0, T ;L1M pΩJ`1 ˆ RpJ`1qdqq, j “ 1, . . . , J ` 1,(3.50f)
|pLrqj ` uprj , τq| p̺α is bounded in L2p0, T ;L1M pΩJ`1 ˆ RpJ`1qdqq, j “ 1, . . . , J ` 1.(3.50g)
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By writing p̺“ pap̺ q2, it then also follows from (3.50b), (3.50c) and (3.50e) that
∇v p̺α is bounded in L2p0, T ;L1M pΩJ`1 ˆRpJ`1qdqq,(3.50h)
α
1
2 ∇r p̺α is bounded in L2p0, T ;L1M pΩJ`1 ˆRpJ`1qdqq,(3.50i)
where ∇v :“ pBTv1 , . . . , BTvJ`1qT and ∇r :“ pBTr1 , . . . , BTrJ`1qT are pJ ` 1qd-component column vectors.
We proceed by considering the Maxwellian-weighted Orlicz space LΦM pΩJ`1 ˆ RpJ`1qdq, with Young’s
function Φprq “ Fp1 ` |r|q (cf. Kufner, John & Fucˇik [33], Sec. 3.18.2). This has a separable predual
EΨM pΩJ`1ˆRpJ`1qdq, with Young’s function Ψprq “ e|r|´ |r| ´ 1; the (Banach) space EΨM pΩJ`1ˆRpJ`1qdq
is defined as the closure, in the norm of the Orlicz space LΨM pΩJ`1 ˆ RpJ`1qdq, of the set of all real-
valued bounded measurable functions defined on ΩJ`1 ˆ RpJ`1qd. As there exists a constant K such
that Fp1 ` rq ď Kp1 ` Fprqq for all r ě 0, it follows from (3.50a) that the sequence pFp1 ` p̺αqqαą0
is bounded in L8p0, T ;L1M pΩJ`1 ˆ RpJ`1qdqq. Hence, p̺α is bounded in L8p0, T ;LΦM pΩJ`1 ˆ RpJ`1qdqq “
L8p0, T ; pEΨM pΩJ`1 ˆ RpJ`1qdqq1q “ rL1p0, T ;EΨM pΩJ`1 ˆ RpJ`1qdqqs1. By the Banach–Alaoglu theorem,
there exists a subsequence (not indicated) of the sequence pp̺αqαą0 and a
(3.51) p̺ P L8p0, T ;LΦM pΩJ`1 ˆ RpJ`1qdqq pwhereby also Fpp̺q P L8p0, T ;L1pΩJ`1 ˆ RpJ`1qdqq q
such that
p̺α á p̺ weakly˚ in L8p0, T ;LΦM pΩJ`1 ˆ RpJ`1qdqq “ L8p0, T ; pEΨM pΩJ`1 ˆ RpJ`1qdqq1q.(3.52)
As, by definition, L8pΩJ`1 ˆ RpJ`1qdq Ă EΨM pΩJ`1 ˆ RpJ`1qdq, it follows in particular that
p̺α á p̺ weakly in Lpp0, T ;L1M pΩJ`1 ˆ RpJ`1qdqq @ p P r1,8q.(3.53)
The convergence results (3.40a)–(3.40d) and (3.50a)–(3.50i) now imply the existence of
p̺ P L8p0, T ;L2M pΩJ`1 ˆ RpJ`1qdqq, p̺ě 0,
with
∇v p̺ P L2p0, T ;L2M pΩJ`1ˆRpJ`1qdqq and M Bt p̺ P L2p0, T ; pW s,2pΩJ`1ˆRpJ`1qdqq1q, s ą pJ ` 1qd` 1,
such that
p̺α á p̺ weakly˚ in L8p0, T ;L2MpΩJ`1 ˆ RpJ`1qdqq,
∇v p̺α á ∇v p̺ weakly in L2p0, T ;L2MpΩJ`1 ˆ RpJ`1qdqq,
α∇r p̺α Ñ 0 strongly in L2p0, T ;L2MpΩJ`1 ˆ RpJ`1qdqq,
M Bt p̺α áM Bt p̺ weakly in L2p0, T ; pW s,2pΩJ`1 ˆ RpJ`1qdqq1q, s ą pJ ` 1qd`1,
vj p̺α á vj p̺ weakly in L2p0, T ;L1MpΩJ`1 ˆ RpJ`1qdqq, j “ 1, . . . , J ` 1,
ppLrqj ` uprj , τqq p̺α á ppLrqj ` uprj , τqq p̺ weakly in L2p0, T ;L1MpΩJ`1 ˆ RpJ`1qdqq, j “ 1, . . . , J ` 1.
Using these convergence results, passage to the limit αÑ 0` in (3.43) implies the existence of
p̺ P L8p0, T ;L2M pΩJ`1 ˆ RpJ`1qdqq, p̺ě 0,
with
∇v p̺ P L2p0, T ;L2M pΩJ`1 ˆ RpJ`1qdqq and M Bt p̺ P L2p0, T ; pW s,2pΩJ`1 ˆ RpJ`1qdqq1q, s ą pJ ` 1qd` 1,
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satisfying the following weak form of the Fokker–Planck equation: for all t P p0, T s,ż t
0
@
M Bτ p̺p¨, ¨, τq, ϕp¨, ¨, τqD dτ ` β2
ǫ2
˜
J`1ÿ
j“1
ż t
0
ż
ΩJ`1
ż
RpJ`1qd
Mpvq Bvj p̺ ¨ Bvjϕdv dr dτ
¸
´ 1
ǫ
˜
J`1ÿ
j“1
ż t
0
ż
ΩJ`1
ż
RpJ`1qd
Mpvq vj p̺ ¨ Brjϕdv dr dτ
¸
´ 1
ǫ
˜
J`1ÿ
j“1
ż t
0
ż
ΩJ`1
ż
RpJ`1qd
Mpvq ppLrqj ` uprj , τqq p̺ ¨ Bvjϕdv dr dτ
¸
“ 0
@ϕ P L2p0, T ;W 1,2˚,M pΩJ`1 ˆ RpJ`1qdq XW s,2˚ pΩJ`1 ˆ RpJ`1qdqq, s ą pJ ` 1qd ` 1.(3.54)
It remains to discuss the attainment of the initial condition by p̺. To this end, we require the following
lemma.
Lemma 3.1. Let X and Y be Banach spaces.
(a) If the space X is reflexive and is continuously embedded in the space Y , then
L8p0, T ;Xq X Cwpr0, T s;Y q “ Cwpr0, T s;Xq.
(b) If X has separable predual E and Y has predual F such that F is continuously embedded in E, then
L8p0, T ;Xq X Cw˚pr0, T s;Y q “ Cw˚pr0, T s;Xq.
Part (a) is due to Strauss [49] (cf. Lions & Magenes [36], Lemma 8.1, Ch. 3, Sec. 8.4); part (b) is proved
analogously, via the sequential Banach–Alaoglu theorem.
We shall prove that p̺ P Cwpr0, T s;L1M pΩJ`1 ˆ RpJ`1qdqq. Let us first recall that, thanks to (3.51),p̺ P L8p0, T ;LΦM pΩJ`1 ˆ RpJ`1qdqq pwhereby also Fpp̺q P L8p0, T ;L1pΩJ`1 ˆRpJ`1qdqq q,
and, also, p̺ PW 1,2p0, T ;M´1pW s,2pΩJ`1 ˆ RpJ`1qdqq1q, s ą pJ ` 1qd ` 1.
We then apply Lemma 3.1(b) by taking:
‚ X :“ LΦM pΩJ`1 ˆ RpJ`1qdq, the Maxwellian weighted Orlicz space with Young’s function
Φprq “ Fp1` |r|q
(cf. Kufner, John & Fucˇik [33], Sec. 3.18.2) whose separable predual
E :“ EΨM pΩJ`1 ˆRpJ`1qdq
has Young’s function
Ψprq “ e|r| ´ |r| ´ 1;
‚ and Y :“M´1pW s,2pΩJ`1 ˆ RpJ`1qdqq1 whose predual with respect to the duality pairing
xM ¨, ¨yW s,2pΩJ`1ˆRpJ`1qdq, s ą pJ ` 1qd ` 1,
is
F :“W s,2pΩJ`1 ˆRpJ`1qdq, s ą pJ ` 1qd ` 1,
and noting that Cw˚pr0;T s;LΦM pΩJ`1 ˆ RpJ`1qdqq Ă Cwpr0, T s;L1M pΩJ`1 ˆ RpJ`1qdqq. This last inclusion
and that F ãÑ E are proved by adapting Def. 3.6.1. and Thm. 3.2.3 in Kufner, John & Fucˇik [33] to the
measure Mpvqdv dr to show that L8pΩJ`1 ˆ RpJ`1qdq ãÑ LΞM pΩJ`1 ˆ RpJ`1qdq for any Young’s function
Ξ, and then adapting Theorem 3.17.7 ibid. to deduce that
F ãÑ L8pΩJ`1 ˆ RpJ`1qdq ãÑ EΨM pΩJ`1 ˆ RpJ`1qdq “ E.
The abstract framework in Temam [51], Ch. 3, Sec. 4 then implies that p̺ satisfies p̺p¨, ¨, 0q “ p̺0p¨, ¨q in the
sense of Cwpr0, T s;L1M pΩJ`1 ˆ RpJ`1qdqq.
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By taking ϕ ” 1 in (3.54), we have that
xM p̺p¨, ¨, tq, 1D´ xM p̺p¨, ¨, 0q, 1D “ ż t
0
@
M Bτ p̺p¨, ¨, τq, 1D dτ “ 0.
Hence,
xM p̺p¨, ¨, tq, 1D´ xM p̺0p¨, ¨q, 1D “ 0,
and this then givesż
ΩJ`1ˆRpJ`1qd
Mpvq p̺pr, v, tqdr dv “ ż
ΩJ`1ˆRpJ`1qd
Mpvq p̺0pr, vqdr dv “ 1 @ t P p0, T s,
which, together with p̺ě 0, implies that
̺ “M p̺ P L8p0, T ;L1pΩJ`1 ˆ RpJ`1qdqq
is a probability density function, as required.
Noting that the function F is nonnegative and convex, for each fixed γ P p0, 1s the first term on the
left-hand side of (3.47) is weakly lower-semicontinuous in L1M pΩJ`1 ˆ RpJ`1qdq, as α Ñ 0` (cf. Theorem
3.20 in [23]). Similarly, since ξ P R ÞÑ |ξ|2, with y ě 0, is a nonnegative convex function, we have weak
lower semicontinuity of the second term on the left-hand side of (3.47) (cf. Corollary 3.24 in [23]) for
each γ P p0, 1s. By passing to the limit α Ñ 0` in (3.47), and then passing to the limit γ Ñ 0` using
the dominated convergence theorem in the first term on the left-hand side and the monotone convergence
theorem in the second term on the left-hand side, we deduce that p̺ satisfies the following energy inequality:ż
ΩJ`1
ż
RpJ`1qd
MpvqFpp̺ptqqdv dr ` β2
2ǫ2
J`1ÿ
j“1
ż t
0
ż
ΩJ`1
ż
RpJ`1qd
Mpvq |Bvj p̺|2p̺ dv dr dτ
ď
ż
ΩJ`1
ż
RpJ`1qd
MpvqFpp̺0qdv dr ` 16
β
pJ ` 1qdL2 T ` 1
β
pJ ` 1q }u}2L2p0,T ;L8pΩqq.(3.55)
It is important to note here that, although we had supposed that p̺0 P L2M pΩJ`1ˆRpJ`1qd;Rě0q, the upper
bound in (3.55) only depends on the L1MpΩJ`1ˆRpJ`1qdq norm of Fpp̺0q, the L2p0, T ;L8pΩqdq norm of u,
and the constants d, β, J, L, T , all of which are independent of ǫ.
4. Existence of solutions to the coupled Oseen–Fokker–Planck system
We now return to the full system stated in the Introduction, our objective being to prove the existence
of large-data global weak solutions to the coupled Oseen–Fokker–Planck system. To this end, we formulate
an iterative process, by defining the sequence of functions pupkq, p̺pkqq, for k “ 1, 2, . . . , as follows. We set
up1q ” 0. Given a divergence-free upkq P L2p0, T ;W 1,σ0 pΩqdq, for some k ě 1 and σ ą d, we define p̺pkq as
the weak solution (in a sense to be made precise below) of the Fokker–Planck equation:
MBt p̺pkq ´ β2
ǫ2
˜
J`1ÿ
j“1
Bvj ¨ pMBvj p̺pkqq
¸
` 1
ǫ
˜
J`1ÿ
j“1
Mvj ¨ Brj p̺pkq ` ppLrqj ` upkqprj , tqq ¨ Bvj pM p̺pkqq
¸
“ 0,
(4.1)
for all pr, v, tq P ΩJ`1 ˆ RpJ`1qd ˆ p0, T s,
p̺pkqpr, v, 0q “ p̺pkq0 pr, vq for all pr, vq P ΩJ`1 ˆ RpJ`1qd,(4.2)
subject to a (weakly imposed) specular boundary condition with respect to the independent variable r.
The precise specification of the initial datum p̺pkq0 in terms of p̺0 will be detailed in the next subsection.
Having determined p̺pkq from this problem, we shall find the next velocity field iterate upk`1q by solving,
with p̺pkq fixed, the Oseen system (cf. (4.9) below). We shall prove that one can extract a subsequence
from the sequence of iterates ppupkq, p̺pkqqqkě1, which converges to a solution pu, p̺q of the coupled Oseen–
Fokker–Planck system in the limit of k Ñ8.
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4.1. Definition of the initial data. First, we define the sequence of initial data pp̺pkq0 qkě1 appearing in
(4.2). Given p̺0 as in (3.5), and letting
Gkpsq :“ s
1` k´ 14?s
, s P r0,8q,
we define p̺pkq0 :“ Gkpp̺0q, k “ 1, 2, . . . .
The purpose of this construction, which can be seen as a renormalization of the initial datum p̺0, is to
ensure that, under the original hypotheses, (3.5), on p̺0, the functions p̺pkq0 thus defined possess the following
properties: p̺pkq0 P L1MpΩJ`1 ˆ RpJ`1qd;Rě0q, for each fixed k ě 1,(4.3a)
MFpp̺pkq0 q P L1pΩJ`1 ˆ RpJ`1qd;Rě0q, for each fixed k ě 1,(4.3b) ż
ΩJ`1ˆRpJ`1qd
Mpvq p̺pkq0 dr dv ď 1, for each fixed k ě 1,(4.3c)
p̺pkq0 P L2MpΩJ`1 ˆ RpJ`1qd;Rě0q for each fixed k ě 1,(4.3d)
and, possibly for a subsequence only (not indicated),
p̺pkq0 Ñ p̺0 strongly in L1M pΩJ`1 ˆ RpJ`1qdq as k Ñ8,(4.3e)
Fpp̺pkq0 q Ñ Fpp̺0q strongly in L1M pΩJ`1 ˆ RpJ`1qdq as k Ñ8.(4.3f)
We shall now proceed to show that these properties do indeed hold; having done so, we shall explain their
relevance in the proof of our main result.
That p̺pkq0 ě 0 for all k ě 1 is a direct consequence of its definition and the assumed nonnegativity ofp̺0 (cf. (3.5)). By (3.5), and noting that 0 ď Gkpsq ď s, (4.3a) and (4.3c) directly follow. The assertion
(4.3b) is also immediate by noting that Fpp̺pkq0 q “ FpGkpp̺0qq ď maxt1,Fpp̺0qu. We therefore proceed to
prove the inclusion (4.3d).
We have, for each k ě 1, that
(4.4) }p̺pkq0 }2L2
M
pΩJ`1ˆRpJ`1qdq “ }Gkpp̺0q}2L2
M
pΩJ`1ˆRpJ`1qdq ď k
1
2 }p̺0}L1
M
pΩJ`1ˆRpJ`1qdq.
Thus we have verified (4.3d).
Next,
}p̺pkq0 ´ p̺0}L1M pΩJ`1ˆRpJ`1qdq “ }Gkpp̺0q ´ p̺0}L1M pΩJ`1ˆRpJ`1qdq ď
››››› p̺0 k´
1
4
ap̺0
1` k´ 14
ap̺0
›››››
L1
M
pΩJ`1ˆRpJ`1qdq
.(4.5)
Clearly, p̺0 ap̺0
k
1
4 `
ap̺0 Ñ 0 a.e. on ΩJ`1 ˆ RpJ`1qd.
Also, trivially,
0 ď p̺0 k´ 14 ap̺0
1` k´ 14
ap̺0 ď p̺0 P L1M pΩJ`1 ˆ RpJ`1qdq.
Hence, by the dominated convergence theorem,
lim
kÑ8
››››› p̺0 k´
1
4
ap̺0
1` k´ 14
ap̺0
›››››
L1
M
pΩJ`1ˆRpJ`1qdq
“ 0.
By passing to the limit k Ñ8 in (4.5) we then deduce that
lim
kÑ8
}p̺pkq0 ´ p̺0}L1M pΩJ`1ˆRpJ`1qdq “ 0.
Thus we have shown (4.3e).
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To prove (4.3f), thanks to (4.3e), it suffices to show that, as k Ñ 8,
p̺0
1` k´ 14
ap̺0 log
˜ p̺0
1` k´ 14
ap̺0
¸
Ñ p̺0 log p̺0 strongly in L1M pΩJ`1 ˆ RpJ`1qdq.
To this end we write
p̺0
1` k´ 14
ap̺0 log
˜ p̺0
1` k´ 14
ap̺0
¸
“ p̺0 log p̺0
1` k´ 14
ap̺0 ´ p̺0
log
´
1` k´ 14
ap̺0¯
1` k´ 14
ap̺0 .(4.6)
We shall show below that the first fraction on the right-hand side of the equality (4.6) converges to p̺0 log p̺0
strongly in L1M pΩJ`1ˆRpJ`1qdq while the second fraction converges to 0 strongly in L1M pΩJ`1 ˆRpJ`1qdq,
and that will complete the proof of (4.3f). Indeed, that the second fraction on the right-hand side of (4.6)
converges to 0 strongly in L1M pΩJ`1 ˆ RpJ`1qdq follows directly from the dominated convergence theorem
by noting thatˇˇˇˇ
ˇˇ log
´
1` k´ 14
ap̺0¯
1` k´ 14
ap̺0
ˇˇˇˇ
ˇˇ ď 1e and limkÑ8 log
´
1` k´ 14
ap̺0¯
1` k´ 14
ap̺0 “ 0 a.e. on ΩJ`1 ˆ RpJ`1qd.
Focusing now on the first fraction on the right-hand side of (4.6), we consider
p̺0 log pp̺0q
1` k´ 14
ap̺0 ´ p̺0 log p̺0 “ ´p̺0 log p̺0 k
´ 1
4
ap̺0
1` k´ 14
ap̺0 .
The term on the right-hand side of this equality converges to 0 strongly in L1MpΩJ`1ˆRpJ`1qdq as k Ñ8,
thanks to the dominated convergence theorem. That completes the proof of (4.3f).
The significance of (4.3a)–(4.3f) is that these are precisely the properties which we used in the previous
section to prove, for a fixed divergence-free velocity field u, contained in L2p0, T ;W 1,σ0 pΩqdq, σ ą d, the
existence of a solution p̺ to the Fokker–Planck equation, subject to such initial data for p̺.
4.2. Existence of a solution to the initial-value problem (4.1), (4.2). Having verified all of (4.3a)–
(4.3f), the arguments developed in Section 3 imply the existence of a weak solution p̺pkq to the problem
(4.1) for a given divergence-free upkq P L2p0, T ;W 1,σ0 pΩqdq with σ ą d. More precisely, there exists ap̺pkq P Cwpr0, T s;L1M pΩJ`1 ˆ RpJ`1qd;Rě0qq,
with
∇v p̺pkq P L2p0, T ;L1M pΩJ`1ˆRpJ`1qdqq, M Bt p̺pkq P L2p0, T ; pW s,2pΩJ`1ˆRpJ`1qdqq1q, s ą pJ ` 1qd` 1,
and satisfying
vj p̺pkq P L2p0, T ;L1M pΩJ`1 ˆ RpJ`1qdqq, j “ 1, . . . , J ` 1,
ppLrqj ` upkqprj , τqq p̺pkq P L2p0, T ;L1M pΩJ`1 ˆ RpJ`1qdqq, j “ 1, . . . , J ` 1,
such that, for all t P p0, T s:ż t
0
@
M Bτ p̺pkqp¨, ¨, τq, ϕp¨, ¨, τqD dτ ` β2
ǫ2
˜
J`1ÿ
j“1
ż t
0
ż
ΩJ`1
ż
RpJ`1qd
Mpvq Bvj p̺pkq ¨ Bvjϕdv dr dτ
¸
´ 1
ǫ
˜
J`1ÿ
j“1
ż t
0
ż
ΩJ`1
ż
RpJ`1qd
Mpvq vj p̺pkq ¨ Brjϕdv dr dτ
¸
´ 1
ǫ
˜
J`1ÿ
j“1
ż t
0
ż
ΩJ`1
ż
RpJ`1qd
Mpvq ppLrqj ` upkqprj , τqq p̺pkq ¨ Bvjϕdv dr dτ
¸
“ 0
@ϕ P L2p0, T ;W 1,2˚,M pΩJ`1 ˆRpJ`1qdq XW s,2˚ pΩJ`1 ˆ RpJ`1qdqq, s ą pJ ` 1qd` 1.(4.7)
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Furthermore p̺pkqp¨, ¨, 0q “ p̺pkq0 p¨, ¨q in the sense of Cwpr0, T s;L1M pΩJ`1 ˆ RpJ`1qd;Rě0qq, andż
ΩJ`1ˆRpJ`1qd
Mpvq p̺pkqpr, v, tqdr dv “ ż
ΩJ`1ˆRpJ`1qd
Mpvq p̺pkq0 pr, vqdr dv ď 1, t P p0, T s.
In addition, thanks to (3.55), p̺pkq satisfies the following energy inequality:ż
ΩJ`1
ż
RpJ`1qd
MpvqFpp̺pkqptqqdv dr ` β2
2ǫ2
J`1ÿ
j“1
ż t
0
ż
ΩJ`1
ż
RpJ`1qd
Mpvq |Bvj p̺pkq|2p̺pkq dv dr dτ
ď
ż
ΩJ`1
ż
RpJ`1qd
MpvqFpp̺pkq0 qdv dr ` 16β pJ ` 1qdL2 T ` 1β pJ ` 1q }upkq}2L2p0,T ;L8pΩqq.(4.8)
It is important to note here that the upper bound in (4.8) only involves the L1M pΩJ`1 ˆ RpJ`1qdq norm of
Fpp̺pkq0 q, which, thanks to (4.3f), converges to Fpp̺0q strongly in L1M pΩJ`1ˆRpJ`1qdq, as k Ñ8; and on the
L2p0, T ;L8pΩqdq norm of upkq, which we shall now bound by a constant, independent of k and of ǫ. Once we
have done so, (4.8) will yield a uniform-in-k (and ǫ-uniform) bound on the L8p0, T ;L1M pΩJ`1 ˆRpJ`1qdqq
norm of Fpp̺pkqq and the L2p0, T ;L2M pΩJ`1 ˆ RpJ`1qdqq norm of ∇vap̺pkq, which will, together with the
strong convergence of p̺pkq to p̺ in L1p0, T ;L1M pΩJ`1 ˆ RpJ`1qdqq, which we shall also prove, yield the
convergence results required to pass to the limit in the weak form of (4.1) as k Ñ8.
4.3. Existence of a solution to the Oseen system. Having shown the existence of a solution p̺pkq to
(4.1), (4.2) for a given divergence-free upkq P L2p0, T ;W 1,σ0 pΩqdq with σ ą d, we define pupk`1q, πpk`1qq, with
upk`1q P L8p0, T ;L2pΩqdq XL2p0, T ;W 1,20 pΩqdq, and πpk`1q P D1p0, T ;L2pΩq{Rq as the weak solution of the
unsteady Oseen system:
Btupk`1q ` pb ¨∇qupk`1q ´ µ△upk`1q `∇πpk`1q “ ∇ ¨Kpkq for px, tq P Ωˆ p0, T s,
∇ ¨ upk`1q “ 0 for px, tq P Ωˆ p0, T s,(4.9)
upk`1qpx, 0q “ u0pxq for x P Ω,
where u0 PW 1´2{z,z0 pΩqd, with z “ d` ϑ for some ϑ P p0, 1q, is divergence-free, and
K
pkqpx, tq :“
ş
DJˆRpJ`1qd
řJ
j“1pF pqjq b qjqM p̺pkq`Bpq, xq, v, t˘ dq dvş
DJˆRpJ`1qd M p̺pkq `Bpq, xq, v, t˘ dq dv , px, tq P Ωˆ p0, T s.
Thanks to (1.3),
(4.10) }Kpkq}L8p0,T ;L8pΩqq ď C,
where C is a positive constant, independent of k. Thus, there exists a K P L8p0, T ;L8pΩ;Rdˆdsymmqq (to be
identified), and a subsequence, not indicated, such that
(4.11) Kpkq Ñ K weak˚ in L8p0, T ;L8pΩ;Rdˆdsymmqq as k Ñ8.
As W
1´2{z,z
0 pΩqd ãÑ L2pΩqd for z “ d`ϑ for some ϑ P p0, 1q, by standard arguments from the analysis of
the incompressible Navier–Stokes equations (cf., for example, [51], Chpt. III) we deduce from (4.10) that
there exists a unique weak solution pupk`1q, πpk`1qq to the Oseen system with upk`1q P L8p0, T ;L2pΩqdq X
L2p0, T ;W 1,20 pΩqdq, and
}upk`1q}L8p0,T ;L2pΩqqXL2p0,T ;W 1,2pΩqq ď Cp1` }u0}L2pΩqq,
where C is independent of k. Hence, by interpolation,1
}upk`1q}LσˆpQT q ď C where
"
σˆ “ 4 when d “ 2,
σˆ “ 10
3
when d “ 3,
1By the Gagliardo–Nirenberg inequality, }v}L4pΩq ď C}v}
1{2
L2pΩq
}v}
1{2
W1,2pΩq
for d “ 2, and }v}L10{3pΩq ď C}v}
2{5
L2pΩq
}v}
3{5
W1,2pΩq
for n “ 3. Hence, by the application of Ho¨lder’s inequality, }v}L4p0,T ;L4pΩqq ď C}v}
1{2
L8p0,T ;L2pΩqq
}v}1{2
L2p0,T ;W1,2pΩqq
for d “ 2
and }v}L10{3p0,T ;L10{3pΩqq ď C}v}
2{5
L8p0,T ;L2pΩqq
}v}
3{5
L2p0,T ;W1,2pΩqq
for d “ 3.
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where QT :“ Ωˆ p0, T q. Therefore, also,
}bb upk`1q}LσˆpQT q ď C where
"
σˆ “ 4 when d “ 2,
σˆ “ 10
3
when d “ 3.
Remark 4.1. We note here in passing that the regularity hypothesis b P L8p0, T ;L8pΩqdq that was used
here to deduce the last inequality can be weakened to assuming instead that b P Lsp0, T ;LspΩqdq for some
s ą 2dpd`2q{p2pd`2q´d2q, d “ 2, 3. The latter weaker assumption on b results in }bbupk`1q}LσˆpQT q ď C
for some σˆ ą d, which then still suffices to draw the same conclusions to the ones below.
Continuing with our stronger but simpler assumption that b P L8p0, T ;L8pΩqdq, we have that
}Kpkq ´ bb upk`1q}LσˆpQT q ď C where
"
σˆ “ 4 when d “ 2,
σˆ “ 10
3
when d “ 3.
Clearly, σˆ “ 2` 4
d
, d “ 2, 3.
We shall now show that the divergence-free function upk`1q possesses additional regularity, in the sense
that upk`1q P L2p0, T ;W 1,σ0 pΩqdq, with σ :“ minpσˆ, zq; we note that this fixes the value of σ, and it is clear
that σ ą d, as is required by the arguments contained in Sections 2 and 3. To do so, we shall move the
convective term in the Oseen equation to the right-hand side of the equation, resulting in an unsteady
Stokes system with source term ∇ ¨ pKpkq ´ bb upk`1qq. This then enables us to apply the regularity result
for the unsteady Stokes system stated in [32] (cf. pp. 3067–3069 therein, in particular), which guarantees
the existence of a positive constant C “ Cσ, independent of k, such that
}upk`1q}
W
1, 1
2
σ pQT q
ď C
´
}Kpkq ´ bb upk`1q}LσpQT q ` }u0}W 1´ 2σ ,σpΩq
¯
,
where σ “ minpσˆ, zq ą d, σˆ :“ 2` 4
d
, with z “ d` ϑ for some ϑ P p0, 1q, and
W
1, 1
2
σ pQT q :“ Lσp0, T ;W 1,σ0 pΩqdq XW 1{2,σp0, T ;LσpΩqdq.
As W
1, 1
2
σ pQT q ãÑ L2p0, T ;W 1,σ0 pΩqdq, it follows that
}upk`1q}L2p0,T ;W 1,σpΩqq ď Cp1` }u0}W 1´ 2σ ,σpΩqq,(4.12)
where σ “ minpσˆ, zq ą d, σˆ :“ 2` 4
d
, d “ 2, 3, and z “ d` ϑ for some ϑ P p0, 1q.
4.4. Passage to the limit k Ñ8. We deduce from (4.12) and (4.9) that
upkq Ñ u weakly in L2p0, T ;W 1,σ0 pΩqdq as k Ñ8, σ ą d,
upkq Ñ u weakly in W 1,2p0, T ;W´1,σpΩqdq as k Ñ 8, σ ą d,(4.13)
upkq Ñ u strongly in L2p0, T ; C0,γpΩqdq as k Ñ8, 0 ă γ ă 1´ d
σ
, σ ą d,
where the last result follows, via the Aubin–Lions lemma, thanks to the compact embedding of the Sobolev
space W 1,σ0 pΩqd into the Ho¨lder space C0,γpΩqd for 0 ă γ ă 1´ dσ , σ ą d. Using (4.11) and (4.13) it is now
straightforward to pass to the limit in (4.9).
All that remains to be done is to identify the weak˚ limit K of the sequence pKpkqqkě0 in terms of the
limit p̺ of the sequence pp̺pkqqkě0. As Kpkq has the form
A
pkq
Bpkq
, k “ 0, 1, . . . ,
the limit K is anticipated to be of the form
A
B
,
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where
A
pkq :“
ż
DJˆRpJ`1qd
Jÿ
j“1
pF pqjq b qjqM p̺pkq`Bpq, xq, v, t˘ dq dv,
B
pkq :“
ż
DJˆRpJ`1qd
M p̺pkq `Bpq, xq, v, t˘ dq dv,
A :“
ż
DJˆRpJ`1qd
Jÿ
j“1
pF pqjq b qjqM p̺` Bpq, xq, v, t˘ dq dv,
B :“
ż
DJˆRpJ`1qd
M p̺`Bpq, xq, v, t˘ dq dv.
The identification of the limit K proceeds as follows. First we need to prove strong convergence of the
sequence pp̺pkqqkě0. As we are now required to work under the original hypotheses on the initial condition,
stated in (3.5), rather than the stronger assumption used for the parabolic regularization of the Fokker–
Planck equation, we can no longer use our earlier argument. In other words, the only piece of information
we are allowed to use at this point is the energy inequality (4.8), in conjunction with the bound on pupkqqkě0
supplied by (4.12).
We therefore argue as follows. Since we have by now already passed to the limit α Ñ 0`, and have
thereby removed the r-diffusion term from the Fokker–Planck equation, we can rewrite (4.1) as
MBt p̺pkq ´ β2
ǫ2
˜
J`1ÿ
j“1
Bvj ¨ pMBvj p̺pkqq
¸
` 1
ǫ
˜
J`1ÿ
j“1
Mvj ¨ Brj p̺pkq
¸
“´1
ǫ
J`1ÿ
j“1
´
ppLrqj ` upkqprj, tqq ¨ Bvj pM p̺pkqq¯,
in D1pΩJ`1 ˆ RpJ`1qd ˆ p0, T qq(4.14)
(i.e., in the sense of distributions on ΩJ`1ˆRpJ`1qdˆp0, T q), and we can exploit the fact that the differential
operator appearing on the left-hand side of (4.14) is hypoelliptic. Thus we can replicate the argument
appearing in the Appendix of the work of DiPerna & Lions [25], concerning strong L1 compactness of a
sequence of solutions to a hypoelliptic equation driven by a sequence of source terms that is equibounded in
L1 and has uniform decay as |v| Ñ 8 in a sense to be made precise below. Having done so, we will deduce
the strong convergence of the sequence pp̺pkqqkě0 in the function space L1p0, T ;L1M pΩJ`1 ˆRpJ`1qdqq; i.e.p̺pkq Ñ p̺ strongly in L1p0, T ;L1M pΩJ`1 ˆ RpJ`1qdqq as k Ñ8.(4.15)
To this end, we will first show that the expression appearing on the right-hand side of (4.14) is bounded in
the norm of L1p0, T ;L1pΩJ`1 ˆRpJ`1qdqq, uniformly with respect to k. Clearly, for any j P t1, . . . , J ` 1u,
and k ě 1,
}ppLrqj ` upkqq ¨ Bvj pM p̺pkqq}L1p0,T ;L1pΩJ`1ˆRpJ`1qdqq
ď C
ż T
0
´
1` }upkqp¨, tq}L8pΩq
¯
}Bvj pM p̺pkqp¨, ¨, tqq}L1pΩJ`1ˆRpJ`1qdq dt
ď C
ż T
0
´
1` }upkqp¨, tq}L8pΩq
¯
}M |vj | p̺pkqp¨, ¨, tq}L1pΩJ`1ˆRpJ`1qdq dt
`C
ż T
0
´
1` }upkqp¨, tq}L8pΩq
¯
}M Bvj p̺pkqp¨, ¨, tq}L1pΩJ`1ˆRpJ`1qdq dt.(4.16)
The first term on the right-hand side of (4.16) is bounded, using (3.17), (4.8), (4.3f), and (4.12), as follows:
}M |vj | p̺pkqp¨, ¨, tq}L1pΩJ`1ˆRpJ`1qdq ď ż
ΩJ`1
ż
RpJ`1qd
pMpvq pe|vj | ´ 1q `MpvqFpp̺pkqptqqdv dr
ď C
ˆ
1`
ż
ΩJ`1
ż
RpJ`1qd
MpvqFpp̺pkqptqqdv dr˙
ď C,
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where C is a positive constant, independent of k; hence, noting (4.12),
ż T
0
´
1` }upkqp¨, tq}L8pΩq
¯
}M |vj | p̺pkqp¨, ¨, tq}L1pΩJ`1ˆRpJ`1qdq dt ď C ż T
0
´
1` }upkqp¨, tq}L8pΩq
¯
dt ď C,
(4.17)
where C is a positive constant, independent of k.
The second term on the right-hand side of (4.16) is bounded as follows. First, using the Cauchy–Schwarz
inequality with respect to r and v we have that
}M Bvj p̺pkqp¨, ¨, tq}L1pΩJ`1ˆRpJ`1qdq “ ››››M Bvjˆbp̺pkqp¨, ¨, tq˙2››››
L1pΩJ`1ˆRpJ`1qdq
ď 2 }M p̺pkqp¨, ¨, tq}L1pΩJ`1ˆRpJ`1qdq ››››M Bvjbp̺pkqp¨, ¨, tq ››››
L2pΩJ`1ˆRpJ`1qdq
.
Hence, now using the Cauchy–Schwarz inequality with respect to t, we deduce thatż T
0
´
1` }upkqp¨, tq}L8pΩq
¯
}M Bvj p̺pkqp¨, ¨, tq}L1pΩJ`1ˆRpJ`1qdq dt
ď 2 }M p̺pkq}L8p0,T ;L1pΩJ`1ˆRpJ`1qdqq ż T
0
´
1` }upkqp¨, tq}L8pΩq
¯ ››››M Bvjbp̺pkqp¨, ¨, tq ››››
L2pΩJ`1ˆRpJ`1qdq
dt
ď 2 }M p̺pkq}L8p0,T ;L1pΩJ`1ˆRpJ`1qdqq }1` }upkqp¨, tq}L8pΩq}L2p0,T q ››››M Bvjbp̺pkq ››››
L2p0,T ;L2pΩJ`1ˆRpJ`1qdqq
.
Thus, by noting the uniform bounds (4.8), (4.3f), and (4.12), we have thatż T
0
´
1` }upkqp¨, tq}L8pΩq
¯
}M Bvj p̺pkqp¨, ¨, tq}L1pΩJ`1ˆRpJ`1qdq dt ď C,(4.18)
where C is a positive constant, independent of k.
Using (4.17) and (4.18) in (4.16), we then deduce that the expression on the right-hand side of (4.14) is
bounded in L1p0, T ;L1pΩJ`1 ˆRpJ`1qdqq, uniformly with respect to k.
Next, we show that the sequence of functions appearing on the right-hand side of (4.14) has the following
additional (‘equiboundedness’) property: for each j P t1, . . . , J ` 1u,
(4.19) lim
RÑ8
sup
kě1
}χ|v|ěRp¨q ppLrqj ` upkqq ¨ Bvj pM p̺pkqq}L1p0,T ;L1pΩJ`1ˆRpJ`1qdqq “ 0,
where χ|v|ěR is the characteristic function of the set of all v P RpJ`1qd such that |v| ě R, with | ¨ | signifying
the Euclidean norm on RpJ`1qd. Similarly as in (4.16), we have that
}χ|v|ěRp¨q ppLrqj ` upkqq ¨ Bvj pM p̺pkqq}L1p0,T ;L1pΩJ`1ˆRpJ`1qdqq
ď C
ż T
0
´
1` }upkqp¨, tq}L8pΩq
¯
}χ|v|ěRp¨q Bvj pM p̺pkqp¨, ¨, tqq}L1pΩJ`1ˆRpJ`1qdq dt
ď C
ż T
0
´
1` }upkqp¨, tq}L8pΩq
¯
}χ|v|ěRp¨qM |vj | p̺pkqp¨, ¨, tq}L1pΩJ`1ˆRpJ`1qdq dt
`C
ż T
0
´
1` }upkqp¨, tq}L8pΩq
¯
}χ|v|ěRp¨qM Bvj p̺pkqp¨, ¨, tq}L1pΩJ`1ˆRpJ`1qdq dt.(4.20)
The first term on the right-hand side of (4.20) is bounded as follows. We first note that, for |v| ě R ą 0,
by (3.17),
0 ďMpvq |vj | p̺pkq ďMpvq |v| p̺pkq ď 4β
R
Mpvq |v|
2
4β
p̺pkq ď 4β
R
ˆ
Mpvq`e |v|24β ´ 1˘`MpvqFpp̺pkqq˙ .
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Therefore, using (4.8), (4.3f), and (4.12), we have that
}χ|v|ěRp¨qM |vj | p̺pkqp¨, ¨, tq}L1pΩJ`1ˆRpJ`1qdq ď 4βR
ż
ΩJ`1
ż
RpJ`1qd
pMpvq pe |v|
2
4β ´ 1q `MpvqFpp̺pkqptqqdv dr
ď C
R
ˆ
1`
ż
ΩJ`1
ż
RpJ`1qd
MpvqFpp̺pkqptqqdv dr˙
ď C
R
,
where C is a positive constant, independent of k; hence, noting (4.12) again,ż T
0
´
1` }upkqp¨, tq}L8pΩq
¯
}χ|v|ěRp¨qM |vj | p̺pkqp¨, ¨, tq}L1pΩJ`1ˆRpJ`1qdq dt ď CR,(4.21)
where C is a positive constant, independent of k.
The second term on the right-hand side of (4.20) is bounded as follows. First, using the Cauchy–Schwarz
inequality with respect to r and v we have that
}χ|v|ěRp¨qM Bvj p̺pkqp¨, ¨, tq}L1pΩJ`1ˆRpJ`1qdq “ ››››χ|v|ěRp¨qM Bvjˆbp̺pkqp¨, ¨, tq˙2››››
L1pΩJ`1ˆRpJ`1qdq
ď 2 }χ|v|ěRp¨qM p̺pkqp¨, ¨, tq}L1pΩJ`1ˆRpJ`1qdq ››››M Bvjbp̺pkqp¨, ¨, tq ››››
L2pΩJ`1ˆRpJ`1qdq
.
Hence, now using the Cauchy–Schwarz inequality with respect to t, we deduce thatż T
0
´
1` }upkqp¨, tq}L8pΩq
¯
}χ|v|ěRp¨qM Bvj p̺pkqp¨, ¨, tq}L1pΩJ`1ˆRpJ`1qdq dt
ď 2 }χ|v|ěRp¨qM p̺pkq}L8p0,T ;L1pΩJ`1ˆRpJ`1qdqq ż T
0
´
1` }upkqp¨, tq}L8pΩq
¯ ››››M Bvjbp̺pkqp¨, ¨, tq ››››
L2pΩJ`1ˆRpJ`1qdq
dt
ď 2 }χ|v|ěRp¨qM p̺pkq}L8p0,T ;L1pΩJ`1ˆRpJ`1qdqq }1` }upkqp¨, tq}L8pΩq}L2p0,T q ››››M Bvjap̺pkq ››››
L2p0,T ;L2pΩJ`1ˆRpJ`1qdqq
.
However, for |v| ě R ą 0, by (3.17),
0 ďMpvq p̺pkq ď 4β
R2
Mpvq |v|
2
4β
p̺pkq ď 4β
R2
ˆ
Mpvq`e |v|24β ´ 1˘`MpvqFpp̺pkqq˙ ,
and therefore, by noting the uniform bounds (4.8), (4.3f), and (4.12), we have that
}χ|v|ěRp¨qM p̺pkq}L8p0,T ;L1pΩJ`1ˆRpJ`1qdqq ď CR2 ,
where C is a positive constant, independent of k. Thus, by noting the uniform bound (4.12), we have thatż T
0
´
1` }upkqp¨, tq}L8pΩq
¯
}χ|v|ěRp¨qM Bvj p̺pkqp¨, ¨, tq}L1pΩJ`1ˆRpJ`1qdq dt ď CR2 ,(4.22)
where C is a positive constant, independent of k. Hence, using (4.21) and (4.22) in (4.20), we obtain
}χ|v|ěRp¨q ppLrqj ` upkqq ¨ Bvj pM p̺pkqq}L1p0,T ;L1pΩJ`1ˆRpJ`1qdqq ď CR,
where C is a positive constant, independent of k, and therefore (4.19) directly follows.
Furthermore, we note that, similarly to the argument preceding (4.21), for |v| ě R ą 0, by (3.17), we
have that
0 ďMpvq p̺pkq0 ď 4βR2Mpvq |v|24β p̺pkq0 ď 4βR2
ˆ
Mpvq`e |v|24β ´ 1˘`MpvqFpp̺pkq0 q˙ .
38 ENDRE SU¨LI AND GHOZLANE YAHIAOUI
Therefore, using (4.8), (4.3f), and (4.12), we have that
}χ|v|ěRp¨qM p̺pkq0 }L1pΩJ`1ˆRpJ`1qdq ď 4βR2
ż
ΩJ`1
ż
RpJ`1qd
pMpvq pe
|v|2
4β ´ 1q `MpvqFpp̺pkq0 qdv dr
ď C
R2
ˆ
1`
ż
ΩJ`1
ż
RpJ`1qd
MpvqFpp̺pkq0 qdv dr˙
ď C
R2
,(4.23)
where C is a positive constant, independent of k.
To summarize, we have shown that the sequence on the right-hand side of (4.14) is bounded in the
norm of L1p0, T ;L1pΩJ`1 ˆ RpJ`1qdqq, uniformly with respect to k. We have also shown that (4.19) and
(4.23) hold. Having done so, we have verified the conditions stated under (A.4) and (A.5) in the Appendix
of DiPerna & Lions [25]. The properties listed under (A.1)–(A.3) in [25] follow from properties of the
fundamental solution of the hypoelliptic operator on the left-hand side of (4.14), and can be verified by
recalling the explicit expression for the fundamental solution (see, for example, Section II.1 in [15]). Having
checked each of (A.1)–(A.5) in [25], an identical argument to the one in the Appendix of [25] yields the
strong convergence of pM p̺pkqqkě0 to M p̺ in the norm of L1p0, T ;L1pΩJ`1 ˆ RpJ`1qdqq, as stated in (4.15),
and hence, thanks to the boundedness of this sequence in L8p0, T ;L1pΩJ`1 ˆ RpJ`1qdqq (which follows
from (4.8), (4.3f) and (4.13)3), strong convergence of pM p̺pkqqkě0 to M p̺ in Lpp0, T ;L1pΩJ`1 ˆ RpJ`1qdqq
also follows, for all p P r1,8q; equivalently, pp̺pkqqkě0 converges to p̺ in Lpp0, T ;L1M pΩJ`1 ˆ RpJ`1qdqq for
all p P r1,8q.
We are now ready for the identification of the weak˚ limit K of the sequence pKpkqqkě0 in terms of p̺.
The argument consists of the following six steps.
(i) The strong convergence (4.15) of the sequence pp̺pkqqkě0 in L1p0, T ;L1M pΩJ`1 ˆ RpJ`1qdqq implies
a.e. convergence of (a subsequence, not indicated, of) Apkq to A on Ω ˆ p0, T q. Let us show that
this is indeed the case: since the Jacobian |detB| is constant and F P L8pDJ ;Rdq, it follows from
(4.15) by performing the change of variables r “ Bpq, xq that, for any j P t1, . . . , Ju, alsoż T
0
ż
Ω
ż
DJˆRpJ`1qd
|F pqjq b qj| |p̺pkqpBpq, xq, v, tq ´ p̺pBpq, xq, v, tq|Mpvqdq dv dxdtÑ 0.
This then implies that there exists a subsequence, not indicated, such thatż
DJˆRpJ`1qd
|F pqjq b qj| |p̺pkqpBpq, xq, v, tq ´ p̺pBpq, xq, v, tq|Mpvqdq dv Ñ 0
for a.e. px, tq P Ωˆ p0, T q. Indeed, by defining, for each j P t1, . . . , Ju,
δkjpx, tq :“
ż
DJˆRpJ`1qd
|F pqjq b qj| |p̺pkqpBpq, xq, v, tq ´ p̺pBpq, xq, v, tq|Mpvqdq dv,
Tonelli’s theorem yields that δkj P L1pΩˆ p0, T q;Rě0q for all k ě 1. As,
}δkj}L1pΩˆp0,T qq “
ż T
0
ż
Ω
δkjpq, tqdq dtÑ 0,
there exists a subsequence of pδkjqkě1, not indicated, such that δkjpx, tq Ñ 0` for a.e. px, tq P
Ωˆ p0, T q, for each j P t1, . . . , Ju,
(ii) Analogously, Bpkq converges to B a.e. on Ωˆ p0, T q.
(iii) Now (i) and (ii) imply that Apkq{Bpkq converges to A{B a.e. on Ωˆ p0, T q.
(iv) Since |Apkq{Bpkq| ď C, where C is a positive constant, independent of k, the dominated convergence
theorem yields that
ş
E
A
pkq{Bpkq dxdt converges to ş
E
A{Bdxdt for every measurable set E Ă
Ωˆ p0, T q.
(v) Now (iv), together with the fact that pApkq{Bpkqqkě0 is bounded in L8pΩ ˆ p0, T qq, implies weak˚
convergence in L8pΩˆ p0, T qq of Apkq{Bpkq to A{B thanks to Corollary 2.49 in [27].
(vi) However, (4.11) states that Apkq{Bpkq converges weakly˚ to K, in L8pΩ ˆ p0, T qq. Therefore, by
uniqueness of the weak˚ limit, K “ A{B.
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Thus we have shown that
K “ A
B
“
ş
DJˆRpJ`1qd
řJ
j“1pF pqjq b qjqM p̺` Bpq, xq, v, t˘ dq dvş
DJˆRpJ`1qd M p̺`Bpq, xq, v, t˘ dq dv .
Finally, we can pass to the limit k Ñ8 in the sequence of Fokker–Planck equations (4.7). As this part
of the proof is very similar to the passage to the limit α Ñ 0` expounded in the previous section, we
confine ourselves to summarizing the main points.
The strong convergence result (4.15) and the energy inequality (4.8) imply the existence ofp̺ P L8p0, T ;L1M pΩJ`1 ˆ RpJ`1qd;Rě0qq,
with
∇v
ap̺ P L2p0, T ;L2M pΩJ`1 ˆ RpJ`1qdqq,
∇v p̺ P L2p0, T ;L1M pΩJ`1ˆRpJ`1qdqq and M Bt p̺ P L2p0, T ; pW s,2pΩJ`1ˆRpJ`1qdqq1q, s ą pJ ` 1qd` 1,
such that, as k Ñ8,
p̺pkq Ñ p̺ " weakly˚ in L8p0, T ;L1MpΩJ`1 ˆ RpJ`1qdqq,
strongly in Lpp0, T ;L1MpΩJ`1 ˆ RpJ`1qdqq for all p P r1,8q,
∇v p̺pkq á ∇v p̺ weakly in L2p0, T ;L1MpΩJ`1 ˆ RpJ`1qdqq,
M Bt p̺pkq áM Bt p̺ weakly in L2p0, T ; pW s,2pΩJ`1 ˆ RpJ`1qdqq1q, s ą pJ ` 1qd`1,
vj p̺pkq á vj p̺ weakly in L2p0, T ;L1MpΩJ`1 ˆ RpJ`1qdqq, j “ 1, . . . , J ` 1,
ppLrqj ` upkqprj , τqq p̺pkq á ppLrqj ` uprj , τqq p̺ weakly in L2p0, T ;L1MpΩJ`1 ˆ RpJ`1qdqq, j “ 1, . . . , J ` 1.
Using these convergence results, passage to the limit k Ñ8 in (4.7) implies the existence ofp̺ P L8p0, T ;L1M pΩJ`1 ˆ RpJ`1qd;Rě0qq,
with
∇v
ap̺ P L2p0, T ;L2M pΩJ`1 ˆ RpJ`1qdqq,
∇v p̺ P L2p0, T ;L1M pΩJ`1ˆRpJ`1qdqq and M Bt p̺ P L2p0, T ; pW s,2pΩJ`1ˆRpJ`1qdqq1q, s ą pJ ` 1qd` 1,
satisfying the following weak form of the Fokker–Planck equation:ż t
0
@
M Bτ p̺p¨, ¨, τq, ϕp¨, ¨, τqD dτ ` β2
ǫ2
˜
J`1ÿ
j“1
ż t
0
ż
ΩJ`1
ż
RpJ`1qd
Mpvq Bvj p̺ ¨ Bvjϕdv dr dτ
¸
´ 1
ǫ
˜
J`1ÿ
j“1
ż t
0
ż
ΩJ`1
ż
RpJ`1qd
Mpvq vj p̺ ¨ Brjϕdv dr dτ
¸
´ 1
ǫ
˜
J`1ÿ
j“1
ż t
0
ż
ΩJ`1
ż
RpJ`1qd
Mpvq ppLrqj ` uprj , τqq p̺ ¨ Bvjϕdv dr dτ
¸
“ 0
@ϕ P L2p0, T ;W 1,2˚,M pΩJ`1 ˆ RpJ`1qdq XW s,2˚ pΩJ`1 ˆ RpJ`1qdqq, s ą pJ ` 1qd ` 1, @ t P p0, T s.
(4.24)
Furthermore p̺p¨, ¨, 0q “ p̺0p¨, ¨q in the sense of Cwpr0, T s;L1M pΩJ`1 ˆ RpJ`1qd;Rě0qq, andż
ΩJ`1ˆRpJ`1qd
M p̺pr, v, tqdr dv “ ż
ΩJ`1ˆRpJ`1qd
M p̺0pr, vqdr dv “ 1.
In addition, p̺ satisfies the following energy inequality:ż
ΩJ`1
ż
RpJ`1qd
MpvqFpp̺ptqqdv dr ` β2
2ǫ2
J`1ÿ
j“1
ż t
0
ż
ΩJ`1
ż
RpJ`1qd
Mpvq |Bvj p̺|2p̺ dv dr dτ
ď C
„
1`
ż
ΩJ`1
ż
RpJ`1qd
MpvqFpp̺0qdv dr,
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where C “ Cp}u0}
W 1´
2
σ ,σpΩq
, }b}L8p0,T ;L8pΩqqq, σ :“ minpσˆ, zq ą d, with σˆ :“ 2` 4d and z “ d` ϑ for some
ϑ P p0, 1q. In particular, C is independent of ǫ ą 0.
This then completes the proof of the existence of large-data global weak solutions to the coupled Oseen–
Fokker–Planck system under consideration, for all ǫ ą 0.
5. Trace theorems for the solution of the Fokker–Planck equation
In this section, by using similar arguments as in [43], we prove that the solution to the Fokker–Planck
equation has a unique trace on the boundary of our domain, which is defined thanks to a Green’s formula.
We then use this result to prove that the specular boundary condition is attained in a strong sense by the
solution. To this end, given the vector
Ej “ Ejpr, v, tq :“ 1
ǫ
ppLrqj ` uprj , tqq ´ β
2
ǫ2
vj
and a weak solution ̺ “ ̺pr, v, tq of the Fokker–Planck equation
ΛEjp̺q :“ Bt̺`
J`1ÿ
j“1
Ejpr, v, tq ¨ Bvj̺`
J`1ÿ
j“1
pBvj ¨ Ejpr, v, tqq̺ ´
β2
ǫ2
J`1ÿ
j“1
B2vj̺`
1
ǫ
J`1ÿ
j“1
vj ¨ Brj̺ “ 0,(5.1)
for all pr, v, tq P ΩJ`1 ˆ RpJ`1qd ˆ p0, T s,
̺pr, v, 0q “ ̺0pr, vq for all pr, vq P ΩJ`1 ˆ RpJ`1qd,(5.2)
satisfying the specular boundary condition in a weak sense, we show that ̺ has a trace γ̺ on the boundary
BΩpjq ˆRpJ`1qd ˆ p0, T q, j “ 1, . . . , J ` 1, and a trace γt̺ “ ̺p¨, tq on the section ΩJ`1 ˆRpJ`1qd ˆ ttu for
all t P r0, T s. These trace functions will be shown to be well-defined thanks to a Green’s formula, which
we shall now discuss.
In the previous section we showed that ̺ P L8p0, T ;L1pΩJ`1 ˆ RpJ`1qd;Rě0qq is a solution to (5.1) in
the sense of distributions, i.e., ż T
0
ż
ΩJ`1
ż
RpJ`1qd
̺Λ˚Ej pϕqdv dr dτ “ 0,(5.3)
for all test functions ϕ P DpDq :“ C80 pΩJ`1 ˆ RpJ`1qd ˆ r0, T sq, where we have set:
Λ˚Ejp̺q “ Btϕ`
J`1ÿ
j“1
Ejpr, v, tq ¨ Bvjϕ`
J`1ÿ
j“1
pBvj ¨ Ejpr, v, tqqϕ `
β2
ǫ2
J`1ÿ
j“1
B2vjϕ`
1
ǫ
J`1ÿ
j“1
vj ¨ Brjϕ.(5.4)
From the previous section we know that u P L2p0, T ;W 1,σpΩqdq, with σ ą d. Since, by Morrey’s inequality,
W 1,σpΩq ãÑ L8pΩq, we have in particular that u P L1p0, T ;L8pΩqdq. We thereby deduce that Ej P
L1p0, T ;L8locpΩ;W 1,8loc pRdqqqd and Bvj ¨Ej P L8p0, T ;L8locpΩˆ Rdqq for all j “ 1, . . . , J ` 1.
We shall suppose henceforth that the initial datum ̺0 for the Fokker–Planck equation has the fol-
lowing factorized form: ̺0pr, vq “ Mpvq p̺0prq, where p̺0 is a nonnegative function of r only, such thatş
ΩJ`1
p̺0prqdr “ 1, and p̺0 P L2pΩJ`1 ˆ RpJ`1qd;Rě0q.
Under this hypothesis it directly follows that
p̺ P L8p0, T ;L2M pΩJ`1 ˆ RpJ`1qd;Rě0qq,
and
̺ P L8p0, T ;L2M´1pΩJ`1 ˆ RpJ`1qd;Rě0qq,
and consequently, since M´1pvq ě p2πβq 12 pJ`1q for all v P RpJ`1qd, that
̺ P L8p0, T ;L2pΩJ`1 ˆ RpJ`1qd;Rě0qq.
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Remark 5.1. To show that p̺0 P L2pΩJ`1ˆRpJ`1qd;Rě0q implies p̺ P L8p0, T ;L2M pΩJ`1ˆRpJ`1qd;Rě0qq,
one has to follow a similar line of argument as in Section 3, Subsection 3.2. Indeed, it suffices to test
equation (3.43) with the function
p̺α P L2p0, T ;W 1,2˚,M pΩJ`1 ˆ RpJ`1qdqq,
rather than
F 1pp̺α ` γq “ logpp̺α ` γq P L2p0, T ;W 1,2˚,M pΩJ`1 ˆ RpJ`1qdqq,
where p̺α ě 0 and γ ą 0, and pass to the limit α Ñ 0` in the equation satisfied by p̺α using the bounds
resulting from the corresponding energy estimate.
5.1. Statement of the Trace Theorem.
Theorem 5.2. Let ̺ P L8p0, T ;L2pΩJ`1 ˆ RpJ`1qd;Rě0qq be a solution of equation (5.3). Then, for
every t P r0, T s, there exists a γt̺ P L1pΩJ`1 ˆ RpJ`1qdq and a γ̺ defined on BΩpjq ˆ RpJ`1qd ˆ p0, T q for
j “ 1, . . . , J ` 1, such that:
γt̺ P Cpr0, T s;L1locpΩJ`1 ˆ RpJ`1qdqq and γ̺ P L1loc
`BΩpjq ˆ RpJ`1qd ˆ r0, T s, pvj ¨ nprjqq2 dv dsprqdτ˘,
for j “ 1, . . . , J ` 1, and which satisfy the Green’s formulaż t1
t0
ż
ΩJ`1
ż
RpJ`1qd
̺Λ˚Ejpϕqdv dr dτ
“
”ż
ΩJ`1
ż
RpJ`1qd
̺p¨, τqϕdv dr
ıt1
t0
`
J`1ÿ
j“1
ż t1
t0
ż
BΩpjq
ż
RpJ`1qd
pvj ¨ nprjqq γ̺ϕdv dsprqdτ(5.5)
for all t0, t1 P r0, T s and for all test functions ϕ P D0pDq, the space of functions ϕ P DpDq such that ϕ “ 0
on Σ0 ˆ p0, T q, where Σ0 :“
ŤJ`1
j“1
!
pr, vq P BΩpjq ˆ RpJ`1qd, vj ¨ nprjq “ 0
)
and we have used the notation
DpDq :“ C80 pΩJ`1 ˆ RpJ`1qd ˆ r0, T sq.
Let us first introduce some additional notation. Since BΩ is C2, Ω is locally on one side of BΩ and there
exists a function d “ dΩ PW 2,8pRdq such that for all z in an interior neighbourhood of BΩ one has
dpzq “ ´distpz, BΩq.
We define in Ω the gradient field
npzq “ ∇zdpzq,
which coincides with the unit outward normal vector to Ω at every point of BΩ. Hence, the unit outward
normal (column-)vector to BΩj at rj P BΩj, for j “ 1, . . . , J ` 1, is
nprjq “ ∇rjdprjq “ Brjdprjq.
Here, the set Ωj still denotes Ω; by assigning it the index j, however, we wish to emphasize by our notation
that in the consideration of the distance to the boundary of Ω, the distance of the coordinate rj P Ωj is
measured to the boundary BΩj of the set that contains it.
We consider
dµi “ |nprjq ¨ vj |i dv dsprqdt, i “ 1, 2,
which are measures defined on BΩpjq ˆ RpJ`1qd ˆ p0, T q. For a given real R ą 0, we define the sets
BR “
 
y P Rd : |y| ă R(, O :“ ΩJ`1 ˆ RpJ`1qd, D :“ ΩJ`1 ˆ RpJ`1qd ˆ p0, T q,
OR :“ pΩXBRqJ`1 ˆBJ`1R , DR :“ OR ˆ p0, T q.
We shall also use the abbreviation La,bR for the function space L
ap0, T ;LbpORqq, and La,bloc for the function
space Lap0, T ;LblocpOqq.
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Proof of Theorem 5.2. The proof of the theorem will be performed in three steps. First, we obtain two
a priori estimates assuming that the solution of equation (5.1) is smooth. Then, following the method
proposed by DiPerna & Lions in [24], we approach the weak solution ̺ of equation (5.1) by a sequence
of regular functions p̺kqkě1, which are solutions of equation (5.1) with an error term rk that vanishes at
infinity; these regular functions satisfy the two a priori estimates from the first step. Finally, we deduce
the existence of a trace by passing to the limit.
Step 1: A priori estimates. In this step, we derive two a priori estimates. We first assume that
̺ PW 1,1loc
`
ΩJ`1 ˆRpJ`1qd ˆ p0, T q˘
so that the following manipulations are admissible. We consider three functions that we shall specify later:
ψ P C1pRq nondecreasing with ψp0q “ 0, Φ “ Φpr, v, tq P C80
`
R
pJ`1qd ˆ RpJ`1qd ˆ r0, T s˘ and β˜ P C1pRq,
and we fix t0, t1 P r0, T s. Below, we shall write ψ for ψpvj ¨ nprjqq. We use Green’s formula together with
equation (5.1) to get«ż
ΩJ`1
ż
RpJ`1qd
β˜p̺qψ Φdv dr
fft1
t0
`
J`1ÿ
j“1
ż t1
t0
ż
BΩpjq
ż
RpJ`1qd
pvj ¨ nprjqq β˜p̺qψ Φdv dsprqdτ
“
ż t1
t0
ż
ΩJ`1
ż
RpJ`1qd
ΛEj
`
β˜p̺pr, v, τqqΦpr, v, τqψpvj ¨ nprjqq
˘
dv dr dτ
“
ż t1
t0
ż
ΩJ`1
ż
RpJ`1qd
#
ΦψΛEj
`
β˜p̺pr, v, τqq˘ ` β˜p̺qΦΛEj`ψpvj ¨ nprjqq˘
` β˜p̺qψ ΛEjΦpr, v, τq
+
dv dr dτ
“
ż t1
t0
ż
ΩJ`1
ż
RpJ`1qd
#
Φψ β˜1p̺qΛEj̺` β˜p̺qΦψ1pvj ¨ nprjqqΛEj
`
vj ¨ nprjq
˘
` β˜p̺qψ ΛEjΦpr, v, τq
+
dv dr dτ
“
ż t1
t0
ż
ΩJ`1
ż
RpJ`1qd
#
β˜p̺qΦ
«
ψ1pvj ¨ nprjqq
˜
1
ǫ
J`1ÿ
j“1
vTj D
2dΩ vj `
J`1ÿ
j“1
Ejpr, v, τq ¨ nprjq
¸
`
J`1ÿ
j“1
pBvj ¨Ejpr, v, τqqψpvj ¨ nprjqq
ff
` β˜p̺qψΛEjΦ
+
dv dr dτ.
(5.6)
We now fix t0 P r0, T s, a compact set K of O :“ ΩJ`1 ˆ RpJ`1qd, ψpzq “ 1 and β˜ “ β˜ǫ˜ where β˜ǫ˜ is a
sequence of smooth even and nonnegative functions such that β˜ǫ˜p0q “ 0 and β˜ǫ˜pyq Ñ |y|, for all y P R. We
can then choose Φ P C80 pΩJ`1 ˆ RpJ`1qdq in such a way that 0 ď Φ ď 1 in ΩJ`1 ˆ RpJ`1qd ˆ p0, T q, Φ “ 1
on K and we denote by R ą 0 a real number satisfying suppΦ Ă OR. The identity (5.6) then implies that,
for all t P r0, T s,ż
ΩJ`1
ż
RpJ`1qd
β˜ǫ˜p̺p¨, t1qqΦdv dr “
ż
ΩJ`1
ż
RpJ`1qd
β˜ǫ˜p̺p¨, t0qqΦdv dr
`
ż t1
t0
ż
ΩJ`1
ż
RpJ`1qd
β˜ǫ˜p̺q
J`1ÿ
j“1
pBvj ¨Ejpr, v, τqqdv dr dτ
`
ż t1
t0
ż
ΩJ`1
ż
RpJ`1qd
β˜ǫ˜p̺qΛEjΦdv dr dτ
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ď }β˜ǫ˜p̺p¨, t0qq}L1
R
` CR
ż T
0
J`1ÿ
j“1
}Bvj ¨Ejp¨, ¨, τq}L8R }β˜ǫ˜p̺qp¨, τq}L1R dτ
` CR,ǫ,β,J}∇Φ}L8
ż T
0
˜
1`
J`1ÿ
j“1
}Ejp¨, ¨, τq}L8
R
¸
}β˜ǫ˜p̺qp¨, τq}L1
R
dτ
` CR,ǫ,β,J }∆Φ}L8
ż T
0
}β˜ǫ˜p̺qp¨, τq}L1
R
dτ.
Letting ǫ˜ tend to 0, we deduce our first a priori estimate:
sup
τPr0,T s
}̺p¨, τqq}L1pKq ď }̺p¨, t0q}L1
R
` CR
ż T
0
J`1ÿ
j“1
}Bvj ¨Ejp¨, ¨, τq}L8R }̺p¨, τq}L1R dτ
` CR,ǫ,β,J
ż T
0
˜
1`
J`1ÿ
j“1
}Ejp¨, ¨, τq}L8
R
¸
}̺p¨, τq}L1
R
dτ.
(5.7)
Let us now fix a compact subset K of BΩpjq ˆ RpJ`1qd, ψpzq “ z, t0 “ 0, t1 “ T , with β˜ as before. We
choose Φ P C80 pΩJ`1 ˆRpJ`1qdq in such a way that 0 ď Φ ď 1 in O, Φ ” 1 on K, and we denote by R ą 0
a real number satisfying suppΦ Ă BR ˆBR.
We then deduce from the identity (5.6) a second a priori estimate:
J`1ÿ
j“1
ż T
0
ż
BΩpjq
ż
RpJ`1qd
pvj ¨ nprjqq2 β˜ǫ˜p̺qΦdv dsprqdτ
“ ´
«ż
ΩJ`1
ż
RpJ`1qd
pvj ¨ nprjqqβ˜ǫ˜p̺qΦdv dr
ffT
0
`
ż T
0
ż
ΩJ`1
ż
RpJ`1qd
#
β˜ǫ˜p̺qΦ
«
1
ǫ
J`1ÿ
j“1
vTj D
2dΩ vj `
J`1ÿ
j“1
Ejpr, v, τq ¨ nprjq
`
J`1ÿ
j“1
pvj ¨ nprjqq pBvj ¨Ejpr, v, τqq
ff
` pvj ¨ nprjqq β˜ǫ˜p̺qΛEjΦ
+
dv dr dτ
ď R p}β˜ǫ˜p̺p¨, T qq}L1 ` }β˜ǫ˜p̺p¨, 0qq}L1q
`
ż T
0
ż
ΩJ`1
ż
RpJ`1qd
#
β˜ǫ˜p̺qΦ
«
1
ǫ
J`1ÿ
j“1
vTj D
2dΩ vj `
J`1ÿ
j“1
Ejpr, v, τq ¨ nprjq
`
J`1ÿ
j“1
pvj ¨ nprjqq pBvj ¨Ejpr, v, τqq
ff
` pvj ¨ nprjqqβ˜ǫ˜p̺qΛEjΦ
+
dv dr dτ
` CR
ż T
0
J`1ÿ
j“1
}Bvj ¨Ejp¨, ¨, τq}L8R }β˜ǫ˜p̺qp¨, τq}L1R dτ
` CR,ǫ,β,J
ż T
0
˜
1`
J`1ÿ
j“1
}Ejp¨, ¨, τq}L8
R
¸
}β˜ǫ˜p̺qp¨, τq}L1
R
dτ.
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Letting ǫ˜ tend to 0, we then have that
}̺}L1pr0,T sˆK,dµ2q
ď R `}̺p¨, T q}L1 ` }̺p¨, 0q}L1˘` CR ż T
0
J`1ÿ
j“1
}Bvj ¨Ejp¨, ¨, τq}L8R }̺p¨, τq}L1R dτ(5.8)
` CR,ǫ,β,J
ż T
0
˜
1`
J`1ÿ
j“1
}Ejp¨, ¨, τq}L8
R
¸
}̺p¨, τq}L1
R
dτ.
Step 2: Regularization. In this step, we prove the following lemma, which states that ̺ can be
approximated by a sequence ̺k of regular functions, defined on Oˆr0, T s, and we solve (5.1) with an error
term rk, which tends to 0 as k Ñ8. Given the sequence of mollifiers pωkqkě1 defined by
ωkpzq “ kdωpkzq, k P N, ω P C8pRd;Rě0q, suppω Ă B1,
ż
Rd
ωpzqdz “ 1,
where N is the set of all positive integers, we introduce the sequence of regularized functions
˜̺k “ ̺ ‹r,k ωk ˚v ωk,
where ˚v denotes the usual convolution; thus,
pu ˚v Hkqpvq :“
ż
RpJ`1qd
upηqHk
`
v ´ η˘ dη,
“
ż
RpJ`1qd
upηq
J`1ź
j“1
hk
`
vj ´ ηj
˘
dη
“
ż
Rd
. . .
ż
Rd
upη1, . . . , ηJ`1q
J`1ź
j“1
hk
`
vj ´ ηj
˘
dη1 ¨ ¨ ¨ dηJ`1,
for any function u P L1pRpJ`1qdq and a function Hkpvq :“
śJ`1
j“1 hk
`
vj
˘
, v :“ pvT1 , . . . , vTJ`1qT P RpJ`1qd,
where vj P Rd for j “ 1, . . . , J ` 1, hk P L1pRdq, supphk Ă B 1
k
. We have that the convolution above is
well-defined since Hk P L1pRpJ`1qdq. Hence, by Young’s inequality for convolutions, u ˚v Hk P L1pRpJ`1qdq
and
}u ˚v Hk}L1pRpJ`1qdq ď }u}L1pRpJ`1qdq}Hk}L1pRpJ`1qdq.
Now, let u P L1locpΩJ`1q. We extend u by 0 to the complement of ΩJ`1 and we denote by ‹r,k the
convolution–translation defined by:
pu ‹r,k Hkqprq :“
ż
RpJ`1qd
upyqHk
ˆ
r ´ 2
k
nprq ´ y
˙
dy
“
ż
RpJ`1qd
upyq
J`1ź
j“1
hk
ˆ
rj ´ 2
k
nprjq ´ yj
˙
dy
“
ż
Rd
. . .
ż
Rd
upy1, . . . , yJ`1q
J`1ź
j“1
hk
ˆ
rj ´ 2
k
nprjq ´ yj
˙
dy1 ¨ ¨ ¨ dyJ`1,
where hk P L1pRdq, supphk Ă B 1
k
, r :“ prT1 , . . . , rTJ`1qT P ΩJ`1, rj P Ωj Ă Rd for all j “ 1, . . . , J ` 1. The
point of using a convolution–translation is to ensure that the variable y stays in the interior of the domain
ΩJ`1, so that we do not create bad discontinuities in the derivatives of u at the boundary of the domain.
Indeed, since the mollifiers hk are compactly supported in B 1
k
, we have that yj P Bprj ´ 2knprjq, 1k q, for all
j “ 1, . . . , J ` 1. Set r˜j :“ rj ´ 2knprjq and dpyj , BΩjq :“ inft|yj ´ z| : z P BΩju for all j “ 1, . . . , J ` 1.
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Hence |yj ´ r˜j| ă 1k and for z P BΩj :
|yj ´ z| “ |yj ´ r˜j ` r˜j ´ z|
ě ˇˇ|yj ´ r˜j| ´ |z ´ r˜j |ˇˇ.
Since |z ´ r˜j | “ dpr˜j , BΩjq ą 2k , we obtain that |yj ´ r˜j | ´ |z ´ r˜j | ă 1k ´ 2k “ ´ 1k . Thus we deduce that
|yj ´ z| ą 1k ą 0. This implies dpyj , BΩjq ą 0, for all j “ 1, . . . , J ` 1. Hence, yj is in the interior of Ωj for
all j “ 1, . . . , J ` 1, which implies that y is in the interior of ΩJ`1.
Lemma 5.3. For each k P N there exists a function
̺k P CpΩJ`1 ˆ RpJ`1qd ˆ r0, T sq XW 1,1p0, T ;W 1,8loc pOqq,
such that the sequence ̺k satisfies:
̺k is bounded in L
8p0, T ;L2locpOqq,
̺k Ñ ̺ in Lap0, T ;L2locpOqq @ a P r1,8q
(5.9)
and
ΛEj̺k “ rk in D1
`
ΩJ`1 ˆ RpJ`1qd ˆ p0, T q˘,(5.10)
where rk converges to 0 in L
1
locpO ˆ r0, T sq.
Proof. The proof of this lemma is inspired by the work [24] of DiPerna & Lions. By considering ̺ as a
function of t, y and η, i.e., ̺ “ ̺py, η, tq, we multiply equation (5.1) by the test function
J`1ź
l“1
ωk
ˆ
rl ´ 2
k
nprlq ´ yl
˙ J`1ź
m“1
ωkpvm ´ ηmq P C80 pΩJ`1y ˆ RpJ`1qdη q
for fixed r P ΩJ`1 and v P RpJ`1qd, and integrate over y and η. We get
Bt ˜̺k “ ´
˜
J`1ÿ
j“1
Ejpr, v, tq ¨ Bvj̺
¸
‹r,k ωk ˚v ωk ´
˜
J`1ÿ
j“1
pBvj ¨ Ejpr, v, tqq̺
¸
‹r,k ωk ˚v ωk
`
˜
β2
ǫ2
J`1ÿ
j“1
B2vj̺
¸
‹r,k ωk ˚v ωk ´
˜
1
ǫ
J`1ÿ
j“1
vj ¨ Brj̺
¸
‹r,k ωk ˚v ωk P L1p0, T ;W 1,8loc pOqq,
(5.11)
and, in particular, ˜̺k PW 1,1p0, T ;W 1,8loc pOqq.
Let us define ̺k to be the continuous representative of ˜̺k in the class of functions almost everywhere
equal to ˜̺k. Then ̺k solves (5.10) with
rk “ r1kp̺q ` r2kp̺q ` r3kp̺q ` r4kp̺q,
where
r1kp̺q “
J`1ÿ
j“1
Ejpr, v, tq ¨ Bvj̺k ´
˜
J`1ÿ
j“1
Ejpr, v, tq ¨ Bvj̺
¸
‹r,k ωk ˚v ωk,
r2kp̺q “
J`1ÿ
j“1
pBvj ¨Ejpr, v, tqq̺k ´
˜
J`1ÿ
j“1
pBvj ¨Ejpr, v, tqq̺
¸
‹r,k ωk ˚v ωk,
r3kp̺q “
˜
β2
ǫ2
J`1ÿ
j“1
B2vj̺
¸
‹r,k ωk ˚v ωk ´ β
2
ǫ2
J`1ÿ
j“1
B2vj̺k,
r4kp̺q “
1
ǫ
J`1ÿ
j“1
vj ¨ Brj̺k ´
˜
1
ǫ
J`1ÿ
j“1
vj ¨ Brj̺
¸
‹r,k ωk ˚v ωk.
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We have to prove that r1kp̺q, r2kp̺q, r3kp̺q and r4kp̺q all converge to 0 in L1loc. Let us remark that if ̺ is
smooth then one has
Brj p̺ ‹r,k ωkq “
ˆ
I ´ 2
k
D2dΩ
˙
pBrj̺q ‹r,k ωk,
and therefore
r4kp̺q ÑkÑ8 0 in L1loc
`
ΩJ`1 ˆ RpJ`1qd ˆ p0, T q˘.(5.12)
Indeed, we have that
Brj p̺ ‹r,k ωkq “ Brj
ˆż
ΩJ`1
̺py, v, tq
J`1ź
l“1
ωk
ˆ
rl ´ 2
k
nprlq ´ yl
˙
dy
˙
“
ż
ΩJ`1
̺py, v, tq Brj
ˆJ`1ź
l“1
ωk
´
rl ´ 2
k
nprlq ´ yl
¯˙
dy
“
ż
ΩJ`1
̺py, v, tq Brjωk
´
rj ´ 2
k
nprjq ´ yj
¯ J`1ź
l“1, l‰j
ωk
´
rl ´ 2
k
nprlq ´ yl
¯
dy
“
ˆ
I ´ 2
k
D2dΩ
˙ż
ΩJ`1
̺py, v, tq∇ωk
ˆ
rj ´ 2
k
nprjq ´ yj
˙ J`1ź
l“1, l‰j
ωk
´
rl ´ 2
k
nprlq ´ yl
¯
dy
“ ´
ˆ
I ´ 2
k
D2dΩ
˙ż
ΩJ`1
̺py, v, tq Byj
ˆ
ωk
´
rj ´ 2
k
nprjq ´ yj
¯˙ J`1ź
l“1, l‰j
ωk
´
rl ´ 2
k
nprlq ´ yl
¯
dy
“
ˆ
I ´ 2
k
D2dΩ
˙ż
ΩJ`1
Byj̺py, v, tqωk
ˆ
rj ´ 2
k
nprjq ´ yj
˙ J`1ź
l“1, l‰j
ωk
´
rl ´ 2
k
nprlq ´ yl
¯
dy
“
ˆ
I ´ 2
k
D2dΩ
˙ż
ΩJ`1
Byj̺py, v, tq
J`1ź
l“1
ωk
´
rl ´ 2
k
nprlq ´ yl
¯
dy
“
ˆ
I ´ 2
k
D2dΩ
˙
pBrj̺q ‹r,k ωk.
To deal with a general ̺ P L8,1loc we begin by proving an a priori estimate. One has
r4kp̺q “
1
ǫ
J`1ÿ
j“1
ż
RpJ`1qd
ż
ΩJ`1
"
vj ¨ Brj
”
̺py, η, tq
J`1ź
l“1
ωk
´
rl ´ 2
k
nprlq ´ yl
¯ J`1ź
m“1
ωkpvm ´ ηmq
ı
´ ηj ¨ Byj̺py, η, tq
J`1ź
l“1
ωk
´
rl ´ 2
k
nprlq ´ yl
¯ J`1ź
m“1
ωkpvm ´ ηmq
*
dy dη.
By differentiation with respect to rj in the first integrand and integration by parts in the second integrand
we obtain
r4kp̺q “
1
ǫ
J`1ÿ
j“1
ż
RpJ`1qd
ż
ΩJ`1
"
vj ¨
„
̺py, η, tq
ˆ
I ´ 2
k
D2dΩ
˙
∇ωk
ˆ
rj ´ 2
k
nprjq ´ yj
˙
ˆ
J`1ź
l“1,l‰j
ωk
´
rl ´ 2
k
nprlq ´ yl
¯ J`1ź
m“1
ωkpvm ´ ηmq

´ ηj ¨∇ωk
ˆ
rj ´ 2
k
nprjq ´ yj
˙
̺py, η, tq
ˆ
J`1ź
l“1, l‰j
ωk
´
rl ´ 2
k
nprlq ´ yl
¯ J`1ź
m“1
ωkpvm ´ ηmq
*
dy dη
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“ 1
ǫ
J`1ÿ
j“1
ż
RpJ`1qd
ż
ΩJ`1
̺py, η, tq
J`1ź
m“1
ωkpvm ´ ηmq
J`1ź
l“1, l‰j
ωk
´
rl ´ 2
k
nprlq ´ yl
¯
ˆ
"
pvj ´ ηjq ¨∇ωk
ˆ
rj ´ 2
k
nprjq ´ yj
˙
´ 2
k
vj ¨
`
D2dΩ
˘
∇ωk
ˆ
rj ´ 2
k
nprjq ´ yj
˙*
dy dη.
Lemma 5.4. There exists a constant C, which only depends on R and dΩ, such that the following bound
holds:
}r4kp̺q}L1pDRq ď C }̺}L1pDR`1q.
Proof. The proof proceeds as follows. We note that
}r4kp̺q}L1pDRq “
ż T
0
ż
pΩXBRqJ`1
ż
B
J`1
R
ˇˇˇˇ
1
ǫ
J`1ÿ
j“1
ż
RpJ`1qd
ż
ΩJ`1
̺py, η, tq
J`1ź
m“1
ωkpvm ´ ηmq
J`1ź
l“1, l‰j
ωk
´
rl ´ 2
k
nprlq ´ yl
¯
ˆ
"
pvj ´ ηjq ¨∇ωk
ˆ
rj ´ 2
k
nprjq ´ yj
˙
´ 2
k
vj ¨ pD2dΩq∇ωk
ˆ
rj ´ 2
k
nprjq ´ yj
˙*
dy dη
ˇˇˇˇ
dv dr dt
ď 1
ǫ
J`1ÿ
j“1
ż T
0
ż
pΩXBRqJ`1
ż
B
J`1
R
ż
RpJ`1qd
ż
ΩJ`1
ˇˇˇˇ
̺py, η, tq
J`1ź
m“1
ωkpvm ´ ηmq
J`1ź
l“1, l‰j
ωk
´
rl ´ 2
k
nprlq ´ yl
¯
ˆ
"
pvj ´ ηjq ¨∇ωk
ˆ
rj ´ 2
k
nprjq ´ yj
˙
´ 2
k
vj ¨ pD2dΩq∇ωk
ˆ
rj ´ 2
k
nprjq ´ yj
˙*ˇˇˇˇ
dy dη dv dr dt
ď 1
ǫ
J`1ÿ
j“1
ż T
0
ż
pΩXBRqJ`1
ż
B
J`1
R
ż
RpJ`1qd
ż
ΩJ`1
ˇˇˇˇ
̺py, η, tq
J`1ź
m“1
ωkpvm ´ ηmq
J`1ź
l“1, l‰j
ωk
´
rl ´ 2
k
nprlq ´ yl
¯
ˆ
"
pvj ´ ηjq ¨∇ωk
ˆ
rj ´ 2
k
nprjq ´ yj
˙*ˇˇˇˇ
dy dη dv dr dt
` 1
ǫ
J`1ÿ
j“1
ż T
0
ż
pΩXBRqJ`1
ż
B
J`1
R
ż
RpJ`1qd
ż
ΩJ`1
ˇˇˇˇ
2
k
̺py, η, tq
J`1ź
m“1
ωkpvm ´ ηmq
J`1ź
l“1, l‰j
ωk
´
rl ´ 2
k
nprlq ´ yl
¯
ˆ
"
vj ¨ pD2dΩq∇ωk
ˆ
rj ´ 2
k
nprjq ´ yj
˙*ˇˇˇˇ
dy dη dv dr dt
ď I1 ` I2,
(5.13)
where we set
I1 :“ 1
ǫ
J`1ÿ
j“1
ż T
0
ż
pΩXBRqJ`1
ż
BJ`1
R
ż
RpJ`1qd
ż
ΩJ`1
ˇˇˇˇ
̺py, η, tq
J`1ź
m“1
ωkpvm ´ ηmq
J`1ź
l“1, l‰j
ωk
´
rl ´ 2
k
nprlq ´ yl
¯
ˆ
"
pvj ´ ηjq ¨∇ωk
ˆ
rj ´ 2
k
nprjq ´ yj
˙*ˇˇˇˇ
dy dη dv dr dt
and
I2 :“ 1
ǫ
J`1ÿ
j“1
ż T
0
ż
pΩXBRqJ`1
ż
BJ`1
R
ż
RpJ`1qd
ż
ΩJ`1
ˇˇˇˇ
2
k
̺py, η, tq
J`1ź
m“1
ωkpvm ´ ηmq
J`1ź
l“1, l‰j
ωk
´
rl ´ 2
k
nprlq ´ yl
¯
ˆ
"
vj ¨ pD2dΩq∇ωk
ˆ
rj ´ 2
k
nprjq ´ yj
˙*ˇˇˇˇ
dy dη dv dr dt.
We have the following upper bound on I1:
I1 ď 1
ǫ
J`1ÿ
j“1
ż T
0
ż
pΩXBRqJ`1
ż
BJ`1
R
ż
RpJ`1qd
ż
ΩJ`1
̺py, η, tq
J`1ź
m“1, m‰j
ωkpvm ´ ηmq
J`1ź
l“1, l‰j
ωk
´
rl ´ 2
k
nprlq ´ yl
¯
ˆ
ˇˇˇˇ
ωkpvj ´ ηjqpvj ´ ηjq
ˇˇˇˇˇˇˇˇ
∇ωk
ˆ
rj ´ 2
k
nprjq ´ yj
˙ˇˇˇˇ
dy dη dv dr dt.
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Now, using the Fubini–Tonelli theorem, we obtain:
I1 ď 1
ǫ
J`1ÿ
j“1
ż T
0
ż
ΩXBR
ż
BR
ż
RpJ`1qd
ż
ΩJ`1
̺py, η, tq
ˆ J`1ź
m“1,m‰j
ż
BR
ωkpvm ´ ηmqdvm
˙
ˆ
ˆ J`1ź
l“1, l‰j
ż
ΩXBR
ωk
´
rl ´ 2
k
nprlq ´ yl
¯
drl
˙ˇˇˇˇ
ωkpvj ´ ηjqpvj ´ ηjq
ˇˇˇˇˇˇˇˇ
∇ωk
ˆ
rj ´ 2
k
nprjq ´ yj
˙ˇˇˇˇ
dy dη dvj drj dt.
(5.14)
First, using the change of variable z “ vm ´ ηm, which implies that dz “ dvm, we obtain the following
upper bound:
J`1ź
m“1, m‰j
ż
BR
ωkpvm ´ ηmqdvm “
J`1ź
m“1, m‰j
ż
Rd
ωkpzqdz
“
J`1ź
m“1, m‰j
ż
Rd
kdωpkzqdz
“
J`1ź
m“1, m‰j
ż
Rd
ωpzqdz
“ 1.
(5.15)
Remark 5.5. Let us also remark that since |vm ´ ηm| ď 1k for all m “ 1, . . . , J ` 1 and k ě 1, i.e., 1k ď 1,
which imply that |ηm| ď |vm| ` 1k ď R` 1, for all m “ 1, . . . , J ` 1, we have that η P BJ`1R`1.
Then, we perform the change of variable sl “ rl´ 2knprlq´yl, which implies that dsl “ pI´ 2k∇rlnprlqqdrl,
i.e., drl “ pI ´ 2k∇rlnprlqq´1 dsl for all l “ 1, . . . , J ` 1. For l P t1, . . . , J ` 1u fixed (and therefore not
explicitly indicated), we set A :“ 2
k
∇rlnprlq. We have that
|A| ď 2 }∇n}L8pRdq
k
.
Hence |A| ă 1 for all k ą 2 }∇n}L8pRdq “: b. In that case,
|pI ´Aq´1| “
ˇˇˇˇ 8ÿ
n“0
An
ˇˇˇˇ
ď
8ÿ
n“0
ˇˇ
A
ˇˇn
ď
8ÿ
n“0
ˆ
2 }∇n}L8pRdq
k
˙n
“ 1
1´ 2 }∇n}L8pRdq
k
“ k
k ´ 2 }∇n}L8pRdq
.
We have that the function g : x ÞÑ x
x´b , where x ą b, is strictly monotonic decreasing. Indeed, g1pxq “
´b
px´bq2
ă 0 for all x ą b. Hence, taking x ě 2b, the maximum of g is achieved at x “ 2b, where gpxq “ 2.
Therefore, by choosing k ě 2b, we get
|pI ´Aq´1| ď 2;
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thus, the change of variable gives
J`1ź
l“1, l‰j
ż
ΩXBR
ωk
´
rl ´ 2
k
nprlq ´ yl
¯
drl ď
J`1ź
l“1, l‰j
2
ż
Rd
ωkpslqdsl
“
J`1ź
l“1, l‰j
2
ż
Rd
kdωpk slqdsl
“
J`1ź
l“1, l‰j
2
ż
Rd
ωpzqdz
ď 2J .
(5.16)
Remark 5.6. Let us also remark that since |rl ´ 2knprlq ´ yl| ď 1k , for all m “ 1, . . . , J ` 1, and for k ě 3,
i.e., 3
k
ď 1, which imply that |yl| ď |rl| ` 3k ď R` 1, we have that y P pΩXBR`1qJ`1.
Hence, using estimates (5.15) and (5.16) together with Remarks 5.5 and 5.6 in (5.14), we get for all
k ě maxp2b, 3q that
I1 ď 2
J
ǫ
J`1ÿ
j“1
ż T
0
ż
ΩXBR
ż
BR
ż
BJ`1
R`1
ż
pΩXBR`1qJ`1
̺py, η, tq
ˇˇˇˇ
ωkpvj ´ ηjqpvj ´ ηjq
ˇˇˇˇ
ˆ
ˇˇˇˇ
∇ωk
ˆ
rj ´ 2
k
nprjq ´ yj
˙ˇˇˇˇ
dy dη dvj drj dt
ď 2
J
ǫ
J`1ÿ
j“1
ż T
0
ż
BJ`1
R`1
ż
pΩXBR`1qJ`1
̺py, η, tq
ˆż
BR
ˇˇˇˇ
ωkpvj ´ ηjqpvj ´ ηjq
ˇˇˇˇ
dvj
˙
ˆ
ˆż
ΩXBR
ˇˇˇˇ
∇ωk
ˆ
rj ´ 2
k
nprjq ´ yj
˙ˇˇˇˇ
drj
˙
dy dη dt.
(5.17)
Again, by performing the same change of variable as in (5.16), we obtain, for a constant C1 ą 0, independent
of k, the following bound:ż
ΩXBR
ˇˇˇˇ
∇ωk
ˆ
rj ´ 2
k
nprjq ´ yj
˙ˇˇˇˇ
drj ď 2
ż
Rd
ˇˇ
∇ωkpξq
ˇˇ
dξ
“ 2
ż
Rd
kd`1|∇ωpk ξqˇˇ dξ
“ 2k
ż
Rd
|∇ωpzqˇˇ dz
ď 2 k C1.
(5.18)
Finally, noting that wk P C80 pRdq, we obtain, for a constant C2 ą 0, independent of k, thatż
BR
ˇˇˇˇ
ωkpvj ´ ηjqpvj ´ ηjq
ˇˇˇˇ
dvj ď
ż
Rd
ωkpξq|ξ|dξ
“
ż
Rd
kdωpk ξq|ξ|dξ
“ 1
k
ż
Rd
ωpzq|z|dz
ď C2
k
.
(5.19)
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We use (5.18) and (5.19) in (5.17), for a constant C ą 0, independent of k, we get the following bound on
the term I1:
I1 ď 2
J
ǫ
J`1ÿ
j“1
ż T
0
ż
BJ`1
R`1
ż
pΩXBR`1qJ`1
̺py, η, tq
ˆż
BR
ˇˇˇˇ
ωkpvj ´ ηjqpvj ´ ηjq
ˇˇˇˇ
dvj
˙
ˆ
ˆż
ΩXBR
ˇˇˇˇ
∇ωk
ˆ
rj ´ 2
k
nprjq ´ yj
˙ˇˇˇˇ
drj
˙
dy dη dt
ď 2
J`1C1 C2
ǫ
J`1ÿ
j“1
ż T
0
ż
BJ`1
R`1
ż
pΩXBR`1qJ`1
̺py, η, tqdy dη dt
ď C}̺}L1pDR`1q.
(5.20)
Now, using the same technique as for the bound on I1, we get the following bound on the term I2:
I2 ď 4 |BR|
ǫ k
J`1ÿ
j“1
ż T
0
ż
ΩXBR
ż
RpJ`1qd
ż
ΩJ`1
ˇˇ
D2dΩ
ˇˇ
̺py, η, tq
ˆJ`1ź
m“1
ż
BR
ωkpvm ´ ηmqdvm
˙
ˆ
ˆ J`1ź
l“1, l‰j
ωk
´
rl ´ 2
k
nprlq ´ yl
¯
drl
˙ ˇˇˇˇ
∇ωk
ˆ
rj ´ 2
k
nprjq ´ yj
˙ˇˇˇˇ
dy dη drj dt
ď 2
J`2 |BR| }D2dΩ}L8pRdq
ǫ k
J`1ÿ
j“1
ż T
0
ż
BJ`1
R`1
ż
pΩXBR`1qJ`1
̺py, η, tq
ˆ
ˆż
ΩXBR
ˇˇˇˇ
∇ωk
ˆ
rj ´ 2
k
nprjq ´ yj
˙ˇˇˇˇ
drj
˙
dy dη dt
ď 2
J`2 C1 |BR| }D2dΩ}L8pRdq
ǫ
J`1ÿ
j“1
ż T
0
ż
BJ`1
R`1
ż
pΩXBR`1qJ`1
̺py, η, tqdy dη dt
ď C }̺}L1pDR`1q.
(5.21)
In conclusion, using (5.20) and (5.21) in (5.13), we get, with a constant C that only depends on R and
dprq, the following bound:
}r4kp̺q}L1pDRq ď I1 ` I2
ď C}̺}L1pDR`1q.
(5.22)
That completes the proof of the lemma. 
Next, for ̺ P L8p0, T ;L1pΩJ`1 ˆ RpJ`1qd;Rě0qq we argue by density; in other words, we consider a
sequence p̺ǫqǫą0 of smooth functions such that ̺ǫ Ñ ̺ in L1locpDq, and we note the following obvious
decomposition of the function r4kp̺q:
r4kp̺q “ r4kp̺ǫq ` r4kp̺´ ̺ǫq,
which obviously converges to 0 in L1locpDq as k Ñ8 and ǫÑ 0, thanks to (5.12) and (5.22).
The convergence of the sequence r1kp̺q to 0, as k Ñ8, has been proved, in a simpler case, in the article
of DiPerna & Lions [24], Lemma II.1. By following a similar line of argument as in [24], we proceed as
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follows. If ̺ and Ej are sufficiently smooth, we have that
r1kp̺q “
J`1ÿ
j“1
Ejpr, v, tq ¨ Bvj̺k ´
˜
J`1ÿ
j“1
Ejpr, v, tq ¨ Bvj̺
¸
‹r,k ωk ˚v ωk
“
J`1ÿ
j“1
ż
RpJ`1qd
ż
ΩJ`1
!
Ejpr, v, tq ¨ Bvj
”
̺py, η, tq
J`1ź
l“1
ωk
ˆ
rl ´ 2
k
nprlq ´ yl
˙ J`1ź
m“1
ωkpvm ´ ηmq
ı
´ Ejpy, η, tq ¨ Bηj̺py, η, tq
J`1ź
l“1
ωk
ˆ
rl ´ 2
k
nprlq ´ yl
˙ J`1ź
m“1
ωkpvm ´ ηmq
)
dy dη.
By performing integration by parts on the second integrand, we get
r1kp̺q “
J`1ÿ
j“1
ż
RpJ`1qd
ż
ΩJ`1
"
Ejpr, v, tq ¨∇ωkpvj ´ ηjq
J`1ź
l“1
ωk
´
rl ´ 2
k
nprlq ´ yl
¯
ˆ ̺py, η, tq
J`1ź
m“1, m‰j
ωkpvm ´ ηmq ` Bηj ¨
”
Ejpy, η, tqωkpvj ´ ηjq
ı
ˆ ̺py, η, tq
J`1ź
m“1, m‰j
ωkpvm ´ ηmq
J`1ź
l“1
ωk
´
rl ´ 2
k
nprlq ´ yl
¯*
dy dη
“
J`1ÿ
j“1
ż
RpJ`1qd
ż
ΩJ`1
"
Ejpr, v, tq ¨∇ωkpvj ´ ηjq
J`1ź
l“1
ωk
´
rl ´ 2
k
nprlq ´ yl
¯
ˆ ̺py, η, tq
J`1ź
m“1, m‰j
ωkpvm ´ ηmq ` Bηj ¨ rEjpy, η, tqs ̺py, η, tq
ˆ
J`1ź
m“1
ωkpvm ´ ηmq
J`1ź
l“1
ωk
ˆ
rl ´ 2
k
nprlq ´ yl
˙
´ Ejpy, η, tq ¨∇ωkpvj ´ ηjq
ˆ ̺py, η, tq
J`1ź
l“1
ωk
ˆ
rl ´ 2
k
nprlq ´ yl
˙ J`1ź
m“1, m‰j
ωkpvm ´ ηmq
*
dy dη
“
J`1ÿ
j“1
ż
RpJ`1qd
ż
ΩJ`1
̺py, η, tq
J`1ź
l“1
ωk
ˆ
rl ´ 2
k
nprlq ´ yl
˙ J`1ź
m“1, m‰j
ωkpvm ´ ηmq
ˆ
!“
Ejpr, v, tq ´ Ejpy, η, tq
‰ ¨∇ωkpvj ´ ηjq) dy dη
`
´J`1ÿ
j“1
̺pr, v, tq pBvj ¨Ejpr, v, tqq
¯
‹r,k ωk ˚v ωk.
The second term on the right-hand side converges to
J`1ÿ
j“1
̺pr, v, tqpBvj ¨Ejpr, v, tqq
in L1loc, as k tends to 8, by standard results for convolutions.
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For the first integral, on the one hand, we have that
J`1ÿ
j“1
ż
RpJ`1qd
ż
ΩJ`1
̺py, η, tq
J`1ź
l“1
ωk
ˆ
rl ´ 2
k
nprlq ´ yl
˙ J`1ź
m“1, m‰j
ωkpvm ´ ηmqEjpr, v, tq ¨∇ωkpvj ´ ηjqdy dη
“ ´
J`1ÿ
j“1
ż
RpJ`1qd
ż
ΩJ`1
̺py, η, tq
J`1ź
l“1
ωk
ˆ
rl ´ 2
k
nprlq ´ yl
˙
ˆ
J`1ź
m“1, m‰j
ωkpvm ´ ηmqEjpr, v, tq ¨ Bηj
`
ωkpvj ´ ηjq
˘
dy dη
“
J`1ÿ
j“1
ż
RpJ`1qd
ż
ΩJ`1
Bηj̺py, η, tq ¨Ejpr, v, tqωkpvj ´ ηjq
J`1ź
l“1
ωk
ˆ
rl ´ 2
k
nprlq ´ yl
˙
ˆ
J`1ź
m“1, m‰j
ωkpvm ´ ηmqdy dη
“
J`1ÿ
j“1
ż
RpJ`1qd
ż
ΩJ`1
Bηj̺py, η, tq ¨Ejpr, v, tq
J`1ź
l“1
ωk
ˆ
rl ´ 2
k
nprlq ´ yl
˙ J`1ź
m“1
ωkpvm ´ ηmqdy dη,
which converges to
J`1ÿ
j“1
Bvj̺pr, v, tq ¨Ejpr, v, tq
in L1loc as k tends to 8. On the other hand,
´
J`1ÿ
j“1
ż
RpJ`1qd
ż
ΩJ`1
̺py, η, tq
J`1ź
l“1
ωk
ˆ
rl ´ 2
k
nprlq ´ yl
˙ J`1ź
m“1,m‰j
ωkpvm ´ ηmqEjpy, η, tq ¨∇ωkpvj ´ ηjqdy dη
“
J`1ÿ
j“1
ż
RpJ`1qd
ż
ΩJ`1
̺py, η, tq
J`1ź
l“1
ωk
ˆ
rl ´ 2
k
nprlq ´ yl
˙ J`1ź
m“1,m‰j
ωkpvm ´ ηmq Ejpy, η, tq ¨ Bηj
`
ωkpvj ´ ηjq
˘
dy dη
“ ´
J`1ÿ
j“1
ż
RpJ`1qd
ż
ΩJ`1
Bηj ¨
“
̺py, η, tqEjpy, η, tq
‰
ωkpvj ´ ηjq
J`1ź
l“1
ωk
ˆ
rl ´ 2
k
nprlq ´ yl
˙ J`1ź
m“1,m‰j
ωkpvm ´ ηmqdy dη
“ ´
J`1ÿ
j“1
ż
RpJ`1qd
ż
ΩJ`1
Bηj ¨
“
̺py, η, tqEjpy, η, tq
‰ J`1ź
l“1
ωk
ˆ
rl ´ 2
k
nprlq ´ yl
˙ J`1ź
m“1
ωkpvm ´ ηmqdy dη
“ ´
J`1ÿ
j“1
ż
RpJ`1qd
ż
ΩJ`1
Bηj̺py, η, tq ¨Ejpy, η, tq
J`1ź
l“1
ωk
ˆ
rl ´ 2
k
nprlq ´ yl
˙ J`1ź
m“1
ωkpvm ´ ηmqdy dη
´
J`1ÿ
j“1
ż
RpJ`1qd
ż
ΩJ`1
̺py, η, tq Bηj ¨Ejpy, η, tq
J`1ź
l“1
ωk
ˆ
rl ´ 2
k
nprlq ´ yl
˙ J`1ź
m“1
ωkpvm ´ ηmqdy dη,
which converges to
´
J`1ÿ
j“1
Bvj̺pr, v, tq ¨ Ejpr, v, tq ´
J`1ÿ
j“1
̺pr, v, tq pBvj ¨Ejpr, v, tqq
in L1loc as k tends to 8. Hence r1k converges in L1loc to 0 as k tends to 8. The general case follows by means
of a density argument, using the inequality stated in the next lemma.
Lemma 5.7. There exists a constant C, which only depends on R and dΩ, such that the following bound
holds:
}r1kp̺q}L1pDRq ď C}̺}L2pDR`1q.
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Proof. We begin by noting that
r1kp̺q “
J`1ÿ
j“1
ż
RpJ`1qd
ż
ΩJ`1
̺py, η, tq
J`1ź
l“1
ωk
ˆ
rl ´ 2
k
nprlq ´ yl
˙ J`1ź
m“1, m‰j
ωkpvm ´ ηmq
ˆ
!“
Ejpr, v, tq ´ Ejpy, η, tq
‰ ¨∇ωkpvj ´ ηjq) dy dη
`
J`1ÿ
j“1
ż
RpJ`1qd
ż
ΩJ`1
Bηj ¨Ejpy, η, tq
ˆ
J`1ź
l“1
ωk
ˆ
rl ´ 2
k
nprlq ´ yl
˙ J`1ź
m“1
ωkpvm ´ ηmq ̺py, η, tqdy dη
“: I1 ` I2,
where we set
I1 :“
J`1ÿ
j“1
ż
RpJ`1qd
ż
ΩJ`1
̺py, η, tq
J`1ź
l“1
ωk
ˆ
rl ´ 2
k
nprlq ´ yl
˙ J`1ź
m“1, m‰j
ωkpvm ´ ηmq
ˆ
!“
Ejpr, v, tq ´ Ejpy, η, tq
‰ ¨∇ωkpvj ´ ηjq) dy dη,
(5.23)
and
I2 :“
J`1ÿ
j“1
ż
RpJ`1qd
ż
ΩJ`1
Bηj ¨Ejpy, η, tq
J`1ź
l“1
ωk
ˆ
rl ´ 2
k
nprlq ´ yl
˙ J`1ź
m“1
ωkpvm ´ ηmq ̺py, η, tqdy dη.(5.24)
Let us recall that
Ej “ Ejpr, v, tq :“ 1
ǫ
ppLrqj ` uprj , tqq ´ β
2
ǫ2
vj .
Hence,
Ejpr, v, tq ´ Ejpy, η, tq “ 1
ǫ
`pLrqj ´ pLyqj˘` 1
ǫ
`
uprj , tq ´ upyj, tq
˘ ´ β2
ǫ2
pvj ´ ηjq.(5.25)
Using (5.25) in (5.23), we get
I1 :“
J`1ÿ
j“1
ż
RpJ`1qd
ż
ΩJ`1
̺py, η, tq
J`1ź
l“1
ωk
ˆ
rl ´ 2
k
nprlq ´ yl
˙ J`1ź
m“1, m‰j
ωkpvm ´ ηmq
ˆ
"„
1
ǫ
`pLrqj ´ pLyqj˘` 1
ǫ
`
uprj , tq ´ upyj , tq
˘´ β2
ǫ2
pvj ´ ηjq

¨∇ωkpvj ´ ηjq
*
dy dη
“: I11 ` I21 ` I31 ,
(5.26)
where we set
I11 :“
J`1ÿ
j“1
ż
RpJ`1qd
ż
ΩJ`1
̺py, η, tq
J`1ź
l“1
ωk
ˆ
rl ´ 2
k
nprlq ´ yl
˙ J`1ź
m“1, m‰j
ωkpvm ´ ηmq
ˆ 1
ǫ
`pLrqj ´ pLyqj˘ ¨∇ωkpvj ´ ηjqdy dη,
I21 :“
J`1ÿ
j“1
ż
RpJ`1qd
ż
ΩJ`1
̺py, η, tq
J`1ź
l“1
ωk
ˆ
rl ´ 2
k
nprlq ´ yl
˙ J`1ź
m“1, m‰j
ωkpvm ´ ηmq
ˆ 1
ǫ
`
uprj, tq ´ upyj , tq
˘ ¨∇ωkpvj ´ ηjqdy dη,
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and
I31 :“ ´
J`1ÿ
j“1
ż
RpJ`1qd
ż
ΩJ`1
̺py, η, tq
J`1ź
l“1
ωk
ˆ
rl ´ 2
k
nprlq ´ yl
˙ J`1ź
m“1, m‰j
ωkpvm ´ ηmq
ˆ β
2
ǫ2
pvj ´ ηjq ¨∇ωkpvj ´ ηjqdy dη.
On the one hand, we have that
}I31 }L1pDRq “
ż T
0
ż
pΩXBRqJ`1
ż
BJ`1
R
ˇˇˇˇJ`1ÿ
j“1
ż
RpJ`1qd
ż
ΩJ`1
̺py, η, tq
J`1ź
l“1
ωk
ˆ
rl ´ 2
k
nprlq ´ yl
˙
ˆ
J`1ź
m“1, m‰j
ωkpvm ´ ηmq β
2
ǫ2
pvj ´ ηjq ¨∇ωkpvj ´ ηjqdy dη
ˇˇˇˇ
dv dr dt
ď
J`1ÿ
j“1
ż T
0
ż
pΩXBRqJ`1
ż
BJ`1
R
ż
RpJ`1qd
ż
ΩJ`1
ˇˇˇˇ
̺py, η, tq
J`1ź
l“1
ωk
ˆ
rl ´ 2
k
nprlq ´ yl
˙
ˆ
J`1ź
m“1, m‰j
ωkpvm ´ ηmqβ
2
ǫ2
pvj ´ ηjq ¨∇ωkpvj ´ ηjq
ˇˇˇˇ
dy dη dv dr dt.
Noting that |vj ´ ηj | ď 1k for all j “ 1, . . . , J ` 1, we then deduce that
}I31}L1pDRq ď
β2
k ǫ2
J`1ÿ
j“1
ż T
0
ż
pΩXBRqJ`1
ż
BJ`1
R
ż
RpJ`1qd
ż
ΩJ`1
ˇˇˇˇ
̺py, η, tq
J`1ź
l“1
ωk
ˆ
rl ´ 2
k
nprlq ´ yl
˙
ˆ
J`1ź
m“1, m‰j
ωkpvm ´ ηmq∇ωkpvj ´ ηjq
ˇˇˇˇ
dy dη dv dr dt
ď β
2
k ǫ2
J`1ÿ
j“1
ż T
0
ż
pΩXBRqJ`1
ż
BJ`1
R
ż
RpJ`1qd
ż
ΩJ`1
ˇˇˇˇ
̺py, η, tq
J`1ź
l“1
ωk
ˆ
rl ´ 2
k
nprlq ´ yl
˙
ˆ
J`1ź
m“1, m‰j
ωkpvm ´ ηmq∇ωkpvj ´ ηjq
ˇˇˇˇ
dy dη dv dr dt
ď β
2
k ǫ2
J`1ÿ
j“1
ż T
0
ż
RpJ`1qd
ż
ΩJ`1
̺py, η, tq
ˆJ`1ź
l“1
ż
ΩXBR
ωk
ˆ
rl ´ 2
k
nprlq ´ yl
˙
drl
˙
ˆ
ˆ J`1ź
m“1, m‰j
ż
BR
ωkpvm ´ ηmqdvm
˙ˆż
BR
ˇˇ
∇ωkpvj ´ ηjq
ˇˇ
dvj
˙
dy dη dt
ď 2
J`1 β2
k ǫ2
J`1ÿ
j“1
ż T
0
ż
BJ`1
R`1
ż
pΩXBR`1qJ`1
̺py, η, tq
ˆż
BR
ˇˇ
∇ωkpvj ´ ηjq
ˇˇ
dvj
˙
dy dη dt
ď 2
J`1 β2
k ǫ2
J`1ÿ
j“1
ż T
0
ż
BJ`1
R`1
ż
pΩXBR`1qJ`1
̺py, η, tq
ˆż
Rd
ˇˇ
∇ωkpξq
ˇˇ
dξ
˙
dy dη dt
“ 2
J`1 β2
k ǫ2
J`1ÿ
j“1
ż T
0
ż
BJ`1
R`1
ż
pΩXBR`1qJ`1
̺py, η, tq
ˆż
Rd
kd`1
ˇˇ
∇ωpkξqˇˇ dξ˙dy dη dt
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“ 2
J`1 β2
k ǫ2
J`1ÿ
j“1
ż T
0
ż
BJ`1
R`1
ż
pΩXBR`1qJ`1
̺py, η, tq
ˆż
Rd
k
ˇˇ
∇ωpzqˇˇ dz˙dy dη dt
ď 2
J`1 pJ ` 1qβ2 C
ǫ2
ż T
0
ż
BJ`1
R`1
ż
pΩXBR`1qJ`1
̺py, η, tqdy dη dt
ď C}̺}L1pDR`1q,
where C ą 0 is a constant independent of k. On the other hand, we have that
}I11 }L1pDRq “
ż T
0
ż
pΩXBRqJ`1
ż
BJ`1
R
ˇˇˇˇJ`1ÿ
j“1
ż
RpJ`1qd
ż
ΩJ`1
̺py, η, tq
J`1ź
l“1
ωk
ˆ
rl ´ 2
k
nprlq ´ yl
˙
ˆ
J`1ź
m“1, m‰j
ωkpvm ´ ηmq
`pLrqj ´ pLyqj˘ ¨∇ωkpvj ´ ηjqdy dη ˇˇˇˇdv dr dt
ď 1
ǫ
J`1ÿ
j“1
ż T
0
ż
pΩXBRqJ`1
ż
BJ`1
R
ż
RpJ`1qd
ż
ΩJ`1
ˇˇˇˇ
̺py, η, tq
J`1ź
l“1
ωk
ˆ
rl ´ 2
k
nprlq ´ yl
˙
ˆ
J`1ź
m“1, m‰j
ωkpvm ´ ηmq
`pLrqj ´ pLyqj˘ ¨∇ωkpvj ´ ηjqˇˇˇˇdy dη dv dr dt,
and noting that |pLrqj ´ pLyqj | ď |rj ´ yj| ď 3k for all j “ 1, . . . , J ` 1, we get
}I11 }L1pDRq ď
3
k ǫ
J`1ÿ
j“1
ż T
0
ż
pΩXBRqJ`1
ż
BJ`1
R
ż
RpJ`1qd
ż
ΩJ`1
̺py, η, tq
J`1ź
l“1
ωk
ˆ
rl ´ 2
k
nprlq ´ yl
˙
ˆ
J`1ź
m“1, m‰j
ωkpvm ´ ηmq
ˇˇˇ
∇ωkpvj ´ ηjq
ˇˇˇ
dy dη dv dr dt
ď 2
J`1 pJ ` 1qC
ǫ
ż T
0
ż
BJ`1
R`1
ż
pΩXBR`1qJ`1
̺py, η, tqdy dη dt
ď C}̺}L1pDR`1q,
where C ą 0 is a constant independent of k.
In order to show that, for a constant C ą 0 independent of k, we have }I1}L1pDRq ď C}̺}L2pDR`1q, it
remains to prove that }I21 }L1pDRq ď C}̺}L2pDR`1q. Using the fundamental theorem of calculus we have, for
any sufficiently smooth real-valued function u, that
uprj , tq ´ upyj, tq “
ż 1
0
∇u
´
yj ` h prj ´ yjq
¯
prj ´ yjqdh.
Now, for u P L2p0, T ;W 1,σpΩqdq, with σ ą d, a solution to the Oseen system (1.1), we define
u˜p¨, tq “
"
up¨, tq in Ω
0 in RdzΩ.
Let us first study the smoothed functions
uδp¨, tq :“ u˜ ˚x ωδp¨, tq for δ ą 0,
where ωδpxq :“ 1δd ωpxδ q denotes the usual mollifier.
We first claim that
uδ Ñ u˜ in L2pRd ˆ p0, T qq as δ Ñ 0.
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To prove this, we first note that if u˜ is smooth, then, for x P Rd,
uδpx, tq ´ u˜px, tq “ 1
δd
ż
Bpx,δq
ω
´x´ z
δ
¯
pu˜pz, tq ´ u˜px, tqqdz
“
ż
Bp0,1q
ωpyq`u˜px` δ y, tq ´ u˜px, tq˘ dy
“
ż
Bp0,1q
ωpyq
ż 1
0
d
dh
`
u˜px` h δ y, tq˘ dhdy
“ δ
ż
Bp0,1q
ωpyq
ż 1
0
∇u˜px` h δ y, tq ¨ y dhdy.
Hence,
|uδpx, tq ´ u˜px, tq| ď δ
ż 1
0
ż
Bp0,1q
|∇u˜px` h δ y, tq|dy dh,
and using the change of variable z “ x` h δ y,
|uδpx, tq ´ u˜px, tq| ď δ
ż 1
0
1
ph δqd
ż
Bpx, hδq
|∇u˜pz, tq|dz dh
ď C |B| δM|∇u˜|px, tq,
whereMf pxq :“ suprą0
ş´
Bpx,rq |fpyq| dy is the Hardy–Littlewood maximal function.
Thus ż
Rd
|uδpx, tq ´ u˜px, tq|2 dx ď Cδ2
ż
Rd
|M|∇u˜|px, tq|2 dx
ď Cδ2
ż
Rd
|∇u˜px, tq|2 dx,
(5.27)
where we have used a classical strong pp, pq-bound on the maximal function, which asserts that the maximal
operator is bounded in LppRdq for 1 ă p ď 8, i.e.,
}Mf}p ď c }f}p,
where c “ cpd, pq ą 0 is a constant. Now, for the smooth functions
˜˜up¨, tq :“ u˜ ˚x ωλp¨, tq with λ ą 0
and
uδp¨, tq :“ ˜˜u ˚x ωδp¨, tq with δ ą 0,
from estimate (5.27), we still haveż
Rd
|uδpx, tq ´ ˜˜upx, tq|2 dx ď Cδ2
ż
Rd
|∇˜˜upx, tq|2 dx.
Thus, ż
Rd
|`pu˜ ˚x ωλq ˚x ωδ˘px, tq ´ u˜ ˚x ωλpx, tq|2 dx ď Cδ2 ż
Rd
|∇pu˜ ˚x ωλqpx, tq|2 dx
ď Cδ2
ż
Rd
|∇u˜px, tq|2 dx.
(5.28)
Also, since for a.e. t P p0, T q
u˜p¨, tq P LσpRdq,
there exists a subsequence pλktqtě0 such that
u˜ ˚x ωλkt p¨, tq ÑλktÑ0` u˜p¨, tq a.e. in Rd.
Hence, on the one hand,
pu˜ ˚x ωδq ˚x ωλkt p¨, tq ÑλktÑ0` u˜ ˚x ωδp¨, tq a.e. in Rd,
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on the other hand, since
pu˜ ˚x ωλq ˚x ωδ “ pu˜ ˚x ωδq ˚x ωλ,
using Fatou’s lemma in (5.28), we getż
Rd
lim inf
λktÑ0
`
|`pu˜ ˚x ωλq ˚x ωδ˘px, tq ´ u˜ ˚x ωλpx, tq|2 dx ď lim inf
λktÑ0
`
ż
Rd
|`pu˜ ˚x ωλq ˚x ωδ˘px, tq ´ u˜ ˚x ωλpx, tq|2 dx
ď Cδ2
ż
Rd
|∇u˜px, tq|2 dx,
that is, ż
Rd
|pu˜ ˚x ωδqpx, tq ´ u˜px, tq|2 dx ď Cδ2
ż
Rd
|∇u˜px, tq|2 dx
ď Cδ2p1 ` }u0}2L2pΩqq.
However, since
Cδ2p1` }u0}2L2pΩqq ÑδÑ0` 0,
which implies that ż
Rd
|pu˜ ˚x ωδqpx, tq ´ u˜px, tq|2 dxÑδÑ0` 0
uniformly in t P r0, T s, by Lebesgue’s dominated convergence theorem we then have thatż T
0
ż
Rd
|pu˜ ˚x ωδqpx, tq ´ u˜px, tq|2 dxdtÑδÑ0` 0;
that is,
uδ Ñ u˜ in L2pRd ˆ p0, T qq as δ Ñ 0,
as was asserted above.
Hence, we deduce that there exists a subsequence pδpqpą0 such that
pu˜ ˚x ωδpqpx, tq ´ u˜ÑδpÑ0` 0 for a.e. px, tq P Rd ˆ p0, T q.
Set uppx, tq :“ pu˜ ˚x ωδpqpx, tq. Since
I21 :“
J`1ÿ
j“1
ż
RpJ`1qd
ż
ΩJ`1
̺py, η, tq
J`1ź
l“1
ωk
ˆ
rl ´ 2
k
nprlq ´ yl
˙ J`1ź
m“1,m‰j
ωkpvm ´ ηmq
ˆ 1
ǫ
`
uprj , tq ´ upyj , tq
˘ ¨∇ωkpvj ´ ηjqdy dη,
this implies, by Fatou’s lemma, that
|I21 | ď
J`1ÿ
j“1
ż
RpJ`1qd
ż
ΩJ`1
̺py, η, tq
J`1ź
l“1
ωk
ˆ
rl ´ 2
k
nprlq ´ yl
˙ J`1ź
m“1,m‰j
ωkpvm ´ ηmq
ˆ 1
ǫ
|uprj , tq ´ upyj, tq|
ˇˇ
∇ωkpvj ´ ηjq
ˇˇ
dy dη
ď lim inf
δpÑ0
J`1ÿ
j“1
ż
RpJ`1qd
ż
ΩJ`1
̺py, η, tq
J`1ź
l“1
ωk
ˆ
rl ´ 2
k
nprlq ´ yl
˙ J`1ź
m“1,m‰j
ωkpvm ´ ηmq
ˆ 1
ǫ
ˇˇ
upprj , tq ´ uppyj , tq
ˇˇ ¨∇ωkpvj ´ ηjqdy dη
:“ lim inf
δpÑ0
I
2,p
1 .
(5.29)
Moreover,
I
2,p
1 ď
3
k
J`1ÿ
j“1
ż
RpJ`1qd
ż
ΩJ`1
̺py, η, tq
J`1ź
l“1
ωk
ˆ
rl ´ 2
k
nprlq ´ yl
˙ J`1ź
m“1,m‰j
ωkpvm ´ ηmq
ˆ 1
ǫ
ˇˇˇˇˆż 1
0
∇up
´
yj ` h prj ´ yjq
¯
dh
˙ˇˇˇˇ ˇˇ
∇ωkpvj ´ ηjq
ˇˇ
dy dη.
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By noting that p∇ωqkpzq “ kd∇ωpkzq, which implies that kp∇ωqkpzq “ ∇ωkpzq, we get
|I2,p1 | ď 3
J`1ÿ
j“1
ż
RpJ`1qd
ż
ΩJ`1
̺py, η, tq
J`1ź
l“1
ωk
ˆ
rl ´ 2
k
nprlq ´ yl
˙ J`1ź
m“1,m‰j
ωkpvm ´ ηmq
ˆ 1
ǫ
ˇˇˇˇˆż 1
0
∇up
´
yj ` prj ´ yjq
¯
dh
˙ˇˇˇˇ ˇˇp∇ωqkpvj ´ ηjqˇˇ dy dη.
Hence we have that
}I2,p1 }L1pDRq ď
3 ¨ 2J
ǫ
J`1ÿ
j“1
ż T
0
ż
B
J`1
R`1
ż
pΩXBR`1qJ`1
̺py, η, tq
ˆż
ΩXBR
„
ωk
ˆ
rj ´ 2
k
nprjq ´ yj
˙
ˆ
ż 1
0
ˇˇˇ
∇up
´
yj ` h prj ´ yjq
¯ˇˇˇ
dh

drj
˙ˆż
BR
ˇˇp∇ωqkpvj ´ ηjqˇˇ dvj˙ dy dη dt.
(5.30)
On the one hand, ż
BR
ˇˇp∇ωqkpvj ´ ηjqˇˇ dvj ď ż
Rd
ˇˇp∇ωqkpξqˇˇ dξ
“
ż
Rd
kd
ˇˇ
∇ωpk ξqˇˇ dξ
“
ż
Rd
ˇˇ
∇ωpzqˇˇdz
ď C,
(5.31)
where C is a positive constant, independent of k. Furthermore, we have thatż
ΩXBR
ωk
ˆ
rj ´ 2
k
nprjq ´ yj
˙„ż 1
0
ˇˇˇ
∇up
´
yj ` h prj ´ yjq
¯ˇˇˇ
dh

drj
“
ż 1
0
ż
ΩXBR
ωk
ˆ
rl ´ 2
k
nprlq ´ yl
˙ ˇˇˇ
∇up
´
yj ` h prj ´ yjq
¯ˇˇˇ
drj dh.
Thus, by using the change of variable zj “ rj ´ yj , which implies that dzj “ drj , where rj and yj P BR`1, we get
that ż
ΩXBR
ωk
ˆ
rj ´ 2
k
nprjq ´ yj
˙„ż 1
0
ˇˇˇ
∇up
´
yj ` h prj ´ yjq
¯ˇˇˇ
dh

drj
ď
ż 1
0
ż
B2pR`1q
ωk
ˆ
zj ´ 2
k
npzj ` yjq
˙ ˇˇˇ
∇up
´
yj ` h zj
¯ˇˇˇ
dzj dh
“
ż 1
0
ż
B2pR`1q
kd ω
ˆ
k zj ´ 2npzj ` yjq
˙ ˇˇˇ
∇up
´
yj ` h zj
¯ˇˇˇ
dzj dh.
Now, by the change of variable ξj “ k zj, which implies that dξj “ kd dzj and |ξj | ď 1 ` 2}n}L8pRdq :“ R1 since
|ξj ´ 2n
´
ξj
k
` yj
¯
| ď 1, we obtain
ż
ΩXBR
ωk
ˆ
rj ´ 2
k
nprjq ´ yj
˙„ż 1
0
ˇˇˇ
∇up
´
yj ` h prj ´ yjq
¯ˇˇˇ
dh

drj
ď
ż 1
0
ż
B1`2}n}
L8pRdq
ω
ˆ
ξj ´ 2n
´ξj
k
` yj
¯˙ ˇˇˇ
∇up
´
yj ` h
k
ξj
¯ˇˇˇ
dξj dh
ď
ż 1
0
ż
BR1
ˇˇˇ
∇up
´
yj ` h
k
ξj
¯ˇˇˇ
dξj dh.
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Next, by performing the change of variable s “ yj ` hk ξj , which implies that ds “
`
h
k
˘d
dξj and s P Bpyj , hk R1q, we
get ż
ΩXBR
ωk
ˆ
rj ´ 2
k
nprjq ´ yj
˙„ż 1
0
ˇˇˇ
∇up
´
yj ` h prj ´ yjq
¯ˇˇˇ
dh

drj ď
ż 1
0
ż
Bpyj ,
h
k
R1q
ˇˇˇ
∇uppsq
ˇˇˇ ds`
h
k
˘d dh
ď CR1
ż 1
0
ż´
Bpyj,
h
k
R1q
ˇˇˇ
∇uppsq
ˇˇˇ
ds dh.
Consider again the Hardy–Littlewood maximal function Mf pxq :“ suprą0
ş´
Bpx,rq
|fpyq| dy. We then have that
ż
ΩXBR
ωk
ˆ
rj ´ 2
k
nprjq ´ yj
˙„ż 1
0
ˇˇˇ
∇up
´
yj ` h prj ´ yjq
¯ˇˇˇ
dh

drj ď CR1M|∇up|pyj , tq.(5.32)
Hence, by noting inequalities (5.31) and (5.32) in (5.30), we obtain
}I2,p1 }L1pDRq ď
3 ¨ 2J CR1 C
ǫ
J`1ÿ
j“1
ż T
0
ż
B
J`1
R`1
ż
pΩXBR`1qJ`1
̺py, η, tqM|∇up|pyj , tqdy dη dt.
Using the Cauchy–Schwarz inequality and the boundedness of the maximal operator in L2pRdq, we get
}I2,p1 }L1pDRq ď
3 ¨ 2J CR1 C
ǫ
J`1ÿ
j“1
ż T
0
}̺p¨, ¨, tq}
L2
`
pΩXBR`1qJ`1ˆB
J`1
R`1
˘ }M|∇up|pyj , tq}L2pRdq dt
ď 3 ¨ 2
J CR1 C pJ ` 1q
ǫ
ż T
0
}̺p¨, ¨, tq}
L2
`
pΩXBR`1qJ`1ˆB
J`1
R`1
˘ }∇upp¨, tq}L2pRdq dt
ď 3 ¨ 2
J CR1 C pJ ` 1q
ǫ
}̺}
L2ppΩXBR`1qJ`1ˆB
J`1
R`1ˆp0,T qq
}∇up}L2p0,T ;L2pRdqq
ď 3 ¨ 2
J CR1 C pJ ` 1q
ǫ
}̺}
L2ppΩXBR`1qJ`1ˆB
J`1
R`1ˆp0,T qq
}∇u}L2p0,T ;L2pRdqq
ď C p}u0}L2pRdq ` 1q }̺}L2ppΩXBR`1qJ`1ˆBJ`1R`1ˆp0,T qq
ď C }̺}
L2ppΩXBR`1qJ`1ˆB
J`1
R`1ˆp0,T qq
“ C}̺}L2pDR`1q.
(5.33)
Now, since from (5.29) we have that
|I21 | ď lim inf
δpÑ0
I
2,p
1 ,
we deduce that
}I21 }L1pDRq “
ż T
0
ż
pΩXBRqJ`1
ż
B
J`1
R
ˇˇ
I21
ˇˇ
dv dr dt
ď
ż T
0
ż
pΩXBRqJ`1
ż
B
J`1
R
lim inf
δpÑ0
I
2,p
1 dv dr dt
ď lim inf
δpÑ0
ż T
0
ż
pΩXBRqJ`1
ż
B
J`1
R
I
2,p
1 dv dr dt
“ lim inf
δpÑ0
}I2,p1 }L1pDRq.
Finally, from (5.33), we get
}I21}L1pDRq ď C}̺}L2pDR`1q,
as has been asserted.
Remark 5.8. We note in passing that in bounding }I21 }L1pDRq we could have used a more direct argument. Indeed,
by a standard property of the maximal function (cf., for example, Corollary 4.3 in [1]), we have that if u PW 1,ppRdq,
with 1 ď p ď 8 then there is a set E of measure zero such that the following inequality holds
|upxq ´ upyq| ď c|x´ y|`M∇upxq `M∇upyq˘,(5.34)
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for all x, y P RdzE. Since
I21 :“
J`1ÿ
j“1
ż
RpJ`1qd
ż
ΩJ`1
̺py, η, tq
J`1ź
l“1
ωk
ˆ
rl ´ 2
k
nprlq ´ yl
˙ J`1ź
m“1,m‰j
ωkpvm ´ ηmq
ˆ 1
ǫ
`
uprj , tq ´ upyj , tq
˘ ¨∇ωkpvj ´ ηjqdy dη,
we have that
}I21 }L1pDRq “
ż T
0
ż
pΩXBRqJ`1
ż
B
J`1
R
ˇˇˇˇJ`1ÿ
j“1
ż
RpJ`1qd
ż
ΩJ`1
̺py, η, tq
J`1ź
l“1
ωk
ˆ
rl ´ 2
k
nprlq ´ yl
˙ J`1ź
m“1,m‰j
ωkpvm ´ ηmq
ˆ 1
ǫ
`
uprj , tq ´ upyj , tq
˘ ¨∇ωkpvj ´ ηjqdy dη ˇˇˇˇ dv dr dt
ď
J`1ÿ
j“1
ż T
0
ż
pΩXBRqJ`1
ż
B
J`1
R
ż
RpJ`1qd
ż
ΩJ`1
ˇˇˇˇ
̺py, η, tq
J`1ź
l“1
ωk
ˆ
rl ´ 2
k
nprlq ´ yl
˙ J`1ź
m“1,m‰j
ωkpvm ´ ηmq
ˆ 1
ǫ
`
uprj , tq ´ upyj , tq
˘ ¨∇ωkpvj ´ ηjqˇˇˇˇ dy dη dv dr dt
“
J`1ÿ
j“1
ż T
0
ż
pΩXBRqJ`1
ż
B
J`1
R
ż
RpJ`1qd
ż
ΩJ`1
ˇˇˇˇ
̺py, η, tq
J`1ź
l“1
ωk
ˆ
rl ´ 2
k
nprlq ´ yl
˙ J`1ź
m“1,m‰j
ωkpvm ´ ηmq
ˆ 1
ǫ
ˇˇ
uprj , tq ´ upyj , tq
ˇˇ ˇˇ
∇ωkpvj ´ ηjq
ˇˇ
dy dη dv dr dt.
From inequality (5.34) it then directly follows that
}I21 }L1pDRq ď
J`1ÿ
j“1
ż T
0
ż
pΩXBRqJ`1
ż
B
J`1
R
ż
RpJ`1qd
ż
ΩJ`1
̺py, η, tq
J`1ź
l“1
ωk
ˆ
rl ´ 2
k
nprlq ´ yl
˙ J`1ź
m“1,m‰j
ωkpvm ´ ηmq
ˆ c
ǫ
|rj ´ yj|
ˇˇ
M∇uprj , tq `M∇upyj , tq
ˇˇ ˇˇ
∇ωkpvj ´ ηjq
ˇˇ
dy dη dv dr dt
ˆ
´
M∇uprj , tq `M∇upyj , tq
¯
drj
˙ˆż
BR
ˇˇp∇ωqkpvj ´ ηjqˇˇ dvj˙ dy dη dt
ď 3 ¨ 2
J cC
ǫ
J`1ÿ
j“1
ż T
0
ż
B
J`1
R`1
ż
pΩXBR`1qJ`1
̺py, η, tq
ˆż
ΩXBR
„
ωk
ˆ
rj ´ 2
k
nprjq ´ yj
˙
ˆ
´
M∇uprj , tq `M∇upyj , tq
¯
drj
˙
dy dη dt
“ 3 ¨ 2
J cC
ǫ
«
J`1ÿ
j“1
ż T
0
ż
B
J`1
R`1
ż
pΩXBR`1qJ`1
̺py, η, tq
ˆż
ΩXBR
„
ωk
ˆ
rj ´ 2
k
nprjq ´ yj
˙
M∇uprj , tq

drj
˙
dy dη dt
`
J`1ÿ
j“1
ż T
0
ż
B
J`1
R`1
ż
pΩXBR`1qJ`1
̺py, η, tq
ˆż
ΩXBR
ωk
ˆ
rj ´ 2
k
nprjq ´ yj
˙
drj
˙
M∇upyj , tq dy dη dt
ff
ď 3 ¨ 2
J cC
ǫ
«
J`1ÿ
j“1
ż T
0
ż
B
J`1
R`1
ż
pΩXBR`1qJ`1
̺py, η, tq
ˆż
ΩXBR
„
ωk
ˆ
rj ´ 2
k
nprjq ´ yj
˙
M∇uprj , tq

drj
˙
dy dη dt
` 2
J`1ÿ
j“1
ż T
0
ż
B
J`1
R`1
ż
pΩXBR`1qJ`1
̺py, η, tqM∇upyj , tq dy dη dt.
ff
Then, using changes of variable, we get
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}I21 }L1pDRq ď
3 ¨ 2J cC
ǫ
«
J`1ÿ
j“1
ż T
0
ż
B
J`1
R`1
ż
pΩXBR`1qJ`1
̺py, η, tq
ˆż
B2pR`1q
„
ωk
ˆ
zj ´ 2
k
npzj ` yjq
˙
ˆM∇upzj ` yj , tq

dzj
˙
dy dη dt ` 2C }̺}L2pDR`1q
ff
“ 3 ¨ 2
J cC
ǫ
«
J`1ÿ
j“1
ż T
0
ż
B
J`1
R`1
ż
pΩXBR`1qJ`1
̺py, η, tq
ˆż
B2pR`1q
„
kd ω
ˆ
k zj ´ 2npzj ` yjq
˙
ˆM∇upzj ` yj , tq

dzj
˙
dy dη dt ` 2C }̺}L2pDR`1q
ff
“ 3 ¨ 2
J cC
ǫ
«
J`1ÿ
j“1
ż T
0
ż
B
J`1
R`1
ż
pΩXBR`1qJ`1
̺py, η, tq
ˆż
BR1
„
ω
ˆ
ξj ´ 2npξj
k
` yjq
˙
ˆM∇u
`1
k
ξj ` yj , t
˘
dξj
˙
dy dη dt ` 2C }̺}L2pDR`1q
ff
ď 3 ¨ 2
J cC
ǫ
«
J`1ÿ
j“1
ż T
0
ż
B
J`1
R`1
ż
pΩXBR`1qJ`1
̺py, η, tq
ˆż
BR1
„
M∇u
` 1
k
ξj ` yj , t
˘
dξj
˙
dy dη dt
` 2C }̺}L2pDR`1q
ff
.
Finally, we have
}I21}L1pDRq ď
3 ¨ 2J cC
ǫ
«
J`1ÿ
j“1
ż T
0
ż
B
J`1
R`1
ż
pΩXBR`1qJ`1
̺py, η, tq
ˆż
B`
yj,
1
k
R1
˘M∇ups, tq ds1
kd
˙
dy dη dt
` 2C }̺}L2pDR`1q
ff
ď 3 ¨ 2
J cC
ǫ
«
J`1ÿ
j“1
ż T
0
ż
B
J`1
R`1
ż
pΩXBR`1qJ`1
̺py, η, tqMM∇upyj , tq dy dη dt
` 2C }̺}L2pDR`1q
ff
ď 3 ¨ 2
J cC
ǫ
«
J`1ÿ
j“1
ż T
0
}̺p¨, ¨, tq}
L2
`
pΩXBR`1qJ`1ˆB
J`1
R`1
˘ }MM∇upyj , tq}L2pRdq dt` 2C }̺}L2pDR`1q
ff
ď 3 ¨ 2
J cC
ǫ
«
J`1ÿ
j“1
ż T
0
}̺p¨, ¨, tq}
L2
`
pΩXBR`1qJ`1ˆB
J`1
R`1
˘ }M∇upyj , tq}L2pRdq dt` 2C }̺}L2pDR`1q
ff
ď C }̺}L2pDR`1q.
Therefore, we have that
}I1}L1pDRq ď C }̺}L2pDR`1q,
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Now, we shall show that }I2}L1pDRq ď C}̺}L1pDR`1q. Indeed,
}I2}L1pDRq “
ż T
0
ż
pΩXBRqJ`1
ż
BR
J`1
ˇˇˇˇJ`1ÿ
j“1
ż
RpJ`1qd
ż
ΩJ`1
Bηj ¨Ejpy, η, tq
J`1ź
l“1
ωk
ˆ
rl ´ 2
k
nprlq ´ yl
˙
ˆ
J`1ź
m“1
ωkpvm ´ ηmq ̺py, η, tqdy dη
ˇˇˇˇ
dv dr dt
ď
J`1ÿ
j“1
ż T
0
ż
pΩXBRqJ`1
ż
BR
J`1
ż
RpJ`1qd
ż
ΩJ`1
ˇˇBηj ¨Ejpy, η, tqˇˇ J`1ź
l“1
ωk
ˆ
rl ´ 2
k
nprlq ´ yl
˙
ˆ
J`1ź
m“1
ωkpvm ´ ηmq ̺py, η, tqdy dη dv dr dt
ď C 2J`1
J`1ÿ
j“1
ż T
0
ż
B
J`1
R`1
ż
pΩXBR`1qJ`1
̺py, η, tq ˇˇBηj ¨Ejpy, η, tqˇˇ dy dη dt
ď C }̺}L1pDR`1q.
In conclusion, we have that
}r1kp̺q}L1pDRq ď C }̺}L2pDR`1q,
as has been asserted. That completes the proof of the lemma. 
Then, for ̺ P L8p0, T ;L2pΩJ`1 ˆ RpJ`1qd;Rě0qq we argue again by density: we consider a sequence
p̺ǫqǫą0 of smooth functions, such that ̺ǫ Ñ ̺ in L2locpDq, and we write:
r1kp̺q “ r1kp̺ǫq ` r1kp̺´ ̺ǫq,
which obviously converges to 0 in L1locpDq as k Ñ8 and ǫÑ 0.
Next, we consider the term r3kp̺q. We begin by observing that the following equalities hold:
r3kp̺q “
˜
β2
ǫ2
J`1ÿ
j“1
B2vj̺
¸
‹r,k ωk ˚v ωk ´ β
2
ǫ2
J`1ÿ
j“1
B2vj̺k
“ β
2
ǫ2
J`1ÿ
j“1
ż
RpJ`1qd
ż
ΩJ`1
"
B2ηj̺py, η, tq
J`1ź
l“1
ωk
´
rl ´ 2
k
nprlq ´ yl
¯ J`1ź
m“1
ωkpvm ´ ηmq
´ B2vj
”
̺py, η, tq
J`1ź
l“1
ωk
´
rl ´ 2
k
nprlq ´ yl
¯ J`1ź
m“1
ωkpvm ´ ηmq
ı*
dy dη,
and hence, by using an integration by parts on the first integrand, we obtain
r3kp̺q “
β2
ǫ2
J`1ÿ
j“1
ż
RpJ`1qd
ż
ΩJ`1
"
̺py, η, tq B2ηj rωkpvj ´ ηjqs
J`1ź
l“1
ωk
ˆ
rl ´ 2
k
nprlq ´ yl
˙ J`1ź
m“1, m‰j
ωkpvm ´ ηmq
´ ̺py, η, tqB2vj rωkpvj ´ ηjqs
J`1ź
l“1
ωk
ˆ
rl ´ 2
k
nprlq ´ yl
˙ J`1ź
m“1, m‰j
ωkpvm ´ ηmq
*
dy dη,
“ β
2
ǫ2
J`1ÿ
j“1
ż
RpJ`1qd
ż
ΩJ`1
"
̺py, η, tq p∆ωqkpvj ´ ηjq
J`1ź
l“1
ωk
ˆ
rl ´ 2
k
nprlq ´ yl
˙ J`1ź
m“1, m‰j
ωkpvm ´ ηmq
´ ̺py, η, tq p∆ωqkpvj ´ ηjq
J`1ź
l“1
ωk
ˆ
rl ´ 2
k
nprlq ´ yl
˙ J`1ź
m“1,m‰j
ωkpvm ´ ηmq
*
dy dη
“ 0.
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Having dealt with the terms r1kp̺q, r3kp̺q and r4kp̺q, we are now left with the task of considering the
remaining term, r2kp̺q. We begin by noting that
r2kp̺q “
J`1ÿ
j“1
pBvj ¨Ejpr, v, tqq̺k ´
˜
J`1ÿ
j“1
pBvj ¨Ejpr, v, tqq̺
¸
‹r,k ωk ˚v ωk
“
J`1ÿ
j“1
ż
RpJ`1qd
ż
ΩJ`1
"
pBvj ¨Ejpr, v, tqq ̺py, η, tq
J`1ź
l“1
ωk
ˆ
rl ´ 2
k
nprlq ´ yl
˙ J`1ź
m“1
ωkpvm ´ ηmq
´ Bηj ¨ Ejpy, η, tq ̺py, η, tq
J`1ź
l“1
ωk
ˆ
rl ´ 2
k
nprlq ´ yl
˙ J`1ź
m“1
ωkpvm ´ ηmq
*
dy dη,
which, as long as ̺ and Ej are sufficiently smooth, converges to 0 in L
1
loc as k tends to 8 by standard
results on convolutions. The general case then follows by using a density argument using the inequality
which we shall next prove. For a constant C ą 0, independent of k, we have that
}r2kp̺q}L1pDRq “
ż T
0
ż
pΩXBRqJ`1
ż
BR
J`1
ˇˇˇˇJ`1ÿ
j“1
ż
RpJ`1qd
ż
ΩJ`1
"“pBvj ¨Ejpr, v, tqq ´ Bηj ¨ Ejpy, η, tq‰ ̺py, η, tq
ˆ
J`1ź
l“1
ωk
ˆ
rl ´ 2
k
nprlq ´ yl
˙ J`1ź
m“1
ωkpvm ´ ηmq
*
dy dη
ˇˇˇˇ
dv dr dt
ď 1
ǫ
J`1ÿ
j“1
ż T
0
ż
pΩXBRqJ`1
ż
BJ`1
R
ż
RpJ`1qd
ż
ΩJ`1
ˇˇˇˇ"“pBvj ¨Ejpr, v, tqq ´ Bηj ¨Ejpy, η, tq‰ ̺py, η, tq
ˆ
J`1ź
l“1
ωk
ˆ
rl ´ 2
k
nprlq ´ yl
˙ J`1ź
m“1
ωkpvm ´ ηmq
*
dy dη
ˇˇˇˇ
dy dη dv dr dt
ď C 2J`1
J`1ÿ
j“1
ż T
0
ż
BJ`1
R`1
ż
pΩXBR`1qJ`1
ˇˇpBvj ¨Ejpr, v, tqq ´ Bηj ¨ Ejpy, η, tqˇˇ ̺py, η, tqdy dη dt
ď C
J`1ÿ
j“1
}Bvj ¨Ej}L8`0,T ;L8`pΩXBR`1qˆBR`1˘˘
ż T
0
ż
BJ`1
R`1
ż
pΩXBR`1qJ`1
̺py, η, tqdy dη dt
ď C }̺}L1pDR`1q.
Then, for ̺ P L8p0, T ;L1pΩJ`1 ˆ RpJ`1qd;Rě0qq we argue again by density: we consider a sequence p̺ǫqǫ
of smooth functions, such that ̺ǫ Ñ ̺ in L1locpDq, and we write:
r2kp̺q “ r2kp̺ǫq ` r2kp̺´ ̺ǫq,
which obviously converges to 0 in L1locpDq as k Ñ8 and ǫÑ 0. That completes Step 2. 
Step 3: Passing to the limit. Thanks to (5.9) we have that ̺kp¨, tq converges to ̺p¨, tq in L1locpOq
for almost all t P r0, T s and we denote by t0 such a time. For all k, l P N the difference ̺k ´ ̺l belongs to
W 1,1p0, T ;W 1,8loc pOqq and solves
ΛEj p̺k ´ ̺lq “ rk ´ rl in D1pΩJ`1 ˆ RpJ`1qd ˆ p0, T qq.
The estimate (5.7) applied to ̺k ´ ̺l and Lemma 5.3 imply that, for all compact sets K Ă O, one has
(5.35) sup
τPr0,T s
}p̺k ´ ̺lqp¨, τq}L1pKq Ñk,lÑ8 0.
We then deduce from (5.35) that there exists for all t P r0, T s a function γt̺ such that ̺kp¨, tq converges to
γt̺ in Cpr0, T s;L1locpOqq, and in particular from (5.9), by uniqueness of the limit we get
(5.36) ̺pr, v, tq “ γt̺pr, vq for almost every pr, v, tq in ΩJ`1 ˆRpJ`1qd ˆ p0, T q.
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Moreover, for all t P r0, T s and R ą 0 we have from (5.9) and (5.36), by lower semi-continuity and thanks
to Lebesgue’s dominated convergence theorem, since ̺k is bounded in L
8p0, T ;L1locpOqq, that
}γt̺}L1
R
ď lim
kÑ8
sup
tPr0,T s
}̺kp¨, tq}L1
R
“ }̺}
L
8,1
R
.
We have that ̺kp¨, tq “ pγt̺q ‹r,k ωk ˚v ωk a.e. in O for all k P N and t P r0, T s, and since the two functions
̺kp¨, tq and pγt̺q ‹r,k ωk ˚v ωk are continuous, this holds everywhere in O and thus ̺kp¨, tq Ñ γt̺ in L1locpOq
for all t P r0, T s. We note that γt̺ “ ̺p¨, tq. From (5.35), we deduce that ̺ P Cpr0, T s;L1locpOqq.
The estimate (5.8) applied to ̺k ´ ̺l, Lemma 5.3 and the convergence (5.9) imply that for all compact
subsets K Ă BΩpjq ˆ RpJ`1qd one has
(5.37)
ż T
0
ż
K
|γ̺k ´ γ̺l|dµ2pr, v, tq Ñk,lÑ8 0.
We deduce from (5.37) the existence of a function γ̺ P L1locpBΩpjq ˆ RpJ`1qd ˆ r0, T s, dµ2q, which is the
limit of pγ̺kq.
Finally, for a fixed ϕ P C80 pΩJ`1ˆRpJ`1qdˆ r0, T sq there exists a constant C ą 0 such that |ϕpr, v, tq| ď
C|nprjq ¨ vj | on BΩpjq ˆ RpJ`1qd ˆ p0, T q, to ensure that the integral
J`1ÿ
j“1
ż t1
t0
ż
BΩpjq
ż
RpJ`1qd
pvj ¨ nprjqq γ̺ϕdv dsprqdτ,
appearing on the right-hand side of (5.5), is finite (since γ̺ P L1locpBΩpjq ˆ RpJ`1qd ˆ r0, T s, dµ2q, where
dµ2 “ |nprjq ¨ vj |2 dv dsprqdτ). Therefore, the Green’s formula (5.5) is established by writing it first for
̺k and then passing to the limit k Ñ 8. Uniqueness of the trace follows from Green’s formula. That
completes the proof. 
5.2. Fokker-Planck equation with specular reflection on the boundary. We show in this section
that the specular boundary condition is attained in a strong sense by the solution of equation (5.1). In the
previous section we showed that ̺ P L8p0, T ;L1pΩJ`1 ˆ RpJ`1qd;Rě0qq is a solution to the problem (5.1),
(5.2) in the sense of distributions, i.e.,ż T
0
ż
ΩJ`1
ż
RpJ`1qd
̺Λ˚Ej pϕqdv dr dτ “ 0,(5.38)
for all test functions ϕ P W 1,10 p0, T ;W s,2˚ pΩJ`1 ˆ RpJ`1qdqq with s ą pJ ` 1qd ` 1. Now, we want to prove
that the solution ̺ satisfies the following specular boundary condition on BΩpjq, j “ 1, . . . , J ` 1:
̺pr, v, tq “ ̺pr, vpjq˚ , tq for all pr, v, tq P BΩpjq ˆ RpJ`1qd ˆ p0, T s, with v ¨ νpjqprq ă 0,(5.39)
where
v
pjq
˚ “ vpjq˚ pr, vq :“ v ´ 2pv ¨ νpjqprqq νpjqprq, j “ 1, . . . , J ` 1.
To do so, let introduce some notational conventions. We define the field Πrj of projection operators on the
hyperplane, which is orthogonal to νprjq, in such a way that
vj “ pνprjq ¨ vjq νprjq `Πrjvj,
and
νprjq ¨Πrjvj “ 0, for all vj P Rd.
Given three functions φ P C80 pRpJ`1qd ˆ p0, T qq, ψ P C80 pr0,8qq with ψp0q “ 0, and Ψ P C80 pRd´1q, we
set
(5.40) ϕpr, v, tq “ φpr, tqψppνprjq ¨ vjq2qΨpΠrjvjq,
and we define, following [43], the class RS (standing for re´flexion spe´culaire) as the space of functions ϕ
which can be expressed in the form (5.40). We now show that ϕ satisfies the specular boundary condition.
By replacing v in (5.40) with v
pjq
˚ , we have
(5.41) ϕpr, vpjq˚ , tq “ φpr, tqψppνprj q ¨ vpjq˚ q2qΨpΠrjvpjq˚ q.
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Since
v
pjq
˚ “ vj ´ 2pνprjq ¨ vjqνprjq
“ Πrjvj ´ pνprjq ¨ vjqνprjq,
we have that Πrjv
pjq
˚ “ Πrjvj and pνprjq ¨ vpjq˚ q2 “ pνprjq ¨ vjq2|νprjq|2 “ pνprjq ¨ vjq2. In particular, we get
ϕpr, vpjq˚ , tq “ ϕpr, vj , tq.
Therefore, thanks to (5.38) and the Green’s formula (5.5), the trace γ̺ is well-defined and satisfies
(5.42)
J`1ÿ
j“1
ż T
0
ż
BΩpjq
ż
RpJ`1qd
pvj ¨ νprjqq γ̺pr, v, τqϕpr, v, τqdv dsprqdτ “ 0 @ϕ P RS.
Hence, for almost every pr, tq P BΩpjqˆp0, T q, for all ψ˜ odd, such that |ψ˜pzq| ď C z2, for all Ψ, by summing
twice the same integral we have that
(5.43)
J`1ÿ
j“1
ż
v
1
PΠrj pR
dq
ż
v
2
PRě0
”
γ̺pr, v1 ` v2 νprjq, τq ` γ̺pr, v1 ` v2 νprjq, τq
ı
Ψpv1q ψ˜pv2qdv1j dv2 “ 0.
Hence, by performing a change of variable in the second integral (v2 becomes ´v2 and we use the fact that
ψ˜ is an odd function), we get
(5.44)
J`1ÿ
j“1
ż
v
1PΠrj pR
dq
ż
v
2PRě0
”
γ̺pr, v1 ` v2 νprjq, τq ´ γ̺pr, v1 ´ v2 νprjq, τq
ı
Ψpv1q ψ˜pv2qdv1j dv2 “ 0,
which is equivalent to γ̺pr, v, tq “ γ̺pr, vpjq˚ , tq for almost every pr, v, tq P BΩpjq ˆ RpJ`1qd ˆ p0, T s, i.e., ̺
satisfies the specular reflection boundary condition (5.39).
6. The small-mass limit and equilibration in momentum space
In the previous section we showed the existence of functions u “ uǫ and p̺“ p̺ǫ, such that
uǫ P Cpr0, T s;LσpΩqdq X L2p0, T ;W 1,σ0 pΩqdq XW 1,2p0, T ;W´1,σpΩqdq,
with σ “ minpσˆ, zq ą d, σˆ :“ 2 ` 4
d
and z “ d ` ϑ for some ϑ P p0, 1q, is a weak solution to the Oseen
system (1.1), and p̺ǫ with
Fpp̺ǫq P L8p0, T ;L1M pΩJ`1 ˆ RpJ`1qd;Rě0qq,
∇v
ap̺ǫ P L2p0, T ;L2M pΩJ`1 ˆ RpJ`1qdqq,
∇v p̺ǫ P L2p0, T ;L1M pΩJ`1ˆRpJ`1qdqq and M Bt p̺ǫ P L2p0, T ; pW s,2pΩJ`1ˆRpJ`1qdqq1q, s ą pJ`1qd`1,
satisfies the following weak form of the Fokker–Planck equation: for all t P p0, T s,ż t
0
@
M Bτ p̺ǫp¨, ¨, τq, ϕp¨, ¨, τqD dτ ` β2
ǫ2
˜
J`1ÿ
j“1
ż t
0
ż
ΩJ`1
ż
RpJ`1qd
Mpvq Bvj p̺ǫ ¨ Bvjϕdv dr dτ
¸
´ 1
ǫ
˜
J`1ÿ
j“1
ż t
0
ż
ΩJ`1
ż
RpJ`1qd
Mpvq vj p̺ǫ ¨ Brjϕdv dr dτ
¸
´ 1
ǫ
˜
J`1ÿ
j“1
ż t
0
ż
ΩJ`1
ż
RpJ`1qd
Mpvq ppLrqj ` uǫprj , τqq p̺ǫ ¨ Bvjϕdv dr dτ
¸
“ 0
@ϕ P L2p0, T ;W 1,2˚,M pΩJ`1 ˆRpJ`1qdq XW s,2˚ pΩJ`1 ˆ RpJ`1qdqq, s ą pJ ` 1qd` 1.(6.1)
Furthermore p̺ǫp¨, ¨, 0q “ p̺0p¨, ¨q in the sense of Cwpr0, T s;L1M pΩJ`1 ˆ RpJ`1qd;Rě0qq, and
(6.2)
ż
ΩJ`1ˆRpJ`1qd
M p̺ǫpr, v, tqdr dv “ ż
ΩJ`1ˆRpJ`1qd
M p̺0pr, vqdr dv “ 1 @ t P p0, T s.
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In addition, p̺ǫ satisfies the following energy inequality:ż
ΩJ`1
ż
RpJ`1qd
MpvqFpp̺ǫptqqdv dr ` β2
2ǫ2
J`1ÿ
j“1
ż t
0
ż
ΩJ`1
ż
RpJ`1qd
Mpvq |Bvj p̺ǫ|2p̺ǫ dv dr dτ
ď C
„
1`
ż
ΩJ`1
ż
RpJ`1qd
MpvqFpp̺0qdv dr,(6.3)
where C “ Cp}u0}
W 1´
2
σ ,σpΩq
, }b}L8p0,T ;L8pΩqqq, σ “ minpσˆ, zq ą d, σˆ :“ 2 ` 4d and z “ d ` ϑ for some
ϑ P p0, 1q, as in the previous section; in particular, C is independent of ǫ ą 0. Motivated by the ideas in
[46], the aim of this section is to rigorously identify the small-mass limit of the system, corresponding to
passage to the limit ǫÑ 0`.
We begin by noting that pFpp̺ǫqqǫą0 is bounded in L8p0, T ;L1M pΩJ`1 ˆ RpJ`1qdqq, and the sequence
p∇v
ap̺ǫqǫ is bounded in L2p0, T ;L2M pΩJ`1 ˆ RpJ`1qdqq. Hence from equation (6.1) we have that the
sequence pM Bt p̺ǫqǫą0 is bounded in L2p0, T ; pW s,2pΩJ`1 ˆ RpJ`1qdqq1q, for s ą pJ ` 1qd` 1.
We now proceed analogously as in the paragraph following (3.50i). We consider the Maxwellian-weighted
Orlicz space LΦM pΩJ`1ˆRpJ`1qdq, with Young’s function Φprq “ Fp1`|r|q (cf. Kufner, John & Fucˇik [33],
Sec. 3.18.2). This has a separable predual EΨM pΩJ`1ˆRpJ`1qdq, with Young’s function Ψprq “ e|r|´|r|´1;
the space EΨM pΩJ`1ˆRpJ`1qdq is defined as the closure of all bounded measurable functions in the norm of
the Orlicz space LΨM pΩJ`1ˆRpJ`1qdq. As there exists a constant K such that Fp1`rq ď Kp1`Fprqq for all
r ě 0, it follows from (3.50a) that the sequence pFp1` p̺ǫqqǫą0 is bounded in L8p0, T ;L1M pΩJ`1ˆRpJ`1qdqq.
Hence, p̺ǫ is bounded in L8p0, T ;LΦM pΩJ`1ˆRpJ`1qdqq “ L8p0, T ; pEΨM pΩJ`1ˆRpJ`1qdqq1q. By the Banach–
Alaoglu theorem, there exists a subsequence (not indicated) of the sequence pp̺ǫqǫą0 and ap̺p0q P L8p0, T ;LΦM pΩJ`1 ˆ RpJ`1qd;Rě0qq pwhereby also Fpp̺p0qq P L8p0, T ;L1M pΩJ`1 ˆ RpJ`1qd;Rě0qqq
(not to be confused with the initial datum p̺0) such that, as ǫÑ 0`,p̺ǫ á p̺p0q ě 0 weakly˚ in L8p0, T ;LΦM pΩJ`1 ˆ RpJ`1qdqq “ L8p0, T ; pEΨM pΩJ`1 ˆ RpJ`1qdqq1q.(6.4)
As, by definition, L8pΩJ`1 ˆ RpJ`1qdq Ă EΨM pΩJ`1 ˆ RpJ`1qdq, it follows in particular thatp̺ǫ á p̺p0q weakly in Lpp0, T ;L1M pΩJ`1 ˆ RpJ`1qdqq @ p P r1,8q,
M Bt p̺ǫ áM Bt p̺p0q weakly in L2p0, T ; pW s,2pΩJ`1 ˆ RpJ`1qdqq1q, s ą pJ ` 1qd` 1.(6.5)
vj p̺ǫ á vj p̺p0q weakly in L2p0, T ;L1M pΩJ`1 ˆ RpJ`1qdqq, j “ 1, . . . , J ` 1,
After multiplying (3.47) by ǫ2, taking t “ T , omitting the first and third term from the left-hand side,
passing to the limit α Ñ 0` for a fixed γ P p0, 1s using the weak lower-semicontinuity of the second term
on the left-hand side, and then passing to the limit ǫÑ 0`, noting, as in (4.12), that
}uǫ}L2p0,T ;W 1,σpΩqqXW 1,2p0,T ;W´1,σpΩqq ď Cp1` }u0}W 1´ 2σ ,σpΩqq,(6.6)
with σ ą d, whereby
}uǫ}L2p0,T ;L8pΩqq ď Cp1` }u0}W 1´ 2σ ,σpΩqq,
where C is a positive constant independent of ǫ, we have that
J`1ÿ
j“1
ż T
0
ż
ΩJ`1
ż
RpJ`1qd
Mpvq |Bvj p̺p0q |2p̺p0q ` γ dv dr dτ ď 0.(6.7)
Hence, Bvj p̺p0q “ 0 a.e. in ΩJ`1 ˆ RpJ`1qd ˆ p0, T q for all j P t1, . . . , J ` 1u. As p̺p0q has vanishing
weak derivatives with respect to all coordinates of vj for all j P t1, . . . , J ` 1u it follows that p̺p0q is
constant with respect to all vj , j P t1, . . . , J ` 1u. In other words, p̺p0qpr, v, tq “ ηpr, tq for a function
η P L8p0, T ;L1pΩJ`1qq, to be determined.
An identical argument to the one following Lemma 3.1 implies thatp̺p0q P Cwpr0, T s;L1M pΩJ`1 ˆ RpJ`1qd;Rě0qq.
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It then follows from (6.2) that
(6.8)
ż
ΩJ`1ˆRpJ`1qd
p̺p0qpr, v, tqdr dv “ 1 @ t P p0, T s.
We deduce from (6.6) that
uǫ á up0q weakly in L2p0, T ;W 1,σ0 pΩqdq as ǫÑ 0`, σ ą d,
uǫ á up0q weakly in W 1,2p0, T ;W´1,σpΩqdq as ǫÑ 0`, σ ą d,(6.9)
uǫ Ñ up0q strongly in L2p0, T ; C0,γpΩqdq as ǫÑ 0`, 0 ă γ ă 1´ dσ , σ ą d,
where the last result follows, via the Aubin–Lions lemma, thanks to the compact embedding of the Sobolev
space W 1,σpΩqd into the Ho¨lder space C0,γpΩqd for 0 ă γ ă 1´ d
σ
, σ ą d. Hence also
ppLrqj ` uǫprj , τqq p̺ǫ á ppLrqj ` up0qprj , τqq p̺p0q weakly in L2p0, T ;L1M pΩJ`1 ˆ RpJ`1qdqq,(6.10)
for each j “ 1, . . . , J ` 1. Using (6.4), (6.5), (6.9) and (6.10) we can now pass to the limit ǫÑ 0` in (6.1)
to deduce that, for all t P p0, T s,
J`1ÿ
j“1
ż t
0
ż
ΩJ`1
ż
RpJ`1qd
Mpvq Bvj p̺p0q ¨ Bvjϕdv dr dτ “ 0
@ϕ P L2p0, T ;W 1,2˚,M pΩJ`1 ˆ RpJ`1qdq XW s,2˚ pΩJ`1 ˆ RpJ`1qdqq, s ą pJ ` 1qd ` 1.(6.11)
Thus,
J`1ÿ
j“1
Bvj ¨ pMpvq Bvj p̺p0qq “ 0 in D1pΩJ`1 ˆ RpJ`1qd ˆ p0, T qq.(6.12)
By defining
(6.13) ̺p0q :“M p̺p0q “M η,
with η P L8p0, T ;L1pΩJ`1qq, to be determined, it directly follows from (6.12) that
L˚0̺p0q “ 0 in D1pΩJ`1 ˆ RpJ`1qd ˆ p0, T qq.
Using (6.11), (6.1) can now be rewritten in the following equivalent form: for all t P p0, T s,
ǫ
ż t
0
@
M Bτ p̺ǫp¨, ¨, τq, ϕp¨, ¨, τqD dτ `
˜
β2
J`1ÿ
j“1
ż t
0
ż
ΩJ`1
ż
RpJ`1qd
Mpvq Bvj
ˆ p̺ǫ ´ p̺p0q
ǫ
˙
¨ Bvjϕdv dr dτ
¸
´
˜
J`1ÿ
j“1
ż t
0
ż
ΩJ`1
ż
RpJ`1qd
Mpvq vj p̺ǫ ¨ Brjϕdv dr dτ
¸
´
˜
J`1ÿ
j“1
ż t
0
ż
ΩJ`1
ż
RpJ`1qd
Mpvq ppLrqj ` uǫprj , τqq p̺ǫ ¨ Bvjϕdv dr dτ
¸
“ 0
@ϕ P L2p0, T ;W 1,2˚,M pΩJ`1 ˆ RpJ`1qdq XW s,2˚ pΩJ`1 ˆRpJ`1qdqq, s ą pJ ` 1qd` 1.(6.14)
We now continue by performing some formal calculations, where the word ‘formal’ refers to the fact
that all manipulations with limits with respect to ǫ Ñ 0` that we shall encounter will be assumed to
be meaningful, without rigorous justification. The purpose of these formal calculations is to illuminate
why the partial differential equation satisfied by η is indeed the one that our subsequent rigorous, but less
enlightening, argument will ultimately deliver.
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First we let ǫÑ 0` in (6.14) and note (6.5) and (6.10) to deduce that, for all t P p0, T s,
lim
ǫÑ0`
˜
β2
J`1ÿ
j“1
ż t
0
ż
ΩJ`1
ż
RpJ`1qd
Mpvq Bvj
ˆ p̺ǫ ´ p̺p0q
ǫ
˙
¨ Bvjϕdv dr dτ
¸
´
˜
J`1ÿ
j“1
ż t
0
ż
ΩJ`1
ż
RpJ`1qd
Mpvq vj p̺p0q ¨ Brjϕdv dr dτ
¸
´
˜
J`1ÿ
j“1
ż t
0
ż
ΩJ`1
ż
RpJ`1qd
Mpvq ppLrqj ` up0qprj , τqq p̺p0q ¨ Bvjϕdv dr dτ
¸
“ 0
@ϕ P L2p0, T ;W 1,2˚,M pΩJ`1 ˆ RpJ`1qdq XW s,2˚ pΩJ`1 ˆ RpJ`1qdqq, s ą pJ ` 1qd ` 1,(6.15)
and hence, also, for all test functions ϕ P C80 pΩJ`1 ˆ RpJ`1qd ˆ p0, T qq.
We define p̺p1q P D1pΩJ`1 ˆ RpJ`1qd ˆ p0, T qq by
p̺p1q :“ lim
ǫÑ0`
p̺ǫ ´ p̺p0q
ǫ
,
with the limit understood in the sense of D1pΩJ`1 ˆ RpJ`1qd ˆ p0, T qq, and let
̺p1q :“M p̺p1q.
By taking t “ T in (6.15) passage to the limit ǫÑ 0` yields
L˚0̺p1q “ ´L1pup0qq˚̺p0q in D1pΩJ`1 ˆ RpJ`1qd ˆ p0, T qq.
Expanding the right-hand side of this equality we have that
(6.16) L˚0̺p1q “
J`1ÿ
j“1
M vj ¨ Brjη ` ppLrqj ` up0qprj , tqq ¨ pBvjMq η in D1pΩJ`1 ˆ RpJ`1qd ˆ p0, T qq.
As vjM “ ´βBvjM , we therefore have that
(6.17) L˚0̺p1q “ ´
J`1ÿ
j“1
´
β Brjη ´ η ppLrqj ` up0qprj, tqq
¯
¨ BvjM in D1pΩJ`1 ˆ RpJ`1qd ˆ p0, T qq.
By (2.1), L˚0,jpBvjMq “ ´pBvjMq, and upon taking the inner product of this d-component equality with
the d-component vector field β Brjη ´ η ppLrqj ` up0qprj , tqq, which is, clearly, independent of vj, and then
summing through j “ 1, . . . , J ` 1, we deduce that one solution of (6.17) is
(6.18)
J`1ÿ
j“1
´
β Brjη ´ η ppLrqj ` up0qprj , tqq
¯
¨ BvjM.
Therefore the general solution of (6.17) is
̺p1q “
J`1ÿ
j“1
´
β Brjη ´ η ppLrqj ` up0qprj , tqq
¯
¨ BvjM ` ηp1qpr, tqM
“ 1
β
J`1ÿ
j“1
M
´
η ppLrqj ` up0qprj , tqq ´ β Brjη
¯
¨ vj ` ηp1qpr, tqM,
where ηp1q P D1pΩJ`1 ˆ p0, T qq is arbitrary, because L˚0pηp1qMq “ ηp1qL˚0pMq “ 0 thanks to L˚0pMq “ 0.
As it will transpire from the calculations that follow, the choice of ηp1q does not affect η, and ηp1q will be
therefore, ultimately, set to 0. Since M and BvjM , j “ 1, . . . , J ` 1, belong to the topological vector space
S of rapidly decreasing functions defined on RpJ`1qd (the test space for the Schwarz space S 1 of tempered
distributions), the structure of ̺p1q implies that ̺p1q P D1pΩJ`1 ˆ p0, T qq b S, where the latter is the linear
space of all finite linear combinations of products of the form apr, tq bpvq with a P D1pΩJ`1 ˆ p0, T qq and
b P S.
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We now define p̺p2q P D1pΩJ`1 ˆ RpJ`1qd ˆ p0, T qq by
p̺p2q :“ lim
ǫÑ0`
p̺ǫ ´ p̺p0q ´ ǫp̺p1q
ǫ2
,
with the limit understood to be in D1pΩJ`1 ˆRpJ`1qd ˆ p0, T qq, and let
̺p2q :“M p̺p2q.
Next, we subtract the equality (6.15) from (6.14), divide the difference by ǫ, and use test functions
ϕ P C80 pΩJ`1ˆRpJ`1qdˆp0, T qq, so as to rewrite the resulting equality as one in D1pΩJ`1ˆRpJ`1qdˆp0, T qq,
and then pass to the limit ǫÑ 0`, noting the definitions of p̺p0q, p̺p1q, p̺p2q, up0q, and defining
up1q :“ lim
ǫÑ0`
uǫ ´ up0q
ǫ
in D1pΩˆ p0, T qq.
Hence,
MBt p̺p0q ´ J`1ÿ
j“1
Bvj ¨ pMBvj p̺p2qq ` J`1ÿ
j“1
Mvj ¨ Brj p̺p1q ` J`1ÿ
j“1
pLrqj ¨ Bvj pM p̺p1qq
`
J`1ÿ
j“1
up1qprj , ¨q ¨ Bvj pM p̺p0qq ` up0qprj , ¨q ¨ Bvj pM p̺p1qq “ 0.
Recalling that, by definition, ̺piq “M p̺piq, i “ 0, 1, 2, we then have that
Bt̺p0q ´ L˚0̺p2q `
J`1ÿ
j“1
vj ¨ Brj̺p1q `
J`1ÿ
j“1
pLrqj ¨ Bvj̺p1q `
J`1ÿ
j“1
up1qprj , ¨q ¨ Bvj̺p0q ` up0qprj , ¨q ¨ Bvj̺p1q “ 0.
Equivalently,
L˚0̺p2q “ Bt̺p0q `
J`1ÿ
j“1
vj ¨ Brj̺p1q `
J`1ÿ
j“1
ppLrqj ` up0qprj , ¨qq ¨ Bvj̺p1q `
J`1ÿ
j“1
up1qprj , ¨q ¨ Bvj̺p0q.(6.19)
Since both ̺p0q and ̺p1q belong to D
1pΩJ`1 ˆ p0, T qq b S, the same is true of the right-hand side of (6.19).
It is therefore meaningful to test both sides of (6.19) with Ipvq (considered as an element of S 1); upon
noting that
xS 1 Ipvq,L˚0̺p2qyS “ xS 1 L0pIpvqq, ̺p2qyS “ xS 1 0, ̺p2qyS “ 0
because L0,jpIpvjqq “ 0 for all j “ 1, . . . , J ` 1, we arrive at
0 “
B
S 1
Ipvq, Bt̺p0q `
J`1ÿ
j“1
vj ¨ Brj̺p1q `
J`1ÿ
j“1
ppLrqj ` up0qprj, ¨qq ¨ Bvj̺p1q `
J`1ÿ
j“1
up1qprj , ¨q ¨ Bvj̺p0q
F
S
,
as an equality in D1pΩJ`1 ˆ p0, T qq, where x
S 1
¨, ¨y
S
denotes the duality pairing between S 1 and S. Hence,
0 “ pBtηq
B
S 1
Ipvq,M
F
S
`
B
S 1
Ipvq,
J`1ÿ
j“1
vj ¨ Brj̺p1q
F
S
`
B
S 1
Ipvq,
J`1ÿ
j“1
ppLrqj ` up0qprj , ¨qq ¨ Bvj̺p1q
F
S
`
B
S 1
Ipvq,
J`1ÿ
j“1
up1qprj , ¨q ¨ Bvj̺p0q
F
S
,
as an equality in D1pΩJ`1ˆp0, T qq. Thanks to the definition of partial derivative of a tempered distribution
the last two terms on the right-hand side vanish, while x
S 1
Ipvq,My
S
“ ş
RpJ`1qd
Mpvqdv “ 1, resulting in
Btη `
B
S 1
Ipvq,
J`1ÿ
j“1
vj ¨ Brj̺p1q
F
S
“ 0.
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In order to simplify the second term on the left-hand side, we consider
vj ¨ Brj̺p1q “ vj ¨ Brj
˜
J`1ÿ
k“1
´
β Brkη ´ η ppLrqk ` up0qprk, ¨qq
¯
¨ BvkM
¸
` vj ¨ Brj pηp1qMq.
As vj ¨ Brj pηp1qMq “ ´β Bvj pMpBrjηp1qqq, we have that xS 1 Ipvq, vj ¨ Brjpηp1qMqyS “ 0 for all j “ 1, . . . , J `1.
Consequently, the precise choice of ηp1q is immaterial, to the extent that
(6.20) Btη `
B
S 1
Ipvq,
J`1ÿ
j“1
vj ¨ Brj
˜
J`1ÿ
k“1
´
β Brkη ´ η ppLrqk ` up0qprk, ¨qq
¯
¨ BvkM
¸F
S
“ 0,
regardless of the specific choice of ηp1q. Now (with the integral over R
pJ`1qd considered below understood
as a Gel’fand–Pettis integral of a function with values in a topological vector space, which is in our case
D1pΩJ`1 ˆ p0, T qq), we have thatB
S 1
Ipvq,
J`1ÿ
j“1
vj ¨ Brj
˜
J`1ÿ
k“1
´
β Brkη ´ η ppLrqk ` up0qprk, ¨qq
¯
¨ BvkM
¸F
S
“
ż
RpJ`1qd
J`1ÿ
j“1
vj ¨ Brj
˜
J`1ÿ
k“1
´
β Brkη ´ η ppLrqk ` up0qprk, ¨qq
¯
¨ BvkM
¸
dv
“
J`1ÿ
j,k“1
ż
RpJ`1qd
vj ¨ Brj
´´
β Brkη ´ η ppLrqk ` up0qprk, ¨qq
¯
¨ BvkM
¯
dv
“ ´
J`1ÿ
j,k“1
ż
RpJ`1qd
Bvk ¨
´
Ajkvj
¯
M dv “ ´
J`1ÿ
j“1
ż
RpJ`1qd
tr pAjjqM dv “ ´
J`1ÿ
j“1
tr pAjjq,
where
Ajk :“ Brj
´
β Brkη ´ η ppLrqk ` up0qprk, ¨qq
¯
P rD1pΩJ`1 ˆ p0, T qqsdˆd, j, k “ 1, . . . , J ` 1.
Thus, (6.20) yields the following partial differential equation satisfied by η:
(6.21) Btη ´
J`1ÿ
j“1
´
β B2rjη ´ Brj ¨
´
η ppLrqj ` up0qprj , ¨qq
¯¯
“ 0, in D1pΩJ`1 ˆ p0, T qq.
This is the nonlinear Fokker–Planck equation associated with the McKean–Vlasov diffusion
(6.22) 9rj “ pLrqj ` up0qprj , t; ηq `
a
2β 9Wj,
where up0q is the limit (cf. (6.9)) of the sequence puǫqǫą0 defined above. We emphasize here that we are
yet to show that up0q is a solution of the Oseen equation, whose right-hand side is to be identified.
This concludes our formal calculations. The rest of the section is devoted to making the above formal
passage to the small-mass limit ǫÑ 0` rigorous, including the rigorous identification of the equation (6.21)
satisfied by η.
We shall suppose henceforth that the initial datum ̺0 for the Fokker–Planck equation has the fol-
lowing factorized form: ̺0pr, vq “ Mpvq p̺0prq, where p̺0 is a nonnegative function of r only, such thatş
ΩJ`1
p̺0prqdr “ 1, and p̺0 P L2pΩJ`1;Rě0q.
Under this hypothesis it directly follows that
p̺ǫ P L8p0, T ;L2M pΩJ`1 ˆRpJ`1qd;Rě0qq X L2p0, T ;L2pΩJ`1;W 1,2M pRpJ`1qdqqq
and
Bt p̺ǫ P L2p0, T ; pW 1,2M pΩJ`1 ˆ RpJ`1qdqq1q.
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Consequently, by a density argument, (6.1) implies thatż t
0
@
M Bτ p̺ǫp¨, ¨, τq, ϕp¨, ¨, τqD dτ ` β2
ǫ2
˜
J`1ÿ
j“1
ż t
0
ż
ΩJ`1
ż
RpJ`1qd
Mpvq Bvj p̺ǫ ¨ Bvjϕdv dr dτ
¸
´ 1
ǫ
˜
J`1ÿ
j“1
ż t
0
ż
ΩJ`1
ż
RpJ`1qd
Mpvq vj p̺ǫ ¨ Brjϕdv dr dτ
¸
´ 1
ǫ
˜
J`1ÿ
j“1
ż t
0
ż
ΩJ`1
ż
RpJ`1qd
Mpvq ppLrqj ` uǫprj , τqq p̺ǫ ¨ Bvjϕdv dr dτ
¸
“ 0
@ϕ P L2p0, T ;W 1,2˚,M pΩJ`1 ˆ RpJ`1qdqq, @ t P p0, T s.(6.23)
Further, p̺ǫp¨, ¨, 0q “ p̺0p¨, ¨q in the sense of Cwpr0, T s;L2M pΩJ`1 ˆ RpJ`1qd;Rě0qq.
The next step in our rigorous passage to the limit ǫÑ 0` in (6.23) is motivated by the proof of Lemma 2
on p.1374 in the work of Carrillo and Goudon [18]. First, we formulate the ‘macroscopic’ equations satisfied
by the moments of ̺ǫ. By taking ϕpr, v, tq “ φpr, tq with φ P L2p0, T ;W 1,2pΩJ`1qq in (6.23) and defining
ρ¯ǫpr, tq :“
ż
RpJ`1qd
Mpvq p̺ǫpr, v, tqdv and Jǫ,jpr, tq :“ 1
ǫ
ż
RpJ`1qd
Mpvq vj p̺ǫpr, v, tqdv, j “ 1, . . . , J ` 1,
we have that
ż t
0
@Bτ ρ¯ǫp¨, τq, φp¨, τqD dτ ´ J`1ÿ
j“1
ż t
0
ż
ΩJ`1
Jǫ,j ¨ Brjφdr dτ “ 0 @φ P L2p0, T ;W 1,2pΩJ`1qq, @ t P p0, T s,
(6.24)
subject to the initial condition ρ¯ǫp¨, 0q “ ρ¯0p¨q :“
ş
RpJ`1qd
Mpvq p̺ǫpr, v, 0qdv.
Next, let vi,ℓ, ℓ “ 1, . . . , d, denote the components of the vector vi P Rd, and consider the test functions
ϕpr, v, tq “ φpr, tq vi,ℓ in (6.1), for i “ 1, . . . , J ` 1 and ℓ “ 1, . . . , d, and let Jǫ,i,ℓ, for ℓ “ 1, . . . , d, denote
the components of the d-component vector-function Jǫ,i for i “ 1, . . . , J ` 1. Hence, we are led, for
i “ 1, . . . , J ` 1 and ℓ “ 1, . . . , d, to
ǫ2
ż t
0
xBτJǫ,i,ℓ, φydτ ` β2
ż t
0
ż
ΩJ`1
Jǫ,i,ℓ φdr dτ
´
J`1ÿ
j“1
ż t
0
ż
ΩJ`1
ˆż
RpJ`1qd
Mpvq vj vi,ℓ p̺ǫ dv˙ ¨ pBrjφqdr dτ
´
ż t
0
ż
ΩJ`1
ρ¯ǫ ppLrqi,ℓ ` uǫ,ℓpri, τqq φ dr dτ “ 0 @φ P L2p0, T ; C80 pΩJ`1qq, @ t P p0, T s,
where pLrqi,ℓ, ℓ “ 1, . . . , d, are the components of the vector-function pLrqi, and uǫ,ℓ, ℓ “ 1, . . . , d, are the
components of the vector-function uǫ.
We note that
J`1ÿ
j“1
vj vi,ℓ ¨ Brjφ “
J`1ÿ
j“1
J`1ÿ
k“1
vj,k vi,ℓ ¨ Brj,kφ “ rpv b vqBrφsi,ℓ, i “ 1, . . . , J ` 1, ℓ “ 1, . . . , d,
where v and r are pJ ` 1qd-component vectors, whose components are denoted by vj,k, j “ 1, . . . , J ` 1,
k “ 1, . . . , d (or vi,ℓ, i “ 1, . . . , J ` 1, ℓ “ 1, . . . , d), and rj,k, j “ 1, . . . , J ` 1, k “ 1, . . . , d, respectively.
Thus, by defining the RpJ`1qd ˆ RpJ`1qd-valued function Pǫ by
rPǫpr, tqsi,ℓ,j,k :“
ż
RpJ`1qd
Mpvq vi,ℓ vj,k p̺ǫpr, v, tqdv,
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for i, j “ 1, . . . , J ` 1 and ℓ, k “ 1, . . . , d, we have that
ǫ2
ż t
0
xBτJǫ,i,ℓ, φydτ ` β2
ż t
0
ż
ΩJ`1
Jǫ,i,ℓ φdr dτ
´
ż t
0
ż
ΩJ`1
rPǫ Brφsi,ℓ dr dτ
´
ż t
0
ż
ΩJ`1
ρ¯ǫ ppLrqi,ℓ ` uǫ,ℓpri, τqq φ dr dτ “ 0 @φ P L2p0, T ; C80 pΩJ`1qq, @ t P p0, T s,(6.25)
where rPǫ Brφsi,ℓ :“
řJ`1
j“1
řd
k“1rPǫsi,ℓ,j,k Brj,kφ.
Lemma 6.1. Let 0 ă T ă 8 and 0 ă ǫ ă 1; then, the following properties hold:
(i) The sequence puǫqǫą0 is bounded in L2p0, T ; C0,γpΩqdq, with 0 ă γ ă 1 ´ dσ , σ ą d, d “ 2, 3, and
therefore also in L2p0, T ;L8pΩqdq;
(ii) p̺ǫqǫą0 and pLr ̺ǫqǫą0 are bounded in L8p0, T ;L2pΩJ`1qq and L8p0, T ;L2pΩJ`1qpJ`1qdq, respec-
tively;
(iii) Consider the pJ ` 1qd-component vector-function ρ¯ǫuǫ, whose components are
ρ¯ǫpr1, . . . , rJ`1, tquǫpri, tq, for i “ 1, . . . , J ` 1.
Then, p̺ǫuǫqǫą0 is bounded in L2p0, T ;L2pΩpJ`1qdqpJ`1qdq;
(iv) The sequences of dissipation termsˆ
1a
ǫMpvq
ˆ
vj
β
̺ǫ ´
?
ǫMpvquǫprj , ¨q ` Bvj̺ǫ
˙
“: 1?
ǫ
Dǫ,j
˙
ǫą0
, j “ 1, . . . , J ` 1,
are bounded in L2pΩJ`1 ˆRpJ`1qd ˆ p0, T qqd;
(v) The sequences pJǫ,jqǫą0, j “ 1, . . . , J ` 1, are bounded in L2pΩJ`1 ˆ p0, T qqd;
(vi) Pǫ can be expressed as Pǫ “ β ̺ǫ I`
?
ǫRǫ, with pRǫqǫą0 bounded in L2pΩJ`1ˆp0, T qqpJ`1qdˆpJ`1qd,
and Ii,ℓ,j,k :“ δi,j δℓ,k for i, j “ 1, . . . , J ` 1 and ℓ, k “ 1, . . . , d.
Proof. (i) In the previous section we showed that
uǫ P Cpr0, T s;LσpΩqdq X L2p0, T ;W 1,σ0 pΩqdq, with σ ą d,
and puǫqǫą0 is a bounded sequence in the norms of the function spaces appearing on the right-hand side of
this inclusion. Hence, using Morrey’s inequality, we readily deduce (i).
(ii) The Cauchy–Schwarz inequality implies the following bound:
|̺ǫpr, tq|2 ď
ˆż
RpJ`1qd
Mpvqdv
˙ˆż
RpJ`1qd
|p̺ǫpr, v, tq|2Mpvqdv˙ ,
which then implies (ii), since p̺ǫ “ ̺ǫ{M is bounded in the function space
L8p0, T ;L2M pΩJ`1 ˆ RpJ`1qdqq X L2p0, T ;L2pΩJ`1;W 1,2M pRpJ`1qdqqq,
and |Lr| ď C for all r P ΩJ`1, where C is a positive constant, independent of ǫ.
(iii) Finally, we have thatż T
0
ż
ΩJ`1
|̺ǫuǫ|2 dr dt ď
ż T
0
}̺ǫp¨, tq}2L2pΩJ`1q}uǫp¨, tq}2L8pΩq dt
ď }̺ǫ}2L8p0,T ;L2pΩJ`1qq
ż T
0
}uǫp¨, tq}2L8pΩq dt,
which proves (iii) by using (i) and (ii).
(iv) Now, let us show that the sequence pDǫ,jqǫą0 is bounded in L2pΩJ`1 ˆ RpJ`1qd ˆ p0, T qqd for each
j “ 1, . . . , J ` 1. On the one hand, we know that pp̺ǫqǫą0 is a bounded sequence in the function space
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L8p0, T ;L2pΩJ`1;L2M pRpJ`1qdqqq X L2p0, T ;L2pΩJ`1;W 1,2M pRpJ`1qdqqq; in particular,
(6.26)
β2
ǫ2
ż T
0
ż
ΩJ`1
ż
RpJ`1qd
ˇˇˇˇ Bvj̺ǫ
Mpvq `
1
β
vj̺ǫ
Mpvq
ˇˇˇˇ2
Mpvqdv dr dt “ β
2
ǫ2
ż T
0
ż
ΩJ`1
ż
RpJ`1qd
ˇˇBvj p̺ǫˇˇ2Mpvqdv dr dt ď C,
where C is a positive constant, independent of ǫ.
On the other hand, we writeż T
0
ż
ΩJ`1
ż
RpJ`1qd
ˇˇˇˇ Bvj̺ǫ
Mpvq `
1
β
vj̺ǫ
Mpvq ´
?
ǫ uǫprj , ¨q
ˇˇˇˇ2
Mpvqdv dr dt
ď 2
ż T
0
ż
ΩJ`1
ż
RpJ`1qd
ˇˇˇˇ Bvj̺ǫ
Mpvq `
1
β
vj̺ǫ
Mpvq
ˇˇˇˇ2
Mpvqdv dr dt
`2
ż T
0
ż
ΩJ`1
ż
RpJ`1qd
ˇˇ?
ǫ uǫprj , tq
ˇˇ2
Mpvqdv dr dt
ď Cǫ2 ` 2|Ω|Jǫ
ż T
0
ż
Ω
|uǫprj , tq|2 drj dt.
Thus, using (i) and (6.26) it follows that, for each j “ 1, . . . , J ` 1,ż T
0
ż
ΩJ`1
ż
RpJ`1qd
|Dǫ,j|2 dv dr dt ď Cǫ,
where C is a positive constant, independent of ǫ, which completes the proof of (iv).
(v) Next, we have that, since,ż
RpJ`1qd
Mpvq vj dv “ 0, j “ 1, . . . , J ` 1,
also ż
RpJ`1qd
̺ǫpr, tqMpvq vj dv “ ̺ǫpr, tq
ż
RpJ`1qd
Mpvq vj dv “ 0, j “ 1, . . . , J ` 1.
Therefore, by the Cauchy–Schwarz inequality and a Poincare´–Sobolev inequality with a Gaussian weight
function,2 we have that
|Jǫ,jpr, tq|2 “
ˇˇˇˇż
RpJ`1qd
vj
ǫ
̺ǫpr, v, tqdv
ˇˇˇˇ2
“ 1
ǫ2
ˇˇˇˇż
RpJ`1qd
vj p̺ǫpr, v, tq ´ ̺ǫpr, tqMpvqqdv
ˇˇˇˇ2
ď ̺
2
ǫ pr, tq
ǫ2
ˆż
RpJ`1qd
|vj|2Mpvqdv
˙˜ż
RpJ`1qd
ˇˇˇˇ
̺ǫpr, v, tq
̺ǫpr, tqMpvq
´ 1
ˇˇˇˇ2
Mpvqdv
¸
ď ̺
2
ǫ pr, tq
ǫ2
ˆż
RpJ`1qd
|vj |2Mpvqdv
˙˜ż
RpJ`1qd
ˇˇˇˇ
∇v
ˆ
̺ǫpr, v, tq
̺ǫpr, tqMpvq
˙ˇˇˇˇ2
Mpvqdv
¸
“ 1
ǫ2
ˆż
RpJ`1qd
|vj |2Mpvqdv
˙˜ż
RpJ`1qd
ˇˇˇˇ
∇v
ˆ
̺ǫpr, v, tq
Mpvq
˙ˇˇˇˇ2
Mpvqdv
¸
, j “ 1, . . . , J ` 1.
Hence,
|Jǫ,jpr, tq|2 ď C
ǫ2
ż
RpJ`1qd
M |∇v p̺ǫpr, v, tq|2 dv, j “ 1, . . . , J ` 1,
where C is a positive constant, independent of ǫ. Therefore,ż T
0
ż
ΩJ`1
|Jǫ,jpr, tq|2 dr dt ď C
ǫ2
ż T
0
ż
ΩJ`1
ż
RpJ`1qd
M |∇v p̺ǫpr, v, tq|2 dv dr dt ď C, j “ 1, . . . , J ` 1,
where C is a positive constant, independent of ǫ. That completes the proof of (v).
2See p.941 in Nash [45], p.533 in Chernoff [20], and p.397 in Beckner [13].
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(vi) We recall from part (iv) the definition of Dǫ,j, j “ 1, . . . , J ` 1, and denote its k-th component by
Dǫ,j,k, k “ 1, . . . , d. Analogously, let uǫ,k denote the k-th component of uǫ, k “ 1, . . . , d. We then have
that
rPǫpr, tqsi,ℓ,j,k “
ż
RpJ`1qd
vi,ℓ vj,k ̺ǫ dv
“ β?ǫ
ż
RpJ`1qd
ˆ
vi,ℓ
a
Mpvq Dǫ,j,kpr, v, tq?
ǫ
˙
dv
` β?ǫ
ż
RpJ`1qd
pvi,ℓ uǫ,kprj , tqqMpvqdv ´ β
ż
RpJ`1qd
vi,ℓ Bvj,k̺ǫ dv.
Focusing on the first two integrals, we define
rRǫpr, tqsi,ℓ,j,k :“ β
ż
RpJ`1qd
ˆ
vi,ℓ
a
Mpvq Dǫ,j,kpr, v, tq?
ǫ
˙
dv ` β
ż
RpJ`1qd
pvi,ℓ uǫ,kprj , tqqMpvqdv.
The last of the three integrals in the expression for Pǫ is equal to δi,j δℓ,k ̺ǫ by partial integration. Hence,
rPǫpr, tqsi,ℓ,j,k “ β δi,j δℓ,k ̺ǫ `
?
ǫ rRǫpr, tqsi,ℓ,j,k.
To complete the proof of (vi) it therefore remains to establish a uniform (with respect to ǫ) bound on
rRǫsi,ℓ,j,k in the norm of L2pΩJ`1 ˆ p0, T qq, for i, j “ 1, . . . , J ` 1 and ℓ, k “ 1, . . . , d.
We have that
1
β2
ż T
0
ż
ΩJ`1
|rRǫsi,ℓ,j,k|2 dr dt
“
ż T
0
ż
ΩJ`1
ˇˇˇˇ ż
RpJ`1qd
ˆ
vi,ℓ
a
Mpvq Dǫ,j,kpr, v, tq?
ǫ
˙
dv `
ż
RpJ`1qd
pvi,ℓ uǫ,kprj , tqqMpvqdv
ˇˇˇˇ2
dr dt
ď 2
ż T
0
ż
ΩJ`1
ˇˇˇˇ ż
RpJ`1qd
ˆ
vi,ℓ
a
Mpvq Dǫ,j,kpr, v, tq?
ǫ
˙
dv
ˇˇˇˇ2
dr dt
` 2
ż T
0
ż
ΩJ`1
ˇˇˇˇ ż
RpJ`1qd
pvi,ℓ uǫ,kprj , tqqMpvqdv
ˇˇˇˇ2
dr dt
ď 2
ż T
0
ż
ΩJ`1
ˆż
RpJ`1qd
|vi,ℓ|2Mpvqdv
˙ˆż
RpJ`1qd
ˇˇˇˇ
Dǫ,j,kpr, v, tq?
ǫ
ˇˇˇˇ2
dv
˙
dr dt
` 2
ˆż
RpJ`1qd
|vi,ℓ|Mpvqdv
˙2ˆż T
0
ż
ΩJ`1
|uǫ,kprj , tq|2 dr dt
˙
ď C
ż T
0
ż
ΩJ`1
ż
RpJ`1qd
ˇˇˇˇ
Dǫ,j,kpr, v, tq?
ǫ
ˇˇˇˇ2
dv dr dt` C |Ω|J
ż T
0
ż
Ω
|uǫ,kprj, tq|2 drj dt,
where C is a positive constant, since moments of any order of M are finite. Thus, the statement in part
(vi) of the lemma follows from the assertions in parts (iv) and (i). 
Using the equations (6.24), (6.25) together with the splitting of Pǫ introduced in part (vi) of Lemma 6.1,
we arrive at the following system of moment equations:" Bt̺ǫ ` divr Jǫ “ 0,
β Br̺ǫ “
?
ǫ
`´ ǫ?ǫ BtJǫ ´DivrRǫ˘` ̺ǫ uǫ ´ βJǫ ` Lr ̺ǫ.(6.27)
Lemma 6.2. The sequence p̺ǫqǫ converges to ̺ “ η weakly in the space L2pΩJ`1ˆ p0, T qq and strongly in
LppΩJ`1 ˆ p0, T qq for all p P r1, 2q. Furthermore, we have that
lim
ǫÑ0`
ż T
0
ż
ΩJ`1
ż
RpJ`1qd
|̺ǫ ´ ̺Mpvq|dv dr dt “ 0.
Proof. We begin by focusing on the first equation in the system (6.27). We observe that the sequence
pdivpr,tqpJǫ, ̺ǫqqǫą0 (where divpr,tqpJǫ, ̺ǫq is the divergence with respect to the pr, tq variables of the vector
field pJǫ, ̺ǫq, defined as pdivr, Btq¨pJǫ, ̺ǫq,) is, thanks to (6.27)1, the zero-sequence p0qǫą0, and it is therefore,
trivially, precompact in W´1,2pΩJ`1 ˆ p0, T qq.
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Next, we focus on the second equation in the system (6.27), which we restate here for clarity:
(6.28) β Br̺ǫ “
?
ǫp´ǫ?ǫ BtJǫ ´Divr Rǫq ` ̺ǫuǫ ´ β Jǫ ` Lr ̺ǫ.
Thanks to parts (iii), (v) and (ii) of Lemma 6.1 the sequence p̺ǫuǫprj, ¨q´β Jǫ,j`pLrqj ̺ǫqǫą0 is bounded
in the function space L2pΩJ`1 ˆ p0, T qqd, and therefore, thanks to the compact embedding of the space
L2pΩJ`1ˆp0, T qq intoW´1,2pΩJ`1ˆp0, T qq, the sequence p̺ǫuǫprj , ¨q´β Jǫ,j`pLrqj ̺ǫqǫą0 is a precompact
set in the space W´1,2pΩJ`1 ˆ p0, T qqd, for each j “ 1, . . . , J ` 1.
Furthermore, by parts (v) and (vi) of Lemma 6.1 the sequences pJǫqǫą0 and pRǫqǫą0 are bounded in the
spaces L2pΩJ`1ˆp0, T qqpJ`1qd andW´1,2pΩJ`1ˆp0, T qqpJ`1qdˆpJ`1qd, respectively; therefore, the sequence
p´ǫ?ǫBtJǫ´Divr Rǫqǫą0 is bounded inW´1,2pΩJ`1ˆp0, T qqpJ`1qd, whereby, upon multiplication by
?
ǫ, we
have that the sequence p?ǫp´ǫ?ǫBtJǫ´Divr Rǫqqǫą0 is precompact in the spaceW´1,2pΩJ`1ˆp0, T qqpJ`1qd;
more precisely, it converges to 0 in W´1,2pΩJ`1 ˆ p0, T qqpJ`1qd, as ǫÑ 0`. Thus, since β ą 0, we deduce
from (6.28) that the sequence pBr̺ǫqǫą0 is precompact in W´1,2pΩJ`1ˆ p0, T qqpJ`1qd. Hence, the sequence
pcurlpr,tqp0, ̺ǫqqǫą0 (where curlpr,tqp0, ̺ǫq is the curl with respect to the pr, tq variables, defined as Bpr,tq´BTpr,tq,
of the ppJ ` 1qd ` 1q-component vector field p0, ̺ǫq, where 0 is a pJ ` 1qd-component zero-vector), is a
precompact set in W´1,2pΩJ`1 ˆ p0, T qqppJ`1qd`1qˆppJ`1qd`1q .
Hence, a direct application of the Div-Curl Lemma (cf. [50]) yields that the weak limit of the scalar
product of the sequences ppJǫ, ̺ǫqqǫą0 and pp0, ̺ǫqqǫą0 is equal to the scalar product of their weak limits;
i.e.,
pJǫ, ̺ǫq ¨ p0, ̺ǫq “ ̺2ǫ á pJ , ̺q ¨ p0, ̺q “ ̺2 in D1pΩJ`1 ˆ p0, T qq.
Combining this with the weak convergence result ̺ǫ á ̺ in L2pΩJ`1 ˆ p0, T qq, we have thatż
ΩJ`1ˆp0,T q
|̺ǫ ´ ̺|2φdr dt “
ż
ΩJ`1ˆp0,T q
r̺ǫs2 φdr dt`
ż
ΩJ`1ˆp0,T q
r̺s2 φdr dt´ 2
ż
ΩJ`1ˆp0,T q
̺ǫ ̺φdr dt
“ xr̺ǫs2, φy ` xr̺s2, φy ´ 2 x̺ǫ, ̺ φy Ñ 0 as ǫÑ 0`, for all φ P C80 pΩJ`1 ˆ p0, T qq.
This proves the strong convergence of ̺ǫ to ̺ in L
2
locpΩJ`1 ˆ p0, T qq. Thus, for any compact subset D of
ΩJ`1ˆp0, T q, we can extract a subsequence from the sequence p̺ǫqǫą0 that converges to ̺ a.e. on D. Hence,
by considering a countable nested family of compact sets Dj Ă ΩJ`1ˆp0, T q with Yjě1Dj “ ΩJ`1ˆp0, T q,
by successive extraction of subsequences, there exists a subsequence of p̺ǫqǫą0 (not indicated), which
converges to ̺ a.e. on ΩJ`1 ˆ p0, T q.
By combining the weak convergence ̺ǫ á ̺ in L2pΩJ`1 ˆ p0, T qq (which implies the weak converge
̺ǫ á ̺ in L1pΩJ`1 ˆ p0, T qq, and thereby, thanks to the Dunford–Pettis theorem (cf. Theorem 2.54 in
[27]), equiintegrability of p̺ǫqǫą0 on ΩJ`1ˆp0, T q) and the a.e. convergence of ̺ǫ to ̺, Vitali’s convergence
theorem (cf. Theorem 2.24 in [27]) yields the strong convergence of ̺ǫ to ̺ in L
1pΩJ`1 ˆ p0, T qq, and
therefore, thanks to the boundedness of the sequence ̺ǫ in L
ppΩJ`1 ˆ p0, T qq, 1 ď p ď 2, we have strong
convergence ̺ǫ Ñ ̺ in LppΩJ`1 ˆ p0, T qq for all p P r1, 2q.
Next, by the triangle inequality and noting that
ş
RpJ`1qd
Mpvqdv “ 1, we have thatż T
0
ż
ΩJ`1
ż
RpJ`1qd
|̺ǫ ´Mpvq̺|dv dr dt ď
ż T
0
ż
ΩJ`1
ż
RpJ`1qd
|̺ǫ ´Mpvq̺ǫ|dv dr dt`
ż T
0
ż
ΩJ`1
|̺´ ̺ǫ|dr dt.
We have already shown that the second integral on the right-hand side of this inequality tends to 0 as ǫ
tends to 0. For the first integral, using the Cauchy–Schwarz inequality and a Poincare´–Sobolev inequality
with a Gaussian weight function (cf. the proof of item (v) in Lemma 6.1), we obtainż
RpJ`1qd
|̺ǫ ´Mpvq̺ǫ|dv ď
ˆż
RpJ`1qd
|̺ǫ ´Mpvq̺ǫ|2
1
Mpvq dv
˙1
2
ď ̺ǫ
ˆż
RpJ`1qd
ˇˇˇˇ
̺ǫ
̺ǫMpvq
´ 1
ˇˇˇˇ2
Mpvqdv
˙ 1
2
ď
ˆż
RpJ`1qd
ˇˇˇˇ
∇v
ˆ
̺ǫ
Mpvq
˙ˇˇˇˇ2
Mpvqdv
˙ 1
2
.
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Since ˆż T
0
ż
ΩJ`1
ż
RpJ`1qd
ˇˇˇˇ
∇v
ˆ
̺ǫ
Mpvq
˙ˇˇˇˇ2
Mpvqdv dr dt
˙ 1
2
ď Cǫ,
we deduce by the Cauchy–Schwarz inequality thatż T
0
ż
ΩJ`1
ż
RpJ`1qd
|̺ǫ ´Mpvq̺ǫ|dv dr dt ď Cǫ,
and therefore,
lim
ǫÑ0`
ż T
0
ż
ΩJ`1
ż
RpJ`1qd
|̺ǫ ´Mpvq̺|dv dr dt “ 0.
That completes the proof of the lemma. 
Remark 6.3. The strong convergence ̺ǫ Ñ Mpvq ̺ “ Mpvq η “ ρp0q in L1pΩJ`1 ˆ RpJ`1qd ˆ p0, T qq in
the small-mass limit ǫÑ 0`, which we have rigorously proved above, is referred to in the chemical physics
literature as equilibration in momentum space (cf. p.71 in [22]), in the sense that the limiting probability
density function ρp0q has the factorized form Mpvq η, where η “ ηpr, tq is completely independent of v, and
satisfies a Fokker–Planck equation, which we shall carefully identify below; furthermore, by noting part (vi)
of Lemma 6.1 and Lemma 6.2, we deduce that
lim
ǫÑ0`
ż
RpJ`1qd
vi,l vj,k ̺ǫ dv “ β δi,j δℓ,k η, where β “ kTζ,
strongly in LppΩJ`1 ˆ p0, T qq for all p P r1, 2q and weakly in L2pΩJ`1 ˆ p0, T qq, which is yet another
manifestation of equilibration in momentum space, as a consequence of the small mass limit ǫ Ñ 0`.
For further details in this direction, we point the reader to the paper of Schieber and O¨ttinger [47], and
references therein.
Having shown the strong convergence ̺ǫ ÑMpvq ̺ “Mpvq η “ ρp0q in L1pΩJ`1 ˆ RpJ`1qd ˆ p0, T qq, we
are now ready to pass to the limit ǫ Ñ 0` in the Oseen equation. All that remains to be done in this
respect is to identify the weak˚ limit Kp0q of the sequence pKǫqǫą0 in terms of the limit η of the sequence
pp̺ǫqǫą0, where
Kǫ :“ Aǫ
Bǫ
, ǫ ą 0,
with
Aǫ :“
ż
DJˆRpJ`1qd
Jÿ
j“1
pF pqjq b qjqM p̺ǫ`Bpq, xq, v, t˘ dq dv,
Bǫ :“
ż
DJˆRpJ`1qd
M p̺ǫ`Bpq, xq, v, t˘ dq dv.
The limit Kp0q is anticipated to be of the form
Ap0q
Bp0q
,
where
Ap0q :“
ż
DJˆRpJ`1qd
Jÿ
j“1
pF pqjq b qjqM η
`
Bpq, xq, t˘ dq dv “ ż
DJ
Jÿ
j“1
pF pqjq b qjq η
`
Bpq, xq, t˘ dq,
Bp0q :“
ż
DJˆRpJ`1qd
M η
`
Bpq, xq, t˘ dq dv “ ż
DJ
η
`
Bpq, xq, t˘ dq.
The proof of this is identical to the proof, presented in Section 4.4, that the weak˚ limit K of the sequence
pKpkqqkě0, where Kpkq “ ApkqBpkq , k “ 0, 1, . . . , considered in terms of the limit p̺ of the sequence pp̺pkqqkě0, is of
the form A
B
, the key ingredient in the argument being the strong convergence ̺ǫ ÑMpvq ̺ “Mpvq η “ ρp0q
in L1pΩJ`1 ˆ RpJ`1qd ˆ p0, T qq, guaranteed by Lemma 6.2. We do not repeat the proof, therefore.
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We now return to (6.24), and perform partial integration in the first term on the left-hand side, yieldingż
ΩJ`1
ρ¯ǫpr, tqφpr, tqdr ´
ż t
0
ż
ΩJ`1
ρ¯ǫpr, τq Bτφpr, τqdr dτ ´
J`1ÿ
j“1
ż t
0
ż
ΩJ`1
Jǫ,j ¨ Brjφdr dτ
“
ż
ΩJ`1
ρ¯0prqφpr, 0qdr @φ P L2p0, T ;W 1,2pΩJ`1qq XW 1,2p0, T ;L2pΩJ`1qq, @ t P p0, T s,(6.29)
since ρ¯ǫp¨, 0q “ ρ¯0p¨q :“
ş
RpJ`1qd
Mpvq p̺ǫpr, v, 0qdv. Passage to the limit ǫÑ 0` then givesż
ΩJ`1
ηpr, tqφpr, tqdr ´
ż t
0
ż
ΩJ`1
ηpr, τq Bτφpr, τqdr dτ ´
J`1ÿ
j“1
ż t
0
ż
ΩJ`1
Jj ¨ Brjφdr dτ
“
ż
ΩJ`1
ρ¯0prqφpr, 0qdr @φ P L2p0, T ;W 1,2pΩJ`1qq XW 1,2p0, T ;L2pΩJ`1qq, @ t P p0, T s,(6.30)
where Jj :“ ´β Brjη ` η ppLrqj ` up0qprj , ¨qq for j “ 1, . . . , J ` 1. To see that this is indeed the case, we
recall from the proof of Lemma 6.2 that the sequence
p?ǫp´ǫ?ǫ BtJǫ ´Divr Rǫqqǫą0
converges to 0 inW´1,2pΩJ`1ˆp0, T qqd as ǫÑ 0`. It then follows from (6.28) that, for each j “ 1, . . . , J`1,
(6.31) lim
ǫÑ0`
p´β Brj̺ǫ ` ̺ǫppLrqj ` uǫprj , ¨qqq “ Jj in W´1,2pΩJ`1 ˆ p0, T qqd.
Thanks to (6.9)3 and since ̺ǫ á ̺ “ η weakly* in L8p0, T ;L2pΩJ`1qq, it follows that, for each j “
1, . . . , J ` 1,
̺ǫppLrqj ` uǫprj , ¨qq á ηppLrqj ` uprj, ¨qq weakly in L2p0, T ;L2pΩJ`1qdq.
Also, β Brj̺ǫ á β Brjη weakly* in L8p0, T ;W´1,2pΩJ`1qdq. Hence,
Jj :“ ´β Brjη ` η ppLrqj ` up0qprj, ¨qq, j “ 1, . . . , J ` 1,
as an equality in W´1,2pΩJ`1 ˆ p0, T qqd.
Now, since Jj P L2pΩJ`1ˆp0, T qqd and η ppLrqj`up0qprj , ¨qq P L2pΩJ`1ˆp0, T qqd for all j “ 1, . . . , J`1,
it follows that Brjη P L2pΩJ`1 ˆ p0, T qqd for all j “ 1, . . . , J ` 1. Therefore,
(6.32) Jj :“ ´β Brjη ` η ppLrqj ` up0qprj, ¨qq, j “ 1, . . . , J ` 1,
as an equality in L2pΩJ`1 ˆ p0, T qqd.
To summarize the main result of this section, we have shown that the small-mass limit of the coupled
Oseen–Fokker–Planck system under consideration satisfies the following coupled problem: the velocity-
pressure pair pup0q, πp0qq solves the Oseen system
Btup0q ` pb ¨∇qup0q ´ µ△up0q `∇πp0q “ ∇ ¨Kp0q for px, tq P Ωˆ p0, T s,
∇ ¨ up0q “ 0 for px, tq P Ωˆ p0, T s,
up0qpx, tq “ 0 for px, tq P BΩ ˆ p0, T s,
up0qpx, 0q “ u0pxq for x P Ω,
(6.33)
with
Kp0qpx, tq :“
ş
DJ
řJ
j“1pF pqjq b qjq η
`
Bpq, xq, t˘ dqş
DJ
η
`
Bpq, xq, t˘ dq for px, tq P Ωˆ p0, T s,(6.34)
and the nonnegative function η, with
ş
ΩJ`1
ηpr, tqdr “ 1 for all t P r0, T s, solves the following parabolic
initial-boundary-value problem:
Btη “
J`1ÿ
j“1
´
β B2rjη ´ Brj ¨
´
η ppLrqj ` up0qprj , ¨qq
¯¯
in ΩJ`1 ˆ p0, T s,(6.35)
ηp¨, 0q “ p̺0 P L2pΩJ`1;Rě0q,(6.36)
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subject to the weakly imposed boundary condition Jj ¨ νprjq “ 0 on BΩpjq ˆ p0, T s for j “ 1, . . . , J ` 1
(implied by the third term on the left-hand side of the equation (6.30)); i.e., by recalling the identity (6.32),
we have the following zero-normal-flux boundary condition on η:`
β Brjη ´ η ppLrqj ` up0qprj , ¨qq
˘ ¨ νprjq “ 0 on BΩpjq ˆ p0, T s for j “ 1, . . . , J ` 1.(6.37)
We note that the partial differential equation (6.35) is of the form divpr,tqpJ , ηq “ 0, where divpr,tq is the
space-time divergence of the ppJ`1qd`1q-component vector-function pJ , ηq defined on ΩJ`1ˆp0, T q, with
pJ , ηq P L2pΩJ`1ˆp0, T qqpJ`1qdˆL2pΩpJ`1qdˆp0, T qq. Consequently, by a standard trace theorem for the
function space Hpdiv,Dq, with D “ ΩJ`1 ˆ p0, T q, the vector-function pJ , ηq has a well-defined normal
trace on the boundary BpΩJ`1ˆp0, T qq of the domain ΩJ`1ˆp0, T q, contained inW´ 12 ,2pBpΩJ`1ˆp0, T qqq;
see, for example, Theorem 18.7 in [2]. Thus, the boundary condition (6.37) for (6.35) is meaningful, as an
equality in W´
1
2
,2pBΩpjqˆp0, T qq (the dual space of W
1
2
,2
00 pBΩpjqˆp0, T qq, j “ 1, . . . , J `1; cf., for example,
Theorem 18.9 in [2]).
We complete this section by proving the existence of a unique solution to the parabolic initial-boundary-
value problem satisfied by η. To this end, we introduce the real-valued function η˜ defined on ΩJ`1ˆ r0, T s
by
η˜pr, tq :“ ηpr, tq ´ 1|Ω|
ż
ΩJ`1
ηpr, tqdr
“ ηpr, tq ´ 1|Ω| .
Hence, we have that the function η˜, with
ş
ΩJ`1
η˜pr, tqdr “ 0 for all t P r0, T s, solves the following parabolic
initial-boundary-value problem:
Btη˜ “
J`1ÿ
j“1
´
β B2rj η˜ ´ Brj ¨
´´
η˜ ` 1|Ω|
¯
ppLrqj ` up0qprj , ¨qq
¯¯
in ΩJ`1 ˆ p0, T s,(6.38)
η˜0 :“ η˜p¨, 0q “ p̺0 ´ 1|Ω| P L2pΩJ`1;Rě0q,
ż
ΩJ`1
η˜0prqdr “ 0,(6.39)
pβ Brj η˜ ´
´
η˜ ` 1|Ω|
¯
ppLrqj ` up0qprj , ¨qq
¯
¨ νprjq “ 0 on BΩpjq ˆ p0, T s, j “ 1, . . . , J ` 1.(6.40)
Let us introduce the Hilbert space
H1‹ pΩJ`1q :“
"
ϕ P H1pΩJ`1q :
ż
ΩJ`1
ϕprqdr “ 0
*
equipped with the norm of H1pΩJ`1q, with an analogous definition of L2‹pΩJ`1q equipped with the norm
of L2pΩJ`1q.
By (6.30), the weak formulation of the problem (6.38)–(6.40) therefore amounts to seeking a function
η˜ P Cpr0, T s;L2‹pΩJ`1qq X L2p0, T ;H1‹ pΩJ`1qq
with
Btη˜ P L2p0, T ;H1‹ pΩJ`1q1q,
such that η˜p¨, 0q “ η˜0p¨q, and
xBtη˜, ϕyH1‹ pΩJ`1q1ˆH1‹ pΩJ`1q `
J`1ÿ
j“1
ż
ΩJ`1
“
β Brj η˜ ´ η˜ ppLrqj ` up0qprj , ¨qq
‰ ¨ Brjϕdr
“
J`1ÿ
j“1
ż
ΩJ`1
1
|Ω| ppLrqj ` up0qprj , ¨qq ¨ Brjϕdr @ϕ P H
1
‹ pΩJ`1q.
BEAD-SPRING-CHAIN MODELS FOR DILUTE POLYMERIC FLUIDS 79
We consider the bilinear form ap¨, ¨q defined on H1‹ pΩJ`1q ˆH1‹ pΩJ`1q by
apψ,ϕq :“
J`1ÿ
j“1
ż
ΩJ`1
“
β Brjψ ´ ψ ppLrqj ` up0qprj , ¨qq
‰ ¨ Brjϕdr, ψ, ϕ P H1‹ pΩJ`1q,
and set
ℓpϕq :“
J`1ÿ
j“1
ż
ΩJ`1
1
|Ω| ppLrqj ` up0qprj , ¨qq ¨ Brjϕdr, ϕ P H
1
‹ pΩJ`1q.
Because up0q P L2p0, T ;L8pΩqdq, we have that ℓ P L2p0, T ;H1‹ pΩJ`1q1q. The bilinear form ap¨, ¨q is
obviously well-defined for every ψ,ϕ in H1‹ pΩJ`1q. Moreover, by the Cauchy–Schwarz inequality, ap¨, ¨q is
bounded (and therefore continuous); i.e.,
|apψ,ϕq| ď C }ψ}H1pΩJ`1q}ϕ}H1pΩJ`1q @ψ,ϕ P H1‹ pΩJ`1q,
for some positive constant C, independent of t P r0, T s. Furthermore, ap¨, ¨q satisfies a G˚arding inequality;
indeed, we have that
apψ,ψq “ β
J`1ÿ
j“1
ż
ΩJ`1
|Brjψ|2 ´
J`1ÿ
j“1
ż
ΩJ`1
ψ ppLrqj ` up0qprj , ¨qq ¨ Brjψ dr
ě β
2
J`1ÿ
j“1
ż
ΩJ`1
|Brjψ|2 ´
1
2β
J`1ÿ
j“1
ż
ΩJ`1
|pLrqj ` up0qprj , ¨q|2 |ψ|2 dr
ě β
2
|ψ|2H1pΩJ`1q ´
1
2β
´
ess.suprPΩJ`1
J`1ÿ
j“1
|pLrqj ` up0qprj , ¨q|2
¯
}ψ}2L2pΩJ`1q
“ β
2
}ψ}2H1pΩJ`1q ´
˜
β
2
` 1
2β
´
ess.suprPΩJ`1
J`1ÿ
j“1
|pLrqj ` up0qprj , ¨q|2
¯¸
}ψ}2L2pΩJ`1q
for all ψ P H1‹ pΩJ`1q, which leads to
apψ,ψq ě α }ψ}2H1pΩJ`1q ´ C }ψ}2L2pΩJ`1q @ψ P H1‹ pΩJ`1q,
where
α :“ β{2 and C :“ β
2
` 1
2β
´
ess.suprPΩJ`1
J`1ÿ
j“1
|pLrqj ` up0qprj , ¨q|2
¯
are positive constants.
A classical abstract result due to J.-L. Lions (cf. [16], Theorem 10.9) then implies that, for any initial
datum η˜0 P L2‹pΩJ`1q (and up0q P L2p0, T ;W 1,σpΩqdq, with σ ą d, fixed), there exists a unique function η˜
satisfying:
η˜ P Cpr0, T s;L2‹pΩJ`1qq X L2p0, T ;H1‹ pΩJ`1qq, Btη˜ P L2p0, T ;H1‹ pΩJ`1q1q,
xBtη˜, ϕyH1‹ pΩJ`1q1ˆH1‹ pΩJ`1q ` apη˜, ϕq “ ℓpϕq for a.e. t P p0, T q, @ϕ P H1‹ pΩJ`1q,
and
η˜p¨, 0q “ η˜0p¨q.
That concludes the proof of the existence of a unique weak solution to the parabolic initial-boundary-value
problem (6.38)–(6.40) satisfied by η˜, which therefore also establishes the existence of a unique weak solution
to the parabolic initial-boundary-value problem satisfied by η “ η˜ ` 1{|Ω|, for up0q P L2p0, T ;W 1,σpΩqdq,
with σ ą d, fixed. Similarly, the Oseen system has, for a given fixed η, a unique weak solution pair
pup0q, πp0qq (with πp0q understood to be unique up to an additive constant). The uniqueness of a solution
triple pup0q, πp0q, ηq satisfying the coupled problem we have arrived at in the small-mass limit is of course
not guaranteed, since Kp0q is a nonlinear function of η and up0q enters into the evolution equation for η, so
the coupled system for the small-mass limit pup0q, πp0q, ηq is still very much nonlinear.
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7. The small mass limit problem and the classical Hookean bead-spring-chain model
Our aim in this final section is to explore the connection between the small-mass-limit problem (6.33)–
(6.37) and the classical Hookean bead-spring-chain model for dilute polymeric fluids. We begin by recalling
that
x “ 1
J ` 1
`
r1 ` ¨ ¨ ¨ ` rj`1
˘
and qj “ rj`1 ´ rj for j “ 1, . . . , J,
and perform a change of variables in order to transform the partial derivatives in (6.35) with respect to
the variables rj , j “ 1, . . . , J ` 1, into partial derivatives with respect to x and qj, j “ 1, . . . , J . To this
end, note that
Br1 “ ´Bq1 `
1
J ` 1Bx,
Brj`1 “ Bqj ´ Bqj`1 `
1
J ` 1Bx, j “ 1, . . . , J ´ 1,
BrJ`1 “ BqJ `
1
J ` 1Bx.
Thus,
B2r1 ` ¨ ¨ ¨ ` B2rJ`1 “ p´Bq1q2 ` pBq1 ´ Bq2q2 ` ¨ ¨ ¨ ` pBqJ´1 ´ BqJ q2 ` pBqJ q2 `
1
J ` 1B
2
x.
Consider the matrix B P RpJ`1qdˆJd, called the incidence matrix, which is a pJ ` 1q ˆ J block matrix with
dˆ d blocks, defined by
B :“
¨˚
˚˚˚˚
˚˝˚
´I O O . . . O
I ´I O . . . O
O I ´I O O
...
. . .
. . .
. . .
. . .
O . . . O I ´I
O . . . O O I
‹˛‹‹‹‹‹‹‚
.
The d ˆ d block at position pi, jq in B is equal ´I if the jth spring starts at bead i, it is equal to I if the
jth spring ends at bead i, and it is equal to O otherwise, for i “ 1, . . . , J ` 1 and j “ 1, . . . , J . Note that
R :“ BTB “
¨˚
˚˚˚˚
˚˝˚
2I ´I O . . . O
´I 2I ´I . . . O
O ´I 2I ´I O
...
. . .
. . .
. . .
. . .
O . . . ´I 2I ´I
O . . . O ´I 2I
‹˛‹‹‹‹‹‹‚
.
The symmetric positive definite block matrix R :“ BTB of size Jdˆ Jd is referred to as the Rouse matrix.
In terms of the Rouse matrix we have
B2r1 ` ¨ ¨ ¨ ` B2rJ`1 “ BTq BTBBq `
1
J ` 1B
2
x “ BTq R Bq `
1
J ` 1B
2
x,(7.1)
where Bq :“ pBTq1 , . . . , BTqJ qT.
Next, note that
Br1 ¨ pηpLrq1q “ pBr1ηq ¨ pLrq1 ` ηBr1 ¨ pLrq1 “ pBr1ηq ¨ q1 ´ dη.
We define, with r “ Bpq, xq, where q “ pqT1 , . . . , qTJ qT P DJ and x P Ω,
ψpx, q, tq :“ ηpBpq, xq, tq “ ηpr, tq.
Hence,
Br1 ¨ pηpLrq1q “
ˆ
´ Bq1ψ `
1
J ` 1Bxψ
˙
¨ q1 ´ dψ.
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Similarly,
Brj`1 ¨ pηpLrqj`1q “
ˆ
Bqjψ ´ Bqj`1ψ `
1
J ` 1Bxψ
˙
¨ pqj`1 ´ qjq ´ 2dψ, j “ 1, . . . , J ´ 1,
and
BrJ`1 ¨ pηpLrqJ`1q “
ˆ
BqJψ `
1
J ` 1Bxψ
˙
¨ p´qJq ´ dψ.
Thus we have that
J`1ÿ
j“1
Brj ¨ pηpLrqjq “ ´rBBqψ ¨ Bq ` 2dJψs “ ´rpBqψqTBTBq ` 2dJψs
“ ´rpBqψqTBTBq ` pBTq pBTBqqqψs “ ´BTq pψR qq.(7.2)
By combining (7.1) and (7.2) we deduce that
´
J`1ÿ
j“1
pβB2rjη ´ Brj ¨ pηpLrqjq “ ´
“
βBTq R Bqψ ` BTq pR q ψq
‰´ β
J ` 1B
2
xψ
“ ´βBq ¨
„
R
ˆ
Bqψ ` 1
β
q ψ
˙
´ β
J ` 1B
2
xψ.(7.3)
Let
Mpqq :“ p2πβq´ 12Jd exp `´|q|2{2β˘ , where q “ pqT1 , . . . , qTJ qT P DJ .
Hence, (7.3) yields
´
J`1ÿ
j“1
pβB2rjη ´ Brj ¨ pηpLrqjq “ ´βBq ¨
„
R Mpqq Bq
ˆ
ψ
Mpqq
˙
´ β
J ` 1B
2
xψ.(7.4)
Next, observe that
Brj ¨ pηup0qprj , tqq “ up0qprj , tq ¨ Brjη “ up0qprj , tq ¨
$&%
´Bq1ψ ` 1J`1Bxψ, j “ 1,
Bqj´1ψ ´ Bqjψ ` 1J`1Bxψ, j “ 2, . . . , J,
BqJψ ` 1J`1Bxψ, j “ J ` 1.
Thus we have that
J`1ÿ
j“1
Brj ¨ pηup0qprj , tqq “
˜
1
J ` 1
J`1ÿ
j“1
up0qprj , tq
¸
¨ Bxψ `
Jÿ
j“1
pup0qprj`1, tq ´ up0qprj , tqq ¨ Bqjψ.
By performing the approximations ˜
1
J ` 1
J`1ÿ
j“1
up0qprj , tq
¸
« up0qpx, tq
and
pup0qprj`1, tq ´ up0qprj , tqq « p∇up0qpx, tqqprj`1 ´ rjq “ p∇up0qqpx, tqqj ,
we obtain
J`1ÿ
j“1
Brj ¨ pηup0qprj , tqq « up0qpx, tq ¨ Bxψ `
Jÿ
j“1
p∇up0qqpx, tqqj ¨ Bqjψ
“ up0qpx, tq ¨ Bxψ `
Jÿ
j“1
Bqj ¨ pp∇up0qqpx, tqqjψq,
(7.5)
where the last equality is a consequence of the fact that
Bqj ¨ pp∇up0qqqjq “ trp∇up0qq “ ∇ ¨ up0q “ 0.
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By substituting (7.4) and (7.5) into (6.35) and writing ∇ instead of Bx and ∆ instead of B2x, we have that
Btψ ` up0q ¨∇ψ `
Jÿ
j“1
Bqj ¨ pp∇up0qqqjψq ´ βBq ¨
„
R Mpqq Bq
ˆ
ψ
Mpqq
˙
´ β
J ` 1∆ψ « 0,
which can also be written as
Btψ ` up0q ¨∇ψ `
Jÿ
j“1
Bqj ¨ pp∇up0qqqjψq ´ β
Jÿ
i,j“1
Bqj ¨
„
Rij Mpqq Bqi
ˆ
ψ
Mpqq
˙
´ β
J ` 1∆ψ « 0.(7.6)
Upon replacing the approximate equality in (7.6) by equality we arrive at the Fokker–Planck equation for
the classical Hookean bead-spring-chain model with centre-of-mass diffusion:
Btψ ` up0q ¨∇ψ `
Jÿ
j“1
Bqj ¨ pp∇up0qqqjψq ´ β
Jÿ
i,j“1
Bqj ¨
„
Rij Mpqq Bqi
ˆ
ψ
Mpqq
˙
´ β
J ` 1∆ψ “ 0.(7.7)
The equation (7.7) is supplemented by the initial condition
ψpx, q, 0q “ ψ0px, qq,(7.8)
where ψ0px, qq :“ ˆ̺0pBpq, xqq (cf. (6.36)).
Since (7.7) is now posed on the domain Ω ˆDJ ˆ p0, T s rather than on ΩJ`1 ˆ p0, T s, it is natural to
replace the zero-normal-flux boundary condition (6.37) on BΩpJ`1q ˆ p0, T s by zero-normal-flux boundary
conditions on BΩ ˆDJ ˆ p0, T s and Ωˆ BDJ ˆ p0, T s; i.e.,
∇ψpx, q, tq ¨ nxpxq “ 0 for all px, q, tq P BΩˆDJ ˆ p0, T s,(7.9)
where nx is the unit outward normal vector to BΩ, and
Jÿ
i“1
„
βRij Mpqq Bqi
ˆ
ψ
Mpqq
˙
´ pp∇up0qqqjψq

¨ nqj “ 0(7.10)
for all px, q, tq P Ωˆ pD ˆ ¨ ¨ ¨ ˆ BD ˆ ¨ ¨ ¨ ˆDq ˆ p0, T s, j “ 1, . . . , J , where nqj is the unit outward normal
vector to BD for the jth copy of the domain D in the Cartesian product DJ “ D ˆ ¨ ¨ ¨ ˆD.
By integrating the Fokker–Planck equation (7.7) over DJ and using the boundary condition (7.10), and
then integrating both the boundary condition (7.9) and the initial condition (7.8) over DJ , we obtain
Bt
ˆż
DJ
ψ dq
˙
` up0q ¨∇
ˆż
DJ
ψ dq
˙
´ β
J ` 1∆
ˆż
DJ
ψ dq
˙
“ 0 in Ωˆ p0, T s,
∇
ˆż
DJ
ψ dq
˙
¨ nx “ 0 on BΩ ˆ p0, T s,(7.11) ˆż
DJ
ψ dq
˙
p¨, 0q “
ˆż
DJ
ψ0p¨, qqdq
˙
in Ω.
If the initial datum ψ0 is such that, for some constant n ą 0,ż
DJ
ψ0px, qqdq “ n´1 for a.e. x P Ω,
then, by uniqueness of the solution to the initial-boundary-value problem (7.11), it follows thatż
DJ
ψpx, q, tqdq “ n´1 for a.e. px, tq P Ωˆ r0, T s;
that is ż
DJ
ηpBpq, xq, tqdq “
ż
DJ
ψpx, q, tqdq “ n´1 for a.e. px, tq P Ωˆ r0, T s,
whereby the expression for the tensor Kp0q stated in (6.34) simplifies to
Kp0q “ n
ż
DJ
Jÿ
j“1
pF pqjq b qjqψpx, q, tqdq.(7.12)
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In this form, Kp0q is referred to as Kramers’ expression for the polymeric extra stress tensor for the bead-
spring-chain model with J springs. We highlight one small but relevant difference between the classical
Kramers expression and (7.12): in the classical Kramers expression the integral in q is taken over the whole
of RJd, whereas in our case the integral in q is over DJ Ă RJd, whereD :“ Ω´Ω. In this respect the formula
(7.12) is more consistent with the definition of the configuration vectors qj :“ rj`1´ rj, j “ 1, . . . , J , than
its classical counterpart; it also avoids the nonphysical feature of the classical Hookean model that springs
in a linear bead-spring-chain are allowed to stretch out to infinity even though their endpoints are confined
to a bounded flow domain Ω. In our case, in contrast, if Ω is bounded, then so is DJ . Of course, if Ω
happens to be the whole of Rd then DJ “ RJd, so (7.12) and its classical counterpart will coincide.
The main obstacle in proving the existence of global weak solutions to the Hookean bead-spring-chain
model (cf. [8], for example,) where integration in the Kramers expression is over RJd, is lack of weak com-
pactness of the sequence of approximating solutions to the Fokker–Planck equation in the |q|2-weighted L1
space L1|q|2pRJdq (even though the sequence of approximating solutions is strongly convergent in L1locpRJdq),
which then obstructs passage to the limit in the classical Kramers expression precisely because integration
with respect to the configuration space variable q there is over the whole of RJd rather than a bounded sub-
set of RJd. This difficulty was ultimately overcome in [12] in the case of d “ 2 through a rigorous proof of
the fact that the macroscopic closure of the Hookean dumbbell model (J “ 1) is the Oldroyd-B model, for
which a global existence result is available (cf. [3]). The existence of global weak solutions to the Hookean
dumbbell model in the case of d “ 3, with the Kramers expression in its classical form (i.e. with integration
over q P RJd) however remains an open problem. With the Kramers expression defined by (7.12) now, the
situation is radically different: the technical difficulties caused by loss of compactness disappear, enabling
completion of the proof of existence of global weak solutions to the Hookean bead-spring-chain model in
both two and three space dimensions by replicating the proof contained in [8].
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