Derivation between equations (9) and (10) to determine the variance of the Gaussian noise to add during the image quality prediction process:
σ 2 add,k = σ 2 under,k − σ 2 ref (9) = σ 2 acq τ pred,k − σ 2 ref = τ ref τ ref σ 2 acq τ pred,k − σ 2 ref = τ ref τ pred,k σ 2 ref − σ 2 ref = τ ref τ pred,k − 1 σ 2 ref(10)
Weighted Least Squares
Derivation of the maximum likelihood formulation of MRI reconstruction optimization. This derivation applies directly to the likelihood term of the MAP derivation described in section 1.4, specifically between equations (13) and (14):
Effect of Measurement Time Distribution
We repeated the measurement time distribution experiment form section III-A of the main paper using a uniform density sampling distribution. Similar to the variable density version of the experiment, the fully determined images with reduced measurement time show lower image quality than the images reconstructed from the reference acquisition data and the prediction image quality matches the fully determined image quality. For both the Shepp-Logan phantom and the MRI acquisition of the tomato, the reconstruction system failed to recover from the underdetermined system created by the uniform density undersampling.
Image Quality Prediction
In addition to the in vivo knee and brain datasets in section III-C of the main paper, we demonstrate the image quality prediction process with a second fully-sampled in vivo head dataset using increasingly aggressive retrospective undersampling rates. This in vivo head dataset is an axial slice of a 3D fully-sampled, spoiled gradient echo dataset acquired on a 1.5T scanner (GE Healthcare, Waukesha, WI) with 8 receive channels. The dataset was retrospectively undersampled and processed in the same manner as the in vivo knee dataset.
Consistent with the knee dataset results, the prediction image has equivalent or worse image quality than the reference image and the undersampled reconstruction image has equivalent or worse image quality than the prediction image. With a reasonable amount of undersampling, the 4x underdetermined images only have slightly lower image quality than the prediction images. As undersampling increases to 12x, the image quality gap between the underdetermined and prediction images increases.
Regularization Parameter
The regularization parameter, λ, in the regularized weighted least squares (WLS) optimization balances the least squares data consistency term with the 1 sparsity term. Due to the WLS optimization formulation, the expected value of the least squares term is the same for both the prediction process and the actual underdetermined reconstruction. This indicates that we should use the same sparsity regularization parameter for both prediction and underdetermined reconstructions.
In order to confirm that the same regularization parameter value works for both prediction and underdetermined reconstructions, we repeated the in vivo head experiment above (with 9x undersampling) using a variety of λ values. Specifically, we used λ values of 0.002, 0.02, and 0.2 for the prediction process and the underdetermined reconstruction. This experiment is also designed to show that the image quality prediction process functions properly for different choices of regularization parameter value. Fig. 3 shows the prediction and reconstruction results for the head dataset with 9x undersampling and wavelet regularization using three different regularization values (λ). Low, medium, and high λ values of 0.002, 0.02, and 0.2, respectively, were used for the prediction process and actual reconstruction. The resulting prediction and reconstruction images match up well in terms of image quality. Specifically, the low λ images are both fairly noisy; the high λ images are both over-smoothed; and the medium λ images both fall in-between, representing the best image quality of each column. These results illustrate that selecting the regularization parameter for the prediction process can give us a reasonable expectation for the image quality of the reconstruction process using the same regularization parameter. 
Results

