In this work, we present X-SQL, a new network architecture for the problem of parsing natural language to SQL query. X-SQL proposes to enhance the structural schema representation with the contextual output from BERT-style pre-training model, and together with type information to learn a new schema representation for down-stream tasks. We evaluated X-SQL on the WikiSQL dataset and show its new state-of-the-art performance.
Introduction
Question Answering (QA) is among the most active research areas in natural language processing recently. In this paper, we are interested in QA over structured databases. This is usually done by mapping natural language question to a SQL query representing its meaning, a problem known as semantic parsing, followed by executing the SQL query against databases to obtain the answer.
The largest annotated dataset for this problem is WikiSQL (Zhong et al., 2017) . Early work adopts a neural sequence-to-sequence approach with attention and copy mechanism, while recent focus has been on incorporating the SQL syntax into neural models. Xu et al. (2017) and Yu et al. (2018a) capture the syntax via dependency between different prediction modules. Dong and Lapata (2018) and Finegan-Dollak et al. (2018) use a slot filling approach where syntactic correctness is ensured by predefined sketches.
Recent advances in language representation modeling (Radford et al., 2018; Devlin et al., 2018) demonstrate the value of transfer learning from large external data source. For WikiSQL, the work of Hwang et al. (2019) has shown significant improvement with such pre-training techniques. In view of this trend, we propose X-SQL, an improved pre-training based neural model with contributions from the following three perspectives.
There are two types of textual information to be considered for this problem: one is the unstructured natural language query, and the other is the structured data schema. Previous work either models them independently or builds crossattention between them (Xu et al., 2017; Shi et al., 2018) . While the structured information such as table column is relatively stable, natural language queries are highly variable. We leverage an existing pre-trained model named MT-DNN (Liu et al., 2019) to capture this variation and summarize the unstructured query into a global context representation, which is then being used to enhance the structured schema representation for downstream tasks. To the best of our knowledge, this is the first attempt to incorporate BERT-style contextual information into a problem-dependent structure, and build a new representation to better characterize the structure information.
Second, part of SQL syntax is bounded to the type of structured data schema. For example, aggregator MIN only appears with numerical column, and operator > doesn't pair with string typed column. We incorporate schema type information in two places. Section 2.1 describes type embedding with a modification of pretrained language representation, and Section 2.3 shows how to further improve certain sub-tasks with a separately learned type embedding.
Lastly, we observe previous approach using multiple binary classifiers for where clause prediction cannot effectively model the relationship between columns, since each classifier is optimized independently, and their outputs are not directly comparable. To tackle this issue, X-SQL takes a list-wise global ranking approach by using the Kullback-Leibler divergence as its objective to bring all columns into a comparable space (Section 2.4).
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2 Neural Architecture
The overall architecture consists of three layers: sequence encoder, context enhancing schema encoder and output layer.
Sequence Encoder
For the sequence encoder, we use a model similar to BERT (Devlin et al., 2018) with the following changes:
• A special empty column [EMPTY] is appended to every table schema. Its usage will become clear in Section 2.4.
• Segment embeddings are replaced by type embeddings, where we learn embeddings for four different types: question, categorial column, numerical column and the special empty column.
• Instead of initializing with BERT-Large, we initialize our encoder with MT-DNN (Liu et al., 2019) , which has the same architecture as BERT, but trained on multiple GLUE tasks (Wang et al., 2018a) . MT-DNN has been shown to be a better representation for down-stream NLP tasks.
Note, we rename [CLS] output of BERT to
[CTX] in the following sections and Figure 1 . This is to emphasize that context information is being captured there, rather than a representation for down-stream tasks. In addition to these changes, our encoder differs from SQLova with NL2SQL layer (Hwang et al., 2019) in the following important way: while SQLova still runs bi-LSTM/column attention on top of the encoder, our architecture enjoys a much simpler yet powerful design for consequent layers, which we believe is largely attributed to a better alignment of BERT with the problem. [SEP] denote the output from the encoder, each of dimension d. Each question token is encoded as h q i , followed by h C ij which encodes the j-th token from column i since each column name may contain multiple tokens. Our context enhanced schema encoder (Figure 1(a) ) tries to learn a new representation h C i for each column i by strengthening the original encoder output with the global context information captured in h [CTX] .
Context Enhanced Schema Encoder
Denoting the number of tokens in column i as n i , the schema encoder summarizes each column by computing
where α it := SOFTMAX(s it ). The alignment model s it tells how well t-th token of column i matches the global context, and is defined as
Both U, V ∈ R m×d , and we use simple dot product for f . While there is already some degree of context being captured in the output from sequence encoder, such influence is limited as self-attention tends to focus on only certain regions. On the other hand, the global contextual information captured in [CTX] is diverse enough, thus is used to complement the schema representation from sequence encoder.
Although context enhanced schema encoder and column attention introduced in Xu et al. (2017) share a similar goal of better aligning natural language question and table schema, they differ significantly in both technical solution and the role played in the overall architecture. Column attention changes h q i by signifying which query words are most relevant to each column. It does so for every column in the table, and columns are processed independent of each other. Context enhanced schema encoder, on the other hand, believes BERT style sequence encoder already performs well on the natural language side, and tries to come up with a better representation for schema. It uses only contextual information captured in [CTX] to update the schema part. Since [CTX] also contains information from other parts of the schema, columns are no longer updated independently.
Output Layer
The output layer composes the SQL program from both sequence encoder outputs h [CTX] , h q 1 , · · · , h qn and context enhancing schema encoder outputs h C 1 , h C 2 , · · · , h [EMPTY] . Similar to Xu et al. (2017) and Hwang et al. (2019) , the task is decomposed into 6 sub-tasks, each predicting a part of the final SQL program. Unlike their models, X-SQL enjoys a much simplified structure due to context enhancement. We first introduce a task dependent sub-network that modulates the schema representation h C i using context h CTX . Specifically,
Different from Equation 1, this computation is done separately for each sub-task, to better align the schema representation with the particular part of natural language question that each sub-task should focus on.
The first task, S-COL, predicts the column for the SELECT clause. The probability of column C i being chosen for the SELECT statement is modeled as
with W S-COL ∈ R 1×d . Note, S-COL depends on r C i only, as opposed to both query and schema in previous work. The second task, S-AGG, predicts the aggregator for the column selected by SELECT. To enhance the intuition that aggregator depends on the selected column type, e.g. MIN aggregator doesn't go with a string typed column, we explicitly add column type embedding to the model. The probability of the aggregator is computed as
where W S-AGG ∈ R 6×d with 6 being the number of aggregators. Different from other sub-tasks we use h C i here rather than r C i , as we incorporate column type in a similar way to Equation 2. Type embedding E T C i is learned separately from the one used by the sequence encoder.
The remaining 4 tasks W-NUM, W-COL, W-OP and W-VAL together determine the WHERE part. Task W-NUM finds the number of where clauses using W W-NUM h [CTX] , and is modeled as a classification over four possible labels each representing 1 to 4 where clauses in the final SQL. It doesn't predict the empty where clause case, which is delegated to W-COL through the Kullback-Leibler divergence as explained in Section 2.4. Task W-COL outputs a distribution over columns using
and based on the number from W-NUM, top scoring columns are selected for the where clauses. Task W-OP chooses the most likely operator for the given where column using
Intuitively operator also depends on the column type, and could be modeled in the same way as Task S-AGG in Equation 3. However, we didn't observe improvement during experiments, therefore we prefer to keep the original simple model. Model parameters
and R 3×d respectively, with number of possible operators being 3. Predicting value for where clause (task W-VAL) is formulated as predicting a span of text from query, which simply becomes predicting the beginning and the end position of the span using
where g(x) := W x + b. Parameters U start , V start , U end , V end ∈ R m×d and different g functions are learned for predicting start and end. 
Experiments
We use the default train/dev/test split of the WikiSQL dataset. Both logical form accuracy (exact match of SQL queries) and execution accuracy (ratio of predicted SQL queries that lead to correct answer) are reported. The logical form accuracy is the metric we optimize during training. Table 1 includes results both with and without execution guidance (EG) applied during inference . We compare our results with the most recent work of WikiSQL leaderboard, including the previous state-of-theart SQLova model. X-SQL is shown to be consistently and significantly better across all metrics and achieves the new state-of-the-art on both dev and test set. Without EG, X-SQL delivers an absolute 2.6% (83.3 vs. 80.7) improvement in logical form accuracy and 2.5% improvement in execution accuracy on test set. Even with EG, X-SQL is still 2.4% better in logical form accuracy, and 2.2% better in execution accuracy. It is worth noting that X-SQL+EG is the first model that surpasses the 90% accuracy on test set. On the other hand, for dev set human performance is estimated to be 88.2% according to Hwang et al. (2019) . X-SQL is the first model better than human performance without the help of execution guidance. Table 2 reports the accuracy for each sub-task, and demonstrates consistent improvement. In particular, task W-COL shows an absolute 1.1% gain without EG and 1.7% with EG. We attribute this to our new approach of formalizing the where column prediction as a list-wise ranking problem using KL divergence. Another significant improvement is the W-VAL task, with an absolute 1.2% gain without EG and 2.0% with EG. This partly results from the column set prediction (i.e. W-COL) improvement as well, since the value generation depends highly on the predicted column set for the where clause.
Conclusion
We propose a new model X-SQL, demonstrate its exceptional performance on the WikiSQL task, and achieve new state-of-the-art across all metrics. While the contribution around loss objective may be bounded by the specific SQL syntax that WikiSQL uses, how contextual information is leveraged and how schema type is used can be immediately applied to other tasks that involve pretrained language model for structured data. Future work includes experimenting with more complex dataset such as Spider (Yu et al., 2018b) .
