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Abst ract - -We study superlinear boundary value problems for a discrete system which in partic- 
ular includes the prototype quation x(k + 1) -- f(k, x(k)), equations with finite as well as infinite 
delays, equations of neutral type, and the discrete integral equations of Volterra type. 
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1. INTRODUCTION 
Let N = {0, 1, 2 , . . .  ) and Nm = {0, 1 , . . . ,  m} where m is a positive integer. In this paper, we 
present some general existence results for the discrete system 
k 
x(k + 1) = Ak(i)x(i) + b(k) 
i----0 
k E N, (1.1) 
where x : N --, RP and x(k) = (xl(k),.. .  ,xn(k)). Throughout each Ak(i) is a constant n x n 
matrix; b(k) is an n-vector, and/k  : R n(k+l) --' R n, with the dependence o f /k  at k annotated in 
the subscript. System (1.1) has received much attention recently; see [1,2] and their references. 
We will let B(N)  denote the space of all real n-vector bounded functions defined on N, and 
let L be a bounded linear operator mapping B(N) into R n. In this paper, we are interested in 
the discrete system (1.1) subject o the boundary conditions 
L[x] = ~ E R n. (1.2) 
There are very few results known concerning the discrete system (1.1), (1.2) on the infinite inter- 
val; we refer the reader to the paper of Agarwal and O'Regan [1]. This paper continues the study 
initiated in [1]. By using a nonlinear alternative of Leray-Schauder type [3] and a diagonalization 
process (via the Arzela Ascoli Theorem), we are able to establish existence of solutions x E B(N)  
to (1.1), (1.2) if our nonlinearities fk satisfy a superlinear type growth condition. The existence 
of limk-.oo x(k) will also be discussed in detail (see Sections 2 and 3). Also in Section 3 we will 
discuss the existence of nonnegative solutions to discrete systems on infinite intervals. Our results 
complement and improve those in [1]. 
~esot  by ~S-~ 
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For the remainder of this section, we gather together some known results [2] which will be used 
in Section 2. Consider the linear difference system 
k 
x(k + 1) = E Ak(i)x(i) + b(k), k E N. (1.3) 
i----0 
The following result can be found in [2]. 
THEOREM 1.1. For the linear system (1.3) together with the initial condition 
• (o )  = ~, 
the unique solution x(k) can be written as 
z(k) = ~(k)~ + ~(k), 
where 
kEN,  
k-1 
~(k) = E Bk(i)b(i), 
/=0 
and the n x n matrices A(j) and Bk(i) are recursively defined as 
~4(0) = I (identity), 
J 
A( j  + 1) = Z Aj(i)A(i), 0 < j <_ k, 
i=0 
and 
Bk(i) = O, i > k > O, 
Bk(k -  1) = I, k > 1, 
k-1  
Yk(i) = ~ Ak-l(e)Bt(i), 0<i<k-1 .  
t= i+ l  
REMARK. Throughout this paper we shall assume that the rank of each of the matrices ~4(k), 
kE  N, andBk(i), 0<i<k-1 ,  kEN isn .  
Now Theorem 1.1, with the above remark, immediately yields the following result [1] for system 
(1.2), (1.3). 
THEOREM 1.2. A necessary and sufficient condition for the existence o/a  unique solution of the 
boundary value problem (1.2), (I.3) is that the matrix 
G = L[,4(k)], is nonsingular. (1.4) 
Farther, this solution x( k ) can be represented as 
x(k) = Hl[b(k)] + H2[t~, 
where H1 is the linear operator mapping B(N) into itself such that 
E k-1 ,A(k) G-1L [~"Li=o k-1 ] 
: , 
i~-0 
and 1"12 is the linear operator mapping R '~ into B(N) such that 
H2[£] = .A( k )G-1L 
Finally, we state a nonlinear alternative of Leray-Schauder type [3]. 
THEOREM 1.3. Let E be a Banach space and C c_ E a convex set. Assume U is a relatively 
open subset of C with uo E U and F : U --* C a continuous, compact map. Then either 
(i) F has a Fixed point, or 
(ii) there exists u E @U and A E (0, 1) with u = AF(u) + (1 - A)uo. 
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2. EX ISTENCE RESULTS FOR THE NONLINEAR PROBLEM 
With B(N)  we associate the norm Ilxlloo = supkeN IIz(k)ll; here Ilall = ~- -a  lad,  a = 
(al,  . . . .  c~n) • R" .  Also we let B(Nm) denote the space of real n-vector functions defined 
on Nrn and we associate the norm Ilxll~ = supk~N~ IIx(k)ll with B(Nrn). For x • B(Nm) let 
z(k), k•Nm, 
N 
• (k) = x(m), k • Nm" 
The set of all such functions • will be denoted by D(Nm). We associate the norm I I~IID~ = Ilxll~ 
with D(Nm). Notice D(Nm) is a Banach space. 
In this section, we establish a variety of existence results for the discrete problem 
k 
x(k + 1) = E Ak(i)x(i) + # [b(k) + A(x(0), x(1) , . . . ,  x(k))], 
i----0 
k • N, (2.1) 
with 
L[x] = £ • R n, (2.2) 
here p > 0 is a constant. We first discuss the case when Bk(i) has the splitting Bk(i) = Xik)Yi i);  
the more general case will be immediate also from the analysis involved. 
THEOREM 2.1. Suppose (1.4) holds. In addition, assume 
there exist matrices X(k) and Y(i) defined for 0 < i < k, 
k • N such that ilk(i) = X(k)Y(i), 
(2.3) 
Q _= max I,A:~N~sup II~ik)ll, keNsup IIX(k)ll} < ~,  (2.4) 
and 
there exists a continuous nondecreasing function ¢ : [0, co) -~ [0, oo) 
and functions , q : N --* [0, oo) with, 
IIY(i)[b(i) + f~(x(O), x(1),..., z(i))]ll < s(i) ~(llxll~) + q(i), 
for any x • B(N), 
(2.5) 
oo (x) 
W -- E s(i) < c¢ and P - E q(i) < oo (2.6) 
i--O i~0 
hold. Also suppose #o >- 0 satLs/ies 
sup Eo#o-"x" + Expo + "2 > 1, x~(0,oo) 
(2.Z) 
where Eo = Q W + Q211G-11111LII W, E1 = Q P + Q2HG-1H IILII P, and E2 = QHG-11111£H. If 
0 <_ # <_ po, then (2.1), (2.2) has a solution in BIN). 
PROOF. Fix # < Po. Let M0 > 0 satisfy 
Mo > 1. (2.8) 
E0 # ¢(Mo) + El # + E2 
Fix n • {I, 2,... }. Consider the operator Tn : DIN,)  --* D(Nn) defined by 
Tn('~)(k) = ~(k) (here • E D(N.)) ,  
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where for k E Nn, 
k-1 
y(k) = X(k) E Y(i)# [b(i) + f,(3(0), ~(1),..., 3(i))] 
i=0 
[~_.~ k-1 fi(3(0)~ 3(1)~... ~ 3(~))] 
We would like to apply Theorem 1.3. With this in mind we first show Tn : D(Nn) --* D(Nn) is 
continuous. To see this let 31, 32 e D(Nn) and define yl(k) = Tn(31)(k) and ~2(k) = Tn(32)(k). 
Then 
I1~ -~2f lD .  = IlY~ - Y~II- = sup I l y l (k )  - y?(k)ll 
kEN,, 
n -1  
_< ~q ~ flY(i)[fd~do),..., 3~(i)) - f~(32(o),... ,3?.(i))]ll 
i=0 
n-1 
+ ~Q211G-s II IILII ~ I Ig ( i ) [£ (3~(0) , . . . ,  3d i ) )  - 1~(~2(0), . . . ,  32(i))111 • 
i----0 
Consequently, 
n-X 
IfT.(31) -T , (32) I ID .  <_ #Q ~ IIY(i)[fried0),... ,3di)) - fd32(0),... ,32(i))]11 
/=0 
rt-1 
+ ~ Q211G-11f IILII ~ I IY ( i ) [ fd~l (0 ) , .  ,~1(i)) - fd32(o) , . . .  ,~2(i))]11 • 
i=0 
Also we have from (2.5) for i E Nn that 
IIYC/) [f~(31(0), . . . .  3x(i)) - 1~(32(0), . . . ,  32(i))]11 < 8(i) [¢(11xl II.) + ¢(11x211.)] + 2 q(i). 
Now the Lebesgue dominated convergence theorem implies T. : D(N.)  -4 D(Nn) is continuous. 
Also the Arzela Ascoli Theorem [4] implies T. : D(Nn) ~ D(Nn) is completely continuous. 
Next assume the equation 
3(k) = A Tn 3(k) (2.9)x 
has a solution in D(Nn) for some 0 < A < 1. Then (2.4)-(2.6) yield for k E Nn that 
k-1 k-1 
I[x( k)[I -< # Q Z [s(i)¢ ([Ix[I,) + q(i)] + # Q2 ][G-1H HLH E [s(i) ¢ (Hxl],)+q(i)] +Q HG -1 II I1£[I 
/=0 i=0 
<_ (#Q+zQ 2 IIG-'II I I L I I ) (WC( I I~ I ID . )+P)+Q IIG-1H Ilell 
Thus, 
and so 
II~IID. = Ilxll, ~ Eo ~ ¢ (II~IID.) + Zx ~ ÷ E2, 
II~IID. < 1. 
Eo ~, ¢ (II311D.) + E1 ~ + E2 - 
This together with (2.8) implies 
IJeJlo. # M0 
for any solution 3 E D(Nn) to (2.9)x. Apply Theorem 1.3 with 
U = {3 e D(Nn) : 113lID. < M0}, E = C = D(Nn) 
(2.10) 
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to deduce (notice (ii) in Theorem 1.3 cannot occur because of (2.10)) that Tn has a fixed point xn 
(i.e., T , (5 , (k ) )  = ~n(k)) with II'~nllD,. <_ Mo. We can do this for each n 6 {1,2, . . .  }. Hence, we 
find a sequence {x,} such that ~,  6 D(Nn) and II~n[[D. = IIx,~Hn <_ M0 and for k 6 N , ,  
k-1  
~,,(k) = X(k) ~_, Y(i) ~ [b(i) + f,(~,(0),...  ,~,(i))] 
_A(k)G-1L[~Bk(i)l~[b(i)+fi('£n(O),...,'£(i))]]-t- .A(k) G-I£. 
ki=O 
The sequence {~n} is uniformly bounded on N1. The Arzela-Ascoli Theorem [4] guarantees a 
subsequence $1 of N and a x 1 E B(N1) with 
[[~m - x11[1 -~ 0, as m --* cx~ through $1. 
Similarly there exists a subsequence $2 of $1 and a x 2 E B(N2) with 
II~rn - x2112 -* 0, as m --* ~ through $2. 
Notice xl(1) = x2(1) since $2 C $1. Proceed inductively to obtain for i = 1, 2 . . .  a subsequence 
Si of Si-1 and a x i e B(Ni)  with 
[[~rn - x~[[i -* 0, as m --* oo through Si. 
Also xi(k) = xi-l(k) if k e N/-1. Define x : N --* R n as follows. Fix c e N and let j e N with 
c <_ j.  Let x(c) = xJ(c). Now x is well defined and [[x[[oo _< Mo. Fix c and choose j _> c. Then 
for m e S j \N j  and k E Nj ,  we have that 
k-1  
~,,,(k) = ~,,,(k) = X(k) ~ Y(i)Z [b(i) + f~(~m(0),..., ~m(i))] 
i=0 
- .A(k)G-1L [~ Bk(i) l.~ [b(i) + fi('xm(O),.. . ,'xm(i))]] + .A(k) G-I£" 
ki=O 
Let m -+ ~ through Sj (using the Lebesgue dominated convergence theorem) to obtain 
P 
xJ(k) = X(k) y~ k - 1 Y(i) # [b(i) + f~ (xJ(0) , . . . ,  xJ(i))] 
i=0 
Li=O 
Thus, 
k-1  
x(k) = X(k) ~ Y(i) ~, [b(i) +/ , (x(0) , . . . ,  ~(i))] 
i----0 
-.A(k)G-1L [~ flk(i) # [b(i) ÷ fi(x(O),...,x(i))]] +.A(k) G-I£ 
Li=O 
for k E Nj  (in particular for k = c). Since c is arbitrary the result follows. | 
Of course assumption (2.3) can easily be removed in Theorem 2.1 provided assumption (2.5) is 
strengthened. For completeness, we state the result (the proof will be omitted since its essentially 
the same as that given in Theorem 2.1). 
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THEOREM 2.2. Suppose (1.4) holds. In addition assume 
Q0 - sup HA(k)II < oo, (2.11) 
kEN 
there exists a continuous nondecreasing function ¢ : [0, oo) --~ [0, oo) 
and functions , q : N ~ [0, co) with, 
[[Bk(i) [b(i) + fi(x(O), x(1), . . . ,  x(i))]l [ _< s(i)¢(ll~[l~) + q(i) 
for any x E BiN) and any k E N, 
(2.12) 
and 
O<3 (3O 
W - Z s(i) < oo and P =-" Z q(i) < oo, (2.13) 
i~O i=0 
hold. Also suppose I~o >- 0 satisfiies 
sup(  x ) 
ze(0,oo) E3 #Uo ¢(x) + E4 #0 "{- Es :> 1, 
(2.14) 
where E3 = W + QoJlC-lJI IIL[I w, E4 = P + QollC-~ll IILII P, and E5 = QolIG-X[I Ilel[. If 
0 < lZ ~_ #o, then (2.1), (2.2) has a solution in B(N). 
Let Boo(N) consist of all functions x e B(N) for which limx_~oo x(k) exists and is finite. Our 
next result establishes existence of a solution to (2.1), (2.2) in Boo(N). 
THEOREM 2.3. Suppose (1.4), (2.3)-(2.6) hold and in addition assume Izo >_ 0 satisfiies (2.7). 
Also suppose 
lira A(k) = A(oo) and lira Bk(i) = Boo(i) exist and are fin/W, (2.15) 
k--*oo k---*oo 
holds. IfO <_ # <_ I~o, then (2.1),(2.2) has a solution in Boo(N). 
REMARK. Notice (2.3) and (2.15) imply that limk-.oo X(k) = X(oo) exists and is finite. 
PROOF. We know from Theorem 2.1 that there exists a solution y E B iN  ) of (2.1), (2.2) with 
IlYlJoo -< M0. Also for k e N we have 
k-1  
y(k) = X(k) YCi) [b(i) +/,(y(0),..., y(i))] 
i----0 
-A(k)G-XL [~ Bk(i)# [b(i) + f,(y(O),...,y(i))]] +.A(k)G-1L 
Li=O 
Now assumption (2.15) implies limk-~oo y(k) exists and is finite (use also (2.5), (2.6), and IlYloo 
_< M0). Consequently,  E B°°(N). II 
Finally in this section, we would like to state a result for the discrete system on finite intervals. 
The proof involves adjustments in part of the argument in Theorem 2.1 (as a result it will be 
omitted). In particular we discuss the discrete problem 
k 
x(k + 1) = E Ak(i)x(i) + I~ [b(k) + fk(x(0), x(1), . . . ,  x(k))], 
i==0 
L[x] = e e R n, 
k E Nm, (2.16) 
where L is a linear operator mapping B(Nm)  into R". 
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THEOREM 2.4. Suppose (1.4) holds. In addition, assume 
there exist matrices X(k) and Y(i) defined for 0 _< i <_ k, 
k • Nm such that Bk(i) = X(k)Y(i),  
(2.17) 
there ex/sts a continuous nondecreasing function ¢ : [0, oo) --, [0, oo) 
and functions , q : Nrn ~ [0, oo) with, 
[[V(i)[b(i) ÷ f,(x(O), x(1) , . . . ,  x(i))]ll < s(i) ¢(llxlld + q(i), 
for any x • B(Nm), 
hold. Also suppose/~o > 0 satisfies 
• ) 
=e(0,ao) E6 #o ¢(x) + Ez ~o + Es > 1, 
(2.1s) 
(2.1o) 
where E6 = Qm Wm+ Q~IIO-IIIIILIIW~, E7 = Q~ P~ + Q~IIO-zlIIILIIP~, and Es = Q,~IIG-~II 
11£11; here 
m--1 m--1 
Wm= ~s( i ) ,  Pro= ~ q(i), and Q,~ =max"sup  I[A(k)ll, sup tlX(k)l[~. 
i=O i-----O kkENm kEINm 1 
IfO <_ II < #o, then (2.I6) has a solution in B(Nm). 
REMARK. For (2.16), we need to assume that the rank of each of the matrices A(k), k E Nrn, 
and Bk(i), 0 < i < k -  1, k • Nm is n. 
REMARK. Of course Assumption (2.17) can be removed as before provided (2.18) is strengthened. 
3. L IMIT AT INF IN ITY  AND NONNEGATIVE  SOLUTIONS 
This section discusses in detail a special case of (1.1). In particular, we examine the scalar 
difference quation 
A 2 x(i -- 1) + f(i, x(i)) = 0, i • N (3.1) 
subject o the initial condition 
x(0) = 0, (3.2) 
here x : N --* R. 
THEOREM 3.1. Suppose the following conditions hold: 
there ex/sts a • B(N) with c~(0) < 0, o~(n) < 0, and 
(3.3) 
A 2 c~(i - 1) + f(i, a(i)) > O, i e Nn, for any n e N, 
there exists/3 e B(N)  with 1~(0) > 0, f~(n) > 0, and 
A 2 f~(i - 1) q- f(i,/3(i)) < O, i • Nn, for any n • N, 
and 
a(i) < ~(i), 
Then (3.1),(3.2) has a solution x E B(N) with 
(3.4) 
for i E N. (3.5) 
a(i) < x(i) </~(i), for i e N. 
PROOF. Fix m E {1,2 .... } and look at the boundary value problem 
A 2 x(i - 1) + f( i ,  x(i)) = 0, i e Nm, 
x(0) = x(m + 1) = o. 
(3.6) 
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Now [5, Theorem 3.1] implies that (3.6) has a solution xm • B(Nm) with a(i) _< xm(i) <_ ~(i) 
for i • {0 ,1 , . . . ,m+ 1}. Let 
{ x,~(k), k • Nm, 
N 
• m(k) = Xm(m), k • Nm" 
As in Theorem 2.1, we obtain for i -- 1,2. . .  a subsequence Si of S~-1 and a x ~ • B(N~) with 
[[~m - xilli ~ 0, as m ~ cv through Si. 
Define x : N --. R as follows. Fix c • N and let j • N with c < j. Let x(c) = xJ(c). Essentially 
the same reasoning as in Theorem 2.1 establishes that x(0) = 0 with 
/~2 x(i - 1) + f( i ,  x(i)) = O, i • N, 
and 
a(i) < x(i) </3(i), for i • N. | 
Now Theorem 3.1 immediately yields an existence result for the boundary value problem 
Z~ 2 x(i - 1) + f( i ,  x(i)) = O, i • N, 
x(0) = 0, lim x(i) = ~ • R. (3.7) 
i--*c~ 
THEOREM 3.2. Suppose (3.3), (3.4), and (3.5) are satisfied. In addition assume 
lim a ( i )=  lim f~(i)= % (3.8) 
/--~oo i--*oo 
Then (3. 7) has a solution. 
A special case of Theorem 3.2 is the following corollary. 
COROLLARY 3.3. Suppose (3.4) is satisfied. In addition assume 
f( i ,  O) > O, for i • N, (3.9) 
f~(i) > 0, for i • N, (3.10) 
and 
hold. Then 
lira f~(i) = 0 (3.11) 
i--*OO 
/~2 x(i - 1) + f( i ,  x(i)) = O, i e N, 
x(0) = 0, lim x(i) = 0 
has a nonnegative solution. 
PROOF. Take a = 0 in Theorem 3.2. II 
EXAMPLE. The discrete boundary value problem 
x(i + 1) - 3x(i) + x(i - 1) - 2 ~-1 x2(i) + 2 -~ = o, i • N, 
x(0) = 0, lim x(i) -- 0 (3.12) 
has a nonnegative solution. 
To see this we apply Corollary 3.3. Notice the difference quation in (3.12) can be rewritten as 
/x 2 x(i - 1) + ](i, x(i)) = O, i • N, 
where 
f ( i ,u )=-2  ~- lu 2+(2  -~-u) ,  fo ru•R,  i •N .  
Clearly (3.9) is true. Also (3.4), (3.10), and (3.11) hold with ~(i) = 2 -~ (in fact /x2B(i) + 
f ( i ,~( i ) )  = 0 with f~(i) -- 2-~). As a result a solution x • B(N) to (3.12) is guaranteed from 
Corollary 3.3. 
REMARK. Of course Theorem 2.1 gives us another type of existence result for (3.1), (3.2). We 
could also discuss nonnegative solutions in this setting if we assume (3.9). 
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