Nonequilibrium diagrammatic technique for Hubbard Green functions by Chen, Feng et al.
ar
X
iv
:1
61
0.
00
03
6v
1 
 [c
on
d-
ma
t.m
es
-h
all
]  
30
 Se
p 2
01
6
Nonequilibrium diagrammatic technique for Hubbard Green functions
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We introduce diagrammatic technique for Hubbard nonequilibrium Green functions (NEGF). The
formulation is an extension of equilibrium considerations for strongly correlated lattice models to
description of current carrying molecular junctions. Within the technique intra-system interactions
are taken into account exactly, while molecular coupling to contacts is used as a small parameter in
perturbative expansion. We demonstrate the viability of the approach with numerical simulations
for a generic junction model of quantum dot coupled to two electron reservoirs.
I. INTRODUCTION
Using single molecules as electronic devices was origi-
nally suggested in a seminal paper by Aviram and Rat-
ner [1]. First experimental realization of a single molecule
conductance junction was reported twenty years later [2].
Since then the field of molecular electronics experienced
rapid development [3]; today molecular junctions are uti-
lized as both nanoscale devices and convenient platforms
for study of fundamental physical properties of matter
at nanoscale [4, 5]. Experimental advancements in mea-
surements of junction responses (charge, spin, and energy
fluxes; optical scattering; thermoelectric characteristics)
to external perturbations (bias and gate voltages, tem-
perature gradient, optical and voltage pulses) led to a
surge in development of corresponding theoretical tools.
Molecular electronics is an interdisciplinary area of re-
search combining condensed matter physics, statistical
mechanics, nanoplasmonics, nonlinear optics, quantum
chemistry, and engineering. Traditionally theoretical
considerations of molecular junctions employ tools orig-
inally developed in high energy physics and successfully
utilized in mesoscopic physics for description of transport
in quantum dot junctions. In particular, the nonequilib-
rium Green function (NEGF) technique [6–9] is the usual
choice in ab initio simulations. The quasiparticle (orbital
or elementary excitations) basis employed in NEGF has
many important advantages, from the ability to easily
treat systems of realistic sizes to developed diagrammatic
perturbation theory which allows to account for intra-
molecular interactions within a controlled expansion in a
small interaction parameter. Density functional theory
(DFT) [10, 11] - also formulated in the basis of effective
single particle orbitals - yields molecular electronic struc-
ture. The natural combination of the two approaches, the
NEGF-DFT, was formulated [12–14] and successfully ap-
plied in many simulations where intra-molecular interac-
tion (e.g., electron-phonon coupling in the off-resonant
tunneling regime) is the smallest energy scale [15–18].
As in any technique, the NEGF-DFT has its limita-
tions; in particular, in treating strong intra-molecular
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interactions. The limitations are especially evident in
the resonant tunneling regime (regime where the elec-
tron tunnels into one of the molecular orbitals), which is
of particular importance for practical applications [4]: a
large response of the molecular structure to external per-
turbation (e.g., negative differential resistance [19–25],
current induced chemistry [26, 27], or switching [21, 28–
31]) is a requirement for constructing an effective molecu-
lar device. For example, even such a simple resonant tun-
neling phenomenon as Coulomb blockade requires special
treatment by DFT; only recently developed hybrid func-
tionals [32–35] are capable of appropriate description of
the effect. Note that the often utilized Landauer-DFT
version of the NEGF-DFT may even lead to qualitative
failures [36, 37]. We note in passing that NEGF-DFT
(and NEGF-TDDFT) approaches have also fundamen-
tal limitations related to both foundations of (TD)DFT
(utilization of Kohn-Sham orbitals as physical objects,
non-uniqueness of the excited-state potentials, question
of stability, and chaos of the mapping of densities on po-
tentials, etc.) [38, 39] and in combination of DFT with
NEGF for transport description [40].
The difficulties mentioned above with NEGF-DFT led
to the development of a nonequilibrium theory in which
the system’s response to external perturbations is de-
scribed using the many-body eigenstates of the isolated
molecule (see Fig. 1). Such basis may be advantageous in
theoretical description of a number of experiments [41–
46]. It also facilitates the incorporation of the methods
of quantum chemistry [47] and nonlinear optical spec-
troscopy [48] (usually applied to isolated molecules) into
description of open nonequilibrium molecular systems.
Contrary to the NEGF, where quadratic system-bath
coupling is taken into account exactly while intra-system
interactions are treated by perturbation theory, tech-
niques utilizing many-body states of the system account
for the intra-system interactions exactly while coupling
to contacts is treated perturbatively. Such techniques
are mostly applicable for molecules relatively weakly cou-
pled to substrate(s). Similar to the equilibrium analog
we coined this as the nonequilibrium atomic limit [49].
We note that consequences of treating molecule and its
coupling to electrodes at different level of theory were
discussed in the literature [50]. Validation of such an
approach and dependence of results on different parti-
2tioning schemes in realistic simulations is postponed for
future research.
There are two flavors of Green function techniques ca-
pable of describing response of a nonequilibrium system
coupled to environment (e.g., molecule coupled to con-
tacts) utilizing the system’s many-body states: the pseu-
doparticle (PP) NEGF and the Hubbard NEGF. A sim-
plified variant of the former - the slave boson technique
- has been utilized to describe transport in junctions in
seminal papers by Wingreen and Meir [51]. Recent devel-
opment of the dynamical mean field theory [52] renewed
interest in the PP-NEGF [53, 54]. The methodology in
its lowest (second) order in the system-bath coupling (the
non-crossing approximation, NCA) was recently applied
to describe transport and optical response in molecular
junctions [54–59]. Pseudoparticle Green functions (two-
time correlation functions of creation and annihilation
operators of many-body states of the system) can be
viewed as a generalization of density matrix (which de-
scribes time-local correlation of many-body states). The
methodology utilizes second quantization in the state
space. As a result its formal structure is completely
equivalent to the standard NEGF. However such formula-
tion is possible only in an extended Hilbert space, whose
physical subspace is defined by the normalization condi-
tion (sum of probabilities for the system to be in any of
its states should be one) [48]. The latter restriction is
the main inconvenience of the method.
The Hubbard NEGF is formulated solely in physical
Hilbert space. It utilizes Hubbard (or projection) opera-
tors
XˆS1S2 ≡ |S1〉〈S2| (1)
on the states |S1,2〉 of the system. Below we distinguish
atomic orbitals
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FIG. 1. Sketch of a molecular junction. Nonequilibrium
atomic limit utilizes basis of many-body states of an isolated
molecule (thus accounting for intra-molecular interactions)
while treating coupling between molecule and contacts within
perturbation theory.
between diagonal (e.g., pair of states containing same
number of electrons) and non-diagonal operators. For the
latter we introduce creation (e.g., number of electrons in
state |S1〉 is bigger compared with |S2〉) and annihilation
operators of Fermi (e.g., difference in number of electrons
between the two states is odd) or Bose type. Central
object of interest is the Hubbard Green function (two-
time correlation functions of the Hubbard operators)
G(S1S2),(S3S4)(τ, τ
′) ≡ −i〈Tc XˆS1S2(τ) Xˆ
†
S3S4
(τ ′)〉 (2)
Here τ and τ ′ are the Keldysh contour variables, Tc is
the contour ordering operator, and XˆS1S2 and XˆS3S4 are
annihilation operators in the Heisenberg representation.
Green functions (2) are most closely related to the usual
NEGF. Indeed, while NEGF deals with correlations of
elementary excitations (quasiparticles) cˆi,
Gij(τ, τ
′) = −i〈Tc cˆi(τ) cˆ
†
j(τ
′)〉, (3)
the Hubbard NEGF yields spectral decomposition of the
excitations into underlying transitions between many-
body states of the system, cˆi =
∑
S1,S2
〈S1|cˆi|S2〉 XˆS1S2 ,
and considers correlations between pairs of such transi-
tions. Thus, knowing the Hubbard NEGFs one always
can reconstruct the NEGF. Introducing auxiliary fields,
one can write the exact equation of motion for the Hub-
bard NEGF (2) in terms of the fields and their functional
derivatives (see, e.g., Ref. [60] for details), and solve them
approximately. For example, ignoring the auxiliary fields
in the EOM corresponds to the first Hubbard approxima-
tion (HIA) [61]. The method was applied to transport
problems in a number of publications [47, 60, 62–66].
While applicable to Green functions, the auxiliary field
approach is less convenient in derivations of multi-time
correlation functions. Such functions yield information
on optical response [67] to classical radiation fields [68],
fluctuation theorems, and counting statistics [69] of the
system. A possible alternative is diagrammatic pertur-
bation theory, which allows building controlled approxi-
mations for both Green (two-time) and multi-time cor-
relation functions. Here we present a nonequilibrium di-
agrammatic technique for the Hubbard NEGF, and il-
lustrate its viability within generic model simulations.
The approach is an extension of equilibrium diagram-
matic technique for Hubbard operators in lattice mod-
els [70, 71] applied to nonequilibrium realm of molecu-
lar junctions. It can be considered as a Green function
generalization of the real-time perturbation theory devel-
oped for density matrices [72–75]. As such it illustrates
connection between Green function and density matrix
methodologies. We note in passing that density matrix
oriented formulations capable to provide efficient numer-
ical solutions for time-local quantities are available in the
literature. [76–80]
In summary, presented formulation is first nonequilib-
rium diagrammatic technique applicable to multi-time
correlation functions of Hubbard operators. Contrary
to standard diagrammatic techniques it utilizes system-
bath coupling as a small parameter of expansion with
3intra-system interactions taken into account exactly. At
the same time (similar to standard diagrammatic tech-
niques) diagrams can be analyzed and particular subsets
responsible for a physical process of interest retained.
Compared to PP-NEGF (similar perturbative expansion)
the current technique is formulated solely in the physical
Hilbert space, which makes it potentially advantageous
in formulation of, e.g., the full counting statistics for in-
teracting systems. Finally, being much lighter than nu-
merically exact methods the approach can be utilized in
first principles simulations of realistic systems.
The structure of the paper is the following: Section II
introduces general diagrammatic rules for the Hubbard
NEGF. We specialize to generic model of a quantum dot
junction in Section III. Section IV presents numerical
simulations; where possible (in noninteracting case) we
compare the perturbation theory to exact results. Sec-
tion V concludes.
II. DIAGRAMMATIC TECHNIQUE FOR
HUBBARD NEGF
Diagrammatic technique for NEGF is based on the
Wick’s theorem [81] which relies on (anti)commutation
relations for creation and annihilation (Fermi) Bose op-
erators, [cˆi; cˆ
†
j]± = δi,j . Similarly one has to consider
(anti)commutations of Hubbard operators for a tran-
sition m = (S1, S2) between two many-body states
being of a (Fermi) Bose type. The corresponding
(anti)commutators for the Hubbard operators are
[
XˆS1S2 ; Xˆ
†
S3S4
]
±
= δS2,S4XˆS1S3 ± δS1,S3XˆS4S2 (4)
where the plus sign is taken if both XˆS1S2 and XˆS3S4 are
fermionic Hubbard Operators and the minus sign other-
wise. A crucial difference is appearance of an operator
(contrary to number in quasiparticle case) in the right
side of (4). Nevertheless a variant of the Wick’s theo-
rem was developed for lattice models at equilibrium and
corresponding diagrammatic techniques were formulated
and applied to studies of strongly correlated magneti-
cally ordered systems [70, 71]. The goal of this paper
is to adapt the methodology to nonequilibrium realm of
current carrying molecular junctions.
We consider generic model of a junction consisting of
a molecule M coupled to two contacts L and R each
characterized by its own electrochemical potential µL,R
and temperature TL,R
Hˆ = HˆM +
∑
K=L,R
(
HˆK + VˆMK
)
(5)
Here HˆM is Hamiltonian of an isolated molecule which
we represent in the basis of many-body states {|S〉} of the
the molecule. HˆK describes reservoir of free electrons and
VˆMK couples the two subsystems. Explicit expressions
are
HˆM =
∑
S
ESXˆSS (6)
HˆK =
∑
k∈K
εk cˆ
†
kcˆk (7)
VˆMK =
∑
k∈K
∑
m∈M
(
Vkmcˆ
†
kXˆm +H.c.
)
, (8)
where ES are energies of the many-body states, XˆSS are
states projection operators, cˆ†k (cˆk) is second quantization
creation (annihilation) operator for an electron in level
k of contacts, and m are single electron (Fermi type)
transitions between pairs of molecular states. Below we
consider expansion in the molecule-contact(s) coupling
Vˆ =
∑
K=L,R VˆMK .
We consider the Hubbard Green function defined on
the Keldysh contour, Eq. (2). A multi-time correlation
function can be treated similarly. Following the usual
procedure we transfer to the interaction representation
with respect to Hˆ0 = HˆM +
∑
K=L,R HˆK and expand
the scattering operator Sˆ = exp[−i
∫
c dτ Vˆ (τ)] (here and
below operators are in the interaction picture) in Taylor
series. This leads to
G(S1S2),(S3S4)(τ, τ
′) =
∞∑
n=0
(−i)n+1
n!
∫
c
dτ1 . . .
∫
c
dτn
〈Tc XˆS1S2(τ) Xˆ
†
S3S4
(τ ′) Vˆ (τ1) . . . Vˆ (τn)〉0 (9)
Subscript 0 indicates that evolution in each term of the
expansion is governed by the Hamiltonian Hˆ0 repre-
senting uncoupled molecule and contacts. In the usual
spirit of NEGF technique we assume that molecule and
contacts (originally decoupled) are connected at time
t → −∞, and that original (before coupling) state of
the system is a direct product of states of its parts,
ρˆ0 = ρˆ
L
0 ⊗ ρˆ
M
0 ⊗ ρˆ
R
0 . Thus quantum mechanical and
statistical average, 〈. . .〉0 ≡ Tr[. . . ρˆ0], in (9) can be split-
ted into the product of averages of molecular Hubbard
operators and contact quasiparticle operators. The lat-
ter satisfy the usual Wick’s theorem [81] and thus can
be represented as the sum of all possible products of pair
correlation functions thus yielding products of molecular
self-energies due to coupling to the contacts
σKmm′(τ, τ
′) =
∑
k∈K
Vmk gk(τ, τ
′)Vkm′ (10)
where gk(τ, τ
′) ≡ −i〈Tc cˆk(τ) cˆ
†
k(τ
′)〉 is NEGF of free
electron in level k of contact K.
To evaluate the average of Hubbard operators we make
two additional assumptions: 1. originally (at t → −∞)
molecule was in thermal equilibrium and 2. after cou-
pling to the contacts the system reached steady-state,
i.e. memory of initial state was lost. The latter is a
usual assumption within the NEGF, and thus the for-
mer is unimportant for long time behavior of the system.
4Choice of thermal equilibrium as initial condition for
the molecule allows employing diagrammatic technique
of Refs. [70, 71] for evaluation of the average of Hubbard
(molecular) operators. Because the (anti)commutator
of two Hubbard operators is an operator, Eq. (4), the
Wick’s theorem for Hubbard operators differs from its
standard quasiparticle analog. First one distinguishes be-
tween non-diagonal (e.g., transition (S1, S2) with states
|S1〉 and |S2〉 different by a number of electrons) and di-
agonal Hubbard operators. Then pair contractions in a
multi-time correlation function are created starting from
one chosen non-diagonal operator (usually of annihilation
type, i.e. such that number of electrons in state |S1〉 is
less than the number in |S2〉) and continue sequentially
following a set of rules regarding choice of a non-diagonal
operator to start contraction at every step of the proce-
dure. It is important to note that diagrammatic rules for
contraction of Hubbard operators are not unique, that
is the same correlation function can be formally written
in several different (formally equivalent) ways depending
on choice of a system of priorities for the operators [70].
Another approach utilizes a principle of topological con-
tinuity: each next contraction starts from the operator
obtained in the previous contraction step, if the operator
is non-diagonal; otherwise contraction starts from a non-
diagonal operator connected to the already contracted
part by interaction line [71]. The latter choice allows to
formulate the most general form of diagrammatic rules,
however resulting diagrams are hard to analyze in terms
of which physical processes they represent. In our anal-
ysis we will use a mixture of the two traditional choices.
Next we introduce the contraction rules for the dia-
grammatic technique
1. Contraction starts from the entrance point. In the
Hubbard Green function (2) operator XˆS1S2(τ) is
the entrance point, while operator Xˆ†S3S4(τ
′) is the
exit point. For a multi-time correlation function
one can have several entrance (annihilation opera-
tor) and exit (creation operator) points; in this case
contractions can start from any entrance point.
2. An annihilation operator resulting from kth con-
traction is the starting point of (k + 1)th contrac-
tion.
3. If result of kth contraction is not an annihilation
operator, then we chose an annihilation operator
connected to the contracted part by interaction line
as the starting point of (k+1)th contraction. Note
that in our case interaction is self-energy due to
coupling to contacts, Eq. (10).
4. If neither 2, nor 3 is possible, then (k + 1)th con-
traction starts from one of unconnected annihila-
tion operators chosen in accordance with accepted
system of priorities (see Section III for details).
5. Single contraction from operator Xˆm1 to operator
Xˆm2 (where mi is an index for a pair of states) is
〈Tc . . . Xˆm2(τ2) . . . Xˆm1(τ1) . . .〉0 = (11)
(−1)P ig(0)m1(τ1, τ2)〈. . . [Xˆm1 ; Xˆm2 ]±(τ2) . . .〉0
Here g
(0)
m1(τ1, τ2) is zero order (in the absence of
molecule-contacts coupling) Green function and
[Xˆm1 ; Xˆm2 ]± is operator of spectral weight defined
in Eq. (4). P depends on the type of the op-
erator Xˆm1 : for Bose type P = 0; for Fermi
type P is the number of permutations of Xˆm1
with other Fermi operators in the correlation func-
tion of transition from original place of Xˆm1 to
position in front of Xˆm2 . Note that zero order
Green function of Hubbard operators G
(0)
m1(τ1, τ2)
differs from g
(0)
m1(τ1, τ2) by the spectral weight fac-
tor: G
(0)
m1(τ1, τ2) = g
(0)
m1(τ1, τ2)〈[Xˆm1 ; Xˆm1 ]±〉0 (the
latter is called Green function [70], propagator [71],
or locator [61] in the literature).
6. The sequence of contractions continues until all op-
erators remaining in the correlation function are di-
agonal. Separate expansion should be constructed
for these correlation functions.
7. Only connected diagrams are retained in the ex-
pansion.
8. After expansion to desired order of the coupling is
finished the diagrams are dressed in complete anal-
ogy with the standard diagrammatic techniques.
In the resulting diagrams one can distinguish three
types of contributions:
1. Self-energy contributions Σ(τ, τ ′) - irreducible
(those which cannot be cut by one Green function
line) parts of diagrams connected to the entrance
and exit points, respectively operators XˆS1S2(τ)
and Xˆ†S3S4(τ
′) in Eq. (2), by Green function lines.
2. Spectral weight contributions F (τ) - parts of dia-
grams where entrance and exit points are connected
by single Green function line.
3. Vertex contributions ∆(τ, τ ′) - parts of diagrams
connected to the entrance (but not exit) point by
single Green function line.
The sum of the spectral weight and the vertex diagrams,
P (τ, τ ′) = δ(τ, τ ′)F (τ) + ∆(τ, τ ′), is called the strength
operator [71].
Expansion series can be resumed into a modified Dyson
5FIG. 2. Graphical representation of the modified Dyson equa-
tion, Eqs. (12)-(13). Directed single solid line represents zero
order Green function g(0), directed double line stands for the
dressed Green function g, spectral weight F is indicated with
the circle, and vertex ∆ with triangle. Semi-circle represents
the strength operator P .
type equation
Gmm′(τ, τ
′) =
∑
m1
∫
c
dτ1 gmm1(τ, τ1)Pm1m′(τ1, τ
′) (12)
gmm′(τ, τ
′) =g
(0)
mm′(τ, τ
′) +
∑
m1,m2
∫
c
dτ1
∫
c
dτ2 (13)
g(0)mm1(τ, τ1)Σm1m2(τ1, τ2) gm2m′(τ2, τ
′)
Also here indices m indicate single-electron transitions
between many-body states of the system. Graphical rep-
resentation of the equations is shown in Fig. 2. Like the
Dyson equation of the standard NEGF, Eqs. (12)-(13)
are exact; their form reflects resummation of all the di-
agrams in perturbative expansion. Similar to the Dyson
equation, where the approximation enters via a particular
form of the self-energy, Eqs. (12)-(13) become approxi-
mate due to particular forms of the self-energy Σ and
strength operator P .
Note that similar structure of Green function (with-
out vertex contribution) was obtained within equation-
of-motion approach for retarded projection of the usual
Green function, Eq. (3), in Ref. [82]; nonequilibrium ver-
sion was derived in Ref. [83]. Note also that Eqs. (12)-
(13) are similar to those obtained within auxiliary fields
approach [61]. However, contrary to the auxiliary fields
approach to Hubbard NEGF diagrammatic formulation
yields a clear procedure of perturbative accounting for
the system-bath coupling, which is applicable also to
multi-time correlation functions. In particular, already
at second order in the coupling the diagrammatic tech-
nique yields vertex contribution, which is shown below to
be crucial for both accuracy of the results and the very
ability to predict co- and pair-tunneling in junctions.
III. QUANTUM DOT MODEL
We now specify to a quantum dot junction. Molecular
(quantum dot) subspace is spanned by four many-body
states states |S〉 (S ∈ {0, a, b, 2}) of the following second
FIG. 3. Non-dressed diagrams up to second order in molecule-
contacts coupling for Fermi Green function Gmm′ , Eq. (12),
contributing to the spectral weight F (circle, top panel), ver-
tex ∆ (triangle, middle panel), and self-energy Σ (bottom
panel). Solid line represents Fermi type Green function g
(0)
m ,
wavy line is the interaction (10), dashed line represents Bose
type Green function for two-particle scattering d
(0)
02 , and oval
stands for the correlation function C(0).
quantized form
|0〉 ≡ |0, 0〉 |a〉 ≡ |1, 0〉 |b〉 ≡ |0, 1〉 |2〉 ≡ |1, 1〉 (14)
Energies of the states are E0 = 0, Ea = εa, Eb = εb, and
E2 = εa+εb+U , respectively. There are four Fermi type
transitions m ∈ {1, 2, 3, 4} in the model corresponding to
charge transfer between molecule and contacts
1. |0〉〈a| 2. |b〉〈2| 3. |0〉〈b| 4. |a〉〈2| (15)
Performing expansion up to second order in molecular
coupling to contacts for the Hubbard Green function (2)
and evaluating contractions following the rules discussed
above leads to the set of diagrams presented in Fig. 3.
Diagrams for the spectral weight Fmm′(τ) (top panel in
Fig. 3) can be disregarded, because the latter is related
to lesser and greater projections of the Hubbard Green
functions
Fmm′(t) ≡ 〈{Xˆm(t); Xˆ
†
m′(t)}〉 = iG
>
mm′(t, t)−iG
<
mm′(t, t)
(16)
Dressed versions of contributions to the vertex and self-
energy (middle and bottom panels of Fig. 3, respectively)
are
∆mm′(τ, τ
′) =
∑
m1,m2
∫
c
dτ1 (17)
(
i(−1)m
′
d02(τ, τ
′) gm¯′m2(τ
′, τ1)Fm2m1(t1)σm1m¯(τ1, τ)
+ Cmm1,m2m′(τ, τ
′)σm1m3(τ, τ1) gm3m2(τ1, τ
′)
)
6Σmm′(τ, τ
′) =
∑
m1
Fmm1(t)σm1m′(τ, τ
′) (18)
+ iδ(τ, τ ′)
∑
m1,m2,m3
η(m3,mm1) δγ(m3,mm1),m′
×
∫
c
dτ1 σm1m2(τ, τ1)Gm2m3(τ1, τ)
+ i(−1)m
′
d02(τ, τ
′)σm¯′m¯(τ
′, τ)
Here m¯ = 3 −m, η(m,m1m2) and γ(m,m1m2) are de-
fined in (A3) and (A4), d02(τ, τ
′) is Green function (loca-
tor) corresponding to two-electron Hubbard Green func-
tion
D02(τ, τ
′) = −i〈Tc Xˆ02(τ) Xˆ
†
02(τ
′)〉, (19)
and
Cm1m2,m3m4(τ, τ
′) = 〈Tc δFˆm1m2(τ) δFˆm3m4(τ
′)〉 (20)
(δFˆ ≡ Fˆ − 〈Fˆ 〉) is the correlation function. In deriva-
tion of Eqs. (17)-(18) we utilized commutation relations
presented in Appendix A. Fourth order expressions are
written in Appendix B. Similarly, diagrammatic expan-
sions are performed for the functions (19) and (20). We
discuss them in Appendices C and D, respectively.
Comparing with previous works on the Hubbard
NEGF [60–66] we note that considerations there were
restricted to the first and (sometimes also) second dia-
gram in the bottom panel of Fig. 3 - correspondingly first
Hubbard (HIA) and one-loop approximations. Below we
show that other second order diagrams are also impor-
tant. In particular, second diagram in the middle panel
of Fig. 3 is crucial in obtaining better approximations
of exact results in the single electron tunneling regime
and is an inherent part of description of cotunneling in
junctions, while first diagram in the middle and last di-
agram in the bottom panels of Fig. 3 are responsible for
pair electron tunneling. We also note that contrary to
a common perception [84] HIA is not a lowest order ap-
proximation of the nonequilibrium atomic limit.
IV. NUMERICAL RESULTS
Here we present simulations within the generic quan-
tum dot model of Section III illustrating viability of the
diagrammatic perturbation technique. We start from
a non-interacting case, U = 0, where exact solution is
known from the usual NEGF. Simulations within the
perturbation theory (PT) will be compared to the exact
results.
Figure 4 shows results for a non-degenerate two-level
system junction. Parameters of the simulations are
T = 300 K, εa = −0.5 eV, εb = 0.5 eV, U = 0,
ΓKaa = Γ
K
bb = 0.1 eV and Γ
K
ab = Γ
K
ba = 0 (K = L,R).
Fermi energy is taken as origin, EF = 0, and bias is ap-
plied symmetrically µL/R = EF ± Vsd/2. Calculations
are performed on a grid spanning region from −6 to 6 eV
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FIG. 4. Non-degenerate, εa 6= εb, two-level system (HOMO-
LUMO) junction. Exact NEGF results (solid line, red) are
compared with diagrammatic perturbation theory (PT) sim-
ulations (dashed line, blue) for equilibrium (Vsd = 0, left)
and nonequilibrium (Vsd = 2 V, right) junctions. Top graphs
show Green functions ImG<11(E), −ImG
>
44(E) (main panel),
ImG<33(E) (top inset), and −ImG
>
11(E) (bottom inset). Mid-
dle graphs show correlation functions C>31,13(E) (rightmost
peak in the main panel), C>13,31(E) (top inset or leftmost
peak in the main panel), and C>33,33(E) (bottom inset or cen-
tral peak in the main panel). Bottom graphs show many-
body spectral function, i
∑
m
(
G>mm(E)−G
<
mm(E)
)
; dotted
line (black) shows results of HIA calculations. See text for
parameters.
with step 0.005 eV. One sees that diagrammatic pertur-
bation theory (dashed lines in Fig. 4) reproduces exact
results (solid lines in Fig. 4) quite accurately. Taking
into account that we build our consideration on top of
the equilibrium theory [70, 71], it is interesting to note
that in some cases nonequilibrum results appear to be
closer to exact data (compare top insets in the left and
right top panels of Fig. 4). Another important observa-
tion comes from comparison of the PT and HIA results
to exact data (compare dashed and dotted to solid lines
in bottom panels of Fig. 4). In this calculation (with
dominance of single electron tunneling) the main differ-
ence between the two approximations comes from second
diagram in the middle panel of Fig. 3. This diagram was
omitted in most previous Hubbard NEGF considerations.
Results for degenerate two-level system are presented
in Fig. 5. Here εa = εb = 0.5 eV and Γ
K
ab = Γ
K
ba = 0.05 eV
(K = L,R). Other parameters are as in Fig. 4. Also
here PT theory demonstrates good approximation to the
exact results and an advantage as compared to the HIA
simulations.
Figure 6 shows currents and state probabilities as func-
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FIG. 5. Degenerate, εa = εb, two-level system (HOMO-
LUMO) junction. Exact NEGF results (solid line, red) are
compared with diagrammatic perturbation theory (PT) sim-
ulations (dashed line, blue) for equilibrium (Vsd = 0, left) and
nonequilibrium (Vsd = 2 V, right) junctions. Top graphs show
Green functions −ImG>11(E) (main panel), ImG
<
22(E) (top
inset), and ImG<11(E) (bottom inset). Middle graphs show
correlation functions C>33,33(E) (main panel), C
>
13,13(E) (top
inset), and C>13,44(E) (bottom inset). Bottom graphs show
many-body spectral function, i
∑
m
(
G>mm(E)−G
<
mm(E)
)
;
dotted line (black) shows results of HIA calculations. See
text for parameters.
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FIG. 6. Non-interacting junction. Exact NEGF results (solid
line, red) are compared with diagrammatic perturbation the-
ory (PT) simulations (dashed line, blue). Shown are state
probabilities (top panels) and current (bottom panels) vs. ap-
plied bias Vsd for non-degenerate (left) and degenerate (right)
cases of Figs. 4 and 5, respectively. Inset in the top right panel
shows coherence vs. applied bias. See text for parameters.
0.2
0.4
0.6
0.8
Pr
ob
ab
ili
tie
s
PT
HIAP0
Pa
Pb
P2
1
2
3
10-3
Cu
rre
nt
(a.
u.)
0 1 2 3 4
Vsd (V)
FIG. 7. Quantum dot junction in the Coulomb blockade
regime Diagrammatic perturbation theory (PT) simulations
(dashed line, blue) are compared with the HIA (dotted line,
black). Shown are state probabilities (top panel) and current
(bottom panel) vs. applied bias Vsd. See text for parameters.
tions of applied bias for the two cases presented in Figs. 4-
5. One sees that PT yields reasonable approximation to
the exact results including the coherence (see inset in
the right top panel) and perfect agreement for current-
voltage characteristic.
We now consider interacting junctions, U 6= 0. The
Hubbard NEGF treatment (auxiliary fields formulation)
of quantum-dot junction in the Coulomb blockade regime
was discussed in details in Ref. [64]. Figure 7 shows
that the second order PT (Fig. 3) yields similar results
in this regime. Here parameters of the simulation are
εa = 0.25 eV, εb = 0.5 eV, and U = 1 eV. Other param-
eters are as in Fig. 4.
Finally, we consider regime of pair electron tunneling in
junctions. Within negative-U model this regime was ex-
amined in Ref. [85] using the Schrieffer-Wolf transforma-
tion of the Hubbard Hamiltonian and evaluating Golden
rule rates after the transformation. Noting that result
of the Schrieffer-Wolf transformation can be effectively
achieved within second order perturbation theory [86],
and keeping in mind that in the Hubbard NEGF expres-
sion for current,
IK(t) = 2Re
∫ t
−∞
dt′ (21)
Tr
[
G>(t, t′)σ<K(t
′, t)−G<(t, t′)σ>K(t
′, t)
]
(here K = L,R and Tr[. . .] is trace over single-electron
8FIG. 8. Diagrams responsible for pair (top) and cotunneling
(bottom) transport in the negative-U model.
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FIG. 9. Pair electron tunneling in junction. Shown are state
probabilities (top panel) and current (bottom panel) vs. ap-
plied bias Vsd. Diagrammatic perturbation theory (PT) sim-
ulations (dashed line, blue) are compared with the rate equa-
tion results of Ref. [85] (solid line, red). Bottom panel also
presents contribution to the current from diagrams of Fig. 8
(dotted line, black). See text for parameters.
transitions (15)), two orders in coupling (8) enter via self-
energy ΣK , It is natural to expect that pair tunneling
is given by second-order diagrams in Fig. 3 augmented
by self-energy (wavy) line of Eq. (21). Indeed, one can
show that results of Ref. [85] can be obtained from (non-
dressed) diagrams presented in Fig. 8 (see Appendix E
for details). One sees that the pair tunneling results from
second order diagrams involving two-electron propagator
(first diagram in the middle panel and last diagram in
the bottom panel of Fig. 3), while cotunneling results
from the diagrams involving single-electron propagators
(last diagram of the middle panel and first diagram of
the bottom panel of Fig. 3). Note that for either pair or
cotunneling only the sum of both self-energy and vertex
diagrams is capable to provide correct results.
Figure 9 compares results of the PT simulation (dashed
line) with rate equation results of Ref. [85] (solid line).
Calculations are performed for the negative-Umodel with
parameters εa = εb = 2 eV and U = −3.8 eV. Other
parameters are as in Fig. 4. We note that contrary to
previous results fourth order PT is required here. The
PT takes broadening into account which leads to small
non-zero values for the probabilities Pa and Pb of single-
electron states (see top panel). Current-voltage charac-
teristic (bottom panel) is almost identical to that of rate
equations at low bias, Vsd < 0.5 V, and deviates at higher
biases, where contribution of the single-particle tunneling
is non-negligible.
V. CONCLUSION
We present a nonequilibrium flavor of diagrammatic
technique for Hubbard Green functions. The technique
is suitable for description of nonequilibrium steady-states
in junctions. We assume that initial state of (uncou-
pled) system and baths does not impact nonequilibrium
steady-state, which allows to utilize equilibrium consid-
erations for the Hubbard lattice models for evaluation of
zero-order (uncoupled) correlation functions of Hubbard
operators. The latter leads to a nonequilibrium diagram-
matic expansion for the Hubbard NEGF on the Keldysh
contour. Similarly, one can consider diagrammatic ex-
pansion for multi-time correlation functions on the con-
tour.
We illustrate viability of the approach with numeri-
cal examples of transport in non-interacting (two-level
system) and interacting (quantum dot) junctions. For
non-interacting system we compare the diagrammatic PT
to exact NEGF results, and show that the approach is
quite accurate (for both non-degenerate and degenerate
cases) already at second order of the PT. Interacting cal-
culations are compared with similar considerations avail-
able in the literature. In particular, quantum dot junc-
tion results are compared to the auxiliary-field approach
to the Hubbard NEGF. Results of the PT simulations
within the negative-U model for pair electron tunneling
are compared with rate equations applied to Schrieffer-
9Wolf transformed Hamiltonian. We show importance of
the correlation (vertex) diagrams, which were omitted in
previous Hubbard NEGF considerations.
The diagrammatic PT for Hubbard NEGF contributes
to development of tools for the nonequilibrium atomic
limit, where the response of a molecular junction to ex-
ternal perturbations is characterized utilizing many-body
states of the isolated molecule while coupling to the con-
tacts is treated perturbatively. Such an approach yields
a possibility of incorporating standard quantum chem-
istry and nonlinear optical spectroscopy methods (mostly
formulated for isolated molecules and utilizing many-
body states) to description of quickly developing field of
nanoscale optoelectronics of molecular junctions. It may
also be useful in thermodynamic studies of thermoelectric
and photovoltaic molecular devices. Finally we note that
while approaches utilizing many-body states description
were successfully implemented in a number ab initio sim-
ulations [47, 58, 87–89], combination of such formulations
with quasiparticle based approaches capitalizing on abil-
ity of the former to treat strong local interactions and
scalability of the latter would be advantageous. This is
a goal of our future research.
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Appendix A: Commutation relations
Here we present commutation relations between Hub-
bard operators utilized in derivation of diagrams. Note
that the commutation relations can be formulated in a
compact form utilizing a notion of root vectors [71]. How-
ever it is hard to keep track of the physics represented by
the diagrams constructed utilizing the notion. Thus here
we present explicit commutation relations of operators
relevant for the quantum dot model
{Xˆm; Xˆm′} = δm,m¯′Xˆ02
[Xˆm; Xˆ
†
02] = (−1)
mXˆ†m¯
[Xˆm; Nˆ ] = −Xˆm
[Xˆm; Fˆm1m2 ] = η(m,m1m2)Xˆγ(m,m1m2)
[Xˆ02; Xˆ
†
m] = (−1)
mXˆm¯
[Xˆ02; Fˆm1m2 ] = δm1,m2(−1)
m1Xˆ02
[Xˆ02; Nˆ ] = −2 Xˆ02
(A1)
with other commutators zero. Here m¯ = 3−m,
Fˆmm′ ≡ {Xˆm; Xˆ
†
m′} Nˆ ≡ [Xˆ02; Xˆ
†
02] (A2)
η(m,m1m2) = δm1,m2(−1)
m1 − δm1,m2±2(−1)
m (A3)
γ(m,m1m2) = δm1,m2m+ δm1,m2±2(m± 2) (A4)
Appendix B: Fourth order expressions for Green
function (2) self-energy and vertex
Dressed fourth order contributions to self-energy and
vertex of Green function (2) are
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Σ
(4)
mm′(τ, τ
′) = −
∑
{m}
∫
c
dτ1
∫
c
dτ2 (B1)
(
η(m5,mm1) η(m6,m3m4)δγ(m6,m3m4),m′σm1m2(τ, τ2) gm2m3(τ2, τ
′)σm4m7(τ, τ1) gm7m5(τ1, τ) gγ(m5,mm1)m6(τ, τ
′)
+ (−1)md02(τ, τ
′)σm¯′m2(τ
′, τ2)
[
(−1)m
′
d02(τ2, τ)σmm1(τ, τ1) gm1m¯2(τ1, τ2) + i gm2m1(τ2, τ1)Fm1m3(τ1)σm3m¯(τ1, τ)
])
∆
(4)
mm′(τ, τ
′) = −
∑
{m}
∫
c
dτ1
∫
c
dτ2
∫
c
dτ3 (B2)
(
(−1)m
′
η(m4,mm5)σm5m3(τ, τ3) gm3m¯2(τ3, τ2) gγ(m4,mm5)m1(τ, τ1)Fm1m6(τ1)σm6m2(τ1, τ2) d02(τ2, τ
′) gm¯′m4(τ
′, τ)
+ (−1)m+m
′
d02(τ, τ
′) gm¯′m1(τ
′, τ1)Fm1m4(τ1)σm4m2(τ1, τ2) d02(τ2, τ)σmm3(τ, τ3) gm3m¯2(τ3, τ2)
+ i η(m7,m6,m
′)Cmm5,m1m4(τ, τ1)σm5m3(τ, τ3) gm3m6(τ3, τ
′) gγ(m7,m6m′)m1(τ
′, τ1)σm4m2(τ1, τ2) gm2m7(τ2, τ
′)
− i (−1)m
′
Cmm5,m1m4(τ, τ1)σm5m3(τ, τ3) gm3m¯2(τ3, τ2)σm4m2(τ1, τ2) d02(τ2, τ
′) gm¯′m1(τ
′, τ1)
+ i η(m7,mm5)Cm1m4,m6m′(τ1, τ
′)σm5m3(τ, τ3) gm3m6(τ3, τ
′) gγ(m7,mm5)m1(τ, τ1)σm4m2(τ1τ2) gm2m7(τ2, τ)
− i η(m6,mm5)Cm1m4,m6m′(τ1, τ
′)σm5m3(τ, τ3) gm3,m1(τ3, τ1)σm4m2(τ1, τ2) gm2m7(τ2, τ) gγ(m6,mm5)m8(τ, τ
′)
− i(−1)m1Cm4m3.m6m′(τ3, τ
′)σm3m¯(τ3, τ) d02(τ, τ1) gm¯1m6(τ1, τ
′)σm1m2(τ1, τ2) gm2m4(τ2, τ3)
+ i(−1)m1Cm4m3,m6m′(τ3, τ
′)σm3m¯(τ3, τ) d02(τ, τ1)σm−1m2(τ1, τ2) gm2m6(τ2, τ
′) gm¯1m4(τ1, τ3)
)
FIG. 10. Second order (non-dressed) contributions to self-
energy Σ02 (left) and vertex ∆02 (right).
Appendix C: Diagrammatic expansion for Green
function (19)
Diagrammatic expansion for the two-particle Green
function follows the same rules as for the single-particle
Green function. Second order diagrams for the self-
energy Σ02 and vertex ∆02 are shown in Fig. 10. Explicit
dressed expressions are
Σ
(2)
02 (τ, τ
′) =i
∑
m1,m2
(−1)m1σm1m2(τ, τ
′) gm¯1m¯2(τ, τ
′)
(C1)
∆
(2)
02 (τ, τ
′) =− i
∑
m1,m2
m3,m4
(−1)m1+m3gm¯1m3(τ, τ
′) (C2)
×
∫
c
dτ1 σm1m2(τ, τ1) gm2m4(τ1, τ
′)Fm4m¯3(τ
′)
Dressed fourth order contributions are
S
(4)
02 (τ, τ
′) =
∑
{m}
(−1)m
∫
c
dτ1
∫
c
dτ2 (C3)
(
gm1m2(τ1, τ2) gm¯,m¯′(τ, τ
′)− gm1m¯′(τ1, τ
′) gm¯m2(τ, τ2)
)
× σmm1(τ, τ1)Fm2m3(τ2)σm3m′(τ2, τ
′)
∆
(4)
02 (τ, τ
′) = i
∑
{m}
(−1)m
∫
c
dτ1
∫
c
dτ2
∫
c
dτ3 (C4)
(
gm1m2(τ1, τ2) gm¯m¯4(τ, τ3)− gm1m¯4(τ1, τ4) gm¯m2(τ, τ2)
)
× σmm1(τ, τ1)σm3m4(τ2, τ3) d02(τ3, τ
′)C02 02,m2m3(τ
′, τ2)
Note that
C02 02,m2m3(τ, τ
′) ≡ C0S 0S,m2m3(τ, τ
′)−CS2S2,m2m3(τ, τ
′)
(C5)
with S = a or b.
Appendix D: Diagrammatic expansion for
correlation function (20)
Diagrammatic expansion for correlation functions fol-
lows contraction rules formulated in Section II. Resum-
mation of the diagrams was discussed in Ref. [90].
In actual calculations we only utilized a single bubble
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diagram. Its explicit expression is
Cm1m2,m3m4(τ, τ
′) =
∑
m5,m6
η(m5,m1m2) η(m6,m3m4)
(D1)
gγ(m5,m1m2)m6(τ, τ
′) gγ(m6,m3m4)m5(τ
′, τ)
Numerical results presented in Section IV show that the
approximation appears to be quite accurate.
Appendix E: Pair and cotunneling diagrams
Here we prove that diagrams of Fig. 8 represent pair
and cotunneling.
Second order contribution in molecule-contacts cou-
pling, Eq. (8), to the Hubbard Green function, Eq. (2),
is
G
(2)
mm′(τ, τ
′) =
∑
m1,k1,σ1
m2,k2,σ2
∫
c
dτ1
∫
c
dτ2 Vk1σ1,m1 Vm2,k2σ2
(E1)
〈Tc Xˆm(τ) Xˆ
†
m′(τ
′) cˆ†k1σ1(τ1) Xˆm1(τ1) Xˆ
†
m2(τ2) cˆk2σ2(τ2)〉0
We now can apply contraction rules of Section II, which
leads to a set of diagrams presented in Fig. 3. These aug-
mented with the self-energy σK lines results in a set of
contributions to the current (21). We then project these
contributions using connection between scattering the-
ory and the Keldysh contour formulation (as discussed
in Ref. [91]) and employing the Langreth (contour defor-
mation) rules [82]. In particular, below we show that for
diagrams in Fig. 8 one can identify projections of con-
tour variables τ1,2 onto real time axis t1,2 which after
substituting lesser and greater projections of (E1) into
(21) yield pair tunneling and cotunneling.
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FIG. 11. Langreth projections of contour variables τ1,2 in
Eq. (E1) which yield pair tunneling contribution to the cur-
rent, Eq. (21). Left (right) panel shows projections for the
in-scattering (out-scattering) flux.
For pair tunneling we use top diagrams of Fig. 8 and
projections shown in Fig. 11 in Eq. (21). The projections
lead to integrals
∫ +∞
−∞
d(t′−t) . . .
∫ 0
−∞
d(t1−t) . . .
∫ 0
−∞
d(t2−t
′) . . . (E2)
We then perform the integrations for the top diagrams of
Fig. 8 employing the following expressions for lesser and
greater projections of zero-order propagators
g(0)>m (t, t
′) =− i
Pm(1)
Pm(1) + Pm(2)
e−iEm(t−t
′) (E3)
g(0)<m (t, t
′) = + i
Pm(2)
Pm(1) + Pm(2)
e−iEm(t−t
′) (E4)
d
(0)>
02 (t, t
′) =− i
P0
P0 − P2
e−iE02(t−t
′) (E5)
d
(0)<
02 (t, t
′) =− i
P2
P0 − P2
e−iE02(t−t
′) (E6)
Here PS (S = 0, a, b, 2) is the probability to find the
system in state |S〉, Pm(1) and Pm(2) are probabilities
for the first and second state of the transitions defined
in Eq. (15), Em ≡ Em(2) − Em(1), and E02 ≡ E2 − E0.
Taking into account that for εa,b ≫ 0 and |U | ≫ 1 only
P0 and P2 are non-zero we get the following contribution
to the current (21)
IK =W
K
2←0 P0 −W
K
0←2 P2 (E7)
with the rates
WK2←0 =
∫
dE
2pi
∣∣∣∣ 1E − ε+ iδ −
1
E − ε− U + iδ
∣∣∣∣
2
(E8)
× ΓKfK(E02 − E)
∑
K′=L,R
ΓK
′
fK′(E)
WK0←2 =
∫
dE
2pi
∣∣∣∣ 1E − ε+ iδ −
1
E − ε− U + iδ
∣∣∣∣
2
(E9)
× ΓK [1− fK(E02 − E)]
∑
K′=L,R
ΓK
′
[1− fK′(E)]
Here εa = εb ≡ ε, Γ
K
aa = Γ
K
bb ≡ Γ
K , Γ ≡ ΓL + ΓR, ΓKab =
ΓKba = 0, fK(E) is the Fermi-Dirac thermal distribution
in contact K, and δ → 0+. These are exactly the pair
tunneling rates originally derived in Ref. [85].
Similarly, employing bottom diagrams of Fig. 8 and
projections presented in Fig. 12, and utilizing Eqs. (E3)-
(E6) and zero-order expression for correlation functions
C
(0)
mm,m′m′(τ, τ
′) = δm,m′F
(0)
mm − F
(0)
mm F
(0)
m′m′ (E10)
F (0)mm = Pm(1) + Pm(2) (E11)
we can derive expressions for cotunneling rates in a sim-
ilar fashion.
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FIG. 12. Langreth projections of contour variables τ1,2 in
Eq. (E1) which yield cotunneling contribution to the cur-
rent, Eq. (21). Left (right) panel shows projections for the
in-scattering (out-scattering) flux.
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