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The accuracy of a calculated dose distribution compared to the actual dose administered to a 
patient undergoing electron radiation treatment is dependent upon the configured electron dose 
calculation algorithm in the treatment planning system (TPS). Configuration of the electron 
Monte Carlo (eMC) algorithm in the Eclipse TPS requires a variety of beam scan data. One of 
the required data sets is the inclusion of optional in air crossplane (CP) and inplane (IP) profiles. 
It is unknown if the inclusion of the optional profiles into the eMC algorithm greatly influences 
the output of the TPS. Two eMC algorithms were configured in Eclipse: one with the optional in 
air profiles and one without. CP and IP profiles of each algorithm were calculated to a statistical 
uncertainty of 2% and were compared to the measured data profiles at 𝑑𝑚𝑎𝑥 for all energy and 
applicator combinations using gamma analysis. The greatest differences in passing rates and 
average gamma for the CP and IP profile comparisons corresponded to the IP profiles due to the 
without optional algorithm having zero data on the electron fluence in the IP. Clinical 
comparisons were made by defining circular targets at 𝑑𝑚𝑎𝑥 for various energy and applicator 
combinations. The greatest dose difference from all clinical comparisons made was 2.55% 
between the two algorithms. It is recommended that extra time should be allotted when 
commissioning to acquire the optional in air profiles to configure the eMC algorithm which 
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The accuracy of a calculated dose distribution compared to the actual dose administered to a 
patient undergoing electron radiation treatment is dependent upon the configured electron dose 
calculation algorithm in the treatment planning system (TPS). Configuration of Varian's (Varian 
Medical Systems, Palo Alto, CA) electron Monte Carlo algorithm (eMC) requires a series of 
measurements taken when commissioning a linear accelerator (LINAC). The measurements 
required are open field measurements of percent depth dose (PDD) scans in water and in air 
profiles in either the crossplane (CP) or inplane (IP) for each electron energy.1,2 Additional 
measurements are required, which consists of PDDs and an absolute dose calibration at the 
maximum depth (dmax) with the applicator attached. In air profiles (CP and IP) for a set field size 
without the applicator attached are optional. Configuration of the eMC algorithm permits the 
calculation of a dose distribution that can be implemented into a radiation treatment plan. It is 
unknown if the inclusion of the optional scans into the eMC algorithm greatly influences the 
output of the TPS for modelled Varian LINACs.  
1.1: Objectives 
The first objective is to acquire beam scan data required to configure the eMC algorithm in 
Eclipse. Two models will be configured for the eMC algorithm: one with the optional in air 
profiles and one without. Henceforth, the optional profile eMC version will be referred to as "W. 
Optional" and the without optional profile eMC version is referred to as "W.O. Optional."  Each 
algorithm is used to calculate a 3D dose distribution within a water phantom created in Eclipse to 
simulate the setup used to acquire the beam scan data. The results of each calculation (CP and IP 
profiles taken in water at 𝑑𝑚𝑎𝑥 ) will be exported from Eclipse and imported into Matlab to 
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compare the calculated profiles against the measured profiles via gamma analysis. Additional 
plans are created to mimic potential field size and energy combinations used in clinic. These 
plans involve circular planning target volumes (PTV) in which the dose is calculated for each 
algorithm, and the cumulative dose volume histogram (DVH) differences are compared to 
determine if they are significant. 
1.2: Significance of Study 
 
Currently there is no definitive answer as to whether the optional scans make an impact on the 
TPS’s output and if this is a significant factor leading to an over or under dose of patients. The 


























2. electron Monte Carlo 
 
eMC is a macro Monte Carlo (MC) code used to simulate the transport of electrons through a 
medium to calculate dose distributions within the human body. The algorithm consists of two 
components: a transport and an electron beam source model. 
2.1 Transport Model: Macro Monte Carlo 
 
MC codes have been implemented since the mid-1900s to simulate particle interactions.3 MC 
codes since then have gained a lot of popularity in the scientific community in solving many 
complex problems that would be considered otherwise costly or challenging to experimentally 
simulate. These codes have been used for various applications such as radiation treatment, space 
applications, power plant design, isotope production, and many others.4 The implementation of 
MC codes in the medical industry, specifically particles simulated traversing through tissue, 
posed as a challenge due to the long calculation times required from a MC code to gain accurate 
results that are necessary for clinical use.5,6 A solution to this problem is simplifying the fine 
details of the MC calculation into a macroscopic MC, while preserving a level of desired 
accuracy. This idea was implemented in radiation treatment planning programs and became 
known as Macro Monte Carlo (MMC) codes. 
MMC, as explained by Neuenschwander, simplifies the traditional or detailed MC codes by 
modeling the transport of particles from one 3-dimensional sphere to another with the electron 
transport details from within each sphere being known from pre-calculated simulations.5 The 3-D 
dimensional spheres are determined by first superimposing a grid of user-defined spacing onto a 





Figure 1 - MMC Spherical Assignment 
 
 
Each defined sphere has a set radius and a corresponding density value of the medium it 
encompasses. With the medium defined, an electron with an initial defined kinetic energy, polar, 
and azimuthal angle will enter the previously defined sphere, and as it traverses along the sphere 
it will undergo collisional and radiative losses. Secondary radiation may be generated from the 
incident electron and is tracked to record where the corresponding energy is lost.  
The energy losses of the primary electron energy deposition are tabulated for purposes of 






      [1] 
𝑇𝑣𝑜𝑥- Energy deposited in each voxel, 𝑇𝑑𝑒𝑝- Primary electron energy to be deposited in the current step, 𝑆𝑣𝑜𝑥𝑒𝑙- 
Linear Stopping power of the voxel material, 𝑆𝑘𝑢𝑔- Linear stopping power of the sphere,  𝑙𝑣𝑜𝑥𝑒𝑙- Length of the line 
inside the voxel, 𝑙𝑑𝑒𝑝- Total length of the current transport step  
 
With a known mass and energy deposited for each voxel, the dose deposited can be determined. 
As the electron exits the sphere, its remaining energy, position, and direction are recorded to 
serve as an input for the next sphere it will enter. These electrons exit parameters have been pre-
simulated for a set of sphere sizes and density combinations and are determined by randomly 
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sampling the simulated probability density function (PDF). Figure 2 represents a generated PDF 
of the exit energy of 10 MeV electrons after traversing a 3 mm water sphere.1 
 
 
Figure 2 - PDF of Electron Exit Energy1 
 
These PDFs simplify the MC codes into MMC codes by allowing sampling from the tabulated 
PDF distributions resulting in a known dose deposited in each sphere. This process is commonly 
referred to as macro-steps and results in faster calculation times. The MCC code has been 
incorporated into the eMC algorithm used in Eclipse and is known as the transport model.   
2.2 Electron Beam Source Model 
 
The electron beam source model consists of a subset of sources that characterizes the quality of 
the beam exiting the treatment head. The following sources model the beam: primary source 
(main source), jaws source, scraper sources, edge source, & transmission photons.2 Each of these 





Figure 3 - Electron Beam Source Model2 
 
The main source is responsible for modeling electrons as a point source at the scattering foil. The 
jaws source models scattered electrons at the X1, X2, Y1, & Y2 jaws. Scraper and edge sources 
consist of line sources that model scattered electrons from the inner side and upper rim of the 
cutout. Scraper sources model electrons from the middle and in the upper regions of the 
applicator, while the edge source model electrons at the last scraper. Transmission photons 
exiting from the outer rim of the applicator are modeled by the photon transmission source. All 
particle sources are sampled at a plane 95 cm from the nominal target which corresponds to the 
exit location of the applicator. Two parameters needed to accurately configure the electron beam 
source model are energy spectrum and fluence which is supplied by the measured beam data.  
2.3 Configuration of the eMC algorithm 
 
To configure the eMC algorithm in Eclipse a series of scans are required as specified in the 
algorithm reference and commissioning guides.1,2  The first set of scans required are open field 
measurements. The open field measurements require the jaws to be set to 40 x 40 𝑐𝑚2 and a 100 
cm source to surface distance (SSD). A depth dose curve is measured along the central axis 
7 
depth without an applicator attached for each electron energy. This measurement provides details 
about the energy spectrum of the primary source that is to be accounted for in the TPS. Next an 
open field cross or in plane measurement in air is required with a SSD of 95 cm. This 
measurement provides information about the fluence of the beam. The next set of scans are 
applicator depth dose curves for each applicator and electron energy combination and are taken 
at 100 cm SSD. In addition, the absolute dose for each energy and applicator combination are 
required at 𝑑𝑚𝑎𝑥.The applicator size of 15x15 𝑐𝑚2 (A15) was set as the reference field which 
allowed for determination of the output factors for the other field sizes. The applicator depth 
dose curves are used to model the energy spectrum from the jaws source. The final set of scans 
are optional and consist of CP and IP profiles taken in air at 95 cm SSD for each applicator and 
energy combination without the applicator attached. Each combination requires a specified jaw 
setting as listed in Table 1. These set of scans are used to determine the 2-D particle fluence of 
the electrons. If optional in air profiles are not measured, the TPS will use the open field in air 
measurement to determine the electron fluence and will assume symmetry between the CP and 
IP fluence.  















6 32x32 27x27 22x22 22x22 20x20 16x13 
9 30x30 25x25 20x20 20x20 20x20 16x11 
12 30x30 25x25 19x19 15x15 11x11 16x11 
16 28x28 23x23 18x18 15x15 11x11 16x10 
 
 
2.4: eMC Accuracy 
 
A study published by Neuesnchwander and Born, benchmarked eMC against the monte carlo 
code referred to as Electron Gamma Shower 4 (EGS4).5  One comparison made was analyzing 
the PDD in water along the central axis for a field size of 20x20 𝑐𝑚2. The electron energies (5, 
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10, and 20 MeV) compared, contained dose differences of 2, 5, and 3.5%, respectively.  eMC 
and EGS4 were also compared in an inhomogeneous phantom. The phantom consisted of Lucite, 
a calcium carbonate-based material (SB3), a lung equivalent material (SB3), and water.  
The author's dose distribution of the phantom is represented in Figure 4 .  
 
 
Figure 4 - Central Plane Dose Distribution 10 MeV 6cm x 6cm electron beam5 
 
Dose profile comparisons of the phantom in Figure 4 were made at various depths for measured 
and calculated data. The authors concluded the differences were minimal up to the practical 
range of the incident electrons. In addition, the authors stated that the eMCs results are in good 
agreement with EGS4, except at well-defined interfaces with low density inhomogeneities. 
Similar studies have shown eMC algorithm in close agreement with other Monte Carlo codes 




3. Experimental Setup 
 
3.1: Beam Scan Data Measurements: 
 
As seen in Figure 5 and Figure 6, a 3-dimensional water tank, an ionization chamber, a reference 
chamber, & TrueBeam LINAC were used onsite at the Varian Medical Systems located in Las 
Vegas, Nevada to collect the beam scan data.  
 
 






Figure 6 - Beam's Eye View of Ion and Reference Chamber Semiflex 3D 
 
Measurements needed to configure the TPS required setting up the detectors and water tank. 
First, the water tank was aligned via the light field crosshairs and filled with water approximately 
5 cm from the top. The ion chamber was centered at surface level and adjusted to the effective 
point of measurement. The water tank was auto leveled using software provided from PTW and 
checked by moving the detector to each corner of the tank to verify consistency of the ion 
chamber's level in the water.  The tank was set to 100 cm SSD with a reference chamber placed 
at the edge of the field. The PDDs were acquired with a scanning resolution of 1 mm. Upon 
acquiring PDDs for each electron energy, the PTW software was used to determine the location 
of dmax.. This in turn, allowed for the absolute dose output of the TrueBeam to be calibrated for 
an applicator field size of 15x15 cm2 at dmax to be 1 cGy per Monitor Unit (MU). Output factors 
were measured at dmax for the other applicator sizes. Additional CP and IP profiles in water for 
various energy and applicator combinations were measured to compare against calculated 
profiles from the TPS. Next an open field profile measurement in air (jaws set to 40x40 cm2 
without the applicator attached) was taken at 95 cm SSD for each electron energy. Finally, the 
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optional CP and IP profiles were taken air at 95 cm SSD for specific jaw sizes for each applicator 
and energy combination without the applicator attached. 
The measured data was symmetrized, smoothed, and reformatted before importing into Eclipse. 
The imported data was used to generate two versions of the eMC algorithm, one with and one 
without the optional air profiles.  
3.2: Model Setup in Eclipse 
 
The W. optional and W.O. optional eMC algorithm were configured in the Eclipse TPS using a 
statistical uncertainty (SU) of 1%. After approving each algorithm, a 40x40x40 cm3 water 
phantom model was created in Eclipse. Multiple plans were created consisting varied applicator 
sizes for each energy. The following applicators were used: 6x6 𝑐𝑚2 (A6), 10x10 𝑐𝑚2 (A10), 
10x6 𝑐𝑚2 (A11), 15x15 𝑐𝑚2 (A15), 20x20 𝑐𝑚2 (A20), and 25x25 𝑐𝑚2 (A25). The following 
energies were used: 6, 9, 12, and 16 MeV.  The plans were duplicated to calculate dose profiles 
to have one of set of plans calculating the dose for the W. optional algorithm and the other using 
the W.O. optional algorithm. Each plan was set to 100 cm SSD and a prescribed dose of 100 cGy 
for 1 fraction (fx) in the water phantom.  
3.3: Eclipse Calculation Settings 
 
Statistical Uncertainty 
Before peforming a calculation of the dose given to a body of interest, a few calculation options 
must be specified. Those parameters include: statistical uncertainty, calculation grid size, random 
generator seed number (RNG), and smoothing method. Equation 2 is the mean SU calculated for 








∑ Δ𝐷𝑖𝑗𝑘𝐷𝑖𝑗𝑘>𝑃%𝐷𝑚𝑎𝑥       [2] 
𝑆𝑃 - Statistical Uncertainty, 𝑁𝑃 - Number of voxels satisfying the condition 𝐷𝑖𝑗𝑘 > 𝑃%𝐷𝑚𝑎𝑥 
P - Value of Dose threshold for uncertainty, 𝐷𝑖𝑗𝑘  - Dose at point (i,j,k) within the body structure 
𝐷𝑚𝑎𝑥 - Maximum dose within the body structure, 𝛥𝐷𝑖𝑗𝑘- Relative standard deviation of the dose deposited to 
point(i,j,k) 
 
Eq. 2 sums up all relative uncertainties for dose points that are above a percentage of the 
maximum dose threshold (P%*Dmax) and divides by the number of points meeting the criteria to 
obtain an average. The calculation will run until the desired level of SU is reached. In cases 
where the number of particles history is set, the calculation will terminate once the number of 
particle histories are simulated instead terminating once a desired SU has been reached. The SU 
selected for calculation of dose profiles for each energy/applicator combination was 2%. The 
selection of this value was based on calculation time. It has been reported that calculation time is 
inversely proportional to the square of statistical uncertainty.6 Certain calculations (high energies 
and large field sizes) required approximately 5 hours to finish calculating. Therefore, if the 
statistical uncertainty was improved by a factor of 2, the 5-hour calculation time, would require 
approximately 20 hours. 
Grid size 
The grid size set determines the resolution of the dose calculation. The recommended grid size, 
from a comprehensive study of eMC, is no larger than the distal fall of region of an electron 
PDD (R80-20 region).6  The grid size used in comparisons of measured data was the smallest grid 
size option (0.1 cm). 
Random Number Generator 
Eclipse's default option for the RNG seed was set to 0. Meaning, each time a calculation is 
performed a new sequence of numbers is generated. To factor out differences attributed to RNG, 
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each plan calculated will have the RNG seed set equal to 1. Meaning, Eclipse will generate the 
same sequence of numbers used when sampling which allows for repeatability of the dose 
calculations.  
Smoothing 
Median and Gaussian Dose smoothing are two available methods in Eclipse that are responsible 
for smoothing out dose calculations. Gaussian smoothing convolves the dose distribution by 
creating a kernel with the assumption of a Gaussian distribution and smoothing out any 
irregularities in the expected distribution.2,8 Median smoothing considers the nearby dose points 
in the surrounding region and will replace the point of interest with the median dose value.2,8 The 
level of smoothing for both methods can be set from low to high. No smoothing was set for 
measured dose comparisons to avoid smoothing differences between the two configured eMC 
algorithms. The calculation parameters used to compare the measured profiles against the 
calculated profiles are summarized in Table 2 . 
 
Table 2 - eMC Calculation Options 
Options Selection Units 
Statistical Uncertainty 2 % 
Calculation grid size  0.1 cm 
Random generator seed number 1 - 
Dose threshold for uncertainty 50 % of Dmax 
Smoothing method None - 






3.4: Clinical Plan Comparisons 
 
A series of test cases are produced to compare the dose given to a defined target. In consideration 
of recommendations made by TG-53,9 a series of circular planning target volumes were created 
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at 𝑑𝑚𝑎𝑥 within a water phantom for various field size and energy combinations to make 
comparisons between each algorithm's accompanying dose volume histogram statistics. Circular 
targets were created to maintain equal weighting of the fluence between the CP and IP. The 
corresponding diameters and volumes of each PTV are found in Table 3. 
 
Table 3 - Dimensions of Circular PTVs 
Applicator 
Diameter 
[cm] Volume [cc] 
A25 20 27.3 
A20 16 19.7 
A15 12 8.7 
A10 8 3.3 
A11* 8 x 4.8 1.3 
A6 4.8 0.8 
*A11 target is an ellipse (D = 8 cm in CP, and D = 4.8 cm in IP) 
 
 
The eMC calculation parameters used for the clinical comparisons are listed in Table 4.  
 
 
Table 4 - Clinical Calculation Settings 
Options Selection Units 
Statistical Uncertainty 2 % 
Calculation grid size  0.25 cm 
Random generator seed number 1 - 
Dose threshold for uncertainty 50 % of Dmax 
Smoothing method 2-D Median - 
Smoothing level Medium - 
Normalization method Central Dmax - 
 
 
These settings are less stringent than the calculations settings used to compare the measured 
against the calculated data. This is to follow the norm of typical clinical calculation settings. A 
total of 100 cGy in 1 fx was prescribed to each plan. Figure 7 represents the target, the water 




































4. Gamma Analysis   
 
CP and IP dose profiles taken at 𝑑𝑚𝑎𝑥 for all combinations were exported out of Eclipse and 
imported into Matlab for simplicity of data manipulation and to perform a gamma analysis to 
compare the measured data against the calculated data from the TPS. Gamma analysis is a 
quantitative method to compare two sets of dose distributions referred to as reference and 
comparison data, either of which could be calculated or measured data.10,11 The gamma value is 







2      [3] 
Equation 3 contains two methods of comparison: distance to agreement (DTA, 𝑟(𝑟𝑚, 𝑟𝑐)), and 
dose difference (DD, 𝛿(𝑟𝑚, 𝑟𝑐)). The gamma value is calculated by selecting an initial reference 
and comparison dose value and finding the distance between each point (DTA) and the dose 
difference (DD). An array of gamma values is generated by selecting a new comparison dose 
value while retaining the original dose value and calculating a new gamma. This process is 
repeated until the gamma values greatly diverge from the lowest gamma values calculated due to 
the increasing DTA. Then, the minimum gamma value (as seen in Equation 4) will correspond to 
that specific reference dose value.  
𝛾(𝑟𝑚) = min{Γ(rm, 𝑟𝑐)} ∀{𝑟𝑐}     [4] 
This process is repeated for all reference dose points until the number of gamma values from Eq. 
4 equals the total number of reference dose points within the dedicated region of interest (ROI). 
The defined ROI for the comparisons is all normalized dose values greater than 20%. The 
stringency of the gamma analysis is determined from the magnitude of the calculated values. A 
point is considered “passing” if the value is less than or equal to one. If a gamma value is greater 
than one the point is considered to have “failed”. The number of values passing or failing is 
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influenced by the set tolerance values. The tolerance values, 𝛥𝑑𝑀 and 𝛥𝐷𝑀, represent the 
distance to agreement and dose difference tolerances, respectively.  
In addition to determining if a point passes or fails, a passing rate (PR) can be set by summing all 
the values that pass (those in the ROI) and dividing by the number of gamma values calculated 
as represented by Eq. 5. 
𝑃𝑎𝑠𝑠𝑖𝑛𝑔 𝑅𝑎𝑡𝑒 =  
∑ 𝛾≤1𝑁𝑖=1
𝑁
      [5] 
PRs are utilized to compare the initial beam scan data (needed to configure the eMC algorithms) 
against published data known as True Beam Representative Beam Data (TBRBD).12 These 
comparisons are made to validate the acquired beam scan data. Gamma analysis & PRS are also 
employed when comparing the two eMC algorithms to the original measured beam scan data to 



















5. Results  
5.1: Beam Modeling and Verification  
 
The output factors are listed in Table 5, and the corresponding 𝑑𝑚𝑎𝑥 at which the output factors 
were measured are in Table 6. 
 
Table 5 - Output Factors for Various Applicators at 𝑑𝑚𝑎𝑥 










6x6 1.017 0.992 0.966 0.996 
10x6 0.824 0.896 0.979 0.994 
10x10 1.005 1.013 1.013 1.017 
15x15 1.000 1.000 1.000 1.000 
20x20 1.034 1.009 0.999 0.994 




Table 6 - 𝑑𝑚𝑎𝑥 Values for Each Energy 
Energy [MeV] Dmax [cm] 
FieldSize [cm x 
cm] 
6 1.302 15x15 
9 2.098 15x15 
12 2.699 15x15 
16 2.398 15x15 
 
 
Before importing the measured profile scans into Eclipse to configure the eMC algorithm, the 
data was benchmarked against other data. The PDDs for each energy/applicator combination 
were compared (via gamma analysis) against published data referred to as TrueBeam 
Representative Beam Data (TBRBD).12  Figure 8 represents the comparison made between the 
measured and reference data. The DTA and DD for all PDD gamma analysis comparisons were 2 




Figure 8 - Measured vs. TBRBD Gamma Analysis 
 
96.97% of the gamma points in Figure 8 were below the threshold of 1 indicating minimal 
differences between the two sets of data. All comparisons for all energy and applicator 
combinations are listed in Table 7. 
 
Table 7 - Passing Rate [%] for Energy / Applicator Combinations 
Energy /App A6 A10 A11 A15 A20 A25 
6 MeV 100.00 100.00 76.79 94.64 82.14 89.29 
9 MeV 90.91 96.97 84.85 100.00 100.00 100.00 
12 MeV 98.68 98.68 98.68 92.11 98.68 98.68 
16 MeV 100.00 100.00 100.00 99.10 100.00 99.10 
  
 
After comparing all the beam scan data against the TBRBD, the scans were imported in Eclipse 
and used to configure two eMC algorithms (one with and one without the optional air profile 
scans). Before calculating the dose profiles, it was verified that the exact dose values are given 
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for repeated calculations of the same parameters in Eclipse with the same random seed generator 
#. Three plans of identical specifications with an electron energy of 16 MeV and an applicator 
size of A6 were created. The plans were calculated, and the results were exported into Matlab to 
view the PDD profile which yielded the exact dose values at each depth. The results are plotted 
in Figure 9. 
 
 
Figure 9 - RNG Seed # Test 
 
 
5.2: W. Optional and W.O Optional Algorithm Comparison against Measured Profiles  
 
The dose distribution within a virtual water phantom was calculated for each algorithm. The 
resultant DICOM dose files from each calculation are exported from Eclipse and imported into 
MATLAB to undergo a gamma analysis. Passing Rates (calculated for dose values greater than 
20%) were compared between the two configured algorithms and their respective measured cross 
and inplane profiles taken at 𝑑𝑚𝑎𝑥for each energy/applicator combination.  






















Table 8, 9, 10, and 11, state the passing rate for electron energies of 16, 12, 9, and 6 MeV, 
respectively. The DTA and DD were set to 1 mm and 1%, respectively. Graphical representation 
of the calculated CP and IP profiles compared against the measured profiles are in Appendix B. 
 
Table 8 - 16 MeV Passing Rate [%] Gamma Analysis Comparison (for D>20%) 
Applicator 
Size 






A25 CP 64.79 67.04 -2.25 
A25 IP 76.98 58.11 18.87 
A20 CP 74.88 61.86 13.02 
A20 IP 75.35 61.86 13.49 
A15 CP 80.37 80.98 -0.61 
A15 IP 89.57 83.44 6.13 
A10 CP 89.19 81.98 7.21 
A10 IP 91.89 89.19 2.70 
A11 CP 78.38 72.97 5.41 
A11 IP 84.06 63.77 20.29 
A6 CP 81.16 71.01 10.15 
A6 IP 77.46 66.20 11.26 
Median CP 79.38 71.99 7.39 




Table 9 - 12 MeV Passing Rate [%] Gamma Analysis Comparison (for D>20%) 
Applicator 
Size 






A25 CP 82.66 81.55 1.11 
A25 IP 89.30 87.45 1.85 
A20 CP 76.92 57.01 19.91 
A20 IP 89.04 59.82 29.22 
A15 CP 89.82 87.43 2.39 
A15 IP 90.42 80.84 9.58 
A10 CP 94.78 95.65 -0.87 
A10 IP 93.91 78.26 15.65 
A11 CP 90.43 94.78 -4.35 
A11 IP 82.19 60.27 21.92 
A6 CP 79.45 72.60 6.85 
A6 IP 86.30 64.38 21.92 
Median CP 86.24 84.49 1.75 






Table 10 - 9 MeV Passing Rate [%] Gamma Analysis Comparison (for D>20%) 
Applicator 





A25 CP 89.59 75.46 14.13 
A25 IP 83.27 76.95 6.32 
A20 CP 86.76 85.39 1.37 
A20 IP 93.61 82.19 11.42 
A15 CP 83.03 76.97 6.06 
A15 IP 90.30 60.00 30.30 
A10 CP 95.65 87.83 7.82 
A10 IP 96.52 89.57 6.95 
A11 CP 81.74 87.83 -6.09 
A11 IP 65.75 67.12 -1.37 
A6 CP 46.58 54.79 -8.21 
A6 IP 100.00 89.04 10.96 
Median CP 84.90 81.18 3.72 




Table 11 - 6 MeV Passing Rate [%] Gamma Analysis Comparison (for D>20%) 
Applicator 





A25 CP 89.43 72.83 16.60 
A25 IP 87.92 68.30 19.62 
A20 CP 88.84 62.79 26.05 
A20 IP 90.70 66.51 24.19 
A15 CP 90.18 60.74 29.44 
A15 IP 81.60 50.92 30.68 
A10 CP 97.35 89.38 7.97 
A10 IP 94.69 88.50 6.19 
A11 CP 92.92 51.33 41.59 
A11 IP 80.28 67.61 12.67 
A6 CP 38.03 46.48 -8.45 
A6 IP 85.92 83.10 2.82 
Median CP 89.81 61.76 28.05 
Median IP 86.92 67.95 18.97 
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Average gamma values for all dose values greater than 20% were calculated for each cross/in-
plane profile of each electron energy/applicator combination. The results are listed in Table 12, 
13, 14, and 15 for 16, 12, 9, and 6 MeV, respectively. 
 
Table 12 - 16 MeV Average Gamma (for D>20%) 
Applicator 
Size 






A25 CP 0.79 0.84 -0.05 
A25 IP 0.66 1.03 -0.37 
A20 CP 0.70 0.92 -0.22 
A20 IP 0.74 0.88 -0.14 
A15 CP 0.66 0.64 0.02 
A15 IP 0.50 0.60 -0.10 
A10 CP 0.46 0.58 -0.12 
A10 IP 0.43 0.48 -0.05 
A11 CP 0.65 0.80 -0.15 
A11 IP 0.52 1.06 -0.54 
A6 CP 0.67 0.74 -0.07 
A6 IP 0.65 0.87 -0.22 
Median CP 0.66 0.77 -0.11 




















Table 13 - 12 MeV Average Gamma (for D>20%) 
Applicator 
Size 






A25 CP 0.59 0.61 -0.02 
A25 IP 0.49 0.55 -0.06 
A20 CP 0.62 1.06 -0.44 
A20 IP 0.48 1.00 -0.52 
A15 CP 0.50 0.58 -0.08 
A15 IP 0.48 0.69 -0.21 
A10 CP 0.39 0.38 0.01 
A10 IP 0.39 0.66 -0.27 
A11 CP 0.48 0.42 0.06 
A11 IP 0.59 0.97 -0.38 
A6 CP 0.70 1.00 -0.30 
A6 IP 0.47 0.91 -0.44 
Median CP 0.54 0.59 -0.05 
Median IP 0.48 0.80 -0.32 
 
 
Table 14 - 9 MeV Average Gamma (for D>20%) 
Applicator 
Size 






A25 CP 0.51 0.68 -0.17 
A25 IP 0.55 0.69 -0.14 
A20 CP 0.51 0.56 -0.05 
A20 IP 0.45 0.66 -0.21 
A15 CP 0.59 0.71 -0.12 
A15 IP 0.46 1.16 -0.70 
A10 CP 0.40 0.51 -0.11 
A10 IP 0.36 0.48 -0.12 
A11 CP 0.69 0.57 0.12 
A11 IP 0.82 0.82 0.00 
A6 CP 1.13 1.11 0.02 
A6 IP 0.41 0.42 -0.01 
Median CP 0.55 0.63 -0.08 





















A25 CP 0.48 0.75 -0.27 
A25 IP 0.55 0.93 -0.38 
A20 CP 0.48 0.99 -0.51 
A20 IP 0.49 0.93 -0.44 
A15 CP 0.50 1.08 -0.58 
A15 IP 0.59 1.45 -0.86 
A10 CP 0.40 0.53 -0.13 
A10 IP 0.38 0.51 -0.13 
A11 CP 0.42 1.36 -0.94 
A11 IP 0.56 0.81 -0.25 
A6 CP 1.58 1.44 0.14 
A6 IP 0.51 0.50 0.01 
Median CP 0.48 1.04 -0.56 
Median IP 0.53 0.87 -0.34 
 
 
The lower average gamma was scored for the two options: W. Optional and the W.O. optional 
for all applicator and energy combinations to determine which algorithm overall had better 
agreement with the measured data. The results are shown in Table 16. 
 
Table 16 - Algorithm with the lower average gamma 
Energy [MeV] W. Optional W.O. Optional 
6 10 2 
9 9 3 
12 10 2 
16 11 1 
 
 
According to Table 16, the algorithm with the majority of lower average gamma values is the W. 
Optional algorithm. All average gamma value data sets are subjected to an Anderson Darling 
(AD) test to determine if the values were normally distributed. The AD test was performed using 
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a statistical package (SPC excel) licensed and distributed by BPI consulting.13  Additional 
normal probability plots and histograms are used as visual aids to display the distribution of the 
data for signs of a normal distribution. The table, histogram, and AD results for the CP and IP 











Figure 11 - IP Normality Tests 
 
 
As indicated in Figure 10, the CP W. optional data is assumed to follow a non-normal 
distribution. While the other data sets p values are not less than 0.05, leading to the rejection of 
the alternative hypothesis, being the data does not follow a normal distribution. Since one of the 
data sets does not follow a normal distribution, and to maintain consistency, the Wilcoxon Rank-
Sum Test (WRST) will be invoked to compare the distributions of the data sets. This test is 
applicable as the W. and W.O. average gammas are from independent samples and are not 
required to meet the normal distribution criteria.14 The two two-tailed WSRTs performed were: 
one comparing the W and W.O for the CP and the other comparing the IP profiles. The average 
gamma values (listed in Tables 13 to 16) were used as the data sets. The WSRT for the CP and 
IP had a minimum W value of 469.5 and 394.5, respectively. The corresponding critical value 
28 
 
for a dataset of n=24 and a significance value of 𝛼=0.05 is 492, which suggests rejection of the 
null hypothesis for both datasets since W is less than the critical value.  
5.3: Clinical Plan Comparisons 
 
The mean PTV dose and its respective standard deviation were graphed to compare the 
differences between the W. and W.O. optional algorithm. The difference in magnitude between 
the algorithms for each energy and applicator combination are plotted in Figure 12, 13, 14, and 
15, for 16, 12, 9, and 6 MeV, respectively. In addition to the magnitudes, the differences between 
each magnitude was plotted with their respective quadratic sum uncertainties.   
 
 
Figure 12 - 16 MeV PTV W. & W.O. Mean Dose Comparison 
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Figure 15 - 6 MeV PTV W. & W.O. Mean Dose Comparison 
 
 
The cumulative dose volume histogram statistics computed for each algorithm, were compared 
by calculating the differences between the two. The percentage of volumes, 98, 95, 90, 50, and 
5%, were investigated for the minimum dose received. The absolute differences between each 
cumulative DVH statistic of the W. optional and W.O. algorithms for 16,12, 9, and 6 MeV are 
represented in Figure 16, 17, 18, and 19.   The DVH statistics values for each energy and 
application combination of both algorithms are listed in Appendix C. 
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The largest dose difference calculated from the cumulative DVH statistics was from the 6 MeV 
A15 plan with a difference of 2.55% at the 𝐷98% and the smallest dose difference calculated was 
from the 16 MeV A15 with a difference of 0.02% at the 𝐷95%. The largest absolute residual 




































The comparison of the CP and IP calculated profiles against the measured profiles displayed 
significant differences existed depending upon whether the W. optional profiles algorithm was 
used as the calculated or if the W.O. optional was used. The DTA and DD criteria used in the 
gamma analysis were set to 1 mm and 1%, respectively. The tolerances set may be too stringent 
in some instances, where for example TG-53 recommends a 1.5% tolerance (DD criteria) in the 
inner beam region of homogeneous phantoms for square fields.15 These tolerances were used to 
maintain a high sensitivity to such differences. It was shown with the set tolerances, that the W. 
Optional algorithm was more frequently in agreement (5 times as much) with the measured 
profiles than the W.O. algorithm. Additionally, the cases where the W.O. performed better with 
respect to the average gamma is questionable and may require further investigation if they truly 
better represent the measured data. For example, there are a few cases when the W.O. algorithm 
had a lower average gamma and higher passing rate, but only slightly as seen in the case of the 9 
MeV A11 IP. In this case, the average gamma for the W. optional algorithm was 0.821 and the 
W.O. optional algorithm was 0.820. Also, a higher accuracy of 1% may be required to have 
better convergence leading to a better comparison of the average gammas. For example, the 
average gamma for the CP and IP was lower for the 6 MeV A6 W.O. optional algorithm than the 
W. Optional. This comparison was made again but with a set statistical uncertainty of 1% instead 





Table 17 - 6 MeV A6 Average Gamma for 1 Statistical Uncertainty (For D>20%) 









2 A6 CP 1.58 1.44 0.14 
1 A6 CP 1.44 1.55 -0.11 
2 A6 IP 0.51 0.50 0.01 
1 A6 IP 0.46 0.57 -0.11 
 
With a statistical uncertainty of 1%, it is shown that the W. Optional algorithm is in closer 
agreement than what the previous results suggested at 2%.  Therefore, a statistical uncertainty of 
2% suggests the highest passing rates and lowest average gamma values are achieved with the 
W. optional algorithm and the minority of cases are either slightly better or may require further 
investigation at a higher specified statistical uncertainty. 
The clinical comparisons of the PTVs contained differences between the W. optional algorithm 
and the W.O. optional algorithm. The highest dose difference seen between the two algorithms 
was 2.55%. It should be noted, that this difference only represents the difference between the two 
algorithms and not the difference of each algorithm to measured data. Therefore, the accuracy of 
the algorithms to the expected value may be even less. In conclusion, the comparisons suggest 
the W. optional algorithm is in closer agreement to the measure CP and IP profiles than the W.O. 
algorithm. When comparing PTVs to consider the calculation of DVH statistics in in a clinical 
setting, the differences between the two algorithms displayed differences no greater than 2.55%. 
When considering if these differences are significant, it is helpful to consider the acceptable 
accuracy of dose that may be delivered in a clinical setting. The International Commission on 
Radiation Units and Measurements recommends the overall accuracy of the dose delivered to the 
patient to be within 5%.16 A journal written by Cunningham, discussed the accuracy required of 
three main phases that would result in an accuracy of 5%.17 Those three main phases and the 




Table 18- Accuracy required for 5%17 
Suggested Accuracy Value 
Calibration of Radiation Beam 2.5% 
Calculation of relative dose distribution 3 to 4% 
Delivery of radiation to patient 3 to 4% 
Total Accuracy 4.6 to 6.2% 
 
 
Calibration of the radiation beam data pertains to the acquiring of the commissioning data. 
Systematic and/or random error is introduced when performing various tasks such as setting up 
the detector, water tank, and the accuracy of calibration factor. The physicist can take measures 
to minimize uncertainties when taking scans while others may be inherent. The next pertains to 
the treatment planning system. Factors that include uncertainty but not limited to, are the 
calculation settings (i.e. grid size, statistical uncertainty), the accuracy of algorithm and how it 
calculates the dose distributions in homogeneous and heterogeneous mediums, and the data used 
to configure the algorithm. Lastly, delivery of radiation to patient can introduce uncertainty due 
to factors such as improper patient positioning, set up, and even internal anatomical movement. 
Therefore, one of the easiest ways to reduce uncertainty is in the calculation of relative dose 
distribution step. For example, when acquiring commissioning data from a TrueBeam to 
configure the eMC algorithm, the physicist is required to take in air profile scans. There is 
minimal effort required to specify the detector to scan in both planes, the cross and in plane. This 
step is expected to take no more than 2 hours of additional commissioning time if one is having 






7. Appendix A. 
Gamma Analysis 
Measured Data Comparison against TrueBeam Represenative Beam Data 
Gamma Analysis: 2% Dose Difference & 2mm Distance to Agreement 
 
 
Passing rate = 100% 
 
 






Passing Rate = 76.79% 
 
 





Passing Rate = 82.14% 
 
 











Passing Rate = 90.91% 
 
  
Passing Rate = 96.97% 
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Passing Rate = 84.85% 
 
  




Passing Rate = 100% 
 
 








Passing Rate = 98.68% 
 
 




Passing Rate = 98.68% 
 
 
Passing Rate = 92.11% 
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Passing Rate 98.68% 
 
 










Passing Rate = 100% 
 




Passing Rate = 100% 
 





Passing Rate = 100% 
 






8. Appendix B. 
 
Calculated (W. Optional Algorithm and W.O. Optional) Crossplane and Inplane comparison 
against measured profiles 
 
Gamma Analysis: 1% Dose Difference & 1 mm Distance to Agreement 
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9. Appendix C 
 
16 MeV Cumulative DVH Statistic 
App / Algorithm D98%  D95%  D90% D50% D5% 
A25 W. Opt. 97.72 97.91 98.11 99.02 100.45 
A25 W.O. Opt. 98.51 98.67 98.84 99.63 100.93 
A20 W. Opt. 98.90 99.08 99.26 99.97 100.95 
A20 W.O. Opt. 98.12 98.31 98.47 98.99 99.77 
A15 W. Opt. 98.63 98.87 99.13 99.88 100.77 
A15 W.O. Opt 98.76 98.88 99.03 99.57 100.37 
A11 W. Opt. 96.47 97.25 97.86 99.29 100.25 
A11 W.O. Opt 98.09 98.48 98.70 99.23 99.87 
A10 W. Opt 97.50 97.69 97.85 98.29 98.89 
A10 W.O. Opt 98.16 98.38 98.53 99.04 99.67 
A6 W. Opt 96.66 97.26 97.68 99.04 99.65 
A6 W.O Opt 96.02 96.43 96.83 98.02 98.52 
 
 
12 MeV Cumulative DVH Statistic 
App / Algorithm D98% D95% D90% D50% D5% 
A25 W. Opt. 100.01 100.22 100.40 101.35 102.68 
A25 W.O. Opt. 99.02 99.22 99.41 100.12 101.28 
A20 W. Opt. 99.91 100.11 100.31 101.06 102.02 
A20 W.O. Opt. 98.86 99.06 99.23 99.80 100.54 
A15 W. Opt. 98.21 98.31 98.45 99.00 99.81 
A15 W.O. Opt 98.40 98.58 98.74 99.26 99.84 
A11 W. Opt. 99.80 99.88 99.94 100.29 100.54 
A11 W.O. Opt 99.61 99.65 99.69 99.85 99.98 
A10 W. Opt 99.46 99.54 99.63 100.01 100.82 
A10 W.O. Opt 98.35 98.43 98.54 99.11 99.70 
A6 W. Opt 98.29 98.29 98.30 98.45 98.63 


















9 MeV Cumulative DVH Statistic 
App / Algorithm D98% D95% D90% D50% D5% 
A25 W. Opt. 100.46 100.75 101.08 102.71 104.09 
A25 W.O. Opt. 99.93 100.22 100.52 101.81 103.19 
A20 W. Opt. 97.46 97.65 97.82 98.77 99.91 
A20 W.O. Opt. 98.66 98.88 99.10 100.08 101.31 
A15 W. Opt. 98.64 98.75 98.86 99.36 100.21 
A15 W.O. Opt 99.99 100.28 100.66 101.37 102.25 
A11 W. Opt. 97.66 97.70 97.72 97.83 97.99 
A11 W.O. Opt 98.87 98.89 98.93 99.05 99.72 
A10 W. Opt 97.97 98.12 98.22 98.52 99.05 
A10 W.O. Opt 99.42 99.50 99.58 100.24 101.17 
A6 W. Opt 99.01 99.01 99.01 99.06 99.13 
A6 W.O Opt 98.33 98.34 98.36 98.47 98.63 
 
 
6 MeV Cumulative DVH Statistic 
App / Algorithm D98% D95% D90% D50% D5% 
A25 W. Opt. 99.85 100.10 100.31 101.07 102.00 
A25 W.O. Opt. 99.28 99.54 99.76 100.58 101.56 
A20 W. Opt. 99.23 99.44 99.64 100.34 101.15 
A20 W.O. Opt. 98.14 98.50 98.74 99.51 100.44 
A15 W. Opt. 97.93 98.24 98.58 99.51 100.44 
A15 W.O. Opt 100.48 100.72 100.93 101.58 102.52 
A11 W. Opt 96.43 97.09 97.57 98.82 99.85 
A11 W.O. Opt 98.41 98.86 99.18 99.98 100.73 
A10 W. Opt 98.60 98.85 99.07 99.77 100.66 
A10 W.O. Opt 99.74 99.91 100.07 100.74 101.55 
A6 W. Opt 96.97 97.39 97.76 99.01 100.15 














1.  Varian Medical Systems. Eclipse 15 . 1 Commissioning - Admin and Physics. 2017. 
2.  Varian Medical Systems. Eclipse Photon and Electron Reference Guide 15.1. 2016. 
3.  Liu J. Monte Carlo Strategies in Scientific Computing. 1st ed. Springer; 2008. 
4.  Brown F. MCNP Introduction - Monte Carlo Techniques for Nuclear Systems., 1-47  
5.  Neuenschwander H, Born EJ. A macro Monte Carlo method for electron beam dose 
calculations. Phys Med Biol. 1992;37(1):107-125. 
6.  Popple RA, Weinberg R, Antolak JA, et al. Comprehensive evaluation of a commercial 
macro Monte Carlo electron dose calculation implementation using a standard verification 
data set. Med Phys. 2006;33(6Part1):1540-1551. doi:10.1118/1.2198328. 
7.  Fix MK, Cygler J, Frei D, et al. Generalized eMC implementation for Monte Carlo dose 
calculation of electron beams from different machine types. Phys Med Biol. 
2013;58(9):2841-2859. doi:10.1088/0031-9155/58/9/2841. 
8.  Popple RA, Weinberg R, Antolak JA, et al. Comprehensive evaluation of a commercial 
macro Monte Carlo electron dose calculation implementation using a standard verification 
data set. Int J Med Phys Res Pract. 2006;33(6):1540-1551. doi:10.1118/1.2198328. 
9.  Shiu AS, Tung S, Hogstrom R, et al. Verification Data for Electron Beam Dose 
Algorithms. Med Phys. 1992;19:623-636. 
10.  Low DA, Dempsey JF. Evaluation of the gamma dose distribution comparison method. 
Med Phys. 2003;30(9):2455-2464. doi:10.1118/1.1598711. 
11.  Low D a., Harms WB, Mutic S, Purdy J a. A technique for the quantitative evaluation of 
dose distributions. Med Phys. 1998;25(5):656-661. doi:10.1118/1.598248. 
12.  Chang Z, Wu Q, Adamson J, et al. Commissioning and dosimetric characteristics of 
100 
 
TrueBeam system: Composite data of three TrueBeam machines. Med Phys. 
2012;39(11):6981-7018. doi:10.1118/1.4762682. 
13.  BPI Consulting L. Anderson-Darling Test for Normality. 
https://www.spcforexcel.com/home. Published 2018. 
14.  Montgomery DC, Runger GC. Applied Statistics and Probability for Engineers.; 2011. 
doi:10.1017/CBO9781107415324.004. 
15.  Fraass B, Doppke K, Hunt M, et al. AAPM Radiation Therapy Committee Task Group 53: 
Quality assurance for clinical radiotherapy treatment planning. Am Assoc Phys Med. 
1998;10:1773-1829. 
16.  Bethesda. Dose specifications for reporting external beam therapy with photons and 
electrons. ICRU ICRU Rep 29. 1978. 
17.  Cunningham JR. Quality Assurance In Dosimetry And Treatment Planning. Int J Radiat 



















11. Curriculum Vitae 
Ryan Sharp  
 





2016 - 2018 M.S. Health Physics: Medical Physics  
 
Thesis: "Electron Monte Carlo Dose Calculation Model Dependency on Optional Applicator Specific 1D 
Profiles" 
 
Advisory Committee Chair: Dr. Yu Kuang 
Advisory Committee Members: Dr. Steen Madsen, Matthew Schmidt, & Benjamin Smith 
Graduate College Representative: Dr. Szu-Ping Lee 
 
2012 - 2016 B.S. Nuclear Engineering & Minor in Mathematics 




2017 - 2018 Clinical Training Courses Taken at Varian Medical Systems 
   EC101 Eclipse Basic Operations 
   EC201 Eclipse Commissioning I: Administration and Algorithms 
   EC204 Beam Data Scanning 
   EC301 Eclipse Scripting API Basics 
 
2016-2018  Graduate Teaching Assistant 
   Radiation Biology Course 
 
2014-2016 Radiation Safety Assistant 
   Surveying of research laboratories  
   Gamma spectroscopy to identify and quantify unknown radioactive material   
   Assist with preparation of radiation waste for outgoing shipment 
   Experience in writing incident reports pertaining to radioactive materials 
   Assist with receiving and delivering radioactive materials 
   Received training in handling hazardous materials 
   Experience in running daily instrument checks 
 
Certification & Award 
 
2017 - Passed American Board of Radiology (ABR) Part 1: General and Clinical 
 
2016 - Best Presentation in Isotopes & Radiation: ANS Student Conference  
  Capstone Engineering Project Low Enriched High Flux Nuclear Reactor for   







2016 - Present American Association of Physicists in Medicine (AAPM) 
2015 - Present Health Physics Society (HPS) 




- MATLAB, MCNP, Python, & Microsoft Office 
- Experience in performing TG-51 and TG-142    
 
  
 
 
