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Abstract
Historically studies of behaviour on networks have focused on the be-
haviour of individuals (node-based) or on the aggregate behaviour of the
entire network. We propose a new method to decompose a temporal net-
work into macroscale components and to analyse the behaviour of these
components, or collectives of nodes, across time. This method utilises all
available information in the temporal network (i.e. no temporal aggrega-
tion), combining both topological and temporal structure using temporal
motifs and inter-event times. This allows us create an embedding of a
temporal network in order to describe behaviour over time and at dif-
ferent timescales. We illustrate this method using an example of digital
communication data collected from an online social network.
1 Introduction
Modern methods of data collection have given researchers access to ever richer
datasets, both in terms of their descriptive power and their temporal resolution.
Where previously data would be a representation of an instant in time or ag-
gregated over a time interval, in many fields we now have access to sequential
(and often timestamped) records or observations. The mining of this sequential
data, or event streams, is now an important task with a particular focus being
on creating algorithms that extract information in real-time.
Event stream data is perhaps most prevalent in the digital context, where
data collected can be easily automated. Online social networks such as Twitter
[1] allow access to real-time streams of messages between users of the platform.
Similarly, researchers and telecom providers have access to telephone and text
records (call participants, durations, etc.) which can be analysed to describe our
circadian rhythms [2], closest friends [3], or the differences in call behaviour be-
tween genders [4]. Event stream data is not limited to communication however.
∗mellor@maths.ox.ac.uk
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Other examples include, but are limited to, website clickstreams [5], proximity
networks [6], transportation networks [7], and biological interactions [8].
To address the challenges that come with temporal data there have been
many recent advances in the study of temporal networks [9, 10, 11]. Temporal
networks are a natural extension from static networks although there are many
ways to model them depending on the degree of temporal aggregation and the
type of analysis required. Typically temporal networks are aggregated into time
intervals (binning events into intervals of an hour for example) to create a se-
quence of static networks which can then be analysed using concepts adapted
from static graph theory [12, 11]. However, arbitrarily discretising time can dis-
tort results by destroying temporal correlations and obscuring causal relations.
More recent work has avoided this issue by considering a network of temporal
events (time-stamped edges) as opposed to individual nodes themselves [13, 14].
This allows the temporal network to be represented as a single weighted static
network which can be decomposed by pruning edges based on edge weights. The
connected components of this network provide a natural partition of the data
whereby events in close temporal and topological proximity remain connected.
In this article we describe a new method to analyse collective behaviour in
temporal networks using the network decomposition in [13, 14] and cluster the
resulting temporal components using a combination of temporal and topological
features. In Section 2 we detail our methodology and feature section. In partic-
ular we introduce three new features in the form of the motif entropy, inter-event
time entropy, and the degree imbalance. Sections 3 and 4 are devoted to the ap-
plication of the method to data collected from Twitter, and finally in Section 5
we discuss the challenges and issues with such methods and highlight avenues
for further research.
1.1 Related Work
This article combines and extends higher-order network models, temporal mo-
tifs, and network embedding.
Motifs have been previously used to understand behaviour in networks [15,
4, 16]. In [4] it is found that there are differences in the call behaviour of each
gender (measured by the differences in temporal motif distributions), although
the change of this behaviour over time is not investigated. The behaviour of
Wikipedia editors is characterised in [15] using temporal motifs, who show that
the observed behavioural patterns are relatively stable over the course of a
number of years.
Network (or node) embedding involves characterising a network (or node in
a network) by an n-dimensional feature vector. After embedding, methods that
have traditionally been used for image-recognition or natural language process-
ing such a deep neural networks or random forests can be used for link prediction,
clustering, or graph synthesis. There have numerous suggestions for network (or
node) embeddings [17, 18, 19, 20]. Node embeddings can be generated by con-
sidering local sampling of the network around the node, either iteratively [19]
or through a random walk exploration [18, 20]. Walk-based embeddings are
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well grounded (having connections to the graph Laplacian), although the em-
beddings themselves can be difficult to interpret. Similar approaches have been
implemented to characterise subgraphs [21] or entire graph structures [22]. The
latter instead using a set of predefined features (clustering, assortativity, etc.)
to create an embedding, rather than a random walk exploration.
More recently there have been attempts to extend node embeddings to the
dynamic case. One approach creates node embeddings by considering random
temporal walks [23]. These are random walks that have the added constraint of
traversing edges in the order at which they appear. There are approaches to
embed dynamic graphs [24] however these are reliant on discretising time and
creating a sequence of aggregate static networks.
The representation of the temporal network we use is a second-order time-
unfolded model, a combination of the higher-order models of [25] and time-
unfolded networks of [26]. The decomposition of temporal network consists of
using the connected components these higher-order models (more detail given
in Section 2). This is the first instance of embedding and clustering these
components, so there is currently not a directly comparable benchmark. We
instead compare our decomposition to the more typical decomposition fixed-
width time intervals.
The example in Sections 3 and 4 considers directed messages on Twitter.
Many studies of Twitter use the content of messages (text and media) to model
topics of conversation, perform sentiment analysis, and identify viral content
[27, 28, 29, 30]. Topics are generated by aggregating messages which have
similar word usage. We instead take the content-agnostic approach and instead
model only the connections between users.
2 Methodology
In this section we describe the methods used to model and analyse temporal
network data. Our analysis is split into three parts; temporal decomposition,
feature extraction, and clustering.
2.1 Event Graphs and Temporal Decomposition
Formally we describe a temporal network G by the triple (V, T,E) where V ⊂
N is a set of nodes, T ⊂ R+0 a set of interaction times, and E ⊂ V
2 × T ,
the set of temporal events. Directed, instantaneous events take the form ei =
(ui, vi, ti) corresponding to an edge appearing from node ui to node vi at time
ti. The remainder of this article we assume that events are both directed and
instantaneous, although the methods can easily be generalised to undirected or
persistent events.
We model the temporal network as an event graph (EG) [13]. An EG is a
second-order time-unfolded model of the temporal network, where the events
of the original network are the nodes of the EG. The EG is described by the
tuple G = (E,L), where E is the set of events, and L is the set of edges. Events
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are linked to the subsequent events for each node in that event (resulting in a
directed acyclic graph with a maximal in/out degree of two). Weighting these
edges with the time between the two events (inter-event time) gives rise to a
weighted, directed graph of temporal events. Each edge is also associated with
a two-event temporal motif [16] which describes the topological relationship
between the nodes in each event (see Figure 1).
The ∆t-EG is a subgraph of the EG where the edges are removed based on
the edge weights. The new set of edges is L∆t = {(ei, ej) ∈ L|tj − ti ≤ ∆t}
with the ∆t-EG given by G∆t = (E,L∆t). This allows us to study the temporal-
topological structure of the ∆t-EG as a function of ∆t, and decompose the event
sequence into smaller subsequences. Let C∆t be the set of weakly-connected
components of the ∆t-EG. Each component c ∈ C∆t is described by the tuple
(Ec, Lc∆t) with
⋃
cE
c = E and
⋃
c L
c
∆t = L∆t. The temporal components
(which we will use synonymously with weakly-connected component) of G∆t
capture sequences of events which occur in relatively close proximity and share
one or more nodes which we assume to imply a level of causality between events.
Algorithmic details of how to construct the EG are given in Appendix A.1.
2.2 Feature Extraction and Component Embedding
How can we characterise these temporal components? We consider a set of fea-
tures which can be split into purely temporal, purely topological, and topological-
temporal features. For this study we will consider only features which are inde-
pendent of the temporal component size, or scale-invariant. Here the component
‘size’ refers to number of events, the number of nodes, or the duration of the
component. Naturally this allows us to compare behaviour in components of
different sizes and across different datasets.
In the rest of this section we describe the features used in this study. A full
list of features considered is given in Table 1.
2.2.1 Topological-Temporal Features
1 2
ABAB
12
ABBA
1
2
ABAC
1
2
ABCA
1
2
ABBC
1
2
ABCB
Figure 1: All possible two-event temporal motifs. Events are labelled with the
order which they occur.
Temporal motifs. Temporal motifs are repeatedly observed patterns of
interaction across time. We consider temporal motifs as defined in [16] although
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we can equally use the definition in [31]1 by considering a different event graph
structure [32]. In particular we consider only two-event motifs, of which there
are six (shown in Figure 1 along with a shorthand description of each). We
can also incorporate different event types (or event colours) into a temporal
motif (see Appendix A.2). For example, if there are two event types x and
y the possible motifs derived from the ABBA motif are ABxBAx, ABxABy,
AByBAx, and AByBAy. There are 24 possible motifs of this variety (6 × 22).
Modelling multiple event types allows us to better distinguish between different
types of behaviour in temporal networks (the differences between calls and text
in a communication network, for example), however it increases the number of
possible motifs. We measure the prevalence of each motif type present in a
component by the fraction of all observed motifs. This gives us an empirical
motif distribution for the component. Typically the prevalence of motifs is
uninformative without reference to a baseline model [16, 4], or a comparative
dataset. In this case since we are comparing different temporal components
(and not commenting on relative prevalence) we can use the motif counts as
they are. We do however compare our method to an ensemble of time-shuffled
replicates of our data in Section 4.
We are also interested in how diverse a component is in terms of the motifs
present. To quantify this we introduce the entropy of the motif distribution, i.e.
SMOT =
∑
m∈M
pm log2(pm) (1)
where M is the set of all possible motifs, and pm is the probability of observing
motif type m. This has the desired property that SMOT = 0 when only one type
of motif is present, and takes a maximal value of log2 |M | when all |M | motif
types are equally likely. This suggests the rescaling
SˆMOT =
SMOT
log2 |M |
(2)
which maps to the unit interval.
Temporal motifs have been previously used to analyse behaviour in temporal
networks and so should be a suitable feature to distinguish behaviour across the
constituent temporal components of the network. We could also consider higher-
order motifs (containing three or more events) however the number of possible
motifs increases exponentially with the motif size. This makes these higher-
order motifs both costly to compute and also poorer features on small networks
as the counts for each motif are likely to be small.
1 The two definitions differ in two aspects. Motifs in [16] require events for each node
in the motif to be consecutive and the time between consecutive events has an upper bound
whereas events in [31] do not need to be consecutive and the entire motif must occur within
a fixed time window (with no prescription of inter-event time).
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2.2.2 Pure Topological Features
These features consider the static graph aggregation of the temporal component
given by the adjacency matrix
A(c)uv =
{
1 if ∃t s.t (u, v, t) ∈ Ec
0 otherwise.
That is, an edge is present in the aggregated graph if an event occurred along
that edge in the duration of the temporal component. While this removes any
temporal information about the component it allows us to consider higher-order
properties of the network without explicitly calculating higher-order temporal
motifs. The structural features of static graphs have been well documented
[33, 34]. Here we consider three well known features, and introduce a new
feature, the degree imbalance.
Clustering coefficient. The clustering coefficient C measures the degree
of transitivity in the graph and is given by the ratio number of closed triplets of
nodes to the number of connected triplets of nodes. This gives a measure of the
likelihood that nodes a and b are connected, given a connection between a and
c and between c and b also. For this feature we ignore the direction of edges.
Degree Imbalance. The degree imbalance measures the average difference
between the degrees of connected nodes. Let α, β ∈ {in, out} index the degree
type, and let sαi and t
β
i be the α- and β-degree of the source and target node
for edge i. The degree imbalance is given by
µ(α,β) =
m−1
∑
i(s
α
i − t
β
i )
maxi |sαi − t
β
i |
(3)
wherem is the number of edges in the graph, and we sum over all possible edges.
We also normalise by the maximum difference between node degrees. The degree
imbalance takes values in [−1,+1] with a value of µ(α,β) = ±1 indicating that
for all edges the α-degree of the source is greater/less (resp.) than the β-degree
of the target, and this difference is the same for all edges. By considering the
joint degree distribution it can be shown that µ(in, out) = 0 for all graphs and
so this case will be omitted.
We use this feature to assess how ‘hub-like’ the network is. This feature is
used, as opposed to the directed degree assortativity [35] as the degree assor-
tativity is not well defined on networks where there is no variance in the node
degrees (and this case is not addressed). An example of such a case is an inward
star graph where the out-degree of all edge sources (the peripheral nodes) is
one, and the in degree of all edge targets (the hub) is the number of peripheral
nodes.
Normalisation to the unit interval can be achieved with
µˆ(α,β) =
µ(α,β) + 1
2
. (4)
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Edge reciprocity. The edge reciprocity is a measure of how many events
in the conversation are reciprocated and is given by
R = m−1
∑
i,j
AijAji (5)
where m is the total number of edges as before. This feature picks up instances
of reciprocation that are not captured in an ABBA motif (either due to other
intermediate motifs being formed, or the two events not being close in temporal
proximity).
Edge density. The edge density is the number of edges present in the graph
as a fraction of all possible edges. Mathematically this is given by
ρ =
1
N(N − 1)
∑
i,j
Aij , (6)
where N is the number of nodes in the graph. The presence of an N2 term
in the denominator indicates that this feature is only scale-independent on the
assumption that the network is dense (i.e. node degrees ki are O(N)). Since
we do not wish to make that assumption, the edge density will only be used as
a descriptor and not a feature in the model.
2.2.3 Pure Temporal Features
Inter-event times (IETs). The times between consecutive events has been
the focus of many studies [36, 37, 38]. We consider the distribution of IETs along
all edges of the EG, that is the times between consecutive events for each node
in the temporal component. The IET distribution is dependent on the duration
of the conversation (the maximal IET is bounded by the conversation duration)
and so cannot be used as a scale-invariant feature. We instead characterise the
diversity of the IETs by considering the entropy, as with motifs. The IET is
a continuous variable however so we first need to discretise it into fixed-width
bins. Let I be the set of intervals that partition the set of IETs and pi be the
probability of an IET being in interval i ∈ I, then the IET entropy is given by
SIET = −
∑
i∈I
pi log2(pi). (7)
The IET entropy has the property of being zero for periodic events and is
maximal for a uniform distribution of IETs. The entropy is desirable over the
variance in the case of events with alternating periods, e.g. 2-4-2-4. In this
example, the variance is dependent on the distance between the two periods
and can be arbitrarily large whereas the entropy is constant and is close to zero
regardless of distance between the two periods. We normalise the IET entropy
by dividing by the maximum possible entropy for that number of bins, i.e.
SˆIET =
SIET
log2 |I|
. (8)
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Activity. Another related temporal feature we consider is the activity of
the temporal component, denoted by λ, and defined to be the number of events
per unit time. To normalise the activity feature we apply the transformation
λˆ = 1− e−λ (9)
which takes values in [0, 1).
2.2.4 Summary statistics
The summary features we will use to describe temporal components are the
number of events, the number of nodes, and the total duration or lifetime of the
component. For a component consisting of event set E these are
Nevents(E) = |E|, (10)
Nnodes(E) =
∣∣∣∣∣∣
⋃
(u,v,t)∈E
(u ∪ v)
∣∣∣∣∣∣ , (11)
D(E) = max
(u,v,t)∈E
t− min
(u,v,t)∈E
t, (12)
respectively. As these features by definition explicitly depend on the size of the
component we will not include them in our feature-space. They do however
provide important context to examine individual components.
Feature Symbol Range Scale-invariant
# Nodes Nnodes [2,∞) No
# Events Nevents [2,∞) No
Duration (seconds) D [1,∞) No
Edge Density ρ [0, 1] No
Motif Prevalence (multiple) pm [0, 1] Yes
Motif Entropy SMOT [0, log2 |M |] Yes
IET Entropy SIET [0, log2 |I|] Yes
Degree Imbalance (in,in) µ(in,in) [−1, 1] Yes
Degree Imbalance (out,in) µ(out,in) [−1, 1] Yes
Degree Imbalance (out,out) µ(out,out) [−1, 1] Yes
Clustering C [0, 1] Yes
Reciprocity R [0, 1] Yes
Activity λ [0,∞) Yes
Table 1: List of features used to describe temporal components. Features are
rescaled so that all values lie in [0, 1] (see text). The prevalence of each motif
is an individual feature, meaning for two-event motifs with two possible event
types there are 24 individual features.
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2.3 Embedding & Clustering
We create a feature vector xc for each temporal component using the above
features. Formally we define an encoding function f : C∆t → R
d which maps
a temporal component into the d-dimensional vector space. In total we have
32 different features, or dimensions. We then normalise our feature vectors by
rescaling to unit length, i.e. xˆc = xc/|xc| .
To cluster temporal components we first need to define a suitable distance
function. There are many ways to do this however we choose to use the Eu-
clidean distance between temporal components. This gives us pairwise distance
matrix between all temporal components. From the distance matrix we can
construct a hierarchical clustering of components by employing Ward’s method
[39]. Finally we use the silhouette coefficient [40] to determine the optimal
number of clusters. The silhouette coefficient score for a sample i is given by
s(i) =
dinter(i)− dintra(i)
max(dintra(i), dinter(i))
(13)
where dintra and dinter are the intra-cluster distance (distance to centre of as-
signed cluster) and inter-cluster distance (distance to the centre of the nearest
alternate cluster) respectively. The silhouette coefficient for the dataset is then
the average across all samples and takes values in [−1, 1] with a value of +1
indicating perfect clustering and a value of −1 indicating the worst possible
clustering.
3 Data
There are many sources of timestamped event data, such as electronic commu-
nication, website clickstreams, proximity networks, or transportation schedules,
for example. To illustrate our method we consider data collected from Twit-
ter and investigate whether we can identify different types of distinct collective
behaviours in the conversations that users have online.
We take Twitter data sampled by keyword using the Twitter Streaming API2.
In particular we collect tweets which contain the word Emirates (and common
variants). We subsequently collate the accounts present in the sample and collect
all tweets they have participated in during the course of the entire day using the
REST API. This procedure is important for two reasons. Firstly, we want to be
able to capture all conversations surrounding a particular topic and subsequent
responses to sampled tweets may or may not mention the keyword explicitly.
Secondly, as the temporal motifs are formed of subsequent events, the omission
of any event will introduce error.
We sampled our keyword using the above procedure over one day in Novem-
ber 2017. The statistics of the data sampled are presented in Table 2.
2 See developer.twitter.com
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# Tweets # Events # Users % Retweets
161,730 130,360 48,249 52.95
Table 2: Data collected from Twitter over a 24 hour period. Tweets with no
mentions (i.e. are not directed) do not constitute an event hence there are fewer
events than tweets.
3.1 Modelling Considerations
In the data collection we collect two types tweet, messages (original pieces of
content) and retweets (duplicates of previous tweets which are reshared). We
model these tweets as sequence of temporal events E where each event ei ∈ E
takes the form (ui, vi, ti) which describes the instantaneous contact from node
ui to node vi at time ti. Here a tweet from account u to account v (directing
their message to them) at time t becomes a temporal event (u, v, t). If multiple
accounts are mentioned within a tweet then multiple events are created3. A
retweet by account u of a tweet from account v at time t becomes an event
(v, u, t) which reflects the direction that information has travelled in the event.
These two types of event can be considered as either a push (message) or pull
(retweet) of information.
3.2 Time-shuffled Ensembles
Without a suitable reference model we instead benchmark our findings using
ensembles of randomised time-shuffled data. To shuffle the data we permute
the event times randomly while keeping the node pairs constant. This preserves
network structure and the numbers of events between all pairs of nodes but
destroys all temporal correlation between events [41].
4 Results
We construct the EG and set the edge (inter-event time) threshold to be ∆t =
240s (or four minutes). The 4min-EG has 4137 components with at least five
events. This choice of ∆t was chosen to balance the number of temporal com-
ponents with component size; too small a value would possibly split up con-
versations and create components of only a small number of events, and too
large a value leads to fewer large components that may be unrelated. Further
discussion of this choice is given in Appendix B.1. In Figure 2 we plot the
activity of the ten largest components in an hour period. Immediately we can
see the differences of the temporal activity patterns of these components; some
components occur over the space of 10 minutes (C10), others span the entire
interval (C4). We can also see clear distinctions between the inter-event times
3 In this study we restrict ourselves to events containing only two accounts/nodes. We can
however extend this analysis to multiple-node events (or hyper-events).
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for the components, for example the contrast between the bursty behaviour of
component C6 and component C5 where activity levels peak and then decay.
12:00 12:15 12:30 12:45 13:00
Time (GMT)
C1
C2
C3
C4
C5
C6
C7
C8
C9
C10
C
om
po
ne
nt
Figure 2: Temporal barcode for a one hour window of the 4min-EG. The largest
10 temporal components (by number of events) of the 4min-EG are plotted (C1
being the largest). Each vertical black line represents the time at which an
event occurred. We see distinct patterns in behaviour in terms of event density,
component duration, and inter-event time distributions (gaps between events).
4.1 Discriminative features
The component barcodes portray only the duration, activity, inter-event times,
and number of events in each component. We can systematically investigate
which are the most important features by applying principal component anal-
ysis (PCA) to reduce the dimensionality of the feature-space. The first three
components of the PCA account for 71% of the variance of component features.
Visualising the temporal components in the full feature-space is not feasible and
so we instead reduce the dimensionality of the data using the t-SNE algorithm
[42] (Figure 3).
The high-dimensionality makes the results difficult to plot but does not
hamper the rest of our analysis which is conducted on the full feature-space.
In Table 3 we show the largest constituent features of the components of the
PCA, ordered by magnitude. The motif entropy is also one of the distinguishing
features - how diverse the conversation is in terms of the motifs present. This
is enlightening as low motif entropy can be indicative of predictable, system-
atic behaviour, possibly highlighting automated accounts. Similarly, low IET
entropy implies periodic (or predictable) activity, which again provides further
evidence of automation. The presence of reciprocity is also distinguishing fea-
ture of an online conversation, i.e., is whether the conversation is ‘one-sided’,
or just consists of back-and-forth interaction. Degree imbalance being a promi-
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Figure 3: Scatterplot of the 4137 component features, using the t-SNE algo-
rithm [42] to reduce feature-space to two dimensions. The cluster analysis is
conducted on the full feature space and dimensionality reduction is used solely
for visualisation. Components are coloured by their assigned clustering (see
text).
PCA Component
1 (36%) 2 (19%) 3 (15%)
ABrCBr ABmCBm SIET
µ(out,in) µ(out,in) ABrABr
ABmCBm SMOT R
Table 3: The top three feature contributions to the components of the PCA
(ranked by magnitude).
nent feature of the PCA also suggests that whether or not the conversation is
‘hub-like’ is another way to distinguish conversations.
4.2 Clustering
The temporal components are partitioned into five clusters shown by the den-
drogram in Figure 4. We choose five clusters in particular as this maximises the
silhouette score (see Appendix B.2).
In Table 4 we report the average values for the features within each cluster,
combining the motifs with different event types for brevity. In Figure 5 we pick
a representative component from each cluster and plot the static aggregated
graph of connections between nodes. Each cluster is distinct and captures some
of the different types of behaviour observed on Twitter.
Cluster 1. Cluster 1 boasts the highest edge density, reciprocity, and clus-
12
Conversation Cluster
Feature 1 2 3 4 5
Nnodes* 5.33 22.46 8.15 14.49 13.98
Nevents* 13.67 33.11 12.13 20.21 16.76
D (seconds)* 542 686 166 455 751
ρ* 0.42 0.16 0.18 0.13 0.15
ABAB Motif 0.09 0.12 0.34 0.19 0.16
ABAC Motif 0.07 0.05 0.40 0.02 0.08
ABBA Motif 0.28 0.11 0.00 0.00 0.01
ABBC Motif 0.12 0.08 0.02 0.00 0.01
ABCA Motif 0.16 0.11 0.01 0.00 0.02
ABCB Motif 0.29 0.53 0.23 0.79 0.71
SMOT 1.85 1.74 1.33 0.48 0.68
SIET 1.92 1.97 0.98 1.81 2.04
µ(in, in) -0.27 -0.55 -0.79 -0.97 -0.88
µ(out, in) 0.08 -0.59 0.42 -0.93 -0.62
µ(out, out) 0.27 0.11 0.83 0.91 0.80
C 0.41 0.02 0.02 0.00 0.02
R 0.48 0.18 0.00 0.00 0.03
λ 0.03 0.03 0.57 0.06 0.03
*not used as a feature
Table 4: Feature vector averages across clusters (pre-normalisation). For
brevity, we have combined the motifs with different event types. The first,
second, and third most prevalent motif in each cluster is highlighted in red,
orange, and yellow respectively.
tering coefficient. This cluster is therefore a candidate for what would be classi-
fied as conversational behaviour ; users sharing messages back and forth between
each other and with conversations lasting around nine minutes. Cluster 1 also
has the smallest number of nodes on average.
Cluster 2. Cluster 2 consists of hybrid retweeting and message behaviour.
Nodes will retweet multiple sources, but also send out messages (sometimes to
accounts they have retweeted). This hybrid behaviour often leads to these hubs
being connected to other hubs which results in a larger number of connected
nodes. The hub nodes in these components appear to be maximising their
activity on the network and exposure to other nodes, however unlike in cluster
1, this interaction is not reciprocated.
Cluster 3. Cluster 3 has an exceedingly large activity rate, compared to
the other clusters. This is due to it containing conversations where many users
retweet one or more central bodies. Retweeting is an instantaneous action which
requires little thought and so large numbers of retweets can happen in a short
period of time. This cluster is also short-lived however, lasting less than three
13
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Figure 4: Dendrogram of temporal components and associated clustering. Pair-
wise Euclidean distances are calculated and a hierarchy is created using Ward’s
method. The number of clusters is calculated by maximising the silhouette score
(see text).
minutes on average. Another observation we can make is the presence of ‘bridge’
nodes which have retweeted two or more of the central nodes. These users
are potentially bringing together two different conversational topics or merely
collecting tweets surrounding a single topic.
Cluster 4. Cluster 4 is an example of hub-like behaviour, indicated by
the extremal values of µ. A single node will retweet many other nodes with
little to no other interaction. The second most prevalent motif in this cluster is
ABrABr which indicates the central node is retweeting the same node multiple
times. In this cluster there is little evidence of social interaction as components
are primarily driven by a single node aggregating information from other nodes.
Cluster 5. Cluster 5 is in some sense the opposite to cluster 4. Mul-
tiple nodes message a central node, however there is little interaction in the
opposite direction, or any sign of diverse behaviour (given the second lowest
motif entropy). These components last substantially longer than their cluster 4
counterparts, despite having fewer events on average (751 seconds compared to
445 seconds). This is likely due to messages taking longer to compose than an
instant retweet, naturally elongating the time over which we see the behaviour.
4.3 Evolution over time
These prevalence of these clusters are not necessarily equal in size nor do they
persist uniformly across time. Each temporal event is associated with a temporal
component which is in turn associated with a cluster. In Figure 6 we plot the
size of a cluster over time as a fraction of all events, aggregated by hour.
Clusters 2 and 4 make up the majority of observed behaviour on the temporal
network. This means that the majority of activity occurring is either single-node
retweeting aggregation or a hybrid of aggregation and unreciprocated messaging.
This suggests that the majority of activity on the network is driven by a small
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(a) Cluster 1 (b) Cluster 2 (c) Cluster 3
(d) Cluster 4 (e) Cluster 5
Figure 5: Example aggregated graphs of representative temporal components
from each cluster. Messages and retweets are coloured green and red respec-
tively. In cluster 1, messages are sent back and forth between multiple nodes,
typical of what one would associate with a conversation. Cluster 3 is associated
with one or more central nodes being retweeted by a set of other nodes. Cluster
4 consists solely of a single node retweeting many other nodes, and cluster 2
exhibits similar mass retweeting behaviour combined with a small fraction of
messaging, usually across a wider array of nodes. Finally, in cluster 5 many
nodes message one or more central nodes.
number of nodes which may occasionally interact with each other. The more
conversational cluster 1 never contributes to more than 10% of activity over the
course of the day, although naturally becomes more prevalent during daylight
hours (for Europe and the Middle East).
4.4 Comparison with Random Ensembles
The results of the clustering have highlighted the diverse behaviour on Twitter,
however we still need to assess whether this diversity is significant. To do this
we consider an ensemble of 200 time-shuffled samples of the data.
For each sample we first create an ‘complete’ feature vector x∗ for the dataset
by considering the entire temporal network as a single temporal component.
Then for each temporal component feature vector xc we subtract off the com-
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Figure 6: Cluster volumes over time as a fraction of all events, aggregated by
hour. Clusters 2 and 4 are consistently dominant throughout the day, com-
prising of over half of all events in total. The other clusters are less prevalent
although their activity levels change over time. For example, cluster 5 becomes
more prevalent between the hours of 7am and midnight (GMT). The remaining
fraction of all events are those components with fewer than five events which
were not part of the clustering.
plete feature vector, i.e.
xˆ
′
c = xˆc − x∗.
The average distance between the each temporal component the entire network,
given by
1
|C∆t|
∑
c∈C∆t
|xˆ′c|,
is a measure of the diversity of components within the network. For the ensemble
of randomised networks, the mean and standard deviation are 0.648 and 0.002
respectively. In contrast, the mean of |xˆ′| for the original data is 0.70 (which
comparing to the ensemble distribution equates to a z-score of 17.4). Hence we
can conclude that the components features that we are measuring are significant,
and are more diverse than we would expect to see at random. This also supports
the decomposition of the temporal network; there are different behaviours across
the nodes of the temporal network (and over time) so we may lose this diversity
by considering the temporal network as a single entity.
In Figure 7 we show the density of the temporal components for the original
data (a) and random ensemble (b) in two dimensional feature-space, reduced by
principal component analysis. The wider marginal distributions in (a) confirm
our statistical analysis showing that the temporal components are more diverse
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than random components. There do however appear to be a number of possible
clusters in the randomised data. This is likely due to components with repetitive
behaviour (such as in cluster 4) where the same motif will appear regardless of
the ordering of events. The primary difference in the shuffled cases is that on
average these components will be smaller and there will be more of them.
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Figure 7: Temporal component feature densities for the data (a) and an en-
semble of 200 time-shuffled instances of the data (b). Feature space is reduced
to two dimensions using PCA. Marginal distributions for each dimension are
also shown. The original data is more diverse than the time-shuffled ensemble,
although the time-shuffled data exhibits some bimodality.
Finally, as well as a more homogeneous collection of temporal components,
there are fewer temporal components (of minimum size five) in the random
ensemble than in the original data. There are on average 3530 temporal com-
ponents in the random ensembles, compared with 4137 in the original data.
Interestingly, there are more events per component in the original data (21.1
compared to 13.7 on average), however the temporal components in the random
ensemble are on average of a longer duration (774s for random ensemble and 536
for original data). This is likely due to the events for any temporal component
being more uniformly spread in contrast to the original data where multiple
events may occur within a short period of time (those in cluster 3 for example).
4.5 Comparison with Fixed-width Interval Decomposition
To compare the temporal component decomposition we use a fixed-width in-
terval decomposition of the temporal network. Following the same procedure
outlined above, we calculate the feature vector for each time interval before
rescaling and clustering. We choose the interval width to be the average com-
ponent duration in the data which is 536 seconds. The interval-based clustering
17
is poor however, taking a maximal silhouette coefficient of less than 0.2 for two
clusters which decreases with the number of clusters (see Figure B.2).
In Figure 8 we show examples of the to most representative intervals for each
cluster. Using this information alone it is difficult to distinguish any particular
behaviour as by definition all the behaviour is restricted to a particular interval
and will therefore overlap. Based on this evidence there is no real change in col-
lective behaviour over the day long period. We can however consider a further
(a) Cluster 1 (b) Cluster 2
Figure 8: Example aggregated graphs from the time-interval decomposition.
The clustering method finds two overlapping clusters which are indistinguishable
by eye.
decomposition into the static components of each time interval. This results in
5912 different components which we can cluster, more than the 4137 from the
temporal component decomposition. Clustering the interval-based components
gives a better decomposition than clustering the intervals alone, however it falls
short of the temporal component decomposition (based on the silhouette coef-
ficient across all possible number of clusters). Furthermore the interval-based
components are restricted to have a duration less than the interval width when
a particular pattern of behaviour may in fact span multiple intervals. This is
illustrated by considering how many temporal components span multiple inter-
vals. For this particular interval width, over 60% of temporal components span
multiple intervals and would therefore be split under such a method. This could
lead to double-counting components, or their omission altogether if the split falls
under the minimum component size threshold. In contrast for a window size of
4 minutes over 80% of temporal components are split, and for a window size of
20 minutes 37% of components are split.
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5 Conclusion and Discussion
In this article we have devised a novel way to decompose a temporal networks
using both topological and temporal features. Furthermore, we combined tem-
poral motifs, inter-event times, and a number of static graph features to create
an embedding of the temporal components which can be used to cluster collec-
tive behaviour. We applied this method to a dataset of digital communication
taken from Twitter to highlight the diversity of communicative behaviour, how-
ever this analysis can be easily extended to other forms of digital communication
(email etc.), clickstreams, as well as to other contexts such as biological protein
networks or temporal networks of proximity.
There is currently not a suitable benchmark for the evaluation of temporal
network embeddings, due to the limited work in this area. Furthermore, as
an original object of study, the temporal components of the event graph have
no direct comparison in the literature. We anticipate that the temporal net-
work embedding and the use of temporal components will need to be validated
independently.
The use of each feature should be fully justified. In principle, the features
which are not purely temporal could be captured by considering higher-order
motifs. Here we have used features which capture some of these higher-order
interactions (such as clustering) at a cost of approximating the temporal network
by a static network. Since we are considering temporal components of small
timescales (minutes), relative to the time period (1 day), this approximation is
reasonable. For future work it would be enlightening to compare the trade off
between computation required and the quality of clustering as we consider a
balance of higher-order motifs and static approximations.
One feature of this analysis that has not previously mentioned is that it
can be conducted in near-real-time. This is crucial if one wants analyse event
streams on timescale of minutes rather than days. This is particularly useful for
Twitter where conversations are typically short-lived. The computational cost
of building the event graph scales linearly with the number of events, and the
features of each temporal component can then be computed in parallel. As these
components are small relative to the entire network their summary statistics can
be computed quickly. This allows us to monitor event streams over time and be
reactive to change.
Finally, we discuss the particular merits and issues within the example con-
text. Developing a greater understanding of online conversations can help both
companies and scientists alike understand how we behave in an online social
context, and how this behaviour varies over time. This goes beyond the simple
individual statistics (message counts, number of followers etc.) that are com-
monplace in this area. Characterising this behaviour allows companies to tailor
their activity to the type of conversation occurring and target resources where
they will be most effective, potentially leading to more efficient and impactful
social media campaigns and interactions. One particular context where these
methods may be useful is in the identification of automated of ‘bot’ accounts.
Current state-of-the-art methods use a number of temporal, network, and lan-
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guage derived features [43], however they do not consider behaviour from the
temporal-topological perspective of temporal motifs (or the associated entropy).
In preparing this work we have also found instances where individual accounts
show no abnormal behaviour, but operate systematically as a collective. As
automation becomes more advanced, so too will be the tools required to detect
these accounts.
In this article we have considered only the network structure and have omit-
ted any other associated data (such as text, photos, videos, sentiment). One
possible extension would be to augment this analysis with natural language
processing techniques and topical analysis to further understand what is being
discussed within conversations, and whether the temporal components lie along
topical boundaries. The simplest addition to this analysis would be calculating
the sentiment [44, 45] of each conversation. Sentiment is unreliable for short
messages and so the average sentiment of a conversation may be more enlight-
ening than individual messages. Another point to consider is that this analysis
is on a relatively small dataset and the results should not be generalised, the
intent of this article being to showcase the method. We can apply this analysis
across longer time periods and different types of data (such as email) to gain
a greater understanding of the diversity of the our digital conversations and
temporal networks in general.
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A Methods
In this section we give further details on the methods used in this analysis.
A.1 Event Graph Decomposition
Below we outline the steps to construct the event graph and perform a temporal
decomposition by thresholding the edge weights. This algorithm is implemented
in the eventgraphs4 Python package, available freely online.
Beginning with an empty graph:
1. For each node x construct a time-ordered sequence of events Sx = (ek)
|Sx|
k=1
such that ei ∈ Sx if and only if x ∈ {ui, vi}, i.e. the set of events for which
x is a participant.
2. For each consecutive pair of events ek, ek+1 in Sx, add an edge from ek
to ek+1 in the event graph with weight tk+1 − tk. Repeat this process for
each node in the temporal network.
The edges of the event graph can then be thresholded to removed all edges over a
set value ∆t. The weakly-connected components of the event graph can then be
found through standard methods by considering the corresponding undirected
network.
The event graph can also be constructed in real-time to address streams
of event data. This can be achieved by maintaining a list of the last events
that each node has participated in. Let ωx be the event which node x last
participated. Upon arrival of a new event e∗ = (u∗, v∗, t∗), For each node
x ∈ {u∗, v∗}, create an edge from ωx → e∗ (if ωx exists, otherwise no edge is
created), and then set ωx = e∗. The arrival of a new edge can be processed by
considering two lookups and is therefore an inexpensive O(1) operation.
A.2 Temporal Motifs
In our feature analysis we consider coloured motifs, where edges or events can be
of different types, or colours. We can also consider coloured nodes (to distinguish
between node types), however for this study we have no means to distinguish
between nodes. This increases the number of observable motifs by a factor cn
where c is the number of event colours and n is the number of events in the
motif. In Figure 9 we show the four possible variations of the ABAC motif. We
adopt the notation ABxACy where x and y are the motif types to describe each
motif.
Using coloured motifs allows us to observe more diverse behaviour that would
not be captured by simply looking at the counts of each event type. In the con-
text of Twitter, one behaviour that is often observed is a user being retweeted
4 https://github.com/empiricalstateofmind/eventgraphs
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Figure 9: The four possible colourings of the ABAC motif. From left to right
these are ABmACm, ABmACr, ABrACm, ABrACr.
and then subsequently being messaged by the ‘retweeter’. This is usually asso-
ciated with the retweeter agreeing with a previous post, then adding an original
contribution to the discussion.
B Data
In this section we justify our parameter choices for the event graph decomposi-
tion and the number of clusters.
B.1 Decomposition
The decomposition of the temporal network using the event graph requires us
to choose a value of the parameter ∆t to threshold the time between to adjacent
events occurring for us to consider them to be connected. There has been little
investigation into how the event graph changes with ∆t [13] and studies instead
consider the sensitivity of final results to variation in the parameter.
In Figure 10 we show the size (in terms of number of events) of the largest
component of the event graph as a function of ∆t. We can see that there is
an an abrupt growth of the largest component at approximately 360 seconds
where the largest temporal component then comprises of a significant number
of the events in the network. At ∆t = 3600s, or one hour, the largest component
makes up a majority of all events (approximately 75%). As ∆t→∞ the number
components of the event graph converge to the number of connected components
of the aggregate static graph of the entire temporal network, which in this case
is 3625 (329 of them have five events or more). We therefore choose ∆t to lie
in the range [0, 360] so that the number of temporal components remains high.
Testing within the range around ∆t = 240 we find that the clusters found are
stable.
Alternatively we could have made a context specific choice for the parameter
∆t, informed by typical response times on Twitter.
B.2 Number of Clusters
Since we are dealing with an unsupervised clustering, we have no measure of
clustering accuracy. Instead we consider the silhouette coefficient (outlined in
26
0 600 1200 1800 2400 3000 3600
∆t (seconds)
0
20000
40000
60000
80000
100000
m
ax
c
∈C
∆
t|E
c
|
∆t=240
Figure 10: Largest temporal size (number of events) as a function of the param-
eter ∆t. The largest component experiences an abrupt transition at approxi-
mately 360 seconds, after which the largest component makes up a significant
fraction of the entire network (up to 75% when ∆t = 3600). We therefore chose
a value of ∆t = 240 so that the component analysis is not dominated by a single
giant component.
the main text) which captures the distance of a sample from the centre of its
assigned cluster relative to the centre of the nearest neighbouring cluster.
In Figure 11 we show the silhouette coefficient for the temporal component
decomposition (a) and the decomposition into intervals (b). For the temporal
components the clustering is best for five clusters, although the coefficient is
comparable for anywhere between 17 to 27 clusters, before seeing a sharp drop
in quality for 28 clusters. This suggests that should more granularity be required
(less variance within clusters) then a larger number of clusters could be chosen.
In this case five clusters were chosen to simplify the presentation of the method.
The interval decomposition has a different profile, showing a decreasing trend
as the number of clusters increases. This suggests the best clustering is using
only two clusters, however this clustering is relatively poor in comparison to the
temporal component decomposition. With five or more clusters the samples are
on average closer to neighbouring clusters than their assigned clusters.
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Figure 11: Silhouette coefficients of the hierarchical clustering for the tempo-
ral component decomposition (a) and the interval decomposition (b). For the
temporal component decomposition the silhouette coefficient is maximal for five
clusters, although a drastic drop in cluster performance occurs only at 28 clus-
ters. For the interval decomposition, the silhouette coefficient is lower than most
values in (a) and roughly decreases with the number of clusters.
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