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1. INTRODUCTION 
Let H = (hi,) denote the matrix (a x n) of a positive hermitian form. 
In a classical paper [3], Schur studies an associated class of positive 
hermitian matrices M, defined by 
(1.1) 
where M denotes a unitary representation of the subgroup G of 
the full symmetric group S,. Schur’s proofs rely on special techniques 
from group representation theory and the theory of group charac- 
ters. 
In this paper we discuss the notion of tensor contraction as applied 
to classes of “symmetric” tensors and show that by using these ideas 
all of Schur’s results [3] follow from simple notions of linear algebra 
without the use of representation theory. In particular, if M(a) = E(O) 
(the alternating character) and G = S,, then M, = det H. Also trace 
M, = det H. Thus either M, or trace M, may be regarded as generaliza- 
tions of the determinant. In particular, we shall give a precise characteriza- 
tion of the relationship of equality between these functions and the deter- 
minant in terms of conditions on M and H. 
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2. CONTRACTION OF GENERALIZED SYMMETRIC TENSORS 
Let G be a subgroup of S, and let M be a representation of G as unitary 
linear operators on a finite dimensional unitary space U. Denote by W 
the space @” V, where V is a finite dimensional unitary space. We define 
an endomorphism T on U @ W by 
T = 2 M(o) @ P(o), (2.1) 
oaC 
where P(o)(x, @ . - * @ x,) = x~-~~,~ @I . * - @ x0-I(n) is the permutation 
operator. We define the natural inner product in U @ W by 
We use the notation ( , ) to denote the various inner products with which 
we shall be dealing. One may easily verify that T is hermitian (with 
respect to (2.2)) and that T2 = gT, where g is the order of G. 
Fix a basis e,, . . . , e, for V (which we assume to be a-dimensional). 
For any ~5, 1 < y5 < n, the spaces U @ W and (eP) @ U @ W are 
naturally isomorphic where (eP) denotes the one-dimensional space 
spanned by eP. Thus the operation of tensor contraction defined by 
q+(eP @ 24 @ x1 @ * * * C3 xp 63 * * * @ x,) = (x0, e,)u @ x1 63 * *. @ de C3 
. - * @ x, (where ip denotes omission from the tensor product) induces, via 
the above natural isomorphism, a homomorphism between the spaces 
U @ W and U @ W,, where W, = @F1 V. We also denote this homo- 
morphism by qP and observe that by definition 
DEFINITION 2.1. A generalized symmetry operator on U @ W is 
any operator of the form T = cod; M(o) @ P(a). A generalized symmetric 
tensor is a tensor of the form T(u @ w), where ze, is a homogeneous tensor 
in W. 
The next definition extends the idea of tensor contraction to generalized 
symmetric tensors. 
DEFINITION 2.2. A generalized symmetric tensor T(u @ w) is con- 
tractible on the 9th index if there exists a generalized symmetry operator 
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Tp such that Tp o vp(u @ w) = vp o T(u @ w). We call v9 o T(u @ w) 
the contraction of T(u @ w). 
Notice that T, is an operator on U @ W,. In other words, a tensor 
of the form T(u @ w) is contractible if its contraction (in the standard 
sense) can be obtained as a symmetrization of the standard contraction 
ofu@w. Noticealsothat,ifM@w==@xr@*-*@xX,,thenyp(Zt@w)= 
(xp,ep)~~~x,~...~~~~...~X,. Letwp=x,@~~-@~p@-~~ @xx,. 
Then, if T(u @ w) is contractible, its contraction will be kpTp(u @ wp), 
where k, = (xP, ep). 
DEFINITION 2.3. Let w = xi @ * - - @ x, and let e,, . . . , e, be a basis 
for V. Let A, be a matrix whose ith row (i = 1, . . ., a) consists of the 
coefficients of xi expressed in terms of e,, . . . , e,. We call A, the matrix 
associated with w with respect to the basis e,, . . ., e,. 
Next we give a useful sufficient condition that a generalized symmetric 
tensor be contractible. 
THEOREM 2.1. If (xi, ep) = 0 for all i # p, then T(u @ w) is contrac- 
tible on the 9th index. 
Proof. Let w = x1 @ * - * @ x, and G, be the subgroup of G that 
fixes ~3. Denote by wp the tensor x1 @ * * - @ A$ @. . * @ x, (where i 
denotes omission). The permutation operator P(a) for o E G, may be 
regarded as an operator on @-l V since any tensor yr @ * * * @ yn_l may 
beconsideredasy,@***@ Rp@yp@***@yn_r=zl @a** @ Sp @zp+r @ 
* * - @ 2,. We define P(o)(yl @ . . * @ Y,_~) = zO-lC1j @ . - . @ R, 63 * - * @ 
z,_~(,,). With this interpretation M(a) @ P(a), oeGp, and hence 
may be regarded as operators on U @ W,. In fact, Tp is a symmetry 
operator on U @ W,. Noting that 
we have, in fact, 
Tp 0 qp(u 63 4 = (xp, ep) oz W+ @ Wwp. 
P 
(2.4) 
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Likewise, qp o T(,zc @ w) becomes qQ( CoeC M(o)u @ x,-,(r) @ . . . @ 
xo-lc,t,) = (+~cpj, ep) ~o&fW @ xo-‘(1) @ . . * 63 &I,,, C3 * * . 6 in+. B!, 
hypothesis, (xj, ep) = 0 if j # #. Thus the above becomes 
(+ ep) 2 M(o)u @ P(o)w” 
ncGp 
and hence pr o T(u @ w) = Tp o rpp(u @I zu). Since T, is a generalized 
symmetry operator on U @ W,, T(u @ w) is contractible on the pth 
index in the sense of Definition 2.2. 
Weremarkthat,ifw@=xr@.-. @A$,@-.* @x,andw = x1 @J... @ 
x,, then the matrix A,, associated with w0 is simply the minor of the 
element aPP of the matrix A,, = (u,~). 
3. COMBIKATORIAL LEMMAS AND NONCONTRACTIBLE TENSORS 
In this section we prove some elementary properties of sequences of 
integers. We shall use these properties to deduce some useful properties 
of noncontractible tensors. 
Let Z, = (1, . . ., 921. The set of all sequences mapping Z, into Z,, 
will be denoted by r,. 
LEXMA 3.1. Let k, < k, < . . . < k, be integers. The only permutation 
u of k,, . . . , k, such that a(k,) > ki for i = 1, . . , s is the identity permuta- 
tion . 
Proof. If a(k,) > ki for some i, then a simple counting argument 
shows that o is not one to one. 
LEMMA 3.2. Let u E r, be defined by x(i) = i, i # j, N(i) = p > i. 
Then the only permutations c of the integers j, j + 1, . . . , p such that 
a(a(i)) > i for i < i < p are the identity and cycles of the form (j, nzk, . . . , nr), 
,j<n,C.-.<n,<p. 
Proof. It is a simple matter to verify that all permutations of the 
above form satisfy x(0(i)) > i. Thus we assume that a(a(i)) > i for 
j < i < ~9. If o(j) = j, then by Lemma 3.1 c restricted to j + 1, . . . , fi 
is the identity and thus o is the identity on j, j + 1,. . . , 9. Assume 
o(i) # j. Let n, = o-r(j) > j. Define n2 by o(nz) = n,. Then by assump- 
tion n, = a(nr) = M(a(na)) 3 na. If nr = n2, then o(nr) = a(nz) = n, > 
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j = o(nr). Thus nr > %a. If n2 = j, then CT contains the transposition 
(i, ni) in its disjoint cycle decomposition. By Lemma 3.1, cr restricted 
to {i, i + 1, . . .> p}\{i, nr} is the identity. If n2 > j, then define %a by 
(~(%a) = YZ~. As above, na < n2 and either c = (i. n2, n,) or n3 > j. Cohn- 
uing in this manner, we eventually have nk > j, nk +i = j and (T = 
(j, n,, . ., RI). 
LEMMA 3.3. Let cc E r, be as in Lemma 3.2. Then any o E S, such 
that u(a(i)) > i for all i is either the identity or a cycle of the form (j, nk, . . , n,), 
where j < nk < * * * < n, < p. 
Proof. We show that under the hypothesis of Lemma 3.3 a(i) = i 
for i in S, U S,, where S, = (1,. . ., j - l} and S, = (p + 1,. . , G}. 
Then Lemma 3.3 follows immediately from Lemma 3.2. 
Note that, for i in S, U S,, a(a(i)) > i becomes a(i) >, i. Thus a(n) = n, 
a(n - 1) = n - 1,. . , a($ + 1) = p + 1. Also a(i) 3 i implies that 
i > a-‘(i) and hence that 1 = a-l(l), 2 = a-l(2), . . . , y’ - 1 = a-l(i - 1). 
Thus a(i) = i for i in S, U S,. The restriction of a to S, = {i, j + 1, . . . , a} 
satisfies the conditions of Lemma 3.2 and hence a = (i, n,, . . . , x1) with 
j<n,<** a< n, <p. 
We now consider a noncontractible tensor T(u @ w) in the special 
case where A, is triangular and nonsingular. In this case, projections 
of the tensor T(u @ w) relate more closely to the structure of G and 
the representation M. 
We assume that the underlying basis e,, . . . , e, for I/ is orthonormal 
and that UE U, Ilull = 1. 
THEOREM 3.1. If A, is upper triangular and nonsingular and T(ZL @ w) 
is not contractible on the pth index, then there exists a transposition z = 
(j, $), a vector 24 @ e,, and a nonzeyo constant c such that 
(c if t$G 
(T(u es w)l It@ ea) = I(1 + (M(t)u, u))c if -CEG 
Proof. By Theorem 2.1 there is some integer i # p such that (xj, ep) # 
0. Since e,, . . . , e, are orthonormal and A, is upper triangular in fact 
j < p. Choose j to be the largest integer less than $J such that (Xjz ep) # 0. 
Define x(i) = i, i # j, and CC(~) = p > j. Let e, = e,(,) @ . . * 6 eatn). Then 
we have 
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mu @ 4, u @ e,) = 2 (M(U)% u) fy (x,-l(t), Q,)). 
t=1 
But 
which is zero if CM(~) < t because A, is upper triangular. Thus we need only 
sum over D E G such that aa 3 t. By Lemma 3.3, such a u must be the 
identity or a cycle (j, nk, . . . , nl) with j < nk < - - * < aI < 9. Since j 
is the largest integer less than p such that (xj, eJ # 0, we have (x,,,, ea,,& = 
ep) = 0 unless PZ~ = $J. In thiscase (xnl, ea+,)) = (x*,, ea(,J = 
;;;: ;~)PO(2ess Ma = j. Thus, in fact, o = (i, p) or the identity if 
nr=i (% e,,(,J # 0. Thus 
if -c E G (the first term only if t $ G). By the definition of CI, c+(t)) = a(t) 
for all t. For t $ j, (x~, e,(,)) = (xt, e,) = utt # 0 since A, = (a,J is upper 
triangular and nonsingular. Also (xj, eUfjj) = (xi, ep) # 0 by the definition 
of j. Let c = ny=i (x~, e,(,) ) and notice that (M(e)ti, U) = (w, U) = 1. The 
proof is complete. 
We remark that in Theorem 3.1 the hypothesis “T(u @ w) is not 
contractible on the 9th index” may be replaced by the statement “there 
exists a j < p such that (xj, ep) # 0.” The latter fact is all that is required 
in the proof. 
4. COLLINEARITY OF GENERALIZED SYMMETRIC TENSORS 
In this section we show that for certain pairs of generalized symmetric 
tensors there is a strong relationship between collinearity and the structure 
of the underlying group. 
LEMMA 4.1. Let G C S, be a subgroup of S, with the property that for 
each integer 1 < ~5 < n there exists an integer jp < p such that the tramposi- 
tion (jp, p) is in G. Then G = S,. 
Proof. The proof is by induction. For each integer p let S, denote 
the full symmetric group on the integers (1, . . ., $}. Clearly, S, C G. 
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The hypothesis guarantees that z2 = (1, 2) is in G, so S, C G. Suppose 
S k_-l c G. Then the group (tk, S,_,) generated by zk = (jk_r, k) and 
S k_-l is contained in G. But (rk, .S_r) = S,. Thus S,C G. 
As above, we let M be a unitary representation of G and let u denote 
a unit vector in U. 
LEMMA 4.2. Let p1 and yz be two elements of G. If, for the unit vector 
21, ~(M(P)&, 41 = j(M(q,)w 4 = 1, then 
Proof. M(vj) is unitary, i = 1, 2, and thus i(M(qj)u, ti) = 1 implies 
that u is an eigenvector corresponding to the eigenvalue eiz3, j = 1, 2. Thus 
(M(q~~p&, u) = (M(cpJM(&u, u) = (ei”“ei%, u) = eialeinz = (M(p,)u, u) . 
W(P& ~1. 
DEFINITION 4.1. Let zc be a unit vector. Define G, to be the sub- 
group of all cr in G such that (M(o)u, u) = E(U), the alternating 
character. 
Notice that G, is a subgroup by Lemma 4.2. As above, we let e,, . , e, 
be an orthonormal basis for I/ and let e = e, @ * * * @ e,. A, is defined 
as in Definition 2.3. 
THEOREM 4.1. If A, is upper triangular and nonsingular and T(u @ w) 
is not contractible on any index p, 1 < p < n, then T(u @ w) and T(w @ e) 
aye collinear only if G = S, and (M( c u, u) = e(u) for all Permutations. ) 
Proof. For each 1 < p < n choose u @ e, as in Theorem 3.1. Note 
that LX(~) = i, i # j, x(i) = p > i as defined in the proof of Theorem 3.1. 
Thus a = x(p). Since T(u @ w) and T(u @ e) are collinear and 
T(u @ e) # 0 (note that (T(u @ e), u @ e) = l), we have (T(u @ zu), u @ 
e,) = k(T(u @ e), w @ e,), k a constant. However, (T(u @ e), u @ e,) = 
CoEG (M(+, 4 nYE1 (e,(,), em(,)). Since 4) = E(P) and a(i) f o(P), we 
must have either x(i) # o(j) or IX($) f o(e). In either case the product 
n:=r (%(ql e,(0) is zero because e,, . . . , e, is an orthonormal basis for V. 
Thus (T(u @ e), u @ e,) = 0 and hence (T(u @ w), u @ e,) = 0. By 
Theorem 3.1, the latter inner product is either c or ((M(t)%, u) + l), c 
depending on whether or not t E G. Since c # 0 we must have t E G and 
(M(z)%, u) = - 1 = e(t). 
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Thus for each 1 < p < n we find a transposition z = (j, p) in G such 
that (M(z)u, U) = - 1 = e(t). By Lemma 4.2, (M(o)zt, U) = E(U) for 
any cr in the group generated by these transpositions, and thus this 
group is contained in G,. (See D e ml ion 4.1.) But, by Lemma 4.1, the f’ ‘t’ 
group generated by these transpositions is S,. Thus G = G,, = S, and 
the proof is complete. 
We remark that it is evident from the proof of Theorem 4.1 that the 
hypothesis “T(u @ ZJ) is not contractible on any index ~5, 1 < p < n” 
may be replaced by “for each p, 1 < p < n, there is a j < p such that 
(xi, ep) # 0.” The latter hypothesis guarantees the choice of u @ e, by 
the remark following the proof of Theorem 3.1. 
DEFINITION 4.2. For any matrix B = (bii) define the subgroup G, 
of S, to be the group generated by all transpositions (i, i) such that 
bij f 0. 
We next give a general necessary condition for collinearity of T(u @ w) 
and T(u @ e). We shall see in Section 5 that this condition is also sufficient. 
The matrix A associated with ZLV is defined in Definition 2.3. 
THEOREM 4.2. If the matrix A associated with w is nonsingular and 
upper triangular then, T(u @ w) and T(u @ e) are collinear only if G, C G 
and (M(o)u, u) = E(U) for LEG,. 
Proof. T is a linear transformation on U @ W where W = @,” V and 
dim V = n. The proof is by induction on n. The case n = 1 is trivial, 
as in this case G, contains only the identity. 
Assume the theorem to be true for the case n - 1. If, for each p, 
1 < $ < n, there is a j < $J such that (xj, ep) # 0, then the theorem is a 
direct consequence of the remark following the proof of Theorem 4.1. 
Thus we suppose that, for some p, 1 < p < n, (xj, ep) = 0 for all j < p 
and hence for all j f $J (since A is upper triangular). By Theorem 2.1, 
T(u @ w) is contractible on the 9th index. Note that, since A = (asi) 
is upper triangular, ajl = (xj, e,) = 0 for j # 1 and hence, by Theorem 
2.1, T(u @ ZU) is contractible on the index 1. By Definition 2.2 the 
contractions of T(u @ w) on the 1st and 9th indices are Tl o ql(u @ w) 
and Tp oq~*(u @ w), which we write as k,T,(u @ WI) and kpTp(u @ up), 
respectively (& as in Theorem 2.1). Here k, = (x1, eJ = alI # 0 and 
k, = (x,, +,) = a,, # 0. T(u @ w) and T(u @ e) are collinear; hence 
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T,(u @ ~9) and Tp(u @ w”) are collinear with T,(u @ el) and Tp(u @ eP), 
respectively. Let B = (u,~), 2 < i, i < n, and C = (cij), 1 < i, i < n, i # $, 
i # p, be the minors of all and app, respectively (contrary to convention 
we index the rows and columns of C with the integers 1, . . . , p - 1, p + 
1 ?. . .> n and the rows and columns of B with 2, . . . , n). Then B is the 
matrix associated with zeal and C is the matrix associated with wp (Defini- 
tion 2.3). B and C are both nonsingular and upper triangular. Regarding 
G, and G, as subgroups of S, (Definition 4.2) and letting G, = {a: c E G, 
o(l) = l} and G, = (0: o EG, o(p) = p}, we obtain, by the induction 
hypothesis, that G, C G, and (M(a)zc, zt) = F(U) for (J E G, and G, C G, and 
(M(o)%, a) = e(o) for o E G,. 
But every entry of A except alp appears either as an entry of B or 
an entry of C. Since (xj, er) = 0 whenever j < ~5, we have (xi, er) = aI0 = 
0. Thus every generating transposition of G, appears either as a generating 
transposition of G, or G,. Thus the group (GR, G,) generated by G, and 
G, is equal to G, and (M(o)ti, u) = E(G) on G,. Also G, = (GLI, G,) C 
(G,, GP) C G. This completes the proof. 
Later we shall see that the condition of Theorem 4.2 is also sufficient 
to guarantee collinearity of T(u @ ZU) and r(u 6 e) (see Theorem 5.1). 
5. NORMS OF SYMMETRIC TENSORS AND CLASSICAL RESULTS 
In this section we compute the inner products (see (2.2)) of certain 
pairs of generalized symmetric tensors and, using the previous char- 
acterizations of collinearity, relate the functions M, and trace M, (the 
latter denoted by d,(H)) to det H. 
As before, let e,, . . . , e, be an orthonormal basis for V, let e = e, @ * . . @ 
e,, and let UE U, IlzIi = 1. U ‘e use the fact that T is hermitian and 
T2 = gT, where 6 is the order of G. 
LEMMA 5.1. If the matrix A associated with w is upper triangular, then 
11 T(u @ w) / j = )~(MHu, )l”, and 
(T(u 8 4, T(u 63 e)) = g det A, 
where (hij) = H = AA* (A triangular) and g is the order of G. 
Proof. Let .z = z1 @ ***@z,. Then (T(u@w), T(u@z))=(T2(u@w), 
UC!34 = g(T(u 8 4, 24 63.4 = I,,,% u) J-Jlz=l(~,-~(l)~ 4 = CocG * 
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(M(o)u,~) . nF=i (w,, z,,(,)). If z1 @ * * * @ z, = zq @ * * * @ wn, then the 
latter expression becomes cod; (~(o)%~)nL~tO(l) = (COeC~(o)nlt=i * 
hto~r~u,u), where (wi,wj) =hij. By definition, MH = cod; M(a) nF=i Itto(tj, 
so (a) follows. 
If zr @ . . 9 @ 2, = e, 63 * - - @ e,, then a similar calculation yields 
(T(u @ w), T(u @ 8) = g( Coeo M(a) JJ=i a,(,)~, u), where (w+ ej) = aij 
(where A = (Q)). The latter expression becomes simply n:=i a,,(~, U) = 
det A since A is triangular and llu/l = 1. This proves part (b). 
In particular we note that /IT(zt @ e) 11 = 1; and thus gldet A / < 
g(M,u, ~4)~” or /det Ai2 < (MHzd, u). Noting that det H = ldet A 12, we 
obtain for any positive H 
det H ,( (M”u, u) with equality if and only if T(u @ w) 
(5.1) 
and T(u @ e) are collinear. 
Inequality (5.1) was first proved by Schur [3] and is a special case of 
a more general inequality of Marcus [l]. The computation of the norms 
given above is after Marcus [l]. Schur’s proof relies on group representa- 
tion theory [3]. 
If u is an eigenvector corresponding to the minimum eigenvalue ii, 
of M,, then (5.1) becomes det H < 1,. Thus we have m det H < trace M, 3 
d,(H) for any positive semidefinite H [l, 31. If m det H = d,(H), then 
since det H < A,, we must have det H = il for all eigenvalues 1 of MH. 
Thus M, = (det H)I,,,, where I, is then the m x m identity (m the degree 
of M). Thus, for all UE U, IIu// = 1, (M,u, zc) = il = det H. By (5.1), 
T(u @ w) and T(zt @ e) must be collinear for all u E U. Conversely, if 
T(u @ w) and T(u @ e) are collinear for all U, then (M+, u) = det H 
for all unit u and M, = (det H)I,,, or d,(H) = m det H. Thus we see that, 
for any positive H, 
m det H < d,(H) with equality if and only if T(u @ w) 
(5.2) 
and T(u @ e) are collinear for all u. 
We next give a simple sufficient condition that det H = (M,u, zt) for 
positive definite H. G, is as in Definition 4.2. 
LEMMA 5.2. If GHC G and (M,u, u) = e(a) for u l GH, where H is 
positive and u is a unit, then det H = (MHu, u). 
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Proof. If n;=r &,, # 0, then Jzftro(rj # 0, t = 1, . . . , n. Thus, for each 
t, (t, o(t)) E G, and hence IX is in G, since any u is the product of transposi- 
tionsof theform (&a(t)). Wehave, therefore, (M,u,zc) = ~o~Gnc. (M(o)~,zt) . 
n;= 1 hk+). Thus (M,u, u) = Co&H e(g) nFE1 htoCtj = det H since 
CT 6 S,\G, implies n;=i l++) = 0. 
LEMMA 5.3. Let H = AA* be any positive matrix. Then G, c G,. 
Proof. Let H = (hij) and A = (a,J. If t = (i, j) is a generating 
transposition for G,, then 0 # hij = cz!, aikEki. Thus, for some s, 
Q?,~ # 0 and hence (i, s) and (j, s) are generators for G,. Consequently 
(i, i) = (i, s)(j, s)(i, s) is in G, and G, C G,. 
We now see that the necessary condition of Theorem 4.2 is also sufficient. 
THEOREM 5.1. If the matrix A associated with w is nonsingular and 
upper triangular, then T(u @ w) and T(u 8 e) are collinear if and only 
if G, c G and (M(a)u, u) = E(C) for CTEG~. 
Proof. Necessity is given by Theorem 4.2. If G, C G and (M(o)u, u) = 
E(U) for cr E G,, then G, C G and (M(o)u, u) = E(O) for 0 E G, by Lemma 
5.3. Thus, by Lemma 5.2, det H = (MHu, u) and, by (5.1), T(u @ w) 
and T(u @I e) are collinear. 
THEOREM 5.2. Let H = AA* be any positive definite matrix where A 
is triangular. Then, for a atnit vector u, (M,u, u) = det H if and only if 
either 
G,cG and (M(a)u, U) = E(U) for UEG,, 07 
G,cG and (M(o)u, U) = E(G) for LEG,. 
Proof. By (5.1), (M,u, u) = det H if and only if T(u @ w) and 
T(u @ e) are collinear where the matrices associated with w and e are A 
and I, respectively. But by Theorem 5.1 this means that (M,u, u) = 
det H if and only if G, C G and (M(a)u, .u) = E(G) for o E G,. By Lemma 
5.3, condition (a) implies condition (b). Conversely, if (b) holds, then by 
Lemma 5.2 det H = (M,u, u) and thus (a) holds. This completes the proof. 
We remark that condition (b) has first shown to be equivalent to 
det H = (M,u, u) by Schur [3] using techniques from group representa- 
tion theory. 
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We note also that, if we set G = G, and define M(a) = &(o)I, (I, is 
the m x m identity) on G, then det H = (M,u, u) for any unit vector u. 
Thus G, C G, by the above theorem. Ry Lemma 5.3, G, C G,. Thus 
G, = G,, although in general the generating sets of transpositions are 
not the same. 
THEoREhl 5.3. Let H = AA* be any positive definite matrix where A 
is triangular. Then d,(H) = m det H if and only if G, C G and M(a) = &(@)I, 
for LEG,. 
Proof. If M(c) = +)I,, then for all unit vectors zt we have 
(M(a)u, u) = ~(a). Since G, is contained in G we have that, for all u, 
T(u @ w) and T(u @ e) are collinear by Theorem 5.1. Thus by (5.2) 
d,(H) = m det H. Conversely, if d,(H) = m det H, then T(u @ e) and 
T(zb @ w) are collinear for all u and thus G, C G and (M(c)u, u) = E(C) 
for all unit U. As U is a unitary space, M(o) = c(o)I,. 
We remark that inequalities (5.1) and (5.2) together with Theorems 
5.2 and 5.3 give us all of the classical results of Schur [3]. That is, if H 
is any positive definite matrix, then 
(M,u, u) 3 det H with equality if and only if G, C G 
(5.3) 
and (M(o)zt, u) = ~(a) 
and 
d,(H) > m det H with equality if and only if G, C G 
(5.4) 
and M(o) = &(@)I,. 
In addition we have that, if AA* = H for A triangular, G, = G,. 
From the point of view of this paper the case where H is singular 
reduces to a characterization of the homogeneous tensors in the kernel 
of T. Such a characterization is well known in the case of the antisymmetric 
(M(o) = E(U)) and symmetric (M(o) s 1) tensors. ,4 general characteriza- 
tion is known for cyclic groups [B]. Otherwise little is known about this 
case. 
As a special case of inequalities (5.3) and (5.4) we have the Hadamard 
determinant theorem (G = {e}) and Fischer’s inequality (G a direct product 
of full symmetric groups). If G is a full cycle group and 1 any character 
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of degree one of G, then d,(H) > det H with d,(H) = det H (positive H) 
if and only if H is diagonal. The following result of Marcus and Newman 
also follows [S]. If G = S,, and A z 1, then d,(H) = per H and we have, 
for positive H, per H >, det H with per H = det H if and only if H is 
diagonal. A characterization of those functions dx for which equality 
holds if and only if H is diagonal has been given by \Yilliamson [4]. 
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