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Zusammenfassung
Aeroakustische Problemstellungen und kompressible Stro¨mungen bei kleinen Mach-
zahlen gewinnen mehr und mehr an Bedeutung. Bei einer direkten numerischen Simu-
lation ergibt sich fu¨r kleine Machzahlen nicht nur ein steifes Differentialgleichungs-
system, sondern die Unbekannten koppeln zusa¨tzlich auf unterschiedlichen Skalen
miteinander. Diese Multiskalenkopplung wird exemplarisch an Hand der eindimen-
sionalen Euler-Gleichungen ero¨rtert. Ein Beispiel hierfu¨r ist die Machzahl-abha¨ngige
Impedanz einer akustischen Welle. ¨Uber den Mechanismus stro¨mungsmechanischer
La¨rmentstehung wird schließlich erkla¨rt, wie numerische Diskretisierungs- und Itera-
tionsfehler zu sto¨renden akustischen Wellen fu¨hren ko¨nnen.
Die Gu¨te der verwendeten impliziten Runge-Kutta-Verfahren zur Zeitdiskretisierung,
als auch die Gu¨te der Finite-Volumen-Diskretisierung auf unstrukturierten Gittern wer-
den hinsichtlich ihrer Dispersions- und Da¨mpfungsfehler verglichen. Zusa¨tzlich wer-
den nichtreflektierende Randbedingungen in die implizite Diskretisierung eingebettet,
damit sto¨rende Reflektionen an ku¨nstlichen Ra¨ndern vermieden werden ko¨nnen. Um
eine Machzahl-unabha¨ngige Konvergenzrate zu erhalten, werden geometrische Mehr-
gitterverfahren zum Lo¨sen des algebraischen Gleichungssystems analysiert und ent-
sprechend aufgebaut.
Die gefundenen Ergebnisse werden schließlich an Hand numerischer Testbeispiele
verifiziert, bevor die aerodynamische Schallerzeugung an einer Plattenhinterkante un-
tersucht wird.
Abstract
Recently, aeroacoustic problems and low Machnumber flows became more and more
important. Direct numerical simulations result into a stiff system of partial differential
equations for low Machnumbers. Furthermore, one obtains a multi-scale coupled sys-
tem, where the unknowns are coupled on different scales. With the one-dimensional
Euler equations the mechanisms of multi-scale coupling are discussed. Numerical er-
rors introduce disturbing acoustic waves, which is explained in common by the way
noise is generated aerodynamically. The quality of the used implicit Runge-Kutta me-
thods with respect to introduced dispersion and damping errors is investigated. For
discretisation in space unstructured grids with a collocated Finite-Volume scheme are
applied. Also, estimates are given for the dispersion and damping errors generated by
the space discretisation. Non-reflecting boundary conditions at artifical boundaries are
essential and therefore, are modified to be used in an implicit time solution-procedure.
Multi-grid methods are constructed to obtain Machnumber independent convergence
rates. The results are verified with numerical test problems, before aerodynamic noise
generation at the thick trailing edge of a flat plate is simulated.
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A n× n Matrix in der Form

A11 A12 · · · A1n




















Steht beim Nablaoperator oder einem durch Produkt enstehendes Derivat des Nabla-
operators kein · oder ⊗, so wird der Nablaoperator auf den beistehenden Ausdruck
im Sinne eines skalaren Vektorproduktes oder skalaren Matrizenproduktes angewandt.
Wenn nicht anders durch Klammern ausgedru¨ckt, hat der ∇-Operator Vorrang und ist
zuerst auszufu¨hren. So ist z.B.
div(v) = ∇Tv


























cv Spezifischer Wa¨rmekoeffizient bei konstantem Volumen
cp Spezifischer Wa¨rmekoeffizient bei konstanten Druck







vi i-te Komponente des Geschwindigkeitsvektors
τ Schubspannungstensor
T Temperatur






Spezielle Tensoren der Stro¨mungsmechanik
Es gilt fu¨r die Schubspannungsmatrix folgende Indizesdefinition:
τ =

τ11 τ21 · · τn1
τ12 τ22 · · τn2
· · · · ·
· · · · ·
 .
Der Stro¨mungstensor V wird aus dem aktuellen Stro¨mungsfeld gewonnen durch:
V = v∇T .
Man kann den Stro¨mungstensor nun in einen antisymmetrischen und symmetrischen
Anteil aufspalten
V = Va + Vs.

































































































Aeroakustische Problemstellungen und kompressible Stro¨mungen bei kleinen Mach-
zahlen stoßen auf zunehmendes Interesse in Wissenschaft und Anwendung. Zum einen
aus Sicht des Ingenieurs, um in wachsendem Maße numerische Simulationen zur Op-
timierung von Prozessen oder Maschinen, wie z.B. in der Verfahrenstechnik oder im
Flugzeug- und Automobilbau, einzusetzen. Zum anderen aus der Sicht des Wissen-
schaftlers, da die Problemstellungen eine Herausforderung an die zur Simulation be-
nutzten numerischen Verfahren bedeuten. Oft ko¨nnen hier Standardverfahren nicht an-
gewendet werden, so daß neben der Neuentwicklung von Algorithmen, die Anpassung







Abbildung 1.1: Komponenten einer numerischen Simulation.
In numerischen Simulationen ha¨ngen die Qualita¨t der Lo¨sung und die beno¨tigte Re-
chenzeit im allgemeinen von den verwendeten Modellgleichungen, der zur Lo¨sung be-
nutzten Numerik, der eingesetzten Computerarchitektur und -software, sowie dem Zu-
sammenspiel der drei Bereiche ab, siehe Abbildung 1.1. So erzwingen z.B. bestimmte
Modellgleichungen die Verwendung ada¨quater numerischer Methoden und Verfah-
ren. Aufwendige Modelle ko¨nnen aufgrund Speicher- und Rechenzeitbeschra¨nkungen
nur fu¨r unkomplizierte und kleine Problemstellungen angewendet werden, oder erfor-
dern den Einsatz paralleler Rechner- und Softwarearchitekturen. Ebenso lassen sich
bestimmte Lo¨sungsverfahren nicht, oder nur unter erheblichen Effizienzverlust, auf
Parallelrechnern betreiben. Die enge Kopplung der drei Bereiche (Modellierung, Nu-
merik, Informatik) macht es erforderlich die Komponenten aufeinander abzustimmen,
denn die
”
schwa¨chste“ Komponente bestimmt die Effizienz der gesamten numerischen
Simulation.
Zur Modellierung von Stro¨mungen kleiner Machzahlen und bei den aeroakustischen
Modellgleichungen sind in den letzten Jahren unterschiedliche Ansa¨tze und Verfahren
1
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entwickelt worden. Meist beruhen diese auf der vollsta¨ndigen oder teilweisen Ent-
kopplung des akustischen Feldes vom stro¨mungsmechanischen Geschwindigkeitsfeld,
so daß die Kopplung zwischen Akustik und Stro¨mungsmechanik aufgebrochen wird.
Die mo¨glichen Ansa¨tzen werden in der vorliegenden Arbeit kurz dargestellt und ein-
geordnet ohne den Anspruch der Vollsta¨ndigkeit zu erheben. Ziel der Arbeit ist die
voll-gekoppelte Simulation zwischen Stro¨mung und Akustik bei kleinen Machzahlen,
wofu¨r die kompressiblen Navier-Stokes-Gleichungen gelo¨st werden mu¨ssen.
Bei kompressiblen Stro¨mungen kommen zwei charakteristische Transportgeschwin-
digkeiten vor; die Stro¨mungsgeschwindigkeit v und die akustische Schallgeschwin-
digkeit a. Die Machzahl ist der Quotient der beiden charakteristischen Transportge-
schwindigkeiten M = v
a
. Bei kleinen Machzahlen ist die Schallgeschwindigkeit sehr
viel gro¨ßer als die Stro¨mungsgeschwindigkeit, weshalb die durch Geschwindigkeits-
fluktuationen generierten akustischen Wellenla¨ngen um den Faktor 1
M
gro¨ßer sind
als die gleichzeitig verursachten Schwankungen im Stro¨mungsfeld. Bei einer aku-
stischen Welle ist die Impedanz, also das Verha¨ltnis des Schalldruckes zur Schall-
schnelle, ebenfalls Machzahl-abha¨ngig. D.h. bei kleinen Machzahlen koppeln kleine
Gro¨ßenordnungen im Geschwindigkeitsfeld mit Gro¨ßen erster Ordnung im Druckfeld.
Ein solches Multiskalen-gekoppeltes System stellt hohe Anforderungen an die Nume-
rik, da kleinste Fehlerordnungen in einer Unbekannten in Fehlerterme erster Ordnung
einer anderen Unbekannten u¨bertragen werden ko¨nnen und die Lo¨sung verfa¨lschen.
Charakteristiken-Verfahren scheitern oft an der Multiskalenkopplung zwischen Druck
und Dichte, die ebenfalls Machzahl-abha¨ngig ist. Deshalb ist der erste Teil der vor-
liegenden Arbeit dem Versta¨ndnis der Multiskalenkopplung, der unterschiedlichen
Transportgeschwindigkeiten, den daraus resultierenden mathematischen Eigenschaf-
ten des Differentialgleichungssystems und dessen mo¨glichen Lo¨sungen reserviert.
Die Verwendung der kompressiblen Navier-Stokes-Gleichungen, d.h. die direkte ae-
roakustische Simulation, stellt aus Sicht der Modellierung die einfachste, aus Sicht der
Numerik aber die schwierigere Vorgehensweise dar, da hier Akustik und Stro¨mungs-
feld voll gekoppelt sind und die bereits erwa¨hnten, fu¨r ein numerisches Verfahren
ungu¨nstigen Multiskaleneigenschaften auftreten. Zudem zeigen direkte Methoden oft
einen hohen Speicher- und Rechenzeitbedarf, so daß deren Anwendung auf nur klei-
ne Problemstellungen beschra¨nkt bleibt. Dennoch kann durch den Einsatz moderner
numerischer Methoden diese Grenze weiter verschoben werden, so daß direkte nume-
rische aeroakustische Simulationen auch fu¨r technische Anwendungen in Erwa¨gung
gezogen werden ko¨nnen, ohne die Modellgleichungen durch Vereinfachungen ent-
koppeln zu mu¨ssen. Die dadurch notwendige Auflo¨sung und Darstellung unterschied-
licher La¨ngenskalen auf verschiedenen Teilen des Rechengebietes macht den Einsatz
von unstrukturierten Gittern attraktiv. So ko¨nnen Speicherbedarf und Rechenzeit ein-
gespart werden und gleichzeitig die Diskretisierungsgu¨te optimiert werden, indem in
bestimmten Bereichen des Rechengebietes die Gitterweite verfeinert wird. Die Kopp-
lung unterschiedlicher La¨ngenskalen verspricht durch Mehrgitterverfahren schnell und
gut aufgelo¨st zu werden.
In expliziten Zeitschrittverfahren ist die Zeitschrittweite bei Machzahlen kleiner 1 auf-
3grund der betragsma¨ßig großen Schallgeschwindigkeit durch die CFL-Bedingung be-
schra¨nkt. Bei sehr kleinen MachzahlenM << 1, fu¨hrt dies zu kleine Zeitschrittweiten
und unter Umsta¨nden zu einer großen Zahl beno¨tigter Iterationsschritte in der Zeit.
Implizite Zeitdiskretisierungen besitzen im allgemeinen keine Beschra¨nkung der Zeit-
schrittweite, doch ist es leicht einzusehen, daß die Gu¨te der Diskretisierung mit gro¨ßer
werdender Zeitschrittweite abnimmt. Bei einem impliziten Zeitschrittverfahren muß
ein algebraisches Gleichungssystem gelo¨st werden. Moderne iterative Lo¨sungsverfah-
ren, wie z.B. Mehrgitterverfahren, ko¨nnen zur Konvergenzbeschleunigung eingesetzt
werden.
Das ist der Ansatzpunkt fu¨r den zweiten Teil der vorliegenden Arbeit, der sich mit der
Numerik zur Lo¨sung des im ersten Teil vorgestellten Differentialgleichungssystems
unter Verwendung unstrukturierter Gitter und Mehrgittermethoden bescha¨ftigt. Die
verwendete Diskretisierung in Raum und Zeit sollte die physikalischen Eigenschaften
mo¨glichst exakt wiedergeben. Die Ordnung des verwendeten Verfahrens an sich kann
dabei als Indikator dienen, sagt aber u¨ber die mo¨gliche Gu¨te der spa¨teren Lo¨sung noch
nichts genaues aus. Dispersionsfehler, d.h. der Fehler in der Asubreitungsgeschwin-
digkeit einer Welle bestimmter Frequenz, und Da¨mpfungsfehler, d.h. wie sich die Am-
plitude einer Welle vera¨ndert, werden als Merkmale fu¨r die Gu¨te einer Diskretisie-
rung herangezogen. Die von Tam und Webb [56] vorgestellte Laplace-Transformation
zur Analyse einer kompakten expliziten Zeitdiskretisierung wird auf Runge-Kutta Me-
thoden u¨bertragen und deren Eigenschaften im Hinblick auf Dispersions- und Da¨mp-
fungsfehler gegenu¨bergestellt.
Zur Raumdiskretisierung auf unstrukturierten Gittern bieten sich Finite-Volumen- bzw.
Finite-Element-Verfahren an. Im vorliegenden Fall wird auf ein knotenbasiertes Finite-
Volumen-Verfahren zuru¨ckgegriffen, bei dem die Kontrollvolumen als duales Gitter
konstruiert werden. Die verwendete Aufwind-Strategie und die
”
Unstrukturiertheit“
des Gitters haben Einfluss auf die Dispersions- und Da¨mpfungsfehler. Die Gro¨ßenord-
nungen der Fehler werden durch Fourieranalysen im Raum abgescha¨tzt und geben so
Informationen u¨ber die in der spa¨teren Simulation notwendige ra¨umliche Auflo¨sung
pro Wellenla¨nge, damit die Fehleranteile eine bestimmte Gro¨ßenordnung nicht u¨ber-
schreiten. So ko¨nnen die spa¨ter gewonnenen Ergebnisse besser interpretiert werden.
Akustische Wellen, die innerhalb des Berechnungsgebietes generiert werden, breiten
sich in alle Raumrichtungen aus. Der Wellencharakter der Lo¨sung erzwingt die Ver-
wendung besonderer Randbedingungen. An den ku¨nstlich eingefu¨hrten Ra¨ndern muß
Sorge getragen werden, daß akustische Wellen nicht in das Gebiet zuru¨ckreflektiert
werden, sondern das Gebiet u¨ber den Rand verlassen ko¨nnen. Klassische Dirichlet-
oder Neumannrandbedingungen haben ihre Berechtigung fu¨r den reinen Stro¨mungs-
anteil, wirken aber fu¨r die akustischen Wellen als feste Wa¨nde. Die Modellierung
ada¨quater akustischer Randbedingungen ist fu¨r eine direkte voll-gekoppelte Simula-
tion entscheidend. Die Randbedingung muß gleichzeitig auf den akustischen Druck
und das Stro¨mungsfeld wirken und kann nicht, wie in entkoppelten Modellen getrennt
behandelt werden. Zwei Ansatzarten haben sich durchgesetzt. Entweder werden die
akustischen Wellen in der Randzone vollsta¨ndig weggeda¨mpft, oder sie werden am
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Rand absorbiert. Eine ¨Ubersicht ist in Tam [55] zu finden. In der vorliegenden Ar-
beit wird der Absorptionsansatz verwendet. Mit Hilfe modifizierter Wellengleichun-
gen werden die Dirichletwerte am Rand berechnet, die als Grundlage fu¨r die Bestim-
mung der Gebietslo¨sung fu¨r den na¨chsten Zeitschritt benutzt werden. ¨Ubertra¨gt man
dieses explizite Verfahren auf eine implizite Methode, so kann man nicht mehr von Di-
richletwerten sprechen. Vielmehr wird ein Gleichungssystem mit Nebenbedingungen
gelo¨st. Die gewu¨nschten Randwerte sind dann als zeitliche Mittelwerte zu verstehen.
Um einen Drift der zeitlich gemittelten Randgro¨ßen zu verhindern wird eine Penalty-
Bedingung eingefu¨hrt, die den aktuellen Wert am Rand mit Hilfe eines Steifigkeits-
parameters an den vorgeschriebenen Randwert koppelt. Dieser Steifigkeitsparameter
reduziert den Absorptionsgrad und fu¨hrt zu Teilreflektionen. Durch geeignete Wahl
des Steifigkeitsparameters kann der Reflektionsgrad jedoch gering gehalten werden.
Bei impliziten Zeitdiskretisierungen muß ein algebraisches Gleichungssystem gelo¨st
werden. Exakte Lo¨sungsverfahren sind bei großen, du¨nn besetzten Matrizen zu auf-
wendig, so daß sich iterative Lo¨sungsverfahren anbieten. Bei kleinen Machzahlen ist
die Matrix des algebraischen Gleichungssystems schlecht konditioniert und weist im
allgemeinen komplexe Eigenwerte mit positiven und negativen Realteilen auf. Zu-
dem sind die Eigenwerte des Systems Machzahl-abha¨ngig, so daß die Konvergenz
iterativer Verfahren nicht zwingend von der Machzahl unabha¨ngig ist. In der vorlie-
genden Arbeit wird untersucht, wie Mehrgittermethoden konstruiert werden ko¨nnen
um Machzahl-unabha¨ngige Konvergenz aufzuweisen. Parameter sind hierbei die ver-
wendeten Transferoperatoren (Prolongation und Restriktion), sowie der Gla¨tter. Hier-
zu werden die Konvergenzeigenschaften unterschiedlicher Gla¨tter untersucht und die
Approximationseigenschaft in einer ada¨quaten Norm abgescha¨tzt.
Im dritten Teil der Arbeit werden die diskutierten Diskretisierungs- und Lo¨sungsver-
fahren in numerischen Simulationen angewendet und getestet. Das geschieht mit ein-
fachen Testkonfigurationen, wie z.B. der Kanalstro¨mung mit Beule zur Simulation sta-
tiona¨rer Probleme bei kleinen Machzahlen. Die Konfiguration einer gegen die Kanal-
stro¨mung laufenden akustischen Welle wird verwendet, um die theoretischen Aussa-
gen in Bezug auf Dispersions- und Da¨mpfungsfehler zu verifizieren. Durch die Ver-
wendung unterschiedlicher Gitter- und Zeitschrittweiten wird deren Einfluß auf die
Amplitude und den Phasenwinkel der Welle anschaulich dargestellt. Dabei wird auch
der sto¨rende Einfluß von Aufwind-Verfahren und inhomogenen Gitterweiten aufge-
zeigt.
Komplexere Problemstellungen ko¨nnen durch eine parallele Implementierung auf
massiv parallelen Computerarchitekturen mit einer entsprechenden Anzahl von Pro-
zessoren einer numerischen Simulation zuga¨nglich gemacht werden. Cluster-Systeme
auf Basis einfacher PCs besitzen hierbei ein attraktives Preis-Leistungsverha¨ltnis.
Gleichzeitig bietet das Softwarepaket UG eine ideale Plattform mit deren Hilfe eine
parallele Simulation einfach und zu¨gig umgesetzt werden kann.
Die numerische Simulation von aeroakustischem Hinterkantenla¨rm stellt eine kom-
plexe Konfiguration dar. Hinterkantenla¨rm setzt sich aus unterschiedlichen akustischen
Anteilen zusammen, die auf verschiedensten akustischen Mechanismen beruhen. Eine
5mo¨glicher Mechanismus fu¨r Hinterkantenla¨rm ist die Wirbelstraße, die sich an einer
Hinterkante mit endlicher Hinterkantendicke bilden kann. An der Hinterkante wer-
den durch die einzelnen Wirbel Druckfluktuationen erzeugt, die als Schallwelle in das
Fernfeld abgestrahlt werden ko¨nnen. Als Testfall dient dabei eine Plattenumstro¨mung
mit endlicher Plattenhinterkantendicke.
Da in der Plattengrenzschicht und im Bereich der Vorder- und Hinterkante das Be-
rechnungsgitter sehr fein gewa¨hlt werden muß, wird die Verwendung einer parallelen
Computerarchitektur erforderlich, um die Rechenzeit zu begrenzen.
Um das Lesen der Arbeit an manchen Stellen zu vereinfachen und zu verku¨rzen, sind
umfangreiche Analysen in den Anhang der Arbeit ausgelagert.
2. Die kompressiblen Navier-Stokes-Gleichungen
Im vorliegenden Kapitel werden die kompressiblen Navier-Stokes-Gleichungen,
die als Grundlage fu¨r die spa¨teren numerischen Simulationen dienen, vorgestellt.
Die Kopplung zwischen akustischen Lo¨sungsanteilen und stro¨mungsmechanischen
Gro¨ßen wird an Hand spezieller Lo¨sungen und Eigenschaften des kontinuierlichen
Differentialgleichungssystems diskutiert. Fu¨r kleine Machzahlen M < 1 ensteht ein
schlecht konditioniertes Differentialgleichungssystem mit Multiskalen-gekoppelter
Lo¨sung. Der mo¨gliche Einfluß der Multiskalenkopplung auf das spa¨tere numerische
Lo¨sungsverfahren wird zusammen mit den Auswirkungen zusa¨tzlicher Fehlerterme in
einem weiteren Abschnitt behandelt, bevor sich ein ¨Uberblick u¨ber numerische Me-
thoden zur aeroakustischen Simulation anschließt.
Ziel bei einer rein stro¨mungsmechanischen Simulation ist die Bestimmung des Ge-
schwindigkeitsfeldes und weiterer physikalischer Parameter, wie z.B. Druck und Dich-
te, eines bewegten Fluids. Als Fluid bezeichnet man dabei einen Stoff, der - anders als
ein Festko¨rper - unter Einfluß von Normalspannungen zu fließen beginnt, sobald der
hydrodynamische Gleichgewichtszustand verlassen wird. Schubspannungen hingegen
ko¨nnen aufgenommen werden, sobald das Geschwindigkeitsfeld eine Scherung auf-
weist.
Die klassische Akustik hingegen, bescha¨ftigt sich mit der Ausbreitung von
Drucksto¨rungen in einem bewegten oder ruhenden Gas. Hauptaugenmerk liegt meist
auf der Erzeugung und Bestimmung von Brechungs- und Beugungspha¨nomenen der
Druckwellen im betrachteten Gebiet.
Die Aeroakustik verbindet beide Themengebiete miteinander und bescha¨ftigt sich
zusa¨tzlich mit der Wechselwirkung zwischen dem Geschwindigkeitsfeld der Stro¨mung
und den akustischen Drucksto¨rungen.
Zur Beschreibung ko¨nnen hierbei die kompressiblen Navier-Stokes-Gleichungen her-
angezogen werden. Die Modellierung kompressibler Stro¨mungen beruht im wesent-
lichen auf Erhaltungsgleichungen fu¨r Masse, Impuls und Energie. Das System wird
mit weiteren Zustandsgleichungen zur Beschreibung der Fluideigenschaften geschlos-
sen. Man kann die Erhaltungsgleichungen auch ermitteln, indem man die Boltzmann-
Gleichungen fu¨r ein Gas bei entsprechend hoher Knudsenzahl mit einer Maxwellver-
teilung fu¨r die Stoßzahlen formuliert und mittelt. Die Momente sind dann mit den
Flu¨ssen fu¨r Masse, Impuls und Energie zu identifizieren, wie z.B. in Frohn [17] darge-
stellt wird.
Das Fluid kann mit Hilfe der Dichte und Viskosita¨t charakterisiert werden. Die Visko-
sita¨t des Fluids ha¨ngt im allgemeinen von verschiedenen Parametern, wie z.B. Tem-
peratur und der Sta¨rke der Scherstro¨mung, ab. Abha¨ngig vom Verhalten unterscheidet
man z.B. zwischen Newton’schen, Bingham’schen, Prandtl’schen und Maxwell’schen
6
2.1. Navier-Stokes-Gleichungen mit Wa¨rmeleitung 7
Fluiden.
Ist die Dichte unabha¨ngig vom Druck, so spricht man von einem inkompressiblen Me-
dium. In der Praxis wird man auch bei kompressiblen Fluiden von inkompressiblen
Ansa¨tzen ausgehen ko¨nnen, wenn die Dichtea¨nderungen und deren Einfluß auf das
Stro¨mungsfeld nur klein genug sind und vernachla¨ssigt werden ko¨nnen. Meist gibt
man hier fu¨r die Machzahl M eine Schranke von M < 0.3 an. Hingegen entstehen bei
akustischen Wellen druckabha¨ngige Dichtesto¨rungen, so daß bei akustischen Berech-
nungen ein kompressibles Fluid zur Beschreibung der Fluideigenschaften herangezo-
gen wird.
Das Differentialgleichungssystem setzt voraus, daß es sich bei dem Fluid um ein
Kontinuum handelt. Ein Kontinuum liegt dann vor, wenn die Fluideigenschaften un-
abha¨ngig von der Gro¨ße des Fluidvolumens sind. Physikalisch ist dies nur dann gege-
ben, wenn die Knudsenzahl, das Verha¨ltnis der charakteristischen La¨nge des Volumens
zur mittleren freien Wegla¨nge der Fluidmoleku¨le, groß ist. In den meisten Fa¨llen ist die
Annahme eines Kontinuums gerechtfertigt, wenn es sich nicht um extrem verdu¨nn-
te Gase, oder extrem kleine Strukturla¨ngen der betrachteten Geometrien handelt. Fu¨r
kleine Machzahlen M < 1 kann dabei von stetigen Lo¨sungen ausgegangen werden.
2.1 Navier-Stokes-Gleichungen mit Wa¨rmeleitung
Zur Beschreibung des raum- und zeitabha¨ngigen Stro¨mungszustandes bzw. der Fluid-
eigenschaften im Gebiet Ω und am Rand δΩ werden folgende Gro¨ßen verwendet:
Stro¨mungszustand:
Geschwindigkeitsvektor v(x, t) ∈   n n = 2, 3
Massenflußquelle Sm(x, t) ∈  
Impulsflußquelle Sf (x, t) ∈   n
Energieflußquelle Se(x, t) ∈  
Schubspannungstensor τ(x, t) ∈   nx   n
Fluidzustand:
Dichte ρ(x, t) ∈   +
Druck p(x, t) ∈   +
Temperatur T (x, t) ∈   +
spezifische innere Energie e(x, t) ∈  
spezifischer Wa¨rmefluß Q(x, t) ∈  





Damit lassen sich nun die Erhaltungsgleichungen fu¨r Masse, Impuls und Energie in
den primitiven Variablen ρ, v und p formulieren. Die Herleitung der Massen-, Impuls-
und Energieerhaltungsgleichung sind z.B in Anderson [2] oder Wesseling [64] be-
schrieben, so daß an dieser Stelle auf eine genauere Betrachtung verzichtet wird.
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ρv ⊗ vT )∇ = −∇p+ τ∇+ Sf + vSm (2.2)
Bemerkung. In der vorliegenden Form ist die Massenerhaltungsgleichung mit dem
Geschwindigkeitsvektor multipliziert in die Impulserhaltung eingearbeitet, so daß der







)∇ =−∇T (pv) +∇TQ+ (vT · τ)∇




Bemerkung. In der angegebenen Form der Energiegleichung sind die Impulsglei-
chung, multipliziert mit v, und die mit −v2 skalierte Massenerhaltungsgleichung auf-
addiert, so daß die Terme vSf + (pρ + E)Sm auf der rechten Seite entstehen.
Die Erhaltungsgleichungen (2.1), (2.2) und (2.3) beinhalten neben den Variablen ρ, p
und v die unabha¨ngigen Variablen e, T und τ , so daß weitere Gleichungen zur Schlie-
ßung des Differentialgleichungssystems beno¨tigt werden.
Dies sind im Einzelnen:
• die thermische Zustandsgleichung
T = f(ρ, p) mit ρ, p, T ∈   +, (2.4)
• die kalorische Zustandsgleichung des Fluids oder Gases
e = f(ρ, p) mit e ∈   +, (2.5)
• die Berechnung des Schubspannungstensors τ
τ = f(ρ, T,v) mit v ∈   n n = 2, 3, (2.6)
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auf die im Folgenden na¨her eingegangen wird.
Fu¨r ein thermisch und kalorisch ideales Gas ko¨nnen die Zustandsgleichungen (2.4)
und (2.5) einfach angegeben werden. Die thermische Zustandsgleichung lautet
p = ρRT (2.7)
mit der spezifischen Gaskonstanten R.
Die spezifische innere Energie e und die spezifische Enthalpie h fu¨r ein kalorisch idea-
les Gas sind allein abha¨ngig von der Temperatur und dem spezifischen Wa¨rmekoeffi-
zienten fu¨r konstantes Volumen cv bzw. konstanten Druck cp
e = e(T ) = cvT, h = h(T ) = cpT.
Es gelten weiterhin die thermodynamischen Beziehungen:














mit dem Adiabatenkoeffizienten γ = 1.4 fu¨r ein zwei-atomiges Gas.
Durch Integration des 1. Hauptsatzes der Thermodynamik und Verwendung der
Zustandsgleichungen fu¨r das ideale Gas, erha¨lt man fu¨r den Spezialfall einer
isentropen Zustandsa¨nderung zwischen zwei Zusta¨nden 1 und 2 folgenden Zusam-






















Der auf eine Raumfla¨che mit der Fla¨chennormalen nj wirkende Schubspannungsvek-
tor Θj mit j = 1, .., n, n = 2, 3, ist fu¨r ein Newton’sches Fluid proportional zu der
dynamischen Viskosita¨t η und einer Scherung VScher des Geschwindigkeitsfeldes:
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Θj = τnj ∼ η(ρ, T )VSchernj.
Die lokalen Schergeschwindigkeiten ko¨nnen mit Hilfe des Stro¨mungstensors V =
v∇T bestimmt werden. Diesen Tensor spaltet man auf in einen symmetrischen Anteil
Vs und einen antisymmetrischen Anteil Va. Der antisymmetrische Anteil beschreibt




Der symmetrische Anteil Vs des Stro¨mungstensors beinhaltet die Verzerrungsge-
schwindigkeiten VScher. Da ein kompressibles Medium auch bei einer Volumena¨nde-
rung Schubspannungen produzieren kann, kommt noch ein Schubspannungsanteil u¨ber
die sogenannte Bulkviskosita¨t λB hinzu. Als Maß fu¨r die Volumena¨nderung dient
∇Tv. Damit la¨ßt sich nun τ
τ = ηVs + IλB∇Tv.
formulieren. Die Stokes’sche Hypothese garantiert den hydrodynamischen Gleichge-
wichtszustand im Spannungstensor τ . Aus diesem Grund muß τ kugelsymmetrisch
sein - die nicht kugelsymmetrischen Anteile finden sich im Druck p - und es folgt
spur(τ) = 0.
























mit dem Kroneckersymbol δij .
Die Viskosita¨t η ist eine Funktion der Temperatur und der Dichte des Fluids. Bei klei-
nen Temperatur- und Dichteunterschieden kann sie als konstant angenommen werden
η = const.
Mit diesen Annahmen kann die Variable E in der Energiegleichung (2.3) durch die
primitiven Variablen ρ, p und v ersetzt werden. Mit













































Zur Normierung der Erhaltungsgleichungen (2.1), (2.2) und (2.9) werden die Folgen-
den Referenzgro¨ßen verwendet:
Referenzgeschwindigkeit: vref = max
x∈Ω,t∈   +
|v(x, t)|
Referenzdruck: pref = max
x∈Ω,t∈   +
|p(x, t)|




Alle weiteren Referenzgro¨ßen lassen sich aus den oben definierten Referenzwerten














Referenztemperatur: Tref = prefρref
Innere Referenzenergie: eref = prefρref usw.
Als Referenzdruck wird nicht, wie bei inkompressiblen Normierungen u¨blich, der dy-
namische Staudruck pref = ρrefv2ref verwendet. Bei kleinen Machzahlen wa¨re dann
die normierte Druckvariable von der Gro¨ßenordnungO( 1
M2
) und nicht mehrO(1). Die
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Zeitskala wird mit Hilfe der Schallgeschwindigkeit normiert. Bei Machzahlen M ≤ 1
sind somit alle akustisch und stro¨mungsmechanisch relevanten Zeitskalen enthalten.
Unter Verwendung der Referenzgro¨ßen lassen sich die Navier-Stokes-Gleichungen in

































































Durch die Normierung erha¨lt man in den Gleichungen globale ¨Ahnlichkeitsparameter.











vref · L · ρref
η
. (2.14)
Im Folgenden wird nur mit normierten Gro¨ßen gerechnet. Zur Vereinfachung der Nota-
tion wird deshalb der Strich zur Kennzeichnung einer normierten Gro¨ße weggelassen.
2.2 Eigenschaften des Gleichungssystems
An Hand der hergeleiteten Erhaltungsgleichungen ko¨nnen Ru¨ckschlu¨sse auf die
Eigenschaften der spa¨teren Lo¨sung gezogen werden. Hierzu wird die Lo¨sung in ei-
nem Raumpunkt ξ0 in Stro¨mungsrichtung betrachtet und in ihre Bestandteile zerlegt.
In dem in Abbildung 2.1 angegebenen zweidimensionalen stromlinienorientierten Ko-
ordinatensystem sei die Lo¨sung q(ξ0, t) = (ρ, us, ue, p)T fu¨r die zweidimensionalen
Erhaltungsgleichungen (2.10), (2.11) und (2.12) im Punkt ξ0 ∈ Ω gegeben. Dabei






Abbildung 2.1: Stromlinienorientiertes Koordinatensystem im Punkt ξ0.
bezeichnet us die Geschwindigkeitskomponente in s-Richtung und ue die Geschwin-
digkeitskomponente in e-Richtung. Mit Hilfe der Transformation
qx(ξ0, t) = T q(ξ0, t) (2.15)
und qx(ξ0, t) = (ρ, ux, p)T , kann die Lo¨sung im Punkt ξ0 in Richtung der Raumge-
raden x mit der Geschwindigkeitskomponente ux in Richtung der Raumgeraden be-
stimmt werden. Die Aufspaltung in eine beliebige Raumrichtung kann im zweidimen-
sionalen Fall angegeben werden mit
dx =
βds± (1− β)de√
β2 + (1− β)2 fu¨r β ∈ [0, 1]. (2.16)
Da (1−β) ≥ 0 ist, wird das unterschiedliche Vorzeichen im zweiten Term des Za¨hlers
zur Erzeugung einer beliebigen Raumrichtung verwendet. Die vektorielle Addition der
Geschwindigkeitskomponenten liefert die zweidimensionale Transformation T und
deren Umkehrabbildung T˜
T (β) =
1 0 0 00 β ±(1− β) 0









In einer kleinen Umgebung um den Punkt ξ0 kann dann die Geschwindigkeitskompo-
nente ue in der Koordinatenrichtung e als Null angenommen werden.
Wird die Massenerhaltungsgleichung (2.10) formal mit dem Vektor v multipliziert,
so ko¨nnen damit Teile der Impulsgleichung (2.11) umgeformt werden. Analog kann
dies auch fu¨r die Energiegleichung (2.12) vorgenommen werden, indem die Impuls-




14 2. Die kompressiblen Navier-Stokes-Gleichungen
erha¨lt in Matrixform mit dem Einheitsvektor es in s-Richtung, dem Einheitsvektor ee
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Setzt man die rechte Seite G = H = 0, erha¨lt man die bekannten zweidimensionalen
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mit q = (ρ, u, p)T ∈   n, (x, t) ∈   ×   +, f(q) stetig differenzierbar und A eine
n× n Matrix mit n = dim + 2.
Dann handelt es sich um ein hyperbolisches Differentialgleichungssystem, wenn A n
reelle Eigenwerte besitzt.
Basierend auf den ¨Uberlegungen von Leveque in [28] ergibt sich der
Satz 2.1. Die zweidimensionalen Euler-Gleichungen (2.21) sind nach Definition 2.1
hyperbolisch, falls das im Punkt ξ0 auf eine beliebige Raumgerade x transformierte
System reelle Eigenwerte besitzt.
Beweis. Mit Hilfe der Transformation T in (2.15) werden die Euler-Gleichungen
(2.21) auf eine Raumgerade x projiziert
∂qx(ξ0, t)
∂t
+ T (β)A(q)T˜ ∂qx(ξ0, t)
∂s
+ T (β)B(q)T˜ ∂qx(ξ0, t)
∂e
= 0

















Das unterschiedliche Vorzeichen bei der Koordinatentransformation muß im Vorzei-


























β2 + (1− β)2
(
βT (β)A(q)T˜ + (1− β)T (β)B(q)T˜
)
. (2.23)
Mit Hilfe der transformierten Matrizen A und B aus Gleichung (2.17)

















kann die Matrix K angegeben werden
K =
Mref√








Es ergeben sich die Eigenwerte:
λ1 =
βMref√
β2 + (1− β)2us (2.24)
λ2,3 =
βMref√











Da Mref ∈   ist, sind die Eigenwerte fu¨r β ∈ [0, 1] reell, falls p und ρ ∈   + sind.
Unter diesen Bedingungen sind die zweidimensionalen Euler-Gleichungen hyperbo-
lisch.
2.2. Eigenschaften des Gleichungssystems 17
Bemerkung. Mit dem Faktor β wird die Raumgerade x, siehe Abbildung 2.1, festge-
legt, in deren Richtung die Lo¨sung bestimmt werden soll. Fu¨r β = 1 zeigt x in Richtung
der lokalen Stromlinie, fu¨r β = 0 orthogonal hierzu. Es reicht nicht aus zu zeigen, daß
die Matrizen A und B reelle Eigenwerte besitzen, siehe auch Leveque [28]. Vielmehr
mu¨ssen die transformierten Euler-Gleichungen in jede beliebige Raumrichtung x reel-
le Eigenwerte aufweisen.
Mit Hilfe der Eigenvektoren ri(ξ) ko¨nnen die auf eine Raumgerade projizierten Euler-
Gleichungen (2.22) an jedem beliebigen Punkt ξ ∈ Ω diagonalisiert werden. Da-
bei sind die Eintra¨ge der Matrix K im nichtlinearen Falle von der Ortskoordinate ξ
abha¨ngig.
Mit















w(ξ, t) = −ΛB(ξ)w(ξ, t). (2.27)
Dabei sind die Spaltenvektoren Ri der Matrix R die rechten Eigenvektoren ri der Ma-
trix K mit dem dazugeho¨rigen Eigenwert λi = Λii. Sind die Eintra¨ge in der Matrix
K nicht konstant, so entkoppeln die Gleichungen nur dann vollsta¨ndig, wenn die Ma-
trix B(ξ) = R−1(ξ)∂R(ξ)
∂x
im Punkt ξ ∈ Ω eine Diagonalmatrix ist. Im linearen Fall,
∂K
∂x








Die Lo¨sung qx(ξ, t) la¨ßt sich nach (2.26) durch eine Linearkombination der Eigen-
vektoren ri und den Koeffizienten wi ausdru¨cken. Da die Gleichungen fu¨r B(ξ) = 0
entkoppeln, ergibt sich die Lo¨sung
wi(ξ, t) = wi(ξ − λit).
Entlang der Kurve ξ = λit+const sind die Lo¨sungenwi konstant. Diese Linien werden
Charakteristiken genannt. Die Koeffizienten wi lassen sich mit Hilfe der Anfangswerte
w0i mit const = x0 = ξ − λit ausdru¨cken
wi(ξ, t) = w
0
i (x0).
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Fu¨r nicht konstante Eigenwerte der Matrix K in der Raumrichtung x in den Punkten




angegeben werden. An dieser Stelle sollen Riemann-Probleme mit unstetigen Lo¨sun-
gen q, wie z.B. Sto¨ße und Kontaktunstetigkeiten, nicht weiter betrachtet werden.







mit q = (q1, · · · , qk, · · · , qn)T ∈   n, (x, t) ∈   ×   + und q(x, t) stetig differenzier-
bar. λ1 < .. < λi < .. < λn seien die n reellen Eigenwerte der Matrix K.




qk,i(x, t) k = 1, .., n, (2.28)












und den rechten Eigenvektoren ri der Matrix K.







Dabei sind die Zeilenvektoren von R−1 die linken Eigenvektoren lTi der Matrix K und
konstant in der Raumrichtung x.







= 0 i = 1, .., n.
Umsortierung nach den Freiheitsgraden k im Vektor q liefert fu¨r die i-te Gleichung











= 0 i = 1, .., n. (2.30)






= 0 ∀ i = 1, .., n k = 1, .., n
erfu¨llt. Da die Lo¨sung q entlang einer Charakteristik konstant bleibt, bleiben auch
die Lo¨sungen der einzelnen Komponenten qk entlang der i = 1, .., n Charakteristiken
konstant. Demnach muß nur gezeigt werden, daß die Anfangslo¨sung der Komponente
qk(x0, 0) mit den Bedingungen (2.28) und (2.29) erzeugt werden kann.






Mit Bedingung (2.29) folgt aus (2.28) die Gleichung (2.31).
2.3 Lo¨sungen des Gleichungssystems
Mit Hilfe der Eigenwerte ko¨nnen nun die Eigenvektoren der auf eine beliebige Raum-
gerade projizierten Euler-Gleichungen (2.22) im beliebigen Punkt ξ ∈ Ω angegeben
werden. Da sich die Lo¨sung aus einer Linearkombination der Eigenvektoren zusam-
mensetzt, kann man so qualitative Aussagen u¨ber die Lo¨sung treffen.
Mit den in (2.24) und (2.25) angegebenen Eigenwerten, lassen sich die rechten und


































































β2 + (1− β)2.
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Der Eigenvektor r1 zusammen mit λ1 beschreibt einen Transport der Dichte ρ durch
das Geschwindigkeitsfeld v, wobei die u¨brigen Variablen v, p unbeeinflußt bleiben.
Dies wird als Entropiewelle bezeichnet, da die Entropie s mit ρ variiert, wenn p kon-
stant ist. Liegt ein Riemann Problem vor, handelt es sich um eine sogenannte Kontakt-
unstetigkeit.
Die u¨brigen Eigenvektoren r2 und r3 beschreiben akustische Wellen, die sich in posi-
tiver oder negativer Raumrichtung auf der Projektionsgeraden mit den Geschwindig-
keiten λ2 bzw. λ3 ausbreiten. Bei einem Riemann Problem, mit mo¨glichen unstetigen
Lo¨sungen, sind dies dann Sto¨ße bzw. Verdu¨nnungswellen.
Bei einem linearen System mit konstanten Koeffizienten ha¨ngen die Werte wk(ξ, t) nur




w0k(x0 − λit), (2.33)





¨Uber den zeitlichen Verlauf der Anfangs- bzw. Randwertew0 werden die Wellenla¨ngen
und die Amplituden mo¨glicher akustischer Wellen festgelegt.
Mit Hilfe der Eigenvektoren aus Gleichung (2.32) kann das Verha¨ltnis zwischen
Schalldruck pacou und die durch die akustische Welle generierte Schallschnelle vacou
angeben werden. Das Verha¨ltnis pacou
vacou
wird als akustische Impedanz Z bezeichnet. Die
normierte Impedanz ist abha¨ngig von der Referenzmachzahl und kann mit den Ein-







Das bedeutet, daß abha¨ngig von der Machzahl unterschiedliche Skalen der Unbekann-
ten qk(v, ρ, p) miteinander koppeln.
Die bisherige Betrachtung wurde fu¨r die Euler-Gleichungen durchgefu¨hrt. Akustische
Wellen ko¨nnen dabei nur durch entsprechende Vorgaben am Rand generiert werden,
siehe Gleichung (2.33). In reibungsbehafteten Stro¨mungen ko¨nnen durch den Schub-
spannungstensor τ ebenfalls akustische Wellen generiert werden. Das wird im Fol-
genden gezeigt. Wird die Transformation mit den Eigenvektoren aus Gleichung (2.32)
auch fu¨r die kompressiblen Navier-Stokes-Gleichungen (2.18) angewendet, erha¨lt man
fu¨r die transformierten Matrizen C˜, D˜, E˜, S˜q und S˜




R−1(ξ0)T C(q)T˜ R(ξ0) = Mref
ρRe












R−1(ξ0)T D(q)T˜ R(ξ0) = Mref
ρRe












R−1(ξ0)T E(q)T˜ R(ξ0) = Mref
ρRe
















0 0 00 1 2γ − 1
0 2γ − 1 1

S˜ = MrefR
−1(ξ0)T SR(ξ0) = Mref
 Sm−a√γMref
2κ





(βes + (1− β)ee)Sf

Dann ergibt sich G˜ zu
G˜ =
(










β2C˜ + (1− β)2D˜ + β(1− β)E˜
) ∂2w(ξ0, t)
∂x2












Fu¨r ein lineares Problem mit konstanten Koeffizienten vereinfacht sich die rechte Seite
G˜ =
(






+ S˜qw(ξ0, t) + S˜.









+ S˜qw(ξ0, t) + S˜. (2.36)
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Im Vergleich zu den Euler-Gleichungen kommen bei den kompressiblen Navier-
Stokes-Gleichungen noch zusa¨tzliche akustisch aktive Terme hinzu. Nach (2.36) be-
einflußt der Schubspannungstensor τ˜ die Lo¨sung w(ξ0, t). Zum einen wirkt er als aku-
stischer Quellterm auf der rechten Seite der Gleichung und zum anderen koppelt er,
wegen der nicht diagonalen Struktur des Tensors, die einzelnen Lo¨sungen w(ξ0, t)
miteinander. Dies gilt sinngema¨ß auch fu¨r die Koppelterme in (2.35) im nichtlinearen
Fall. Ebenso ko¨nnen Massequellen S˜m und Impulsflußquellen S˜f akustische Wellen
im Rechengebiet hervorrufen. Die Wellenla¨nge ha¨ngt dabei vom zeitlichen Verlauf
der Quellterme auf der rechten Seite bzw. von den zeitabha¨ngigen Randbedingungen
w0(ξ0 − λt) ab.
2.4 Dispersionsbeziehung
Der Zusammenhang zwischen den Ausbreitungsgeschwindigkeiten der einzelnen
Lo¨sungen und deren Kreisfrequenz und Wellenzahl kann formal mit Hilfe des Dif-
ferentialgleichungssystems bestimmt werden.
Hierzu sei die Lo¨sung q(ξ0, t) mit Hilfe eines Wellenansatzes mit der Kreisfrequenz
ω, der Wellenzahl k und der Amplitude P gegeben
q(ξ0, t) = P · ei(kξ0+ωt), i2 = −1.

















Die Gleichung ist dann erfu¨llt, wenn alle Eigenwerte der Matrix K˜ = K + I ∂x
∂t
Null
sind. Die Eigenwerte der Matrix K˜ lassen sich leicht aus den Eigenwerten der Ma-
trix K, Gleichungen (2.24) und (2.25), zusammen mit Gleichungen (2.37) und (2.38)
bestimmen:
0 = λdis1 =
βMref√




0 = λdis2,3 =
βMref√
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D.h. eine Sto¨rung mit der Kreisfrequenz ω breitet sich mit 3 unterschiedlichen Phasen-
geschwindigkeiten aus. Nach Gleichung (2.39) und (2.40) sind das gerade die Eigen-




= λi ω = ωi, ∀ i = 1, .., n (2.41)
ergeben sich die drei unterschiedlichen Wellenzahlen ki. Das Verha¨ltnis der Wellen-








2.5 Linearisierung und akustische Grundgleichungen
In Gleichung (2.36) wurde bereits dargestellt, daß in reibungsbehafteten Stro¨mungen
weitere akustisch aktive Quellterme entstehen. Diese Quellterme sollen im folgenden
Abschnitt fu¨r den Fall linearer akustischer Sto¨rungen genauer spezifiziert werden.
Basierend auf den Gleichungen (2.18), (2.19), (2.20) ko¨nnen die kompressiblen









geschrieben werden. Die Gleichung wird mit T aus Gleichung (2.15) in die Raumrich-
tung x projiziert, und man erha¨lt mit
∆qxM = 0, SqT = T SqT˜ und ST = T ST .









+ SqTqx(ξ, t) + ST (ξ, t). (2.42)
Die Gleichungen werden im Punkt ξ0 linearisiert. Hierzu werden die Variablen in q in
einen von der Zeit t und Raum Ω unabha¨ngigen Anteil q0 und einen in der Zeit und
Raum fluktuierenden Anteil q′ aufgespalten





Dabei ist q0x Lo¨sung der Gleichung (2.42) und
|q′x(ξ0, t)|  |q0x| ∀x ∈ Ω und t ∈
  +.
Wird die Aufspaltung (2.43) in (2.42) eingesetzt, erha¨lt man mit ∇qx = ∇q0x +∇q′x




(∇q0xF +∇q′xF)(∂q0x(x0, t)∂x + ∂q′x(x0, t)∂x
)
=








+ ST (x0, t)
Unter Vernachla¨ssigung kleiner Terme∇q′ = K(q′) und Produkte mit kleinen Termen











T (ξ0, t) (2.44)
mit K aus (2.23):
K(q) =
Mref√




















β2 + (1− β)2 0
0 0 0
 ,




0 0 00 −Sm 0
0 0 γSm








Ist die Dichte ρ nur eine Funktion des Druckes p, also unabha¨ngig vom Stro¨mungsfeld
allein u¨ber die Zustandsgleichung zu bestimmen, dann gilt bei einer isentropen Zu-




= a2. Die Matrix K kann dann umgeschrieben werden
zu
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K(q) =
Mref√
















0 0 00 −Sm 0
0 0 0





In diesem Falle sind die Energieerhaltungsgleichung und die Massenerhaltungsglei-
chung linear abha¨ngig. Wegen ρ = f(p) kann die Massenerhaltungsgleichung wegge-




β2 + (1− β)2
























Im Folgenden wird K̂ in einen konvektiven und statischen Anteil aufgespaltet in der
Form
K̂(q) = K̂stat(q) + K̂conv(q) =
Mref√
β2 + (1− β)2
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mit qx = (u, p)T .
Ist die Lo¨sung qx ∈ C2, kann das System von Differentialgleichungen in eine Dif-







) wird das System von Differentialgleichungen erster Ordnung
durch Multiplikation mit N von links in eine Differentialgleichung ho¨herer Ordnung





























































N ŜqT (q0x) =
M2refa
2√











N ŜT = −
M2refa
2√

















= L+ S, (2.46)
mit dem auf die x-Richtung projizierten Lighthilltensor aus der akustischen Analogie
von Lighthill[29], [30] und [31]
L =
Mref βu√














































Mit L = S = 0 ergibt sich die homogene akustische Wellengleichung. Sie beschreibt
die Ausbreitung einer akustischen Sto¨rung im Gebiet Ω. Die Sto¨rung wird, wie im
vorherigen Abschnitt beschrieben, durch die Anfangsbedingungen oder zeitabha¨ngige
Randbedingungen vorgegeben. Der Lighthilltensor in Gleichung (2.47) beschreibt da-
bei Quellen, die von der Stro¨mung selbst hervorgerufen werden. Die einzelnen Quell-
terme lassen sich in akustische Monopolquellen, Dipolquellen und sukzessive in Mul-
tipolquellen einteilen. Einen ¨Uberblick hierzu findet sich in Wagner et. al. [62]. Aku-
stische Wellen ko¨nnen durch eine auf dem Gebiet Ω oder auf dem Rand δΩ vorgegebe-
ne zeit- und ortsabha¨ngige Quellverteilung erzeugt werden. Durch die Linearisierung
und die Annahme, daß ρ = f(p), erfolgt dabei keine Ru¨ckkopplung der Akustik auf
die Stro¨mung.
Zusammenfassend ko¨nnen akustische Wellen zum einen u¨ber Quellen im Gebiet Ω
hervorgerufen werden, oder sie werden durch Anfangs- oder Randbedingungen aufge-
pra¨gt.
Quellen im Gebiet Ω
Neben problemabha¨ngigen Massenflußquellen Sm(x, t) und Impulsflußquellen
Sf (x, t) ko¨nnen durch die Terme im Lighthilltensor L akustische Wellen durch
die Stro¨mung selbst generiert werden. Durch Turbulenz werden beispielsweise
Stro¨mungsfluktuationen im Schubspannungstensor erzeugt. Mo¨gliche Quellen im Zu-
sammenhang mit Turbulenz sind z.B. in Brooks et. al [8] oder in Lighthill [30], [31]
dargestellt. Neben Fluktuationen im Schubspannungstensor betrifft dies auch zeitliche
¨Anderungen in der Stro¨mungskonvektion, wie sie durch freie Wirbel oder einen Frei-
strahl hervorgerufen werden.
Quellen am Rand δΩ
Die durch die Anfangs- und Randbedingungen aufgepra¨gten zeitlichen ¨Anderungen
im Druck p, in der Dichte ρ und im Geschwindigkeitsfeld v, ko¨nnen zum einen direkt
oder bei einem nichtlinearen Problem durch die Koppelterme in (2.27) bzw. (2.36) in
akustische Wellen umgesetzt werden. Ffowcs Williams and Hawkings [15] haben z.B.
den Einfluß sich bewegender Oberfla¨chen u¨ber die Modellierung von zeitabha¨ngigen
Quelltermen am Rand δΩ beschrieben.
Die Druck-, Dichte- und Geschwindigkeitsinformationen, die mit der Schallgeschwin-
digkeit a durch das Gebiet Ω transportiert werden, ha¨ngen dabei von der zeitlichen
¨Anderung und damit von der Frequenz und Phase der entsprechenden Quellen am
Rand δΩ ab.
28 2. Die kompressiblen Navier-Stokes-Gleichungen
In der Tabelle 2.1 werden mo¨gliche akustische Quellen innerhalb einer Stro¨mung zu-
sammengefaßt.









Bewegte Oberfla¨chen und Ra¨nder
ρv ⊗ vT Stark beschleunigte Stro¨mungen DipolquelleWirbel, freie Wirbel
τ
Scherstro¨mungen QuadrupolquelleTurbulenz
Tabelle 2.1: ¨Ubersicht verschiedener akustischer Quellterme
Akustische Kompaktheit und weitere dimensionslose Kennzahlen
In der Akustik sind weitere dimensionslose Kennzahlen von Bedeutung. Die Strouhal-
zahl, die Helmholtzzahl und die Eulerzahl, siehe Ko¨ltzsch [26]. Die Strouhalzahl ist
das Verha¨ltnis der Referenzla¨nge L zur Wellenla¨nge einer periodischen Fluidsto¨rung
mit der Frequenz f , deren Phasengeschwindigkeit die Konvektionsgeschwindigkeit |v|




Sinngema¨ßes gilt fu¨r die Helmholtzzahl He. Sie setzt die Wellenla¨nge einer
Fluidsto¨rung, deren Phasengeschwindigkeit die Schallgeschwindigkeit a ist, in Rela-








Fu¨r kleine Helmholtzzahlen He  1 spricht man von einer akustisch kompakten Re-
ferenzla¨nge. Ist z.B. ein Hindernis im akustischen Feld sehr klein gegenu¨ber der aku-
stischen Wellenla¨nge, dann wird es kaum Einfluß auf die akustische Wellenausbreitung
haben.
Bildet man den Quotienten der Helmholtzzahl mit der Strouhalzahl ergibt sich gerade
die lokale Machzahl M = He
St
.
Das Verha¨ltnis zwischen Druckkraft und stro¨mungsmechanischen Tra¨gheitskra¨ften
wird als Eulerzahl bezeichnet. Nimmt man als Druckkraft die akustische Druckam-
plitude an, so erha¨lt man die akustische Eulerzahl








2.6 Verhalten fu¨r Mref → 0: Ein Mehrskalenproblem
Die Lo¨sung der kompressiblen Navier-Stokes-Gleichungen kann nach Gleichung
(2.36), als Linearkombination von Stro¨mungstransport und akustischen Wellen auf-
gefaßt werden, die u¨ber Quellterme und Koppelterme voneinander abha¨ngen.
Der Zusammenhang zwischen Schallschnelle und Schalldruck im angegebenen nor-







angegeben werden. Entsprechend kann man fu¨r die Gro¨ßenordnung des dynamischen











Fu¨r kleine Machzahlen Mref  1 und sehr große Machzahlen Mref  1 fu¨hrt dies auf
ein Multiskalenproblem.
Treten keine akustischen Wellen auf, so wird bei kleinen Machzahlen die Stro¨mungs-
geschwindigkeit |v| nach (2.50) sehr viel kleiner als der dynamische Druck pdyn.
Gleichzeitig werden die Stro¨mungsfluktuationen nur mit Druckskalen kleinerer
Gro¨ßenordnung koppeln.
Treten akustische Wellen auf, existieren nach Gleichung (2.49) zusa¨tzliche Kopplun-
gen zwischen den unterschiedlichen Skalen abha¨ngig von der Machzahl und dem
Verha¨ltnis pacou
p
. Dieses Verha¨ltnis wird u¨ber die zeitabha¨ngigen Randbedingungen
bzw. Quellterme vorgegeben.
Definition eines Mehrskalenproblems
Die Variablen innerhalb einer numerischen Simulation, unabha¨ngig vom physika-
lischen Modell, besitzen im Prinzip einen Wertebereich von (−∞,+∞). In den mei-
sten Fa¨llen wird man nicht alle Skalen auflo¨sen wollen, weil die Skalen keinen Einfluß
haben, oder aber das zugrunde liegende Modell den Wertebereich weiter einschra¨nkt.
Aus diesem Grund kann der Wertebereich Ii einer Variablen qi angegeben werden mit
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qi ∈ Ii, mit Ii = [blow,i, bupper,i].
Innerhalb einer gegebenen Problemstellung ko¨nnen die Wertebereiche einzelner
Variablen sehr unterschiedlich sein. Zudem ko¨nnen unterschiedliche Skalen zweier
Variablen miteinander koppeln.
Bei der folgenden Definition seien die Variablen in geeigneter Weise auf den Wertebe-
reiche [−1, 1] normiert.
Weiterhin sei das Gleichungssystem gegeben mit der Systemmatrix K, dem Lo¨sungs-
vektor q und der rechten Seite b in der Form










































Es existiert dann eine Kopplung von qj auf qi
qj → qi, falls ‖K−1ii Kij‖ 6= 0
bzw. beide Variablen qi und qj koppeln miteinander
qj ↔ qi, falls qj → qi ∧ qi → qj.
Abha¨ngig vom Betrag ‖K−1ii Kij‖ ergibt sich folgende Fallunterscheidung zur Kopp-
lungseigenschaft.
Definition 2.2. Gegeben ist ein Gleichungssystem Kq = b. K sei regula¨r und die
Variablen qi und qj seien gekoppelt. Dann ist fu¨r
‖K−1ii Kij‖ =

 1 : eine starke Mehrskalenkopplung
O(1) : ein Gleichskalenkopplung
 1 : eine schwache Mehrskalenkopplung
von qj auf qi gegeben.
Eine starke Kopplung bedeutet, daß kleine Skalenordnungen von qj Einfluß auf gro¨ße-
re Skalen der Variable qi haben, je nach Sta¨rke der Kopplung sogar bis in die fu¨hrende
Ordnung. Kleine Fehler in qj fu¨hren bei einer starken Mehrskalenkopplung zu großen
Fehlern in qi. Bei einer Gleichskalenkopplung beeinflussen sich gleich Skalen der bei-
den Variablen. Eine schwache Kopplung liegt vor, wenn Skalen von qj nur mit kleine-
ren Skalen von qi koppeln und diese beeinflussen.
In Abbildung 2.2 ist der Gleichskalenkopplung eine Multiskalenkopplung gegenu¨ber-
gestellt.
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O(1)
Gleichskalenkopplung
Variable 1 Variable 2
Ordnung 
Wertebereich Variable 1 Variable 2
Mehrskalenkopplung
Abbildung 2.2: Gleichskalen- und Mehrskalenkopplung.
Da das Eigenwertproblem KqE = λqE = bE als Gleichung mit spezieller rech-
ter Seite bE = λqE betrachtet werden kann, ist eine Mehrskalenkopplung an Hand
der Eigenvektoren zu identifizieren. Fu¨r kleiner werdende Machzahlen, und damit fu¨r
anwachsende Schallgeschwindigkeit a, wird die Geschwindigkeitskomponente in den
Eigenwerten r2 und r3, siehe Gleichung (2.32), immer gro¨ßer gegenu¨ber der konstan-
ten Druckkomponente. Gleichzeitig wird der Wert fu¨r die Dichtekomponente in den
beiden Eigenvektoren immer kleiner. Man erha¨lt also eine starke Multiskalenkopplung
zwischen Druck und Geschwindigkeit und eine schwache Multiskalenkopplung zwi-
schen Druck und Dichte. Beides la¨ßt sich auch an Hand der Impedanzbeziehung in
Gleichung (2.49) und der Gasgleichung (2.51) feststellen. Es bleibt zu bemerken, daß
unabha¨ngig zur Multiskalenkopplung, die Kondition des kontinuierlichen Differenti-
algleichungssystems abha¨ngig von der Machzahl ist.
2.7 Der Grenzfall Mref = 0




mit vref = max
x∈Ω,t∈   +








Mref = 0, mit vref 6= 0
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und
• Fall 2:
Mref = 0 fu¨r vref = 0.
Fall 1 wird in der Literatur als der inkompressible Grenzfall bezeichnet, wa¨hrend Fall 2
ein ruhendes Fluid oder Gas beschreibt. Abbildung 2.7 faßt die beiden Fa¨lle nochmals
zusammen. Die beiden Fa¨lle werden im Folgenden na¨her betrachtet.
Kompressible Navier-Stokes
















Abbildung 2.3: Grenzfa¨lle fu¨r Mref → 0.
Der inkompressible Grenzfall aref →∞
Eine Stro¨mung ist dann inkompressibel, falls die Dichte ρ im Gebiet Ω nicht vom
Druck abha¨ngig ist, oder falls die Dichtea¨nderungen vernachla¨ssigbar klein sind.
Dρ
Dt
= 0 oder Dρ
Dt
 1.





Nach Bijl [7] ergeben sich dann mittels Gro¨ßenabscha¨tzung die Bedingungen:
Mref  1 und He 1
fu¨r eine Stro¨mung mit konstanter Dichte. Mref  1 impliziert hier a → ∞ und u¨ber
δρ = 1
a2
δp bei konstanter Entropie eine Entkoppelung des Dichtefeldes vom Druck-
feld. Mit He  1 ist das Gebiet Ω ein akustisch kompaktes Gebiet. Die Wellenla¨nge
einer akustischen Sto¨rung ist dann sehr viel gro¨ßer als die Referenzla¨nge L fu¨r das
Gebiet Ω. Eine akustische Welle erho¨ht damit nur den konstanten Hintergrundsdruck
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und hat keinen Einfluß auf den lokalen Druckgradienten in der Impulsgleichung. So-
mit entkoppelt die Stro¨mung und das akustische Druckfeld. Unter diesen Bedingungen
la¨ßt sich das Stro¨mungsfeld mit Hilfe der inkompressiblen Navier-Stokes-Gleichungen
bestimmen. Der konstante Hintergrundsdruck wird u¨ber die akustischen Randbedin-
gungen bzw. im Falle nicht-isentroper Zustandsa¨nderungen und Wa¨rmeleitung auch
durch den Wa¨rmetransport bestimmt.
In der Literatur wird dieser ¨Ubergang meist durch eine asymptotische Aufspaltung
bewerkstelligt. Klaidermann und Maijda [22], [23] benutzen hierbei eine Entwick-
lung der Unbekannten q in der Machzahl unter Beru¨cksichtigung einer Zeit- und einer
La¨ngenskala
q(x, t) = q0(x, t) +Mref q1(x, t) +M
2
ref q2(x, t) +O(M
3
ref ). (2.52)
Durch Einsetzen von Gleichung (2.52) in die kompressiblen Navier-Stokes-
Gleichungen und Sortierung der Erhaltungsgleichungen nach Termen mit 1.Ordnung,
Termen der Ordnung 1
Mref
, bzw. der Ordnung 1
M2
ref
, koppeln nur Terme gleicher Ord-
nung miteinander. Eine Multiskalenkopplung wie in (2.49) fu¨r die Akustik u¨blich, wird
durch diesen Ansatz sofort vernachla¨ssigt. Damit entkoppelt das akustische Feld a
priori vom Stro¨mungsfeld.
Um dies zu umgehen, fu¨hrt Mu¨ller [34], [35] eine zweite Zeitskala, Klein [24], Munz
[37] und Meister [32] eine zweite La¨ngenskala ein, um fu¨r akustische Wellen dieser








q = f(x, t, τ) bzw. q = f(x, ψ, t), (2.54)
kann eine Koppelung zwischen Akustik und Stro¨mungsfeld fu¨r eine bestimmte Wel-
lenla¨nge ψ oder Frequenz f = 1
τ
realisiert werden. Im Grenzu¨bergang Mref → 0 wird
dabei die Wellenla¨nge ψ sehr groß gegenu¨ber der charakteristischen Referenzla¨nge
L, bzw. die Frequenz f sehr klein. Damit wird automatisch die Bedingung He  1
erfu¨llt. Im Grenzu¨bergang, auch schon im Bereich kleiner Machzahlen, entkoppeln al-
so auch bei diesen Ansa¨tzen kurzwellige bzw. hochfrequente Akustik und Stro¨mungs-
feld fu¨r Mref  1. Die langwellige bzw. niederfrequente Akustik fu¨hrt dabei allein zu
einer Vera¨nderung des Hintergrunddruckes p0.
In Abbildung 2.4 ist der Fehler e durch die Entkoppelung von kurzwelliger Akustik





 1 dominiert die Stro¨mung und der Einfluß der Akustik kann vernachla¨ssigt
werden. Umgekehrt ist fu¨r pacou
pdyn
 1 der Einfluß der Stro¨mung auf die Akustik gering.
Die gestrichelte Linie in Abbildung 2.4 gibt dabei qualitativ die Grenze fu¨r das physi-
kalisch mo¨gliche Verha¨ltnis pacou
pdyn
an. Da fu¨r Mref → ∞ der dynamische Druck pdyn
anwa¨chst, wird die fu¨r diesen Fall mo¨gliche Eulerzahl Eu gegen Null gehen.






Mref →∞ Mref → 0
Abbildung 2.4: Fehler bei Vernachla¨ssigung der Kopplung.
Ruhendes Gas fu¨r vref = 0
Der zweite Fall mit Mref = 0 tritt dann auf, wenn vref = 0 und wenn aref < c be-
schra¨nkt ist. Dann tritt weder eine Konvektionsstro¨mung auf, noch werden Geschwin-
digkeiten durch ein akustisches Schallfeld u¨ber die Schallschnelle induziert.















und damit die triviale Lo¨sung v(x, t) = 0 in Ω. Der Druck p und die Dichte ρ werden
dann allein aus den Anfangsbedingungen und der Zustandsgleichung bestimmt.
Bemerkung. Im Umkehrschluß ist die Referenzgeschwindigkeit vref 6= 0, falls am




oder Konvektion im Berechnungsgebiet vorkommt mit
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In den hier zu betrachtenden Fa¨llen eines nicht ruhenden Gases, wird deshalb die Re-
ferenzmachzahl Mref 6= 0 sein, so daß die Singularita¨t in der Impulsgleichung (2.11)
fu¨r Mref = 0 eine untergeordnete Rolle spielt und vernachla¨ssigt werden kann.
Grenzmachzahl
Legt man die menschliche Ho¨rgrenze von etwa
pgrenz = 2 · 10−5Pa
zu Grunde, kann man eine untere Schranke fu¨r die Referenzmachzahl angeben.
Unter Normbedingungen mit pstat = 1, 013 · 105Pa ergibt dies eine normierte Druck-
amplitude von p ≈ 10−10.
Unter der Annahme, daß keine Konvektion auftritt, ergibt sich mit der Impedanzbedin-




direkt die Grenzmachzahl Mref grenz ≈ 10−10.
Normierte Stro¨mungsfluktuationen u < O(1) ko¨nnen unter diesen Annahmen keine
akustischen Wellen im ho¨rbaren Bereich mehr generieren.
2.8 Herausforderung an die Numerik
Aus den vorherigen ¨Uberlegungen lassen sich folgende Probleme bei einer numeri-
schen Simulation bei kleinen Machzahlen zusammenfassen.
• Die normierten kompressiblen Navier-Stokes-Gleichungen weisen fu¨rMref → 0
eine Singularita¨t in der Impulsgleichung auf, die im Grenzu¨bergang zu ∇p = 0
reduziert wird. Mit der unteren Schranke Mref > Mrefgrenz aus dem vorherigen
Abschnitt, wird diese Singularita¨t vermieden.
• Die Entkopplung von Druck- und Dichtefeld bei kleinen Machzahlen fu¨hrt zu
numerischen Fehlern, wenn die kompressiblen Navier-Stokes-Gleichungen in
konservativen Variablen q = (ρ, ρv, e)T ausgedru¨ckt werden und somit die
Druckvariable nicht direkt beru¨cksichtigt wird, siehe z.B. Bijl [7] und Guillard
[18].
• Bei Machzahlen Mref → 0, mit a → ∞, ist die akustische Zeitskala dominant.
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fu¨r kleine Machzahlen der Zeitschritt ∆t sehr klein und der numerische Auf-
wand erho¨ht sich. Implizite Zeitschrittverfahren bieten die Mo¨glichkeit, diese
Beschra¨nkung aufzuheben.
• Bei stationa¨ren Problemen geht die Konditionszahl der Matrix K aus Gleichung
(2.23) (mit β = 1) fu¨r kleine Machzahlen






In der Regel wird die Konvergenzrate des spa¨teren numerischen Verfahrens
schlechter, je gro¨ßer die Konditionszahl ist.
• Klassische Iterationsverfahren setzen meist positiv definite Matrizen voraus. Fu¨r





• Abha¨ngig von der Machzahl liegt ein Multiskalen-gekoppeltes System vor. Zu-
sammen mit der limitierten Darstellungsgenauigkeit von Zahlen auf einem Com-
puter, ergibt sich hier eine Rechengenauigkeitsgrenze in Abha¨ngigkeit von der
Machzahl.
2.8.1 Fehlerquellen numerischer Simulationen
Bei einer numerischen Simulation treten Fehlerquellen auf, die sich in der spa¨te-
ren Lo¨sung wiederfinden. Man kann zwischen Fehlerquellen unterscheiden, die un-
abha¨ngig von der Diskretisierung und dem Lo¨sungsverfahren sind, wie z.B.
• Modellfehler
• Rundungsfehler




Bei der Herleitung des Differentialgleichungssystems werden meist nicht alle physi-
kalischen Effekte a priori beru¨cksichtigt. Diese Fehler ko¨nnen alle Gro¨ßenordnungen,
den Makro-, Meso- und Mikroskalenbereich der Lo¨sung betreffen. Modellierungsfeh-
ler sind eine Eigenschaft des zugrunde liegenden Differentialgleichungssystems und
ko¨nnen durch die spa¨ter angewendete Numerik nicht mehr beeinflußt werden.
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Rundungsfehler
Zahlen ko¨nnen in einem Computer nur mit begrenzter Genauigkeit dargestellt wer-
den. Die errechnete Gro¨ße qdigi ist mit einem maschinenabha¨ngigen Rundungsfehler
δ behaftet.
qdigi = q + δ.
In einem Multiskalen-gekoppelten System wird z.B. bei einer starken Multiskalen-
kopplung, siehe Definition 2.2, der Rundungsfehler einer Variablen in einen Feh-
leranteil gro¨ßerer Ordnung der gekoppelten Variablen u¨bersetzt. Mit Gleichung (2.49)
ist die Kopplung zwischen Schallschnelle vacou und Schalldruck pacou bei einer aku-











In der Regel kann die Fehlerordnung der angewandten Diskretisierung u¨ber ei-
ne Taylorreihenentwicklung abgescha¨tzt werden. Bei steifen Differentialgleichungs-
systemen ist aber die Ho¨he der Ordnung nicht allein entscheidend fu¨r die Gu¨te der
Lo¨sung. In ihren Arbeiten mit steifen nichtlineare Differentialgleichungssystemen fan-
den Prothero und Robinson [43] heraus, daß die Gu¨te der Lo¨sung nicht immer mit der
Ordnung des verwendeten Verfahrens korrelierte und auch A-stabile Zeitdiskretisie-
rungen zu instabilen Lo¨sungen fu¨hren ko¨nnen.
Geht man von einer wellenartigen Lo¨sung in Raum und Zeit mit reeller Kreisfrequenz
ω und Wellenzahl k aus
qj(x, t) = Pj · ei(kx−ωt) k, ω ∈   ,
so ko¨nnen die Werte fu¨r Wellenzahl und Kreisfrequenz in der diskreten Lo¨sung q̂ kom-
plexe Werte annehmen.
q̂j(x, t) = Pj · ei(k̂x−ω̂t) k̂, ω̂ ∈   ,
= Pj · ei(k̂Rx−ω̂Rt) · e−k̂Ix · eω̂I t, k̂R, ω̂R, k̂I , ω̂I ∈   .
Je nach Art und Ordnung der verwendeten Diskretisierung variiert die Gro¨ßenordnung
der Imagina¨ranteile k̂I und ω̂I . Diese fu¨hren, je nach Vorzeichen, zu einer Da¨mpfung
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oder Anfachung der Lo¨sung.
So sind z.B. fu¨r unsymmetrische Differenzensterne k̂I 6= 0 und ω̂I 6= 0, siehe z.B.
Webb und Tam [56].






als zusa¨tzlicher Indikator fu¨r die Gu¨te einer Diskretisierung herangezogen werden, da
es sonst zu Phasenfehlern zwischen Wellen unterschiedlicher Wellenla¨nge kommen
kann.
Auch die Vernachla¨ssigung einzelner Terme der vollen Newton-Approximation bei der
Linearisierung des nichtlinearen Problems, kann, wie in Metzner [33] beschrieben, bei
kleinen Machzahlen zu Fehlern in der Lo¨sung fu¨hren.
Zudem ergeben lokal nicht masseerhaltende Diskretisierungsverfahren beim voll ge-
koppelten System zeitabha¨ngige Massequellen, die als akustisch effektive Monopol-
quellen wirken und akustische Sto¨rwellen erzeugen.
Iterationsfehler
Hierunter versteht man den Abbruchfehler des numerischen Lo¨sungsverfahrens.
Gegeben sei eine beliebige Diskretisierung fu¨r die instationa¨ren kompressiblen Navier-
Stokes-Gleichungen, abgeku¨rzt in der Schreibweise
M(t)q + A(q, x)q = S(x, t) (2.55)
mit q(x, t) = (ρ, u, p)T und S(x, t) einer u¨ber den Raum x ∈ Ω und der Zeit t vorge-
gebenen Quellverteilung.
Gegeben sei weiterhin eine Iteration mit einer nicht na¨her bestimmten Iterationsfunk-
tion Ψ
qti+1 = Ψ(qti , S(x, ti),M(ti), A(qti , x))
und der Anfangslo¨sung q0 = q(x, 0).
Die Lo¨sung q(x, ti) wird nur bis zu einem bestimmten Abbruchfehler genau bestimmt.
Die Iteration Ψ endet, falls die Euklidnorm des Defektes d(q(x, ti)) = (dρ, du, dp)T
mit
‖M(ti)q(x, ti) + A(q(x, ti), x)q(x, ti)− S(x, ti)‖ = ‖d(q(x, ti))‖ ≤  (2.56)
kleiner als eine obere Schranke  ist. Dabei wird erfahrungsgema¨ß  den Rundungs-
fehler δ nicht unterschreiten.
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2.8.2 Fehler durch akustische Sto¨rwellen
Zeit- und raumabha¨ngige Terme auf der rechten Seite der kompressiblen Navier-
Stokes-Gleichungen, vgl. Gleichungen (2.36) und (2.48), ko¨nnen sowohl im linearen
als auch im nichtlinearen Falle akustische Wellen im Gebiet Ω generieren. Das nume-
rische Lo¨sungsverfahren kann zusa¨tzliche Quellterme auf der rechten Seite hervorru-
fen und somit sto¨rende akustische Wellen einbringen. Im Folgenden soll die Gro¨ßen-
ordnung der Druckamplitude einer durch Diskretisierungsfehler erzeugten Welle ab-
gescha¨tzt werden.
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Abbildung 2.5: Gebiet Ωx mit nach rechts laufender Sto¨rung.
Mit der auf eine Raumrichtung x projizierten linearen Differentialgleichung (2.36) mit







= d(x, t) (2.57)
Zur Vereinfachung wird β = 0 gewa¨hlt, so daß sich fu¨r Λ
Λ =




ergibt. Um die Amplitude einer mo¨glichen akustischen Sto¨rwelle abzuscha¨tzen, wird










w3(x, 0) = g(x) ∀x ∈ Ω, t = 0.
Die Funktion dp(x, t) sei dabei in der Zeit integrierbar. Ausgehend vom Punkt ξ ist
die Lo¨sung entlang einer Charakteristik ξ + a√
γ
τ konstant und man kann die Lo¨sung
angeben mit w(τ) = w3(ξ + a√γ τ, t+ τ) = const.
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Die Lo¨sung w3(ξ, t) la¨ßt sich auf die Anfangsbedingungen mit τ = −t zuru¨ckfu¨hren
und man gewinnt als Lo¨sung des homogenen Falles:
w3(ξ, t) = g(ξ − a√
γ
t).





τ, t+ τ) ergibt sich
w3(ξ, t) = g(ξ − a√
γ
t) + gInho,
mit der inhomogenen Lo¨sung
gInho = w3(ξ, t)− g(ξ − a√
γ






Zusammengefaßt ergibt sich fu¨r die Gesamtlo¨sung w3(ξ, t)








(τ − t), τ)dτ.
Die Sto¨rung durch den Abbruchfehler dp entlang der Charakteristik wird mit Hilfe











Durch Integration erha¨lt man die Lo¨sung:
∫ t
0
 · sin((ω + k a√
γ
)τ + φ)dτ =

ω + k a√
γ
(cos(φ)− cos((ω + k a√
γ
)t+ φ))
mit dem Phasenwinkel φ = kξ − ka√
γ
t.
Zur Abscha¨tzung der Amplitude
pacou =

ω + k a√
γ
(2.58)
der akustischen Drucksto¨rung werden fu¨r die Kreisfrequenz ω und die Wellenzahl k
der Sto¨rung weitere Annahmen getroffen. Da es sich bei dem Abbruchfehler dp um
eine stochastische Gro¨ße handelt, gibt es keine Korrelation zwischen Wellenzahl und
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Kreisfrequenz im Sinne einer Dispersionsbeziehung. Unter der Annahme eines weißen













Es sind nur Sto¨rungen mit He > 1 von Interesse, d.h. die kleinste Frequenz ist a√
γL
.
Die gro¨ßtmo¨gliche Frequenz ergibt sich aus dem im numerischen Verfahren verwen-

















Mit a¨hnlichen ¨Uberlegungen ergibt sich als Abscha¨tzung fu¨r die Wellenzahl k = 2pi
λ






, mit ∆x < L.













abgescha¨tzt werden. Mit den dimensionslosen Gro¨ßen







a =a¯aref ∆t =∆t¯
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Im Folgenden werden zur Vereinfachung der Notation die Striche u¨ber den dimen-
sionslosen Variablen weggelassen.
Invertierung und Multiplikation mit  < 1 ergibt

∆t
2pi (1 + CFL)
>








mit der dimensionslosen CFL-Zahl CFL = a∆t√
γ∆x




















In dimensionsloser Form ist a von O(1) und man kann mit CFL < 1 folgende
Abscha¨tzung fu¨r die Amplitude pacou der Drucksto¨rung angeben:
0.2 >





Zu jedem Iterationsschritt ti in der Zeit kann nach (2.56) ∀x ∈ Ω ein d(x, t) =
(dρ, du, dp)
T bestimmt werden. Ist dρ bzw. dp u¨ber der diskreten Zeititeration fu¨r jeden
Raumpunkt x ∈ Ω nicht konstant, so entspricht
dρ(q(x, ti+1))− dρ(q(x, ti))
ti+1 − ti bzw.
dp(q(x, ti+1))− dp(q(x, ti))
ti+1 − ti
einem diskreten akustischen Monopol nach Gleichung (2.48) im Punkt x. Die Ampli-
tude der dadurch generierten akustischen Wellen kann mit (2.60) abgescha¨tzt werden
0.2|d(q(x, ti))| > pacou > 0.1|d(q(x, ti))|.
Bei entsprechend klein gewa¨hltem Abbruchfehler d(q(x, ti)) kann dieses Grundrau-
schen vernachla¨ssigt werden.
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Akustische Wellen durch Anfangsbedingungen
Gegeben sei die Anfangsbedingung q0 = q(x, 0) ∀x ∈ Ω fu¨r das in Gleichung
(2.55) angegebene diskretisierte Gleichungssystem und der dazugeho¨rigen Iterations-
vorschrift Ψ. q0 sei nicht exakte Lo¨sung des diskretisierten Gleichungssystems mit
einer daraus resultierenden Anfangsverteilung d(q0) 6= 0.
Na¨hert sich die Lo¨sung q(x, ti) zum Zeitpunkt ti der exakten Lo¨sung q̂(x, ti) in jedem
Zeitschritt monoton na¨her an, so ergibt sich:
lim
i→∞
q(x, ti)− qˆ(x, ti) = 0.
Damit strebt auch der Defekt d(q0) gegen Null.
lim
i→∞
d(q(x, ti)) → 0.
Betrachtet man die Druckkomponente dp(q(x, ti)) des Defektes d, erha¨lt man mit
∂dp(q(x,ti))
∂t
6= 0 eine zusa¨tzliche akustische Quellverteilung nach Gleichung (2.48). Die
Amplitude der akustischen Sto¨rwelle kann mit Gleichung (2.60) abgescha¨tzt werden.
Die Amplitude der Sto¨rwellen und damit das Verha¨ltnis pacou
pstat
ha¨ngt von der Gu¨te der
Anfangsbedingungen ab und kann sehr groß werden. Je nach Konfiguration kann die-
se Sto¨rung durch Reflektionen im Gebiet bleiben und so die Lo¨sung bei zeitgenauen
Simulationen sto¨ren, bzw. das Erreichen eines stationa¨ren Stro¨mungszustandes hin-
auszo¨gern.
Diskretisierungsrauschen
Wird zur Diskretisierung der kompressiblen Navier-Stokes-Gleichungen ein lokal
nicht masseerhaltendes Verfahren eingesetzt, fu¨hrt dies auf eine zusa¨tzliche Quellver-
teilung im Raum Ω. Die Quellverteilung ist in der Regel nicht steuerbar und la¨ßt sich
nur schwer abscha¨tzen.
2.8.3 Fehler durch Mehrskalenkopplung
Die unterste Schicht, oder der kleinste Fehleranteil an einer Variable, sollte der
Rundungsfehler δ (d.h. die numerische Darstellungsgenauigkeit) sein. In der Praxis
wird man alle weiteren Fehleranteile so wa¨hlen, daß sie nur geringfu¨gig gro¨ßer als der
Rundungsfehler sind.
Der Anteil des Diskretisierungsfehlers ist immer gro¨ßer als der Rundungsfehler und
ha¨ngt in der Regel von der Diskretisierungsordnung ab. Um eine mo¨glichst kleine
Anzahl an Iterationen zum Lo¨sen des Systems zu verwenden, wird man den Iterations-
fehler nicht kleiner als den Diskretisierungsfehler, oder besser als die bisherige Fehler-
ordnung, werden lassen. Dieser Zusammenhang ist in Abbildung 2.7 in der Variable 1
schematisch dargestellt.








Variable 1 Variable 2
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Abbildung 2.7: Fehlerkaskade und Multiskalenkopplung.
In einem System mit Multiskalenkopplung jedoch werden die kleinen Fehleranteile
einer Variablen, zu großen Fehlern in einer gekoppelten Variable u¨berfu¨hrt werden.
Obwohl die Darstellungsgenauigkeit zwar prinzipiell gegeben ist, kann sie fu¨r die ge-
koppelte Variable 2 nicht erreicht werden, da die Fehleranteile anderer Variablen so
stark versta¨rkt und eingekoppelt werden.
Im speziellen Fall der Aeroakustik ist diese Multiskalenkopplung abha¨ngig von der
Machzahl Mref . Je kleiner die Machzahl Mref , desto gro¨ßer ist der Skalenunterschied
der gekoppelten Gro¨ßen. Die mo¨gliche Gesamtrechengenauigkeit nimmt also mit der
Machzahl ab. In Abbildung 2.8 ist das an Hand der stationa¨ren Euler-Simulation einer
Kanalstro¨mung mit Beule dargestellt. Bei kleiner werdender Machzahl la¨ßt sich der
Defekt, oder das Residuum des algebraischen Gleichungssystems, nicht weiter als bis
zu einer bestimmten unteren Schranke verringern. Bei einer Vergro¨ßerung des Bildaus-
schnittes erkennt man, daß der Defekt um einen Grenzwert stochastisch hin und her
wandert. Man hat also die Fehlergrenze des Multiskalen-gekoppelten Rundungsfehlers
erreicht. Maßgebend ist in diesem Fall die Kopplung mit M 2ref zwischen Stro¨mungs-
feld und Druckfeld nach Gleichung (2.50). Der Faktor M 2ref la¨ßt sich in der Abbildung
durch den Abstand der Kurven zueinander identifizieren. Dabei ist noch nichts u¨ber
die tatsa¨chliche Fehlergro¨ße einer Variable ausgesagt, die durchaus noch ho¨her liegen
kann.
Eine Verbesserung erha¨lt man in diesem Fall nur durch die Verringerung des Run-
dungsfehlers δ, also mit einer verbesserten Zahlendarstellungsgenauigkeit der ver-
wendeten Computerarchitektur. Im allgemeinen ist dies mit einer Erho¨hung des
Speicherbedarfs verbunden.
































nlin. Defekt u¨ber Iterationen
Iterationen
Defekt
Abbildung 2.8: Beispiel fu¨r ein Multiskalen-gekoppeltes System.
2.9 Aeroakustische Verfahren
Die klassische Akustik bescha¨ftigt sich mit der Ausbreitung von Drucksto¨rungen in
einem ruhenden oder bewegten Fluid/Gas. Die Kopplung zwischen der klassischen
Akustik und der Stro¨mungsmechanik gelang Lighthill [29], indem er die lineare Wel-
lengleichung mit Monopol-, Dipol- und Multipolquellen der klassischen Akustik u¨ber
den Lighthilltensor mit dem stro¨mungsmechanischen Geschwindigkeitsfeld koppelte
(vgl. Gleichung (2.46)).
Die Kopplung zwischen Stro¨mungsfeld und akustischen Wellen stellt die Herausfor-
derung in der Aeroakustik dar. Im Vergleich zu normalen CFD-Simulationen erge-
ben sich bei aeroakustischen Simulationen zusa¨tzliche Probleme, z.B. in Hardin [21],
Ko¨ltzsch [25], Lele [27] und Tam [54], die kurz zusammengefaßt werden.
• Mehrskalenproblem / Mehrskalenkopplung:
Wie im vorherigen Abschnitt zur Lo¨sung der kompressiblen Navier-Stokes-
Gleichungen schon ausgefu¨hrt, ist bei einer akustischen Welle der Schalldruck







mit der Schallschnelle gekoppelt. Desweiteren ist die akustische Druckausbrei-
tung im Gebiet Ω der Stro¨mungskonvektion u¨berlagert, so daß die Eigenwerte
zusa¨tzlich von u abha¨ngen
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λ2,3 = Mref u± a√
γ
, fu¨r κ = 1.
Daru¨berhinaus ergibt sich bei kleinen Referenzmachzahlen u¨ber die Impedanz-





Abbildung 2.9: Wellenausbreitung bei unterschiedlichen Ausbreitungsgeschwindig-
keiten.
Wird eine Geschwindigkeitsfluktuation δu der Frequenz f auf dem Rand δΩ
oder als Quelle S(x, t) im Gebiet Ω aufgepra¨gt, so wird sie sowohl mit der Kon-
vektionsgeschwindigkeit u als auch mit der Schallgeschwindigkeit a durch das
Gebiet Ω transportiert. Die Amplitude der dazugeho¨rigen Druckwelle errechnet





miteinander verbunden, so daß sich fu¨r kleine Machzahlen auch ein Mehrska-
lenproblem in den gekoppelten Wellenla¨ngen ergibt, siehe Abbildung 2.9.
• Nichtlinearita¨t:
Die lokale Schallgeschwindigkeit a ist eine Funktion vom lokalen Druck p.
Bei großen akustischen Eulerzahlen kommt es zu einem Aufsteilen der akusti-
schen Welle, d.h. der Wellenkamm wird mit einer ho¨heren Schallgeschwindig-
keit durch das Gebiet transportiert als die Wellenbasis. Nichtlineare akustische
Quellterme nach Gleichung (2.27) und (2.35) beeinflussen das akustische Schall-
feld direkt.
• Zeitgenaue Simulationen:
Die Genauigkeit der verwendeten Diskretisierung bestimmt den Dispersions-
und Dissipationsfehler akustischer Wellen im Gebiet Ω.
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• Reflektionsarme/-freie Randbedingungen:
Bei der Vorgabe von Dirichlet- und Neumann-Randbedingungen kommt es an
den entsprechenden Ra¨ndern δΩ zu Reflektionen der akustischen Wellen, die die
Simulationsergebnisse beeintra¨chtigen ko¨nnen und durch entsprechende Maß-
nahmen verhindert werden mu¨ssen.
In der Literatur, z.B. Lele [27] und Ko¨ltzsch [26], unterscheidet man zwischen direkten
Verfahren und Hybrid-Verfahren.
Bei den Hybrid-Methoden wird zwischen der Berechnung des akustischen Quellfeldes
und der akustischen Schallausbreitung unterschieden. Die akustische Quellverteilung
basiert auf dem zuvor berechneten Stro¨mungsfeld (CFD - Computational Fluid Dy-
namics). Auf Basis der akustischen Quellverteilung kann in einem zweiten Schritt die
akustische Schallausbreitung (CAA - Computational Aeroacoustic ) berechnet werden.
Je nach Art der zugrunde liegenden Methodik, gehen dabei Kopplungen und nichtli-
neare Einflu¨sse verloren.
Mit Hilfe direkter Verfahren werden die nichtlinearen kompressiblen Navier-Stokes
oder die nichtlinearen kompressiblen Euler-Gleichungen auf dem gesamten Gebiet Ω
gelo¨st. Das akustische Druckfeld und das Stro¨mungsfeld sind voll gekoppelt. Einer-
seits beeinflußt das akustische Druckfeld das Stro¨mungsfeld und andererseits wird
Schallausbreitung im Raum durch das Stro¨mungsfeld gestreut. Eine Aufteilung in
CFD (Stro¨mungsberechnung) und CAA (akustische Schallausbreitung) Berechnung,
wie bei den hybriden Verfahren u¨blich, ist dabei nicht notwendig.
2.9.1 Hybrid-Verfahren
Die CFD und CAA Berechnung kann auf dem selben Gebiet Ω mit der gleichen Tri-
angulierung durchgefu¨hrt werden. In den meisten Fa¨llen wird jedoch das Gebiet Ω in
n Teilgebiete Ω1,Ω2, ...,Ωn zerlegt, mit
⋃
i Ωi = Ω.
Auf den k Teilgebieten Ωi wird das Stro¨mungsfeld berechnet, auf den n− k restlichen
Gebieten kommen Verfahren zur Bestimmung des akustischen Druckfeldes zum Ein-
satz. In Abbildung 2.10 ist eine mo¨gliche Anordnung fu¨r n = 2 gezeigt. Auf dem Teil-
gebiet Ω1 wird das Stro¨mungsfeld berechnet, wa¨hrend auf Ω2 die akustische Schall-
ausbreitung unter Beru¨cksichtigung der Lo¨sung auf Ω1 bestimmt wird.
Bei Verfahren mit
⋂
i Ωi = ∅ erfolgt die Kopplung, indem die akustischen Quellterme
als Randbedingung am Rand δΩ2 auf Grundlage der Stro¨mungsberechnung in Ω1 fest-
gelegt werden. Ist hingegen
⋂
i Ωi = Ω˜ 6= ∅, so ko¨nnen die akustischen Quellterme
auf dem Teilgebiet Ω˜ berechnet werden.
Aufgrund der Multiskalenkopplung nach Gleichung (2.61) kann man die Gitterweite
h auf dem Teilgebiet Ω2 meist gro¨ßer wa¨hlen als auf Ω1, um auf diese Weise den
numerischen Berechnungsaufwand zu reduzieren.






Abbildung 2.10: Hybrid-Verfahren und direktes Verfahren mit adaptiven unstruktu-
rierten Gitter.
CFD-Schritt
Bei einfachen Geometrien und Stro¨mungssituationen kann eine analytische Lo¨sung fu¨r
das Stro¨mungsfeld gefunden werden, wie z.B. bei Hardin et al. [21] und Fortenbach et
al. [16] fu¨r den Fall zweier gegenla¨ufig rotierender Wirbel.
Spielen bei der Stro¨mung Dichteunterschiede keine Rolle, wird man auf inkompres-
sible Verfahren zuru¨ckgreifen. So benutzen z.B. Hardin et al. [21] und Shen et al. [49]
eine inkompressible Stro¨mungslo¨sung als Basis fu¨r die spa¨tere akustische Simulation.
Inkompressible RANS-Simulationen bilden die Grundlage fu¨r die akustischen Unter-
suchungen von Dahl [9] und Ostertag [39],[38].
Wird das Stro¨mungsfeld durch Dichteunterschiede beeinflußt, die ihrerseits aber fu¨r
das akustische Druckfeld von untergeordnetem Interesse sind, kann man auf kompres-
sible numerische Verfahren zuru¨ckgreifen, bei denen die Akustik auf unterschiedli-
che Art und Weise vernachla¨ssigt wird. So kann z.B. mittels Vorkonditionierung des
diskretisierten Differentialgleichungssystems, z.B. in Turkel [60], die Kopplung zwi-
schen akustischem Druck und Schallschnelle nach Gleichung (2.49) im kompressiblen
Verfahren eliminiert und auf den dynamischen Druck u¨bertragen werden. Das Ver-
fahren ist dann allerdings nicht mehr zeitgenau. Guillard [18] vernachla¨ssigt durch
entsprechende Vorkonditionierung den sto¨renden Einfluß der akustischen Druckfluk-
tuation pacou = Mref p fu¨r kleine Machzahlen.
Bei kleinen Machzahlen und kleinen Helmholtzzahlen kann nach Klaidermann und
Maijda [22], [23] und Gleichung (2.52) das akustische Druckfeld vom stro¨mungsme-
chanischen Geschwindigkeitsfeld entkoppelt werden. In der Impulsgleichung wird al-
so nur der dynamische Druckanteil beru¨cksichtigt. Der Gesamtdruck ha¨ngt von der
akustischen und thermodynamischen Erho¨hung des auf dem Gebiet Ω konstanten Hin-
tergrunddruckes ab. Anwendungen hierzu sind z.B. bei nicht akustischen Anwendun-
gen unter Paxion [40] und Braack [5] zu finden.
Eine Sonderstellung nimmt das MPV-Verfahren nach Klein und Munz [37] und Glei-
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chungen (2.53), (2.54) ein, das die langwellige Akustik im Stro¨mungsfeld beru¨ck-
sichtigt. Die relevanten akustischen Moden werden hierbei als Quellterme fu¨r das
Stro¨mungsfeld modelliert, wie z.B. bei Metzner [33].
Kompressible LES-Simulationen werden bei Ewert [11], [12] bzw. bei Bailly [3] zur
Bestimmung der akustischen Quellverteilung angewendet, ebenso bei Viswanathan
[61] und Schwartzkopff [47].
Basierend auf einer durch das Stro¨mungsfeld gegebenen akustischen Quellverteilung,
wird die akustische Schallausbreitung im Gebiet Ω2 berechnet. Die Schwierigkeit be-
steht darin, aus dem Stro¨mungsfeld in geeigneter Weise eine akustische Quellenvertei-
lung zu generieren.
CAA - Schritt
Die Schallausbreitung im Gebiet Ω2 kann bei Vorliegen der Quellverteilung
1. direkt u¨ber eine Kirchhoff-Fla¨che
2. u¨ber eine inhomogene Wellengleichung mit Quelltermen
3. u¨ber nichtlineare/lineare Euler-Gleichungen (nLEE/LEE)
4. u¨ber Sto¨rungsgleichungen
berechnet werden.
Hardin und Pope [21] fu¨hrten einen Sto¨rungsansatz fu¨r die primitiven Variablen der
inkompressiblen Navier-Stokes-Gleichungen ein. Daraus ergeben sich nichtlineare
Euler-Gleichungen, die die Wellenausbreitung auf dem Gebiet Ω2 beschreiben. Das
Verfahren wurde von Shen et al. in [49] und [50] weiterentwickelt. Die Berechnungen
von Dahl et al. [9] basieren auf dem Sto¨rungsansatz von Hardin und Pope [21]. Dabei
ist das akustische Berechnungsgebiet Ω2 ⊂ Ω1. Schwartzkopff [47] benutzt zwei Ge-
biete zur Berechnung des akustischen Fernfeldes, indem er auf dem ersten Gebiet Ω2
die linearen Euler-Gleichungen lo¨st, wa¨hrend er auf dem zweiten akustischen Gebiet
Ω3 eine Wellengleichung zur Lo¨sung heranzieht.
Bailly et al. [3] linearisieren die Euler-Gleichungen (LEE) u¨ber die zeitgemittelte
Stro¨mungslo¨sung. Zusa¨tzlich werden noch Quellterme zur Stabilisierung der aku-
stischen Fernfeldlo¨sung eingebracht.
Ewert et al. [12] berechnen das akustische Fernfeld mit akustischen Sto¨rgleichungen.
Die Quellterme werden bei dieser Methode unter anderem mit Hilfe der Wirbelsta¨rke
des Stro¨mungsfeldes berechnet.
Eine weitere Mo¨glichkeit ist die Bestimmung des akustischen Fernfeldes u¨ber ein
Kirchhoff-Helmholtz-Integral, wie es zusammenfassend in Ko¨ltzsch [25] beschrie-
ben ist. Ebenso kann das akustische Druckfeld mit Hilfe einer inhomogenen Wel-
lengleichung bestimmt werden. Die akustischen Quellterme werden u¨ber eine aku-
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stische Analogie aus der Stro¨mung modelliert. So ko¨nnen mit Hilfe des Lighthillten-
sors, siehe [29], [30] und Gleichung (2.47), die akustisch relevanten Quellterme aus der
Stro¨mungslo¨sung berechnet werden. Die Wellengleichung kann dann auf dem Gebiet
Ω2 analytisch oder numerisch z.B. mit einem Randelementverfahren gelo¨st werden.
Auf Basis analytischer Lo¨sungen kann man unter weiteren Annahmen die turbulenten
Stro¨mungsfluktuationen in die Modellierung der Fernfeldakustik mit einfließen lassen.
In Ostertag et al. [39], [38] kann so das Frequenzspektrum aus einer RANS gemittelten
Stro¨mung bestimmt werden.
Der Vorteil eines Hybrid-Verfahrens im Vergleich zum direkten Verfahren besteht in
dem geringeren numerischen Aufwand. Dies wird durch den Verlust der Koppelterme
und in den meisten Fa¨llen mit dem Verlust an Nichtlinearita¨t erkauft.
Desweiteren stellt generell bei Hybrid-Verfahren der Transfer der Gitterlo¨sungen vom
stro¨mungsmechanischen Berechnungsgitter zum akustischen Gitter ein mo¨gliche Feh-
lerquelle dar.
Ebenso ko¨nnen durch die Interpolation der Lo¨sung auf den Rand δΩ2, oder in das
Teilgebiet Ω1 ∩ Ω2 Fehlerterme entstehen, die selbst wiederum akustische Sto¨rwellen
generieren oder versta¨rken.
Abschließend sind in Tabelle 2.2 mo¨gliche CFD/CAA Kombinationen zusammenge-
faßt.
Verfahren Ω1 Ω2 Kopplung















Tabelle 2.2: Tabelle mo¨glicher CFD/CAA Kombinationen.
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2.9.2 Direkte Verfahren
Im Gegensatz zu den Hybrid-Verfahren werden bei den voll kompressiblen Navier-
Stokes-Gleichungen das akustische Feld und das Stro¨mungsfeld gekoppelt auf dem
Gebiet Ω gelo¨st.
Da die Auflo¨sungsgenauigkeit bei komplexen Problemen hohe Anforderungen an die
Rechenleistung und den Speicherbedarf stellt, ist die direkte Simulation meist auf ein-
fache Testfa¨lle und Problemstellungen beschra¨nkt.
Dennoch kann durch parallele Rechentechniken und die Anwendung effizienter
numerischer Methoden die Komplexita¨t der Problemstellungen gesteigert werden. Der
Einsatz paralleler Rechnerarchitekturen macht eine Problemgro¨ße mit mehr als 109
Unbekannten mo¨glich. Durch implizite Zeitschrittmethoden im Zusammenspiel mit
effizienten Gleichungslo¨sern lassen sich auch bei steifen Systemen gro¨ßere Zeitschrit-
te realisieren. Zusa¨tzlich la¨ßt sich durch den Einsatz unstrukturierter Gitter mit lokaler
Gitterverfeinerung, siehe Abbildung 2.10, der Speicherbedarf ohne Verlust an Rechen-
genauigkeit nochmals um den Faktor 102 − 103 senken.
In der vorliegenden Arbeit soll ein voll gekoppeltes Verfahren auf der Grundlage ei-
ner direkten Simulation (zuna¨chst noch ohne Turbulenzeinflu¨sse) vorgestellt werden.
Durch Vernachla¨ssigung der viskosen Terme, la¨ßt sich in den spa¨teren Simulationen
zur Validierung der Diskretisierungsgu¨te sehr viel einfacher die numerische Diffusion
erkennen. Es liegt eine knotenzentrierte Finite-Volumen-Diskretisierung zugrunde, die
im na¨chsten Kapitel vorgestellt wird. Hierbei kommen unstrukturierte Gitter zum Ein-
satz, so daß bei kleinen Machzahlen die Gitterweite im akustischen Fernfeld ver-
gro¨bert werden kann. Mit Hilfe einer impliziten Zeitschrittdiskretisierung wird die
Einschra¨nkung durch die CFL-Bedingung aufgehoben.
Zusammenfassung
Abschließend seien die wichtigsten Punkte und Erkenntnisse des Kapitels nochmals
zusammengefaßt.
Anhand der Lo¨sungen des Differentialgleichungssystem konnte herausgearbeitet wer-
den, daß fu¨r kleine Machzahlen ein Multiskalen-gekoppeltes System entsteht, indem
kleine Skalen einer Variablen mit Skalen gro¨ßerer Ordnung einer anderen Variablen
koppeln. Verantwortlich hierfu¨r ist z.B. die Machzahl-abha¨ngige Impedanz einer Wel-
le. Daraus ergeben sich zusa¨tzliche Anforderungen an die Numerik und den Umgang
mit numerischen Fehleranteilen in der Lo¨sung. Mo¨gliche Fehlerquellen wurden auf-
gezeigt und diskutiert. Zusammen mit der schlechte Kondition des System fu¨r kleine
Machzahlen beeinflußt dies die Auswahl und Konfiguration des spa¨teren numerischen
Lo¨sungsverfahrens.
Die Notwendigkeit, Wellen in der Lo¨sung ohne großen numerischen Dispersions- und
Dissipationsfehler darstellen zu ko¨nnen, erfordert eine entsprechendes Diskretisie-
rungsverfahrens bzw. entsprechend kleine Zeitschritt- und Gitterweiten. Hierauf wird
im na¨chsten Kapitel genauer eingegangen.
3. Diskretisierung
Die Ordnung und die Gu¨te der Diskretisierung entscheiden daru¨ber, wieviele Punkte
pro Wellenla¨nge λ, bzw. wieviele Zeitschritte pro Periodendauer T beno¨tigt wer-
den, damit die numerischen Dispersions- und Da¨mpfungsfehler mo¨glichst klein ge-
halten werden ko¨nnen. Die in diesem Kapitel vorgestellten Diskretisierungsverfah-
ren in der Zeit und das Diskretisierungsverfahren im Raum werden im Hinblick auf
ihre Dispersions- und Da¨mpfungsfehler untersucht. Die ra¨umliche Diskretisierung soll
auf unstrukturierten Gittern verwendbar sein, so daß ein Finite-Volumen-Verfahren
fu¨r knotenzentrierte Gitter verwendet wird. Dabei werden die Zeit- und Raumablei-
tungen eines gegebenen Differentialgleichungssystems getrennt voneinander approxi-
miert. Beschra¨nkt man sich auf Systeme mit Zeitableitungen erster Ordnung kann es
in folgender Form ausgedru¨ckt werden
∂M(x, t)
∂t
+ A(x, t) = b, (3.1)
mit dem Massenoperator M und dem Steifigkeitsoperator A des Differentialglei-
chungssystems. Die rechte Seite wird ohne Beschra¨nkung der Allgemeinheit in den
folgenden Betrachtungen vernachla¨ssigt b = 0.
Die Diskretisierungen in Zeit und Raum werden zuna¨chst unabha¨ngig voneinander
vorgestellt und bezu¨glich des Dispersions- und Da¨mpfungsfehlers analysiert.
An ku¨nstlich eingefu¨hrten Ra¨nder muß mit Hilfe entsprechender Randbedingungen die
Reflektion akustischer Wellen verhindert werden. Der verwendete Ansatz basiert auf
der Methode von Poinsot und Lele [41] und wird auf das implizite Verfahren angepaßt.
3.1 Diskretisierung in der Zeit
Im Folgenden werden Diskretisierungsverfahren zweiter Ordnung in der Zeit vorge-
stellt und ihre Approximationsgu¨te im Hinblick auf Dispersions- und Da¨mpfungsfeh-




wird durch einen Differenzenausdruck ersetzt. Hierbei wer-
den k Stu¨tzpunkte an a¨lteren Zeitpunkten benutzt, um die Diskretisierungsordnung
k − 1 zu erreichen. Daher auch der Name Backward Difference Formulas (BDF).
Gegeben seien k bekannte Funktionswerte f(x, ti) an den Stu¨tzstellen ti. Die Zeit-
punkte ti seien aufsteigend geordnet, so daß t1 < t2...... < tk. Der Funktionswert
f am Punkt x zu einem Zeitpunkt t kann nun mit Hilfe einer Lagrange Interpolation
angena¨hert werden:
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j=1,j 6=i(ti − tj)
mit j 6= i.











j=1,j 6=i(ti − tj)
.












j=1,j 6=i(ti − tj)
.
Bei a¨quidistanten Stu¨tzstellen (ti − tj) = ∆t lassen sich die Koeffizienten ai(tk) wie
folgt bestimmen
ai(tk) = (−1)k−i 1
∆t
(k − 1)!







(k −m) fu¨r i = k.
Die Koeffizienten fu¨r unterschiedliche Ordnungen k sind in der Tabelle 3.1.1 angege-
ben.
Ordnung k a1 ·∆t a2 ·∆t a3 ·∆t
1. Ordnung 2 -1 1




Tabelle 3.1: Koeffizienten fu¨r verschiedene Ordnungen einer BDF Zeitdiskretisie-
rung.





(f(x, tk)− f(x, tk−1))
und in der Schreibweise als Gesamtverfahren mit Gleichung (3.1)
M(x, tk)−M(x, tk−1) + ∆tA(x, tk) = 0.
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und es ergibt sich das in der Zeit von 2. Ordnung diskretisierte System
3
2
M(x, tk)− 2M(x, tk−1) + 1
2
M(x, tk−2) + ∆tA(x, tk) = 0. (3.2)
3.1.2 Runge-Kutta-Verfahren
Im Gegensatz zu den BDF-Verfahren, bei dem die Zeitableitung u¨ber eine Differenz
von Funktionswerten an a¨lteren Zeitpunkten angegeben wurde, kann das Differential-
gleichungssystem auch u¨ber den Zeitschritt integriert werden. Die numerische Integra-







A(x, t)dt = 0.
Die Integration auf Basis der Quadraturformel fu¨r den gesamten Zeitschritt liefert
M(x, tk)−M(x, t0) + ∆t
k∑
i=1
βiA(x, ti) = 0,
mit
ti = t+ ci∆t mit ci ∈ [0..1]
als Aufpunkte fu¨r die Quadraturformel mit den Wichtungen βi.
Die Werte an den k − 1 Stu¨tzstellen kann man sinngema¨ß bestimmen. Im Sinne des
geringsten Aufwandes nach Stoer [52] wird man bevorzugt auf die gleichen Aufpunkte
zuru¨ckgreifen.
Entsprechend la¨ßt sich fu¨r den Punkt j, j < k formulieren
M(x, tj)−M(x, t0) + ∆t
j∑
i=1
aijA(x, ti) = 0.
Zur Bestimmung der einzelnen Koeffizienten βi, cj und aij muß im allgemeinen ein
algebraisches System gelo¨st werden mit der Nebenbedingung, ein mo¨glichst stabiles
Verfahren von hoher Approximationsgu¨te zu bekommen.
Die auf diese Weise bestimmten Koeffizienten werden in einem Matrixschema notiert.













ck ak1 · · · akk
β1 · · · βk
(3.3)
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Die klassischen Runge-Kutta-Verfahren sind explizite Verfahren, d.h. die Bestimmung
des k-ten Zwischenwertes erfolgt mit Hilfe schon bereits berechneter Werte. Das Ma-
trixschema in Gleichung (3.3) hat fu¨r ein explizites Verfahren die Form einer strikten
unteren Dreiecksmatrix.
Beispielhaft ist in Gleichung (3.4) das Schema eines expliziten Runge-Kutta-
Verfahrens 4. Ordnung angegeben.





















Bei impliziten Verfahren kann das Matrixschema in (3.3) voll besetzt sein, so daß k
nichtlineare, gekoppelte Gleichungen pro Zeitschritt zu lo¨sen sind.
Bei der Klasse der semi-impliziten Verfahren bildet das Matrixschema eine unte-
re Dreiecksmatrix, so daß lediglich nacheinander k unabha¨ngige nichtlineare Glei-
chungssysteme zu lo¨sen sind.
Bei linearen Problemen kann der Rechenaufwand reduziert werden, indem die Dia-
gonaleintra¨ge des Matrixschemas gleich gewa¨hlt werden. In der Literatur wird diese
Klasse als Diagonal Implizite Runge-Kutta-Verfahren (DIRK) bezeichnet.
Bei dem vorgestellten Diagonal Impliziten Verfahren zweiter Ordnung nach Alexander
[1] sind die beiden letzten Zeilen des Schemas identisch und man erha¨lt folgendes
Matrixschema.
α α 0
1 1− α α
1− α α
und ist mit




von 2.Ordnung und S-stabil, siehe Alexander [1] bzw. Prothero [43].
Dabei werden zwei Gleichungssysteme pro Zeitschritt gelo¨st:
M(x, t1)−M(x, t0) + α∆tA(x, t1) = 0 (3.5)
M(x, t+ ∆t)−M(x, t0) + α∆tA(x, t+ ∆t) + (1− α)∆tA(x, t1) = 0.
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Das Verfahren setzt sich aus zwei Einschritt-Θ-Verfahren nach Glowinski et al. [45]
zusammen, wobei die Zeitschrittweite des ersten Schrittes α∆t, die des zweiten
Einschritt-Θ-Verfahrens (1− α)∆t betra¨gt.
Das Fractional-Step-Verfahren wird in drei Einschritt-Θ-Methoden unterteilt, siehe
Turek [59]. Entsprechend gliedern sich die Teilzeitschritte des Verfahrens in α∆t,
(1 − 2α)∆t und α∆t. Das Matrixschema dieses Verfahrens ist in Gleichung (3.6)
angegeben.
0 0 0 0 0
α 1− 3α 4α− 1 0 0
1− α 1− 3α 1− 2α 4α− 1 0
1 1− 3α 1− 2α α 4α− 1
1− 3α 1− 2α α 4α− 1
(3.6)
Dieses Verfahren ist nach Mu¨ller-Urbanik [36] fu¨r α = 1− 1
2
√
2 stabil und von
2. Ordnung.
Unabha¨ngig vom verwendeten Zeitschrittverfahren kann also zusammengefaßt wer-
den, daß zu jedem Zeitpunkt tn folgendes System zu lo¨sen ist:
F (x, tn) = smM(x, tn) + saA(x, tn) = R(x, tn−1, ..., t0). (3.7)
Die Parameter sm und sa sind abha¨ngig vom jeweils verwendeten Zeitschrittverfahren
und ko¨nnen dem Matrixschema entnommen werden. Ebensolches gilt fu¨r die rechte
Seite R, die je nach Ordnung und Art des Verfahrens von mehreren Lo¨sungen an alten
Zeitpunkten abha¨ngen kann mit







3.2 Genauigkeit der Zeitschrittverfahren
Im Folgenden soll die Gu¨te der vorgestellten impliziten Zeitdiskretisierungen im Hin-
blick auf deren Dispersions- und Da¨mpfungsfehler untersucht werden. Entsprechend
dem zu erwartendem Wellencharakter der spa¨teren Lo¨sungen wird die Fehleranalyse
analog dem Verfahren von Tam und Webb [56] vorgegangen.
Hierzu wird das Differentialgleichungssystem einer Laplace-Transformation unterzo-
gen. Durch den Vergleich der diskreten Kreisfrequenz ω̂ mit der Kreisfrequenz ω der
spa¨teren Lo¨sung ko¨nnen Aussagen u¨ber die Gu¨te des Verfahrens getroffen werden.
Zur Beschreibung einer instationa¨ren Welle mit der Amplitude f wird hier beispielhaft
die lineare Differentialgleichung mit der diskreten Kreisfrequenz ω̂
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∂f(t)
∂t
+ iω̂f(t) = 0 mit f(0) = 1, ω̂ ∈   , Re(ω̂) > 0 (3.8)
verwendet. Zur weiteren Vereinfachung der Betrachtung wird ω̂ ∈   + angenommen.
Die Funktion f(t) =
{
e−iω̂t, t ≥ 0
0, t < 0
ist Lo¨sung der obigen Differentialgleichung.
Mit Hilfe der Laplace-Transformation
f˜(iω) = L(f(t)) =
∫ ∞
0
f(t)e−iωtdt, ω ∈  
in den Frequenzraum iω kann die Gu¨te des verwendeten Zeitverfahrens abgescha¨tzt
werden mit der der diskrete Eigenwert iω̂ approximiert wird.
Fu¨r eine ungeda¨mpfte periodische Funktion erha¨lt man u¨ber den Verschiebungssatz
L(f(t− j∆t)) = f˜(iω)eijω∆t = f˜(iω)ei(jω∆t±n2pi) j ∈   , n ∈   +,





6= 0 fu¨rRe(ω) > −ω̂
existiert und ist von Null verschieden.




) = L(−iω̂f(t) = −iω̂L(f(t)).







Wendet man die Laplace-Transformation auf das diskretisierte System an, erha¨lt man
eine Beziehung zwischen den diskreten Werten iω̂ und den Frequenzen der nume-
rischen Lo¨sung iω. Tam und Webb haben in [56] dieses Verfahren zur Analyse ei-
nes kompakten expliziten Mehrschrittverfahrens verwendet. Die Vorgehensweise wird
hier zur Analyse von impliziten Runge-Kutta-Verfahren und expliziten Pra¨diktor-
Korrektor-Verfahren erweitert. Die Eindeutigkeit der Zuordnung ω(ω̂) ist nicht immer
gewa¨hrleistet und wird fu¨r die vorgestellten Verfahren untersucht.
BDF2-Verfahren
Setzt man die Zeitdiskretisierung des BDF2-Verfahrens zweiter Ordnung nach Glei-




ajf(t− j∆t) = ∆t∂f(t)
∂t






ijω∆t = −iω̂∆tf˜(iω), f˜(iω) 6= 0 (3.9)




− 2eiω∆t + 1
2
e2iω∆t) = ω̂∆t mit ω∆t ∈   , ω̂∆t ∈  
gelo¨st werden, um die Zuordnung ω(ω̂) zu erhalten. Es werden Lo¨sungen iω∆t ∈
 
gesucht, die die Gleichung (3.9) fu¨r reelle diskrete Eigenwerte iω̂∆t der linearen
Differentialgleichung erfu¨llen.
Mit
ω∆t = r − i · d, r, d ∈   und g = ed, g ∈   +




− 2gei·r + 1
2
g2e2i·r) = ω̂∆t. (3.10)






















und ergibt die Fallunterscheidung:
• −pi
4
< r < pi
4
:
Es gilt 0 < 3cos(2r)
(2cos(r))2
< 1 und damit gibt es zwei reelle positive Lo¨sungen g1,2,
mit limr→pi
4





< r < pi
2
:
g1 < 0 und g2 einzige reelle und positive Lo¨sung.
• pi
2
< r < 3pi
4
:
g1 einzige reelle und positive Lo¨sung und g2 < 0.
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Mit vorgegebenen Tupeln (r, d) = (Re(ω∆t), Im(ω∆t)) wird Re(ω̂∆t) mit Glei-
chung (3.11) bestimmt und in Abbildung 3.1 aufgetragen. Im Anhang A sind die ent-














Abbildung 3.1: Abha¨ngigkeit der ω∆t von ω̂∆t fu¨r das BDF-Verfahren 2. Ordnung.
Damit kein Da¨mpfungsfehler in die Lo¨sung eingetragen wird, sollte
der Im(ω∆t) Null sein. Ein positiver Wert bedeutet Da¨mpfung der
Wellenamplitude, wa¨hrend ein negativer Wert Anfachung bedeutet.
Ist der Re(ω∆t) = ω̂∆t dann wird kein numerischer Dispersionsfeh-
ler eingetragen.
Fu¨r Werte ω̂∆t ∈   + ist die Funktion ω(ω̂) eindeutig, wa¨hrend fu¨r ω̂∆t ∈   − zwei
Lo¨sungsa¨ste existieren. Somit ist beim impliziten BDF-Verfahren zweiter Ordnung die
Gefahr unphysikalischer Lo¨sungen auf den Bereich ω̂∆t ∈   − beschra¨nkt, der in der
Regel nicht von Bedeutung ist.
Im Bereich |ω̂∆t| > 0.5 werden gro¨ßere Da¨mpfungs- und Dispersionsfehler in die





T der Periodendauer der Schwingung, kann der Da¨mpfungsfehler pro Zeitschritt auf
etwa 0.1% beschra¨nkt werden. Das bedeutet, daß eine Periode der Schwingung mit
mindestens 13 Zeitpunkten aufgelo¨st werden muß. Will man auch den Phasen- oder
Dispersionsfehler auf 0.1% pro Zeitschritt verringern, muß der Zeitschritt auf ω̂∆t <
0.2 erniedrigt werden. Dies macht eine Auflo¨sung von mindestens 32 Punkten pro
Periodendauer T erforderlich.
Bemerkung. Damit eine Schwingung u¨berhaupt in einer Zeitreihe absoluter Werte
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dargestellt werden kann und in einer spa¨teren Auswertung der Daten nicht verloren
geht, sind mindestens 5 Aufpunkte erforderlich. Es macht demnach keinen Sinn den
Zeitschritt ω̂∆t gro¨ßer als pi
2
zu wa¨hlen, wenn man die entsprechende Frequenz in der
Zeitreihe erhalten will.
Tam und Webb [56] erho¨hen die Diskretisierungsgu¨te, indem sie die Diskretisierungs-
ordnung erniedrigen und mit dem dadurch freien Parameter die Kurve ω(ω̂) optimie-
ren. Die Kurve der Dispersionsgenauigkeit hat dann zwei Schnittpunkte mit der Dia-
gonalen.
Implizite Runge-Kutta-Verfahren
Anders als beim BDF-Verfahren liegen in einem Runge-Kutta-Verfahren die Zwi-
schenwerte an den Zeitpunkten noch nicht vor, sondern werden erst wa¨hrend des Zeit-
schrittes nach und nach gelo¨st. Es reicht hier nicht aus eine Analyse des Gesamtver-
fahrens durchzufu¨hren, da die Zwischenwerte nicht exakt, sondern selbst wiederum
nur approximierte Gro¨ßen sind. Gerade unter Beru¨cksichtigung nichtlinearer Effekte,
kann dies großen Einfluß auf die Gu¨te der Lo¨sung haben. Man ist also gezwungen, die
einzelnen Einschritt-Θ-Schritte in einem Runge-Kutta-Verfahren getrennt zu untersu-
chen. Die Eigenschaft des Gesamtverfahrens erha¨lt man anschließend durch Addition
der einzelnen Schritte.
DIRK-Verfahren
Das diagonal implizite Runge-Kutta-Verfahren wird in zwei Einschritt-Θ-Verfahren
aufgeteilt. Zuna¨chst wird ein implizites Euler-Verfahren u¨ber den Teilzeitschritt
α∆t durchgefu¨hrt, gefolgt von einem Einschritt-Θ-Verfahren fu¨r den noch offenen
(1− α)∆t Zeitschritt. Aus Gleichung (3.6) erha¨lt man:
f(t)− f(t− α∆t) = α∆t∂f(t)
∂t
fu¨r den impliziten Euleranteil und





+ (1− 2α)∂f(t− (1− α)∆t)
∂t
)
fu¨r den Einschritt-Θ Anteil. Analog zur Analyse des BDF-Verfahrens wird die
Laplace-Transformation fu¨r beide Verfahren getrennt durchgefu¨hrt. Es ergibt sich nach
der Laplace-Transformation fu¨r den
Euler-Schritt: αω̂∆t = i
(
1− eαiω∆t) .
Zwar wird in jedem Teilzeitschritt ein lineare System gelo¨st, doch ko¨nnen die Eigen-
werte iω̂(t) des u¨bergeordneten nichtlinearen Problems von Zeitschritt zu Zeitschritt
variieren. Das Verha¨ltnis von iω̂ am Zwischenschritt t+ α∆t zum Anfangswert iω̂(t)
wird mit dem Koeffizienten bi ausgedru¨ckt, so daß sich fu¨r den
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Die Vereinfachung der Schreibweise mit ω∆t = r − i · d, r, d ∈   und g = ed, g ∈
  + ergibt sinngema¨ß fu¨r den








α + (1− 2α)g1−αei(1−α)r .
Die detaillierte Analyse der beiden Schritte ist aus Gru¨nden der Lesbarkeit und An-





fu¨r den Bereich −pi < r < pi gezeigt, so daß beim DIRK-Verfahren zwei-
ter Ordnung mit −pi < ω̂∆t < pi mit keinen unphysikalischen Lo¨sungen zu rechnen.
Die Zuordnung ω∆t(ω̂∆t) fu¨r den linearen Fall mit b1 = 1.0 beider Einschritt-Θ-
Verfahren und des Gesamtverfahrens sind in der Abbildung 3.2 aufgetragen.
Die Gu¨te des Gesamtverfahrens ergibt sich als gewichtete Summe aus den Teilschritten




Im(ω∆t)Gesamt = α · Im(ω∆t)Euler + (1− α)
b1
Im(ω∆t)Θ.
Anhand der Imagina¨rteile in Abbildung 3.2 erkennt man, daß die durch den Euler-
Schritt eingefu¨hrte Da¨mpfung durch das instabile Einschritt-Θ-Verfahren teilweise
aufgehoben wird und so zu einem besseren Gesamtverfahren fu¨hrt.





teile gegenu¨ber dem BDF2-Verfahren auf. Beim DIRK-Verfahren kann die Schritt-
weite ω̂∆t auf pi
3
reduziert werden, um 0.1% Da¨mpfungsfehler pro Zeitschritt in die
Lo¨sung einzutragen. Hierzu sind nur noch 7 Zeitpunkte zur Auflo¨sung einer Periode
erforderlich. Allerdings muß, zum Erhalt eines 0.1% Phasen- oder Dispersionsfehlers
ω̂∆t < 0.6 gesetzt werden. Dies entspricht einer Anzahl von 11 Zeitschritten pro Zeit-
periode T . Das DIRK-Verfahren erlaubt daher gegenu¨ber dem BDF2-Verfahren einen



















Abbildung 3.2: Abha¨ngigkeit der ω∆t der einzelnen Teilzeitschritte (Euler- und
Einschritt-Θ-Verfahren) von ω̂∆t. Das Gesamtverfahren 2. Ordnung,
mit α1 = 1− 12
√
2 ist eine Kombination der beiden Teilschritte.
Bei einem nichtlinearen Problem (bi 6= 1) kann es, abha¨ngig von der Sta¨rke und Art der
Nichtlinearita¨t zu einem instabilen Gesamtverfahren (b1 < 1.0) bzw. zu zusa¨tzlicher
Da¨mpfung (b1 > 1.0) kommen.
Fractional-Step-Verfahren
Das Fractional-Step-Verfahren kann in drei Einschritt-Θ-Methoden unterteilt werden.
Der erste und der letzte Teilzeitschritt mit der Zeitschrittweite α∆t sind identisch. Der
mittlere Schritt weist die Zeitschrittweite (1− 2α)∆t auf.
Formal erha¨lt man fu¨r den ersten und letzten Einschritt-Θ-Schritt:




und fu¨r den mittleren Schritt des Verfahrens
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Analog der Analyse fu¨r das DIRK-Verfahren wird die Laplace-Transformation fu¨r alle
drei Einschritt-Θ Teilschritte getrennt durchgefu¨hrt. Nach der Transformation ergeben
sich die charakteristischen Gleichungen fu¨r die einzelnen Teilzeitschritte




(4α− 1) + (1− 3α)eαiω∆t
mit
b1 = 1.0 und b3 =
iω̂(t+ (1− α)∆t)
iω̂(t)
bzw. fu¨r das mittlere Einschritt-Θ-Verfahren:









Auch hier erfolgt die Vereinfachung der Schreibweise mit ω∆t = r − i · d, r, d ∈  
und g = e−d, g ∈   + und man erha¨lt fu¨r den
Θ-Schritt 1 und 3: ω̂∆t = i (1− g
αeαir)
(4α− 1) + (1− 3α)gαeαir
und fu¨r den




(4α− 1) + α + (2− 6α)g(1−2α)e(1−2α)ir .
Die detaillierte Analyse der Teilschritte ist aus Gru¨nden der Lesbarkeit im Anhang A




fu¨r den Bereich −pi < r < pi und damit fu¨r −pi < ω̂∆t < pi gezeigt. Somit ist
auch beim Fractional-Step-Verfahren zweiter Ordnung fu¨r pi < ω̂∆t < pi mit keinen
unphysikalischen Lo¨sungen zu rechnen.
Die Gu¨te des gesamten Fractional-Step-Verfahrens ergibt sich zu
















Die Lo¨sungskurven der Zuordnung ω∆t(ω̂∆t) fu¨r die drei Teilzeitschritte und den















Θ1 und Θ3 : Re(ω∆t)
Θ1 und Θ3 : Im(ω∆t)
Θ2 : Re(ω∆t)
Θ2 : Im(ω∆t)
Abbildung 3.3: Abha¨ngigkeit der ω∆t von ω̂∆t der einzelnen Teilzeitschritte und des





Bei den Imagina¨rteilen erkennt man auch hier, daß die durch den 1. und 2. Teilzeit-
schritt eingefu¨hrte Da¨mpfung durch den instabilen zweiten Schritt aufgehoben wird
und so zu einem besseren Gesamtverfahren fu¨hrt. Im Vergleich zu den beiden vor-
herigen Verfahren weist das Fractional-Step-Verfahren einen wesentlich geringeren
Phasen- bzw. Dispersionsfehler auf (vgl. Abbildung 3.2 und Abbildung 3.1).
Die Schrittweite ω̂∆t kann auf 2pi
3
erho¨ht werden, um weniger als 0.1% Da¨mpfungs-
fehler pro Zeitschritt in die Lo¨sung einzutragen. Demnach sind nur noch 4 Zeitpunkte
zur Auflo¨sung einer Periode erforderlich. Soll allerdings der Phasen- oder Dispersions-
fehler maximal 0.1% pro Zeitschritt betragen, so gilt die Beschra¨nkung ω̂∆t < 1.0,
was etwa 8 Zeitschritten pro Zeitperiode T entspricht.
Beim Fractional-Step-Verfahren mu¨ssen 3 Teilzeitschritte gelo¨st werden, wa¨hrend
es beim DIRK-Verfahren nur 2 sind. Dennoch weist im Vergleich mit dem DIRK-
Verfahren das Fractional-Step-Verfahren bei gleichem Fehler pro Zeitschritt eine bes-
sere Lo¨sungsgu¨te auf, da einfach weniger Zeitschritte gebraucht werden.
Allerdings kann es bei gro¨ßeren Nichtlinearita¨ten mit (b2 > 1, b3 < 1), a¨hnlich wie
beim DIRK-Verfahren, zu Instabilita¨ten in der Amplitude einer laufenden Welle kom-
men.
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Explizites Runge-Kutta-Verfahren 4.Ordnung
Zum Vergleich wird die bisher angewandte Analyse auch fu¨r das klassische explizite
Runge-Kutta-Verfahren 4. Ordnung durchgefu¨hrt. Dieses Pra¨diktor-Korrektor-Schema
gliedert sich nach dem Matrixschema (3.4) in 4 Schritte. Zu Beginn wird als Pra¨dik-
torschritt mit Hilfe eines expliziten Euler-Verfahrens ein Wert am halben Zeitschritt
(Zeile 2 in der Matrixdarstellung in 3.4) bestimmt. Dieser wird mit einem ru¨ckwa¨rts
Euler-Verfahren als Korrektorschritt verbessert. ¨Uber die Mittelpunktsregel wird ein
erster Wert am neuen Zeitpunkt bestimmt, der im letzten Korrektorschritt - eine Simp-
son Regel - den endgu¨ltigen Wert am neuen Zeitpunkt liefert. Der genaue Aufbau kann
in Ferziger [13] nachgelesen werden.
Bei einem Prediktor-Korrektor-Verfahren kann das Gesamtverfahren recht einfach
durch Einsetzen der Zwischenschritte ermittelt werden. So ergibt sich formal fu¨r das
betrachtete Verfahren:
6(f(t)−f(t−∆t)) =(


























Die Laplace-Transformation liefert folgende charakteristische Gleichung
6(e−iω∆t − 1) =
(















Mit ω∆t = r − i · d, r, d ∈   und g = ed, g ∈   + erha¨lt man nach einigen
Umformungen durch Vergleich der Real- und Imagina¨rteile die beiden Gleichungen
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Abbildung 3.4: Abha¨ngigkeit der Real- und Imagina¨rteile ω∆t von ω̂∆t des explizi-
ten Runge-Kutta-Verfahrens 4. Ordnung.
Fu¨r den linearen Fall mit b1 = b2 = b3 = 1.0 la¨ßt sich jetzt die Zuordnung ω(ω̂) im
Bereich −pi
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In Abbildung 3.4 sind die beiden Kurven aufgetragen.
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Sowohl fu¨r einen Dispersions- als auch fu¨r einen Da¨mpfungsfehler kleiner als 0.1%
sollte der Zeitschritt ω̂∆t < pi
3
sein. Damit ist das Verfahren in der Gu¨te vergleich-
bar mit dem Fractional-Step-Verfahren, das jedoch bessere Da¨mpfungseigenschaften
besitzt und nicht der Zeitschrittbeschra¨nkung durch die CFL-Zahl unterliegt.
Bei nichtlinearen Problemen kann es durch entsprechende Kombinationen der Werte
b1, b2 und b3 auch beim expliziten Runge-Kutta-Verfahren zu Instabilita¨ten kommen.
3.3 Finite-Volumen-Verfahren
Das fu¨r die Raumdiskretisierung verwendete zellzentrierte Finite-Volumen-Verfahren







Abbildung 3.5: Flußbilanzen am Kontrollvolumen Ωi, mit den Flu¨ssen qv · n in das
Kontrollvolumen und aus dem Kontrollvolumen hinaus.
• Flußbilanzierung am Kontrollvolumen
Ausgehend von der integralen Formulierung der kompressiblen Euler- bzw.
Navier-Stokes-Gleichungen kann man auf eine Finite Volumen Diskretisierung
u¨bergehen, indem Flußbilanzen am Kontrollvolumen betrachtet werden.
Hierzu wird am Raumpunkt ξ ein Fluidvolumen Ωi ⊂ Ω, Ωi 6= 0 betrachtet, mit
ξ ∈ Ωi.
Bemerkung. Unter der Bedingung lim|Ωi|→0 Ωi → ξ, ergibt sich im Grenzu¨ber-
gang die differentielle Formulierung der Erhaltungsgleichungen in einem Raum-
punkt ξ.
Ein Nichtgleichgewicht der Flu¨sse u¨ber den Fluidvolumenrand Γi wird in ei-
ne volumengemittelte zeitliche Vera¨nderung der Erhaltungsgro¨ße q ∈ [ρ, v, p]









qiv · n dΓ = 0 mit Γi = ∂Ωi. (3.12)
wobei n den Normalenvektor auf die Oberfla¨che Γi des Fluidvolumens Ωi be-
zeichnet. Eine Finite-Volumen-Diskretisierung stellt somit eine Art
”
natu¨rliche“
Umsetzung des Erhaltungskonzeptes an einem Fluidvolumen endlicher Gro¨ße
dar.
Die Gro¨ße und Lage der Fluidvolumina Ωi, oder auch Kontrollvolumina ge-
nannt, ist prinzipiell frei wa¨hlbar. Der zu betrachtende Punkt ξi muß nur inner-
halb des Kontrollvolumens oder dessen Rand zu liegen kommen. Jedes Kontroll-
volumen darf nur einen Diskretisierungspunkt ξi umschließen.
• Variationsformulierung
Das Differentialgleichungssystem muß an jedem vorgegebenen diskreten Raum-
punkt ξi ∈ Ω erfu¨llt werden. Basierend auf der bereits vorgestellten Unterteilung
des Gebietes Ω in die Teilgebiete Ωi um die Diskretisierungspunkte ξi, kann das
Differentialgleichungssystem in ein Variationsproblem u¨berfu¨hrt werden. indem
das Differentialgleichungssystem mit einem Testfunktion w aus einem Testraum







∇(qiv) ·w dΩ = 0.
Wa¨hlt man fu¨r V auf der kontrollvolumenbasierten Zerlegung von Ω den Raum
der stu¨ckweisen konstanten Testfunktion w mit w|Ωi = 1 auf den Kontrollvo-
lumen Ωi, ergibt sich durch partielle Integration des zweiten Integranden Glei-
chung (3.12).
Bemerkung. Da die Lo¨sung q in der L2-Norm gesucht wird, sind Spru¨nge im Funk-
tionswert zula¨ssig, die Werte selber mu¨ssen aber beschra¨nkt sein. Physikalisch setzt
dies die Annahme eines Kontinuums voraus.
Das Gebiet Ω wird in n Teilgebiete, oder Kontrollvolumina, Ωi unterteilt.
Der Betrag des Flusses aus einem Kontrollvolumen kann gleich dem Betrag des Flus-
ses in das benachbarte Kontrollvolumen gesetzt werden, wenn sich die Volumina an
den Grenzen nicht u¨berschneiden, sondern nur beru¨hren. Auf diese Art und Weise ist
die lokale Flußerhaltung an den Kontrollvolumengrenzen sichergestellt. Wu¨rden sich
die Kontrollvolumina u¨berschneiden, oder ga¨be es Lu¨cken zwischen den Kontrollvo-
lumina, mu¨ßte diese Flußerhaltung ku¨nstlich erzeugt werden.
Fu¨r eine lokal flußerhaltende Diskretisierung ergibt sich somit folgende Bedingung.
Zerlegt man das Rechengebiet Ω mit Hilfe einer Triangulierung in n Teilgebiete Ωi,
so entsteht ein Gitter T mit n abgeschlossenen, konvexen Polygonen Tk mit m Knoten






und schneiden sich die Polygone nur in Knoten, Seiten oder Kanten






so spricht man von einer zula¨ssigen und konformen Triangulierung.
In der Praxis haben sich verschiedene Konstruktionen von Gittern und Kontrollvolu-
mengittern in Abha¨ngigkeit der Lage des Diskretisierungspunktes ξi etabliert. Man





Zellzentriertes Gitter Knotenbasiertes Gitter Zell-Knoten Gitter
Abbildung 3.6: Unterschiedliche Kontrollvolumenkonstruktionen. Die schraffierte
Fla¨che bezeichnet das Kontrollvolumen Ωi. Die Punkte entsprechen
den Aufpunkten ξ.
Der Nachteil von Zell-knoten basierten Finite Volumen liegt in der schlechten und
nicht eindeutigen Zuordnung der einzelnen Kontrollvolumen zu den Diskretisierungs-
punkten. Aus physikalischer Sicht macht es auch wenig Sinn den Diskretisierungs-
punkt auf den Rand des Integrationsgebietes zu legen, da der Wert als volumengemit-
telte Gro¨ße das gesamte Kontrollvolumen repra¨sentieren soll. Vielmehr wird man Kon-
trollvolumengitter bevorzugen, bei denen der Diskretisierungspunkt im Inneren des
Kontrollvolumens liegt. Dies ist der Fall bei Gittern, bei denen die Elemente natu¨rliche
Kontrollvolumen sind, oder wenn eine entsprechende Triangulierung um die Diskreti-
sierungspunkte ku¨nstlich erzeugt werden kann (Knotenbasierte Finite Volumen).




F (x, t) dΩ =
∫
Ωi
R(x, t−1, ..., t−n) dΩ




M(x, t) dΩ + sa
∫
Ωi
A(x, t) dΩ =
∫
Ωi
R(x, t−1, ..., t−n) dΩ.
In der Massenmatrix M gehen bei dem hier verwendeten Lumped-Mass-Ansatz nur











A(x, t) dΩ =
∫
Ωi
R(x, t−1, ..., t−n) dΩ.
Aufbauend auf den Navier-Stokes-Gleichungen (2.10), (2.11) und (2.12) ko¨nnen ohne
Beru¨cksichtigung der Quellterme S¯m und S¯f die Matrizen M und A angegeben wer-
den. Der Anschaulichkeit wegen ist die folgende Betrachtung auf zwei Raumdimen-
sionen beschra¨nkt. Ein ¨Ubergang auf die dritte Raumdimension ist ohne großen Auf-
wand leicht zu bewa¨ltigen. Zur Vereinfachung der Schreibweise wird die Abha¨ngig-
keit der Operatoren M und A von Zeit und Raum durch die Variable q ersetzt mit
M(x, t) = M(q) und A(x, t) = A(q). Die Abha¨ngigkeit der Variablen qT =
(ρ(x, t), v1(x, t), v2(x, t), p(x, t)) von Zeit und Raum wird dabei vorausgesetzt und














































Die Volumenintegrale ko¨nnen mit dem Gauss’schen Integralsatzes als Oberfla¨chenin-
tegrale formuliert werden und es ergibt sich zusammen mit dem a¨ußeren Normalen-

































p− (γ − 1)M 2ref
1
2









Das la¨ßt sich formal zusammenfassen zu
F(q) = smM(q|ξi) + saA(q) = R(q(t−1), ...,q(t−n)). (3.13)
3.4 Newton-Verfahren
Das nichtlineare Differentialgleichungssystem nach Gleichung (3.13) wird mit einem
Newton-Verfahren linearisiert. Bricht man die Taylor-Reihentwicklung von F nach q
nach der ersten Ordnung ab, la¨ßt sich die Newton-Iteration zur Lo¨sung von F(q) =
R(q(t−1), ...,q(t−n)) schreiben als
Fk+1(q) = Fk(q) + Jk(qk|ξi)(qk+1|ξi − qk|ξi), (3.14)
mit der Jacobi-Matrix
Jk(qk|ξi) = ∇qk|ξiFk(qk).
Die Differentiation kann analytisch oder auf numerischem Wege vorgenommen wer-
den. Die einzelnen Terme in den Erhaltungsgleichungen lassen sich leicht nach den
Unbekannten qi ableiten, so daß im folgenden Abschnitt die Jacobi-Matrix mittels ana-
lytischer Differentiation angegeben werden kann.
Zur Bestimmung der im Punkt ξi gemittelten Iterationslo¨sung qk+1|ξi zum Zeitpunkt t
muß das System
qk+1|ξi = qk|ξi + λiterJ−1k (qk|ξi) (R(q(t−1), ...,q(t−n))−Fk(qk)) (3.15)
gelo¨st werden, mit dem Da¨mpfungsparameter λiter ∈ (0..1].
3.4.1 Jacobi-Matrix
Analog zur bisherigen Betrachtung kann die Jacobi-Matrix mit Hilfe der Operatoren
M und A in
Jk(qk|ξi) = sm∇qk|ξiM(qk|ξi) + sa∇qk|ξiA(qk)
= sm∇qk|ξiM(qk|ξi) + sa∇qk|ξiqk∇qkA(qk)
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aufgespaltet werden. In vereinfachter Schreibweise ergibt sich:
Jk(qk|ξi) = smJMk(qk|ξi) + saJAk(qk|ξi).
Die Teilmatrizen JMk und JAk werden exemplarisch fu¨r zwei Raumdimensionen an-
























































































































































































































Zur Sta¨rkung der Hauptdiagonalen in der Jacobi-Matrix ko¨nnen einzelne Terme in den
Nebendiagonalen vernachla¨ssigt werden, was zu einer Fixpunkt-Iteration fu¨hrt. Eine





vkn dΓ 0 0 0
















Die Fixpunkt-Iteration ist im allgemeinen robuster als das volle Newton-Verfahren,
konvergiert aber langsamer. Bei kleinen Machzahlen und großen Skalenunterschieden
kann eine Fixpunkt-Iteration zu weniger akkuraten Lo¨sungen fu¨hren, wie in Metz-
ner [33] beschrieben, so daß in den numerischen Simulationen die volle Newton-
Linearisierung verwendet wird.
3.5 Finite-Volumen-Implementierung
Die einzelnen Integrale in den Teilmatrizen JMk und JAk , vgl. 3.16 und 3.17, mu¨ssen
noch geeignet approximiert werden. Hierzu beno¨tigt man zuna¨chst eine Triangulie-
rung des Gebietes Ω und ein Verfahren um die Werte der Variablen an der Volumen-
oberfla¨che als Funktion der Knotenwerte bestimmen zu ko¨nnen. Die in dieser Arbeit







Normalenvektor nip am Integrationspunkt ip
Kontrollvolumen Ωi
Teilkontrollvolumen SCV
Abbildung 3.7: Knotenbasierte Triangulierung des Gebietes Ω um den Knoten ξi. Das
Kontrollvolumen Ωi besteht aus 5 Teilkontrollvolumen (SCV ). Je-
des umliegende Element steuert ein Teilkontrollvolumen fu¨r das Kon-
trollvolumen um den Punkt ξi bei. Jedes Randsegment des Kontroll-
volumens besitzt einen Integrationspunkt ip und einen Normalenvek-
tor nip.
Die Kontrollvolumen werden als duales Gitter um die Knoten ξi konstruiert. Jeder
Knoten wird dabei von einer Box des dualen Gitters umschlossen, so daß jedem Kno-
ten genau ein Kontrollvolumen zugeordnet werden kann, siehe Abbildung 3.7.
Die Flu¨sse, oder Oberfla¨chenintegrale, werden als Summe u¨ber die einzelnen Ober-
fla¨chenabschnitte eines Kontrollvolumens Ωi berechnet, wobei die Summanden mit
Hilfe einer Mittelpunktsregel am Integrationspunkt (ip) approximiert werden.
Der Bezug der Integrationspunktgro¨ßen zu den Knotenwerten wird durch Aufwind-
Verfahren und mit Hilfe der stu¨ckweisen Funktionen auf den Elementen der Trian-
gulierung T hergestellt. Die stu¨ckweisen Ansatzfunktionen werden durch eine nodale
Basis Nk modelliert.
Abbildung 3.8: Bilineare Ansatzfunktionen Nk am Knoten ξi.
Der Tra¨gerbereich der Basisfunktionen ist u¨ber die am Knoten ξi anliegenden Elemen-
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ten definiert, so daß sich folgende Eigenschaften fu¨r die Hutfunktionen ergeben
Nk =

1, am Knoten ξi
stu¨ckweise (bi-/tri)linear sonst
0 außerhalb des kompakten Tra¨gers.
Dieser Ansatz fu¨hrt auf lineare Ansatzfunktionen auf Dreieckselementen und Tetra-
edern, auf bilineare Ansatzfunktionen auf Viereckselementen und auf Hexaedern auf
trilineare Ansatzfunktionen. In Abbildung 3.8 sind die Ansatzfunktionen fu¨r Vierecks-
elemente skizziert.
Ein Randkontrollvolumen besteht aus einem
”
halben“ inneren Kontrollvolumen mit
zusa¨tzlichen Integrationspunkten (bip) am Rand, wie in Abbildung 3.9 verdeutlicht.
Die Auswertung an den Randintegrationspunkten geschieht u¨ber die Ansatzfunktio-







Abbildung 3.9: Randkontrollvolumen mit Normalenvektor nbip.
3.5.1 Diskretisierung der Zeitterme
Aufbauend auf der Finite-Volumen-Triangulierung in Abbildung 3.7, kann jetzt die
Matrix JMk(qk|ξi) aufgestellt werden. Bei einem Lumped-Mass Ansatz sind die Kno-
tenwerte bereits u¨ber das Kontrollvolumen gemittelt, so daß es ausreicht die Betra¨ge
der einzelnen Teilkontrollvolumen SCVi aufzusummieren. In der Praxis la¨uft man da-
bei u¨ber die n an den Knoten ξi angrenzenden Elemente und addiert nach und nach die
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entsprechenden Teilkontrollvolumina |SCVj(ξi)|, im folgenden mit |SCVj| abgeku¨rzt,
auf und ordnet sie den entsprechenden Knoten ξi zu. Die Werte der Unbekannte qk


















































Die Terme in der Matrix JAk(q|ξi) ko¨nnen in drei Typen eingeteilt werden:
• Die Integration einer skalaren oder vektoriellen Gro¨ße c u¨ber das Kontrollvo-
lumen Ωi erfolgt a¨hnlich einem Lumped-Mass Ansatz. Der Wert wird als volu-








• Die Integration einer vektoriellen Gro¨ße c u¨ber den Rand Γi des Kontrollvolu-
mens, wird durch eine Summe der Teilintegrale u¨ber die einzelnen Randsegmen-
te Γiip ersetzt. Die Integration u¨ber den jeweiligen Segmentrand wird durch die
Mittelpunktsregel am Integrationspunkt ip approximiert:
∫
Γi





c(x, t) · nj dΓ ≈
nip∑
j=1
c(ipj, t) · nj|Γij|.
Der Normalenvektor nj = n(ipj) ist mit dem Betrag |Γij| = |Γiipj | des Kon-











Der Wert cj = c(ipj, t) am Integrationspunkt (ip) wird mit Hilfe der Knotenwer-
te (co) u¨ber entsprechende Ansatzfunktionen Nco auf dem jeweiligen Element
bestimmt:




• Die Integration eines Gradienten u¨ber die Kontrollvolumenoberfla¨che geschieht
analog zu der einer skalaren Gro¨ße. Der Gradient am Integrationspunkt ∇cip
wird durch das Produkt der Gradienten der Ansatzfunktionen N mit den Kno-
tenwerten c(co, t) ersetzt.
∫
Γi









Die daraus resultierenden Eintra¨ge in der Matrix JAk(qk|ξ) sind in Anhang C angege-
ben.
Die Eintra¨ge in Q, vgl. Gleichung (3.18) ha¨ngen von den verwendeten Triangulierung
T und den Elementansatzfunktionen ab.
3.5.3 Behandlung der Konvektionsterme
Speziell fu¨r konvektive Terme sind die bisher beschriebenen diskreten Approxima-
tionen nicht ideal. Mit Hilfe der Ansatzfunktionen N erha¨lt man auf uniformen Git-
tern mit konstanter Gitterweite fu¨r Viereckselemente eine Diskretisierung 2. Ordnung.
Obwohl kein Sattelpunktsproblem vorliegt, neigt ein solcher Ansatz zu akustischen
Druckschwingungen in der Lo¨sung, die unter Verwendung eines Aufwind-Verfahrens
vermieden werden ko¨nnen.
Aufwind-Verfahren verschlechtern die Gu¨te und Ordnung der Diskretisierung und
fu¨hren auf zusa¨tzliche Da¨mpfungs- und Dispersionsfehler. Die in der Arbeit verwen-
deten Aufwind-Techniken werden im folgenden kurz beschrieben.
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Linear Profile Skewed (LPS) Aufwind-Technik
Ausgehend von der aktuell vorherrschenden Stro¨mungssituation, wird der Aufwind-
punkt als Schnittpunkt zwischen der entsprechenden Elementseite und der Stromlinie,
die durch den Integrationspunkt (ip) geht, ermittelt. Der Wert am Aufwindpunkt wird
mit den Knotenwerten an der Elementseite entsprechend der Elementseitenanteile a, b











Abbildung 3.10: Schematische Darstellung des LPS Aufwind-Verfahrens mit dem In-
tegrationspunkt ip und dem Aufwindpunkt up.

























Dieses einfache Aufwind-Verfahren kann verbessert werden, indem die ¨Anderung des
Wertes entlang der Stromlinie vom Aufwindpunkt zum Integrationspunkt als Korrek-






Wird der Korrekturterm mit Hilfe der Ableitung ∂q
∂s
am Integrationspunkt modelliert,


















Abbildung 3.11: Schematische Darstellung zur Ermittelung des Korrekturtermes ∆q.











bei eindimensionaler Betrachtung sofort auf das bekannte Second-Order-Upwind-
Verfahren (SOU). Das kann durch einen Vergleich mit einer Taylor-Reihenentwicklung
von qip am Integrationspunkt (ip) recht einfach gezeigt werden.
Physical Advection Correction (PAC) Upwinding




in Gleichung (3.21) die Impuls-
gleichung an Stelle der Richtungsableitung, so kann die Genauigkeit der Diskretisie-



















Dabei ist die Methode nur fu¨r die Geschwindigkeitsunbekannten (vip1 , · · · , vipdim) sinn-
voll, da nur die Impulsbilanz in die Betrachtung mit einfließt.
















































(vipj − vip0j )

































Oft ist es sinnvoll eine Mischung zwischen der auf den Elementansatzfunktionen ba-
sierenden Galerkin-Diskretisierung und Aufwind-Verfahren zu benutzen. Mit Hilfe des
Wichtungsparameters β kann der Anteil des Aufwind-Verfahrens eingestellt werden,
wobei fu¨r q˜up die bereits vorgestellten Aufwind-Verfahren benutzt werden ko¨nnen.
q
ip
i = β q˜
up





i mit β ∈ [0..1]. (3.22)
Da bei kleinen Machzahlen die Akustik gegenu¨ber der Stro¨mungskonvektion domi-
niert, ist es naheliegend, den Wichtungsfaktor β in Abha¨ngigkeit der Machzahl zu
bestimmen.
Fu¨r den Konvektionsterm in der Impulsgleichung wird in den spa¨teren numerischen
Experimenten β = Mref verwendet, wa¨hrend die Konvektionsterme in der Dichte-
und Druckgleichung mit β = M 2ref gewichtet werden.
3.6 Genauigkeit des Finite-Volumen-Verfahrens
Analog zu den Zeitschrittverfahren, muß eine Wellenla¨nge λ mit einer entspre-
chenden Anzahl an Gitterpunkten aufgelo¨st werden, um die Gro¨ßenordnung des
Dispersions- bzw. Da¨mpfungsfehlers klein zu halten. Als Maß dient dabei die Anzahl
der Diskretisierungspunkte pro Wellenla¨nge λ oder Wellenzahl k = 2pi
λ
. Aufwind-
Diskretisierungen und unstrukturierte Gitter mit inhomogenen Gitterla¨ngen ∆x beein-
flussen dabei den Dispersions- und Da¨mpfungsfehler.
Die Gro¨ßenordnung der Fehlerterme soll mit Hilfe einer Fourieranalyse abgescha¨tzt
werden.
Zur Modellierung einer Welle mit der Wellenzahl k wird die lineare Modellgleichung
∂f(x)
∂x
− ikf(x) = 0, f(0) = 1, k ∈  
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herangezogen mit der Lo¨sung f(x) = eikx.







An Hand des in Abbildung 3.12 gezeigten eindimensionalen Testproblems la¨ßt sich















Abbildung 3.12: Eindimensionales FV-Verfahren mit den Normalenvektoren ni an
den Integrationspunkten ipi. fi bezeichnet dabei den Funktionswert
f(xi) an den Knoten, wa¨hrend fipi den Funktionswert f(xipi) an den
Integrationspunkten bestimmt.
Faßt man den Gradienten am Knoten 2 als u¨ber das Kontrollvolumen gemittelten Gra-














(fip2 − fip1), (3.23)
mit den Werten an den Integrationspunkten
fipi = βfi +
(1− β)
2
(fi + fi+1) i = 1, 2.










Mit Hilfe der Fourier-Transformation in den Raum der Wellenzahlen k kann gepru¨ft
werden, wie eine reelle Wellenzahl k̂ in das diskrete System mit der Wellenzahl k, k ∈
 
, u¨bersetzt wird.
Die Fouriertransformation wird auf die Gleichung (3.24) angewendet und unter der
Voraussetzung, daß die Fouriertransformierte f˜(k) 6= 0 existiert, kann fu¨r den Knoten
2 die charakteristische Gleichung






formuliert werden. Mit eik̂∆x = cos(k̂∆x) + isin(k̂∆x) ergibt sich fu¨r den Real- und
Imagina¨rteil
Re(k∆x) = sin(k̂∆x) (3.25)
Im(k∆x) = βcos(k̂∆x)− β. (3.26)
Bemerkung. Fu¨r ein Abwind-Verfahren wu¨rde man
Im(k∆x) = −βcos(k̂∆x) + β. (3.27)
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PSfrag replacements
k̂∆x
Re(k∆x), β ∈ [0, 1]
Im(k∆x), β = 0
Im(k∆x), β = 0.01
Im(k∆x), β = 0.1
Im(k∆x), β = 0.5
Abbildung 3.13: Abha¨ngigkeit der Real- und Imagina¨rteile der k∆x von k̂∆x fu¨r
verschiedene β-Werte.
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In Abbildung 3.13 sind die Real- und Imagina¨rteile in Abha¨ngigkeit von k̂∆x fu¨r ver-
schieden große Aufwindanteile β = 0, 0.01, 0.1 und 0.5 aufgetragen. Der Realteil als
Maß fu¨r den Dispersionsfehler ist unabha¨ngig von β und damit dem Aufwindanteil
der Diskretisierung. Allein der Imagina¨rteil ha¨ngt vom Aufwindanteil des Verfahrens
ab und erho¨ht sich, je sta¨rker die Diskretisierung in Richtung Aufwind verschoben
wird. Soll der Dispersionsfehler < 0.1% sein, muß eine Wellenla¨nge λ mit mindestens
17 Punkten aufgelo¨st werden. Der Da¨mpfungsfehler hingegen ist abha¨ngig vom Auf-
windanteil β und bleibt z.B. kleiner als 0.1% pro Raumintegration, wenn fu¨r β = 0.1
14 Punkte und fu¨r β = 0.5 mindestens 30 Punkte pro Wellenla¨nge verwendet werden.
Einfluß inhomogener Gitterweiten
PSfrag replacements
Knoten 1 Knoten 2 Knoten 3 X-Achse
∆xi ∆xi+1 = κ∆xi
ip1 ip2n1 n2
Abbildung 3.14: Eindimensionales FV-Verfahren auf einem Gitter mit ungleicher
Gitterweite. Die einzelnen Gitterla¨ngen unterscheiden sich durch
den Parameter κ ∈   +.
Auf einem unstrukturierten Gitter mit inhomogener Gitterweite ∆xi kann der







(fip2 − fip1) κ ∈   +.





Analog der Analyse fu¨r homogene Gitterweiten la¨ßt sich der Dispersions- und Da¨mp-
























In den Abbildungen 3.15 und 3.16 sind die Kurven fu¨r κ = 2 und κ = 0.5 fu¨r Auf-
windanteile β = 0 und β = 0.5 im Vergleich zu den Ergebnissen bei homogener
Gitterweite (κ = 1.0) aufgetragen.
Kommt kein Aufwindanteil (β = 0.0) zur Anwendung, wird fu¨r κ > 1 der Imagina¨rteil
positiv, so daß eine Instabilita¨t auftritt, wenn die Gitterweite ∆x in Konvektionsrich-
tung der Welle vergro¨ßert wird. Der Dispersionsfehler erho¨ht sich im Vergleich zur
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Im(k∆x), κ = 1.0
Re(k∆x), κ = 2.0
Im(k∆x), κ = 2.0
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Im(k∆x), κ = 0.5
Abbildung 3.15: Abha¨ngigkeit der Real- und Imagina¨rteile der k∆x von k̂∆x fu¨r
β = 0.0 bei inhomogenen Gitterweiten ∆xi.
Wird das Gitter dagegen in Laufrichtung der Welle verfeinert, so wird die Ampli-
tude einer Welle geda¨mpft und der Dispersionsfehler an dem entsprechenden Dis-
kretisierungspunkt sogar verringert, siehe Abbildung 3.15. Wie bei einer Aufwind-
Diskretisierung zu erwarten, werden die Wellen sta¨rker geda¨mpft als ohne Aufwind-
anteil, so daß die Instabilita¨t fu¨r κ = 2 bei einem Aufwindanteil von β = 0.5 kaum
noch vorhanden ist, siehe Abbildung 3.16.
Bei einer Verfeinerung des Gitters in Konvektionsrichtung der Welle (κ = 0.5), tritt
sogar eine leichte Erho¨hung der Phasengeschwindigkeit im Bereich 0 < k̂∆x < 1 ein.
3.7 Randbedingungen
Die Gro¨ße des Rechengebietes Ω ist ein Kompromiß zwischen Rechenaufwand,
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Abbildung 3.16: Abha¨ngigkeit der Real- und Imagina¨rteile der k∆x von k̂∆x fu¨r
β = 0.5 unter Einfluß inhomogener Gitterweiten ∆x.
Bei aeroakustischen Simulationen werden neben den mo¨glichst akkuraten Anfangsbe-
dingungen, siehe Abschnitt 2.8.2, auch zeitabha¨ngige oder konstante Randbedingun-
gen fu¨r die Unbekannten des Differentialgleichungssystems beno¨tigt.
Die Lo¨sung kann nach Gleichung (2.21) bzw. Gleichung (2.36) als Kombination ver-
schiedener Wellen angesehen werden. Fu¨r Machzahlen M < 1 existieren an jedem
Randpunkt x ∈ Γ = ∂Ω an den ku¨nstlichen Gebietsgrenzen akustische Wellen, die
in das Gebiet Ω hinein- bzw. herauslaufen. Die hineinlaufenden Wellen ko¨nnen als
zeitabha¨ngige Dirichlet-, oder Neumann Randbedingung modelliert werden. Zusa¨tz-
lich sollte die Randbedingung so beschaffen sein, daß die hinauslaufenden Wellen
mo¨glichst wenig oder gar nicht in das Gebiet Ω zuru¨ck reflektiert werden. Es wird
ein Konzept vorgestellt, bei dem die Dirichletwerte an den entsprechenden Ra¨ndern
des Gebietes auf Basis der aktuellen Lo¨sung im Gebiet fu¨r den na¨chsten Zeitschritt an-
gepaßt werden. Eine Generalisierung des Ansatzes verzichtet ga¨nzlich auf die Vorgabe
klassischer Dirichletwerte und begnu¨gt sich mit zeitlich gemittelten Randwerten.
3.7.1 Natu¨rliche Randbedingungen
Natu¨rliche Randbedingungen ergeben sich durch Ko¨rper die von der Stro¨mung teil-




Bei reibungsbehafteten Stro¨mungen haftet das Fluid an der vorgegebenen Berandung
∂Ω. Dabei werden alle Geschwindigkeitskomponenten zu Null gesetzt.
vi|∂Ω = 0 ∀i = 1, dim
Die skalaren Gro¨ßen Dichte und Druck werden weiterhin berechnet und ergeben sich
aus den Erhaltungsgleichungen.
Gleitrandbedingungen
Bei reibungsfreien Stro¨mungen kann das Fluid tangential zur Wand frei gleiten. Dies
wird im allgemeinen dadurch erreicht, daß in den Erhaltungsgleichungen fu¨r Masse,
Impuls und Energie die Flu¨sse normal zur Wand vernachla¨ssigt werden:
v · nW = 0.
In reibungsbehafteten Stro¨mungen muß die Flußbedingung v · nW = 0 noch um eine
zusa¨tzliche Bedingung fu¨r die Reibungskraft an der Wand erweitert werden. Es du¨rfen
nur Kra¨fte normal zur Wand vorkommen, so daß die dim−1 linear unabha¨ngigen Tan-
gentialvektoren tWi orthogonal zum Vektor τnW stehen. Somit mu¨ssen im reibungs-
behafteten Fall noch dim− 1 Bedingungen am Rand der Art
tWi · τnW = 0 ∀i = 1, .., dim− 1
erfu¨llt werden.
Bei verdu¨nnten Gasen kann eine Mischung zwischen Haften und Gleiten an der Wand
auftreten. Dies soll an dieser Stelle aber ausgeschlossen werden.
3.7.2 Ku¨nstliche Randbedingungen
Um den Simulationsaufwand zu reduzieren wird das Gebiet Ω durch eine ku¨nstlich
eingefu¨hrte Berandung begrenzt. An den neu entstandenen Randpunkten mu¨ssen phy-
sikalisch sinnvolle Randwerte festgelegt werden.
Dirichlet-, Neumann-Bedingungen
Zur vollsta¨ndigen Beschreibung des Differentialgleichungssystems werden fu¨r die k
Variablen neben k Anfangswerten q(x, 0) zeitlich variierende oder konstante Rand-
werte q(x, t)|Γ vorgegeben.
An welchen Ra¨ndern des Rechengebietes die jeweiligen Bedingungen formuliert wer-
den mu¨ssen ha¨ngt von den Eigenwerten des Differentialgleichungssystems ab. So ist
z.B. bei Machzahlen M < 1 bei den 2-D Euler-Gleichungen mindestens ein Eigen-
wert negativ, so daß es nicht sinnvoll ist alle Randbedingungen fu¨r die Unbekannten
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an einem Rand anzugeben. So ko¨nnen, je nach Gebietsbeschreibung, am Einstro¨mrand
die zeitabha¨ngigen Werte des Stro¨mungsvektors festliegen, wa¨hrend fu¨r M < 1, der
Druck- oder Dichtewert am Ausflußrand vorgegeben werden muß.
Eine Aufstellung der beno¨tigten Randbedingungen fu¨r die Euler- bzw. Navier-Stokes-
Gleichungen bei MachzahlenM < 1 ist z.B. in Poinsot und Lele [41], bzw. Strikwerda
[53] zu finden und ist fu¨r die 2-D Euler-Gleichungen in Abbildung 3.17 anschaulich
gezeigt.
PSfrag replacements Rechengebiet
L1(v + a) L1(v + a)
L2(v) L2(v)
L3(v) L3(v)
L4(v + a) L4(v + a)
Abbildung 3.17: In das Rechengebiet hinein- und hinauslaufende Wellen. L1 und L4
bezeichnen die beiden akustischen Wellen. L2 und L3 die beiden
Konvektionswellen fu¨r die Dichte und den Geschwindigkeitsvektor.
3.7.3 Akustische Randbedingungen
Die Randbedingungen sollten bei den kompressiblen Stro¨mungsgleichungen so ge-
stellt werden, daß neben der reinen Stro¨mungsmechanik auch die akustische Wellen-
ausbreitung am ku¨nstlich eingefu¨hrten Rand nicht, oder nur wenig gesto¨rt wird. Bei
der Vorgabe von Dirichlet- oder Neumannrandbedingungen werden Schwingungskno-
ten bzw. Schwingungsba¨uche am Rand erzwungen, wodurch eine akustische Wellen in
das Gebiet reflektiert wird. Die Korrektur dieses Fehlers ist essentiell fu¨r die Berech-
nung von Wellenpha¨nomenen in Stro¨mungen, wie sie in der Aeroakustik vorkommen.
Zur Korrektur dieser unphysikalischen Randbedingungen wird im Fall von Dirichlet-
ra¨ndern mit Hilfe einer noch zu bestimmenden Differentialgleichung von Zeitschritt zu
Zeitschritt ein neuer Dirichletwert bestimmt, so daß die physikalischen Gegebenheiten
korrekt wiedergegeben werden.
Eine ¨Ubersicht unterschiedlicher Verfahren, um Reflektion am Gebietsrand zu verhin-
dern, ist in Tam [55] zu finden.
Tam unterscheidet fu¨nf verschiedene Klassen von Methoden, doch sind die Verfahren
a¨hnlich und weisen meist folgende Merkmale auf.
• Anstatt des vollen Differentialgleichungssystems wird am Rand zur Bestim-
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mung der zeitabha¨ngigen Randknotenwerte ein vereinfachtes Differentialglei-
chungssystem benutzt. Hierzu ko¨nnen z.B. die Wellengleichungen oder die li-
nearisierten Euler-Gleichungen herangezogen werden.
• In das vereinfachte Differentialgleichungssystem wird ein zusa¨tzlicher Da¨mp-
fungsparameter (Drift-Faktor) oder zusa¨tzliche Da¨mpfungsterme eingesetzt.
Vereinzelt wird an dieser Stelle numerische Da¨mpfung benutzt, indem die Git-
terweite im Randbereich entsprechend erho¨ht wird.
• Die Verfahren unterscheiden sich in der Anzahl der Randpunkte und Randun-
bekannten fu¨r die das vereinfachte und eventuell mit Da¨mpfungstermen verse-
hene Differentialgleichungssystem angewendet wird. Es werden teilweise ganze
Randschichten zur Da¨mpfung akustischer Wellen herangezogen.
Thompson [57], [58] baut das vereinfachte Differentialgleichungssystem auf den Cha-
rakteristiken der Euler-Gleichungen auf. Er verwendet keine zusa¨tzlichen Da¨mpfungs-
parameter, so daß es zu einer Instabilita¨t am Rand kommen kann, indem der Rand-
wert wegdriftet. Um dies zu verhindern fu¨hren Poisont und Lele [41], basierend auf
dem Ansatz von Rudy und Strikwerda [46], einen Drift-Faktor ein, der eine frequenz-
abha¨ngige Da¨mpfung bewirkt, siehe Selle et al. [48]. Setzt man den Driftfaktor zu
Null erha¨lt man wieder den Ansatz von Thompson. Die Ansa¨tze beschra¨nken sich al-
lein auf die Randpunkte. Rudy und Strikwerda [46], Enquist und Majda [10], Bayliss
und Turkel [4], Tam und Webb [56] beschra¨nken sich ebenfalls auf die Randpunkte,
verwenden aber die linearisierten Euler-Gleichungen an Stelle der Charakteristiken.
Die PML (Perfect Matched Layer) Methode verwendet neben den Randknoten ei-
ne ganze Randschicht mit einer entsprechenden Ausdehnung normal zur Berandung.
Auch hier wird durch Verwendung gezielter Da¨mpfungsparameter Teilreflektion ver-
hindert. Eine Sonderstellung nimmt dabei die Vorgehensweise ein im Randbereich
durch gezielte Gittervergro¨berung die numerische Diffusion zu erho¨hen, so daß her-
auslaufende Wellen und am Rand teilreflektierte Wellen weggeda¨mpft werden.
Durch die Einfu¨hrung der zusa¨tzlichen Da¨mpfungsterme wird die Welle am Rand teil-
reflektiert, d.h. der Absorptionsgrad ist am Rand nicht mehr 1. Durch geeignete Wahl
der Da¨mpfungsparameter, kann im allgemeinen der Absorptionsgrad den jeweiligen
Anforderungen abgepaßt werden, siehe z.B. Rudy und Strikwerda, [46], Enquist und
Majda [10], Bayliss und Turkel [4] und Selle et al. [48].
Im Folgenden werden Dirichlet-Randbedingungen fu¨r die Gleichung (3.14) in der
Form
q(x, t) = C(x, t); x ∈ Γ, t ∈   +
betrachtet. Zur Korrektur der durch diese Vorgabe entstehenden unphysikalischen Wel-
lenreflektionen wird aus C(x, t), der aktuellen Lo¨sung q(x, t) und einer vereinfachten
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Differentialgleichung ein neuer Randwert c(x, t) bestimmt, der physikalisch sinnvolle
Ergebnisse liefern soll. Gesucht ist somit die korrigierte Randbedingung
q(x, t) = c(x, t); x ∈ Γ, t ∈   +.
Die korrigierten Dirichletwerte c(x, t)|Γ werden jetzt nicht mit den vollen kompres-
siblen Navier-Stokes-Gleichungen, sondern mittels einfacher Wellengleichungen be-
stimmt. Nach Satz 2.2 kann im linearen Fall die Komponente qk als Kombination der i
Wellenlo¨sungen qk,i dargestellt werden. Entsprechendes gilt fu¨r die am Rand liegenden
Unbekannte qk.
So erha¨lt man z.B. an einem Ausstro¨mrand fu¨r qk mittels einer in das Gebiet hinein-
laufender Welle qkin und einer aus dem Gebiet hinauslaufender Welle qkout
qk|Γ = qkin |Γ + qkout|Γ. (3.29)
Es la¨ßt sich der hinauslaufende Wellenanteil qkout mit der gerichteten Schallgeschwin-





− aout(t)∇qkout|Γ = 0 mit aout = v + a.





+ ain(t)∇Q(t)|Γ = 0 mit ain = a− v.
Q bezeichnet dabei die nicht bekannte Lo¨sung außerhalb des Gebietes Ω.
Die ¨Uberlagerung der beiden Wellen ergibt die Bestimmungsgleichung fu¨r den q(t)|Γ





− v(t)(∇Q(t)|Γ +∇qk(t)|Γ) + a(t)(∇Q(t)|Γ −∇qk(t)|Γ) = 0. (3.30)
Da die hineinlaufende Welle einer Wellengleichung gehorcht, kann der Gradient der





Der Dirichletwert ck(x, t)|Γ fu¨r die Komponente k fu¨r den na¨chsten Zeitschritt wird
dann einfach
ck(x, t) = qk(x, t)Γ (3.32)
gesetzt.
Mit dieser Bedingung ergibt sich ein reflektionsfreier Rand, wie in Thompson [57]
und [58] beschrieben. Nach Poinsot und Lele [41] ist in diesem Fall das Problem
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nicht eindeutig gestellt, da der gewu¨nschte Randwert C(x, t) nicht garantiert werden
kann und der tatsa¨chlich benutzte Randwert c(x, t), induziert durch numerische Feh-
ler, wegdriften kann. Um ein Weglaufen des Randwertes c(x, t) zu verhindern, wird
ein Da¨mpfungsterm in Gleichung (3.30) eingefu¨gt. Der Da¨mpfungsterm wird hier als
Penalty-Bedingung formuliert, in dem Dirichletwert c(x, t) mit einer Steifigkeit K an








− v(t)(∇Q(t)|Γ +∇qk(t)|Γ) + a(t)(∇Q(t)|Γ −∇qk(t)|Γ)
+K(c, t)(ck(x, t)− Ck(x, t)) = 0.
Die Steifigkeit K(c, t) kann in der Zeit und wiederum vom Randwert c(x, t)|Γ
abha¨ngen, ist aber immer gro¨ßer Null um keine Instabilita¨t zu verursachen; K(c, t) >
0 ∀ c(t), t ∈   +.
Je nach Gro¨ßenordnung der Steifigkeit K wird die Welle teilweise oder gar nicht re-
flektiert. Bei großer Steifigkeit K wird eine totale Reflektion der Welle eintreten. Bei
kleinen Werten von K wird wenig Reflektion zu erwarten sein.
Da man nur an dem Wellenanteil interessiert ist, der das Gebiet normal zum Rand
verla¨ßt, wird der Konvektionsanteil der Transportgleichung (3.7.3) auf den Normalen-
vektor nout projiziert, der formal in das Rechengebiet hineinzeigt.
Zusammenfassend kann jetzt die Bestimmungsgleichung fu¨r die Dirichletwerte am
Rand angegeben werden. Dabei ist zu beachten, daß die Geschwindigkeiten nun ska-





+ a˜(t)(∇Q(x, t)|Γ −∇qk(x, t)|Γ) · nout − v˜(t)(∇Q(x, t)|Γ
+∇qk(x, t)|Γ) · nout +K(c, t)(ck(x, t)− Ck(x, t)) = 0.
(3.33)
Durch Integration erha¨lt man den Dirichletwert ck(x, t)|Γ zum Zeitpunkt t + ∆t u¨ber
die Formulierung
ck(x, t+ ∆t) = ck(x, t)−
t+∆t∫
t








K(c, t)(ck(x, t)− Ck(x, t))dt.
(3.34)
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Auf a¨hnliche Art und Weise ko¨nnen die Dirichletwerte fu¨r eine Navier-Stokes Simula-
tion ermittelt werden. Formal wird die Diffusion als Konvektionswelle modelliert und
in der Herleitung der vereinfachten Differentialgleichung zur Bestimmung der Rand-





− aout(t)∇qkout|Γ − τ¯∆qkout|Γ = 0
und einem analog zur Gleichung (2.36) zu bestimmenden Diffusionskoeffizienten τ¯
beschrieben werden.
3.7.4 Absorptionsgrad
Der Absorptionsgrad am Rand ist dann 1, wenn die Welle nicht reflektiert wird. Es
soll nun genauer untersucht werden, wie der Penalty-Faktor in Gleichung (3.33) den
Absorptionsgrad beeinflußt. Der Absorptionsgrad ist definiert als das Verha¨ltnis der
Energien der auf den Rand treffenden Welle EL und der herauslaufenden Welle ER,








Zur Vereinfachung wird im folgenden das einfache Druckamplitudenverha¨ltnis der bei-





wobei ApR die Druckamplitude der herauslaufenden Welle bezeichnet und ApL die
Amplitude der am Rand ankommenden Welle.
Zur Analyse kann die Situation am Rand im eindimensionalen Fall als erregte Schwin-
gung des Randknotens aufgefaßt werden. Die Erregung u¨bernimmt z.B. eine ankom-
mende Druckwelle der Form
pL(t) = P
∞ + ApLe
i(ωt+kx), ω, k ∈   ,
so daß sich die inhomogene Differentialgleichung fu¨r den Randknoten nach Gleichung










+K(p|Γ − P∞) = i(ω + ak)ApLei(ωt+kx). (3.35)
P∞ bezeichnet den am Rand gewu¨nschten Druckwert. Mit dem Ansatz pR|Γ =
ApRe
i(ωt+kx) ergibt sich die Lo¨sung am Randpunkt:








Die homogene Lo¨sung C0e−
K
2
t klingt fu¨r positive K ab und kann vernachla¨ssigt wer-






Fu¨r große Werte von K geht der Absorptionsgrad gegen Null geht und die Reflektion
erreicht ihr Maximum. Aber auch fu¨r kleine Frequenzen ω bei gegebenen K kann der
Absorptionsgrad gering werden. Selle at al [48] erhalten ein a¨hnliches Ergebnis, wobei
dort der Reflektionsgrad Rf = 1 − Ab betrachtet wird. In der Abbildung 3.18 ist der
























Abbildung 3.18: Betrag des Absorptionsgrades in Abha¨ngigkeit von der Kreisfre-
quenz ω fu¨r unterschiedliche Werte der Steifigkeit K.
Bemerkung. Die Kurven des Absorptionsgrades in Abbildung 3.18 a¨hneln den Kur-
ven von Schallabsorptionsmaterialien in technischen Anwendungen. Somit kann man
durch geeignete Wahl des Steifigkeitsparameters K Impedanzrandbedingungen auf-
bauen.
Selle et al. [48] setzen den Steifigkeitsparameter K klein genug, so daß fu¨r die in der
Simulation wesentlichen Wellenla¨ngen mit He > 1 nur eine geringe Da¨mpfung und
damit Reflektion eingetragen wird. Auch in den spa¨teren Simulationen in dieser Ar-
beit wird der Steifigkeitsparameter klein genug gewa¨hlt werden, um einen mo¨glichst
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kleinen Reflektionsgrad zu erhalten. In der Regel ist K dabei von der Gro¨ßenordnung
0.1−0.01. Polifke und Wall [42] hingegen bestimmten den ParameterK in Abha¨ngig-
keit von der Kreisfrequenz, um den Absorptionsgrad fu¨r kleine Kreisfrequenzen anzu-
heben.
Eine weitere Mo¨glichkeit ist direkt in die vereinfachte Differentialgleichung einzu-











+K(p− P∞) = i(ω + ak)ApLei(ωt+kx)
ergibt sich die Lo¨sung
p(t)|Γ = P∞ + C0e−K2 t + ApRD e
i(ωt+kx).

















)K(p− P∞) = 0





































die als Ersatz fu¨r Gleichung (3.33) zur Bestimmung der Randwerte herangezogen wer-
den kann.
3.7.5 Implementierung der reflektionsarmen Randbedingungen
Um die korrigierten Dirichletwerte c(x, t) fu¨r jeden Randpunkt angeben zu ko¨nnen,
muß die vereinfachte Differentialgleichung (3.33) gelo¨st werden.
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Explizite Methoden in der Zeit lassen sich einfach und ohne großen Aufwand im-
plementieren, wa¨hrend implizite Verfahren in Bezug auf Genauigkeit und Stabilita¨t
Vorteile aufweisen. Auf beide Varianten wird in diesem Abschnitt eingegangen.
Mit Hilfe des Finite-Volumen-Ansatzes kann der Gradient∇qk der Komponente k des
Lo¨sungsvektors an den Randknoten bestimmt werden. Das kann im linearen Fall nach
Satz 2.2 fu¨r jede skalare Unbekannte k des Lo¨sungsvektors q unabha¨ngig durchgefu¨hrt
werden und man kann den Gradienten durch





anna¨hern. Die Schallgeschwindigkeit a(t) la¨ßt sich u¨ber die lokalen Gro¨ßen Druck und







Der Gradient ∇Q(t) am Rand liegt nicht vor, kann aber u¨ber die Zeitableitung von
C(x, t) ausgedru¨ckt werden, da die in das Gebiet hineinlaufende Welle ebenfalls einer
Wellengleichung gehorchen muß. Dadurch ist auch das Vorzeichen festgelegt und man
erha¨lt:







kann in den meisten Fa¨llen algebraisch angegeben werden, da er
mit der gegebenen Randfunktion Ck(t) leicht zu bestimmen ist.
Explizite Diskretisierung
Bei einer expliziten Implementierung wird der Gradient des Dirichletwertes
∇qk(x, t)|Γ am Randknoten in der Gleichung (3.34) auf Basis bereits vorhandener
Werte zum Zeitpunkt t0 bestimmt, mit ∆t = (t1 − t0). Zuna¨chst werden die Dirich-
letwerte an Rand mit Hilfe der Differentialgleichung (3.33) gewonnen, die dann zur
Lo¨sung des Differentialgleichungssystems im Inneren des Gebietes verwendet wer-
den.
Die folgende Untersuchung wird exemplarisch auf der Basis des vorgestellten diagonal
impliziten Zeitschrittverfahrens zweiter Ordnung (DIRK) fu¨r die Euler-Gleichungen
durchgefu¨hrt. Man erha¨lt ein explizites Verfahren folgender Gestalt fu¨r den Dirichlet-
randwert ck(x, t), wobei δk ∈ (0, 1] ein mo¨glicher Da¨mpfungsparameter ist.
c∗k(x, t1) = ck(x, t0)− δkak(t0) · noutα∆t(∇qk(x, t0)|Γ −∇Q(x, t0)|Γ)
+ δkvk(t0) · noutα∆t(∇qk(x, t0)|Γ +∇Q(x, t0)|Γ)
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c∗∗k (x, t1) = c
∗
k(x, t0)− α∆tKk(c∗k, t0)(c∗k(x, t0)− Ck(x, t0))
fu¨r den ersten Schritt des diagonal impliziten Runge-Kutta-Verfahrens, und
c∗∗∗k (x, t1) = c
∗∗
k (x, t0)
− δkak(t0 + α∆t) · nout(1− α)∆t(∇q∗∗k (x, t0 + α∆t)|Γ −∇Q(x, t0 + α∆t))|Γ
+ δkvk(t0 + α∆t) · nout(1− α)∆t(∇q∗∗k (x, t0 + α∆t)|Γ +∇Q(x, t0 + α∆t)|Γ)
c∗∗∗∗k (x, t1) = c
∗∗∗
k (x, t0)−(1−α)∆tKn(c∗∗∗k , t0)(c∗∗∗k (x, t0+α∆t)−Ck(x, t0+α∆t))
fu¨r den zweiten Schritt des Verfahrens.
Das explizite Gesamtschrittverfahren ist zusammen mit einer genauen Darstellung der
Stabilita¨ts- und Ordnungsanalyse im Anhang B zu finden.
Das explizite Verfahren ist dabei nur von erster Ordnung in der Zeit und besitzt eine
Stabilita¨tsgrenze, so daß der Zeitschritt im Intervall





| < 1 K = K(c, t) = const.
beschra¨nkt werden muß.
Hinsichtlich Diskretisierungsordnung und Stabilita¨t sollte das verwendete Verfahren
am Rand ∂Ω mit dem Verfahren auf dem Gebiet u¨bereinstimmen, um einerseits keine
akustischen Sto¨rwellen zu generieren und andererseits keine Zeitschrittbeschra¨nkung
zu erhalten. In numerischen Experimenten zeigt sich schnell, daß dieser Ansatz zu
instabilen Lo¨sungen am Rand neigt, obwohl der Zeitschritt innerhalb der Stabilita¨ts-
grenze zu liegen kommt.
Implizite Diskretisierung
Wird die vereinfachte Differentialgleichung zur Bestimmung der Randwerte zusam-
men mit den vollen Erhaltungsgleichungen gelo¨st, werden die Randwerte c(c, t)
gleichzeitig und abha¨ngig von der Lo¨sung q(x, t) im Gebiet berechnet. Die Kopplung
an C(x, t) mit der SteifigkeitK garantiert, daß der Randwert C(x, t) eingehalten wird.
Zur Diskretisierung der Gleichung (3.34) wird, ebenso wie im Gebiet Ω, der ”Lumped-
Mass” Ansatz verwendet und man erha¨lt, ausgehend von Gleichung (3.32) fu¨r den
Finite-Volumen-Ansatz am Randkontrollvolumen Ωi fu¨r die Komponente k:
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∆tK(c, t+ ∆t)(ck(x, t+ ∆t)− Ck(x, t+ ∆t)) dΩ.




= (v(t)− a(t))∇Q(x, t+ ∆t)|Γ.
Die einzelnen Terme der Gleichung werden entsprechend dem Finite-Volumen-Ansatz
diskretisiert und es ergibt sich fu¨r einen Teilzeitschritt α∆t im DIRK-Verfahren fu¨r die
Komponente k:




























Der Wert qkj an den Integrationspunkten wird als Linearkombination der Knotenwerte
qkco des jeweiligen Elementes mit der Ansatzfunktion Nco modelliert:




Eine Sortierung der Koeffizienten nach den Unbekannten ck im Randpunkt l ergibt
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(












































i |SCVi| mit B abgeku¨rzt.
Zur Bestimmung der Diskretisierungsordnung in der Zeit und der Stabilita¨t des Ver-
fahrens, wird die homogene Gleichung betrachtet, so daß sich fu¨r einen Teilzeitschritt
α∆t schreiben la¨ßt
(1 + α∆t(K − B)) ck(x, t+ α∆t) = c(t).
Die einzelnen Schritte des diagonal impliziten Zeitschrittverfahrens gliedern sich nach
(3.6) in
1. Schritt: ck(x, t+ α∆t) =
1
1 + α∆t(K − B)ck(x, t)
und
2. Schritt: (1 + α∆t(K − B)) ck(x, t+∆t) = ck(x, t)−(1−α)∆t(K − B)ck(x, t+α∆t).
Nach einigen Umformungen erha¨lt man das Gesamtverfahren
(1 + α∆t(K − B)) ck(x, t+ ∆t) =
(
1− (1− α)∆t(K − B)
1 + α∆t(K − B)
)
ck(x, t)
ck(x, t+ ∆t) =
1 + 2α∆t(K − B)−∆t(K − B)
(1 + α∆t(K − B))2 ck(x, t). (3.37)
Mit der Reihenentwicklung fu¨r den Nenner nach α∆t(K − B), die nach Termen zwei-
ter Ordnung abgebrochen wird
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(1 + α∆t(K − B))−2 = 1− 2α∆t(K − B) + 3(α∆t(K − B))2
+O((α∆t(K − B))3) (3.38)
erha¨lt man
ck(x, t+ ∆t) =
(
1−∆t(K − B) + (2α− α2)(∆t(K − B))2) ck(x, t)
+O((∆t(K − B))3)ck(x, t)
(3.39)









und es ergibt sich die
Bemerkung. Das Verfahren zur Bestimmung der Randwerte nach Gleichung (3.38)
ist mit α = 1− 1
2
√
2 von zweiter Ordnung und absolut A-stabil.
Beweis. Ein Koeffizientenvergleich zwischen den Gleichungen (3.38) und (3.39) lie-
fert mit α = 1− 1
2
√
2 sofort die zweite Ordnung des Verfahrens.
Nach Gleichung (3.37) ist das Verfahren fu¨r (K − B > 0) A-stabil. In der
vorliegenden Implementierung ist durch eine entsprechende Vorzeichenkonvention∑nip
j Nlnjnout > 0, da Nl > 0 ist. Weil in der Implementierung
(a(t)+v(t))nout
‖nout‖ < 0
gesetzt wird, ist B < 0 und damit die Bemerkung gezeigt.
4. Iterative Lo¨sungsverfahren fu¨r lineare Gleichungssysteme
Die im vorherigen Kapitel vorgestellten impliziten Diskretisierungen fu¨hren in jedem
Schritt des nichtlinearen Lo¨sungsverfahrens auf ein lineares Gleichungssystem, das
mo¨glichst effizient und schnell gelo¨st werden muß, vgl. Gleichung (3.13) auf Sei-
te 71. Auch bei großen du¨nn besetzten Matrizen ist ein direktes Lo¨sungsverfahren,
d.h. die Berechnung der inversen Jacobimatrix J−1 immer noch sehr aufwendig. Viel-
mehr wird man das System iterativ lo¨sen. So kann der Aufwand bei Mehrgitterver-
fahren oder Krylov-Unterraummethoden theoretisch auf n Schritte reduziert werden.
Zuna¨chst werden die Eigenschaften des linearen Gleichungssystems untersucht. Im
Rahmen dieser Arbeit ist die Abha¨ngigkeit der Matrixeigenschaften von der Machzahl
Mref , fu¨r Mref < 1, von besonderem Interesse. Danach werden Iterationsverfahren
und deren Anwendbarkeit auf das diskretisierte lineare System fu¨r kleine Machzahlen
sowohl analytisch als auch in numerischen Experimenten untersucht und miteinander
verglichen. Der Aufbau eines Mehrgitterverfahrens mit Machzahl-unabha¨ngiger Kon-
vergenzrate bildet den Abschluß dieses Kapitels.
4.1 Eigenschaften des linearen Gleichungssystems
Das zu lo¨sende Gleichungssystem ist in Anlehnung an Gleichung (3.15), siehe Seite
71, von der Form
Jq = b,
wobei die Jacobi-Matrix J als regula¨r angenommen wird. Zur Vereinfachung wird der
2-dimensionale Euler-Fall mit der Viskosita¨t η = 0 betrachtet.





Der Einfluß der Machzahl Mref auf die Matrixnorm und den Spektralradius der Ja-
cobimatrix J und deren Inverse J−1 bestimmt das Konvergenzverhalten des spa¨teren
iterativen Lo¨sungsverfahrens, so daß der Machzahl-Einfluß fu¨r Mref < 1 na¨her unter-
sucht werden soll. Mit Mref < 1 sind nur Terme, die von 1Mref abha¨ngen relevant. Die
Abha¨ngigkeit von der Gitterweite ∆x wird nicht na¨her bestimmt.
Die Jacobimatrix J setzt sich nach Gleichung (3.15) aus einem stationa¨ren und insta-
tiona¨ren Anteil zusammen. Mit sm = 1.0 und sa = ∆t la¨ßt sich formulieren
J = JM + ∆t · JA.
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Werden die Unbekannten des Systems gleichungsweise sortiert, haben die Matrizen





JM11 0 0 0
JM21 JM22 0 0




















M2ref JA41 JA42 JA43 JA44
 .
Die Blockmatrizen JMij bzw. JAij besitzen bis auf JA42 und JA43 keine von der Mach-
zahlMref abha¨ngigen Eintra¨ge. JA42 und JA43 lassen sich nach den Gleichungen (3.16)
und (3.17), auf Seite 72, in von M 2ref abha¨ngige und von der Machzahl unabha¨ngige
Eintra¨ge aufspalten, wobei fu¨rMref < 1 die Machzahl-unabha¨ngigen Anteile dominie-
ren. Daher ist ||JMij ||∞ ≤ C bzw. ||JAij ||∞ ≤ C. Vergleicht man die Gro¨ßenordnung










die Eintra¨ge in JM gro¨ßer als in ∆t · JA, so daß man in diesem Fall fu¨r die Gesamtma-






















Fu¨r Zeitschritte ∆t > Mref ∆xρ0v0
p0
∼ O (Mref ∆x) und im stationa¨ren Fall sind die















M2ref Jstat41 Jstat42 Jstat43 Jstat44
 . (4.2)
Zur spa¨teren Verwendung ko¨nnen die Spektralradien der beiden Matrizen JM und JA
abgescha¨tzt werden. Fu¨r Mref < 1 ist, falls vorhanden, die Abha¨ngigkeit der Ma-
trixnormen von 1
Mref
von Interesse, die im Folgenden hergeleitet werden soll.
Mit der Diagonalmatrix








wird die an die Machzahl angepaßte Vektornorm
||x||M = ||Φ−1x||∞




||x||M = supz∈   n
||Φ−1AΦz||∞
||z||∞ , mit z = Φ
−1x.
definiert.
Mit Φ aus Gleichung (4.3) ko¨nnen die Koeffizienten M 2ref und 1M2
ref
aus der instati-






−1, mit ||Ĵinst||∞ ≤ C. (4.4)




Ĵinst) ≤ ||Φ 1
Mref
ĴinstΦ





Falls die Inverse J−1inst existiert, la¨ßt sich u¨ber Gleichung (4.4) die Beziehung




herleiten, und der Spektralradius der Inversen mit
ρ(J−1inst) = ρ(Mref · ΦĴ−1instΦ−1) ≤ ||ΦMref Ĵ−1instΦ−1||M = ||Mref Ĵ−1inst||∞ ≤ C ·Mref
abscha¨tzen.











102 4. Iterative Lo¨sungsverfahren fu¨r lineare Gleichungssysteme
umgeformt werden, mit Ĵstat in der Form
Ĵstat =

















 , ||Jstatij ||∞ ≤ C.
Damit la¨ßt sich angeben
ρ(Jstat) = ρ(Ĵstat) ≤ ||Ĵstat|| ≤ C
Mref
.
Bemerkung. Werden die Eigenwerte der stationa¨ren Jacobimatrix Jstat numerisch,
z.B. mit Hilfe von Matlab, bestimmt, so haben die n komplexen Eigenwerte λj die
Form
λj = cj + i
kj
Mref
, cj, kj ∈   .
Die Abscha¨tzung des Spektralradius der Inversen J−1stat gestaltet sich fu¨r die volle
Newton-Approximation a¨ußerst aufwendig. Zur Vereinfachung wird die Jacobimatrix,
die durch die nichtlineare Fixpunkt-Iteration nach Gleichung (3.19) auf Seite 73 ent-
steht, herangezogen.















0 Jstat42 Jstat43 Jstat44
 ,
wobei die Blockmatrizen Jstatii , i = 1, .., 4 regula¨r sind.
Die einzelnen Blockmatrizen Qij der Inversen Q = J−1fix lassen sich mit Q · Jfix = I
durch folgende Gleichungen bestimmen.
Qi1Jstat11 = δi1 I, fu¨r i = 1, .., 4
Qi2Jstat22 +Qi4Jstat42 = δi2 I, fu¨r i = 1, .., 4





ref δi4 I, fu¨r i = 1, .., 4.
Aufgelo¨st nach den einzelnen Blockmatrizen Qij ergibt sich




Qi2 = (δi2 I −Qi4Jstat42)J−1stat22
Qi3 = (δi3 I −Qi4Jstat43)J−1stat33
Qi4 = (δi4M
2
ref I − δi,2J−1stat22Jstat24 − δi,3J−1stat33Jstat34) ·




Eintra¨ge in der Matrix J−1fix entstehen, sind die Eigenschaften
der Inversen (M 2ref Jstat44−Jstat42J−1stat22Jstat24−Jstat43J−1stat33Jstat34)−1. Sortiert man in
den Blockmatrizen Jstatij die Dirichletwerte an den Anfang, haben die Matrizen Jstatii ,
















, i = 2, 3.
Bemerkung. Besitzen die unterschiedlichen Variablen (vi, ρ, p) nicht die gleiche An-
zahl an Dirichletwerten, bestimmt sich die Blockgro¨ße der Einheitsmatrix I in den
Teilmatrizen Jstatii aus dem gemeinsamen Minimum.








, i = 2, 3.
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mit










ii Hi4 regula¨r, dann kann Λ−1 fu¨r M 2ref < 1||D44Θ−1||∞ mit Hilfe
einer Neumann’schen Reihe entwickelt werden
Λ−1 =−Θ−1(I −M 2refD44Θ−1)−1 =
−Θ−1 (I +M2refD44Θ−1 +M4ref (D44Θ−1)2 + · · · )





ii Hi4 zuru¨ckgegriffen. Sind Hi4 und F4i regula¨r, dann gilt
||D44Θ−1||∞ ≤ ||D44H−1i4 ||∞||DiiF−14i ||∞.
Vernachla¨ssigt man den Einfluß von Randpunkten ist bei der vorliegenden Diskretisie-
rung D33 = F43, bzw. D22 = F42 und ||D44H−1i4 ||∞ ≈ O(1), so daß sich ergibt
||D44Θ−1||∞ ≤ CΘ ≈ O(1).
Beru¨cksichtigt man hingegen Randpunkte, kann die von der Machzahl Mref un-
abha¨ngige Konstante CΘ, abha¨ngig vom Aufwindanteil in der Diskretisierung, groß
werden. Solange die Machzahl aber klein genug gewa¨hlt wird mit M 2ref < 1||D44Θ−1||∞ ,
kann Λ−1 in einer Neumann’schen Reihe entwickelt werden. Dann entha¨lt Λ−1 keine
von 1
Mref
abha¨ngigen Eintra¨ge und ||Λ−1||∞ ≤ C.
Einen besonderen Fall, wenn Randpunkte beru¨cksichtigt werden, stellt die Aufwind-
Diskretisierung, β = 1.0 in Gleichung (3.22) auf Seite 80, dar, der noch genauer be-
trachtet werden soll. Das volle Aufwind-Verfahren ist deswegen interessant, da es sich
in der Praxis zeigt, daß fu¨r eine gute nichtlineare Konvergenz des stationa¨ren Problems
β = 1 gewa¨hlt werden sollte. Bei der vollen Aufwind-Diskretisierung ist Θ nicht mehr
regula¨r, da die Blockmatrizen F42 und F43 Nullzeilen entsprechend der Anzahl an Di-
richletwerten der Geschwindigkeitsunbekannten aufweisen.
In der Regel werden die Dirichletwerte fu¨r die Geschwindigkeitskomponenten an den
gleichen Punkten angegeben, so daß in den Matrizen F42 und F43 die gleichen Nullzei-
len entstehen, die dann auch als Nullzeilen in Θ auftreten. DaD44 regula¨r ist, entstehen
dadurch in Λ Zeilen die von M 2ref abha¨ngen, siehe Gleichung (4.8). Mit Φ˜






















geschrieben werden, wobei Λ̂ nicht mehr von M 2ref abha¨ngt, ||Λ̂||∞ ≤ C.
Entsprechend besitzt Λ−1
Λ−1 = Λ̂−1Φ˜−1, ||Λ̂−1||∞ ≤ C,










−1 und den Gleichun-
gen (4.6) ko¨nnen sukzessive die Blockmatrizen Qij der Inversen Q = J−1stat bestimmt
werden. Sortiert man die Dirichletwerte alle an den Anfang des Lo¨sungsvektors, haben
























 und JA =

A11 0 0 0
0 A22 0 G24
0 0 A33 G34
0 E42 E43 A44
 .
Da die Norm ||JA|| ≤ C ist, muß noch gekla¨rt werden, ob und in welcher Form in QB
1
Mref
Eintra¨ge enstehen. QB hat die Folgende Matrixgestalt.
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QB =
D−111 0 0 0










0 −M2ref Λ−1F42D−122 −M2ref Λ−1F42D−122 M2ref Λ−1
 .
(4.11)
Weist Λ−1 keine 1
M2
ref
Eintra¨ge auf, dann gilt dies auch fu¨r QB und es ist ||QB||∞ ≤ C.






































Ĵinv11 0 0 0
0 Ĵinv22 Ĵinv23 Ĵinv24
0 Ĵinv32 Ĵinv33 Ĵinv34
0 Ĵinv42 Ĵinv43 Ĵinv44
 ,
wobei ΦG mit den Eintra¨gen aus den Matrizen in Gleichung (4.13) und die Block-

















Zur spa¨teren Analyse in der ||.||M Norm wird ΦG mit Φ u¨ber die Beziehung

































































, i 6= 4
ˆˆ
Jinvij = Ĵinvij , sonst.
Die Blockmatrizen ˆˆJinvij sind unabha¨ngig von 1Mref und ko¨nnen mit ||
ˆˆ
Jinvij ||∞ ≤ C
abgescha¨tzt werden .
Haben, wie es bei der vollen Aufwind-Diskretisierung mit β = 1.0 vorkommt, beide
Matrizen F42 und F43 Nullzeilen, dann hat Λ−1 Spalten, die von 1M2
ref
abha¨ngen.
Die Matrizen Λ−1F42 und Λ−1F43 in Gleichung (4.11), weisen die 1M2
ref
Spalten nicht




Spalten in den rechten Blockmatrizen in QB u¨brig, so daß mit Φ˜ aus Glei-
chung (4.9) und mit
Φ̂ =

I 0 0 0
0 I 0 0
0 0 I 0
0 0 0 Φ˜
 (4.16)
QB spektrala¨quivalent umgeformt werden kann
QB = Q˜BΦ̂
−1, mit ||Q˜B||∞ ≤ C. (4.17)
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Zur Bestimmung der Gesamtmatrix J˜−1fix nach Gleichung (4.10), wird noch der Block
QBJA beno¨tigt.
Es gilt
QBJA = Q˜BΦ̂−1JA = Q˜BJA,
da in den Blockmatrizen E42, E43 und damit in JA die gleichen Nullzeilen existieren





















Werden auch hier die Dirichletzeilen wieder in die Gleichungsblo¨cke hinein verscho-





























Zur spa¨teren Verwendung kann aus der Jacobimatrix Jstat ebenfalls Φ−1 abgespaltet
werden mit
Jstat = ΦDĴstatΦ








Ĵstatij = Jstatij , sonst.
ΦD muß vorangestellt werden, damit die Dirichletzeilen wieder zu 1 gesetzt werden.
Entsprechend gilt fu¨r den Fall der vollen Aufwind-Diskretisierung
Jstat = Φ̂AΦDĴstatΦ
−1, ||Ĵstat||∞ ≤ C, (4.20)
mit







Ĵstatij = Jstatij , sonst.
Mit den oben erhaltenen Abscha¨tzungen fu¨r die Matrixnormen werden im Folgen-
den die Eigenschaften und die Eignung iterativer Methoden fu¨r die vollen kompres-
siblen Navier-Stokes-Gleichungen mit der im vorherigen Kapitel vorgestellten Finite-
Volumen-Diskretisierung fu¨r Mref < 1 untersucht.
4.2 Klassische Iterationsverfahren
Bei einem iterativen Verfahren wird zur Lo¨sung des linearen Gleichungssystems, aus-
gehend von einer Startlo¨sung q0, durch sukzessives Hinzufu¨gen einer Korrektur c im
Iterationsschritt i eine neue Lo¨sung bestimmt
qi+1 = qi + c(qi, b).
Ist die exakte Lo¨sung qex des linearen Gleichungssystems fu¨r beliebiges b ∈   n Fix-
punkt der Iteration mit
c(qex, b) = 0,
nennt man das iterative Verfahren konsistent.
Wird die Inverse J−1 des Gleichungssystems durch eine angena¨herte Inverse W−1
ersetzt, kann das Iterationsverfahren in der sogenannten dritten Normalform, siehe z.B.
Hackbusch [20], beschrieben werden
qi+1 − qi = c(qi,b) = W−1(b− Jqi) = W−1di. (4.21)
Mit der exakten Inversen wu¨rde man die Lo¨sung des Gleichungssystems sofort nach
einem Iterationsschritt erhalten. Um eine gute Konvergenz des Verfahrens zu bekom-
men, wird man die regula¨re Matrix W so wa¨hlen, daß man sie leicht invertieren kann
und sie mit ihren Eigenschaften mo¨glichst nahe an die zu approximierende Matrix J
herankommt. Damit der Fixpunkt des Verfahrens auch Lo¨sung des Gleichungssystems
ist, muß die Matrix W zusa¨tzlich die folgende Bedingung erfu¨llen.
Formt man die Iterationsgleichung (4.21) mit Hilfe der Iterationsmatrix S um, so daß
die neue Iterierte als Funktion der alten Iterierten geschrieben werden kann
qi+1 = Sqi −W−1b,
geht durch Vergleich mit Gleichung (4.21) die Konsistenzbedingung
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S = I −W−1J (4.22)
hervor. Eine Multiplikation von links mit W ergibt
J = W −WS = W −R (4.23)
und man erkennt, daß man zur Konstruktion eines Iterationsverfahrens die Matrix J
additiv aufspalten kann, in eine regula¨re, leicht invertierbare Matrix W und die Rest-
matrix R.






angegeben werden. Den Iterationsfehler ei = qi − qex erha¨lt man u¨ber die Beziehung
ei = S
ie0.
Ist das Verfahren konsistent, und ist die Lo¨sung Fixpunkt der Iteration, dann ist das
Verfahren konvergent, wenn der Iterationsfehler ei fu¨r wachsendes i immer kleiner
wird. Mit Hilfe des Spektralradius der Iterationsmatrix S ergibt sich als hinreichende
und notwendige Bedingung fu¨r die Konvergenz
ρ(S) < 1 oder ρ(S) ≤ ‖S‖ < 1. (4.24)
Die Iteration wird meist geda¨mpft, d.h. die Korrektur c(qi, b) wird mit einem Faktor
ω ∈ (0, 1] gewichtet. Es folgt fu¨r das geda¨mpfte iterative Verfahren
S(ω) = I − ωW−1J





Verallgemeinert fu¨hrt eine Zerlegung mit der regula¨ren Matrix K
J = K−1W −R
auf eine Linkstransformation, wa¨hrend eine Aufspaltung
J = WK−1 −R
auf die von Wittum [65] vorgestellte distributive Iteration mit
S = I −KW−1J (4.25)
4.2. Klassische Iterationsverfahren 111
fu¨hrt.
Die Matrizen des Iterationsverfahrens ko¨nnen in einzelne Blockmatrizen unterteilt
werden. Die Matrixmultiplikation erfolgt dann, analog zum skalaren Fall, indem die
einzelnen Blockmatrizen miteinander multipliziert werden. Lassen sich die Blockma-
trizen exakt invertieren, kann die angena¨herte Inverse W−1, und damit die Iterations-
matrix S, bessere Eigenschaften aufweisen und so die Konvergenz des Verfahrens ge-
genu¨ber dem skalaren Fall verbessern. Hier ist das Besetzungsmuster der Blockma-
trizen so zu wa¨hlen, daß sie einfach und schnell invertiert werden ko¨nnen. Geschieht
die Blockung knotenweise, werden die Unbekannten (Geschwindigkeiten, Druck und






























1, .., ρm, p1, ..pm
)
entstehen in der Regel große Blo¨cke, die im Zuge der Iteration nur na¨herungsweise
invertiert werden ko¨nnen. Bei einer knotenweisen Blockung (Punktblockung) ko¨nnen
die verha¨ltnisma¨ßig kleinen Blo¨cke exakt invertiert werden, so daß in den folgenden
numerischen Untersuchungen auf eine Punktblockung zuru¨ckgegriffen wird.
Jacobi-Iteration
Beim geda¨mpften Jacobi-Verfahren wird die Matrix J in die Diagonalmatrix D, mit
Dii = Jii, i = 1, .., n und eine Restmatrix R zerlegt. Mit dem Da¨mpfungsparameter
ω ∈ (0, 1] erha¨lt man die Zerlegung J = W − R, mit W = D
ω
und es ergibt sich die
Iterationsvorschrift
qi+1 − qi = ωD−1(b− J(qi))
mit der Iterationsmatrix
S = I − ωD−1J.
Bei instationa¨ren Problemen mit genu¨gend kleinem Zeitschritt ∆t < O(Mref ∆x) kann
die Jacobimatrix Jinst nach Gleichung (4.4) in 1Mref ΦĴinstΦ−1, mit ||Ĵinst||∞ ≤ C um-
geformt werden. Entsprechendes gilt fu¨r die Eintra¨ge in der Diagonalmatrix Dii =
Jinstii , mit D = 1Mref ΦD̂Φ
−1 und ||D̂−1||∞ ≤ C. Der Spektralradius der Iterationsma-
trix S la¨ßt sich folgendermaßen abscha¨tzen
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ρ(S) = ρ(I − ωD−1Jinst)




= ρ(Φ(I − ωD̂−1Ĵinst)Φ−1)
≤ ||Φ(I − ωD̂−1Ĵinst)Φ−1||M
= ||I − ωD̂−1Ĵinst)||∞ ≤ C.
(4.26)
Der Spektralradius der Jacobi-Iteration ist bei kleinen Zeitschritten von der Machzahl
Mref unabha¨ngig.
Anders verha¨lt es sich fu¨r den stationa¨ren Fall, oder bei Zeitschrittweiten ∆t >
Mref ∆x. Fu¨r den Spektralradius einer Iterationsmatrix mit der angena¨herten Inversen
W−1 gilt
ρ(S) = ρ(I − ωW−1J). (4.27)
Mit der Aufspaltung Jstat = ΦDĴstatΦ−1, aus Gleichung (4.19), erha¨lt man
||ΦDĴstat||∞ ≤ C und kann Gleichung (4.27) mit J¯stat = ΦDĴstat schreiben als
ρ(Φ(I − ωΦ−1W−1J¯stat)Φ−1). (4.28)
Das Iterationsverfahren konvergiert dann unabha¨ngig von 1
M2
ref







Satz 4.1. Erfu¨llt die angena¨herte Inverse die Bedingung ||W˜−1||∞ ≤ C, mit W˜−1 =
Φ−1W−1, dann ist der Spektralradius der Iterationsmatrix S = I−ωW −1Jstat fu¨r den
stationa¨ren Fall unabha¨ngig von 1
Mref
.
Beweis. Der Spektralradius kann mit der ||.||M Norm abgescha¨tzt werden
ρ(I − ωW−1Jstat) ≤ ||I − ωW−1Jstat||M .
Mit Gleichung (4.28) erha¨lt man
||I − ωW−1Jstat||M = ||I − ωΦ−1W−1J¯stat||∞.
Da ||J¯stat||∞ ≤ C und nach Voraussetzung ||W˜−1||∞ = ||Φ−1W−1||∞ ≤ C ist, gilt
auch
ρ(I − ωW−1Jstat) ≤ ||I − ωW˜−1Ĵstat||∞ ≤ C
und damit die Unabha¨ngigkeit von 1
Mref
.
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Erfu¨llt die angena¨herte Inverse die Bedingung ||W˜−1||∞ ≤ C nicht, muß mit ω ∼M 2ref
geda¨mpft werden. Das ist beim Jacobi-Verfahren der Fall, da die Norm der angena¨herte
Inverse D˜−1 des Jacobi-Verfahrens sich wie ||D˜−1||∞ ≤ 1M2
ref
verha¨lt.
Das kann mit numerischen Simulationen untermauert werden. Mit den Gleichungen
(4.22) und (4.23) erha¨lt man WS = R bzw. n Gleichungen der Art Wsi = ri zur Be-
rechnung der Spaltenvektoren si aus den Spaltenvektoren ri der Matrizen S undR. Als
Problemstellung dient die einfache Rohrstro¨mung aus Kapitel 5.2 fu¨r unterschiedliche
Machzahlen. Einen guten Kompromiß zwischen Rechenaufwand und Gro¨ße der Ma-
trizen stellt die Verwendung der Gitterebene 1 dar. Hier haben die Matrizen die Gro¨ße
n× n = 100× 100.
































Abbildung 4.1: Zeilensummennorm der Iterationsmatrix S fu¨r eine Machzahl-
unabha¨ngige Da¨mpfung ω = 1.0.
In den Abbildungen 4.1 und 4.2 ist das Verha¨ltnis ‖S
k(ω)‖∞
‖S(ω)‖∞ u¨ber k eines Punktblock-
Jacobi-Verfahrens mit variierenden Werten fu¨r ω aufgetragen.
Wird nicht Machzahl-abha¨ngig geda¨mpft, ergibt sich in ¨Ubereinstimmung mit der
Analyse, eine Divergenz des Block-Jacobi-Verfahrens, deren Sta¨rke von der Machzahl
abha¨ngt, siehe Abbildung 4.1. Wird hingegen der Da¨mpfungsparameter proportional
zu M2ref gewa¨hlt, ist die Norm von der Machzahl unabha¨ngig, wie in Abbildung 4.2
leicht zu erkennen ist. Fu¨r die Machzahl Mref = 10−6 treten Fehler durch Rechenun-
genauigkeiten auf, so daß die Kurve in Abbildung 4.2 nicht auf den anderen zu liegen
kommt.
Um u¨berhaupt Konvergenz erreichen zu ko¨nnen, ist eine starke Da¨mpfung bei kleinen
Machzahlen notwendig, so daß das Jacobi-Verfahren fu¨r den Einsatz im stationa¨ren
Fall unpraktikabel ist.



































Abbildung 4.2: Zeilensummennorm der Iterationsmatrix S fu¨r eine Machzahl-
abha¨ngige Da¨mpfung ω = M 2ref .
Gauß-Seidel-Iteration und SOR-Verfahren
Das Gauß-Seidel-Verfahren greift auf die bereits wa¨hrend der Iteration neu bestimmten
Werte zur Berechnung der restlichen Unbekannten zuru¨ck.
Mit der Aufspaltung J = (L + D) − R, bzw. W = (L + D) ergibt sich fu¨r das mit
ω ∈ (0, 1] geda¨mpfte Gauß-Seidel-Verfahren:
qi+1 − qi = ω(L+D)−1(b− J(qi)), S = I − ω(L+D)−1J.
Bei einem SOR-Verfahren wird zusa¨tzlich zur mo¨glichen Da¨mpfung mit ω der Ein-
fluß der Hauptdiagonalen D mit Hilfe des Relaxationsparameters κ gesta¨rkt oder ge-
schwa¨cht, indem die Matrix mit J = (L+ 1
κ
D)−R, bzw. W = (L+ 1
κ
D) aufgespaltet
wird. Fu¨r eine Relaxation mit κ = 1 erha¨lt man wieder das geda¨mpfte Gauß-Seidel-
Verfahren. Die SOR-Iteration bzw. die Iterationsmatrix S lassen sich folgendermaßen
formulieren
qi+1 − qi = ωκ(κL+D)−1(b− J(qi)), S = I − ωκ(κL+D)−1J.
Wie bereits beim Jacobi-Verfahren wird zwischen instationa¨rem und stationa¨rem Pro-
blem unterschieden.
Bei instationa¨ren Problemen mit genu¨gend kleinem Zeitschritt ∆t < O(Mref ∆x)
kann der Spektralradius der Iterationsmatrix S analog den Betrachtungen beim Jacobi-
Verfahren mit κL+D = 1
Mref
Φ ̂(κL+D)Φ−1 und Jinst = 1Mref ΦĴinstΦ
−1 umgeformt
werden. Da sowohl || ̂(κL+D)||∞ ≤ C als auch ||Ĵinst||∞ ≤ C unabha¨ngig von 1Mref
sind, la¨ßt sich auch hier fu¨r den Spektralradius abscha¨tzen
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ρ(S) ≤||I − ωκ(κL+D)−1Jins||M
||I − ωκ ̂(κL+D)−1Ĵins||∞ ≤ C.
Bei stationa¨ren Problemen verha¨lt sich das Gauß-Seidel/SOR-Verfahren ebenfalls ana-
log der Jacobi-Iteration. Um dies zu zeigen wir die Iterationsmatrix S in der Form
S = I − ωκ(κD−1L+ I)−1D−1Jstat,
weiter vereinfacht. Da ρ(κD−1L) < 1 ist und D−1L echte untere Dreiecksmatrix ist,
kann deren Inverse in einer endlichen Neumannreihe entwickelt werden.












= I −KD−1Jstat n : Anzahl der Unbekannten
(4.29)
Die Gauß-Seidel/SOR-Iteration ist nach Gleichung (4.29) und Gleichung (4.25)
eine distributive Jacobi-Iteration. Die angena¨herte Inverse W−1 des Gauß-Seidel-


































Abbildung 4.3: Zeilensummennorm der Iterationsmatrix S fu¨r eine Machzahl-
unabha¨ngige Da¨mpfung ω = 1.0 und κ = 1.0.
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Wie die Jacobi-Iteration auch, erfu¨llt Gauß-Seidel nach Satz 4.1, die Bedingung
||W˜−1||∞ ≤ C an die angena¨herte Inverse nicht, so daß proportional mit M 2ref
geda¨mpft werden muß.
Aus Gleichung (4.29) wird auch ersichtlich, daß es effektiver ist die Da¨mpfung u¨ber
den Relaxationsfaktor κ einzufu¨hren. Der eigentliche Da¨mpfungsparameter ω muß in
der Regel kleiner ausfallen, um die Potenzen von D−1L bei großen Nebendiagonal-































Abbildung 4.4: Zeilensummennorm der Iterationsmatrix S fu¨r ein Block-Gauß-
Seidel-Verfahren mit einer Machzahl-abha¨ngigen Relaxation ω = 0.1
und κ = M 2ref .
Wie bei der Jacobi-Iteration im vorherigen Abschnitt, wird das Verhalten der Itera-
tionsmatrix S des Gauß-Seidel-Verfahrens an Hand numerischer Experimente verifi-
ziert. In den Abbildungen 4.3 und 4.4 ist die Norm ‖S
k‖∞
‖S‖∞ u¨ber den Iterationsza¨hler k
abgebildet. Ohne Da¨mpfung, mit κ = ω = 1.0, divergiert das Verfahren wie erwartet.
Die Machzahlabha¨ngigkeit ist so groß, daß bereits bei Mref = 10−3 Rechenungenau-
igkeiten die Lo¨sung bestimmen, siehe Abbildung 4.3.
Fu¨r das mit κ = M 2ref relaxierte SOR-Verfahren divergiert die Lo¨sung zwar nicht mehr,
die Konvergenzrate liegt aber nahe bei 1. Damit ist auch Gauß-Seidel, bzw. SOR als
Iterationsverfahren nicht praktikabel, da die Korrektur fu¨r Mref → 0 verschwindet.
Bemerkung. Auch ein symmetrisches SOR-Verfahren mit W = (D+L)D−1(D+U)
erfu¨llt nicht die Bedingung an die angena¨herte Inverse. Nach
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hat auch hier die angena¨herte Inverse W−1 einen Anteil D−1, so daß die Aufspaltung




generieren. Damit ist ||W˜−1||∞ ≤ CM2
ref
und es muß mit ω ∼M 2ref geda¨mpft werden.
Unvollsta¨ndige Dreieckszerlegung (ILU)
Bei der exakten Dreieckszerlegung J = LU mit der linken unteren Dreiecksmatrix L
und der rechten oberen Dreiecksmatrix U , entstehen Nichtnulleintra¨ge in den Matri-
zen L und U , die in der Ausgangsmatrix J nicht enthalten waren. Um das Auffu¨llen
wa¨hrend der Zerlegung zu verhindern, werden bei der unvollsta¨ndigen Dreieckszerle-
gung (ILU) nur Eintra¨ge nach einem bestimmten Besetzungsmuster in die Dreiecks-
matrizen L und U eingetragen, wodurch eine Restmatrix R entsteht
J = LU −R.
Bei der unvollsta¨ndigen Dreieckszerlegung wird das Besetzungsmuster der Matrix J
beim Aufbau der Dreiecksmatrizen L und U zu Grunde gelegt. Bei diesem mit ILU0
bezeichneten Verfahren, werden nur solche Eintra¨ge in L und U zugelassen, die auch
schon in J vorhanden sind.
Analog zu den bisher vorgestellten Verfahren ergibt sich fu¨r das mit ω ∈ (0, 1]
geda¨mpfte ILU -Verfahren
qi+1 − qi = ωU−1L−1(b− J(qi)), S = I − ωU−1L−1J.
Die Abscha¨tzung der Matrixnorm ||S|| gestaltet sich fu¨r das ILU -Verfahren nicht so
einfach wie fu¨r die bisher vorgestellten Verfahren, da die Eintra¨ge in U−1 und L−1
nicht einfach analytisch zu bestimmen sind. Es erfolgt hier nur eine experimentelle
Abscha¨tzung des Spektralradius ρ(S).
Wie bei den beiden vorherigen iterativen Verfahren, wird zur Bestimmung des Spek-
tralradius der Iterationsmatrix S das Verha¨ltnis der Normen ‖S
k(ω)‖∞
‖S(ω)‖∞ herangezogen.
Die Ergebnisse fu¨r unterschiedliche Machzahlen fu¨r ein Punktblock-ILU0-Verfahren
sind in Abbildung 4.5 aufgetragen. Selbst ungeda¨mpft, ω = 1.0, ist der Spektralradius
des Punkblock-ILU0-Verfahrens kleiner als 1 und unabha¨ngig von der Machzahl.
Demnach erfu¨llt die angena¨herte Inverse der Punktblock-ILU0-Iteration die Bedin-
gung W˜−1 = Φ−1W−1 mit ||W˜−1||∞ = C.




































Abbildung 4.5: Eigenschaften der ungeda¨mpften Iterationsmatrix S(1), mit ω = 1.0.
4.3 Mehrgitterverfahren
In den bisher beschriebenen Iterationsverfahren klingen hochfrequente Fehleranteile
sehr schnell ab, wa¨hrend langwellige Fehleranteile, d.h. deren Wellenla¨nge deutlich
gro¨ßer ist als die aktuelle Gitterweite ∆x, nur sehr langsam reduziert werden, siehe
z.B. Hackbusch [19] oder Wesseling [63]. Ist die Konvergenzrate zu Beginn noch gut,
wird sie im Verlauf der Iteration immer schlechter, da die langwelligen Fehleranteile
nur langsam verringert werden. Dieser Effekt wird sta¨rker je feiner das Gitter wird.
Da der Begriff
”
langwellig“ immer im Bezug zur jeweiligen Gitterweite ∆x zu verste-
hen ist, ist die Idee beim Mehrgitterverfahren, den langwelligen Fehleranteil auf ein
gro¨beres Gitter mit einer gro¨ßeren Gitterweite ∆x > ∆x zu u¨bertragen und dort itera-
tiv zu lo¨sen. Fu¨r den iterativen Lo¨ser auf dem Gitter mit der Gitterweite ∆x ist dann der
Fehler weniger
”
langwellig“ und man erreicht ein besseres Konvergenzverhalten. Die
so erhaltene Grobgitterkorrektur muß noch auf das feinere Gitter u¨bertragen werden.
Dieses Zweigitterverfahren kann rekursiv auf n Gitter erweitert werden.
Damit kann man die im Vergleich zu einem Eingitterverfahren zusa¨tzlich notwendigen
Bestandteile eines Mehrgitterverfahrens zusammenfassen. Neben einem Iterationsver-
fahren, das die kurzwelligen Fehleranteile verringern soll, auch Gla¨tter genannt, wird
eine Hierarchie von Gittern mit unterschiedlicher Gitterweite ∆x beno¨tigt. Die Trans-
feroperatoren haben die Aufgabe, die Fehleranteile auf das na¨chst gro¨bere Gitter zu
u¨bertragen (Restriktion r) und im Gegenzug die Korrektur, die auf dem groben Gitter
bestimmt wurde, auf das feine Gitter zu interpolieren (Prolongation p). Der Grobgitter-
operator soll dabei eine mo¨glichst gute Korrektur der Lo¨sung auf dem groben Gitter
erzeugen.
Ein Zweigitterverfahren ist in Gleichung (4.30) formal beschrieben. Der Index l be-
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zeichnet die aktuelle Gitterebene der Gitterhierarchie mit n Gittern. S ist das iterative
Lo¨sungsverfahren, das als Gla¨tter die kurzwelligen Fehleranteile auf der aktuellen Git-
terebene verringern soll. Die Restriktion r und Prolongation p bezeichnen die Transfer-
operatoren, wa¨hrend Jl−1 die Grobgittermatrix bezeichnet. Liest man die Gleichung
von rechts nach links wird an Hand des Zweigitterverfahrens der prinzipielle Aufbau
eines Mehrgitterverfahrens, mit ν˜ Nachgla¨ttungsschritten und ν Vorgla¨ttungsschritten
fu¨r b = 0 deutlich.
qi+1 = S
ν˜(I − pJ−1(l−1)rJ(l))Sνqi (4.30)
Zur Vereinfachung wird der Fall ohne Nachgla¨ttung mit ν˜ = 0 betrachtet. Man erha¨lt
qi+1 = (I − pJ−1(l−1)rJ(l))Sν︸ ︷︷ ︸
ZGS
qi.
Analog zum Eingitter-Iterationsverfahren la¨ßt sich als Bedingung fu¨r die Konvergenz
des Zweigitterverfahrens ableiten
ρ(ZGS) < 1 oder ρ(ZGS) ≤ ‖ZGS‖ < 1.
Eine ausfu¨hrliche Beschreibung der Konvergenztheorie von Mehrgitterverfahren ist in
Hackbusch [19], Wesseling [63] oder in Wittum [66] zu finden. Das Gesamtverfahren
wird dabei nach Gleichung (4.31)
‖ZGS‖ = ‖(J−1(l) − pJ−1(l−1)r)(J(l)Sν)‖ ≤ ‖J−1(l) − pJ−1(l−1)r‖‖J(l)Sν‖ (4.31)
in zwei Teile, die Approximationseigenschaft ‖J−1(l) − pJ−1(l−1)r‖ und die Gla¨ttungs-
eigenschaft ‖JlSν‖ aufgespaltet, die beide getrennt voneinander analysiert werden
ko¨nnen. Mit entsprechenden Normen la¨ßt sich die h-Unabha¨ngigkeit des Zweigitter-
verfahrens zeigen. Dabei wird z.B. in Hackbusch [19] fu¨r symmetrisch positive Matri-
zen auf die Spektralnorm oder L2-Norm zur Analyse der Matrizen und der Konvergenz
zuru¨ckgegriffen. Fu¨r unsymmetrische Matrizen greift Reusken [44] auf die Zeilensum-
mennorm zuru¨ck.
Es sei daraufhingewiesen, daß hier die h-Abha¨ngigkeit der Approximations- und
Gla¨ttungseigenschaft nicht na¨her betrachtet wird. Damit ist eine Aussage u¨ber git-
terunabha¨ngige Konvergenz des Zweigitterverfahrens nicht mo¨glich. Vielmehr wird
die Abha¨ngigkeit von der Machzahl Mref betrachtet, um zu zeigen, daß, wenn das
Verfahren z.B. auf einem gegebenen Gitter konvergiert, auch Machzahl-unabha¨ngig
konvergiert.
Das Zweigitterverfahren, aufgespaltet mit der Norm ||.||M in
‖ZGS‖M = ‖(I − pJ−1(l−1)rJ(l))Sν‖M ≤ ‖I − pJ−1(l−1)rJ(l)‖M · ‖Sν‖M (4.32)
mit der Approximationseigenschaft
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CACS(ν) < 1 (4.33)
ist. Sind die Konstanten CA und CS(ν) unabha¨ngig von 1Mref und gilt die Bedingung
4.33, dann konvergiert das Zweigitterverfahren unabha¨ngig von der Machzahl. Die
Unabha¨ngigkeit der Konstanten von der Machzahl soll im Folgenden gezeigt werden.
Zur Untersuchung der Gla¨ttereigenschaft wird wiederrum zwischen stationa¨rem und
instationa¨rem Problem unterschieden. Analog Gleichung (4.26) kann fu¨r den instati-
ona¨ren Fall der Gla¨tter S umgeformt werden zu
Sinst = Φ(I − ωŴ−1Ĵinst)Φ−1 = ΦŜinstΦ−1, mit ||Ŝinst||∞ ≤ C. (4.34)
Erfu¨llt im stationa¨ren Fall die angena¨herte Inverse des Gla¨tters die Bedingung
||W˜−1||∞ = ||Φ−1W−1||∞ ≤ C, dann gilt nach Satz 4.1 zusammen mit Gleichung
(4.28) auch fu¨r den stationa¨ren Fall
Sstat = Φ(I − ωŴ−1J¯stat)Φ−1 = ΦŜstatΦ−1, mit ||Ŝstat||∞ ≤ C. (4.35)
Damit kann der Gla¨tter sowohl fu¨r den stationa¨ren, als auch fu¨r den instationa¨ren Fall




||Sνinst||M = ||Ŝνinst||∞ ≤ C instS (ν)
||Sνstat||M = ||Ŝνstat||∞ ≤ CstatS (ν)
Bemerkung. Fu¨r einen Gla¨tter wird man CS(ν) → 0 fu¨r ν → ∞ fordern. In Abbil-
dung 4.5 erkennt man, daß das BlockILU0-Verfahren dies auch fu¨r den schwierigeren
stationa¨ren Fall erfu¨llt.
Zur Betrachtung der Approximationseigenschaft wird ebenfalls zwischen stationa¨rer
und instationa¨rer Problemstellung unterschieden.
Im instationa¨ren Fall bei genu¨gend kleinem Zeitschritt ∆t < O(Mref ∆x) ko¨nnen die







(l) , mit ||Ĵ(l)inst ||∞ ≤ C




(l−1), mit ||Ĵ−1(l−1)inst ||∞ ≤ C,
so daß sich fu¨r die Approximationseigenschaft schreiben la¨ßt








I − Φ−1(l) pΦ(l−1)Ĵ−1(l−1)instΦ−1(l−1)rΦ(l)Ĵ(l)inst
)
Φ−1(l) ||M
Gilt fu¨r die beiden Transferoperatoren p und r
Φ−1(l) pΦ(l−1) = p, mit ||p||∞ ≤ C
Φ−1(l−1)rΦ(l) = r, mit ||r||∞ ≤ C,
(4.36)








Φ−1(l) ||M ≤ CA. (4.37)
Die Bedingungen Φ−1(l) pΦ(l−1) = p und Φ
−1
(l−1)rΦ(l) = r an die Transferoperatoren
sind erfu¨llt, wenn bei gleichungsweiser Blockung nur Diagonalblo¨cke in den Trans-
feroperatoren existieren. Bei den meisten Restriktions- und Prolongationsverfahren,
die auf den Ansatzfunkten des Gitters beruhen ist dies der Fall. Existiert ein ν, mit
CACS(ν) < 1, dann ist fu¨r den instationa¨ren Fall bei genu¨gend kleinem Zeitschritt
∆t ∼ O(Mref ∆x), die Konvergenz des Zweigitterverfahrens von der Machzahl un-
abha¨ngig.
Im stationa¨ren Fall hingegen kann es, abha¨ngig vom verwendeten Restriktionsoperator
r, zu einer von 1
Mref
abha¨ngigen Approximationseigenschaft kommen.
Zur Restriktion werden sowohl die Injektion rin
rin =

1 0 0 0 0 0 0 0 0
0 0 1 0 0 0 0 0 0
0 0 0 0 0 0 1 0 0
0 0 0 0 0 0 0 0 1
 ,
als auch die Adjungierte der Prolongation rbi = p∗, mit
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p =

1 0 0 0
0.5 0.5 0 0
0 1 0 0
0.5 0 0.5 0
0.25 0.25 0.25 0.25
0 0.5 0 0.5
0 0 1 0
0 0 0.5 0.5
0 0 0 1

,
verwendet. Die Grobgitter- und Feingitterknoten zu den beiden angegebenen Transfer-










Abbildung 4.6: Gitterausschnitt mit Grobgitterknoten c und Feingitterknoten f .
An Hand numerischer Experimente kann die Abha¨ngigkeit der Approximationseigen-







‖q‖2 u¨ber der Euklidnorm ‖d‖2 = ‖J(l)q‖2 fu¨r die beiden
unterschiedlichen Restriktionen rbi und rin fu¨r ein Zweigitterproblem aufgetragen. Die
Invertierung von J−1(l−1)rJ(l)q wurde mit einer exakten LU-Zerlegung durchgefu¨hrt.
Nimmt man als Restriktion die Adjungierte der Prolongation rbi = p∗, ist die Euklid-
norm abha¨ngig von der Machzahl Mref . Das wird in Abbildung 4.7 deutlich.
Benutzt man eine einfache Injektion als Restriktionsoperator rin ist die Euklidnorm
hingegen von der Machzahl Mref unabha¨ngig, siehe Abbildung 4.8.
Bemerkung. Fu¨r kleine Machzahlen kann die Norm des Defektes ‖d‖2 durch die
schlechte Kondition der Matrix J nur bis zu einer Machzahl-abha¨ngigen Schranke
reduziert werden (vgl. Abbildung 2.8 in Kapitel 2.8.3). Deshalb ko¨nnen nicht alle Kur-
ven in den Abbildungen 4.7 und 4.8 u¨ber den vollen Defektbereich angegeben werden.
Die Machzahl-abha¨ngige Grobgitterkorrektur fu¨r p∗ kann auch
”
physikalisch“ ver-
anschaulicht werden. Durch den Transfer des Defektes d auf das grobe Gitter mit p∗























































‖q‖2 in Abha¨ngigkeit von ‖d‖2 =
‖J(l)q‖2 fu¨r r = p∗.
Grobgitterpunkte verteilt. Die Verteilung basiert allein auf den Elementansatzfunktio-
nen. Daraus resultiert eine ku¨nstlich erzeugte Quellverteilung auf dem groben Gitter,
die bei der Assemblierung der Grobgittermatrix nicht beru¨cksichtigt wird. Durch die
Multiskalenkopplung enstehen so Korrekturen c ∼ 1
Mref
.
Die Abha¨ngigkeit der Approximationseigenschaft vom Restriktionsoperator r im sta-
tiona¨ren Fall soll na¨her betrachtet werden.
Die Blockmatrizen QA und QB der Inversen J−1stat in Gleichung (4.10) ko¨nnen in der




aufweisen. Somit sind im folgenden zwei Fa¨lle zu unterscheiden.
• 1.Fall:
QB besitzt keine 1M2
ref






D(l−1), mit || ˆˆJ−1(l−1)stat ||∞ ≤ C.
Die Matrix Jstat kann nach Gleichung (4.19) als
Jlstat = ΦD(l)ĴlstatΦ
−1
(l) , mit ||Ĵlstat ||∞ ≤ C
geschrieben werden, so daß sich fu¨r die Norm der Approximationseigenschaft
schreiben la¨ßt:


































































D(l−1)rΦD(l) werden durch Φ
−1




skaliert, die zu Dirichletwerten auf dem feinen Gitter geho¨ren. Im Restriktions-
operator r sind diese Zeilen Nullzeilen, so daß
Φ−1
D(l−1)rΦD(l) = rΦD(l)
gesetzt werden kann. Da ΦD(l) in r nur Spalten mit dem Faktor M 2ref skaliert,
kann weiterhin abgescha¨tzt werden
||rΦD(l)||∞ ≤ C. (4.38)
Wie im instationa¨ren Fall ist Φ−1l pΦl−1 = p, mit ||p||∞ ≤ C. Damit kann die




‖I − pJ−1(l−1)statrJ(l)stat‖M = ||Φ(l)
(
I − p ˆˆJ−1(l−1)statrΦD(l)Ĵ(l)stat
)





Bei einer vollen Aufwinddiskretisierung der Transportterme in der Impulsglei-
chung besitzt QB Spalten, die von 1M2
ref
abha¨ngig sind. Dann kann die Inverse







A(l−1), mit ||Ĵ−1(l−1)stat ||∞ ≤ C.
Auch die Feingittermatrix la¨ßt sich nach Gleichung (4.20) aufspalten in
J(l)stat = Φ̂A(l)ΦD(l)Ĵ(l)statΦ
−1
(l) , mit ||Ĵ(l)stat ||∞ ≤ C.
Es ergibt sich fu¨r die Approximationseigenschaft folgende Form
||I − pΦ(l−1) ˆˆJ−1(l−1)statΦ−1D(l−1)Φ̂−1A(l−1)rΦ̂A(l)ΦD(l)Ĵ(l)statΦ−1(l) ||M
= ||Φ(l)
(
I − Φ−1(l) pΦ(l−1) ˆˆJ−1(l−1)statΦD(l−1))Φ̂−1A(l−1)rΦ̂A(l)ΦD(l)Ĵ(l)stat
)
Φ−1(l) ||M




A(l−1)rΦ̂A(l)ΦD(l)||∞ ≤ C, (4.40)
um eine von 1
M2
ref
unabha¨ngige Approximationseigenschaft zu erhalten. Mit r̂ =
Φ−1
D(l−1)rΦD(l) = rΦD(l) und der Abscha¨tzung ||rΦD(l)||∞ ≤ C aus Gleichung
(4.38) ergibt sich als Bedingung an die Restriktion
||Φ̂−1
A(l−1)r̂Φ̂A(l)||∞ ≤ C,
Durch Φ̂−1A wird in r̂ nicht mehr ein ganzer Gleichungsblock mit 1M2
ref
multipli-
ziert, sondern nur einzelne Zeilen innerhalb dieses Gleichungsblockes. Mit Φ̂A
werden die korrespondierenden Spalten mit M 2ref skaliert.







gilt. Damit erfu¨llt die Injektion die Bedingung (4.40).
126 4. Iterative Lo¨sungsverfahren fu¨r lineare Gleichungssysteme
Ein Restriktionsoperator auf Basis der Adjungierten Prolongation rbi = p∗ erha¨lt
in Φ̂−1




abha¨ngen, da r̂bi in den Blo¨cken Neben-
diagonaleintra¨ge besitzt.













Die beiden Ungleichungen (4.41) ko¨nnen jetzt zur Abscha¨tzung der Approxima-
tionseigenschaften bei beiden Restriktionsoperatoren verwendet werden. Dabei
ist die Approximationseigenschaft unter Verwendung der Injektion unabha¨ngig
von der Machzahl mit
‖I − pJ−1(l−1)statrinJ(l)stat‖M = ||Φ(l)
(
I − p ˆˆJ−1(l−1)statrinĴ(l)stat
)
Φ−1(l) ||M ≤ C,
(4.42)
wa¨hrend fu¨r einen Restriktionsoperator auf Basis der Adjungierten der Prolon-
gation sich eine Machzahl-abha¨ngige Approximationseigenschaft ergibt









und so zu Machzahl-abha¨ngigen Grobgitterkorrekturen fu¨hrt, wie in Abbildung
4.7 dargestellt wurde.
Die bisherigen Betrachtungen waren auf das Zweigitterverfahren beschra¨nkt und es
bleibt zu zeigen, daß sich die Machzahl-Unabha¨ngigkeit eines Zweigitterverfahrens
auch auf Mehritterverfahren u¨bertragen lassen.
Ein Mehrgitterverfahren MGS kann man sich als rekursiv verschachtelte Zweigitter-
verfahren vorstellen. Der prinzipielle Aufbau eines geometrischen linearen Mehrgit-
terverfahrens ist in Algorithm 1 dargestellt. Den rekursiven Aufruf der Grobgitterkor-
rektur kann man leicht erkennen.
Es bezeichnet γ = 1 den V-Zyklus, wa¨hrend man fu¨r γ = 2 den W-Zyklus erha¨lt.





Algorithm 1 Mehrgitterverfahren MGS(l, ν˜, ν)







d(l) = b(l) − J(l)q(l) {neuer Defekt}
d(l−1) = r(l)d(l) {Restriktion}
c(l−1) = 0
for (i = 1, . . . , γ) do
MGS(l − 1, ν˜, ν) {Grobgitterkorrektur}
end for




Satz 4.2. Ist das Zweigitterverfahren ZGS(l, l− 1) auf Gitterebene l mit der Grobgit-
terkorrektur von Gitterebene l− 1 unabha¨ngig von 1
Mref
, mit ||ZGS(l, l− 1)||M < C,
dann ist auch das Mehrgitterverfahren MGS(l, ν˜, ν) aus Algorithmus 1 unabha¨ngig
von 1
Mref
, mit ||MGS(l, ν˜, ν)||M < C.
Beweis. Das kann durch Induktion gezeigt werden. Zur Vereinfachnung wird die
Nachgla¨ttung vernachla¨ssigt ν˜ = 0.
Nach Gleichung (4.32), zusammen mit den Gleichungen (4.34), (4.35), bzw. den Glei-
chungen (4.37), (4.42), gilt fu¨r das Zweigitterverfahren, wenn es 1
Mref
unabha¨ngig ist,
ZGS(l, l − 1) = Φ(l)ẐGS(l, l − 1)Φ−1(l) , mit
||ZGS(l, l − 1)||M = ||ẐGS(l, l − 1)||∞ < C
(4.43)
Fu¨r l = 1 ist das Mehrgitterverfahren identisch mit dem Zweigitterverfahren
ZGS(1, 0), so daß




M̂GS(1, 0, ν) = ẐGS(1, 0), und ||M̂GS(1, 0, ν)||∞ < C.
Fu¨r beliebiges l kann die Mehrgittermatrix MGS nach Wesseling [63], mit Theorem
8.5.1 auf Seite 185 umgeformt werden zu
MGS(l + 1, 0, ν) = ZGS(l + 1, l) + p(MGS(l, 0, ν))γJ−1(l) rJ(l+1)S
ν (4.44)
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Gilt fu¨r MGS(l, 0, ν)
MGS(l, 0, ν) = Φ(l)M̂GS(l, 0, ν)Φ
−1
(l) , mit ||M̂GS(l, 0, ν)||∞ < C (4.45)
Dann folgt mit




(l+1), und ||Ĵ−1(l) r̂Ĵ(l+1)||∞ < C (4.46)




(l+1), ||Ŝ(l+1)||∞ ≤ C (4.47)
und Gleichung (4.44)
MGS(l + 1, 0, ν) = Φ(l+1)ẐGS(l + 1, l)Φ
−1
(l+1)






Mit p = Φ−1pΦ aus Gleichung (4.36) ergibt sich
MGS(l + 1, 0, ν) =
Φ(l+1)
(







und mit den Abscha¨tzungen aus Gleichungen (4.43), (4.45), (4.46), (4.47) erha¨lt man
die 1
Mref
-Unabha¨ngigkeit auch fu¨r das Mehrgitterverfahren auf Ebene l + 1
||MGS(l + 1, 0, ν)||M = ||M̂GS(l + 1, 0, ν)||∞ ≤ C.
Im Folgenden sind mittlere lineare Konvergenzraten eines geometrischen Mehrgit-
terverfahrens fu¨r eine stationa¨re kompressible Kanalstro¨mung bei unterschiedlichen
Machzahlen angegeben. Die genaue Geometrie und Konfiguration des Problems sind
in Kapitel 5.1 zu finden.
Die mittlere lineare Konvergenzrate ist definiert u¨ber den Anfangsdefekt dm und den







, mit k > m (4.48)


































Abbildung 4.9: Defektreduktion κ(i−1),i des Mehrgitterverfahrens MGS(5, 2, 2) mit
V-Zyklus und je 2 Vor- und Nachgla¨ttungsschritten. Als Gla¨tter wird
das Block-ILU0-Verfahren verwendet.
Die lineare Defektreduktion κ(i−1),i eines geometrischen Mehrgitterverfahrens ist in
Abbildung 4.9 u¨ber die Anzahl der Iterationen dargestellt. Hierfu¨r wurde ein beliebi-
ger nichtlinearer Schritt des Newton-Verfahrens ausgewa¨hlt. Es wurde ein geometri-
sches Mehrgitter-Verfahren mit V-Zyklus u¨ber 5 Gitterebenen verwendet, mit jeweils
2 Vor- und 2 Nachgla¨ttungsschritten MGS(5, 2, 2). Ein Block-ILU0-Verfahren kam
als Gla¨tter zum Einsatz. Wie sich in Abbildung4.9 zeigt sind die Defektreduktionen
unabha¨ngig von der Machzahl. Lediglich fu¨r eine Machzahl Mref = 10−6 treten erste
Rundungsfehler auf.
Verfahren κ0,5 κ0,10 κ0,20 κ5,10 κ10,15 κ15,20
MGS(5,2,2) ohne 0.410 0.589 0.736 0.846 0.889 0.951
MGS(5,2,2) V-Zyklus 0.336 0.559 0.724 0.928 0.922 0.954
MGS(5,2,2) W-Zyklus 0.341 0.559 0.724 0.914 0.924 0.951
Tabelle 4.1: Vergleich mittlerer linearer Konvergenzraten.
In Tabelle 4.1 sind gemittelte Konvergenzraten des geometrischen Mehrgitterverfah-
rens MGS(5, 2, 2) mit einem Block-ILU0-Gla¨tter fu¨r den W-Zyklus, den V-Zyklus
und ohne Grobgitterkorrektur (γ = 0) angegeben. Mit zunehmender Anzahl linearer
Iterationsschritte nimmt die Konvergenzbeschleunigung durch die Grobgitterkorrektur
ab, d.h. der Grobgitteroperator ist noch nicht optimal an das Problem angepaßt.
130 4. Iterative Lo¨sungsverfahren fu¨r lineare Gleichungssysteme
Wenn nur eine geringe lineare Defektreduktion pro nichtlinearem Schritt und damit
wenige lineare Iterationen, beno¨tigt werden, bringt das Mehrgitterverfahren eine Kon-
vergenzbeschleunigung, siehe κ0,5 in Tabelle 4.1. Ist eine große Anzahl beno¨tigter li-
nearer Schritte gefordert, bringt die Grobgitterkorrektur nur wenig
”
Konvergenzge-
winn“ ein, siehe κ0,20.
Abschließend sollt die Konvergenzrate κ0,20 geometrischer Mehrgitterverfahren mit
den Konvergenzraten von Eingitterverfahren verglichen werden. Dafu¨r werden die Ein-
gitterverfahren Block-ILU0, GMRES mit ILU0 Vorkonditionierung und geometrische
Mehrgitter-Verfahren(MGS) mit V-Zyklus bei unterschiedlicher Gla¨ttungsanzahl be-
nutzt. Beim GMRES werden 4 alte Suchrichtungen zur Bestimmung der neuen Such-
richtung verwendet. Die Mehrgitterverfahren benutzen die Injektion als Restriktion.
In Abbildung 4.10 sind fu¨r eine Machzahl von 10−3 die mittleren linearen Konvergenz-


































Abbildung 4.10: Gemittelte lineare Konvergenzrate von geometrischen Mehr-
gitterverfahren(MGS) im Vergleich mit den Eingitterverfahren
Punktblock-ILU0 und GMRES mit Punktblock-ILU0 vorkonditio-
niert, aufgetragen u¨ber nichtlineare Iterationen.
Die Konvergenzrate aller Verfahren wird mit zunehmender nichtlinearer Iterations-
zahl schlechter. Das Punktblock-ILU0 Im Vergleich zur Krylov-Unterraummethode
GMRES(4) schneidet das Mehrgitter mit jeweils 4 Vor- und Nachgla¨ttungsschritten
vergleichbar gut ab.
Interessant sind dabei die absoluten Rechenzeiten, die fu¨r ausgesuchte Verfahren in
Tabelle 4.2 angegeben sind. Wird eine lineare Defektreduktion von 10−5 gefordert,
wird pro nichtlinearem Schritt, eine große Anzahl linearer Iterationsschritte beno¨tigt.
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Wie nach Tabelle 4.1 zu erwarten, schneiden die Mehrgitterverfahren schlechter ab,
als die untersuchten Eingitterverfahren. Wird dagegen nur eine Defektreduktion von
0.5 verlangt, sind die betrachteten Mehrgitterverfahren leicht besser. In Klammern ist
zusa¨tzlich die Anzahl beno¨tigter nichtlinearer Iterationsschritte angegeben.
Verfahren ILU MGS(5,2,2) GMRES(2) MGS(5,4,4) V GMRES(4)
V-Zyklus V-Zyklus
∆d = 10−5 845(4) 1073(4) 1311(4) 1090(4) 821(5)
∆d = 0.5 117(8) 104(6) 125(6) 103(5) 122(6)
Tabelle 4.2: Vergleich absoluter Rechenzeiten in Sekunden. Die Anzahl der beno¨tig-
ten nichtlinearen Schritte ist in Klammer hinter der Zeitangaben angege-
ben.
5. Numerische Simulationen
Das vorliegende Kapitel gliedert sich grob in drei Teile. Stationa¨re Simulationen der
kompressiblen Navier-Stokes-Gleichungen fu¨r kleine Machzahlen stellen fu¨r das ite-
rative Lo¨sungsverfahren eine große Herausforderung dar. Deshalb werden zuna¨chst
stationa¨re Simulationen ohne akustische Wellen durchgefu¨hrt. Als Testbeispiel dient
dabei eine zweidimensionale Kanalstro¨mung mit Beule.
Im zweiten Abschnitt werden zeitabha¨ngige Probleme mit aeroakustischen Lo¨sungen
betrachtet. Mittels einer laufenden Schallwelle in einem durchstro¨mten Kanal werden
die Ergebnisse des Kapitels 3 im Bezug auf Dispersions- und Da¨mpfungsfehler ve-
rifiziert. Anhand der Vera¨nderung der Amplitude und Phasenlage der Welle ko¨nnen
Ru¨ckschlu¨sse auf die eingetragenen Dispersions- und Da¨mpfungsfehler getroffen wer-
den. Hierbei wird die physikalische Da¨mpfung vernachla¨ssigt, indem die Viskosita¨t zu
Null gesetzt wird.
Im dritten Abschnitt entstehen akustische Wellen als Folge stro¨mungsmechanischer
Effekte. Als Fallbeispiel dient dabei die Schallabstrahlung einer umstro¨mten Hinter-
kante endlicher Dicke durch die auftretende Wirbelschleppe. Da hierbei Turbulenzla¨rm
nicht beru¨cksichtigt werden soll, werden die viskosen Terme vernachla¨ssigt. Dabei
werden die akustischen Randbedingungen aus Kapitel 3.7 verwendet und getestet.
5.1 Stationa¨re Stro¨mungssimulationen bei kleinen Machzahlen
Zuna¨chst wird eine kompressible Stro¨mung fu¨r kleine Machzahlen betrachtet, bei der
keine akustischen Wellen auftreten oder zu erwarten sind. In fru¨heren Publikationen
wurde der Kanal mit Beule als Benchmark fu¨r Simulationen bei kleinen Machzahlen
benutzt, z.B. in Metzner [33] oder Bijl [7], der auch in diesem Abschnitt verwendet
wird. Die La¨nge der Beule entspricht der Kanalho¨he und die Beulenho¨he wird fu¨r
Unterschallstro¨mungen mit 10% der Gesamtkanalho¨he festgelegt. Die Form der Beule
entspricht einem Kreisabschnitt.
In Abbildung 5.1 ist das Berechnungsgitter auf Gitterebene 1 dargestellt. Mit steigen-
dem Index werden die Gitter u¨ber uniforme Verfeinerung erzeugt.
Das Fluid stro¨mt von links nach rechts, so daß am linken Rand die Einstro¨mbedin-
gungen, am rechten Rand die Ausstro¨mbedingungen zu setzen sind. Analog einer rei-
bungsfreien Simulation werden an den u¨brigen Ra¨ndern Slip-Randbedingungen ver-
wendet.
Nach den ¨Uberlegungen in Abschnitt 3.7 auf Seite 87 werden fu¨r kleine Machzah-
len Mref < 1 am Einstro¨mrand die Geschwindigkeiten und die Dichte vorgegeben,
wa¨hrend am Ausstro¨mrand der Druckwert angegeben wird. Da in der vorliegenden
Konfiguration keine akustischen Wellen zu erwarten sind, kann die Steifigkeit K der
akustischen Randbedingung (Siehe Kapitel 3.7.3, Gleichung (3.7.3)) groß gewa¨hlt
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Abbildung 5.1: Gitterebene 1 und Rechengebiet.
werden (K = 1.0), so daß quasi klassische Dirichletwerte am Rand verwendet werden.
Die Lo¨sung wird auf Gitterebene 5 mit 20480 Elementen (321x65 Knoten) berechnet.
Im Gebiet werden die Konvektionsterme in der Massenerhaltungs- und Impulsglei-
chung mit einem vollen Aufwind-Verfahren diskretisiert, wa¨hrend die Konvektionster-
me in der Energiegleichung mit einem gemischten Verfahren modelliert werden (1%
Aufwind und 99% Galerkin-Verfahren). Die Diskretisierung des Druckgradienten in
der Impulsgleichung wird zu 100% u¨ber eine Galerkin-Verfahren vorgenommen.
Die Machisolinien fu¨r eine Machzahl M = 10−3 sind in Abbildung 5.2 dargestellt,
wa¨hrend die lokalen Machzahlen am oberen und unteren Rand in Abbildung 5.3 im
Detail angegeben sind.
Abbildung 5.2: Machisolinien fu¨r M = 10−3.
Entsprechend ist in Abbildung 5.4 der normierte Druck am oberen und unteren Rand
bei der Machzahl M = 10−3 aufgetragen.
Ein Vergleich mit den Lo¨sungen in Bijl [7] und Metzner [33] ist mo¨glich, obwohl in
den Arbeiten der dimensionslose dynamische Druck pdyn angegeben wird. In Abbil-
dung 5.4 ist der dimensionslose kompressible Gesamtdruck p aufgetragen, aus dem
u¨ber die Beziehungen

















Machzahlverteilung M = 0.001
Oberer Rand
Unterer Rand





























Druckverteilung M = 0.001
Oberer Rand
Unterer Rand
Abbildung 5.4: Druckkomponente am oberen und unteren Rand fu¨r M = 10−3.
p = p∞ +M2ref pdyn pdyn =
p− p∞
M2ref
der dynamische Druck pdyn zum Vergleich mit den Ergebnissen aus Bijl [7] und Metz-
ner [33] berechnet werden kann. Hierzu muß vom Druckwert p in Abbildung 5.4 der
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Referenzdruck p∞ = 1.0 subtrahiert und mit 1M2
ref
= 106 multipliziert werden. Es zeigt
sich eine gute ¨Ubereinstimmung mit den Ergebnissen aus Bijl [7] und Metzner [33]
bzgl. dem Unterdruck am Scheitel der Beule. Allerdings ist der maximale Druckwert
an den beiden Staupunkten in den vorliegenden Simulationen gro¨ßer, das vermutlich
auf die kleinere Gitterweite und damit bessere ra¨umliche Auflo¨sung zuru¨ckzufu¨hren
ist.
Die durch die Stro¨mung aufgepra¨gten dynamischen Druckschwankungen werden mit
kleiner werdender Machzahl Mref immer geringer. So hat der dynamische Druck pdyn
in Abbildung 5.4 gerade noch die Gro¨ßenordnung 10−6. Wird die Machzahl noch wei-
ter verkleinert, werden die Druckschwankungen zu noch kleineren Werten verschoben.
Zum Beispiel haben die Druckschwankungen bei einer Machzahl vonM = 10−6 gera-
de noch eine Gro¨ßenordnung von 10−12 und bei einer noch kleineren Machzahl wu¨rden
die Druckschwankungen im Rundungsfehler untergehen.
Diese starke quadratische Kopplung des absoluten Druckwertes u¨ber der Machzahl
fu¨hrt in Verbindung mit dem Rundungsfehler auf eine Beschra¨nkung der Lo¨sungsge-














































Abbildung 5.5: Gemittelte lineare Konvergenzrate in Abha¨ngigkeit zum nichtlinearen
Defekt.
Zur Lo¨sung des stationa¨ren Problems wird ein geometrisches Mehrgitterverfahren ver-
wendet. In der Abbildung 5.5 sind die Konvergenzraten fu¨r unterschiedliche Mach-
zahlen u¨ber den nichtlinearen Defekt angegeben. Das u¨ber 5 Gitterebenen laufende
Mehrgitterverfahren MGS(5, 2, 2) mit V-Zyklus benutzt die Injektion als Restrikti-
onsoperator, da sonst die Approximationseigenschaft bzw. Konvergenzrate des Mehr-
gitterverfahrens fu¨r das stationa¨re Problem Machzahl-abha¨ngig wird (Siehe Kapitel
136 5. Numerische Simulationen
4.3 auf Seite 126). Als Gla¨tter kommt das Punktblock-ILU0-Verfahren zu Einsatz mit
jeweils 2 Vor- und Nachgla¨ttungsschritten. In Abbildung 5.5 erkennt man leicht, daß
die Konvergenzrate des Mehrgitterverfahrens unabha¨ngig von der Machzahl Mref ist.
Wie in Kapitel 2.8.3 auf Seite 45 bereits erwa¨hnt wurde, kann der nichtlineare Defekt
nur bis zu einer Machzahl-abha¨ngigen Grenze reduziert werden, so daß die Kurven in
Abbildung 5.5 sich nicht u¨ber den ganzen Defektbereich erstrecken.
5.2 Laufende Schallwelle
Vorbetrachtungen
Der zweite Abschnitt behandelt von außen angeregte akustischen Wellen, die sich in
einer Stro¨mung ausbreiten.
Die Phasengeschwindigkeit aacou einer akustischen Welle oder akustischen Sto¨rung















Unter normierten Bedingungen ρ = 1 und p = 1 erha¨lt man eine Phasengeschwindig-
keit von aacou = 1.
Die in Kapitel 3 erhaltenden Gro¨ßenordnungen der Diffusions- und Dispersionsfeh-
ler, sollen an Hand numerischer Simulationen einer laufenden Schallwelle in einem
durchstro¨mten Kanal verifiziert werden. Dabei wird die akustische Welle am Ausfluß-
rand u¨ber zeitabha¨ngige Randbedingungen generiert und la¨uft entgegen der Stro¨mung
in den Kanal hinein. Es werden zwei Fa¨lle unterschieden. Um nichtlineare Effekte und
Kopplungen mit dem Stro¨mungsfeld vernachla¨ssigbar klein zu halten, wird im ersten
Fall eine kleine Druckamplitude bei kleiner Machzahl betrachtet.
Im zweiten Fall wird zur Verifikation der in Kapitel 3 erwa¨hnten Instabilita¨ten durch
nichtlineare Effekte, eine Konfiguration mit großer Druckamplitude und verha¨lt-
nisma¨ßig großer Machzahl benutzt.
Die akustische Welle wird u¨ber eine sich zeitlich a¨ndernde sinusfo¨rmige Druckrand-
bedingung am Ausflußrand in das Gebiet eingebracht. Die normierte Kreisfrequenz
betra¨gt ω = 4.18879, so daß dies zusammen mit Gleichung (5.1) einer normierten
Wellenla¨nge von 1.5 entspricht. Der Kanal ist 3.5 La¨ngeneinheiten lang und 1 La¨ngen-
einheit hoch.
Damit die generierte akustische Welle auch die gewu¨nschte Amplitude erha¨lt, muß der
Druckrandwert in der Zeitspanne 0 < t < 2pi
ω
mo¨glichst exakt, also als ungemittel-
ter Dirichletwert, vorgegeben werden. Das kann nach Gleichung (3.7.3) auf Seite 90
dadurch erreicht werden, indem in der gewu¨nschten Zeitdauer die Steifigkeit K der
akustischen Randbedingung groß (K = 1.0) gewa¨hlt wird. Danach, fu¨r t > 2pi
ω
wird
die Steifigkeit K deutlich verringert (K = 0.01), um zu gewa¨hrleisten, daß akustische
Wellen die Gebietsra¨nder ungehindert passieren ko¨nnen.







Abbildung 5.6: Gebiet und Gitter auf Gitterebene 1.
Die Konfiguration des Kanals und das Gitter auf Gitterebene 1 ist in Abbildung 5.6
angegeben. Zur weiteren Anschauung ist in Abbildung 5.7 eine laufende Druckwelle
mit der Laufrichtung von rechts nach links im Kanal angedeutet.
PSfrag replacements
Welle Stro¨mung
Abbildung 5.7: Druckfeld einer laufenden Schallwelle mit Bewegungsrichtung von
rechts nach links.
5.2.1 Zeitdiskretisierungen bei kleinen Druckamplituden - quasilinearer Fall
In Kapitel 3.2 wurden die Dispersions- und Da¨mpfungsfehler, die durch die Zeit-
diskretisierung in die Lo¨sung eingetragen werden, bereits abgescha¨tzt. Die theoreti-
sche Ergebnisse sollen nun mit numerischen Daten verglichen werden. Um sto¨ren-
de Dispersions- und Diffusionseffekte, hervorgerufen durch die Raumdiskretisierung,
klein zu halten, wird auf ein mo¨glichst feines Gitter zuru¨ckgegriffen. Auf einem
Gitter mit der Gitterweite in Stro¨mungsrichtung von ∆x = 0.021875 werden zur
Auflo¨sung einer Welle mit der dimensionslosen Wellenla¨nge λ = 1.5 etwa 70 Gitter-
punkte verwendet. Nach den Ergebnissen aus Kapitel 3.2 sind dann die zu erwartenden
Da¨mpfungs- und Dispersionsfehler kleiner als 0.1%, so daß sie vernachla¨ssigt werden
ko¨nnen.
Die Machzahl ist mit M = 0.001 relativ klein gewa¨hlt, um zusammen mit der kleinen
Druckamplitude von 2 · 10−6 · p∞ ein anna¨hernd lineares (quasilineares) Verhalten der
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akustischen Welle zu gewa¨hrleisten. Als Maß fu¨r den Dispersionsfehler wird die zum
Zeitpunkt t = 1.5 zuru¨ckgelegte Laufstrecke der Welle benutzt. Zum Zeitpunkt t = 0
hat die akustische Welle den Kanal gerade vollsta¨ndig betreten, so daß der Wellen-
kamm bei der x-Position 1.25 zu liegen kommt. Bei t = 1.5 sollte der Wellenkamm,
abha¨ngig von der Machzahl, bei etwa x = −0.25 liegen (Siehe Abbildung 5.8).
Die Vera¨nderung der Druckamplitude ist ein Maß fu¨r die Da¨mpfungseigenschaften des
Verfahrens. Als Referenz wird dabei die Lo¨sung eines Fractional-Step-Verfahrens mit
einer Zeitschrittweite von ω̂∆t = 0.001 benutzt, so daß bei der Referenzlo¨sung auch
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Abbildung 5.8: Vergleich der Zeitdiskretisierungen bei einer Zeitschrittweite ω̂∆t =
0.1.
Bei einer dimensionslosen Schrittweite von ω̂∆t = 0.1 unterscheiden sich die
untersuchten impliziten Verfahren (BDF2, DIRK und Fractional-Step) hinsichtlich
Dispersions- und Dissipationsfehler innerhalb der Zeichengenauigkeit nur unwesent-
lich, so daß die Kurven in Abbildung 5.8 nur geringfu¨gig differieren. Aufgrund der
nur geringen Nichtlinearita¨t bleibt die sinusfo¨rmige Wellenform erhalten. Mit Hilfe
der fu¨r den linearen Fall analytisch berechneten Dispersions- und Da¨mpfungsfehler,
lassen sich die Ergebnisse besta¨tigen und sind zur Verdeutlichung in Tabelle 5.1 ange-
geben.
Da die Gitterweite gerade ∆x = 0.02185 betra¨gt, wurden bei der Auswertung der nu-
merischen Daten in Tabelle 5.1 und 5.2 Zwischenwerte linear interpoliert. Ebensolches
gilt fu¨r die analytischen Werte, die aus den Tabellen im Anhang, berechnet wurden.
Wird die Schrittweite auf ω̂∆t = 1.0 vergro¨ßert, werden die unterschiedlichen Appro-
ximationseigenschaften der impliziten Zeitdiskretisierungen deutlich. Das Fractional-
Step-Verfahren tra¨gt auch bei dieser Schrittweite im Vergleich zu den anderen impli-
ziten Verfahren nur wenig Dispersions- und Da¨mpfungsfehler in die Lo¨sung ein. Da-
bei sind die Fehlergro¨ßen des Fractional-Step-Verfahrens bei einer doppelt so großen
Zeitschrittweite, verglichen mit denen des DIRK-Verfahrens, etwa gleich groß. Auch
in diesem Fall sind die analytisch bestimmten Werte aus der Analyse in Kapitel 3 den
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Verfahren Laufweg Amplitude
analytisch numerisch analytisch numerisch
Referenz 1.4985 1.492 2 · 10−6 2 · 10−6
Fractional-Step 1.498 1.492 2 · 10−6 2 · 10−6
DIRK 1.497 1.491 2 · 10−6 2 · 10−6
BDF2 1.490 1.487 1.997 · 10−6 1.996 · 10−6
Tabelle 5.1: Gegenu¨berstellung der analytischen und im numerischen Experiment er-
mittelten Dispersions- und Dissipationsfehler. Der Laufweg fu¨r t = 1.5
dient dabei als Maß fu¨r den Disperionsfehler. Er bestimmt sich u¨ber
t(1 −Mref ). Die Amplitudenvera¨nderung beschreibt die Da¨mpfungsei-
genschaften.
Werten aus der Simulation in Tabelle 5.2 gegenu¨bergestellt. Hierbei fa¨llt die ¨Uberein-
stimmung mit den analytisch berechneten Werten vor allem beim Dispersionsfehler
nicht mehr so gut aus.
Bemerkung. Die Analyse in Kapitel 3 wurde auf Basis einer einfachen linearen Dif-
ferentialgleichung durchgefu¨hrt. Die nichtlinearen Euler-Gleichungen sind deutlich
komplexer, so daß hierin und in der Nichtlinearita¨t die Ursache fu¨r die Abweichung
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Abbildung 5.9: Vergleich der Zeitdiskretisierungen bei einer Zeitschrittweite ω̂∆t =
1.0. Zur Verdeutlichung der Gu¨te des Fractional-Step-Verfahrens ge-
genu¨ber den anderen vorgestellten impliziten Verfahren, ist zusa¨tz-
lich eine Schrittweite ω̂∆t = 2.0 fu¨r das Fractional-Step-Verfahren
gezeigt.
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Verfahren Laufweg Amplitude
analytisch numerisch analytisch numerisch
Referenz 1.4985 1.492 2 · 10−6 2 · 10−6
Fractional-Step 1.484 1.477 1.994 · 10−6 1.996 · 10−6
DIRK 1.405 1.450 1.938 · 10−6 1.992 · 10−6
BDF2 1.231 1.283 1.395 · 10−6 1.395 · 10−6
Tabelle 5.2: Gegenu¨berstellung der analytischen und im numerischen Experiment er-
mittelten Dispersions- und Dissipationsfehler fu¨r eine Schrittweite von
ω̂∆t = 1.0.
5.2.2 Zeitdiskretisierungen unter Einfluß nichtlinearer Effekte
In Kapitel 3 wurden bei den impliziten Zeitdiskretisierungen mo¨gliche Instabilita¨ten
bei Auftreten nichtlinearer Effekte festgestellt, aber nicht genauer quantifiziert.
Da die Schallgeschwindigkeit von der Amplitude der Schallwelle abha¨ngt, kann mit
einer großen Druckamplitude der laufenden akustischen Welle eine Nichtlinearita¨t ge-
zielt eingebracht werden.
Daher wird im nichtlinearen Testfall die Druckamplitude auf 0.1 · p∞ und die Mach-
zahl auf M = 0.1 erho¨ht. Die Welle steilt sich mit zunehmender Laufla¨nge auf, da
die Ausbreitungsgeschwindigkeit am Wellenkamm gro¨ßer ist als an der Wellenbasis.
Dieser Effekt wird an der Referenzkurve in Abbildung 5.10 deutlich, die mit einem
Fractional-Step-Verfahren mit einer Schrittweite von ω̂∆t = 0.001 berechnet wurde,
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Abbildung 5.10: Vergleich der Zeitdiskretisierungen bei einer Zeitschrittweite
ω̂∆t = 0.1. Da in diesem Fall die Amplitude der akustischen Welle
sehr groß ist, ist die Schallgeschwindigkeit am Wellenkamm gro¨ßer
als an der Wellenbasis. Die als sinusfo¨rmig generierte Welle steilt
sich auf.
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Fu¨r die kleine Schrittweite von ω̂∆t = 0.1 liegen die eingetragenen Fehler im Bereich
der Rechenungenauigkeit. Allein das BDF-Verfahren weist bei dieser Schrittweite in
Abbildung 5.10 leichte erkennbare Ungenauigkeiten auf.
Erho¨ht man die Schrittweite auf ω̂∆t = 1.0 , so kommen die nichtlinearen Sto¨reffek-
te deutlich zum tragen. Die beiden impliziten Runge-Kutta-Verfahren Fractional-Step
und DIRK zeigen leichte Instabilita¨ten in der Druckamplitude, d.h. die Amplitude der
Welle vergro¨ßert sich.
Das BDF2-Verfahren zeigt keine Konvergenz fu¨r die Schrittweite ω̂∆t = 1.0, so daß
zur Bestimmung der Kurve in Abbildung 5.11 ω̂∆t = 0.5 benutzt wird. Wie zuvor im
quasilinearen Fall auch, ist zusa¨tzlich das Fractional-Step-Verfahren fu¨r die Schritt-
weite ω̂∆t = 2.0 berechnet und aufgetragen. Im Vergleich zum DIRK-Verfahren kann
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Abbildung 5.11: Vergleich der Zeitdiskretisierungen bei einer Zeitschrittweite
ω̂∆t = 1.0. Das BDF-Verfahren konvergiert nicht fu¨r die vorge-
sehene Zeitschrittweite und wurde fu¨r ω̂∆t = 0.5 gerechnet. Zum
Vergleich ist auch eine Fractional-Step Rechnung mit ω̂∆t = 2.0
aufgetragen.
Auf einen quantitativen Vergleich der Fehleranteile im nichtlinearen Fall mit den in
Kapitel 3 analytisch bestimmten Fehlerordnungen wird hier verzichtet. Da bei der
Analyse eine lineare Differentialgleichung zugrunde gelegt wurde ist eine quantitative
¨Ubereinstimmung bei Vorhandensein starker nichtlinearer Effekt nicht zu erwarten.
5.2.3 Einfluß der Raumdiskretisierung auf die Lo¨sung
In Kapitel 3 wurden die Gro¨ßenordnung der durch die Raumdiskretisierung einge-
brachten Diffusions- und Dispersionsfehler untersucht. Die theoretischen Ergebnisse
sollen nun mit numerisch gewonnenen Daten verglichen werden.
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Als Testproblem wird die laufende Schallwelle im Kanal fu¨r den quasilinearen Test-
fall mit kleiner Druckamplitude 2 · 10−6 · p∞ und moderater Machzahl Mref = 0.1
verwendet. Um den Einfluß der Zeitdiskretisierung auf die einzelnen Fehleranteile als
vernachla¨ssigbar annehmen zu ko¨nnen, wird bei den Simulationen das Fractional-Step-
Verfahren mit einer Schrittweite ω̂∆t = 0.001 benutzt.
Dabei wird neben der Abha¨ngigkeit des Dispersions- und Da¨mpfungsfehlers von der
Gitterweite ∆x, auch der Einfluß von inhomogenen Gitterweiten, wie sie z.B. auf un-
strukturierten Gittern vorkommen, betrachtet. Ein weiterer Parameter ist die Gro¨ße des
Aufwindanteils in der Raumdiskretisierung.
Konstante Gitterweite ∆x und Aufwindeinfluß
Im Folgenden wird der Diffusions- und Da¨mpfungsfehler fu¨r unterschiedliche Gitter-
weiten ∆x numerisch untersucht. Dabei wird die Gitterweite ∆x von Gitterebene zu
Gitterebene verdoppelt. Der Referenzfall ist auf Gitterebene 4 gerechnet. Die Trans-
portterme in der Impulsgleichung weisen einen Aufwindanteil von 10% (β = 0.1 in
Gleichung (3.22)) auf, wa¨hrend der Druckterm in der Impulsgleichung und die Trans-
portterme in der Energie- und Massenerhaltungsgleichung fu¨r Druck, respektive Dich-
te, mit einem Galerkin-Verfahren (β = 0.0) diskretisiert sind.
Ebene Gitterweite ∆x Wellenzahlla¨nge k̂∆x Punkte pro Wellenla¨nge
Referenz 0.021875 ≈ 0.1 ≈ 70
3 0.04375 ≈ 0.2 ≈ 35
2 0.08750 ≈ 0.4 ≈ 18
Tabelle 5.3: Aufstellung der unterschiedlichen Gitterweiten, Wellenzahlla¨ngen und
Punkte pro Wellenla¨nge fu¨r die unterschiedlichen Gitter.
Die numerischen Ergebnisse sind in Abbildung 5.12 aufgetragen.
Der Dispersionsfehler nimmt, wie aufgrund der Analyse erwartet, bei anwachsender
Gitterweite zu. Die Gegenu¨berstellung der numerisch erhaltenen Fehler gegenu¨ber den
analytisch berechneten Fehlergro¨ßen ist in Tabelle 5.4 angegeben.
Die analytisch bestimmten Werte sind ohne Aufwindeinfluß berechnet. Daher ist es
zuna¨chst unerwartet, daß sich der numerisch bestimmte Amplitudenfehler gegenu¨ber
dem theoretischen Fehler nur unwesentlich unterscheidet, obwohl nach der theoreti-
schen Betrachtung aus Kapitel 3 eine Aufwind-Diskretisierung zu deutlichen Da¨mp-
fungsfehlern fu¨hren sollte. Offensichtlich hat der Aufwindanteil bei der Diskretisie-
rung der Konvektionsterme in der Impulsgleichung nur einen geringen Einfluß auf
den Amplitudenfehler einer akustischen Welle. Auch wenn man die Konvektionsterme
in der Energiegleichung und den Konvektionsterm in der Massenerhaltungsgleichung
mit Aufwindanteilen versieht, bleibt der Amplitudenfehler gering. Erst wenn ein Auf-
windanteil zur Diskretisierung des Druckgradienten in der Impulsgleichung verwendet
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Abbildung 5.12: Einfluß unterschiedlicher Gitterweiten h auf die ra¨umliche Appro-
ximationsgu¨te.
Ebene Laufweg Amplitude
analytisch numerisch analytisch numerisch
Referenz 1.4985 1.492 2 · 10−6 2.000 · 10−6
3 1.4965 1.490 2 · 10−6 2.000 · 10−6
2 1.4826 1.463 2 · 10−6 2.001 · 10−6
Tabelle 5.4: Gegenu¨berstellung der analytischen und im numerischen Experiment er-
mittelten Dispersions- und Dissipationsfehler fu¨r unterschiedliche homo-
gene Gitterweiten h.
wird, ist ein deutlicher Amplituden- oder Da¨mpfungsfehler in Abbildung 5.13 zu er-
kennen.
Bemerkung. Der Druckgradient in der Impulsgleichung ist neben dem Transportterm
fu¨r den Druck in der Energiegleichung verantwortlich fu¨r die akustischen Wellen und
bestimmt damit deren Lo¨sungseigenschaften.
Da die akustische Welle entgegen der Stro¨mungsrichtung la¨uft, bedeutet eine Auf-
winddiskretisierung auf Basis des Stro¨mungsfeldes, eine Abwind-Approximation fu¨r
die akustische Welle. Der Abwind-Anteil an der Diskretisierung des Druckgradien-
ten in der Impulsgleichung betra¨gt 20%(β = −0.2). Nach Gleichung (3.26) auf Seite
82, vergro¨ßert sich fu¨r negatives β die Amplitude der Welle, sie wird instabil. Diesen
Effekt kann man deutlich in Abbildung 5.13 erkennen.
Demnach macht eine Aufwind-Strategie auf Basis des Stro¨mungsfeldes zur Diskreti-
sierung der akustisch relevanten Terme in den Erhaltungsgleichungen nur wenig Sinn.
Da sich akustische Wellen in jede Raumrichtung ausbreiten ko¨nnen, ist eine symme-
trische Diskretisierung wie sie das Galerkin-Verfahren darstellt zu favorisieren. Es ist
zwar mo¨glich die momentane Ausbreitungsrichtung einer akustischen Welle zur Be-
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Abbildung 5.13: Eine Abwind-Diskretisierung des Druckgradienten in der Impuls-
gleichung fu¨hrt auf eine instabile Wellenamplitude. Der Anteil der
Abwind-Diskretisierung betra¨gt 20%(β = −0.2).
Eine Gegenu¨berstellung der analytisch erhaltenen Fehleranteile mit den numerisch be-
rechneten Werten ist in Tabelle 5.5 zu finden. Deutlich ist die Zunahme der Wellenam-
plitude zu erkennen.
Ebene Laufweg Amplitude
analytisch numerisch analytisch numerisch
Referenz 1.4985 1.492 2 · 10−6 2.000 · 10−6
3 1.4965 1.490 2 · 10−6 2.070 · 10−6
2 1.4826 1.463 2 · 10−6 2.160 · 10−6
Tabelle 5.5: Gegenu¨berstellung der analytischen und im numerischen Experiment er-
mittelten Dispersions- und Dissipationsfehler fu¨r unterschiedliche homo-
gene Gitterweiten unter Aufwindeinfluß.
Nichtkonstante Gitterweite ∆x
Bei der theoretischen Analyse der Raumdiskretisierung auf unstrukturierten Gittern in
Kapitel 3 wurde bereits der Einfluß nichtkonstanter Gitterweiten auf den Dispersions-
und Da¨mpfungsfehler festgestellt (Siehe Seite 83). Dabei kann es bei einer in Laufrich-
tung der Welle gro¨ßer werdenden Gitterweite ∆x zu einer Zunahme der Wellenampli-
tude kommen. In Abbildung 5.14 sind die Ergebnisse fu¨r eine sich in Laufrichtung der
Welle kontinuierlich vergro¨ßernde Gitterweite dargestellt.
5.3. Schallerzeugung an einer umstro¨mten Hinterkante 145
Nimmt die mittlere Gitterweite ∆x auf dem unstrukturierten Gitter zu, so wird auch der
Amplitudenfehler gro¨ßer, Siehe Abbildung 3.14 auf Seite 83. In Abbildung 5.14 sind
die Druckverla¨ufe fu¨r vier unterschiedliche mittlere Gitterweiten ∆x aufgetragen. Die
gro¨bste Gitterweite befindet sich auf Gitterebene 3. Im Einklang mit den theoretische
Ergebnissen aus Kapitel 3 wird der Amplitudenfehler mit zunehmender Gitterweite
gro¨ßer.
Zwar sollte die Welle nach den theoretischen Betrachtungen etwas schneller laufen,
doch wird dies wohl durch Dispersionsfehler, die durch die Zunahme der mittleren
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Abbildung 5.14: Eine sich monoton in Ausbreitungsrichtung vergro¨ßernde Gitter-
weite ∆x fu¨hrt zu einer instabilen Wellenamplitude und einem auf
gro¨beren Gittern vergro¨ßerten Dispersionsfehler.
Bisher dienten die numerischen Simulationen dazu die theoretischen Ergebnisse aus
Kapitel 3 zu verifizieren. Im na¨chsten Abschnitt soll nun die Schallerzeugung durch
die Stro¨mung simuliert werden.
5.3 Schallerzeugung an einer umstro¨mten Hinterkante
Bisher wurden die Schallwellen durch Vorgabe zeitabha¨ngiger Randbedingungen er-
zeugt, nicht durch die Stro¨mung selbst.
In Tabelle 2.1 wurden bereits an Hand theoretischer Betrachtungen der Navier-
Stokes-Gleichungen die Mechanismen der aeroakustischen Schallerzeugung durch
stro¨mungsmechanische Effekte dargestellt. Im Falle einer umstro¨mten Hinterkante
setzt sich der aeroakustische La¨rm aus vielen einzelnen Mechanismen zusammen. Eine
Zusammenfassung aller unterschiedlichen Mechanismen ist z.B. in Brooks, Pope und
Marcolini [8] zu finden. Neben dem Turbulenzla¨rm, bei dem einzelne Turbulenzbal-
len u¨ber die Hinterkante hinwegschwimmen und eine akustische Welle in das Fernfeld
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abstrahlen, spielt auch der Hinterkantendickenla¨rm eine Rolle. Dabei bildet sich eine
Scherschicht an der Hinterkante aus. Der Versatz der einzelnen Drucksto¨rungen im
Zusammenspiel mit der Hinterkante ergibt eine akustische Schallabstrahlung in das
Fernfeld, deren Sta¨rke neben der Dicke der Hinterkante auch von der Sta¨rke der ein-


















Abbildung 5.15: Konfiguration der Hinterkantenumstro¨mung. Die Platte mit der
La¨nge 2 befindet sich im Ursprung des Gebietes mit den Ge-
bietsla¨ngen Lx = 14 und Ly = 14. Die Stro¨mung ist von links
nach rechts orientiert. An den Punkten P1, P2 und P3 mit den an-
gegebenen Koordinaten werden Druckzeitreihen ausgewertet.
In der numerischen Simulation ko¨nnen die einzelnen Mechanismen zum Teil getrennt
von einander untersucht werden. Zwar werden die einzelnen Teilmechanismen nicht
voneinander unabha¨ngig zum Gesamtverhalten addiert werden ko¨nnen, doch kann man
auf diese Weise einzelne Parameter, die den Einzeleffekt beeinflussen, identifizieren.
Im Folgenden soll mit einer mo¨glichst einfachen Konfiguration Hinterkanten-
dickenla¨rm, bei dem akustische Wellen durch stro¨mungsmechanische Pha¨nomene ge-
neriert werden, simuliert werden. Die Plattenumstro¨mung bei 0 Grad Anstellwin-
kel stellt die denkbar einfachste Geometrie dar, um die einzelnen Einflußparameter
abscha¨tzen zu ko¨nnen. Damit Reibungseinflu¨ße keine Rolle spielen werden die Euler-
Gleichungen zur Simulation verwendet. Die Platte besitzt eine Dicke von 2.5% be-
zogen auf ihre Tiefe. An der Plattenhinterkante bildet sich eine Scherschicht mit der
Wellenla¨nge λw aus. Die Wellenla¨nge, der an der Hinterkante gebildeten und in das
Fernfeld abgestrahlten aeroakustischen Welle, hat eine um den Faktor 1
Mref
gro¨ßere
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Wellenla¨nge λa. Um die akustischen Wellenla¨ngen in der spa¨teren Simulation einfach
erkennen zu ko¨nnen und das Rechengebiet nicht unno¨tig zu vergro¨ßern, wird bei der
numerischen Simulation eine moderat kleine Machzahl Mref = 0.2 verwendet.
Die Konfiguration ist in Abbildung 5.15 dargestellt. Am Einflußrand sind die Werte
fu¨r die Geschwindigkeiten und die Dichte vorgegeben. An den restlichen Ra¨ndern ist
der Druckwert als Dirichletwert der akustischen Randbedingungen angegeben.
Da zu erwarten ist, daß die akustischen Wellen bei einer Machzahl Mref = 0.2 im
Fernfeld eine 5-mal gro¨ßere Wellenla¨nge als die der Scherschicht aufweisen werden,
wurde das Gitter im akustischen Fernfeld sukzessive vergro¨bert. Das unstrukturierte
Gitter auf Gitterlevel 1 ist in Abbildung 5.16 gezeigt. Im Bereich des vorderen Stau-
punktes und der Plattenhinterkante ist das Gitter verfeinert. Die Rechnung selbst wurde
auf Gitterebene 5 durchgefu¨hrt, d.h. das gezeigte Gitter wurde viermal uniform verfei-
nert, mit einer Anzahl von 1.463.968 Gitterknoten.
Abbildung 5.16: Gitterebene 1 und Rechengebiet.
Um die Prozesszeit bei einem Rechenzeitbedarf von 25000 CPUh und einem Speicher-
bedarf von 9Gbyte gering zu halten, wurde ein paralleler Computer mit 64 Prozessoren
verwendet. Die zugeho¨rige Lastverteilung ist in Abbildung 5.17 dargestellt.
Am Einstro¨mrand wird neben dem Geschwindigkeitsfeld auch die Dichte vorgegeben.
Alle u¨brigen a¨ußeren Berandungen des Rechengebietes sind als Ausstro¨mrand mit ei-
ner entsprechenden Druckvorgabe diskretisiert, siehe Abbildung 5.15. An der Platte
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Abbildung 5.17: Rechengebiet und Lastverteilung (Detail).
Zeitschrittverfahren Fractional Step ∆t=0.003 Zeitschrittweite
Raumdiskretisierung
Druckgradient Galerkin-Verfahren
Geschwindigkeit 20 % Aufwind LPS (kein PAC)
Druck/ Dichte 1 % Aufwind LPS
max. Gitterweite 0.15
kleinste Gitterweite 0.00078
akustische Wellenla¨nge ≈ 1.4
Tabelle 5.6: Numerische Konfiguration der Simulation
selbst sind Slip-Randbedingungen implementiert. Da hier akustische Wellen das Re-
chengebiet verlassen mu¨ssen, ist der Steifigkeitsparameter K der akustischen Randbe-
dingungen, siehe Gleichung (3.7.3), auf den relativ kleinen Wert K = 0.01 gesetzt.
Pro Zeitschritt wird eine Rechenzeit von ca. 600 Sekunden beno¨tigt. Weitere Parameter
der Simulation sind in Tabelle 5.6 angegeben.
Fu¨r eine aeroakustische Simulation werden meist viele Zeitschritte beno¨tigt, be-
vor Fehler durch schlecht gewa¨hlte Anfangsbedingungen abgeklungen sind und der
quasistationa¨re oder periodische Zustand erreicht wird. In Abbildung 5.18 ist die
Drucklo¨sung fu¨r verschiedene Zeitpunkte (t = 150, 550, 1000, 1900, 3800 und 7500)
aufgetragen.
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t = 150 t = 550
t = 1000 t = 1900
t = 3800 t = 7500
Abbildung 5.18: Drucklo¨sungen zu verschiedenen Zeitpunkten.
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Als Anfangslo¨sung wurde auf dem gesamten Gebiet die horizontale Geschwindig-
keitskomponente, die Dichte und der Druck auf p0 = ρ0 = v1 = 1.0, die vertikale
Geschwindigkeitskomponente zu v2 = 0.0 gesetzt. Die großen Korrekturen in v1 und
v2 wa¨hrend der Zeititeration fu¨hren am Staupunkt und an der Hinterkante zu jeweils
einem akustischen Monopol. Die akustischen Sto¨rwellen am Staupunkt und an der
Hinterkante, die gerade zueinander um den Faktor pi phasenverschoben sind, bilden ei-
ne Art akustischen Dipol mit fast senkrechter Dipolachse. Durch die ¨Uberlagerung der
akustischen Wellen mit der Stro¨mung ist die Dipolachse keine Gerade, sondern bildet
den Mach’schen Kegel aus. Aufgrund der kleinen Machzahl ist der Kegelwinkel nicht















Abbildung 5.19: Zeithistorie der Druckwerte an den angegebenen Punkten P1, P2 und
P3.
Die Zeitschritte 0-550 wurden auf einem groben Gitter (Gitterlevel 3) berechnet und
zum Zeitpunkt t = 1000 auf das feinere Gitter (Gitterlevel 5) zur weiteren Berechnung
interpoliert.
In den Abbildungen zu den Zeitpunkten t = 1000, t = 1900 und auch noch in t= 3800,
sind zusa¨tzlich zu der Dipolsto¨rung durch die Anfangsbedingungen noch kurzwellige
Interpolationsfehler zu erkennen. Erst zu einem spa¨teren Zeitpunkt t = 2000 formiert
sich die Scherschicht an der Plattenhinterkante und generiert akustische Wellen. Das
ist zum Zeitpunkt t = 3800 klar zu erkennen. Die Sto¨rwellen sind zu diesem Zeitpunkt
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gerade dabei das Rechengebiet zu verlassen und abzuklingen, so daß zu einem spa¨teren
Zeitpunkt t = 7500 nur noch akustische Wellen, hervorgerufen durch die periodische
Scherstro¨mung an der Plattenhinterkante, im Fernfeld dominieren.
Der zeitliche Verlauf der Druckwerte an den Punkten P1, P2 und P3 ist in der Abbil-
dung 5.19 fu¨r den Zeitbereich t=1900-7800 angegeben. Nachdem die Sto¨rungen durch
die Anfangsbedingungen und durch die Interpolationsfehler abgeklungen sind (bei ca.
t = 4000), ist die Schallausbreitung senkrecht zur Plattenachse am gro¨ßten, wie im
Druckverlauf am Punkt P1 im Vergleich mit den anderen Kurven leicht zu erkennen
ist. In Verla¨ngerung der Plattenachse werden die akustischen Wellen nicht vollsta¨ndig
ausgelo¨scht. Zwar weisen die einzelnen Drucksto¨rungen der Scherschicht einen Pha-
senwinkel von pi auf, lo¨schen sich aber im Bezug zur Plattenachse nicht aus, da die
gedachte Dipolachse eines Druckpaares nicht senkrecht dazu steht. Vielmehr kommt
es zu einer Schwebung mit der doppelten Frequenz im Nachlauf der Platte, wie man
an Hand der Kurve P2 in Abbildung 5.19 und dem Frequenzspektrum in Abbildung
5.20 erkennen kann. Dieser Effekt tritt in der vorliegenden Simulation im P3, d.h. vor
der Plattenvorderkante, nicht auf. Zwar lo¨schen sich auch in diesem Punkt die Wel-
len nicht aus, eine Schwebung mit doppelter Frequenz wie im Nachlauf der Platte ist
















Abbildung 5.20: Frequenzspektra des Druckes an den Messpunkten.
Die Gitterweite im akustischen Fernfeld ist noch zu grob, d.h. die akustischen Wellen
im Fernfeld werden geda¨mpft und weisen einen Dispersionsfehler auf, da nur etwa 10
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Punkte zur Auflo¨sung einer Wellenla¨nge zur Verfu¨gung stehen. Hier muß das Gitter
fu¨r weitere, auch quantitativ gut aufgelo¨ste Untersuchungen, entsprechend angepaßt
werden, oder aber das gesamte Gitter weiter verfeinert werden. Da die Scherstro¨mung
an der Plattenhinterkante aber schon sehr gut aufgelo¨st wird, etwa 40 Punkte pro Wel-
lenla¨nge, ist die Anpassung des Gitters im Fernfeld im Hinblick auf Rechenzeit und
Speicheroptimalita¨t zu bevorzugen. Eine weitere Mo¨glichkeit stellt die Erho¨hung der
Diskretisierungsordnung im Fernfeld dar, um die Genauigkeit der Lo¨sung zu erho¨hen.
Eine Untersuchung in der Richtung bleibt weiterfu¨hrenden Arbeiten vorbehalten.
6. Zusammenfassung und Ausblick
Ziel der Arbeit war die direkte numerische Simulation aeroakustischer Probleme bei
kleinen Machzahlen M < 1. Um Stro¨mung und Akustik voll gekoppelt zu berech-
nen, wurden die kompressiblen Navier-Stokes-Gleichungen zur Modellierung her-
angezogen. An Hand der eindimensionalen Euler-Gleichungen und deren Eigenvek-
toren konnten beispielhaft die akustischen und stro¨mungsmechanischen Lo¨sungsan-
teile und deren Eigenschaften herausgearbeitet werden. So ist die Impedanz einer
akustischen Welle, d.h. das Verha¨ltnis des Schalldruckes zur Schallschnelle, von der
Machzahl abha¨ngig. Ebensolches gilt fu¨r das Verha¨ltnis von stro¨mungsmechanischer
Wellenla¨nge und akustischer Wellenla¨nge, die aufgrund einer gemeinsamen Sto¨rung
erzeugt werden. Die Herleitung der Lighthill’schen Quellterme aus den Navier-Stokes-
Gleichungen diente zur Veranschaulichung, in welcher Art und Weise akustische Quel-
len durch stro¨mungsmechanische Mechanismen erzeugt werden ko¨nnen.
Neben der schlechten Kondition des kontinuierlichen Differentialgleichungssystems
κ ∼ 1
M
, stellt die Multiskalenkopplung zwischen Geschwindigkeitsfeld und Druckfeld
eine besondere Herausforderung an die Numerik dar. Kleinste Fehleranteile ko¨nnen
in Fehler fu¨hrender Ordnung u¨bertragen werden. Abbruch- und Diskretisierungsfeh-
ler, sowie schlecht gewa¨hlte Anfangsbedingungen, ergeben akustische Sto¨rwellen,
die die Lo¨sung verfa¨lschen ko¨nnen. Die Gro¨ßenordnung der Amplitude einer aku-
stischen Sto¨rwelle konnte in Abha¨ngigkeit zur Fehlerordnung abgescha¨tzt werden.
Die Sto¨rungen durch Iterationsfehler ko¨nnen durch entsprechende Wahl des Abbruch-
kriteriums klein gehalten werden, wa¨hrend schlecht gestellte Anfangsbedingungen zu
erheblichen Sto¨rwellen fu¨hren ko¨nnen. Das zeigte sich immer wieder in den nume-
rischen Simulationen, so daß eine sorgfa¨ltige Wahl der Anfangsbedingungen u¨ber
die Qualita¨t der Lo¨sung und die hierfu¨r beno¨tigte Rechenzeit entscheidet. Dennoch
setzt der hardwareabha¨ngige Rundungsfehler der Rechengenauigkeit Grenzen, so daß
nicht beliebig kleine Machzahlen simuliert werden ko¨nnen, ohne die Genauigkeit der
Stro¨mungslo¨sung zu verringern.
Bei zeitgenauen aeroakustischen Simulationen mu¨ssen Dispersions- und Da¨mpfungs-
fehler, die durch die Diskretisierung verursacht werden, mo¨glichst klein bleiben. Um,
abha¨ngig von der Diskretisierung eine kleine Fehlerordnung zu garantieren, wird eine
bestimmte Anzahl an Gitterpunkten zur ra¨umlichen Auflo¨sung einer Wellenla¨nge, bzw.
eine bestimmte Anzahl an Zeitschritten zur Auflo¨sung einer Wellenperiode beno¨tigt.
Auf unstrukturierten Gitter kann durch lokale Gitterverfeinerung die Diskretisie-
rungsgu¨te im Raum verbessert werden. Ist die Diskretisierungsgu¨te in der Zeit besser
als die im Raum, muß man bei expliziten Zeitschrittmethoden fu¨r kleine Machzahlen
kleinere Zeitschrittweiten wa¨hlen, als es notwendig wa¨re. Implizite Methoden besit-
zen die Beschra¨nkung durch die CFL-Bedingung nicht und besitzen in diesem Fall
Vorteile.
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Es wurde die Gro¨ßenordnungen der Disperions- und Da¨mpfungsfehler fu¨r die implizi-
ten Zeitdiskretisierungen BDF2, DIRK, und Fractional-Step angegeben. Hierzu wurde
das Verfahren, das von Tam und Webb [56] auf kompakte Mehrschrittverfahren an-
gewendet wurde, auf die impliziten Runge-Kutta-Verfahren u¨bertragen. Es zeigt sich,
daß die Ordnung des Verfahrens wenig u¨ber die Gro¨ßenordnung der Disperions- und
Da¨mpfungsfehler aussagt. Die untersuchten impliziten Verfahren sind alle von 2.Ord-
nung in der Zeit, doch bringen diese unterschiedliche Dispersions- und Da¨mpfungsfeh-
ler in die Lo¨sung ein. Z.B. kann beim Fractional-Step-Verfahren der Zeitschritt in etwa
verdoppelt werden, um die gleiche Gro¨ßenordnung an Dispersions- und Da¨mpfungs-
fehler pro Zeitschritt in die Lo¨sung einzutragen. Dadurch werden beim Fractional-
Step-Verfahren insgesamt weniger Zeitschritte fu¨r eine festgelegte Zeitdauer beno¨tigt
als beim DIRK und BDF2-Verfahren, so daß mit dem Fractional-Step-Verfahren ei-
ne besser Genauigkeit der Lo¨sung erreicht wird. Interessant ist dabei der Umstand,
daß das Fractional-Step-Verfahren zweiter Ordnung im Vergleich zu einem explizi-
ten Runge-Kutta-Verfahren vierter Ordnung bei gleicher Zeitschrittgro¨ße vergleichba-
re Dispersions- und Da¨mpfungsfehler aufweist. Demnach ist ein Verfahren ho¨herer
Ordnung nicht zwangsla¨ufig besser im Vergleich zu einem Verfahren niedrigerer Ord-
nung, was den Disperions- und Da¨mpfungsfehler angeht.
Implizite Runge-Kutta-Methoden setzten sich aus unterschiedlichen Θ-
Zeitschrittverfahren zusammen. Teilschritte, die z.B. eine hohe Da¨mpfung in die
Lo¨sung einbringen, werden durch instabile Teilzeitschritte kompensiert. Das Gesamt-
verfahren weist dann im Hinblick auf den Da¨mpfungsfehler bessere Eigenschaften auf,
als die einzelnen Teilzeitschritte. Bei großen Nichtlinearita¨ten kann dies dazu fu¨hren,
daß der instabile Teilzeitschritt u¨berwiegt und es zu einem instabilen Gesamtverfahren
kommt, bei dem die Wellenamplitude von Zeitschritt zu Zeitschritt anwa¨chst.
In numerischen Untersuchungen einer laufenden Schallwelle in einem Stro¨mungska-
nal konnten die analytisch gewonnenen Aussagen bzgl. Dispersions- und Da¨mpfungs-
fehler verifiziert werden. Unter quasilinearen akustischen Voraussetzungen, bei kleiner
Amplitude und kleiner Machzahl, konnten die analytischen Ergebnisse sogar quantita-
tiv mit guter ¨Ubereinstimmung verglichen werden. Bei nichtlinearen Einflu¨ssen, also
bei relativ
”
großen“ Machzahlen und großer Druckamplitude der akustischen Welle,
konnte immerhin eine qualitative ¨Ubereinstimmung zwischen Analyse und numeri-
schen Experimenten gefunden werden. So wuchs die Amplitude einer nichtlinearen
akustischen Welle in den numerischen Simulationen tatsa¨chlich an.
Analog der Zeitdiskretisierung konnten die Dispersions- und Da¨mpfungsfehler der be-
nutzten Finite-Volumen-Diskretisierung analytisch abgescha¨tzt werden. Liegt der Vor-
teil von unstrukturierten Gitter darin, durch lokale Gitterverfeinerung und -vergro¨be-
rung, ein optimales Verha¨ltnis zwischen Diskretisierungsfehler und beno¨tigten Gitter-
knoten zu finden, liegt hier auch die Ursache fu¨r zusa¨tzliche Dispersions- und Da¨mp-
fungsfehler. Vergro¨ßert sich z.B. die Gitterweite monoton in Richtung der laufenden
akustischen Welle, so wird die Amplitude angefacht, umgekehrt zusa¨tzlich geda¨mpft.
Aufwind-Diskretisierungen tragen in der Regel zusa¨tzliche numerische Diffusion ein.
Werden Aufwind-Verfahren fu¨r die Konvektionsterme der Impulsgleichung benutzt,
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fu¨hrte dies in den numerischen Simulationen zu kaum feststellbarer Diffusion in der
laufenden akustischen Welle. Erst als ein akustisch relevanter Term, der Druckgradi-
ent in der Impulsgleichung, unter Auf- bzw. Abwindeinfluß diskretisiert wurde, kam es
wie in der Analyse erwartet, zu numerischen Dispersions- und Da¨mpfungsfehlern. Im
Falle einer Abwind-Diskretisierung ergab sich eine zusa¨tzliche Anfachung der Wel-
lenamplitude.
Von entscheidender Bedeutung bei aeroakustischen Simulationen sind nicht-
reflektierende Randbedingungen. Werden die kompressiblen Navier-Stokes-
Gleichungen zur Simulation verwendet, sind akustisches Feld und das Stro¨mungsfeld
miteinander gekoppelt. Demnach mu¨ssen die Randbedingungen sowohl die Akustik
als auch die Stro¨mung beschreiben ko¨nnen. Dirichlet- oder Neumann Randbedin-
gungen wirken fu¨r wellenfo¨rmige Lo¨sungen als feste Wa¨nde und reflektieren diese
in das Berechnungsgebiet zuru¨ck. Um dies zu verhindern, werden die Dirichletwerte
von Schritt zu Schritt an die sich vera¨ndernde Randsituation angepaßt. Mit einfa-
chen linearen Wellengleichungen, analog der Idee von Thompson [57] werden die
Dirichletwerte an jedem Zeitschritt neu berechnet. Um eine Drift zu verhindern, wird
die Gleichung mit einem Penalty-Faktor erweitert, siehe Poisont & Lele [41]. Zwar
verhindert der Penalty-Faktor eine unkontrollierte Drift des Dirichletwertes, doch ist
der Absorptionsgrad nicht mehr 1, sondern abha¨ngig von der Gro¨ßenordnung des
Penalty-Faktors und der Frequenz der auf den Rand treffenden Welle. Es zeigt sich in
den numerischen Simulationen, daß der Penalty-Faktor durch die Wahl eines kleinen
Steifigkeitsparameters K klein gehalten werden kann, so daß der Absorptionsgrad fu¨r
die relevanten Frequenzen sehr nahe bei 1 zu liegen kommt.
In der Arbeit wird theoretisch gezeigt, daß trotz Verwendung des Penaltyfaktors ein
Absorptionsgrad von 1 erhalten werden kann. Hierzu wurde eine inhomogene Wellen-
gleichung hergeleitet, die anstatt der linearen Wellengleichungen zur Bestimmung der
neuen Dirichletwerte heranzuziehen ist. Die numerische Verifikation dieses Ansatzes
steht noch aus.
Eine explizite Implementierung dieser Randbedingungen, d.h. die neuen Dirichletwer-
te zum Zeitpunkt ti werden auf Grundlage der Gebietslo¨sung an dem alten Zeitpunkt
ti−1 bestimmt, zeigte, trotz Einhaltung der CFL-Bedingung, ein instabiles Verhalten
am Rand. Die implizite Berechnung der neuen Dirichletwerten am Rand hingegen, er-
wies sich als stabil und paßt auch besser zur impliziten Berechnung der Gebietslo¨sung.
Das diskrete algebraische Gleichungssystem, das pro nichtlinearen Iterationsschritt
gelo¨st werden muß, ist ebenfalls schlecht konditioniert, wobei die Kondition von der
Machzahl abha¨ngt und mit kleiner werdender Machzahl schlechter wird. Im allgemei-
nen ist die Konvergenz eines iterativen Verfahrens von der Kondition abha¨ngig, so daß
in der Arbeit untersucht wurde, unter welchen Umsta¨nden die Konvergenz eines ite-
rativen Verfahrens unabha¨ngig von der Machzahl ist. Fu¨r instationa¨re Probleme, mit
genu¨gend kleinem Zeitschritt ∆t ∼ O(Mref ∆x), kann die Machzahl spektrala¨quiva-
lent aus den Matrizen entfernt werden, so daß hier per se Machzahl-unabha¨ngige Sy-
stemmatrizen und damit Konvergenz erhalten werden kann. Bei gro¨ßeren Zeitschritt-
weiten und stationa¨ren Problemstellungen ist dies nicht mehr gegeben. Es konnte ge-
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zeigt werden, daß die angena¨herte Inverse des iterativen Verfahrens fu¨r Machzahl-
unabha¨ngige Konvergenz eine bestimmte Voraussetzung erfu¨llen muß. Die Jacobi-
Iteration, Gauß-Seidel und SOR-Verfahren erfu¨llen die Bedingung nicht und mu¨ssen
mit mindestensM 2 geda¨mpft werden. Das macht die Verfahren fu¨r kleine Machzahlen
uninteressant, da dann die Korrektur pro Iterationsschritt gegen Null geht. Dagegen
zeigt das Block-ILU0 Verfahren eine Machzahl-unabha¨ngige Konvergenz. Das wurde
in numerischen Experimenten gezeigt, da eine analytischen Betrachtung bisher noch
nicht gelungen ist.
Es konnte gezeigt werden, daß Mehrgitterverfahren eine Konvergenzrate unabha¨ngig
von der Machzahl aufweisen, falls dies fu¨r das Zweigitterverfahren gilt. Das Zwei-
gitterverfahren konvergiert analog dem Eingitterverfahren per se unabha¨ngig von der
Machzahl bei instationa¨ren Problemen mit genu¨gend kleinem Zeitschritt. Im stati-
ona¨ren Fall hingegen, kann es unter Verwendung von vollen Aufwind-Verfahren fu¨r
den Konvektionsterm in der Impulsgleichung zur Machzahl-abha¨ngigen Konvergenz
kommen. Es konnte eine Bedingung an den Restriktionsoperator hergeleitet werden,
so daß auch in diesem Fall eine Machzahl-unabha¨ngige Konvergenz fu¨r das Zweigit-
terverfahren erreicht wird. Werden nur wenige lineare Iterationsschritte beno¨tigt fu¨hrt
die Grobgitterkorrektur des Mehrgitterverfahrens auf eine Konvergenzbeschleunigung.
Bei einer großen Anzahl beno¨tigter linearer Iterationen bleibt die Konvergenzbeschleu-
nigung aus. Hier ist in zuku¨nftigen Untersuchungen der Grobgitteroperator dem Pro-
blem anzupassen, um die Konvergenzeigenschaften des Mehrgitterverfahrens zu ver-
bessern.
Im letzten Kapitel der Arbeit wurden zuna¨chst zur Verifikation Stro¨mungen bei klei-
nen Machzahlen ohne akustische Wellen simuliert. Die bei einer Kanalstro¨mung mit
Beule errechneten Ergebnisse zeigen eine gute ¨Ubereinstimmung mit Resultaten aus
der Literatur. An Hand einer Plattenumstro¨mung wurde die aerodynamisch verursachte
Schallgenerierung simuliert. Dabei wurde isoliert der Mechanismus des Hinterkanten-
dickenla¨rms betrachtet. Im Eulerfall werden durch die periodische Scherstro¨mung an
der Hinterkante akustische Wellen generiert und in das Fernfeld abgestrahlt. Es konnte
die Direktivita¨t der Schallausbreitung und Schallgenerierung veranschaulicht werden.
In Plattenachse ist die Schallintensita¨t deutlich geringer als senkrecht hierzu. Inter-
essanterweise kommt es im Nachlauf der Platte zu einer Schwebung der doppelten
Frequenz.
In weiterfu¨hrenden Arbeiten sollten die akustischen Randbedingungen verallgemeinert
werden. In dem Zusammenhang kann die hergeleitete inhomogene Wellengleichung
zuna¨chst fu¨r den linearen Fall numerisch getestet und spa¨ter auf den nichtlinearen Fall
erweitert werden.
Die geometrischen Mehrgitterverfahren zeigen nicht die erhoffte Konvergenzbeschleu-
nigung. Hier ist es erforderlich den Grobgitteroperator geeignet an das Problem anzu-
passen. Eventuell reicht es aus, problemabha¨ngige Transferoperatoren zu entwickeln.
In der vorliegenden Arbeit wurde eine Raumdiskretisierung 2.Ordnung benutzt. Um
weitere Gitterpunkte und damit Rechenspeicher einzusparen wa¨re hier der ¨Ubergang
auf Verfahren ho¨herer Ordnung im Raum interessant. Hier bieten sich neben DG-
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Verfahren auch Mehrgitterverfahren an. Bei Mehrgitterverfahren kann die Lo¨sung,
durch Kombination der unterschiedlichen Gitterlo¨sungen, auf den groben Gittern im
Sinne einer Richardson-Extrapolation verbessert werden. Im Gegenzug kann die Ord-
nung des Feingitteroperators durch den Grobgitteroperator verbessert werden. Erste
Ansa¨tze hierzu sind in Bernert [6] zu finden.
Anhang
Um das Lesen der Arbeit zu erleichtern, wurden an einigen Stellen bestimmte Sach-
verhalte nur verku¨rzt wiedergegeben und die detailierte Darstellung in diesen Anhang
ausgelagert.
Die Analyse der Zeitdiskretisierung, vorallem der Nachweis der Eindeutigkeit der
Lo¨sung ist aufwendig und wird deshalb fu¨r den interessierten Leser im vollen Um-
fang im Anhang A ausgefu¨hrt.
Die Stabilita¨tsanalyse der expliziten Implementierung der reflektionsarmen Randbe-
dingungen ist in Anhang B zusammengefaßt.
Im Anhang C finden sich die einzelnen der Terme der Jacobi-Matrix, so wie sie im
Code verwendet wurden, wieder.
A. Analyse Zeitschrittverfahren
Der Nachweis der Eindeutigkeit der Lo¨sung bei den impliziten Zeitschrittverfahren
gestaltet sich aufwendig und wurde in der Arbeit nur fu¨r das BDF2-Verfahren genauer
dargestellt. Fu¨r die beiden impliziten Runge-Kutta Verfahren DIRK und das Fractio-
nal Step Verfahren soll dies hier im Anhang ebenfalls ausfu¨hrlich dargestellt werden.
Als Erga¨nzung zu den Diagrammen in der Arbeit, werden zusa¨tzlich Tabellenwerte
angegeben.
A.1 Analyse BDF2-Verfahren
Die Analyse des BDF2-Verfahren, siehe Seite 57, ergab, daß es zwei mo¨gliche
Lo¨sungsa¨ste gibt. In folgenden sind einige Werte fu¨r das BDF2-Verfahren in der Tabel-
le aufgetragen. Die diskrete Kreisfrequenz ω̂∆t wird in einen Real- und Imagina¨rteil
ω∆t in der Lo¨sung u¨bersetzt.
Die Werte in der Tabelle A.1 wurden u¨ber ein Computerprogramm iterativ bestimmt.
Fu¨r einen festen Wert des Realteils der Lo¨sung Re(ω∆t) wurde so ein reelles ω̂∆t
und der zum Realteil Re(ω∆t) passende Imagina¨rteil Im(ω∆t) bestimmt. Die beiden
mo¨glichen Lo¨sungsa¨ste sind mit den Indizes 1 und 2 bezeichnet.
Der Unterschied zwischen den Realteilen Re(ω∆t) und Re(ω̂∆t) ist ein Maß fu¨r den
Dispersionsfehler. Der Imagina¨rteil Im(ω∆t) sollte idealerweise 0 oder sehr klein
sein. d repra¨sentiert dabei direkt der Amplitudenfehler pro Zeitschritt.
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Re(ω∆t) Re1(ω̂∆t) d1 = Im1(ω∆t) Re2(ω̂∆t) d2 = Im2(ω∆t)
0.00000000 0.00000000 1.09861229 0.00000000 0.00000000
0.06280000 -0.19315720 1.10651692 0.06288244 0.00000387
0.12560000 -0.41613768 1.13043942 0.12625694 0.00006110
0.18840000 -0.70572835 1.17104512 0.19060346 0.00030258
0.25120000 -1.11566446 1.22958290 0.25638206 0.00092850
0.31400000 -1.73485181 1.30812969 0.32403199 0.00218660
0.37680000 -2.72598308 1.41002791 0.39397805 0.00435015
0.43960000 -4.41807479 1.54069452 0.46664307 0.00769920
0.50240000 -7.56098768 1.70924651 0.54246430 0.01250747
0.56520000 -14.16654289 1.93219416 0.62191233 0.01903475
0.62800000 -31.16684069 2.24348855 0.70551158 0.02752420
0.69080000 -96.19856550 2.73135238 0.79386240 0.03820296
0.75360000 -942.11030135 3.80320083 0.88766574 0.05128519
0.81640000 -1089.10183617 — 0.98775169 0.06697639
0.87920000 -129.87535823 — 1.09511420 0.08547850
0.94200000 -50.56031645 — 1.21095460 0.10699543
1.00480000 -27.78977787 — 1.33673797 0.13173900
1.06760000 -18.02433109 — 1.47426749 0.15993522
1.13040000 -12.87441791 — 1.62578471 0.19183119
1.19320000 -9.78935826 — 1.79410672 0.22770291
1.25600000 -7.77348836 — 1.98281734 0.26786453
1.31880000 -6.37026265 — 2.19653843 0.31267949
1.38160000 -5.34522834 — 2.44132247 0.36257458
1.44440000 -4.56738292 — 2.72523361 0.41805821
1.50720000 -3.95857610 — 3.05922905 0.47974467
1.57000000 -3.46968287 — 3.45853428 0.54838726
1.63280000 3.94485960 0.62492500 -3.06847274 —
1.69560000 4.55010849 0.71055005 -2.73303102 —
1.75840000 5.32285964 0.80680868 -2.44799975 —
1.82120000 6.34030224 0.91575789 -2.20233315 —
1.88400000 7.73163762 1.04021997 -1.98790618 —
1.94680000 9.72766459 1.18421899 -1.79862349 —
2.00960000 12.77671682 1.35378285 -1.62983245 —
2.07240000 17.85327491 1.55855428 -1.47792665 —
2.13520000 27.44148023 1.81544593 -1.34007219 —
2.19800000 49.64629927 2.15855270 -1.21401484 —
2.26080000 125.84444847 2.67528763 -1.09794163 —
2.32360000 987.54192093 3.76237546 -0.99037995 —
Tabelle A.1: Werte fu¨r die Dispersions- und Da¨mpfungsfehler fu¨r das BDF-Verfahren
A.2 Analyse DIRK-Verfahren
Die Analyse, ob die Lo¨sung des DIRK-Verfahrens eindeutig ist, wurde in der Arbeit,
siehe Seite 60, nicht detailliert beschrieben und soll an dieser Stelle nachgeholt wer-
den.
Das implizite Runge-Kutta-Verfahren kann in zwei Teilschritte zerlegt werden, die
unabha¨ngig voneinander analysiert werden.
Die beiden charakteristischen Gleichungen fu¨r die beiden Teilschritte lauten
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α + (1− 2α)e(1−α)iω∆t
mit
b1 = b(f(t+ α∆t), f(t)) =
iω̂(t+ α∆t)
iω̂(t)
, b1 ∈   +.
Mit ω∆t = r− id, r, d ∈   und g = ed, g ∈   + und er = cos(r)+ isin(r) erha¨lt
man fu¨r die beiden Teilzeitschritte:
αω̂∆t = gαsin(r) + i (1− gαcos(r))
b1 ω̂∆t =
g1−αsin((1− α)r) + i (1− g1−αcos((1− α)r))
α + (1− 2α)g1−αcos((1− α)r) + i(1− 2α)g1−αsin((1− α)r)
Analyse Euler-Schritt









Da in der vorliegenden Betrachtung Im(ω̂∆t) = 0 sein soll, ergibt sich die eindeutige
Zuordnung












Die beiden Terme sind fu¨r − pi
2α
+ n2pi < r < pi
2α
+ n2pi, n ∈   beschra¨nkt.
Der Bereich kann u¨ber die Eindeutigkeit des Verschiebungssatzes der Laplace-
Transformation mit n = 0 auf − pi
2α
< r < pi
2α
weiter eingeschra¨nkt werden. Jetzt la¨ßt
sich die eindeutige Funktion r(ω̂) angeben, die den Wertebereich −∞ < ω̂∆t < ∞
auf den zula¨ssigen Bildbereich − pi
2α
< r < pi
2α
abbildet. Dem so ermittelten r la¨sst
sich ein eindeutiges d zuordnen, so daß die Eindeutigkeit der Zuordnung ω(ω̂) fu¨r den
Euler-Schritt gewa¨hrleistet ist.
Mit Hilfe eines Programms wurde mit den Tupeln (r, d) = (Re(ω∆t), Im(ω∆t))
Re(ω̂∆t) bestimmt und in Abbildung 3.2 aufgetragen.
A.2. Analyse DIRK-Verfahren 161
Analyse Einschritt Θ-Schritt
Der Θ-Teilschritt des DIRK Verfahrens untergliedert sich in den Realteil
b1 Re(ω̂∆t) =
(1− α)g1−αsin((1− α)r)
α2 + 2α(1− 2α)g(1−α)cos((1− α)r) + (1− 2α)2g2(1−α) (A.1)
und den Imagina¨rteil
b1 Im(ω̂∆t) =
α + (1− 3α)g1−αcos((1− α)r)− (1− 2α)g2(1−α)
α2 + 2α(1− 2α)g(1−α)cos((1− α)r) + (1− 2α)2g2(1−α)
Auch hier soll der Imagina¨rteil Im(ω̂∆t) = 0 werden, so daß
f(g, r, α) = α + (1− 3α)g1−αcos((1− α)r)− (1− 2α)g2(1−α) = 0




erfu¨llt sein muß. Durch Substitution mitm = g(1−α)
erha¨lt man die quadratische Gleichung:
m2 − 1− 3α
1− 2αcos((1− α)r) m−
α












Fu¨r r ∈   gibt es immer nur eine positive periodische Lo¨sung m mit − pi
(1−α) +
n 2pi




(1−α) , mit n ∈   . Das Intervall la¨ßt sich mit Hilfe der
Eindeutigkeitsbedingung fu¨r den Verschiebungsatz mit n = 0 auf − pi




Die Gleichung (A.1) fu¨r ω̂∆t hat an den Stellen r = ± pi
(1−α) eine Polstelle, so daß fu¨r
die Funktion r(ω̂) der Urbildbreich −∞ < ω̂∆t < ∞ auf den zula¨ssigen Bildbereich
− pi
(1−α) < r <
pi
(1−α) abgebildet wird. Da es fu¨r jedes r nur ein d gibt, ist somit die
Zuordnung ω(ω̂) eindeutig fu¨r den Θ-Teilschritt des DIRK Verfahrens.
Da beide Teilschritte des DIRK Verfahrens eine eindeutige Zuordnung ω(ω̂) zulassen,
ist auch das Gesamtverfahren eindeutig.
Mit den so ermittelten mo¨glichen Lo¨sungstupeln (r, d) = (Re(ω∆t), Im(ω∆t)) wur-
de Re(ω̂∆t) bestimmt und zusammen mit den Werten Re(ω∆t) und Im(ω∆t) in Ab-
bildung 3.2 aufgetragen.
Die Eigenschaften des Gesamtschrittes des impliziten DIRK Verfahrens ergeben sich
aus den gewichteten Teilzeitschritten.
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bzw.




Die Werte Re(ω∆t) und Im(ω∆t) bzw. Re(ω̂∆t) fu¨r das Gesamtverfahren sind in
Tabelle A.2 beispielhaft angegeben.
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Tabelle A.2: Werte fu¨r die Dispersions- und Da¨mpfungsfehler fu¨r das DIRK-
Verfahren.
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A.3 Analyse Fractional-Step-Verfahren
Das Verfahren kann in drei Teilschritte zerlegt werden, die unabha¨ngig voneinander
analysiert werden, siehe Seite 62.
Die beiden charakteristischen Gleichungen fu¨r die drei Teilschritte lauten




(4α− 1) + (1− 3α)eαiω∆t
mit
b1 = 1.0 und b3 =
iω̂(f(x(t+ (1− α)∆t)))
iω̂(f(x(t)))
bzw. fu¨r den mittleren Θ-Schritt:










Mit ω∆t = r−id, r, d ∈   und g = ed, g ∈   + erha¨lt man die zu untersuchenden
Teilzeitschritte:
Θ-Schritt 1 und 3: bi ω̂∆t =
i (1− gαeαir)
(4α− 1) + (1− 3α)gαeαir




(4α− 1) + α + (2− 6α)g(1−sα)e(1−2α)ir
Analyse Θ-Schritt 1 und 3
Die Θ-Schritte 1 und 3 gliedern sich in den Realteil
Re(ω̂∆t) =
αgαsin(αr)
(4α− 1)2 + (1− 3α)2g2α + 2(4α− 1)(1− 3α)gαcos(αr) (A.2)
und den Imagina¨rteil
Im(ω̂∆t) =
(4α− 1) + (2− 7α)gαcos(αr)− (1− 3α)g2α
(4α− 1)2 + (1− 3α)2g2α + 2(4α− 1)(1− 3α)gαcos(αr)
Auch hier soll der Imagina¨ranteil Im(ω̂∆t) = 0 werden, so daß
f(g, r, α) = (4α− 1) + (2− 7α)gαcos(αr)− (1− 3α)g2α = 0
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. Durch Substitution mit m = gα erha¨lt man die
quadratische Gleichung:
m2 − 2− 7α
1− 3αcos(αr) m−
4α− 1





















, mit n ∈   . Das Intervall la¨ßt sich mit Hilfe der Eindeutigkeitsbedingung fu¨r
den Verschiebungsatz mit n = 0 auf − pi
α
< r < pi
α
reduzieren.
Die Gleichung (A.2) fu¨r ω̂∆t hat an den Stellen r = ± pi
α
eine Polstelle, so daß fu¨r die
Funktion r(ω̂) der Urbildbreiech −∞ < ω̂∆t < ∞ auf den zula¨ssigen Bildbereich
−pi
α
< r < pi
α
abgebildet wird. Da es fu¨r jedes r nur ein d gibt, ist somit die Funktion
ω(ω̂) eindeutig fu¨r den ersten und dritten Θ-Teilschritt des Fractions-Step-Verfahrens.
Analyse Θ-Schritt 2
Der Θ-Teilschritt 2 hat die Schrittweite 1− 2α. Es ergibt sich der Realteil
b2 Re(ω̂∆t) =
(1− 2α)g(1−2α)sin((1− 2α)r)




(4α− 1) + (3− 10α)g(1−2α)cos((1− 2α)r)− 2(1− 3α)g2(1−2α)
(4α− 1)2 + 4g2(1−2α)(1− 3α)2 + 4(4α− 1)(1− 3α)g(1−2α)cos((1− 2α)r)
Die Bedingung eines verschwindenden Imagina¨rteiles Im(ω̂∆t) = 0 ergibt
f(g, r, α) = (4α− 1) + (3− 10α)g(1−2α)cos((1− 2α)r)− 2(1− 3α)g2(1−2α) = 0




. Durch Substitution mit m = g1−2α erha¨lt man die
quadratische Gleichung:
m2 − 3− 10α
2(1− 3α)cos((1− 2α)r) m−
4α− 1
2(1− 3α) = 0
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mit der Lo¨sung
m1,2 =










Fu¨r r ∈   gibt es immer nur eine positive periodische Lo¨sung m mit − pi
(1−2α) +
n 2pi




(1−2α) , mit n ∈   . Das Intervall la¨ßt sich mit Hilfe der
Eindeutigkeitsbedingung fu¨r den Verschiebungsatz mit n = 0 auf − pi
(1−2α) < r <
pi
(1−2α) reduzieren.
Die Gleichung (A.3) weist in diesem Fall keine Polstellen auf und besitzt auf dem
Intervall − pi
(1−2α) < r <
pi
(1−2α) eine eindeutige Zuordnung r(ω̂). Das lokale Maxi-
mum von Gleichung A.3 liegt rechts von pi
2(1−2α) , so daß man den Bereich fu¨r eine
eindeutige Zuordnung auf − pi
2(1−2α) < r <
pi
2(1−2α) begrenzen muß. Beschra¨nkt man
den Urbildbereich von ω̂∆t auf −pi < ω̂∆t < pi hat auch der mittlere Schritt des
Fractional-Step-Verfahrens eine eindeutige Zuordnung ω(ω̂).
Damit weist auch das Gesamtverfahren im Urbildbereich −pi < ω̂∆t < pi eine ein-
deutige Lo¨sbarkeit der Funktion ω(ω̂) auf. Die Da¨mpfungswerte d und Phasenwinkel
Re(ω̂∆t) werden gewichtet mit den Teilzeitschrittgro¨ßen zu den Eigenschaften des
Gesamtverfahrens addiert















und als Werte des Gesamtschrittverfahrens in Abbildung 3.3 aufgetragen. Die Werte
Re(ω∆t) und Im(ω∆t) bzw. Re(ω̂∆t) fu¨r das Gesamtverfahren sind in Tabelle A.3
beispielhaft angegeben.








































































































Tabelle A.3: Werte fu¨r die Dispersions- und Da¨mpfungsfehler fu¨r das Fractional-
Step-Verfahren.
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A.4 Tabelle Runge-Kutta Verfahren 4. Ordnung
Hier werden die Datensa¨tze der Analyse des expliziten Runge-Kutta Verfahren, siehe













































































































Tabelle A.4: Werte fu¨r die Dispersions- und Da¨mpfungsfehler fu¨r das explizite
Runge-Kutta-Verfahren 4.Ordnung.
B. Analyse der expliziten Implementierung der reflektionsarmen
Randbedingungen
Aus Gru¨nden der ¨Ubersichtlichkeit ist die detailierte Analyse der expliziten Implemen-
tierung der reflektionsarmen Randbedingung hier in den Anhang gestellt.
Die einzelnen Stufen des expliziten Mehrschrittverfahrens von Seite 94 sind hier noch-
mals angegeben
c∗k(x, t1) = ck(x, t0)− δkak(t0) · noutα∆t(∇qk(x, t0)|Γ −∇Q(x, t0)|Γ)
+ δkvk(t0) · noutα∆t(∇qk(x, t0)|Γ +∇Q(x, t0)|Γ)
c∗∗k (x, t1) = c
∗
k(x, t0)− α∆tKn(c∗k, t0)(c∗k(x, t0)− Ck(x, t0))
c∗∗∗k (x, t1) = c
∗∗
k (x, t0)
−δkak(t0 + α∆t) · nout(1− α)∆t(∇q∗∗k (x, t0 + α∆t)|Γ −∇Q(x, t0 + α∆t)|Γ)
+δkvk(t0 + α∆t) · nout(1− α)∆t(∇q∗∗k (x, t0 + α∆t)|Γ +∇Q(x, t0 + α∆t)|Γ)
c∗∗∗∗k (x, t1) = c
∗∗∗
k (x, t0)−(1−α)∆tKk(c∗∗∗k , t0)(c∗∗∗k (x, t0+α∆t)−Ck(x, t0+α∆t)).
Einsetzen ergibt:
c∗∗k (x, t0 + α∆t) = (1− α∆tKk(c∗n, t0))ck(x, t0)
+ (1− α∆tKk(c∗k, t0))(δk(vk(t0)− ak(t0))noutα∆t)∇qk(x, t0)|Γ





c∗∗∗∗k (x, t1) = (1− (1− α)∆tKk(c∗∗∗k , t0 + α∆t))c∗∗k (x, t0 + α∆t)
+ (1− (1− α)∆tKk(c∗∗∗k , t0 + α∆t))
(δk(vk(t0 + α∆t)− ak(t0 + α∆t))nout(1− α)∆t)∇q∗∗k (x, t0 + α∆t)|Γ
− (1− (1− α)∆tKk(c∗∗∗k , t0 + α∆t))
(δk(vK(t0 + α∆t) + ak(t0 + α∆t))nout(1− α)∆t)∇Q(x, t+ α∆t)|Γ
+ (1− α)∆tKk(c∗∗∗k , t0 + α∆t)Ck(x, t0 + α∆t).
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Damit ergibt sich
c∗∗∗∗k (x, t1) = Ack(x, t0) + B∇qk(x, t0)|Γ + C∇q∗∗k (x, t0 + α∆t)|Γ
+ D∇Q(x, t0)|Γ + E∇Q(x, t0 + α∆t)|Γ
+ FCk(x, t0) + GCk(x, t0 + α∆t)
mit den Koeffizienten
A = (1− (1− α)∆tKk(c∗∗∗k , t0 + α∆t))(1− α∆tKk(c∗k, t0))
B = (1− (1− α)∆tKk(c∗∗∗k , t0 + α∆t))
(1− α∆tKk(c∗k, t0))(δk(vk(t0)− ak(t0))noutα∆t)
= A(δk(vk(t0)− ak(t0))noutα∆t)
C = (1− (1− α)∆tKk(c∗∗∗k , t0 + α∆t))
(δk(vk(t0 + α∆t)− ak(t0 + α∆t))nout(1− α)∆t)
D = −B
E = −C
F = (1− (1− α)∆tKk(c∗∗∗k , t0 + α∆t))α∆tKk(c∗k, t0)
G = (1− α)∆tKk(c∗∗∗k , t0 + α∆t)
Fu¨r konstantes Kk(ck, t) = K und (vk − ak) = const bzw. (vk + ak) = const verein-
fachen sich die Koeffizienten zu
A = (1− (1− α)∆tK)(1− α∆tK) = 1−∆tK + (1− α)α∆t2K2
B = (1−∆tK + (1− α)α∆t2K2)(δk(vk − ak)noutα∆t)




F = (1− (1− α)∆tK)α∆tK
G = (1− α)∆tK)
Zur Abscha¨tzung welche Ordnung und Stabilita¨t dieses Verfahren besitzt, kann man
die exakte Lo¨sung der einfachen Wellentransportgleichung heranziehen mit
ck(x, t) = e
−At.
Eine Reihenentwicklung in der Zeit u¨ber den Zeitschritt ∆t ergibt:
c(x,∆t) = e−A∆t = 1− (A∆t) + (A∆t)
2
2
− · · ·
Bei einem Vergleich mit dem KoeffizientenA ist das explizite Pra¨diktor-Korrektor Ver-




nicht exakt zweiter Ordnung in der Zeit, da die Bedingung fu¨r eine zweite Ordnung
((1− α)α) = 1
2
nicht fu¨r α ∈   erfu¨llt werden kann.
Die A-Stabilita¨tsgrenze la¨ßt sich formulieren mit






Da man aber wie das u¨bergeordnete Verfahren die zweite Ordnung in der Zeit erhalten
will, ist die explizite Bestimmung der Drichletwerte am Rand nicht sinnvoll, wenn
auch einfach und schnell zu implementieren.
C. Umsetzung des Finite Volumen Ansatzes im Raum
Der Vollsta¨ndigkeit halber seien an dieser Stelle die Eintra¨ge in die Teiljakobimatrix
JAk(qk|ξ), siehe Seite 77, angegeben.
JAk(qk|ξ) =

JA11 JA12 JA13 0
JA21 JA22 JA23 JA24
JA31 JA32 JA33 JA34







vkip · nip JA12 =
n∑
ip






















































v1kipvkip · nip +
1
2






v2kipvkip · nip +
1
2
ρkip|vk2ip| n2ip + Cpkip n2ip
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