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Abstract
This work deals with a family of PDEs which are derived from the Maxwell system set into an anisotropic medium. The system
consists of four coupled linear equations. The first two correspond to the Maxwell system perturbed by zero-order operators which
are represented by diagonal tensors with compact support. The last two equations are ODEs. Each system is written in a bounded
domain and its boundary is modelled by a Silver–Müller condition. Firstly we establish that each problem is well-posed, providing
the tensors are positive with bounded terms in Ω . Secondly we address the question of the long-time stability of each model.
We prove that there exists a functional of energy which is exponentially decreasing if the domain is strictly star-shaped.
© 2007 Elsevier Masson SAS. All rights reserved.
Résumé
On considère une famille de systèmes d’équations aux dérivées partielles construits à partir du système Maxwell 3D posé dans
un milieu anisotrope. Il s’agit d’un problème constitué de quatre équations couplées par des tenseurs diagonaux à support compact
et deux d’entre elles sont des équations différentielles ordinaires. Les systèmes sont écrits dans un domaine borné et on impose
une condition aux limites de Silver–Müller sur sa frontière. On montre d’abord que chaque système admet une solution unique
à condition de supposer les tenseurs à termes positifs et bornés. On s’intéresse ensuite à la stabilité en temps long des systèmes.
On montre ensuite qu’il existe une fonctionnelle d’énergie qui décroît en temps de façon exponentielle si le problème est posé dans
un domaine strictement étoilé.
© 2007 Elsevier Masson SAS. All rights reserved.
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1. Introduction
The propagation of waves is often involved to address questions of great outstanding in Geosciences. Most of the
numerical simulations are based on models consisting of a system (S) of partial differential equations (PDEs) coupled
with absorbing boundary conditions (ABCs). System (S) governs the real and physical phenomenon which is a priori
set in an infinite or at least very large domain of R3. The ABCs model the infinity and are used to compute the solution
* Corresponding author.
E-mail addresses: helene.barucq@univ-pau.fr (H. Barucq), mathieu.fontes@hotmail.fr (M. Fontes).0021-7824/$ – see front matter © 2007 Elsevier Masson SAS. All rights reserved.
doi:10.1016/j.matpur.2007.01.001
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turn to account robust numerical methods such as the finite element ones. Several attempts have been realized by using
ABCs in the continuation of the Engquist and Majda work. Any of them ended to satisfactory solutions but whose
accuracy strongly depends both on the frequency and the incidence of the waves impinging the absorbing boundary.
We refer to [21,22] for a detailed and well-documented review on ABCs. Later Bérenger [9] proposed an alternative
which consists in replacing the absorbing boundary by an absorbing layer. Hence the computational cost is increased
but Bérenger showed that the waves are absorbed within the layer regardless their frequency and their incidence.
The idea consisting in surrounding the computational domain by an absorbing layer is not really new. Indeed several
attempts were realized in the past by adding a damping term into the equations. The new idea of Bérenger was based
on a suitable splitting of the initial unknowns in order to damp the waves in a given region, the so-called absorbing
layer or perfectly matched layer (PML) and the resulting model is referred to as the PML model. Then, his promising
work has generated a lot of works which aimed at improving his results or at least to set them in a rigorous framework.
The number of works devoted to the PML topic is very large and to the best of our knowledge no review is available
yet, except some ideas that were developed by P. Joly [23]. Nevertheless, in this work, we will quote a quite number
of works which include enough references to give a general survey on PMLs.
Bérenger’s idea is based on the perturbation of the initial equations, where the modified system depends on artificial
parameters which are functions supported into the absorbing medium. The crucial point is the choice of the parameters.
Generally they are fitted from a Plane Wave Analysis of the initial system to study the propagation of waves and to
derive sufficient conditions for their absorption. Either for the ABC method or for the PML approach, few published
works have addressed the questions of well-posedness or long-time stability of the solution. Let us mention the results
of [8,7] for ABC conditions and of [25,10] for a PML-Maxwell system. The well-posedness is of great importance
since it provides a priori estimates which can predict some numerical instabilities, namely as far as the choice of
discrete spaces is concerned. The second question is quite as interesting as the first one because it can explain spurious
behaviors of the solutions as the time variable tends to infinity. Such an inconvenient has been displayed in [1] and it
is disconnected from the well-posedness of the system.
In this work, we focus our attention on a system of four PDEs set in a bounded domain Ω and whose main part
consists of the three-dimensional Maxwell system including both an electric and a magnetic conductivity. The domain
Ω is defined as Ω = ω− ∪ Σ ∪ ω+ with ω− ∩ ω+ = ∅ and Σ = ∂ω−. The external boundary of Ω is denoted by Γ .
Then both the conductivities are supported into ω+ which plays the role of the absorbing layer and the system exactly
corresponds to the Maxwell system into ω−. Two of the PDEs are in fact ODEs defining two auxiliary unknowns
as primitives of the electromagnetic fields and they are coupled with the Maxwell system by two other tensors, the
so-called coupling tensors which are supported within ω+ also. According to previous works [5,6], the coupling
tensors can be chosen such that the model, set in the whole of R3, is a PML model. In this case, the terms of the
coupling tensors are pseudo-differential operators. Then the existence and uniqueness can be proven [4] by adapting
the Hille–Yosida theory to pseudo-differential operators. Next it is not obvious to associate a time-decreasing energy
to the PML solution. This is why we begin with considering a simplest problem in which the terms of the coupling
tensors are functions. The model is not PML but it corresponds to the Maxwell system set into an anisotropic medium
which can absorb electromagnetic waves as described in [2]. Now, as far as numerical simulations are concerned, it
is common to couple a PML model with a Dirichlet condition on the external boundary Γ even if it is well-known
as a perfectly reflecting condition. Indeed one of the properties of a PML model is that the solution is exponentially
decreasing into the layer ω+. Hence only a field with a very low amplitude can be reflected and then it will not
deteriorate the real solution into ω−. Herein we study the problem when Γ is an absorbing boundary modelled by the
Silver–Müller condition. This is the simplest ABC for the Maxwell system and it has been formerly analyzed in [8]
as an effective absorbing condition.
The following of the paper is divided into three parts. The first one deals with some physical aspects of the Maxwell
system set in a diagonally anisotropic medium. The analysis we developed allows us to derive a system of PDEs in
a general framework which includes the PML construction and belongs to the class of systems analyzed in [12].
The second section is devoted to the well-posedness of the system in the case where the terms of the tensors are
positive functions. We use the semi-group theory which is facilitated because the Silver–Müller condition improves the
regularity of the tangential traces of the electromagnetic field. Moreover our approach applies also to the case where
the domain Ω is limited by a perfectly conducting boundary. In the last section, we study the asymptotic behavior
of the solution when the time tends to infinity. We prove that the solution to the general system is exponentially
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generally applied for proving the internal or the boundary stabilization of PDEs [24,28,19]. These techniques can be
divided into two groups. The first one involves multiplier methods. Such a method has been applied to the Maxwell
system with the Silver–Müller condition on the boundary [24,19]. In [24], the domain must be strictly star-shaped and
Eller et al. [19] have generalized the result to a larger class of domains. In both cases, the system does not include
a conductivity term and the electromagnetic field is then divergence-free. Note that this property is fundamental in
their proof of the exponential decay because it allows them to derive an identity from which they are able to suitably
control the energy. The second approach is based on the microlocaly analysis of the wave equation. It can be applied to
a general class of domains including the ones of [24,19]. In [28], it has been applied to the Maxwell system including
a conductivity and set in a domain with a perfectly conducting boundary or to the Maxwell system coupled with the
Silver–Müller condition as in [24,19]. The proof in [28] is based on the observability of the wave equation which
imposes one of the field (the electric or the magnetic one) is divergence-free. Hence the system we want to analyze
does not enter into the framework of [24,28,19] since both of the fields (E and H) are not divergence-free. Herein, we
prove the energy is exponentially decreasing if Ω is strictly star-shaped. The proof is based upon an identity which
allows us to conclude only if we use the Silver–Müller condition. The condition on the geometry of Ω can be seen
as a constraint on the shape of the absorbing layer ω+. Indeed, ω− being given, ω+ must be defined such that Ω is
strictly star-shaped and the layer ω+ is then called strongly absorbing to refer to the property of the exponential decay
of the energy.
2. Presentation of the model
Let us consider the following system set in the whole space R3:⎧⎪⎨⎪⎩
ε0∂tE − curl H + [σ ]E + [ν]P = 0,
μ0∂tH + curl E + [τ ]H + [η]Q = 0,
ε0∂tP − [ν]E = 0,
μ0∂tQ − [η]H = 0.
(1)
The unknowns E, H, P and Q are vector fields of C3. The parameters ε0 and μ0 are constants functions of R∗+. The
tensors [σ ], [τ ], [ν] and [η] are supposed to be diagonal. In previous works [5,6], it has been proved that the tensors
[ν] and [η] can be chosen such that the system (1) is the coupling of the Maxwell system set in a region Ω0 full of
vacuum and a Maxwell-like system set in a layer Ω full of an absorbing medium which is perfectly matched with Ω0.
The region Ω fits with the support of functions defining the terms of each diagonal tensors. Hence (1) can be used
for the modelling of electromagnetic waves propagating in an infinite medium characterized by the parameters ε0
and μ0, and system (1) is a PML-Maxwell system. In this paper, we are interested in systems of the form (1) and
before developing any mathematical analysis, we aim at showing that (1) can be seen as the Maxwell system set in a
diagonally anisotropic medium. In the following, we derive model (1) in the spirit of [29] whose ideas are summarized
in [32]. To begin with, we consider the time-harmonic form of the Maxwell system:⎧⎪⎨⎪⎩
iω[ε]E = curl H,
iω[μ]H = − curl E,
div([ε]E) = 0,
div([μ]H) = 0,
(2)
where [ε] and [μ] are complex diagonal tensors representing the constitutive properties of the materials occupying
the propagation medium.
Let ε0 and μ0 be the dielectric constants of the vacuum. Then [ε] and [μ] are supposed to be of the form:
[ε] = ε0
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
1 − i σx
ωε0
− ν
2
x
ω2ε20
0 0
0 1 − i σy
ωε0
− ν
2
y
ω2ε20
0
0 0 1 − i σz − ν
2
z
2 2
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
,ωε0 ω ε0
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1 − i τx
ωμ0
− η
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x
ω2μ20
0 0
0 1 − i τy
ωμ0
− η
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ω2μ20
0
0 0 1 − i τz
ωμ0
− η
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z
ω2μ20
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
,
where each term σj and τj (j = x, y, z) is positive while each term νj and ηj (j = x, y, z) is real-valued.
In the following, we use the notations:
[σ ] = diag[σx,σy, σz], [τ ] = diag[τx, τy, τz], [ν] = diag[νx, νy, νz], [η] = diag[ηx, ηy, ηz].
In general, the two tensors are assumed to be of the form:
[ε] = ε0 diag[εx, εy, εz], [μ] = μ0 diag[μx,μy,μz],
where the terms of each diagonal matrix are complex.
Next, we aim at proving that such a choice of [ε] and [μ] leads to system (1). We introduce two auxiliary unknowns
P and Q defined by:
P = [ν]
iωε0
E, Q = [η]
iωμ0
H.
Then (2) modifies into: ⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
iωε0
[
1 − i σ
ωε0
]
E = curl H + [ν]
iωε0
P,
iωμ0
[
1 − i τ
ωμ0
]
H = − curl E + [η]
iωμ0
Q,
div
([ε]E)= div([μ]H)= 0,
P = [ν]
iωε0
E, Q = [η]
iωμ0
H,
and if (E,H,P,Q) denotes some time Laplace transform, system (1) implies system (2) by applying an inverse
Laplace transform and by using the abuse of notation (E,H,P,Q) as the solution to both systems (1) and (2).
We finish this section by mentioning that in [29] or in [32], the tensors [σ ] and [τ ] must be linked by an
impedance-like condition of the form:
[σ ]
ε0
= [τ ]
μ0
.
This relation is of great importance in the context of PML models because it ensures that the impedance of the
absorbing layer matches with the free space. We do not mention it because it is not necessary for deriving and next
mathematically analyzing system (1) which is the main purpose of this work.
3. Strong well-posedness
In this section, we assume that Ω is a bounded convex Lipschitz polyhedron of R3 with boundary Γ which
is supposed to be simply connected. Let n be the normal unit vector outward to Ω . To simplify, we assume that
ε0 = μ0 = 1 and we consider the following problem:⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩
∂tE − curl H + [σ ]E + [ν]P = 0 in Ω × ]0,∞[,
∂tH + curl E + [τ ]H + [η]Q = 0 in Ω × ]0,∞[,
∂tP − [ν]E = 0 in Ω × ]0∞[,
∂tQ − [η]H = 0 in Ω × ]0,∞[,
E(x,0) = E0(x), H(x,0) = H0(x) in Ω,
P(x,0) = P0(x), Q(x,0) = Q0(x) in Ω,
(3)(E × n) × n + H × n = 0 on Γ × ]0,∞[.
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instance in [20]. We introduce the following functional space:
V = L2(Ω) ×L2(Ω) ×L2(Ω) ×L2(Ω),
which is a Hilbert space equipped with the standard graph norm. The notation L2(Ω) represents the product space
L2(Ω)3 = L2(Ω) × L2(Ω) × L2(Ω) and in the following of the paper, we have kept such a letters policy to denote
any product space. As usual, H(curl,Ω) denotes the space of vectors u ∈ L2(Ω) such that curl u belongs to L2(Ω).
In the case of smooth domain, it is proved in [26] that the tangential traces γτ (u) = (u × n)|Γ and (u × n) × n|Γ are
well-defined for any u in H(curl,Ω) and we have:
(u × n) × n|Γ ∈ H−1/2(curlΓ ,Γ ), (u × n)|Γ ∈ H−1/2(divΓ ,Γ ),
where
H−1/2(curlΓ ,Γ ) =
{
w ∈ H−1/2(Γ )3, w · n|Γ = 0, curlΓ w ∈ H−1/2(Γ )
}
,
and
H−1/2(divΓ ,Γ ) =
{
w ∈ H−1/2(Γ )3, w · n|Γ = 0, divΓ w ∈ H−1/2(Γ )
}
.
The operator curlΓ is defined as the normal trace of curl and then, the surfacic divergence is given by:
divΓ w = curlΓ (n × w).
When Ω is only a polyhedron, the characterization of traces for H(curl,Ω) have been given in [14,31] from different
formulations and recently, the results of [26] have been extended to Lipschitz domains and we refer to as [15] for the
proofs. In [16], it is also proved that when Γ is simply connected, the following Hodge decomposition holds:
H−1/2(divΓ ,Γ ) = ∇ΓH(Γ ) ⊕ curlΓ H 1/2(Γ ),
H−1/2(curlΓ ,Γ ) = curlΓH(Γ ) ⊕ ∇Γ H 1/2(Γ ),
where H(Γ ) = {φ ∈ H 1(Γ ), Γ φ ∈ H−1/2(Γ )}. Then, if we consider a tangential vector u which belongs to
H−1/2(divΓ ,Γ ) ∩ H−1/2(curlΓ ,Γ ), there exists φ ∈H(Γ ) and ψ ∈ H 1/2(Γ ) such that,
u = ∇Γ φ + curlΓ ψ,
and since curlΓ u ∈ H−1/2(Γ ), we have curlΓ curlΓ ψ = Γ ψ ∈ H−1/2(Γ ). According to the isomorphism
Γ :H
1(Γ )/R → H−1(Γ ), we can deduce that ψ ∈ H 1(Γ ). Thus, u = ∇Γ φ + curlΓ ψ belongs to L2(Γ ) and
we have:
Lemma 1. Assume Γ is a simply connected boundary of a Lipschitz domain. Then,
H−1/2(curlΓ ,Γ ) ∩ H−1/2(divΓ ,Γ ) ⊂ L2(Γ ). (4)
As far as tensors [σ ], [ν], [τ ] and [η] are concerned, we assume they satisfy the following properties. Let Σ be
a surface such that Ω = ω− ∪ Σ ∪ ω+, where ω− and ω+ are disconnected. Then each above-mentioned tensor is
supported into ω+ and the external boundary of ω+ is exactly Γ (see Fig. 1). Moreover each term of the tensors is
supposed to be in L∞(ω+).
Fig. 1. Geometry of the domain Ω .
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system is set into ω− and the perturbation operates into the layer ω+.
To establish the strong well-posedness of the problem (3), we propose to use the Hille–Yosida theory. Then, we
introduce the operator A defined by:
A =
⎡⎢⎣
[σ ] − curl [ν] 0
curl [τ ] 0 [η]
−[ν] 0 0 0
0 −[η] 0 0
⎤⎥⎦ ,
which allows us to write the system of PDEs set in Ω × ]0,∞[ in the following form:
dU
dt
+ AU = 0,
with U = t [E,H,P,Q]. We assume that the coefficients of the tensors [σ ], [τ ], [ν] and [η] are in L∞(Ω) and the
terms of [σ ] and [τ ] are supposed to be positive also.
Let D(A) be the subspace of V defined as the domain of A. Then,
D(A) = {v ∈ V, Av ∈ V, (v1 × n) × n + v2 × n = 0 on Γ }.
According to (4), we have:
D(A) = {v ∈ V, v1,v2 ∈ H(curl,Ω), (v1 × n) × n|Γ , (v2 × n)|Γ ∈ L2(Γ )3,
(v1 × n) × n + v2 × n = 0 on Γ
}
.
Then we get:
Proposition 3.1. The operator A :D(A) ⊂ V → V is a maximal monotone operator.
Proof. Let v in D(A). One has:
(Av,v)V =
∫
Ω
([σ ]v1 − curl v2 + [ν]v3)v1 dx + ∫
Ω
([τ ]v2 + curl v1 + [η]v4)v2 dx
−
∫
Ω
[ν]v1.v3 dx −
∫
Ω
[η]v2.v4 dx. (5)
Since v1 and v2 belong to H(curl,Ω) with tangential traces in L2(Γ )3, we can use the Green formula to transform
Eq. (5) into:
(Av,v)V =
∫
Ω
([σ ]v1 · v1 + [τ ]v2 · v2)dx + ∫
Γ
(v2 × n) · v1 dΓ.
Moreover, n × v2 and n × (v1 × n) are linked on Γ by the Silver–Müller condition which yields:
∀v ∈D(A), (Av,v)V =
∫
Ω
([σ ]v1 · v1 + [τ ]v2 · v2)dx + ∫
Γ
|v2 × n|2 dΓ.
Thus, we have:
∀v ∈D(A), (Av,v)V  0,
which means that A is monotone.
The second part of the proof deals with the solution of a boundary value problem. Let consider u in V, we seek v
in D(A) satisfying:
(IV + A)v = u, (6)
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By developing (6), we get: ⎧⎪⎪⎪⎨⎪⎪⎪⎩
(I + [σ ])v1 − curl v2 + [ν]v3 = u1 in Ω,
curl v1 + (I + [τ ])v2 + [η]v4 = u2 in Ω,
v3 − [ν]v1 = u3 in Ω,
v4 − [η]v2 = u4 inΩ,
(v1 × n) × n + v2 × n = 0 on Γ.
(7)
The two last equations of (7) set in Ω allow us to eliminate v3 and v4 from the system. Then (7) modifies into a system
with two coupled unknowns: ⎧⎨⎩ (I + [σ ] + [ν]
2)v1 − curl v2 = u1 − [ν]u3 in Ω,
(I + [τ ] + [η]2)v2 + curl v1 = u2 − [η]u4 in Ω,
(v1 × n) × n + v2 × n = 0 on Γ.
(8)
The matrices I + [σ ] + [ν]2 and I + [τ ] + [η]2 are clearly invertible. Moreover, if we set:
u˜1 = u1 − [ν]u3, u˜2 = u2 − [η]u4,
it is easy to prove that u˜1 and u˜2 belong to L2(Ω) since [ν] and [η] are in L∞(Ω).
Hence the problem turns into justifying there exists a pair (v1,v2) in H(curl,Ω) ×H(curl,Ω) such that⎧⎨⎩ (I + [σ ] + [ν]
2)v1 − curl v2 = u˜1 in Ω,
(I + [τ ] + [η]2)v2 + curl v1 = u˜2 in Ω,
(v1 × n) × n + v2 × n = 0 onΓ,
(9)
for any (u˜1, u˜2) given in L2(Ω) ×L2(Ω).
Assuming (9) admits a regular solution, we have:
∀w ∈ H 1(Ω)3,
∫
Ω
(
I + [σ ] + [ν]2)v1 · w dx − ∫
Ω
curl v2 · w dx =
∫
Ω
u˜1 · w dx.
Thanks to the Green formula we transform the second integral and we obtain:
∀w ∈ H 1(Ω)3,
∫
Ω
(
I + [σ ] + [ν]2)v1 · w dx − ∫
Ω
v2 · curl w dx −
∫
Γ
(w × n) · v2 dΓ =
∫
Ω
u˜1 · w dx. (10)
Next, we can eliminate v2 in Ω by using the second equation of (9),
v2 =
(
I + [τ ] + [η]2)−1u˜2 − (I + [τ ] + [η]2)−1 curl v1,
with the condition,
v2 × n = n × (v1 × n) on Γ.
Then (10) becomes a variational equation with v1 as unknown:∫
Ω
(
I + [σ ] + [ν]2)v1 · w dx + ∫
Ω
(
I + [τ ] + [η]2)−1 curl v1 · curl w dx + ∫
Γ
(v1 × n) · (w × n)dΓ
=
∫
Ω
u˜1 · w dx +
∫
Ω
(
I + [τ ] + [η]2)−1u˜2 · curl w dx. (11)
Let a be the bilinear form defined on W×W by:
a(v1,w) =
∫
Ω
(
I + [σ ] + [ν]2)v1 · w dx + ∫
Ω
(
I + [τ ] + [η]2)−1 curl v1 · curl w dx + ∫
Γ
(v1 × n) · (w × n)dΓ,
where
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Space W is equipped with the Hilbertian graph norm. Then it is obvious that a is continuous and coercitive on W×W.
Moreover the linear form
w ∈ W →
∫
Ω
u˜1 · w dx +
∫
Ω
(
I + [τ ] + [η]2)−1u˜2 · curl w dx
is continuous on W. Consequently, according to the Lax–Milgram theorem, there exists a single v1 in W solution to
the variational problem (11).
Next, since D(Ω)3 ⊂ W, we have:
∀w ∈D(Ω)3,
∫
Ω
(
I + [σ ] + [ν]2)v1 · w dx + ∫
Ω
(
I + [τ ] + [η]2)−1 curl v1 · curl w dx
=
∫
Ω
u˜1 · w dx +
∫
Ω
(
I + [τ ] + [η]2)−1u˜2 · curl w dx.
We now define v2 by the relation:
v2 =
(
I + [τ ] + [η]2)−1(u˜2 − curl v1).
Then v2 belongs to L2(Ω), and,
∀w ∈D(Ω)3,
∫
Ω
(
I + [σ ] + [ν]2)v1 · w dx − ∫
Ω
v2 · curl w dx =
∫
Ω
u˜1 · w dx.
Using the Green formula, the previous relation gives:(
I + [σ ] + [ν]2)v1 − curl v2 = u˜1 in D′(Ω)3,
and allows us to conclude curl v2 belongs to L2(Ω)3. This implies that we can define the trace v2×n in H−1/2(div,Γ ).
The same arguments for w ∈D(Ω)3 show that∫
Ω
(
I + [σ ] + [ν]2)v1 · w dx − ∫
Ω
v2 · curl w dx +
∫
Γ
(v1 × n) · (w × n)dΓ =
∫
Ω
u˜1 · w dx,
which implies that
∀w ∈ H 1/2(Γ )3, 〈(v1 × n) × n + v2 × n,w〉= 0.
Therefore we have:
(v1 × n) × n + v2 × n = 0 in D′(Γ )3,
and
(v1 × n) × n ∈ H−1/2(div,Γ ),
Thus, (v1,v2) is solution to the boundary value problem (9) and by setting:
v3 = [ν]v1 + u3 in Ω, v4 = [η]v2 + u4 in Ω;
the field v = (v1,v2,v3,v4) ∈D(A) is solution of (7).
As a consequence, A is a maximal operator V on with domain D(A). 
Now we can use the Hille–Yosida theorem. Indeed A generates a continuous semi-group denoted by {Z(t)}t>0
which is a contraction and we have:
Theorem 3.2. For any (E0,H0,P0,Q0) in D(A), system (3) admits a single solution (E,H,P,Q) in
C0([0,∞[,D(A)) ∩ C1([0,∞[,V)
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in V [13]. It is the so-called finite energy solution which is defined directly from the continuous semi-group Z(t).
Then, for (E0,H0,P0,Q0) in V, {
(E,H,P,Q) =Z(t) (E0,H0,P0,Q0),
(E,H,P,Q) ∈ V.
4. Exponential stability
4.1. Introduction
In this section we are interested in characterizing the long-time stability of the problem. Our investigations are
motivated by previous works concerning the two-dimensional Maxwell system coupled with PMLs [1,11]. The first
one [1] illustrates some numerical instabilities in the case of long-time simulations. These instabilities are related to
solutions which are linearly growing as time goes to infinity. The second one [11] proposes to correct the model of [1]
by modifying the ODE defining the PML unknown. Herein we intend to show that the solution to (3) is exponentially
stable which ensures that no long-time spurious behavior may happen. Moreover it is well known [30] that the solution
to the Maxwell system in free space is locally exponentially decreasing as t tends to infinity. But if system (3) is a PML
model for the Maxwell system, the PML solution is supposed to approximate the Maxwell one. Hence it is a necessary
property for the PML solution to behave like the Maxwell one when t tends to infinity. To study the time-behavior of
the solution to (3), we propose to follow some ideas which are usually involved for the analysis of uniform boundary
or internal stabilization problems for linear PDEs. The question is to find a functional E(t) which satisfies:
∀t > 0, E(t) Ce−βtE(0), (12)
where C and β are positive constants. To begin with, let us recall that the exponential stability of the solution to the
Maxwell system coupled with the Silver–Müller condition has been set up by several authors [24,28,19]. The first
result was obtained by V. Komornik [24] who proved that the solution is exponentially decreasing with time if the
domain of study is strictly star-shaped. His result was then extended to a wider class of domains in [28] by involving
micro-local analysis arguments as formerly suggested in [3] for the wave equation while the results in [24] were based
on the multipliers method. Recently Eller et al. [19] have shown that the multipliers method can be applied in domains
which are more sophisticated than the strictly star shaped ones.
Now we address the following question: does it exist an energy E(t) such that the solution U(t) = (E,H,P,Q)
to (3) satisfies the energy estimate:
∀t > 0, E(t) Ce−βtE(0),
where C and β are positive constants and E(t) is a suitable positive functional?
For k ∈ N, we introduce the functional Ek defined on R+ by:
∀(E,H,P,Q) ∈ Ck(R+,V ), Ek(t) = 12
∫
Ω
(∣∣∂kt E∣∣2 + ∣∣∂kt H∣∣2 + ∣∣∂kt P∣∣2 + ∣∣∂kt Q∣∣2)dx
def= 1
2
∥∥(∂kt E, ∂kt H, ∂kt P, ∂kt Q)∥∥2V.
Then t → Ek(t) defines an energy for any solution to (3) and we have:
Proposition 4.1. Let k be in N. For any initial data (E0,H0,P0,Q0) in D(Ak+1), t → Ek(t) is differentiable and if
[σ ] and [τ ] are positive, it is non-increasing.
Proof. According to Theorem 3.2, the solution to (3) belongs to C1([0,∞[,V) as soon as the initial data belong to
D(A). Hence, for (E0,H0,P0,Q0) ∈D(Ak+1), t → Ek(t) is differentiable and we have for any t  0,
E ′k(t) =
(
∂k+1t E, ∂kt E
)+ (∂k+1t H, ∂kt H)+ (∂k+1t P, ∂kt P)+ (∂k+1t Q, ∂kt Q),
where (·,·) denotes the scalar product of L2(Ω). Then by using the equations governing (3), we get:
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([σ ]∂kt E, ∂kt E)− ([τ ]∂kt H, ∂kt H)− ∥∥∂kt E × n∥∥2L2(Γ ), (13)
which is negative if [σ ] and [τ ] are positive and completes the proof. 
If the matrices [σ ] and [τ ] vanish, the Silver–Müller condition ensures t → Ek(t) is decreasing. Nevertheless, if
[σ ] and [τ ] are nonnegative, the Silver–Müller condition could be replaced by a Dirichlet condition E × n = 0 on Γ
and the conclusions of Proposition 4.1 remain valid in this case.
To get an exponential stability result, we study system (3) in the following context. The interior domain ω−, in
which the electromagnetic field propagates as into the vacuum (or air), is surrounded by ω+ which consists of a
dielectric material modelized by the auxiliary unknowns P and Q. The exterior (but bounded) domain ω+ exactly
coincides with the support of the tensors [σ ], [τ ], [η] and [ν]. In the following, we assume that the initial data P0 and
Q0 vanish in Ω = ω¯− ∪ω+. That means the electromagnetic field begins to propagate at t = 0 with the impulse of the
initial data E0 and H0 set into ω− and moreover, the auxiliary unknowns actually vanish into ω− at any time t > 0.
Then if we assume that E0 and H0 are divergence-free, the electromagnetic field is solution to the standard Maxwell
system into ω− and is divergence-free at any time t > 0 in ω−. To summarize, we assume the following properties are
satisfied:
(i) The data satisfy:
P0 = Q0 = 0, (E0,H0,0,0) ∈ D
(
A3
)
,
Supp(E0) ⊂ ω−, Supp(H0) ⊂ ω−, div E0 = div H0 = 0 in ω−,
(ii) ω+ is the support of [σ ], [τ ], [η] and [ν],
(iii) [σ ] are [τ ] are positive definite on L2(ω+), which means:
∃α > 0, ∀u ∈ L2(ω+),
([σ ]u,u) α‖u‖2
L2(ω+),
([τ ]u,u) α‖u‖2
L2(ω+),
and this set of assumptions will be referred to as (H). Then we introduce the auxiliary energy F defined by:
∀t  0, F(t) = E1(t) + E2(t). (14)
By definition, we have:
F(t) = 1
2
∥∥Z(t)(E1,H1,0,0)∥∥2V + 12∥∥Z(t)(E2,H2,0,0)∥∥2V,
where Z(t) denotes the continuous contraction semi-group associated to the problem (3), and
E1 = ∂tE(x,0), H1 = ∂tH(x,0), E2 = ∂2t E(x,0), H2 = ∂2t H(x,0),
i.e. (since P0 = 0 and [σ ]E0 = 0 because Supp(E0) ∩ Supp([σ ]) = ∅):
E1 = curl H0, H1 = − curl E0, E2 = curl H1, H2 = − curl E1.
In the following of the paper, we keep on with estimating the decay rate of F(t) and as above-indicated we aim at
proving that
∀t > 0, F(t) Ce−βtF(0). (15)
We propose to base the derivation of (15) on the following result:
Lemma 3. Estimate (15) is satisfied if there exist T > 0 and ρ ∈ ]0,1[ which may depend on T such that
F(T ) ρF(0). (16)
Proof. Lemma 3 is a consequence of a theorem due to G. Pazy [27]. We have seen that
F(t) = 1∥∥Z(t)(E1,H1,0,0)∥∥2 + 1∥∥Z(t)(E2,H2,0,0)∥∥2 .2 V 2 V
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that
+∞∫
0
(F(t))p dt < +∞. (17)
Now assume that there exist T > 0 and ρ ∈ ]0,1[ such that F(T )  ρF(0). Then that the above-mentioned prop-
erty is satisfied for p = 1 is a straightforward consequence of the comparison criterion between positive series and
generalized integrals and the semi-group property. Indeed the geometric series with term ρ ∈ ]0,1[ is convergent.
Moreover according to the semi-group property, we have for any integer k,
F(kT ) = 1
2
∥∥Z(kT )(E1,H1,0,0)∥∥2V + 12∥∥Z(kT )(E2,H2,0,0)∥∥2V
= 1
2
∥∥Z((k − 1)T )Z(T )(E1,H1,0,0)∥∥2V + 12∥∥Z((k − 1)T )Z(T )(E2,H2,0,0)∥∥2V,
which implies that
0F(kT ) ρkF(0).
Hence the series with term F(kT ) converges and this ensures the convergence of the series defined by the term:
(k+1)T∫
kT
F(t)dt
since it is upper-bounded as follows,
(k+1)T∫
kT
F(t)dt  TF(kT ),
according to the decreasing of the energy. Then the proof of Lemma 3 follows by using the discretization formula:
kT∫
0
F(t)dt =
k−1∑
l=0
(l+1)T∫
lT
F(t)dt. 
Hence we propose to base the proof of the exponential decay (15) upon the derivation of an estimate like in
Lemma 3. Adapting the analysis of [19] to problem (3), we are supposed to cope with proving the following result:
∃T > 0, ∃C1 > 0, ∃C2 ∈ ]0, T [,
T∫
0
F(t)dt −C1
T∫
0
F ′(t)dt + C2F(0). (18)
Indeed, estimate (18) implies (16) by reducing the left integral by T E(T ). In paper [19], the proof of (18) is based on
the multipliers method. The multiplier is defined as a solution to a boundary value problem set in Ω and its existence
is ensured in a given class of domains Ω , the so-called sub-starlike shaped domains which are more general than
in [24]. Herein we also use a multiplier method but we need some preliminary results before.
4.2. Preliminary results
Lemma 4. There exists a constant C > 0 such that for any u satisfying,
u ∈ L2(Ω), div u = 0 in Ω, curl u ∈ L2(Ω), u × n ∈ H1/2(Γ ) on Γ, (19)
we have:
‖u‖L2(Ω)  C
(‖ curl u‖L2(Ω) + ‖u × n‖L2(Γ )). (20)
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(uk)k in H1(Ω) with ‖uk‖H1(Ω) = 1 such that
‖uk‖L2(Ω) > k
(‖ curl uk‖L2(Ω) + ‖uk × n‖L2(Γ )).
Then we have:
lim
k→∞‖ curl uk‖L2(Ω) = 0 and limk→∞‖uk × n‖ = 0.
Moreover, since the injection from H1(Ω) to L2(Ω) is compact, there exists u in L2(Ω) such that uk converges to u
in L2(Ω) strongly. We then deduce that u satisfies:
div u = 0 in Ω, curl u = 0 ∈ L2(Ω) and u × n = 0 on Γ.
As a consequence, u belongs to the second space of cohomology defined by:
H2(Ω) = {u ∈ L2(Ω), div u = 0 in Ω, curl u = 0 ∈ L2(Ω) and u × n = 0 on Γ },
which is reduced to {0} since Ω is connected with a boundary Γ which is simply connected (see [17] for instance).
Thus u = 0 in Ω which refutes the fact that ‖uk‖H1(Ω) = 1. 
In particular, Lemma 4 implies the following estimates:
Lemma 5. There exists a constant C > 0 such that
∀(E0,H0,0,0) ∈ D
(
A3
)
, E0(0) CE1(0). (21)
Proof. Since P0 and Q0 vanish into Ω , we have:
E0(0) = 12
∫
Ω
(|E0|2 + |H0|2)dx,
E1(0) = 12
∫
Ω
(|E1|2 + |H1|2)dx = 12
∫
Ω
(| curl E0|2 + | curl H0|2)dx.
Since E0 and H0 are divergence-free, we can apply Lemma 4 which leads to,
‖E0‖2L2(Ω)  C‖ curl E0‖2L2(Ω) and ‖H0‖2L2(Ω) C‖ curl H0‖2L2(Ω),
according to the fact that E0 × n = H0 × n = 0 on Γ . We then obtain (21). 
Lemma 6. Let Ω = ω− ∪ Σ ∪ ω+ where ω− and ω+ are two disjoint subdomains of Ω as depicted at Fig. 1. Let Γ
be the boundary of Ω . Let f ∈ H−1(Ω) such that Suppf ⊂ ω+. Let ϕ be the solution in ∈ H 10 (Ω) to,
ϕ = f in Ω.
Then, there exists a constant C > 0 such that
‖∇ϕ‖L2(ω−)  C‖∇ϕ‖L2(ω+).
Proof. The function ϕ satisfies the boundary value problem:{
ϕ = 0 in ω−, ϕ = f in ω+,
[ϕ] = 0 on Σ = ∂ω− ∩ ∂ω+,
ϕ = 0 on Γ,
where [ϕ] denotes the jump of ϕ across Σ where Σ is defined as in Fig. 1. Then, if ϕ− denotes the interior trace of ϕ
on Σ and ϕ+ the exterior one, the jump of ϕ across Σ is defined by [ϕ] = ϕ− − ϕ+ after assuming the normal vector
on Σ is directed from ω− to ω+. Both ϕ− and ϕ+ belong to H 1/2(Σ). Now let R denote an operator on H 1/2(Σ)
defined by:
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with q|Σ = ϕ. Then R is continuous from H 1/2(Σ) into H 1(ω−) (see [13]). We then set φ := q − ϕ|ω− . By
construction, φ belongs to H 10 (ω−) and it satisfies
φ = q in ω−,
with q ∈ H−1(ω−). The standard Green formula yields:
‖∇φ‖L2(ω−)  ‖q‖H−1(ω−). (22)
Now, we have:
‖∇ϕ‖L2(ω−)  ‖∇q‖L2(ω−) + ‖∇φ‖L2(ω−). (23)
The first term of (23) is bounded by C‖ϕ‖H 1/2(Σ), according to the continuity of the operatorR. To bound the second
term of (23), we first use (22) which leads to estimate ‖q‖|H−1(ω−). According to its definition, we have:
‖q‖H−1(ω−) = infψ =0
ψ∈H 10 (ω−)
|〈q,ψ〉|
‖∇ψ‖L2(ω−)
,
which implies that
‖q‖H−1(ω−)  ‖∇q‖L2(ω−)  C‖ϕ‖H 1/2(Σ)
Thus there exists a constant C∗ > 0 such that
‖∇ϕ‖L2(ω−)  C∗‖ϕ‖H 1/2(Σ),
and the continuity of the trace application on H 1(ω+) implies that there exists a constant C > 0 such that
‖ϕ‖H 1/2(Σ)  C‖ϕ‖H 1(ω+).
Moreover, ∂ω+ = Γ ∪ Σ with Γ ∩ Σ = ∅ and ϕ = 0 on Γ . Hence ϕ satisfies the Poincaré inequality into ω+:
‖ϕ‖L2(ω+)  C‖∇ϕ‖L2(ω+).
Then we have:
‖q‖H−1(ω−)  C‖∇ϕ‖L2(ω+),
which completes the proof of Lemma 6. 
We complete this section by a result which is a direct adaptation of a previous result due to V. Komornik [24]. Let
m be a vector of R3 such that ∂j mk = 0 if j = k and div m = 3. The vector m(x) = x − x0, with x0 fixed in R3,
is suitable. Let f and g be two fields in L2(0, T ;L2(Ω)) for some fixed T > 0. Let (F,G)) be the solution of the
Maxwell system: ⎧⎪⎪⎪⎨⎪⎪⎪⎩
∂tF − curl G = f in Ω × ]0,∞[,
∂tG + curl F = g in Ω × ]0,∞[,
div F = div G = 0 in Ω × ]0,∞[,
F(x,0) = F0(x), G(x,0) = G0(x) in Ω,
(F × n) × n + G × n = 0 on Γ × ]0,∞[,
(24)
where F0 and G0 are given divergence-free initial data in H1(Ω)×H1(Ω). Then, applying the result of [24], we get:
266 H. Barucq, M. Fontes / J. Math. Pures Appl. 87 (2007) 253–273Proposition 4.2. Any solution to (24) satisfies the identity:
T∫
0
E0(t)dt =
∫
Ω
(
F(T , ·) × G(T , ·) − F(0, ·) × G(0, ·)) · m dx
+
T∫
0
∫
Γ
(m · n)
( |F|2 + |G|2
2
− (m · F)(n · F) − (m · G)(n · G)
)
dΓ dt
+
T∫
0
∫
Ω
(f × G) · m dx +
T∫
0
∫
Ω
(F × g) · m dx, (25)
where E0 denotes the energy of order 0,
E0(t) = 12
∫
Ω
(|F|2 + |G|2)dx.
We omit the proof of Proposition 4.2 because even if we have to consider the right-hand side of Eq. (24), it is
exactly the same than in [24].
4.3. Proof of exponential stability
4.3.1. First step: estimate of ∫ T0 F(t)dt from ∫ T0 E2(t)dt and F(0)
Lemma 7. There exists a constant C > 0 such that
∀k ∈ {0,1,2}, ∥∥∂kt E∥∥2L2(ω+) −CE ′k(t), ∥∥∂kt H∥∥2L2(ω+) −CE ′k(t). (26)
Proof. Since [σ ] is positive definite on L2(ω+), (13) implies there exists a constant C > 0 such that∥∥∂kt E∥∥2L2(ω+)  C([σ ]∂kt E, ∂kt E) for k = 0,1,2.
Furthermore we have:
∀k ∈ {0,1,2}, ([σ ]∂kt E, ∂kt E)−E ′k(t),
which proves the first estimate in (26). The same arguments applied to [τ ] and H yields the second inequality
of (26). 
In order to estimate the electromagnetic field (E,H), we introduce the following decompositions. Let p and q in
H 10 (Ω) be solutions to:
p = div E in Ω and q = div H in Ω.
Functions p and q exist and are single. Then we introduce the vectors E∗ and H∗ defined by:
E∗ := E − ∇p, H∗ := H − ∇q.
Both vectors E∗ and H∗ are divergence-free. Moreover, since p = q = 0 on Γ , we have ∇Γ p = ∇Γ q = 0 on Γ .
Consequently, E∗ and H∗ are also linked by the Silver–Müller condition on Γ . At last, one can show that E∗ and ∇p
(respectively H∗ and ∇q) are orthogonal for the scalar product of L2(Ω). We then establish the following result:
Lemma 8. There exists a constant C > 0 such that∥∥∂tE∗(t, ·)∥∥2L2(Ω)  C(E2(t) − E ′1(t) − E ′0(t)). (27)
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have:
‖∂tE∗‖2L2(Ω)  C
(‖∂t curl E∗‖2L2(Ω) + ‖∂tE∗ × n‖2L2(Γ )),
which implies that
‖∂tE∗‖2L2(Ω)  C
(‖∂t curl E∗‖2L2(Ω) + ‖∂tE × n‖2L2(Γ )), (28)
since ∂tE∗ × n = ∂tE × n on Γ . Now (13) implies that
‖∂tE × n‖2L2(Γ ) −E ′1(t). (29)
Moreover ∂t curl E∗ = ∂t curl E and the second equation of (3) gives rise to,
‖∂t curl E∗‖2L2(Ω)  C
(∥∥∂2t H∥∥2L2(Ω) + ∥∥[τ ]∂tH∥∥2L2(Ω) + ∥∥[η]∂tQ∥∥2L2(Ω)). (30)
But according to (26), we have: ∥∥[τ ]∂tH∥∥2L2(Ω)  C‖∂tH‖2L2(ω+) −CE ′1(t), (31)
and ∥∥[η]∂tQ(t, .)∥∥2L2(Ω) = ∥∥[η]2H∥∥2L2(ω+)  C‖H‖2L2(ω+) −CE ′0(t). (32)
We then deduce estimate (27) from (28)–(32). 
The same arguments applied to H∗ leads to the following lemma:
Lemma 9. There exists a constant C > 0 such that∥∥∂tH∗(t, .)∥∥2L2(Ω)  C(E2(t) − E ′1(t) − E ′0(t)).
Now we estimate the norm of ∂t∇p in L2(Ω).
Lemma 10. There exists a constant C > 0 such that
‖∂t∇p‖2L2(Ω)  C
(E2(t) − E ′1(t) − E ′0(t)).
Proof. By definition,
‖∂t∇p‖2L2(ω+) =
∥∥∂t (E − E∗)∥∥2L2(ω+),
which implies that
‖∂t∇p‖2L2(ω+)  2
(‖∂tE‖2L2(ω+) + ‖∂tE∗‖2L2(ω+)).
Thanks to (26) and (27), we then obtain:
‖∂t∇p‖2L2(ω+) C
(E2(t) − E ′1(t) − E ′0(t)),
and apply Lemma 6 completes the proof. 
We can apply the same scheme to ∂t∇q:
Lemma 11. There exists a constant C > 0 such that
‖∂t∇q‖2L2(Ω)  C
(‖∂tH‖2L2(ω+) + ‖∂tH∗‖2L2(ω+)).
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Proposition 4.3. There exists a constant C > 0 such that
E1(t)C
(E2(t) − E ′1(t) − E ′0(t)).
Proof. We have:
‖∂tE‖2L2(Ω) = ‖∂tE∗‖2L2(Ω) + ‖∂t∇p‖2L2(Ω),
and Lemmas 8 and 10 imply that
‖∂tE‖2L2(Ω)  C
(E2(t) − E ′1(t) − E ′0(t)). (33)
In the same way, by decomposing ∂tH and applying Lemmas 9 and 11, we get:
‖∂tH‖2L2(Ω)  C
(E2(t) − E ′1(t) − E ′0(t)). (34)
Moreover,
‖∂tP‖2L2(Ω) =
∥∥[ν]E∥∥2
L2(Ω)  C‖E‖2L2(ω+),
‖∂tQ‖2L2(Ω) =
∥∥[η]H∥∥2
L2(Ω)  C‖H‖2L2(ω+),
and (26) leads to
‖∂tP‖2L2(Ω) −CE ′0(t) and ‖∂tQ‖2L2(Ω) −CE ′0(t). (35)
We can conclude using estimates (33)–(35). 
Proposition 4.4. There exists a constant C1 > 0 such that
∀T > 0,
T∫
0
F(t)dt  C1
( T∫
0
E2(t)dt +F(0)
)
. (36)
Proof. Let T > 0. Since F = E1 + E2, Proposition 4.3 means there exists a constant C > 0 such that
F(t) C(E2(t) − E ′1(t) − E ′0(t)).
Integrating on [0, T ], we get:
T∫
0
F(t)dt  C
( T∫
0
E2(t)dt + E1(0) + E0(0) − E1(T ) − E0(T )
)
 C
( T∫
0
E2(t)dt + E1(0) + E0(0)
)
.
Now Lemma 5 shows that E0(0) CE1(0) and since E1 F , (36) holds. 
4.3.2. Second step: controlling
∫ T
0 E2(t)dt
In order to control this term, we are going to apply Proposition 4.2 by choosing F = ∂2t E∗ and G = ∂2t H∗. Then,
f = −[σ ]∂2t E − [ν]∂2t P − ∇∂3t p and g = −[τ ]∂2t H − [ν]∂2t Q − ∇∂3t q,
and the existence–uniqueness result ensures that if (E0,H0,0,0) ∈ D(A3), f and g belong to L2(0, T ,L2(Ω). Then
Proposition 4.2 shows that
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0
E˜2(t)dt =
∫
Ω
(
F(T , ·) × G(T , ·) − F(0, ·) × G(0, ·)) · m dx
+
T∫
0
∫
Γ
(m · n)
( |F|2 + |G|2
2
− (m · F)(n · F) − (m · G)(n · G)
)
dΓ dt
+
T∫
0
∫
Ω
(f × G) · m dx +
T∫
0
∫
Ω
(F × g) · m dx, (37)
with
E˜2(t) = 12
∫
Ω
(∣∣∂2t E∗∣∣2 + ∥∥∂2t H∗∥∥2)dx = 12(∥∥∂2t E∗∥∥2L2(Ω) + ∥∥∂2t H∗∥∥2L2(Ω)).
Next we assume there exists a nonnegative constant αm such that
∀x ∈ Σ, m(x) · n(x) αm.
This property is satisfied if Ω is strictly star-shaped with respect to the origin.
Proposition 4.5. Assume that Ω is strictly star-shaped with respect to the origin. Then, there exists a constant Cm > 0
(depending on m) such that
T∫
0
E˜2(t)dt  Cm
(
E2(0) −
T∫
0
E ′2(t)dt +
T∫
0
‖f‖2
L2(Ω) dt +
T∫
0
‖g‖2
L2(Ω) dt
)
.
Proof. We set x0 := 0 in the definition of m, p. 17. Let:
Rm = Sup
x∈Ω
∣∣m(x)∣∣ and R∗m = Sup
x∈Γ
(m(x) · n(x))2 + |m(x)|2
2m(x) · n(x) .
The identity (37) implies that
T∫
0
E˜2(t)dt Rm
(E˜2(T ) + E˜2(0))+ R∗m2
T∫
0
(‖F × n‖2
L2(Γ ) + ‖G × n‖2L2(Γ )
)
dt
+ 1
4
T∫
0
(‖F‖2
L2(Ω) + ‖G‖2L2(Ω)
)
dt +
T∫
0
‖f × m‖2
L2(Ω) dt +
T∫
0
‖g × m‖2
L2(Ω) dt. (38)
Note we have used the estimate
(m · n)(|F|2 + |G|2)− 2(m · F)(n · F) − 2(m · G)(n · G)R∗m(|F × n|2 + |G × n|2)
which has been proven in [24] (Lemma 8.21 page 122).
According to the definition of E˜2 and the decay of E2, we get:
E˜2(T ) + E˜2(0) C
(E2(T ) + E2(0)) CE2(0). (39)
Moreover,
T∫
‖f × m‖2
L2(Ω) dt  C
T∫
‖f‖2
L2(Ω) dt, (40)
0 0
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T∫
0
‖g × m‖2
L2(Ω) dt  C
T∫
0
‖g‖2
L2(Ω) dt. (41)
Furthermore we also have:
‖F × n‖2
L2(Γ ) + ‖G × n‖2L2(Γ ) =
∥∥∂2t E∗ × n∥∥2L2(Γ ) + ∥∥∂2t H∗ × n∥∥2L2(Γ ) −CE ′2(t). (42)
Then Proposition 4.5 directly arises from (38) modified by using (39)–(42). 
Lemma 12. For k = 2,3, we have:∥∥∇∂kt p∥∥L2(Ω)  ∥∥[σ ]∂k−1t E∥∥L2(Ω) + ∥∥[ν]∂k−1t P∥∥L2(Ω), (43)∥∥∇∂kt q∥∥L2(Ω)  ∥∥[τ ]∂k−1t H∥∥L2(Ω) + ∥∥[η]∂k−1t Q∥∥L2(Ω). (44)
Proof. For k = 2,3, we have:(
∂kt E − curl ∂k−1t H + [σ ]∂k−1t E + [ν]∂k−1t P,∇∂kt p
)= 0,
which yields, ∥∥∇∂kt p∥∥2L2(Ω) = −([σ ]∂k−1t E + [ν]∂k−1t P,∇∂kt p),
and implies ∥∥∇∂kt p∥∥L2(Ω)  ∥∥[σ ]∂k−1t E∥∥L2(Ω) + ∥∥[ν]∂k−1t P∥∥L2(Ω).
Estimate (44) is based upon the same arguments. 
As far as the fields f and g are concerned, we get:
Lemma 13. There exists a constant C > 0 such that
‖f‖2
L2(Ω) + ‖g‖2L2(Ω) −CF ′(t).
Proof. Fields f and g are defined by
f = −[σ ]∂2t E − [ν]∂2t P − ∇∂3t p, g = −[τ ]∂2t H − [ν]∂2t Q − ∇∂3t q.
According to (26), we have: ∥∥[σ ]∂2t E∥∥2L2(Ω)  C∥∥∂2t E∥∥2L2(ω+) −CE ′2(t)−CF ′(t), (45)
and moreover, ∥∥[ν]∂2t P∥∥2L2(Ω) = ∥∥[ν]2∂tE∥∥2L2(Ω) C‖∂tE‖2L2(ω+) −CE ′1(t)−CF ′(t). (46)
Plugging (45) and (46) into (43) yields: ∥∥∇∂3t p∥∥2L2(Ω) −CF ′(t). (47)
Estimates (45)–(47) then show that
‖f‖2
L2(Ω) −CF ′(t).
At last, the same arguments apply to g and we get:
‖g‖2
L2(Ω) −CF ′(t). 
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∀T > 0,
T∫
0
E2(t)dt  Cm
(
−
T∫
0
F ′(t)dt +F(0)
)
. (48)
Proof. Let T > 0 be fixed. Since E2 F and F ′  E ′2, Proposition 4.5 shows that
T∫
0
E˜2(t)dt  Cm
(
−
T∫
0
F ′(t)dt +F(0) +
T∫
0
‖f‖2
L2(Ω) dt +
T∫
0
‖g‖2
L2(Ω) dt
)
,
and Lemma 13 implies that
T∫
0
E˜2(t)dt Cm
(
−
T∫
0
F ′(t)dt +F(0)
)
. (49)
Furthermore,
E2(t) = E˜2(t) + 12
∥∥∇∂2t p∥∥2L2(Ω) + 12∥∥∂2t P∥∥2L2(Ω) + 12∥∥∇∂2t q∥∥2L2(Ω) + 12∥∥∂2t Q∥∥2L2(Ω)
= E˜2(t) + 12
∥∥∇∂2t p∥∥2L2(Ω) + 12∥∥[ν]∂tE∥∥2L2(Ω) + 12∥∥∇∂2t q∥∥2L2(Ω) + 12∥∥[η]∂tH∥∥2L2(Ω).
According to Lemma 12, we have:∥∥∇∂2t p∥∥L2(Ω)  ∥∥[σ ]∂tE∥∥L2(Ω) + ∥∥[ν]∂tP∥∥L2(Ω),∥∥∇∂2t q∥∥L2(Ω)  ∥∥[τ ]∂tH∥∥L2(Ω) + ∥∥[η]∂tQ∥∥L2(Ω).
Then (26) implies that ∥∥∇∂2t p∥∥2L2(Ω)  C(‖∂tE‖2L2(ω+) + ‖E‖2L2(ω+))−C(E ′1(t) + E ′0(t)),∥∥∇∂2t q∥∥2L2(Ω)  C(‖∂tH‖2L2(ω+) + ‖H‖2L2(ω+))−C(E ′1(t) + E ′0(t)),
and ∥∥[ν]∂tE∥∥2L2(Ω) −CE ′1(t), ∥∥[η]∂tH∥∥2L2(Ω) −CE ′1(t).
Hence
T∫
0
E2(t)dt 
T∫
0
E˜2(t)dt + C
(E1(0) − E1(T ) + E0(0) − E0(T ))

T∫
0
E˜2(t)dt + C
(E1(0) + E0(0)).
Since E0(0) CE1(0) (see Lemma 5) and E1 F , we get:
T∫
0
E2(t)dt 
T∫
0
E˜2(t)dt + CF(0),
which completes the proof according to (49). 
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Proposition 4.7. The same hypotheses than in Proposition 4.5 are sufficient to obtain the existence of T > 0 and
C1 > 0, C2 ∈ ]0, T [ such that
T∫
0
F(t)dt −C1
T∫
0
F ′(t)dt + C2F(0).
Proof. Propositions 4.4 and 4.6 show there exist two constants C˜1 > 0 and Cm > 0 such that
∀T > 0,
T∫
0
F(t)dt  C˜1
( T∫
0
E2(t)dt +F(0)
)
 C˜1
(
Cm
(
−
T∫
0
F ′(t)dt +F(0)
)
+F(0)
)
−C˜1Cm
T∫
0
F ′(t)dt + C˜1(Cm + 1)F(0)
which gives the result by choosing T > C1(Cm + 1), C1 = −C˜1Cm and C2 = C˜1(Cm + 1). 
As a consequence, we have established estimate (18) for the functional F . Hence we claim that
Theorem 4.8. Assume that Ω is strictly star-shaped with respect to the origin in R3 and that (H) is satisfied. Then
there exists constants C > 0 and β > 0 such that
∀t  0, F(t) C e−βtF(0).
Theorem 4.8 shows in particular that there exists β > 0 such that eβtE1(t) converges to zero. Hence the L2-norm
of each field ∂tE, ∂tH, ∂tP, ∂tQ converges to zero as e−βt .
We then obtain an exponential stability result in the case where Ω is strictly star-shaped with respect to the origin
(or any other fixed point x0) and is homogeneous. To consider the case of a heterogeneous domain, we can apply the
result of Eller et al. [19] which consists in changing the multiplier into the identity of Proposition 4.2. The existence
of such a suitable multiplier is then ensured if Ω is sub-starlike (see [19]). A more general class of domain might be
considered by applying micro-local analysis arguments like in [28]. Nevertheless some adaptations are necessary. The
most significant one should be to get an observability result which concerns the Maxwell system directly and not the
wave equation like in [28]. Indeed, the system we consider can not be transformed into a wave equation for one of the
two electromagnetic fields especially because none of the electromagnetic fields is divergence-free. The geometrical
condition on Ω can be transposed into a geometrical constraint on ω+. Indeed, ω+ being given, one can choose it
such that Ω is strictly star-shaped. The technique we used does not apply to the energy E0. The reason is we can not
control the L2-norm of the auxiliary unknowns independently of t . The decay rate of E0 remains an open question.
At last, the exterior boundary is modelized by a Silver–Müller condition. By replacing this condition by a perfectly
conducting condition, Proposition 4.2 did not allow us to show the exponential decay. Indeed, if the exterior boundary
is perfectly conducting, Eq. (25) becomes:
T∫
0
E0(t)dt =
∫
Ω
(
F(T , ·) × G(T , ·) − F(0, ·) × G(0, ·)) · m dx
+
T∫
0
∫
Γ
(m · n)
2
|G × n|2 dΓ dt −
T∫
0
∫
Γ
(m · n)
2
|F · n|2 dΓ dt
+
T∫ ∫
(f × G) · m dx +
T∫ ∫
(F × g) · m dx,
0 Ω 0 Ω
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4.5 except the second one which can not be controlled by the energy at t = 0. Hence this question remains also open.
To conclude, we have obtained a result of exponential stability for a family of Maxwell systems. Our analysis is
based upon an energy which involves functionals of order one and two. We are then faced to the same alternative
than the one used in [10] for a two-dimensional PML model with constant coefficients. In [10], the authors defined
an energy of order one and they proved that it is decreasing assuming the terms of [σ ] are constant. The decay rate of
the energy remains an open question and our analysis may be applied to PML models. We intend to investigate this
problem in a future work.
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