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1. INTRODUCTION 
The main purpose of this paper is to give a basis of the space S;(d, D) of 
CN bivariate spline functions with total degree k on a given grid partition A 
of a domain D in the plane R2. It has been pointed out by Morgan and Scott 
[ 181 and Schumaker [20], however, that the dimension of St(A, D) depends 
very much on the geometry of A. Hence, some restriction on A must be given 
in our discussion. 
In [4] we have obtained explicit expressions of a basis of Si(A, D), where 
A is a simple cross-cut partition of D. However, in most applications, 
particularly in finite element methods, A is usually a triangulation of D and 
nonsimple cross-cut partitions are required. We shall give a somewhat less 
explicit basis for the bivariate spline space S:(A, D) with an arbitrary cross- 
cut partition A. 
To obtain a basis of Sz(A, D), it is most helpful to know the dimension of 
this vector space. The dimension problem was first formally proposed by 
Strang in 1211, where several conjectures were made. It will be seen that the 
results in this paper also solve some of these conjectures. In [ 181, Morgan 
and Scott considered the case when ,u = 1, and Schumaker [20] determined 
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the dimension of S;(d, 0) when A has only one (interior) grid point, and 
gave a lower bound for the genera1 case. 
The bases we obtain in this paper are not locally supported. In fact, it was 
shown in [4] that nontrivial locally supported splines do not exist in general. 
On certain important triangulations, bivariate B-spline functions were 
obtained in [3, 61. In particular, it was shown in [7] that the translates of a 
certain B-spline function form a spanning (but linearly dependent) set of 
S:(A, D), where A is a square mesh with all diagonals drawn in. 
Univariate B-splines were first studied in some detail by Schoenberg [ 19 ], 
and the first formal definition of a multivariate B-spline function was given 
by de Boor [ 11. de Boor’s multivariate B-spline is determined by a set of 
“knots” instead of a-given grid partition A. In fact, the “knots” determine 
certain simplices which in turn give the grid segments that separate the 
polynomial pieces. Hence, there are in general a fairly large number of grid 
segments. Much work has been done in this direction. We only mention 
]8L17]. 
The organization of this paper is as follows: Notation and preliminary 
results will be given in the next section. The dimension problem will be 
studied in Section 3. In particular, the dimension of St(A, D), where A is an 
arbitrary cross-cut partition of D is determined. A basis of this space is given 
in Section 4. Section 5 will be devoted to formulas and computational 
methods for finding explicit formulations of these basis functions. Various 
examples will also be given in this section. In the final section an extension 
of the dimension result and a necessary condition for the existence of 
nontrivial locally supported bivariate spline functions will be discussed. 
2. PRELIMINARIES 
Let D be a simply connected domain in R*. A line segment is called a 
cross-cut of D if it is of finite length and both of its end points lie on 30, the 
boundary of D, and in addition, divides D into two subdomains which we 
call cells. More generally, let A be a grid of straight line segments that divide 
D into a finite number of cells. Then A will be called a grid partition of D, 
the points of intersection of the grid partition A that lie in D are called grid 
points (or vertices), and the line segments of A separated by the grid points 
are called grid segments (or edges) of A. If the grid partition A consists of 
only cross-cuts; that is, if each grid segment lies on a cross-cut of D 
belonging to the partition A, then A is called a cross-cut partition. A cross- 
cut partition of D is said to be simple, if every grid point is a point of inter- 
section of exactly two cross-cuts. 
Let A be a grid partition of D. The space S;(A) = S;(A, D) of bivariate 
spline functions is the collection of all functions f in C”(D), such that the 
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restriction of each f on any cell of the grid partition A is a polynomial p in 
P,; that is, p is a polynomial in two variables of total degree k, namely, 
p(x, y) = c UijX'JJ. 
O<i+j<k 
Clearly, if lu > k, then S:(A) = P,. Hence, we shall always assume that 
O<p<k-1. 
Let Di and Dj be two adjacent cells of A sharing a common grid segment 
Tij which lies on the line Zij(x, y) = oijx + b,y + cij = 0, Q: + b$ > 0. If pi 
and pj in P, are the restrictions of an s E S;(A) on Di and Dj, respectively, 
then 
pi -pj = qij[lij]"+ * (2.1) 
for some qij E Ipkepbl (cf. [4,22]). W e call qij the smoothing cofactor of the 
spline function s from Di to Dj across Tij. Note that qij = -qji, since I, = lji* 
Let A be a grid point of A in D and r, ,..., r, be the grid segments with A 
as the common end point ordered in the counterclockwise direction, such 
that ri separates a cell D, from a cell D,, r2 separates a cell D, from Dz,..., 
and r, separates the first cell D, from D,. Also, let r,,..., r, lie on the lines 
l,(X,Y) = OP.9 l,,,(x, y) = 0, respectively, and qi,i+, (with qN.N+, := qNI) be the 
smoothing cofactors of s E S;(A) from Di to Di+, (with D,, , := 0,) across 
ri, i= I,..., N. Then by (2.1), we have the identity 
i qi,i+*(Zi]‘+l =O* 
i=l 
(2.2) 
We call this the conformality condition of s at the grid point A (cf. [4]). 
Every bivariate spline function s in S;(A) must satisfy the conformality 
condition at each grid point of A in D. Conversely, the smoothing cofactors 
determined by the conformality conditions at all the grid points of A in D 
define the bivariate spline functions in S:(A) up to an additive polynomial in 
P,. Hence, the conformality conditions at the grid points of A provide a 
basic tool in determining the dimension of Sz(A, 0). 
3. DIMENSIONS OF BIVARIATE SPLINE SPACES 
As pointed out by Morgan and Scott [ 181 and Schumaker [20], the 
dimension of S:(A) depends very heavily on the geometry of the partition A. 
We first consider the following example (an extension of the one given in 
[ 201). Our proof is quite different from that in [ 201 and allows us some flex- 
ibility for an extension. Let D be a bounded simply connected domain with a 
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FIGURE I 
grid partition Aa,B,Y g iven in Fig. 1. We shall determine the dimension of 
S:&,,J 
There are three grid points of Aaby in D, namely, A I = (0, 0), A z = (a, l), 
and A 3 = (-1, 1). Since k = 2 and p= I, the smoothing cofactors are 
constants. Let the smoothing cofactor from D, to D, be c, , the one from D, 
to D, be c,, the one from D, to D, be cj, the one from D, to D, be c4, the 
one from D, to D, be c,, the one from D, to D, be c,, the one from D, to 
D, be c,, the one from D, to D, be cs, and finally, the smoothing cofactor 
from D, to D, be c,. By using the conformality conditions at the grid points 
A,, A,, and A,, we have the homogeneous system Bnl)+ = 0, where 
c = [c, )...) CJT. We first consider p = 10 and y = -5. The matrix B,*l,,* -5 is 
a 9 x 9 matrix. It can be shown that B,, ,,,, -5 has rank 8 and hence 
det B a,,0,-5 is nonzero for a! # 1 but Ia - 1 1 sufficiently small, say 
0<(a-1~<~.Hence,if0<~a:-1~<~,wehavec,=~~~=c,=0,sothat 
and dim Si(A n,,0,-5) = 6. Since the rank of B,.,,,-, is 8, we have 
dim S:(A 1,,,,-5j = 7. This shows that “symmetry” increases the dimension 
by one. Next, keeping a = 1 and y = -5 but change p. By using the confor- 
mality conditions at A, and A,, it can be shown that when p becomes 3, we 
have dim Si(A 1,s,3.-s) = 8. Finally, fix a = 1 but move both @ and y to F 
and 0, respectively. Then by using the conformality conditions at all of the 
three grid points A,, A,, and A j, we have dim Si(A,.,,,,,,) = 9. Of course 
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the domain D changes slightly when the configuration of the partition 
changes. 
Observe that when a = 1 and y = -5, moving p to ; introduces two cross- 
cuts; and when a = 1 moving /3 to 10/9 and y to 0 gives a total of three 
cross-cuts. Hence, with more cross-cuts the bivariate spline space is larger. If 
A is a cross-cut partition, we can determine the dimension of S;(d). 
Let A, be a cross-cut partition of a simply connected domain D in R2 with 
L cross-cuts and V grid points, A I ,..., A, in D. Let Ni be the number of 
cross-cuts intersecting at Ai, i = l,..., V. Also, denote the dimension of P, by 
q(l); that is, q(l) := 0 if 1 < 0, and 
q(Z) := (I + l)(Z + 2)/2. 
if I >, 0. For a positive number x, let [x] denote the largest integer 0 (i.e., 
the integer part of x). We have 
THEOREM 3.1. Let D be a simply connected domain in Rz and A, a 
cross-cut partition of D with L cross-cuts and V grid points A, ,..., A, in D 
such that Ni cross-cuts intersect at Ai, i = l,..., V. Then the dimension of the 
bivariate spline space Sg(A,, D), 0 <p Q k - 1, is 
where 
dim St(A,, D) = n(k) + Ln(k -,u - 1) + f d(Ni), 
i=l 
(3.1) 
d(n) := +(k-p - [(,a + l)/(n - l)]), 
x((n-l)k-(n+l)~t(n-3)t(n-f)[@tl)/(n-l)]). (3.2) 
Note that d(2) = (k - 2,~ - l)+ (k - 2,~)/2. Hence, if A, is a simple cross- 
cut partition, we have the following result [4] : 
COROLLARY 1. Let A, be a simple cross-cut partition of a simply 
connected domain D with L cross-cuts and V grid points. Then the dimension 
of S;(A,, D) is 
n(k) t Ln(k -,u - 1) t Vn(k - 2/t - 2). (3.3) 
Also we have 
43) = (k - 2~ + lb+ lY2l)(k -p - I@ + WI), (3.4) 
and 
d(4)=t(k-~-[[0(+1)/3])+(3k-5~+3[~+1)/3]+1). (3.5) 
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Let D, be the rectangle 
D,={(x,y):u<x<b,c<y<d) 
and xi = a + i(b - a)/m, yj = c +j(d - c)/n. The lines x - xi = 0, 
i = I,..., m - 1, and v--~r~=O, j= l,..., n - 1 give a simple cross-cut 
partition A, of D, with L = m + n - 2 and V= (m - l)(n - 1). Hence, 
Corollary 1 gives 
dimS:(A,,D,)=q(k)=@)+(m+n-2)v(k-p-1) 
+(m- l)(n- l)q(k-2p-2). 
Now let A, be a refinement of A, by adding all the diagonals with positive 
slopes, and A, be a further refinement by adding all the diagonals (see 
Figs. 2 and 3). These two partitions are very important in finite element 
methods. We have 
COROLLARY 2. Let A, and A, be grid partitions of D, as described. Then 
the dimensions of the bivariate spline spaces Sc(A,, D,), I = 2, 3 are 
dimS~(A,,D,)=q(k)+(2m+2n--3)~(k-~- 1) 
+ (m - l)(n - I) d(3) (34 
FIG. 2. Grid partition A,. FIG. 3. Grid partition A,. 
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and 
dim S;(d,, 0,) = q(k) + (3m + 3n - 4) ~(k - ~1 - 1) + mn?/(k - 2,~ - 2) 
+ (m - l)(n - l)d(4), (3.7) 
where d(3) and d(4) are given in (3.4) and (3.5), respectively. 
We remark that Schumaker [20] has obtained dim Si(d2, Or) for 
1 <,u <k - 1, where 2 <k < 4 and dim ,!$!(A,, 0,) for ,u = 1, and 2 < k < 4 
by using a different method. To prove Theorem 3.1, we need the following 
notation: Let (a,, /3,) ,..., (a,,,, ON) b e p airwise linearly independent ordered 
pairs; that is, ai/jj f ajpi for i #j, i,j = l,..., N, and V, be the vector space 
VN = 
I 
(4, ,.-.3 q‘v): 5 qi(X,y)(aiX+piy)~+‘~o,q,,...,q,E ‘k--p-l 
i=l 
(3-V 
The following is a different formulation of a result of Schumaker [20]: 
LEMMA 3.1. dim VN = d(N). 
Let D be a simply connected domain, and A, an arbitrary cross-cut 
partition of D with L cross-cuts and V grid-points A, ,..., A, in D. We have 
seen in the previous section that any bivariate spline function in S;(A, D) is 
uniquely determined by its polynomial piece on a certain cell (which we call 
the source cell [4]) and its smoothing cofactors across all the grid segments, 
and that the smoothing cofactors must satisfy the conformality conditions at 
A , ,..., A,. Let Ai = (Xi,yi) and that the lines on which the Ni cross-cuts 
intersecting at Ai lie be aii(x - xi) + Pij( Y -Yi) = 0, where oijPi, - ai$ij # 0, 
1 <j < I < Ni. Suppose that qj = qi,j E Ipk-,- r, j = l,..., 2Ni, are the 
corresponding smoothing cofactors across the grid segments with common 
vertex at Ai. Then the conformality condition at Ai is 
G (qNi+j(X9 Y) + qj(& Y))(aij(x - xi> + Pij(Y -Yi>>* + ’ = O 
,% (3.9) 
for all (x, y). The number of linear independent solutions (qNi+ 1 + q, ,..., 
qZN, + qNi) of this system is d(N,) by Lemma 3.1. Note that even if q, ,..., qN, 
are determined, the smoothing cofactors qNi+ , ,..., qzNi are still completely 
arbitrary. Hence, the solutions of linear system (3.Y) at the grid point Ai do 
not “interfere” with those at the neighboring grid points if we fix the 
smoothing cofactors properly. More precisely, let us pick the source cell next 
to aD, and label the cross-cuts r, ,..., r, such that when we travel in D along 
8D in the “clockwise” direction (that is, D being to the right of the direction 
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of travel), we cross ri ,..., r, in this order, where the cross-cuts that have 
been crossed before are being ignored the second time around. Let A, ,..., A, 
be the grid points that lie on TI, say, so that f, is separated into grid 
segments y,,,..., yI. By a proper ordering and using the same notation for the 
smoothing cofactors, the smoothing cofactors across yO,..., yr are, respec- 
tively, q 1,17 ~l,N,+l=-~2,1~~‘~~~2,Nz+l=-~3,1r”~~~,-l.Fjr-~+I =-ql,l~ql,,\,+I. 
If 91,l is determined by the conformality condition at A,, then ql,N, + , is 
completely free. Being equal to -q2,, , it is determined by the conformality 
condition at A,, etc. Finally, q,,, is determined by the conformality condition 
at At while q,,N,+ 1 is completely free. Next, consider the smoothing cofactors 
across the grid segments that lie on Tz. If Tz does not intersect T, , then the 
discussion applies to r,. If Tz intersects r,, then one of the smoothing 
cofactors has already been determined, and since the conformality condition 
at any grid point is not interfered by those at the neighboring points, the 
common grid point with r1 can be ignored in this discussion. Then all except 
one smoothing cofactors across the grid segments on Tz are determined by 
the conformality conditions at the grid points on r2. In general, in 
considering Ti, the grid points on Ti that also lie on one of the cross-cuts 
r, ,..., ri-, will be ignored. In each case, one smoothing cofactor is 
completely free. That is, each cross-cut contributes q(k -,u - 1) to the 
dimension of St(A, D) while the source cell has a contribution of v(k). This 
completes the proof of the theorem. 
4. BASES OF BIVARIATE SPLINE SPACES 
Let D be a simply connected domain in R* and A, be a crosscut partition 
of D. The purpose of this section is to give a basis of the bivariate spline 
space S:(A,, 0). Some of the basis functions will be somewhat implicit; and 
a method of computation will be discussed in the next section. We remark 
that it is very important to have a simply connected domain, otherwise, some 
of the cross-cuts are useless in separating the polynomial pieces. 
Let rl ,..., r, be the cross-cuts of this partition A,, and let ri lie on the line 
yi: QiX + biy + Ci = 0 (4-l) 
i = l,..., L. Note that if D is not convex, two or more ris may lie on the 
same line yi. In other words, the lines y, ,..., yL are not necessarily distinct 
although ri ,..., r, are. In any case, the yi’s may be parallel; that is, it may 
happen that aibj - ajb, = 0. Let D, be a cell in this partition such that part 
of the boundary of D, lies on 3D. Here D* will be called the source cell. 
The cross-cuts r, ,..., r, are labelled as in Section 3; namely, when we travel 
in D along 8D starting at D, in the direction that D is to the right of the 
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direction of travel, we first meet ri, then r,,..., and finally r,, where the 
cross-cuts that have been met are simply ignored and not relabelled again. 
Since each Ti is a cross-cut of D and D is simply connected, it separates D 
into two cells D, and D;, where D, c 0;. Following [2,4], we define a 
bivariate spline function (r,), by 
(ri)# (x,Y) = six t biY t ciY if (x,Y> E D/T 
= 0, if (x,y) E 0: UTi, (4.2) 
and define (r,)$’ ’ by 
tri)$+ ‘Cx9 Y) = (Cri)# CxY Y>>” + I* (4.3 > 
The following is a reformulation of a result in [4]: 
THEOREM 4.1. Let A, be a simple cross-cut partition of a simply 
connected domain D. Then a basis of S:(A,, D), 0 < ,u < k - 1, is given by 
9 = {xay*, Xcyd(ri)$+ '(X, y), djqr,);+ ' (4 y)(r,);+ '(x, y): u z v, 
r,nr,nD#O,O~atb~kk,O~ctd~k-~-l, 
0 <f + g < k - 2p - 2, i, u, v = l,..., L}, 
where the functions x’y”(r&+ ‘(x, y)(r,)$+ ’ (x, y) are to be deleted if 
k < 2~ t 2. 
Hence, for a simple cross-cut partition A, of D, a basis of S;(A,, D) can 
be formulated explicitly, and the structure of the bivariate spline space can 
be studied (cf. [4]). When the cross-cut partition A, is nonsimple, we can still 
formulate a basis of Sz(A,, D), but some of the basis functions will not be 
explicit. 
Let there be V grid points (vertices) of this partition that lie in D. These 
points will be labelled in the following way: Start from the initial end point 
of ri that lies on aD* and travel into D on r, until we arrive at the other 
end point. The grid points we encounter are A,,,,...,A, n in this order. In 
general, for each i between 1 and L, start from the initial ‘end point of Ti that 
was used to label ri and travel into D on ri until we arrive at the other end 
point. The grid points we encounter are Ai,l ,..., Ai,ni in this order, where the 
grid points A,,, (1 <j < i) that have been labelled are simply ignored and not 
relabelled again. Hence, the grid points Ai,j, j = l,..., ni, i = l,..., L, are 
distinct and 
n, + 0-s tn,= V. 
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(Note that nL = 0 since all grid points on I’, lie on one of the cross-cuts Ti, 
1 < i < L.) 
Each grid point A,,j is a point of intersection of two or more cross-cuts. 
Suppose that the cross-cuts intersecting at Ai,j are ri,],, ,..., ri,j;mCi,jJ, 
m(i,j) > 2. These cross-cuts are, of course, among the original r, ,..., r, with 
different names. We consider the linear system 
m(i,.i) 
C qi,j;s(X, Y)(ai,j:sX + bi,j;sY + Ci,j;s)"+ I = 0, 
s=1 
(4.4) 
where 
?'i,j;s: ai,j:sX t bi,j;s Y t Ci,,i:s = 0 
are among the lines y1 ,..., yL, and ri,j;s lies on Yi,j;s. Let Ai,j = (Xij,Yij)* Then 
we also have 
Yi,j:s: ai,j;s(X - Xij) + bi,j;S( y -yij) = 0, (4.5) 
where ai,j;sbi,j;l # ai,j;tbi,j;s for 1 < s < t < m(i,j). By Lemma 3.1, with a 
change of variables, we know that linear system (4.4) has d(m(i,j)) linearly 
independent solutions which we denote by 
(qi.j;l,f~***~ ~i,j;m(i,jJ,th t = l,..., d(m(i,j)). (4.6) 
The definition of d(n) was given in (3.2). 
Next, we have to explain how the cross-cuts ri,j;s are named. Around each 
grid point Ai,j, ri,j;l ,..., ri,j;m(i,j) are those cross-cuts T,, 1 < t <L, passing 
through A,, ordered in the counterclockwise direction and starting from 
ri,j;, , such that each Ti,j:s is named when it is first crossed when we travel 
around A ij (so that all ri, j;s, 1 < s < m(i,j), are named in less than half of a 
revolution) and that the source cell D, is contained in the angle made by 
ri,j:l and ri,j;m(i,j)~ with ri,j;l on the right. Note, in particular, that each 
function (ri,j;s)# is zero on D,. We define the functions (ri,jZs) 1, 
1 < s < v&i), by 
and for s = 2 ,..., m(i, j), 
Vi,jJt Cx,Y> = Vi,j& (x~YVi,j;~)s (x7Y>l(ai,j:~x + bi.j:*Y + ci,j:*) 
for (x, Y) e Yi,j;, and 0 on Y~,~;, . Also, let 
(ri,j;s)7+1 CGY)= ((ri,jJT (XvY))u+la 
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We now define our bivariate spline functions 
Si,j:t = C 4i,j:s,t(ri,i:s)~ + ‘3 
s=, 
(4.7) 
where qi,j;s,r are the polynomials in IPkeP-, defined in (4.6). Clearly, Si,j;r, 
I=1 ,..., d(m(i,j)), are in S!J(d,, D), and are supported in the angle measured 
counterclockwise from Ti,j;1 to ri,j;m(i,j). 
We have 
THEOREM 4.2. The collection of bivariate splines 
Q = {xOyb, xCyd(r,)Y,+ ’ (~9 Y>, Si,j;r(x,Y): 0 < a + b < k 
0 < c + d < k - ,u - 1, u = l,..., L, I = l,..., d(m(i,j)), 
j = l,..., n, and i = l,..., L } 
is a basis of Sf(A,, D). 
It is clear that the cardinality of Q is the same as dim S@,, D). Hence, 
to prove the theorem, it is sufficient to prove that Q is a linearly independent 
set. If A, happens to be a simple cross-cut partition; that is m(i,j) = 2 for all 
j = I,..., n, and i = l,..., L, then it can be proved that 
Si,j;r(X, Y> =Pt(K y)((ai,j:zx + bi,j;zY + Ci,/:2)wc ’ 
- Cri.j;2)$+’ (x9Y)Il(ri,j:02+’ Cx?.Y) 
f = I ,..., d(2) (recall d(2) = q(k - 2,~ - 2)), where {p, ,..., pdCZj} is a basis of 
the polynomial space Pk-z,-Z. Hence, in the special case that A, is a simple 
cross-cut partition of D, then the basis elements in g of Theorem 4.2 and 
those in 9 of Theorem 4.1 can easily be transformed into one another by 
taking linear combinations. 
Proof: We now prove Theorem 4.2. Let 
n, d(m(i.j)) 
P+ 5 q,(T,)u,+‘+~ x c ei,j;,Si,j;, = O, (43) 
u=1 i=l j=$ 1=1 
where p E P,, q,, E Pk-,-,, and ei,j;l are constants. We have to prove that 
they are all (identically) zero. Since (r,), and Si,j:r all vanish in the source 
cell D,, we already have p = 0. Next, from the support property of St.,:,, it 
is clear that if the grid point FI,,~ lies on the same side of the cross-cut r, as 
the source cell D,, then Si,j;r(x, y) = 0 for all (x, y) in each of the cells next 
409/94/l-14 
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to I-, , for t = 1 ,..., d(m(i,j)) For the bivariate spline functions ,sS’~,~:~, where 
Ai,j are separated from D, by r, , we need the transformation 
m(i,j) 
(4.9) 
It is easy to see that if Ai,j is separated from D, by r,, then ,!?i,j;l(x,y) = 0 
for all (x,y) in the cells neighboring ri. Here, the polynomials qi,j;s,r are 
those that define Si,j:t in (4.7). For these Ai,j)s, we substitute (4.9) into (4.8). 
Hence, in each of the cells next to r,, we have, 
nl d(m(1.j)) 
41vl)~+’ + C’ ci~(~fJ$+ + C 21 e,,jitSl,jtt = 0, (4.10) 
j=l I=1 
where t, is either qu or the sum of qu and a linear combination of the 
polynomials qi,j;s,r, where ri,j;s = r,, i # 1. Here, 2’ sums over all u # 1 
such that r, intersects with r,. We now restrict the function on the left side 
of (4.10) in each of the cells next to r,, first in the cells with A i , as the 
common vertex, then the cells with A i,* as the common vertex,..., and finally 
the cells with A,,,, as the common vertex, working in the counterclockwise 
direction around each vertex. Hence, we have a linear system of equations to 
solve for qi(x,y)(a,x + b, Y + c,)‘+‘, B,(x,y)(a,x t b,y t c,)“+’ (where r, 
intersects with r,), and 
d(m(1.j)) 
C el,j:rS*,j;r(X~Yl 
t=1 
(4.11) 
j= l,..., n,. By appropriately rearranging these equations, and disregarding 
some redundant ones, the coefficient matrix can be shown to be a lower 
triangular square matrix with all ones on the main diagonal and ones or 
zeros in the other entries. Thus, we have, in particular, q, = 0 and the 
functions in (4.11) are identically zero. By using (4.7), restricting the 
function to each cell around A ,j, we have 
d(m(1.i)) 
c elJ;t 5 Cal,j;sX + bl,j;sY + Cl,j;s)‘+’ ql,j;s,f(X,y) =O 
I=1 s=1 
for all (x,y) and u = l,..., m(l,j). This linear system can be changed to 
d(m(1.j)) 
c e~,j&~,j:l,t- ql,j:m(l,j),t) =O* 
I=1 
By the linear independence of the vectors (4.6), we have el,j:, = 0, 
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t=1 ,..., d(m( l,j)), and this holds for each j = l,..., n, . This means that (4.8) 
becomes 
5 %K&+ ’ 
ni d(m(i,i)) 
+ic Y- ei,j,*Si,j:r = Oh 
u=2 i=2 j=l I% 
Since q1 = 0, the source cell D, can be expanded so that its new boundary 
includes a grid segment on r2. By repeating the preceding proof, we have 
q2 = 0 and e2,j;r = 0 for all t = l,..., d(m(2,j)) and j = l,..., n2. Hence, 
working around the boundary of D, we have 4” = 0 and ei,jit = 0 for all u 
and t=l ,..., d(m(i,j)) and all i and j. This completes the proof of the 
theorem. 
5. COMPUTATION OF BASIS FUNCTIONS 
In this section we discuss a method for computing the basis functions in Q 
and give some formulas. Since the only functions in Q that are not explicit 
are the Si,j,I)s, it is sufficient to consider linear system (4.4) to determine the 
linearly independent solutions (9i.j; ,,I,..., qi,j;m(ij),l), t = 19-9 d(m(u)) in (4.6). 
To simplify the notation we consider the linear system 
5 q,(x,Y)(atx +PdY+’ = 09 
t=1 
(5-l) 
where qr E lPk-,-, , and alps - asPI # 0 for s # t. Write 
4tkY) = c Cij(%X + PlY)’ (a,, 1x + P,+ I Y>‘. (5.2) 
O<i+j<k-N-1 
Then (5.1) becomes 
where cij := 0 for i ( 0. Equating the coefficients of x’#+j-‘, I= O,..., m and 
m =,u + l,..., k, we have 
for all O&l<m and p+l<m<k, a total of (k-p)(k+y+3)/2 
equations. This linear system can be solved numerically for the Cf,j’S, 
O<i+j<k--p- 1 and t= l,..., n, that determine the smoothing cofactors 
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q,. We give a computational method below to determine the solutions 
analytically. For simplicity, we only consider n = 3, (ai, /I,) = (0, 1 ), 
(%? P2) = (17 Q and (a,,/IJ = (1, 1). For this special case, (5.3) can be 
written in the matrix form. Let c, = [cm,, c,,,*, c,,,~], where 
c mt= [~~-rr-‘,o,~~~,-*,,~...~~~,,-,-Il~ 
t = 1, 2, 3. Consider the coeffkient matrix 
(*I A,= [A* AY’ 4”’ 1, 
where A trn), A irn), A 5”’ are (m + 1) x (m -cl) submatrices given by 
where (j) := 0 ifj ( i and 0 is a zero matrix, 
C-1)” (y 0 0 . . . 0 
(-1Y (g (-l)m-1r-J 0 . . . 0 
Aim’ = WY+’ (m-;-l) (-l)*+’ (;;A2) . . . . (-l)‘+‘(“(: 
C-l)@ im”,) (-1)’ tm;;Al) . *** (-l)Y(B:l 
1 . . . . 1 L I 
and 
1 
1 
1 1 
! 
with D, = 
i 0 1 1 . . a 1 0 1
I, 3 lm-u)X(rn-w) 
where 0 is a zero submatrix. Then the linear system (5.3) can be expressed 
as 
A&, = 0 (5.4) 
MULTIVARIATE SPLINE SPACES 211 
m=p+l ,..., k. Here, and throughout, the superscript T denotes the 
transposition of a matrix. To solve homogeneous system (5.4), we first note 
that A,,, 
k ’ 
is of full rank. Hence, we rename c, = [c,,, cm*, c,~] as 
rnl~Crn2~ cL3], where I$,,~ is a (u + 1) vector. Of course, CL-~ is a 
(2m - 3/1- 1) vector. The entries of CL-~ will be used as parameters, and 
solve c,i and CL* in terms of these parameters. There are two parts. 
PART I. Assume that m = 2p + r, r > 1. 
In this case, (5.4) can be written as 
C ntl = C,‘(H,,,K,‘R -R,,) c’ m2 m3 
where 
and 
H,= 
C’ m2 = -K%,&, 
0 
. . . . . . 
K,= 
(--I)’ (m?.Yp) 
(-I)“-’ (m-;+1 
. . . 
m - ( i m-l 
1 
. . . . . . . . . 
(-l)u+l (m:;:2) (-lY+ 1 (m y/, 1 ) 
(5.5) 
(-1Y (m:;:l) ... (-1)” (;+;P) 
(-1Y-’ (;I;) . . . (-‘).-‘(m_m;--& 
. . . . . . 
m-l - 
( ) 
m-p . . . - 
m-2 ( 1 m-p-1 
1 . . . 1 
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I 0 I 
0 
0 0 
0 
0 
. . 
0 
0 - 
0 
0 i 
0 
0 .’ 
3 
PO 
I 
E 
0 _ - .., 
I 
a 
I 
I x 
0 
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(Rml being an (m -,u) x (2m - 3,~ - 1) matrix), and 
R,, = 
-(-1)’ (mm_;;ll ) ... (-1)’ (“T 1) o 1 
(-1y-’ (-+;l ) . . . (-l)-’ (“; l ) 
C 
. . . : 
-(-I;) . . . -(“:“) o 
1 . . . 1 1 
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(Rmz being a (,u t 1) x (2m - 3,~ - 1) matrix). It is clear that 
where (0 := 0 if i >j. The only matrix we have to invert is K,. To do this, 
we intr,oduce a polynomial 
p(x) = 5 d,xm-f := xm-uq(x). 
i=o 
Then we have 
and 
q(n)(l)=l$o (~)(-l)“-i(m-~)~~~(m-ptv-i-l)p’i~(l). 
Let 
U,= 
and 
- 
P! 0 
#4dp- 1) a.. 2 (A)! 0 
&f- 1)e.e 3 (u-l)... 2 
(u-02)! 
*. 
A+ &-&u-2) &-2j(,u-3) ..: 2! 0 0 
P P-1 P-2 *** 2 l! 0 
1 1 1 . . . 1 1 0 
-. 
c1 
0 
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Then 
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This together with (5.6) gives 
K,’ = lJ,‘T my 
where it can be shown that Vi’ = [U,], where uij = 0 if 0 < i <j Q ,U and 
uij = (-l)i-j/(i -j)! (u - i)! if 0 <j < i <p. 
PART II. Suppose m < 2p 
Here, if m + 1 > 3(m -p), then c, G 0. Hence, we only consider 
(3,~ + 1)/2 < m < 2,~. Write (5.4) as 
C ,,,, = C,‘F,E,‘V,,& and c62 = -E,‘vmc;3, (5.7) 
where 
F,= 
- (--lY (;) 
(-I)“-’ (‘I”) (-l)m-’ jmgl) 0 
(-l)‘+’ (m-;-1) (-l)@+l (m;;A2) *.. (-l)y+qp;l) 0 *** 0 
(F, being an (m -,u) X @ + 1) matrix), 
V ml 
v,= v,, 3 I I V m3 
V,,,,=V,,beinga(2,u--m+l)x(2m- - 3,~ - 1) zero matrix and 
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and 
E,= 
(- 
I 
(-1)q;) - (-1)” (“,-1) . . . (-l)Pi”:‘) 
0 
-1)” (2p:m) (-lY (c-1) * (-ly(yJ 0 . . . 0 
: . . : 
$1 -(“l’) 
: 
lu+l . . - ( 1 
1 
0 
1 1 1 1 0 
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Since C; ’ = [({)I is known, the only matrix to invert is E,. This can be 
done in the following way: Write 
0 1 &I, ' 
where 
so that Ei3 =Em3. It is easy to see that 
E,‘= E,: 0 
-4,J,,E,: 1 En,, ’ 
Hence it is sufficient to find E;:. This can be done, for example, by the 
bordering method. Recall that if 
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then 
G,-l, +-&G;~,u,v.G~:~ -1G;!,u, 
G,‘= 
-; 
ail 
1 ’ - l&G,=‘, - 
a, a, / 
where a,=g,,-v,G;?,u,. 
Hence, fur any m, (3,~ + 1)/2 < m < k, we can find c, = [c,,, , cmZ, c,,] = 
Ic ch, ml3 ch3] by using either (5.5) or (5.7), depending on m > 2~ or 
m < 2~~ and choosing the d(3)-vector [c,‘(~~ + ,j,Zl+ ,,3,..., c;,~] to be 
[ 1,O ,..., O][O, 1,O ,..,, O] ,..., [0 ,..., 0, 11, respectively. Of course, if 
m < (3,~ + 1)/2, then c,,, s 0. That is, all c,, ,U + 1 < m < k, are determined; 
or the linearly independent solutions (q 1,s’ 42,s, q3J s = l,..., d(3), to (5.1) 
with n=3, (a,,P,)=(O, *>, (az,Pz>=(*,O), and (q,&)=(*, 11, are 
obtained. 
We now give inverses of K, and E, for all ,u < 4. For ,U = 0, 1, we do not 
have Part II. For ,B = 0, K, is the scalar 1 and so is its inverse. For p = 1, 
-(m - 1) 
1 
-1 l-m 
1 
and K,‘= 
I 1 m’ 
(Here, m > 4 since there is only the trivial solution for m < 4.) For .D = 2, 
Part II occurs only if m = 4 and in this case 
E,= [-i -l] and E;‘=[J+ ‘, 1, 
In addition, for ,D = 2, nontrivial solutions exist only if m > 4, and hence for 
.U = 2 and m > 5 we have 
1 m-2 (m - l)(m - 2)/2 
K,‘= c -2 -(2m-3) -m(m- 2) 1 . 
1 m-l m(m - 1)/2 
For ,K = 3;Part II occurs only if m = 6 and in this case 
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In addition for ,u = 3 nontrivial solutions exist only if m > 6, and hence for 
p = 3 and m > I, 
-1 -(m - 3) -(m - 3)(m - 2)/2 -(m - 3)(m - 2)(m - 1)/6 
K,‘= 3 3m-8 (m-3)(3m-4)/2 m(m-3)(m-2)/2 
-3 -3m + 7 -(m - 1)(3m - 8)/2 
’ 
1 m-2 (m - l)(m - 2)/2 -m(m-3)(m- 1)/2 1 m(m-2)(m- 1)/6 
For ,U = 4, nontrivial solutions exist only if m > 7, and Part II occurs only if 
m = 7,8. In this case we have 
E,=[-i! -i -; i j, 2 3 2 
7 5 i 0 0 
-f -3 -1 0 0 
E;’ = 1 1 1 6 5 5 1 0 0 ) -+ +-+ 0 1 3 1 1 0 
35 15 5 0 
+-!;-I: 
21 15 
-20 -10 Oj 
10 0 ) 
-7 -6 -5 0 
11111 
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Also, for ,u = 4 and m > 9, we have, 
F 
: z 
T I 
I 2 
s” 
E .m  ^
T ’ I z- 
SW 
F 
G 
i 
m 
E 
I 
‘h 
-3 
E 
5 
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6. EXTENSION AND REMARKS 
In Section 3, the dimension of the bivariate spline space S;(d,, D), where 
A, is any cross-cut grid partition of the simply connected domain D, has 
been determined. With a little more care, the proof there can be extended to 
a more general grid partition. A grid partition A,, of a simply connected 
domain D will be called a quasi-cross-cut grid partition if each of its grid 
segments (or edges) lies either on a cross-cut of D or on a ray of finite length 
in D that starts at a grid point (or vertex) and terminates on c?D. Of course, 
the cross-cuts and rays determine the grid partition A,,. We have the 
following result: 
THEOREM 6.1. Let D be a simply connected domain, and A,, a quasi- 
cross-cut partition of D consisting of L cross-cuts, a finite number of rays, 
and V grid points A, ,..., A, such that the total number of cross-cuts or rays 
sharing the grid point Ai is Ni, i = I,..., V. Then the dimension of S;(A,,, D), 
0 <,u < k- 1, is given by (3.1). 
Following Section 4, we can also extend the definition of the bivariate 
spline functions Si,j;l to the quasi-cross-cut setting. However, although the 
support of each Si,j:, on a cross-cut grid partition lies in an angle of measure 
less than 72, the support of the corresponding bivariate spline functions on a 
quasi-cross-cut grid partition may be much larger. To obtain locally 
supported bivariate functions, it is preferable to start with functions with 
relatively small supports. A bivariate spline function in S;(A, D), where A is 
an arbitrary grid partition of D, is said to be a bivariate B-spline, if it iden- 
tically vanishes outside its supporting (Jordan) curve, and is strictly positive 
inside this curve. We have the following: 
PROPOSITION 6.1. Let b(x, y) be a bivariate B-spline in St(A, D), 
0 <p < k - 1, whose supporting curve is a convex polygon F with vertices 
Ai. For each i, let Ni be the number of grid segments on or inside F with Ai 
as the common grid point. Then 
Ni > (k + I)/(k-/t)* 
Hence, if one desires to obtain very smooth bivariate B-splines, one must 
have a lot of grid segments at each vertex of the supporting polygon F. In 
particular, for the smoothest possible ones (that is, ,U = k - 1), the number of 
grid segments at each vertex of F must be greater than k + 1, where k is total 
degree. More details concerning quasi-cross-cut grid partitions and related 
results will be studied in [5]. 
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