This paper investigates whether the data on macroeconomic variables contains any information relevant for joint forecasting of Treasury bond returns of multiple maturities besides and beyond that already contained in the historic forward rates. To prevent conclusions from hinging upon the specific specification choice, we model the pricing kernel as a flexible semi-nonparametric function within the Euler-equation-based framework. In order to reduce the dimensionality of the underlying economic data in our model, we assume that the pricing kernel only depends on two indices, or linear combinations, of the forward rates and macroeconomic variables respectively. Then, we simultaneously estimate the index weights and the functional form of the pricing kernel under no-arbitrage condition. Our estimation results show that the pricing kernel based on both term-structure and macro variables is indeed superior (in a statistically significant way) to the model only using the term-structure variables with respect to predicting future bond returns at all maturities. In addition, we uncover some intriguing evidence on the importance of non-linearities with respect to macroeconomic variables and document intuitive dynamic properties of the pricing kernel that are consistent with prior evidence on counter-cyclical behavior of risk premia.
Introduction
According to the Expectation Hypothesis, excess returns on Treasury bonds should be unpredictable. A number of regression-based studies have documented empirical evidences contradicting this conjecture and demonstrated that return premia, which Treasury bonds of longer maturities pay in excess of their short-term counterparts, can in fact be forecasted 1 . In other words, expected excess returns, or bond risk premia, have been shown to be time-variant. Moreover, their dynamics has been recently linked to the evolution of macroeconomic variables and found to be counter-cyclical by Ludvigson and Ng (2006) 2 .
Such patterns in business cycle fluctuations of bond risk premia are also consistent with previous findings by Fama and French (1989) and others that during recessions investors become more cautious and demand higher expected returns on stocks and corporate bonds.
In this work we contribute to the quest for the informational content of lagged macroeconomic variables and cyclical properties of investors' risk preferences started in the literature employing forecasting regressions. In contrast to those studies, we examine returns on Treasury bonds of various maturities jointly by utilizing a Generalized Method of Moments framework, where the moment conditions are based on Euler equation. Within this framework, we project the pricing kernel on lagged variables of interest and, thus, model the evolution of investors' discount rates and risk preferences 3 .
We are interested in determining explanatory power of two sets of variables: forward rates and macroeconomic variables. Forward rates have been shown by Cochrane and Piazzesi (2005) to form a single index that proved to be a good predictor of future returns.
1 Fama and Bliss (1987) , Campbell and Shiller (1991) , Cochrane and Piazzesi (2005) , and others utilize forecasting regressions to show that excess returns can be forecasted with various term-structure variables such as yield spreads and forward rates.
2 Kim and Moon (2005) also focus on forecasting of bond returns with macroeconomic variables. 3 In dynamic term structure models, modeling the pricing kernel is equivalent to modeling the short rate and the market price of risk.
Utilizing forward rates is also similar in spirit to the approach taken by most of the dynamic term structure literature where the state variables are assumed to be latent and thus in a sense identified exclusively by bond prices. Hence, it is important to examine whether macroeconomic data contains any incremental information relevant for explaining future bond returns beyond that already contained the term-structure variables such as forward rates.
To keep dimensionality manageable, we construct composite indices, or linear combinations, of the forward rates and macroeconomic variables 4 . It is these indexes, rather than the original variables, that we assume the pricing kernel to depend on. The idea of first summarizing joint dynamics of a larger set of variables with a smaller number of either indices or common factors and then utilizing them to explain evolution of bond prices has been implemented before 5 . What is novel about our approach is that we let the data on bond returns determine the relevance of individual index components by jointly estimating their weights and parameters of the pricing kernel in a single-step procedure under multivariate restrictions implied by Euler equation.
In a thrust for a truly systematic investigation of the predictive content of each of the sets of variables, we choose to remain agnostic about the functional form that governs the relationship between the composite indices and the pricing kernel. We first consider linear and quadratic 6 specifications. We find that even the basic non-linearities prove to be important in boosting explanatory power of the macro-economic variables. In fact, nonlinearities appear to be much more important in the versions of the model where the pricing kernel depends on macro variables and much less relevant in the restricted version with only the term-structure variables. Motivated by these findings, we proceed to the fully semi-nonparametric model. In the course of the GMM estimation we offer an innovative 4 As explained further in the paper, the macroeconomics data consists of a set of nominal and real variables 5 e.g. Ghysels and Ng (1998) and Ludvigson and Ng (2006) . 6 To be more precise, we utilize first and second order Hermite polynomial expansions.
method for generating instrumental variables based on kernel density of the underlying indices.
Our estimation results suggest that augmenting the pricing kernel specification with an index based on macroeconomic variables dramatically improves the overall fit of moment conditions even after controlling for the forward rates. Thus, macro-economic variables do contain relevant predictive information besides and beyond that already contained in the term-structure variables. In addition, we document interesting time-series properties of the recovered pricing kernel. Generally, it drops at the beginning or in the course of recession periods. These findings are consistent with the previous literature on behavior of time-varying risk premia.
This work is related to the rapidly developing literature that concentrates on incorporating macroeconomic variables into dynamic term-structure models (e.g. Ang and Piazzesi (2003) , Duffee (2006) , Bikbov and Chernov (2005) and others). One important distinction is that neither does our framework provide closed-form bond prices nor do we seek to test any specific asset pricing model. At the same time, we do not take a specific stand about dynamics of underlying state variables and do explore flexible functional forms for the pricing kernel, including the totally data-driven semi-nonparametric one. As a result, our findings about the importance of macro-variables do not hinge on any specific parametric or distributional assumptions 7 . Moreover, recovered functional forms and dynamics of the pricing kernel will hopefully prove useful in providing guidance to the fully-fledged term-structure models on potential specifications for the short rate and the market price of risk.
The rest of this paper is organized as follows. Section 2 provides a detailed description of the modeling framework and econometric methodology. Section 3 describes the data.
Section 4 reports our empirical findings and relates it to previous work. Section 5 concludes.
Model and Econometric Methodology
In this section, we discuss theoretical foundations underpinning our empirical work. Subsection 2.1 outlines GMM framework based on Euler equations. Subsection 2.2 introduces pricing kernel specifications utilized in this paper. In subsection 2.3, we elaborate on the details of non-parametric approach.
Euler Equation and No-arbitrage Framework
In this paper, we utilize the pricing kernel representation based on Euler equation, which is by now a well-established framework in asset pricing unifying both reduced-form and structural models. Let F t be an information set available at time t, and m t+k be the pricing kernel that assigns prices at time t to payoffs realized at time t+k. The no-arbitrage assumption gives the following moment condition:
One can also express the above restriction in terms of the holding-period returns R t+k =
P t+k
Pt :
In a Generalized Method of Moments setting, sample moment condition se(m) according to the Euler equation (2) can be formed by the law of iterated expectations:
where Z t is a set of instrumental variables that represent the information content of F t . 
Pricing Kernel Specifications
If d = 1, univariate Hermite polynomials can be represented as follows: 
To evaluate each model's empirical performance we can access the overall fit of overidentifying moment conditions by examining the quadratic form nq.
To test nested models, where models with fewer expansion terms are restricted versions of the richer ones, we use Newey-West (1987) test:
where J is a number of restrictions, the difference in the number of Hermite polynomials in two models.
In this work, we utilize the first and second order Hermite-polynomial expansion and then carry on with the totally non-parametric specification.
Details of Non-parametric Procedure
Due to the "curse of dimensionality" problem inherited in most non-parametric econometric methods, it is difficult to model the joint dynamics of future bond returns when the dimension of the underlying d is large. That is to say, as the number of state variables increases, the rate for the pricing kernel estimator converging to its asymptotic distribution becomes exponentially low. To tackle this problem, we adopt a semi-parametric scheme by assuming that the pricing kernel m only depends on some linear combination of the underlying state variables and the functional form of this dependency stays unrestricted.
Modeling the pricing kernel based on composite indices of the state variables is motivated by the projection pursuit regression model by Friedman, et. al. (1981) . The basic idea of projection pursuit is to find the projections (directions) from high-to low-dimensional space that reveal the most details about the structure of the data set. Our index approach is also supported by Cochrane and Piazzesi (2004) , which shows that a linear combination of the forward rates is a common factor for forecasting future excess returns on bonds at all maturities.
To estimate the model with non-parametric specification of the pricing kernel, we extend the idea proposed in Aït-Sahalia and Brandt (2001) and develop an estimation procedure that simultaneously estimates the index coefficients and the associated pricing kernel by iterating through the following estimators:
Where
and
The discussion in Section 2.1 illustrates that for a given set of values on index coefficients β, one can obtain a series of dynamic estimates of the pricing kernel by equation (6) for each t = 1, ..., T . This procedure is then repeated at each GMM iteration of equations (7)- (8) until the convergence criterion 8 is met. To simplify the estimation procedure, we fix the weighting matrix W 1T in equation (6) to an identity matrix, so that all the sample moments in se 1 (m) are treated as equally important. For the estimation of β, we account for heteroscedasticity and serial correlation of the sample moments in equation (7) by adopting the optimal weighting matrix W 2T as discussed in Hansen and Singleton (1992) :
where ω(j) is a Parzen kernel weighting function (see Gallant, 1987) with J as the predetermined lag truncation parameter.
Kernel Density and Bandwidth Selection
The kernel density function of X t in equation (4) is assumed to be equal to the product of the univariate kernel density of each variable in X t . In general, as long as the kernel density function is bounded and symmetric, the choice of functional form is not as crucial as selecting the bandwidth h. In this paper, we use the Gaussian density function for the kernel density of X t :
Selecting bandwidth includes a trade-off between bias and variance -a large h means local averaging over more data points, which reduces the variance of the estimates, but introduces bias in the estimator. On the other hand, a small h makes the estimator capable of capturing more local behaviors in the data, but it increases the variance. Following Silverman (1986) and Carroll, Fan, and Wand (1995) , we use a simple plug-in rule for selecting h:
Recall that d is the number of the state variables in X t and the term T enough data points to analyze the local behaviors of X t . σ j is the standard deviation of the j-th series in X t . λ is a tuning parameter, controlling the smoothness of the estimatorm.
Since there is no conventional rule for selecting λ, particularly when our data is not serially independent, we use a trial and error approach suggested in Chaudhuri and Marron (1999) and settle with λ = 1.0 in our empirical analysis 9 .
One distinct advantage of this non-parametric approach is that it allows a more flexible projection of the pricing kernel on the forecasting variables. and lends the model to capture more of the dynamics in asset payoffs. Another advantage of this method is that since the kernel density K(
) is a bounded function for any x given h > 0, it avoids some over-fitting problems that arise in some parametric approximation methods.
Data
In this section, we discuss the data used in our empirical analysis.
Holding-period Returns, Yields, and Forward rates
According to Knez, Litterman, and Scheinkman (1994) , the total variation in the interest rates can be decomposed by the "level", "spread", and "curvature", which are often regarded as some linear combinations of the yields themselves. Knez, Litterman, and Scheinkman (1994) also suggests that the "level" factor alone can explain up to 90 percent of the total variation. The regression analysis in Fama and Bliss (1987) and Campbell and Shiller (1991) show that a linear combination of the yields or forward rates can explain the dynamics of future bond returns quite well. Moreover, Cochrane and Piazzesi (2004) shows that forward rates are useful for predicting future bond returns. In light of all these previous studies, we include 1-year yield and forward rates as the term-structure variables for predicting future bond returns.
All the data on holding period returns, yields, and forward rates are constructed from the US government bond prices 10 , which contains monthly-sampled bond prices with maturity 9 We verify that the estimated factor loadings are fairly close in a range of λ = [0.7, 1.2]. 10 We use the unsmoothed Fama-Bliss data.
varying from 1 to 5 years. The sample covers from January, 1960 to December, 2003 resulting in 528 monthly observations in each bond return series 11 . Figure 1 plots the standardized 1-year yield and 2-5 year forward rates over time.
Let p (n) t denote the log price of n-year discount bond at time t, where n measures the time to maturity in years and t is measured in months corresponding to our sample frequency.
Thus, the n-year yield y (n) t and forward rate f (n) t at t can be defined as follows:
t+12 denote the 1-year holding period return, from buying a n-year bond at time t and selling it as a n − 1-year bond a year later at time t + 12: Table 1 reports the sample statistics of the 1-year holding period returns r t+12 at all maturities. Cochrane and Piazzesi (2004) indicates that although both yields and forward rates should span the same space for bond prices, their empirical evidence suggests that a linear combination of the forward rates outperforms its counterpart using the yields in predicting future bond returns. Moreover, by looking directly at 1-year forecasting horizon, one can recover the return-forecasting ability of the forward rates. However, if looking at a higher frequency of monthly-or daily-horizon, this return-forecasting ability is likely to be concealed by measurement errors. We first adopt regression analysis to check if this common-factor feature for the expected return also exists in our data sample:
11 The data is retrieved from CRSP.
where
5 ], j = 2, 3, 4, 5.
Figure 2 graphs the estimated regression coefficientsγ across different terms to maturity.
The sample R 2 is 0.8075, 0.6183, 0.542, and 0.473 respectively for the maturity of 2-5 years. The tent-like pattern shown in Cochrane and Piazzesi (2004) is replicated here and it confirms that there is a common factor of the forward rates underlying the predictability of future bond returns at all maturities in our sample.
Macro Variables
Although it is quite common to use factors like yields or forward rates to explain term structure dynamics, these factors do not lend themselves to understanding the economic conditions, if any, that interacts with the term structure dynamics. To better relate economic conditions to term structure, recent studies used macro variables to explain the movements in bond prices and found that some macro variables do have influences on the dynamic behavior of the term structure. Examples include, (a) consumer pricing index for all urban consumers (CPI, Hardouvelis, 1988); (b) producer price index for finished goods (PPI, Dwyer and Hafer, 1989; McQueen and Roley, 1993; Piazzesi, 2000) ; (c) M2 money stock (M2, Ghysels and Ng, 1998); (d) industrial production index (IP, McQuenn and Roley, 1993; Roley et al., 1983, Ghysels and Ng, 1998) ; (e) non-farm payroll employment (EM-PLOY, McQueen, and Roley, 1993; Piazzesi, 2000) ; (f) real personal consumption (PCE, Hardouvelis, 1983) ; and (g) housing starts (HS, Ghysels and Ng, 1998) . As suggested in these preceding literature, we use CPI, PPI, and M2 as our nominal macro variables and IP, EMPLOY, PCE, and HS as the real macro variables for predicting future movements in bond prices. All the macro series used in our analysis are seasonally adjusted and retrieved from Federal Reserve Economic Data (FRED). We take each macro variable as the annual growth rate of the macro series, where the growth rate is measured as the difference in logs of the series levels at time t and t − 12. We then standardize each constructed macro data series and use them as the underlying predictors in our empirical study. Figure 3 plots the time series of the macro variables.
Let S = [CP I, P P I, M2, IP, EMP LOY, P CE, HS] be the collection of all the macro variables mentioned above. To study the causal relation between the current economic conditions and future bond returns, we project r t+12 onto S t :
7 ], j = 2, 3, 4, 5. illustrates that the regression model with the macro variables is not as nearly impressive as the model with the term-structure variables for explaining the total variations in future bond returns.
For a clarification of some notations used in the next section, let X t contain all the observations on the selected state variables at time t; namely,
Also, we set the instrumental variables Z t equal to X t augmented by a constant term in all the following GMM estimations.
Empirical Results
This section discusses our empirical findings. In subsection 4.1 we outline estimation results of specifications based on the first and second-order Hermite polynomial expansions. Sub- 
First and Second-order Hermite Polynomial Expansions
In this subsection, we discuss results of the specifications building on the first and second
Hermite polynomial expansions of the pricing kernel on the forecasting variables. The index weights and Hermite polynomial loadings are displayed in Table 2 . We document that on its own the index of forward rates fits the moment conditions better than the index of 
Nonparametric Model with Single Forecasting Variables
We first evaluate the return-forecasting performance for 1-year-ahead bond returns. Figure 5 plots the return-forecasting dynamics of the pricing kernel based on each series in X t . Table   2 presents the prediction errors (in root mean square errors, hereafter RMSE) associated with the pricing kernels plotted in Figure 5 . Each prediction error is computed as follows:
Not to our surprise, the model based on the term-structure variables is superior to the one with the macro variables in predicting 1-year-ahead bond returns at all maturities.
A comparison to the standard deviations reported in Table 1 illustrates the point that any term-structure variable alone can predict about 50, 40, 30, and 25 percent of the total variations of 1-year-ahead bond returns at respectively 2, 3, 4, and 5 years to the maturity. However, the prediction power of any given macro variable is much less impressive:
each macro variable can only contribute, on average, no more than 20 percent of the total variation of each return series.
In a search for an "adequate" bandwidth h required in our model estimation, we detect a trade-off between the forecasting abilities for the short-and long-term bond returns. This trade-off is due to the bandwidth size h in equation (4). Specifically, within a certain range, a large h generates a smooth dynamic estimates on the pricing kernel, hence, it reduces the prediction errors of the short-term bond returns while inducing prediction errors for the long-term bonds. On the other hand, a small h reduces the prediction errors for the long-term bonds by incorporating more dynamics in the pricing kernel, but simultaneously creating more errors in predicting short-term bond returns. This observation not only reflects the statistical fact that holding-period returns on long-term bonds are more volatile than the short-term bonds, but it also suggests that a single common factor is not good enough to simultaneously capture the dynamics of the bond returns at all maturities.
Index-based Nonparametric Estimation Results
To explore the return-forecasting ability of the index factor model, we follow the estimation procedures described in Section 2 to obtain GMM estimates on the index loadings β. Since the estimatorβ is dependent on another non-parametric estimatorm, when computing the standard error of the estimates on β, the uncertainty inm should be taken in account.
Details of the asymptotic results are provided in Appendix A. Despite the existence of a non-parametric componentm in the estimator of β,β is shown to be consistent and achieves its asymptotic normal distribution at the convergence rate of √ T . Table 3 To examine the return-forecasting ability of the two-factor model with both termstructure and macro variables, we estimate a one-index model based on the term-structure variables alone. The prediction errors (in RMSE) in Table 4 indicate that the pricing kernel implied by the two-index model outperforms its one-index counterpart. Moreover, Table   12 Due to the property of the kernel density function, the positivity restriction imposed on the pricing kernel m ≥ 0 is never bounded in our estimation. Therefore, we regard it as an unconstrained optimization problem when we estimate m in this paper.
4 shows that the two-index model can reduce, on average, 50 percent of the total variations in bond returns at all maturities. To further contrast the forecasting abilities of the models, we adopt the forecast accuracy test proposed by Diebold and Mariano (1995) .
Let d jt = e 2 jt,1 − e 2 jt,2 , j = 2, 3, 4, 5 denote the difference in squared prediction errors at time t across different maturities, where e jt,1 and e jt,2 are each attributed to the one-and two-index models, respectively. According to Diebold and Mariano (1995) :
where ω(.) is a decaying function in j with J as the truncation parameter 13 .
The test result is reported in Table 4 and it favors the two-index model in predicting the 1-year-ahead bond returns at all maturities.
Forecasting Long-horizon Bond Returns
We discuss forecasting ability of a nonlinear no-arbitrage model in Section 4.2. In this section, we turn to explore the index factor model's return-forecasting ability at longer horizons.
Let R t+24 denote a 3 by 1 vector of 2-year holding period returns on 3-5 year bonds.
Similarly, R t+36 is denoted as a 2 by 1 vector containing 3-year holding period returns on 4-5 year bonds:
t+24 , r
t+36 ]
13 In our empirical study, we use Parzen kernel in Gallant (1987) and set J = 12
Similar to the steps taken in Section 4.2, here we compare the forecasting abilities of both one-and two-index models for 2-and 3-year-ahead bond returns. Table 4 reports the prediction errors (in RMSE) associated with each index model. The ratios of the prediction errors and the corresponding sample statistics (standard deviations are reported in Table   1 ) indicate that at 2-year forecasting horizon, the two-index model predicts respectively 68, 65, and 56 percent of the total variations of 3-, 4-, and 5-year bond returns. At the horizon of 3 years, the two-index model can explain up to 76 and 67 percent of the total variations of the returns on long-term bonds. Therefore, we find that the two-index model can better forecast bond returns at longer horizons. This suggestion is in line with Cochrane and Piazzesi (2004) and Diebold and Li (2006) , who find that term-structure factors have better forecasting power for longer horizon yields.
Since the no-arbitrage model is generally used to fit a cross section of asset payoffs at any point in time, which, by construction, constrains its ability to explain the dynamics of each payoff over time, we worry that in a no-arbitrage setting, the superior forecasting performance for the long-horizon returns is mainly due to the fact that the dimensions of R t+24 or R t+36 are lower than that of R t+12 , and makes the model less restricted to track the dynamics of each return over time. To justify this concern, we run an experiment by re-estimating the two-index model at a 1-year forecasting horizon, but only for the longterm bonds (4-and 5-year bonds). The estimation result (not reported) shows that the two-index model accounts for less than 50 percent of the total variations of the long-term bonds at 1-year forecasting horizon. The result of this experiment suggests that the model does offer a better fit for the long forecasting horizons. 14 .
14 The estimated return-forecasting pricing kernel can only capture 49 and 43 percent of the total variations Despite being insignificant for the 2-year forecast of the 3-year bond return, the test result in Table 4 shows that the two-index model is superior to its one-index counterpart in forecasting long-horizon bond returns. This implies that macro variables do help in predicting future dynamics of the holding period returns.
Conclusion
In this paper we conduct a systematic investigation of the informational content of lagged macro-economic variables for the purposes of joint forecasting future Treasury bond returns of several maturities. We reduce dimensionality by assuming that the pricing kernel is dependent on a few index factors formed from the underlying economic predictors, such as forward rates and macro variables, and yet remaining flexible about the functional form of this relationship. We find that the index based on macro-economic variables does help in forecasting future bond returns and, especially when non-linearities are introduced.
One possible future research direction is examine forecasting ability of macro variables for returns of more maturities, since we currently examine returns of maturity spectrum utilized in Cochrane and Piazzesi (2005) and thus cover only a portion of the whole term structure. Another direction is to extend the framework to corporate bonds or stocks.
in 4-and 5-year bonds.
A Some Technical Details
This section provides a technical support on deriving the asymptotic distribution of the index coefficient estimates in equations (6)- (8).
. The asymptotics ofβ = [β 1 ,β 2 ] follow from a series of Taylor expansions of the GMM moments (6) and (7):
First, we expand the term se 2 (mβ) in equation (7) around β 0 :
and expand the term se 2 (m(β 0 )) in equation (19) around m 0 (X t β 0 ; β 0 ), we get
Given β 0 , expand se 1 (m(X t β 0 ; β 0 )) in equation (6) around m 0 (X t β 0 ; β 0 ):
and now denote
According to Section 2.2:
Substitute equation (24) into the second term of equation (21), and define
Notice that p t+12,s+12 (X t , X s ) = p s+12,t+12 (X s , X t ), and in order to write the second term in equation (21) using U-statistics representation, we define a function q(.) which is symmetric in t and s:
Thus, the second term in equation (21) can be rewritten as:
The bracket term in equation (28) is a representation of U-statistics, and by following the asymptotic behavior of U-statistics in Powell, Stock, and Stoker (1989) , one can show that √ T (β − β 0 ) has a limiting normal distribution.
Moreover, let r(
and since
and one can verify that:
Finally, we show that Values shown are the sample statistics for the holding-period returns on 2-5 year bonds at 1-3 year forecasting horizons. The holding-period returns are computed from the unsmoothed Fama-Bliss zero-coupon prices. Column 1-3 report the coefficient estimates on a two-index factor model for predicting 1-, 2-, and 3-yearahead bond returns. The last column shows the coefficient estimates on a linear model. All models are estimated using GMM optimal weighting matrix for the heteroscedasticity and serial correlation in the sample moments. The truncation lag parameter J = 12 in the weighting matrix. A detailed description of the estimation procedures is given in Section 2.2. Shown are the OLS coefficients from the projections 2-5 year bond returns on the selected macro variables. 1960 1964 1968 1972 1976 1980 1984 1988 1992 1996 96 1960 1964 1968 1972 1976 1980 1984 1988 1992 1996 1960 1964 1968 1972 1976 1980 1984 1988 1992 1996 1960 1964 1968 1972 1976 1980 1984 1988 1992 1996 Macro Index
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The first panel shows the term-structure index dynamics, and the second panel plots the macro index dynamics. Both indices are simultaneously estimated from a two-index nonlinear model for predicting future bond returns at all maturities.
