Using individual ship reports of the Comprehensive Ocean-Atmosphere Data Set (COADS) monthly 1Њ ϫ 1Њ averages of the air-sea flux fields in the Atlantic are computed to investigate the variance on a seasonal-tointerannual timescale. As an exemplary parameter the latent heat flux is chosen. The total temporal variance at each grid point is split up into four components: the error of the longtime mean, the seeming extramonthly variability, the mean error variance of monthly means, and the intramonthly variance. The spatial distributions of these components are discussed. In most regions the extramonthly variability is dominated by the error. One grid point in the North Atlantic is investigated in more detail. Even in this region of highest data density within the central Atlantic, it turns out that more than half of the temporal variance is caused by the errors of the monthly means.
Introduction
In the past, ship reports from the Comprehensive Ocean-Atmosphere Data Set (COADS) were mostly used to derive monthly climatologies describing the mean longtime state and annual cycle of the basic meteorological parameters and the ocean-atmosphere fluxes. The University of Wisconsin-Milwaukee (UWM) COADS climatology (DaSilva et al. 1994 ) and the Southampton Oceanography Centre (SOC) climatology (Josey et al. 1998 ) provide near-global flux fields, whereas the Bunker climate atlas (Isemer and Hasse 1987) is restricted to the North Atlantic. Lindau (2000) published a climate atlas for the Atlantic, where much effort was spent to correct the known biases in the observed wind speed and temperatures.
But despite all endeavors in correcting several such biases in the raw data, errors still have a large impact on the derived flux fields. For monthly climatologies the error effects remain relatively limited. But for future studies many flux field users will be interested in a higher temporal resolution, since the year-to-year variability of the climate is moved into the center of this investigation. On global or basinwide scales a time resolution of 1 month is an ambitious aim and obviously verging on the limits of what is possible to achieve with ship observations. On this timescale, data density decreases tremendously so that the error variance of the observations begin to dominate the true variability.
In this situation the proper application of statistical techniques, known as kriging or optimal interpolation (see Daley 1991; Wackernagel 1995) , provides a useful quantitative tool for the analysis of the flux fields and their uncertainty. However, for their application, the knowledge of the errors is required.
Systematic and random errors
Monthly mean fields of the air-sea fluxes are affected by two kinds of uncertainties: systematic and random errors. In general, the first influence the mean; the latter, the variance of the obtained fields. The wind stress is an exception of this rule, since the squared wind speed occurs in this parameter so that random errors are not canceled out by averaging.
To determine systematic errors in the observational data Kent et al. (1993) used a high-quality subset of 46 voluntary observing ships (VOS). Relative biases were detected for daytime air temperature as well as for sea surface temperatures that were measured by engine intake thermometers. Concerning wind speed, Kent and Taylor (1997) tested the performance of different Beaufort scales by comparing anemometer-measured wind speeds with visual estimates. The Beaufort scale of Lindau (1995) was found to provide the most suitable conversion.
Besides instrumentational causes, systematic errors
often occur when parameterizations are used in climate conditions where they were not derived. This becomes a problem when climate conditions that are considered to be constant in the parameterization are changed. A possible misapplication of the Reed (1977) formula for shortwave radiation may serve as an illustration. The formula provides mean daily radiation, using the noon sun altitude as the only astronomical input. Obviously, such a crude parameterization of clear-sky radiation is only possible for constant latitudes. Consequently, the application of Reed's formula in polar regions, where long day lengths during summer compensate for the relative low sun altitude, would cause considerable systematic errors. In the case of wind stress, to give another example, possible sources of systematic errors are a mean underestimation of C D due to wave age effects or biases in the directly observed wind speed. Legler (1991) investigated another kind of error, the so-called sampling errors that occur due to unequally distributed data. Such sampling errors may have an important effect especially along the major ship tracks with extreme inhomogeneity of spatial data coverage. However, ship routes have in general a width of about 100 km so that a serious problem only occurs for spatial resolutions of several degrees.
Random errors, on the other hand, are completely unavoidable, but harmless compared to systematic errors. Several statistical techniques are available to quantify random errors and to eliminate at least their mean effects. Gleckler and Weare (1997) investigated the combined effect of systematic and random errors. Estimating the uncertainties of the basic meteorological parameters, they were able to assess the error influence on each of the four heat flux components. Assuming constant errors in space and time and using the same parameterizations as Oberhuber (1988) , the error propagation from the basic observations to the complex flux fields was studied.
In discussing errors, we should be aware that it is quite unrealistic to assume that systematic errors are negligible. If such an error source is actually detected, its effect can be corrected, but in general systematic errors are difficult to isolate. For that reason the following discussion is restricted to random errors of monthly means. Both, the natural variability within the considered temporal and spatial averaging frame (here 1 month and 1Њ ϫ 1Њ) as well as the mean observation error of the underlying measurements, contribute to the intramonthly variance. Both variances tend to increase the uncertainty of the considered monthly means. Besides the number of observations, the intramonthly variance is therefore a key parameter for the determination of the errors. Consequently, the total variance has to be decomposed into two parts: the intramonthly variance that is needed to determine the errors and the intermonthly variance that is the actual aim of the scientific interest in most cases.
Decomposition of the variance
The decomposition of the total variance is a commonly used technique of the analysis of variance (von Storch and Zwiers 1999) . Before discussing problems connected with variability and error variance, the different involved variances should be clearly defined. The total temporal variance at a fixed point is
where m is the total number of observations and the x total mean. Here x ki denotes the ith individual value in the kth month, N is the number of months, and n k is the number of observations in the kth month. Obviously, the total number m can be obtained by
and monthly means k are defined as
The total variance can be split up into the total seeming variance and the error variance of the total mean:
The second right-hand term in (4), the error variance of the total mean, is very small if the total number of observations is large enough. The first right-hand term in (4), the total seeming variance, consists again of two parts: the seeming extramonthly variance and the seeming intramonthly variance.
The seeming extramonthly variance gives a mean value for the interannual variability weighted by the number of observations per month. The intramonthly variance gives a measure for the mean short time variability within the months. We added the expression ''seeming,'' because the two terms are not equal to the true variability, but both are affected by random errors. This means that the true natural variability is mixed with error variance. In the next step we will try to separate these two kinds of variance. This will be quite simple for the extramonthly, but more difficult for the intramonthly variance. Fortunately, we are mostly interested in the
Determination of individual error variance. Mean squared wind speed differences from VOS-OWS pairs (shaded) are compared to VOS-VOS pairs (total columns). ''outward'' quantities, that is, monthly means and their errors and variability. The seeming intramonthly variance of (5) can be split up into
In order to interpret the decomposition carried out in (6), we have to consider the following: the mean error variance of a sample's mean is given by the variance of the sample divided by the number of independent observations. Regarding ship observations, the demand of independence is obviously fulfilled, one of the great advantages of such datasets. Thus, the error variance of an individual monthly mean is given by the inner variance of that month divided by the number of observations. Then, a weighted average over all months gives an estimate of the mean error variance of monthly means. The second right-hand term in (6) just describes these errors. Subtracting this error variance from the seeming extramonthly variance finally gives an estimate of the true natural variability.
The first right-hand term in (6) gives a weighted average of intramonthly variance that is still affected by Fig. 2 , but for the error variance of monthly means. observation errors. For this expression the separation of the natural variability from errors is possible following Lindau (1995) . Pairs of simultaneous individual observations are considered. The idea is that natural variability increases with increasing distance, while errors are independent of separation because of their randomness. The squared difference between both observations can be plotted as a function of distance between the locations. A linear fit gives an idea of the potential value at zero distance where no natural variability remains (i.e., only error variance remains). To give an example, in Fig. 1 In contrast to this rather arduous technique to reveal the mean individual observation error, the situation for extramonthly errors is quite simple: the intramonthly variance gives a measure of the error of the monthly mean. It is not relevant whether the intramonthly variance is caused by observation errors or natural variability. The following consideration may help to illustrate this: even with a time series of a perfect gauge it is not possible to derive the true average during the considered month, due to the disturbing natural variability. The higher this variability is, the higher the uncertainty of the mean is, when a constant number of observations is available. An additional random error of the instrument just increases the intramonthly variance and consequently the error of the monthly mean. Thus, if we are dealing with monthly means, the error of a particular month is easy to determine: just divide the intramonthly variance by the number of observations. The overall effect of several months is then given by a weighted average of all such monthly errors as indicated in the second right-hand term in (6). As mentioned above, for the estimation of the true extramonthly variability this variance has to be subtracted from the seeming extramonthly variance.
Summarizing the above discussion, the total variance can be decomposed into
The four constituents are the error of the total mean (7a), the seeming extramonthly variance (7b), the mean error of monthly means (7c), and the intramonthly variance (7d).
Results and discussion
To give an idea of the magnitude of the terms in Eq. (7), the variances of the COADS-derived latent heat flux for January are given in Figs. 2-5. For these calculations, only monthly 1Њ ϫ 1Њ grid boxes with at least two observations can be taken into account, since errors must be definable, and two of such months are required to define the extramonthly variance. These restrictions diminish the size of the region with computed variances, especially in the South Atlantic.
In most parts of the Atlantic the error of the total mean is negligibly small (Fig. 2) . All other three components the South Atlantic in general show lower variances. Comparing the different kinds of variances, it is not surprising that the intramonthly variance (Fig. 5 ) dominates: by averaging over a period of 1 month, the main contribution to the variance will be canceled out, so that most of the total variance is found inside the months and only a minor part remains for the extramonthly variability. The dominance of the inner variance is even increased by the effects of random errors. They are nearly entirely perceived as an additional part of the intramonthly variance, while only a small portion, depending on the number of observations, contributes to the error variance of monthly means. However, the intramonthly variance is obviously not dominated by errors. Errors increase the intramonthly variance by an amount that is equal to the mean individual observation error. In contrast to the extramonthly case, the strength of error effects does not depend here on the number of observations so that a spatially homogeneous offset can be expected. Thus, the strong regional differences in intramonthly variance are an indication for the dominance of natural variability.
However, the intramonthly variance plays a minor role in our considerations, and is only used for the determination of the errors of our main topic, the monthly means. Their characteristics are given in Figs. 3 and 4 .
The seeming extramonthly variance does not only reflect the true natural variability but overestimates the variance due to the included errors. These are depicted in Fig. 4 . The first striking feature is that the magnitude of the error variance is comparable to the seeming extramonthly variance itself. Thus, the overestimation by the raw data is considerable.
The largest errors occur in the Gulf Stream, although this region has a remarkably high observation density. Obviously, the very strong internal variability is responsible for the high uncertainty. On the other hand, low errors are not only found in the shipping lanes, but they seem to also prevail in the South Atlantic, where a low variability obviously overcompensates the effects of sparse data coverage. If that is true, only a few observations were enough to give relatively accurate monthly means in this region.
One of the grid points with the most observations in the central North Atlantic is considered in more detail (Fig. 6 ). Error effects in such well-covered regions are expected to be minimal. The latent heat flux at the selected point has a mean value of 116 W m Ϫ2 , and a considerable amount of extramonthly variance. Additionally, the errors of monthly means are plotted, which depend on the intramonthly variance and the number of observations. It becomes clear that the information about the errors is absolutely necessary, since otherwise we are not able to interprete such variability. In most months the error bar crosses the total mean line, indicating a reliability of less than 68% for a significant difference from the total mean. Total variance of the shown time series is about 1300 W 2 m Ϫ4 . More than 60% of it is not due to natural variability but due to errors. The fact that such circumstances prevail in one of the best data-covered regions of the World Ocean emphasizes the outstanding importance of errors and the necessity to provide, not only the monthly fields of airsea fluxes, but also the error estimates of each field.
