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Abstract--An automatic, non-adaptive, quadrature schema is proposed, based on three different formulas 
on the same set of points: Clenshaw-Curtis rule, Fejer First rule and Cosine Transformed Romberg rule. 
Also a non-linear extrapolation schema is taken into consideration to deal with singular integrands. 
An experimental program using this schema (named QCC) is compared with other well-known routines 
like CCQUAD, CADRE, QAGS (from QUADPACK) and it results to be favourable for oscillating 
integrands. 
1. INTRODUCTION 
The zeros of Chebyshev polynomials are a very popular choice for the abscissas of interpolatory 
quadrature formulas for the definite integral j-, 
I = f (x )  dx  (1) 
- I  
(see Ref. [1, p. 84]). 
The Clenshaw-Curtis rule (CCR) [2,3] uses a set of abscissas obtained by adjoining the endpoints 
1 and - 1 to the zeros of Chebyshev second kind polynomials. For example let n = 2m, the n + 1 
Clenshaw-Curtis abscissas are the points 
xi=cosO'~, i ,  O'~,~=i~/n, i=O, l  . . . . .  n. 
The Clenshaw-Curtis automatic quadrature schema consists of computing successive approxi- 
mations with CCR to I by doubling the number of intervals until an error tolerance is reached 
[1, p. 4461. 
Another rule on Chebyshev points is the Fejer First rule (FFR) [1, p.84] which can be derived 
as an open interpolatory formula using as abscissas the zeros of Chebyshev first kind polynomials, 
i.e. the n FFR abscissas are the points 
It is easy to see that 
x i=cos0~, i ,  O" i=( i - -1 /2 )n /n ,  i = l . . . . .  n. 
O'. ' i=O' = , • 2n,2i-l, i 1 2 . . . .  m 
On, i=O/2n. 2i, i=0 ,1  . . . . .  m. 
Then nodes of CCR on n + 1 points and the nodes of FFR on n points form two interleaving 
sequences, moreover their union is the set of nodes of Clenshaw-Curtis 2n + 1 point rule. In 
Fig. 1 this fact is evidenced for the case n = 8. In Section 2 some relations between CCR and FFR 
are presented and it is shown that when computing Clenshaw-Curtis automatic schema the values 
of the FFR approximations can be computed without additional overhead and they can be used 
to improve the robustness of the error estimate. 
The integral (1) after the change of variable x = cos 0 becomes 
f fo , fo I = f (x )  dx = cos 0) sin 0 dO = g(O) dO. (2) -1 
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Fig. 1. (a) 9-point Clenshaw--Curtis abscissas; (b) 8-point FFR abscissas; (c) 17-point Clenshaw-Curtis 
abscissas. 
Let n = 2 r, the trapezoidal rule with n + 1 points on the interval [0,zc] is 
n n - I  
T~ °) = h ~" g(irc/n) = h ~ f ( cos  O',,i)sin(O,.i), 
i=O i= l  
where h = n/n. The notat ion Y~" means that the first and the last term in the summation should 
be halved. 
This formula can be computed together with the CCR and FFR without additional function 
evaluations. Moreover,  if T~ °) is computed for several values of  r, the Romberg  integration schema 
[1, p. 434] can be used. This fact suggests to us to use the same functional values used in computing 
the Clenshaw-Curt is  chema to obtain an independent estimate of  L In Section 3 this approach 
is discussed and also a non-l inear extrapolation schema (the E-algorithm [4, 5]) is taken into 
consideration to deal with singular integrands. 
In Section 4 the integration schema is presented and in Section 5 the results of the numerical 
tests of  the FORTRAN program QCC are discussed. 
2. CCR AND FFR 
In the following CCR and FFR are derived in order to study the relationship between the two 
formulas. Two lemmas are stated. 
Lemma 2. I 
Let n be an even integer, let w~, i = 0, 1 . . . .  , n be a symmetric sequence of  real numbers (i.e. 
w~ = w,_~). Then the following relation holds for any real sequence f ,  i = 0, 1 . . . .  , n: 
n n/2 
Z" w,[f, +f.-,]. [] 
i~0  i~0 
Lemma 2.2 
The following two pairs of  transforms between sequences of  real numbers hold. 
(1) Discrete cosine transform. 
m 
Vq = (2/m) ~"  up cos(pqlt /m),  q = O, l . . . .  , m 
p=O 
m 
up = ~" VqCOS(pqTt/m), p = 0, l . . . .  , m. 
q=O 
(2) Shifted discrete cosine transform. 
m-- l  
Vq = (2/m) ~ '  up cos[(q -- 1~2)pit~m], q = 1 . . . . .  m 
p=0 
up = ~ Vq cos[(q -- l /2)pn/m], p = O, 1 . . . . .  m - I. 
q=l  
The first transform is well-known [6], the second one can be verified by elementary calculus. The 
notat ion E' means that the first term in the summat ion has to be halved. []  
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To find which concerns the CCR we are looking for a formula of the type 
n 
C. = ~" w,f(xi), xi=cos0'~,,, 0;,.i= in/n. (3) 
iff i0 
Since the abscissas are antisymmetric ( .e. x~ = -x , _  i) the weights will be symmetric (i.e. w; = w,_ ~), 
and from Lemma 2.1, relation (3) can be written 
ra m 
C. = E" wi[f(xi)+f(- -X,)]  = ~" wif'..i (4) 
iff i0 i=0  
where f; , , ;= [ f (x~)+f( -x i ) ] ,  i = 0, 1 . . . .  , m. Formula (4) integrates exactly odd functions, the 
maximum degree of precision is obtained when exactly integrating even polynomials up to degree 
2m. By using the Chebyshev first kind even polynomials T2k(x ) = cos(2k cos -~ x) [1, p. 28], we get 
the system 
m f !  ~" wi[Tz~(xi) + r2k(--x,)] = T2k(X) dx, k = O, 1 , . . . ,  m 
i=0  - I  
which can be transformed as follows: 
m 
v~, 2w, Tz~(x,) = 2/(1 - 4k2), k = 0,1 . . . . .  m 
i=0  
rd  
~"wicos(2kO'~,i)=Zk, Zk = 1/(1 -4k2),  k =0, 1 . . . . .  m 
i ff i0 
m 
~" wicos(kin/m) = Zk, k = O, 1 . . . . .  m. 
i=0  
From Lemma 2.2 the solution of the system is the discrete cosine transform of the sequence {Zk }, 
i.e. 
m 
wi=(21m) ~" ZkCOS(kin/m), i =0, 1 . . . .  ,m 
kff i0 
and 
where 
m m nl m 
C. = ~" w,f'~., = (2/m) Z" z, ~" f ' . ,  cos(ki /m) = y;' a..kZk 
iff i0 kff i0 i=0  kff i0 
rd m 
a.,k = (21m) ~" f'~.,cos(kin/m)= (21m) ~" f'~,,cos(2kO',), k = O, 1 . . . . .  m. 
iff i0 i=O 
It is worth noting that the sequence {a..k} is the discrete cosine transform of the sequence {f~,,i}. 
This formula for C~ is used by Gentleman [3, 7] to devise a fast algorithm for Clenshaw-Curtis 
quadrature using FFT techniques. 
For which concerns the FFR, we are looking for a formula of the type 
F. = ~ wJ(xi) ,  xi = cos 0'.',. 0", = (i - 1/2)n/n. 
i f f i l  
By exploiting the symmetries we can write 
r,,= ~ w,[f(x,)+ f(--x,)]= ~ w,f:,, (5) 
i f f i l  i l l  
where f ' , ' ,~=[f (x i )+f( -x i ) ] ,  i=  1 . . . . .  m. Formula (5) exactly integrates odd functions, the 
maximum degree of precision is obtained when integrating exactly even polynomials up to degree 
2(m - 1). Using Chebyshev first kind even polynomials we get the system 
~w~cos(2kO~.i)=zk, Zk= 1/(1-4k2), k =0,  1 . . . . .  m - 1, 
i f f i l  
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that is 
~wicos [ ( i - - l /2 )k rc /m]=zk ,  k =O, l  . . . . .  m-1 .  
i=1 
From Lemma 2.2 the solution of  the system is the shifted discrete cosine transform of the sequence 
{Zk}, i.e. 
m--I 
wi = (2/m) ~' ZkCOS[(i -- l /2)k~/ml,  i = 1, 2 . . . . .  m 
i=0 
and 
where 
m-I  ~ m-1 
F. = wife, i = (2/m) ~'  zk f" icos[( i  - l/2)kTt/m] = ~'  b.,kZk 
i=1 k=0 i=1 k=0 
b.,k = (2/m) ~ f~ . i cos [ ( i  -- 1 /2 )kn /m]  = (2/m) ~ f : . icos(2kO"i).  
i=1 i=1 
Moreover the following relation between the two rules can be proved. 
Proposition 2.1 
Let n = 2m be an even integer. Let 
m 
~" a Dn = /~ 2n, kZk" 
k=0 
Then F. = 2D. - C.. 
Proof. We have 
2m 
a2.,k = ( l /m) E"f~.,icos(ZkO~.,i) 
i=0 
m 
=( I /m)  ~"f'z.,zpcos(2kO'2.,2p)+(1/m) f2.,Zp-lCOS(2kO'z..2p 1) 
p=0 p=l 
m ~ 
= ( l /m) ~"f'..pCOS(2kO'...) + ( l /m) f ; , . cos(2kO" . )  
p=0 p=l  
=(a. ,k+b. .k) /2,  k=0,1  . . . . .  m- l .  
Moreover az.,m = a.,m/2, since cos(2m0'.'p) = cos[(p - l/2)rq = 0. Hence D. = (C. + F.)/2 and the 
thesis is proved. []  
Since the computat ion of  D. is an essential step in the computat ion of  C2., the FFR on n points 
can be computed together with the CCR on n + 1 and 2n + 1 points without additional function 
evaluations, at the expense of  few arithmetic operations. Then the FFR and CCR approximations 
on n and n + 1 points can be used to estimate the error of  the CCR on 2n + 1 points. 
3. ROMBERG QUADRATURE ON CHEBYSHEV ABSCISSAS 
Let us consider formula (2). F rom the Euler-Maclaurin summation formula [1, p. 136], if 
f¢  c2q+l[ - 1, 1] then g ~ CZq+~[0, n] and the error of  T~ °) can be expressed as 
q 
T~ °) -- I = h2[g ' (~)  - g'(0)]/12 + ~ cjh 2j + O(h 2q+l ) 
j=2 
where the coefficients cj are independent of  h. It is easy to see that 
g'(zt) -- g'(0) = -- I f ( - -  1) +f ( l ) ]  (6) 
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and it is possible to find a better approximation to L 
Z ~°) = Ttr°)+ h2[f(  - 1 +f(1)]/12 
for which the following error formula holds: 
q 
Z~°)-- / = ~ cjh2J-[ - O(h2q+' ) .  (7) 
j=2  
From the values 7(0) Lr , r = 1, 2 . . . . .  S, one can compute the Romberg table according to the 
relation 
Z~P+I)=Z~P)+D(p,r) / (4 p+I -1 ) ,  r=1,2  . . . . .  s, p=0,1  . . . . .  r - - l ,  
where D(p,  r) = Z~ ~ - Z~)_l . 
The idea of applying Romberg integration to the transformed integral (6) was first suggested by 
H~vie [8]. 
I f f  is not enough continuous in [ -1 ,  1] (e.g. endpoint singularities are present) a different 
extrapolation scheme may work better than linear Romberg extrapolation. The use of the 
E-algorithm in numerical integration is widely discussed in Refs [9, 10] and allows extrapolating 
an approximate value of the integral from the array T~ °), r = 1, 2 , . . . ,  s. 
4. THE AUTOMATIC QUADRATURE PROGRAM 
The above theoretical considerations suggests to implement an automatic non-adaptive integra- 
tion routine based on the following algorithm. (In the following EPMACH is the relative machine 
precision, UFLOW is the smallest positive machine number.) 
(1) The functional values are computed in the Chebyshev abscissas 
x~=cos(i~/n),  i=O,  1 . . . . .  n, n=2 k>l .  
(2) The values Cn, Cn/:, Fn/2 are computed, the integral estimate is Cn and the error estimate is 
ECn = max(I Cn - Cn/21 + I Cn - F,/2 I, 50 EPMACH I Cn I). 
(3) The Trapezoidal estimate T t°) and the corrected Trapezoidal estimate Z~ °~ are computed 
by using the same functional values and the row r is added to the Romberg table. This row has 
at most one more element than row (r - 1). To take care of roundoff errors, in our program, the 
computation of the row r is stopped after Pmax columns if 
ID(p . . . .  r)] < max(50 EPMACH L,~'~°~ , UFLOW/EPMACH).  
Let Pmi. be such that 
D(Pmin, r) = mm D(p,  r). 
0 <~ p ~< Pmax 
The Romberg integral estimate is Rn = Z~ pm~n), n = 2', and the error estimate is ERn = D(pmm, r)- 
In addition, the array of the Trapezoidal estimates can be extrapolated with the E-algorithm. 
Our program uses the routine QEXT from QUADPACK [10] which, given the values T~ °), 
r = 1, 2 . . . . .  s, returns an integral estimate Xn and an error estimate EXn. An empirical device to 
choose between the values Rn and Xn can be the inspection of the ratio p = [O (0, r) l /]D (0, r - 1)1, 
r > 2. In fact, if the formula (7) holds for q = 2, then p tends to 16 as r increases. The Trapezoidal 
extrapolated integral TEn and the error estimate ETEn are chosen on the basis of the following 
practical criterion 
TEn=Rn and ETEn=ER~, if 14<p<18 
TEn = X~ and ETEn = EXn, otherwise. 
(4) the integral estimate In and the error estimate En are determined as follows: 
In = Cn, En = ECn, if ECn < ETE~ 
In = TEn, En = ETEn, otherwise. 
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(5) if the requested tolerance is satisfied the computation is terminated, otherwise n is doubled 
and another estimate is computed. The computation is terminated also if the limit value of n is 
reached (L IMIT = 4096 in our implementation) or if En < 50 EPMACHII~I.  
The integration routine QCC has the following parameters. 
Input parameters 
F: integrand function; 
A, B: limits of integration; 
EPSABS: absolute accuracy requested; 
EPSREL: relative accuracy requested. 
Output parameters 
RESULT: 
ABSERR: 
IER: 
IER = 0: 
approximation to the integral; 
estimate of the modulus of the absolute error; 
return code, IER = 0, 1, 2, 3, or 4; 
ABSERR < max (EPSABS, EPSRELI RESULT I) and 
(I, - E,, I, + En) - (Cn - ECn, Cn + EC,) and 
(In - En, In + En) ~- (TE, - ETEn, TEn + ETEn); 
IER = 1: ABSERR < max(EPSABS, EPSRELI RESULT I) and 
(Cn - ECn, Cn + ECn)fq(TEn - ETEn, TEn + ETEn) ~ 0; 
IER = 2: ABSERR < max(EPSABS, EPSRELI RESULT I) and 
(Cn - ECn, Cn + ECn)N(TEn - ETE,,  TEn + ETEn) = 0; 
IER = 3: n = LIMIT; 
IER = 4: ABSERR < 50 EPMACH I RESULT[. 
The value of IER is a measure of the reliability of the result. IER = 0 means that two estimates 
C, and TEn perfectly agree, IER = 1 means that the two estimates are compatible, IER = 2 means 
that the two estimates are not compatible, IER = 3 means that the L IMIT  number of evaluation 
is not sufficient o achieve the requested precision, IER = 4 means that the computer arithmetic 
is not enough accurate to achieve the requested precision. 
5. NUMERICAL  EXPERIMENTS 
The integration schema presented above has been implemented as a FORTRAN routine QCC 
and tested using several test integrands proposed in the literature [ll-15]. 
The integrands have been grouped into four classes on the ground of their analytical properties. 
The subroutine defining the test functions, assigns the value zero where a function assumes an 
infinite value and it assigns the true limiting value where a function has an indeterminate form. 
We have the following classes. 
Class A (smooth) 
43 well-behaved functions, i.e. continuous and not greatly oscillatory functions with continuous 
first derivative. 
Class B (singularities) 
84 functions having one or more integrable singularities in the function or in the first derivative 
within the integration interval. 
Class C (peaks) 
55 functions with one or more sharp peaks in the integration interval or with a singularity near 
the integration interval. 
Class D (oscillating) 
49 rapidly oscillating functions. 
Let I denote the exact integral value, lcomp the computed integral value, E,bs = I lcomp -- I I  the 
module of the absolute rror and Ere~ = Eabs/I II the module of the relative error. Most integration 
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routines allow the user to state both absolute and relative rror bounds. In Ref. [14], to make the 
results comparable, the different programs were tested with relative tolerances 10 -t, t = 2(2)10; this 
choice does not allow zero values for L 
We prefer to use error tolerances T = 4(2)12, for the following logarithmic error measure: 
E -- - logm0 [EPMACH + Labs/(1 + ill )], 
where EPMACH guarantees an upper bound to E. Note that E is a reasonable measure since it 
is a continuous, monotone function of Eab~ and it is defined when I = 0, as well. 
Once a tolerance T for E is fixed, the following tolerances respectively result for Eab~ and E~]: 
TOl~bs = (10 -~ -- EPMACH) (1 + I/i); 
ToI~ = Tola~/[ I1, defined if I # 0; 
these tolerances are the error bounds given to the integration routines. Obviously this procedure 
needs the a priori knowledge of the exact integral I and it can be followed for test purposes only. 
Let E~t and Em be the estimated and actual values of the measure E, obtained by the absolute 
error estimate of the program and by the true error, respectively. The computation is considered 
successful if E,t > T and E,¢t > T hold simultaneously. 
The computations have been carried out by using system IBM/370 double precision arithmetic 
(EPMACH = 16-13 ~ 2.22 10-16). The parameters taken into account are the following: 
(1) the percentage of successes; 
(2) the mean number of functional evaluations. 
The following automatic quadrature programs have been tested together: 
QCC--the above-described routine. The maximal number of functional 
evaluations was set to 4097; 
CCQUAD---a well-known Clenshaw-Curtis automatic non-adaptive integration 
routine written by Gentleman [6]. The maximal number of functional 
evaluations was set to 5000; 
CADRE--a cautious Romberg adaptive routine by DeBoor [16]; 
QAGS--a general purpose adaptive integrator from QUADPACK [10] which 
uses Gauss-Konrod formulas together with the E-algorithm extrapo- 
lation. The maximal number of active subintervals was set to 1000. 
Figure 2 shows the percentage of successes for each program and for each class. In Figs 3-6 the 
average numbers of functional evaluations are plotted. Let us comment these results. 
Class A (smooth functions): all four integrators exhibit a good percentage ofsuccesses, adaptive 
routines are better than non-adaptive ones, QCC outperforms CCQUAD. 
Class B (singularities): in this case only QAGS, which was specially designed for this kind of 
functions, shows a good rate of successes. QCC is more reliable than CADRE but performs more 
functional evaluations. As expected CCQUAD is neither eliable nor efficient. 
% of successes 
100 
80 
60 
40 
20 
0 
A B C D 
Class 
Fig. 2. Percentage of successes. 
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Fig. 3. Mean evaluations Class A. 
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Fig. 4. Mean evaluations Class B. 
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Class C (peaks): QAGS, CCQUAD and QCC show a good rate of successes. QCC is slightly 
less reliable than CCQUAD but is more efficient for low tolerances• 
Class D (oscillating): QAGS, CCQUAD and QCC show a good rate of successes. CADRE is 
neither eliable nor efficient. QCC is the most reliable and efficient. Oscillating functions are the 
only class for which QAGS is not the best integrator. As a matter of fact, the difficulties of 
oscillating functions are spread along the whole integration interval and if the integrand is well 
behaved, adaptive routines are not better than non-adaptive ones. 
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Fig. 5. Mean evaluations Class C. 
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6. CONCLUSIONS 
A non-adaptive automatic integrator, based on Clenshaw-Curtis, Fejer and Romberg integra- 
tion, has been presented. The resulting routine QCC is better than other Clenshaw-Curtis and 
Romberg based integrators, like CCQUAD and CADRE. It can be used for all kind of continuous 
functions and it seems competitive with the best pieces of software (like QAGS) for oscillating 
functions. 
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