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1. Introduction and the main result
1.1. Let G be a complex reductive algebraic group, T a maximal torus of G, B a Borel subgroup
of G containing T , Φ the root system of G w.r.t. T , Φ+ the set of positive roots w.r.t. B, ∆ the set of
fundamental roots, W the Weyl group of Φ (see [Bu], [Hu1] and [Hu2] for basic facts about algebraic
groups and root systems). Let F = G/B be the flag variety and Xw ⊆ F the Schubert subvariety
corresponding to an element w of the Weyl group W .
We denote by O = Op,Xw the local ring at the point p = eB ∈ Xw. Let m be the maximal ideal
of O. The sequence of ideals
O ⊇ m ⊇ m2 ⊇ . . .
is a filtration. We define grO to be the graded algebra
R = grO =
⊕
i≥0
mi/mi+1.
By definition, the tangent cone Cw to the Schubert variety Xw at the point p is the spectrum of R:
Cw = SpecR. Clearly, Cw is a subscheme of the tangent space TpXw ⊆ TpF. A natural problem in
studying geometry of Xw is to describe Cw [BL, Chapter 7].
Let g, b, h be the Lie algebras of the groups G, B, T respectively, h∗ the dual space of h. To each
element w ∈ W one can assign the polynomial dw ∈ S = C[h] (see the next Subsection and [KK1],
[KK2], [Bi], [BL, Section 7.1] for precise definitions). These polynomials are called Kostant–Kumar
polynomials. They are the main tool in our study of tangent cones. In the paper [Ku], S. Kumar
showed that dw depends only on Cw (see the next Subsection for the details). In particular, to prove
that Cw and Cw′ do not coincide as subschemes of TpF, it is enough to check that dw 6= dw′ .
In the paper [EP], A.N. Panov and the first author computed tangent cones Cw for all w ∈ W in
the case G = SLn(C), n ≤ 5. Using this computations, Panov formulated several conjectures about
the structure of tangent cones. In particular, he conjectured that if Cw coincides with Cw′ , then w
and w′ are conjugate in W ∼= Sn. It turns out that this conjecture is false, w =
(
1 2 3 4 5 6
3 5 4 6 2 1
)
∗The second author was partially supported by RFBR grant no. 12–01–90805–mol_rf_nr.
1
and w′ =
(
1 2 3 4 5 6
3 6 5 2 1 4
)
give a counterexample (see also [Bo]). On the other hand, we have the
following conjecture.
Conjecture 1.1. Suppose w, w′ ∈ Sn are conjugate and Cw = Cw′. One can represent w as a
product of non-trivial disjoint cycles: w = c1 . . . cr. Given i, denote Fi = {j | ci(j) 6= j} ⊆ {1, . . . , n}.
Let H be the subgroup of Sn consisting of all g ∈ Sn satisfying g(j) ∈ Fi for all j ∈ Fi, 1 ≤ i ≤ r. Then
there exists g ∈ H such that w′ = gwg−1.
This conjecture implies that if w and w′ are involutions in Sn (i.e., elements of order two) and
w 6= w′, then Cw 6= Cw′ . One can formulate the analogue of this conjecture for arbitrary G. (See
papers [Ig1], [Ig2] of the second author and Subsection 3.2 for the interrelations between tangent cones
to Schubert varieties Xw associated with involutions and coadjoint orbits of the unipotent radical of
the group B.) To verify this conjecture, it is enough to check that the Kostant–Kumar polynomials of
distinct involutions do not coincide. We prove this fact for An, G2 and F4. In the latter case, we use
the computer algebra system SAGE [S], see Subsection 2.3. Precisely, we have the following result.
Theorem 1.2. Assume that every irreducible component of the root system Φ is of type An, n ≥ 1,
F4 or G2. Let w, w
′ be involutions in the Weyl group W and w 6= w′. Then their Kostant–Kumar
polynomials do not coincide, i.e., dw 6= dw′ . In particular, the tangent cones Cw and Cw′ do not
coincide as subschemes of TpF.
The structure of the paper is as follows. In Subsection 1.2, we give all necessary definitions and
describe connections between tangent cones and Kostant–Kumar polynomials. In Subsections 1.3, 1.4,
we recall some facts about the Bruhat order on the Weyl group and reduce the problem to the case
of irreducible root systems (Proposition 1.6). Section 2 contains the proof of the main theorem. In
Subsections 2.1–2.2, we prove it for An by induction on n. In Subsection 2.3, we prove it for F4 and G2.
Section 3 contains some final remarks and conjectures.
A short announcement of our results was done in [EI].
Acknowledgements. We thank Professor Alexander N. Panov for useful discussions. A part of
this work was carried out during the stay of the second author at Moscow State University. The second
author thanks Professor Ernest B. Vinberg for his hospitality. Financial support from RFBR (grant
no. 12–01–90805–mol_rf_nr) is gratefully acknowledged.
1.2. Here we give precise definition of the Kostant–Kumar polynomial dw, explain how to compute
it in combinatorial terms and show that it depends only on the tangent cone Cw.
The torus T acts on the Schubert variety Xw by conjugation. Note that this action is the same as
the action by left multiplication. The point p is invariant under this action, so we have the structure
of a T -module on the local ring O. Clearly, the action of T on O preserves the filtration by powers of
the ideal m, hence we obtain the structure of a T -module on the algebra R = grO. According to [Ku,
Theorem 2.2], R can be decomposed into a direct sum of its finite-dimensional weight subspaces:
R =
⊕
λ∈X(T )
Rλ.
Here X(T ) ⊆ h∗ is the character lattice of the torus T and Rλ = {f ∈ R | t.f = λ(t)f} is the weight
subspace of weight λ. Let Λ be the Z-module consisting of all (possibly infinite) Z-linear combinations
of linearly independent elements eλ, λ ∈ X(T ). Then one can define the formal character of R to be
an element of Λ of the form
chR =
∑
λ∈X(T )
mλe
λ,
where mλ = dimRλ.
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Now, pick an element a =
∑
λ∈X(T ) nλe
λ ∈ Λ. Assume that there are finitely many λ ∈ X(T ) such
that nλ 6= 0. Given k ≥ 0, one can define the polynomial
[a]k =
∑
λ∈X(T )
nλ · λ
k
k!
∈ S = C[h].
Denote [a] = [a]k0 , where k0 is minimal among all non-negative numbers k such that [a]k 6= 0. For
instance, if a = 1 − eλ, then, [a]0 = 0 and [a] = [a]1 = −λ (here we denote 1 = e0). Let A be the
submodule of Λ consisting of all finite linear combinations. It is a commutative ring with respect to
the multiplication eλ · eµ = eλ+µ. In fact, it is just the group ring of X(T ). By Q ⊆ Λ, denote the field
of fractions of the ring A. Note that to each element of Q of the form q = a/b, a, b ∈ A, one can assign
the element
[q] =
[a]
[b]
∈ C(h)
of the field of rational functions on h.
There exists the involution q 7→ q∗ on Q defined by
eλ 7→ (eλ)∗ = e−λ.
It turns out [Ku, Theorem 2.2] that the character chR belongs to Q, hence (chR)∗ ∈ Q, too. Finally,
we put
cw = [(chR)
∗], dw = (−1)l(w) · cw ·
∏
α∈Φ+
α.
Here l(w) is the length of w in the Weyl group W with respect to the set of fundamental roots ∆.
Evidently, cw and dw belong to C(h); in fact, dw is a polynomial, i.e., belongs to S = C[h] (see [KK2]
and [BL, Theorem 7.2.6]).
Definition 1.3. Let w be an element of the Weyl group W . The polynomial dw ∈ S is called the
Kostant–Kumar polynomial associated with w.
It follows from the definition that cw and dw depend only on the canonical structure of a T -module
on the algebra R of regular functions on the tangent cone Cw. Thus, to prove that the tangent cones
corresponding to elements w, w′ of the Weyl group are distinct, it is enough to check that cw 6= cw′ ,
or, equivalently, dw 6= dw′ . On the other hand, there is a purely combinatorial description of Kostant–
Kumar polynomials. To give this description, we need some more notation. Let w, v be elements of W .
Fix a reduced expression of the element w = si1 . . . sil . (Here α1, . . . , αn ∈ ∆ are fundamental roots
and si is the simple reflection corresponding to αi.) Put
cw,v = (−1)l(w) ·
∑ 1
sǫ1i1αi1
· 1
sǫ1i1s
ǫ2
i2
αi2
· . . . · 1
sǫ1i1 . . . s
ǫl
il
αil
,
where the sum is taken over all sequences (ǫ1, . . . , ǫl) of zeroes and units such that s
ǫ1
i1
. . . sǫlil = v.
Actually, the element cw,v ∈ C(h) depends only on w and v, not on the choice of a reduced expression
of w [Ku, Section 3].
Example 1.4. Let Φ = A2, so W ∼= S3. Put w = s1s2s1. Let id be the identity element of the
Weyl group. To compute cw,id, we should take the sum over two sequences, (0, 0, 0) and (1, 0, 1). Hence
cw,id = (−1)3 ·
(
1
α1α2α1
+
1
−α1(α1 + α2)α1
)
=
1
α1α2(α1 + α2)
.
Now, put
dw,v =
∑
r(j1) . . . r(jt) ∈ C[h]. (1)
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Here r(k) = si1 . . . sik−1αik , 1 ≤ k ≤ l, and the sum is taken over all sequences (j1, . . . , jt), t = l(v),
such that sij1 . . . sijt is a reduced expression of v obtained from the expression w = si1 . . . sil by deleting
some simple reflections. Denote by w0 the longest element of the Weyl group W . A remarkable fact is
that [KK2]
dvw0,ww0 = (−1)l(w)−l(v) · cw,v ·
∏
α∈Φ+
α. (2)
In particular, dw,v does not depend on the choice of a reduced expression of w. Further, cw = cw,id
(and so dw = dw0,ww0), hence to prove that tangent cones do not coincide, we need only combinatorics
of the Weyl group.
At the rest of the Subsection, we present an original definition of elements cw,v using so-called
nil-Hecke rings (see [Ku] and [BL, Section 7.1]). (This definition is needed for us in the case An.)
Denote by QW the vector space over C(h) with basis {δw, w ∈ W}. It is a ring with respect to the
multiplication
fδv · gδw = fv(g)δvw .
This ring is called the nil-Hecke ring. To each i from 1 to n put
xi = α
−1
i (δsi − δid).
Let w ∈W and w = si1 . . . sil be a reduced expression of W . Then the element
xw = xi1 . . . xil
does not depend on the choice of a reduced expression [KK1, Proposition 2.1].
Furthermore, it turns out that {xw, w ∈W} is a C(h)-basis of QW [KK1, Proposition 2.2], and
xw =
∑
v∈W
cw,vδv ,
δw =
∑
v∈W
dw,vxv.
Actually, if w, v ∈W , then
a) xv · xw =
{
xvw, if l(vw) = l(v) + l(w),
0, otherwise,
b) cw,v = −v(αi)−1(cwsi,v + cwsi,vsi), if l(wsi) = l(w)− 1.
(3)
(The group W naturally acts on C(h) by automorphisms.) The first property is proved in [KK1,
Proposition 2.2] and the second property follows immediately from the first one and the definitions
(see also the proof of [Ku, Corollary 3.2]).
1.3. In this Subsection, we briefly recall some facts about the Bruhat order on the Weyl group
needed for the sequel. We say that v is less or equal to w with respect to the Bruhat order, written
v ≤ w, if some reduced expression for v is a subword of some reduced expression for w. It is well-known
that this order plays the crucial role in many geometric aspects of theory of algebraic groups. For
instance, the Bruhat order encodes the incidences among Schubert varieties, i.e., Xv is contained in
the closure of Xw if and only if v ≤ w.
It turns out that cw,v is non-zero if and only if v ≤ w [Ku, Corollary 3.2]. For example, cw = cw,id
iz non-zero for all w, because id is the smallest element of W with respect to the Bruhat order. Note
that (see [Dy] and [BL, Theorem 7.1.11]) given v,w ∈W , there exists gw,v ∈ S = C[h] such that
cw,v = gw,v ·
∏
α>0, sαv≤w
α. (4)
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In Subsections 2.1, 2.2, we will use the Bruhat order on the symmetric group. In this case, there
exists a nice description of the Bruhat order. Namely, given w ∈ Sn, denote by w˙ the n× n matrix of
the form
(w˙)i,j =
{
1, if w(j) = i,
0 otherwise.
It it called 0–1 matrix, permutation matrix or rook placement for w. Define the matrix Rw by putting
its (i, j)th element to be equal to the rank of the lower left (n − i + 1) × j submatrix of w˙. In other
words, (Rw)i,j is just the number or rooks located non-strictly to the South-West from (i, j).
Example 1.5. Let n = 7, w =
(
1 2 3 4 5 6 7
1 6 2 3 4 5 7
)
. Here we draw the matrices w˙ and Rw
(rooks are marked by ⊗):
w˙ =
1
1 ⊗
2 3 4 5 6 7
2 ⊗
3 ⊗
4 ⊗
5 ⊗
6 ⊗
7 ⊗
, Rw =
1
1 1
2
2
3
3
4
4
5
5
6
6
7
7
2 0 1 2 3 4 5 6
3 0 1 1 2 3 4 5
4 0 1 1 1 2 3 4
5 0 1 1 1 1 2 3
6 0 1 1 1 1 1 2
7 0 0 0 0 0 0 1
.
Let X and Y be matrices with integer entries. We say that X ≤ Y if Xi,j ≤ Yi,j for all i, j. It turns
out that if v, w ∈ Sn, then
v ≤ w if and only if Rv ≤ Rw (5)
(see, e.g., [In, Theorem 1.6.4]).
1.4. Here we explain why it is enough to prove Theorem 1.2 for irreducible root systems. It follows
immediately from the next Proposition. Suppose Φ is a union of its subsystems Φ1 and Φ2 contained in
mutually orthogonal subspaces. LetW1,W2 be the Weyl groups of Φ1, Φ2 respectively, soW = W1×W2.
Denote ∆1 = ∆ ∩ Φ1 = {α1, . . . , αr} and ∆2 = ∆ ∩ Φ2 = {β1, . . . , βs}, then
S = C[h] ∼= C[α1, . . . , αr, β1, . . . , βs].
Given v ∈ W1, denote by d1v its Kostant–Kumar polynomial. We can consider d1v as an element
of S depending only on α1, . . . , αr. We define c
1
v ∈ C(h) by the similar way. Given v ∈ W2, we define
d2v ∈ C[h] and c2v ∈ C(h); they depend only on β1, . . . , βs.
Proposition 1.6. Let w ∈W , w1 ∈W1, w2 ∈W2 and w = w1w2. Then
dw = d
1
w1
d2w2 , cw = c
1
w1
c2w2 .
Proof. By si (resp. rj), we denote the simple reflection corresponding to a simple root αi (resp.
βj). Let li be the length function on Wi with respect to ∆i, i = 1, 2. It is well-known that li(v) = l(v)
for all v ∈Wi. Hence if
w1 = si1 . . . sip , w2 = rj1 . . . rjq
are reduced expressions for wi in Wi, then they are reduced expressions for wi in W . Moreover,
l(w) = l(w1) + l(w2) = l1(w1) + l2(w2).
This means that
w = si1 . . . siprj1 . . . rjq
is a reduced expression for w in W .
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It follows from W =W1 ×W2 that
sǫ1i1 . . . s
ǫp
ip
rδ1j1 . . . r
δq
jq
= id,
ǫi, δj ∈ {0, 1}, is equivalent to
sǫ1i1 . . . s
ǫp
ip
= rδ1j1 . . . r
δq
jq
= id.
Since all si’s (resp. rj ’s) act identically on Φ2 (resp. on Φ1), we obtain
cw = (−1)l1(w1)+l2(w2) ·
∑ 1
sǫ1i1αi1
· 1
sǫ1i1s
ǫ2
i2
αi2
· . . . · 1
sǫ1i1 . . . s
ǫp
ip
αip
× 1
rδ1j1βj1
· 1
rδ1j1 r
δ2
j2
βj2
· . . . · 1
rδ1j1 . . . r
δq
jq
βjq
 = c1w1c2w2 .
The second equality is proved. The first equality follows immediately from the second one and the
obvious fact that Φ+ = Φ+1 ∪ Φ+2 . 
Now, to prove the main Theorem, it suffice to check it for irreducible root systems of types An, F4
and G2, because C[h] is a unique factorization domain.
2. Proofs
2.1. In this Subsection and in the next Subsection, we will prove the main result for the case
Φ = An−1, n ≥ 2. As usual, we identify Φ+ with the subset of the Euclidean space Rn of the form
{ǫj − ǫi, 1 ≤ j < i ≤ n}
({ǫi}ni=1 is the standard basis). In this case, W is isomorphic to Sn, the symmetric group on n letters,
and a transposition (i, j) is just a reflection sǫj−ǫi . Here α1 = ǫ1 − ǫ2, . . ., αn−1 = ǫn−1 − ǫn are
fundamental roots.
We will consider not all elements of W , but only involutions, i.e., elements of order two. We put
In = I(W ) = {σ ∈W | σ2 = id}.
Each involution σ can be uniquely presented as a product of disjoint 2-cycles σ = (i1, j1) . . . (il, jl),
ik > jk, j1 < . . . < jl.
Definition 2.1. The support of an involution σ ∈ In is the subset of Φ+ of the form
Supp(σ) = {ǫj1 − ǫi1 , . . . , ǫjl − ǫil}.
Note that it consists of pairwise orthogonal roots. In other words, the support of σ is the unique
orthogonal subset of Φ+ such that
σ =
∏
α∈Supp(σ)
sα.
(Here reflections are taken in any fixed order: since the support is an orthogonal subset, they commute.)
Example 2.2. If n = 7 and σ =
(
1 2 3 4 5 6 7
5 7 6 4 1 3 2
)
= (5, 1)(7, 2)(6, 3), then
Supp(σ) = {ǫ1 − ǫ5, ǫ2 − ǫ7, ǫ3 − ǫ6}.
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Note also that there is a quite simple description of the Bruhat order on involutions in Sn. Namely,
let w ∈ In. Let Rw be the matrix defined in Subsection 1.3, and R∗w its strictly lower-triangular part,
i.e.,
(R∗w)i,j =
{
(Rw)i,j, if i > j,
0 otherwise.
By [Ig2, Theorem 1.10], if v,w ∈ In, then
v ≤ w if and only if R∗v ≤ R∗w. (6)
We will prove Theorem 1.2 by induction on n (for n = 2, there is nothing to prove). Denote by
W˜ = S˜n−1 the subgroup of W consisting of all permutations w such that w(1) = 1; clearly, W˜ ∼= Sn−1.
Let I˜n−1 = I(W˜ ) be the set of involutions in W˜ . Given w ∈ W˜ , we denote by d˜w its Kostant–Kumar
polynomial. One can identify C[h] with C[α1, . . . , αn−1], then d˜w belongs to C[h] and does not depend
on α1. Similarly, we define c˜w ∈ C(h) and d˜w,v, c˜w,v for all w, v ∈ W . By the inductive assumption,
d˜w 6= d˜v and c˜w 6= c˜w for all distinct involutions w, v ∈ I˜n−1.
We need some more notation. For any α = ǫj − ǫi ∈ Φ+, define row(α) = i, col(α) = j. For any k
from 1 to n, put
Rk = {α ∈ Φ+ | row(α) = k},
Ck = {α ∈ Φ+ | col(α) = k}.
The set Rk (resp. Ck) is called the kth row (resp. the kth column). We have
I˜n−1 = {σ ∈ In | Supp(σ) ∩ C1 = ∅}.
Furthermore, for any k and any involution σ ∈ In,
|Supp(σ) ∩ (Rk ∪ Ck)| ≤ 1.
Remark 2.3. There is a natural order on the root system Φ. By definition, α ≤ β means that
β−α is a sum of positive roots. In other words, α = ǫj− ǫi ≤ β = ǫs− ǫr if and only if s ≤ j and i ≤ r.
Using (6), one can easily check that if w is an involution and α = ǫj− ǫi is a positive root, then sα ≤ w
if and only if α ≤ β for some positive root β = ǫs− ǫr ∈ Supp(σ). Indeed, suppose the latter condition
holds. Then
(R∗sα)k,l =
{
1, if j ≤ k < l ≤ i,
0 otherwise,
and (R∗w)k,l ≥ 1 for all s ≤ k < l ≤ r, so sα ≤ w. At the contrary, if this condition does not hold, then
(R∗sα)i,j = 1 > 0 = (R
∗
w)i,j ,
so sα 6≤ w. In particular, if Supp(σ) ∩ C1 = {β}, where β = ǫ1 − ǫi, and α = ǫ1 − ǫk ∈ C1, then sα ≤ σ
if and only if α ≤ β, i.e., k ≤ i.
Now we will prove two important Lemmas.
Lemma 2.4. Let w ∈ I˜n−1. Then dw = d˜w ·
∏
α∈C1
α.
Proof. Since W˜ is a parabolic subgroup of W , any reduced expression for w in W˜ is a reduced
expression for w in W . This implies c˜w = cw. The result follows. 
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Lemma 2.5. Let w ∈ In. Suppose Supp(w) ∩ C1 = {β} and
cw = A/B, A,B ∈ C[h], (A,B) = 1,
i.e., A and B are coprime. Then β divides B in the polynomial ring C[h].
Proof. Suppose β = ǫ1 − ǫj. Put
u = sj−1 . . . s1 = (j, j − 1) . . . (2, 1) =
(
1 2 3 . . . j − 1 j j + 1 . . . n
j 1 2 . . . j − 2 j − 1 j + 1 . . . n
)
.
Denote v = u−1w, so w = uv. Clearly, v(1) = u−1(w(1)) = u−1(j) = 1, so v ∈ W˜ . Further,
u(αi) = u(ǫi − ǫi+1) = ǫi−1 − ǫi > 0 for all i from 2 to j − 1,
u(αj) = u(ǫj − ǫj+1) = ǫj−1 − ǫj+1 > 0,
u(αi) = u(ǫi − ǫi+1) = ǫi − ǫi+1 = αi > 0 for all i from j + 1 to n− 1.
By the way, u(αi) > 0 if i ≥ 2. This is equivalent to l(usi) = l(u) + 1. According to [Hu2, Proposi-
tion 1.10], l(w) = l(u) + l(v).
Using (3a), we obtain
xw =
∑
s∈W
cw,sδs = xuxv =
∑
g,h∈W
cu,gδg · cv,hδh
=
∑
g,h∈W
cu,gg(cv,h)δgh =
∑
s∈W
∑
g∈W
cu,gg(cv,g−1s)
 δs.
Thus, for any s ∈W , the coefficient of δs is equal to
cw,s =
∑
g∈W
cu,gg(cv,g−1s),
in particular,
cw = cw,id =
∑
g∈W
cu,gg(cv,g−1).
Moreover, since cp,q 6= 0 if and only if p ≥ q, the sum in the right hand side is taken over permutations
g such that u ≥ g and v ≥ g−1. Denote the set of such permutations by U . Note that g ∈ U implies
that g is obtained from u = sj−1 . . . s1 by deleting s1 and, possibly, some other simple reflections. (If
s1 is not deleted, then the condition v ≥ g−1 does not hold.) Hence
cw = cw,id =
∑
g∈U
cu,gg(cv,g−1).
Using (3b) and the fact that l(us1) = l(u)− 1, we obtain
cu,g = −g(α1)−1(cus1 , g + cus1,gs1) = −g(α1)−1cus1,g,
because us1 6≥ gs1 and so cus1,gs1 = 0. Thus,
cw = −
∑
g∈U
cus1,gg(cv,g−1)
gα1
.
It is easy to check that there is most one g such that gα1 = β and g ∈ U , namely, g0 = us1 = sj−1 . . . s2.
Clearly, g0α1 = β. Assume for a moment that g0 belongs to U , i.e., v ≥ g−10 .
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Then
cw = −
cus1,g0g0(cv,g−1
0
)
β
−
∑
g∈U, g 6=g0
cus1,gg(cv,g−1)
gα1
. (7)
By S′ (resp. Q′) denote the subalgebra of S = C[h] (resp. the subfield of C(h)) generated by
α2, . . . , αn−1, then cv,g−1
0
∈ Q′. Since g(1) = 1, g(cv,g−1
0
) ∈ Q′, too. In particular, if g(cv,g−1
0
) = G1/G2
and G1, G2 ∈ S′ are coprime, then β does not divide G1. On the other hand,
cus1,g0 = cus1,us1 = ±
1
sj−1αj−1
· 1
sj−1sj−2αj−2
· . . . · 1
sj−1 . . . s2α2
,
because us1 = sj−1 . . . s2. We conclude that the first summand in the sum above has the form P/βQ
for some coprime P,Q ∈ C[h] such that P is non-zero.
Similarly, if g ∈ U and g 6= g0, then g(cv,g−1) ∈ Q′. At the same time,
cus1,g = ±
1
sl1αl1
· 1
sl1sl2αl2
· . . . · 1
sl1 . . . slkαlk
,
where g = sl1 . . . slk for certain j − 1 ≥ l1 > l2 > . . . > lk ≥ 2. We see that if the latter sum in 7 is
equal to C/D, where C,D ∈ C[h] are coprime, then β does not divide D. Thus,
cw =
C
D
+
P
βQ
=
βCQ+ PD
βDQ
.
Here β divides neither P norD, hence β does not divide the numerator. Thus, β divides the denominator
of cw, as required.
Thus, to conclude the proof, we must show that g0 ∈ U , i.e., v ≥ g−10 , or, equivalently, v−1 ≥ g0.
To do this, note that
(Rg0)p,q =

p− q + 1, if p ≤ q,
1, if 2 ≤ q < p ≤ j,
0, otherwise.
(In fact, Example 1.5 deals with g0 for n = 7, j = 6.) At the same time,
v−1 = w−1u = wu =
(
1 . . . j . . .
j . . . 1 . . .
)
·
(
1 2 . . .
j 1 . . .
)
=
(
1 2 . . .
1 j . . .
)
,
so if 2 ≤ q < p ≤ j, then (Rv−1)p,q ≥ 1. But if 1 ≤ p ≤ q ≤ n, then (Rg0)p,q = (Rid)p,q. Since id is
the smallest element of W with respect to the Bruhat order, (5) shows that v−1 ≥ g0. The proof is
complete. 
2.2. Now, we can prove the main theorem for An. The prove follows immediately from Proposi-
tions 2.6, 2.7 and 2.8. Recall the notation from the previous Subsection.
Proposition 2.6. Let σ, τ ∈ In be involutions. Suppose Supp(σ) ∩ C1 6= ∅ and Supp(τ) ∩ C1 = ∅,
then dσ 6= dτ .
Proof. Suppose Supp(σ) ∩ C1 = {β}. Lemma 2.4 shows that β divides dτ in the polynomial
ring C[h]. On the other hand, Lemma 2.5 claims that there exist coprime A,B ∈ C[h] such that
cσ = A/B, β divides B and does not divide A. Hence
dσ = ±cσ ·
∏
α>0
α = ±
∏
α>0
α · A/B,
so β does not divide dσ. We conclude that dτ 6= dσ , as required. Note that we did not use induction in
this proof. 
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Proposition 2.7. Let σ, τ ∈ In be involutions. Suppose Supp(σ) ∩ C1 = {β}, Supp(τ) ∩ C1 = {γ}
and β 6= γ, then dσ 6= dτ .
Proof. Assume without loss of generality that β > γ, i.e., if β = ǫ1 − ǫi, γ = ǫ1 − ǫs, then i > s
(see Remark 2.3). This Remark also shows that sβ 6≤ τ . By formula (4), there exists g = gτ,id ∈ C[h]
such that
dτ = ±cτ ·
∏
α>0
α = ±g ·
∏
α>0, sα 6≤τ
α,
so β divides dτ , because β is involved in the latter product. As in the previous Proposition, using
Lemma 2.5, we obtain that β does not divide dσ. Thus, dτ 6= dσ. Note that we did not use induction
in this proof. 
Proposition 2.8. Let σ, τ ∈ In be distinct involutions. Suppose Supp(σ)∩C1 = {β} = Supp(τ)∩C1,
then dσ 6= dτ .
Proof. Suppose β = ǫ1 − ǫj . Consider an involution w ∈ In such that Supp(w) ∩ C1 = {β}. As in
the proof of Lemma 2.5, put w = uv, where u = sj−1 . . . s1 and v = u
−1w ∈ W˜ . Recall from (7) that
cw = −
cus1,g0g0(cv,g−1
0
)
β
−
∑
g∈U, g 6=g0
cus1,gg(cv,g−1)
gα1
,
where U = {g ∈W | g ≤ u, g−1 ≤ v} and g0 = us1 ∈ U .
Now, denote w′ = sj−1wsj−1 ∈ In. Assume that j > 2, then Supp(w′) ∩ C1 = β′ = ǫ1 − ǫj−1. As
above, put w′ = u′v′, where u′ = sj−2 . . . s1 and v
′ ∈ W˜ , then
cw′ = −
cu′s1,h0h0(cv′,h−1
0
)
β
−
∑
h∈U ′, h 6=h0
cu′s1,hh(cv,h−1)
hα1
,
where U ′ = {h ∈W | h ≤ u′, h−1 ≤ v′} and h0 = u′s1 ∈ U .
Our goal is to compare cv,g−1
0
with cv′,h−1
0
. Note that u′ = sj−1u, v
′ = vsj−1 and h0 = sj−1g0.
Recall that
u = sj−1 . . . s1 = (j, j − 1) . . . (2, 1) =
(
1 2 3 . . . j − 1 j j + 1 . . . n
j 1 2 . . . j − 2 j − 1 j + 1 . . . n
)
,
hence
vαj−1 = u
−1w(ǫj−1 − ǫj) = u−1(ǫx − ǫ1) = ǫy − ǫ2,
where x = w(j − 1), y = u−1(x) = v(j − 1). If y = 1, then u−1(x) = 1, so x = j, but w(j − 1) 6= j,
a contradiction, Hence y > 2, so vαj−1 < 0. This means that l(vsj−1) = l(v)− 1. Formula (3b) implies
that
c
v,g−1
0
=
cvsj−1,g−10
+ cvsj−1,g−10 sj−1
−g−10 αj−1
.
We see that
g0 = sj−1 . . . s2 =
(
1 2 3 . . . j − 1 j j + 1 . . . n
1 j 2 . . . j − 2 j − 1 j + 1 . . . n
)
,
hence (Rg0)j,2 = 1. On the other hand,
(vsj−1)
−1 = sj−1wu =
(
1 2 . . .
1 j − 1 . . .
)
,
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hence (R(vsj−1)−1)j,2 = 0. Formula (5) claims that (vsj−1)
−1 6≥ g0, or, equivalently, vsj−1 6≥ g−10 . We
obtain c
vsj−1,g
−1
0
= 0, so
cv,g−1
0
=
c
vsj−1,g
−1
0
sj−1
−g−10 αj−1
=
c
v′,h−1
0
ǫ2 − ǫj .
If j−1 > 2, then we repeat this procedure with w′ in place of w, etc. In a finite number of steps we
will obtain w = aw1a
−1, where a = s2s3 . . . sj−1. Here w1 ∈ In and Supp(w1)∩ C1 = {α1} = {ǫ1− ǫ2}.
We denote w1 = u1v1, where u1 = s1 and v1 ∈ W˜ is an involution, i.e., v1 ∈ I˜n−1. It follows from the
above that c
v,g−1
0
= fcv1,id, where
f =
1
(ǫ2 − ǫj) · (ǫ2 − ǫj−1) · . . . · (ǫ2 − ǫ3)
does not depend on w.
Now, consider the involutions σ and τ . Put σ = uvσ and τ = uvτ , as above. Since σ 6= τ , σ1 6= τ1,
too, where σ1 = aσa
−1, τ1 = aτa
−1. Hence v1σ = s1σ1 6= v1τ = s1τ1. By the inductive assumption
applied to v1σ, v
1
τ ∈ I˜n−1, one has c˜v1σ ,id 6= c˜v1τ ,id. Lemma 2.4 says that cv1σ ,id = c˜v1σ ,id 6= c˜v1τ ,id = cv1τ ,id,
and, consequently,
c
vσ ,g
−1
0
= fcv1σ,id 6= fcv1τ ,id = cvτ ,g−10 ,
hence g0(cvσ ,g−10
) 6= g0(cvτ ,g−10 ).
Now, denote
Uσ = {g ∈W | g ≤ u, g−1 ≤ v−1σ },
Uτ = {g ∈W | g ≤ u, g−1 ≤ v−1τ },
then
cσ = −
cus1,g0g0(cvσ ,g−10
)
β
−
∑
g∈Uσ , g 6=g0
cus1,gg(cvσ ,g−1)
gα1
,
cτ = −
cus1,g0g0(cvτ ,g−10
)
β
−
∑
g∈Uτ , g 6=g0
cus1,gg(cvτ ,g−1)
gα1
.
Suppose
− cus1,g0 = A/B, g0(cvσ ,g−10 ) = Pσ/Qσ, g0(cvτ ,g−10 ) = Pτ/Qτ ,
−
∑
g∈Uσ , g 6=g0
cus1,gg(cvσ ,g−1)
gα1
=
Cσ
Dσ
,
−
∑
g∈Uτ , g 6=g0
cus1,gg(cvτ ,g−1)
gα1
=
Cτ
Dτ
.
If dσ = dτ , then cσ = cτ , too, so
A
B
· Pσ
βQσ
+
Cσ
Dσ
=
A
B
· Pτ
βQτ
+
Cτ
Dτ
.
This is equivalent to
ADσPσ + βBCσQσ
βBDσQσ
=
ADτPτ + βBCτQτ
βBDτQτ
.
This implies that
βBQσQτ (CσDτ − CτDσ) = ADσDτ (PτQσ − PσQτ ).
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Now, β divides neither A, nor Dσ, nor Dτ , because these non-zero polynomials belong to the subalgebra
S′ generated by α2, . . . , αn−1. Since S = C[h] is a unique factorization domain, β divides PτQσ−PσQτ .
But this polynomial belongs to S′, thus this polynomial is zero. It follows that g0(cvσ ,g−10
) = g0(cvτ ,g−10
),
a contradiction. Thus, dσ 6= dτ . The proof is complete. 
2.3. In this Subsection, we consider the cases G2 and F4. Actually, in these cases, the proof of
Theorem 1.2 is by direct computations. For G2, our computations are quite easy. Namely, if Φ = G2,
then there are two fundamental roots α1, α2. The length of the first root is 1, and the length of the
second one is
√
3. The angle between α1 and α2 equals 5π/6. Below we list all involutions in the Weyl
group of G2 and their Kostant–Kumar polynomials.
w dw
id 18α51α2 + 45α
4
1α
2
2 + 40α
3
1α
3
2 + 15α
2
1α
4
2 + 2α1α
5
2
s1 18α
4
1α2 + 45α
3
1α
2
2 + 40α
2
1α
3
2 + 15α1α
4
2 + 2α
5
2
s1s2s1 18α
3
1 + 39α
2
1α2 + 27α1α
2
2 + 6α
3
2
s1s2s1s2s1 6α1 + 4α2
s2 18α
5
1 + 45α
4
1α2 + 40α
3
1α
2
2 + 15α
2
1α
3
2 + 2α1α
4
2
s2s1s2 18α
3
1 + 27α
2
1α2 + 13α1α
2
2 + 2α
3
2
s2s1s2s1s2 4α1 + 2α2
s2s1s2s1s2s1 1
For F4, our computations are rather complicated. Let α1, α2, α3, α4 be fundamental roots (see
[Bu] for the details). For instance, if w = s1s2s3s4s2s3s1s2s3s4s3s2s3s1s2s3s1s2, then
dw = 4α
6
1 + 48α
5
1α2 + 237α
4
1α
2
2 + 617α
3
1α
3
2 + 894α
2
1α
4
2 + 684α1α
5
2 + 216α
6
2 + 72α
5
1α3
+ 712α41α2α3 + 2782α
3
1α
2
2α3 + 5374α
2
1α
3
2α3 + 5136α1α
4
2α3 + 1944α
5
2α3 + 532α
4
1α
2
3
+ 4160α31α2α
2
3 + 12053α
2
1α
2
2α
2
3 + 15349α1α
3
2α
2
3 + 7254α
4
2α
2
3 + 2064α
3
1α
3
3 + 11960α
2
1α2α
3
3
+ 22832α1α
2
2α
3
3 + 14372α
3
2α
3
3 + 4432α
2
1α
4
3 + 16912α1α2α
4
3 + 15952α
2
2α
4
3 + 4992α1α
5
3
+ 9408α2α
5
3 + 2304α
6
3 + 48α
5
1α4 + 476α
4
1α2α4 + 1862α
3
1α
2
2α4 + 3596α
2
1α
3
2α4
+ 3432α1α
4
2α4 + 1296α
5
2α4 + 712α
4
1α3α4 + 5568α
3
1α2α3α4 + 16118α
2
1α
2
2α3α4
+ 20490α1α
3
2α3α4 + 9660α
3
2α3α4 + 4144α
3
1α
2
3α4 + 23976α
2
1α2α
2
3α4 + 45676α1α
2
2α
2
3α4
+ 28678α32α
2
3α4 + 11840α
2
1α
3
3α4 + 45072α1α2α
3
3α4 + 42400α
2
2α
3
3α4 + 16616α1α
4
3α4
+ 31228α2α
4
3α4 + 9168α
5
3α4 + 236α
4
1α
2
4 + 1844α
3
1α2α
2
4 + 5330α
2
1α
2
2α
2
4 + 6762α1α
3
2α
2
4
+ 3180α42α
2
4 + 2744α
3
1α3α
2
4 + 15884α
2
1α2α3α
2
4 + 30114α1α
2
2α3α
2
4 + 18858α
3
2α3α
2
4
+ 11728α21α
2
3α
2
4 + 45530α1α2α
2
3α
2
4 + 41776α
2
2α
2
3α
2
4 + 21868α1α
3
3α
2
4 + 40982α2α
3
3α
2
4
+ 15024α43α
2
4 + 600α
3
1α
3
4 + 3456α
2
1α2α
3
4 + 6552α1α
2
2α
3
4 + 4092α
3
2α
3
4 + 5112α
2
1α3α
3
4
+ 19356α1α2α3α
3
4 + 18108α
2
2α3α
3
4 + 14244α1α
2
3α
3
4 + 26616α2α
2
3α
3
4 + 12996α
3
3α
3
4
+ 828α21α
4
4 + 3126α1α3α
4
4 + 2916α
2
2α
4
4 + 4596α1α3α
4
4 + 8562α2α3α
4
4 + 6264α
2
3α
4
4
+ 588α1α
5
4 + 1092α2α
5
4 + 1596α3α
5
4 + 168α
6
4.
Nevertheless, using the system of computer algebra SAGE [S], we checked that the Kostant–Kumar
polynomials for all 139 involutions in the Weyl group of type F4 are distinct. The listing of our
program and the complete list of Kostant–Kumar polynomials for involutions are available at
http://algeom.samsu.ru/text/staff-Eliseev.html. Thus, the proof of Theorem 1.2 is complete.
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3. Concluding remarks
3.1. It was conjectured in [EP] that Cw coincides with Cw−1 for any w ∈W . The proof of this fact
is straightforward, see [Bo]. On the the other hand, the fact that dw = dw−1 can be easily proved in a
purely combinatorial way.
Proposition 3.1. Let w ∈W . Let w−1 be its inversed. Then dw = dw−1 .
Proof. Fix a reduced expression
w = si1si2 . . . sil .
Recall that (see (2) and [KK2])
dvw0,ww0 = (−1)l(w)−l(v) · cw,v ·
∏
α∈Φ+
α.
If v = id, then
dw = dw0,ww0 = (−1)l(w) · cw ·
∏
α∈Φ+
α.
Since l(w) = l(w−1), dw = dw−1 is equivalent to cw = cw−1 .
By definition,
cw = cw,id = (−1)l(w) ·
∑ 1
sǫ1i1αi1
· 1
sǫ1i1s
ǫ2
i2
αi2
· . . . · 1
sǫ1i1 . . . s
ǫl
il
αil
,
where the sum is taken over all sequences (ǫ1, . . . , ǫl), ǫi ∈ {0, 1}, such that sǫ1i1 . . . s
ǫl
il
= id. (Recall
that the element cw depends only on w, not on the choice of a reduced expression.) We claim that the
expressions for cw and cw−1 are literally the same (up to order of summands).
Indeed, let si1si2 . . . sil be a reduced expression of w, then silsil−1 . . . si1 is a reduced expression
of w−1. Now, consider a sequence (p1, . . . , pl), pi ∈ {0, 1}, such that sp1i1 . . . s
pl
il
= id. Denote by k the
number of units in this sequence. Suppose that pj1 = pj2 = . . . = pjk = 1. Then the summand in the
sum for cw corresponding to (p1, . . . , pl) has the form
1
αi1
· 1
αi2
· . . . · 1
sij1αij1
· 1
sij1αij1+1
· . . .
× 1
sij1sij2αij2
· 1
sij1sij2αij2+1
· . . .
× 1
sij1sij2 . . . sijk−1αijk−1
· 1
sij1sij2 . . . sijk−1αijk−1+1
· . . .
× 1
sij1sij2 . . . sijk−1αijk−1
· 1
αijk
· 1
αijk+1
· . . . · 1
αil
.
Consider the summand in the sum for cw−1 corresponding to the sequence (pl, . . . , p1). (It is clear that
splil . . . s
p1
i1
= id, because sp1i1 . . . s
pl
il
= id.) In this sequence, units are situated on the places l − j1 + 1,
l − j2 + 1, . . ., l − jk + 1. Denote s′ij = sil−i+1 and α′ij = αil−i+1 .
Let 1 ≤ t ≤ k. Consider the factor of the denominator of this summand in cw−1 of the form
1
s′il−jk+1
s′il−jk−1+1
. . . s′il−jt+1
α′il−jt+2
· . . . · 1
s′il−jk+1
s′il−jk−1+1
. . . s′il−jt+1
α′il−jt−1
.
Since
s′il−jk+1
s′il−jk−1+1
. . . s′il−jt+1
s′il−jt−1+1
. . . s′il−j1+1
= id,
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we obtain
s′il−jk+1
s′il−jk−1+1
. . . s′il−jt+1
= s′il−j1+1
. . . s′il−jt−1+1
= sj1 . . . sjt−1.
But the denominator of the summand for cw corresponding to (p1, . . . , pl) has the factor
1
sij1 . . . sijt−1αijt−1+1
· . . . 1
sij1 . . . sijt−1αijt−1
.
Since
1
s′il−jk+1
s′il−jk−1+1
. . . s′il−jt+1
α′il−jt+1
=
1
sij1 . . . sijt−1αijt
= − 1
sij1 . . . sijt−1sijtαijt
and k is even, we conclude that the summand in cw corresponding to (p1, . . . , pl) is equal to the
summand in cw−1 corresponding to (pl, . . . , p1). The result follows. 
3.2. In this Subsection, we briefly describe interaction of geometry of tangent cones with coadjoint
orbits for the case G = GLn(C) or SLn(C) (according to A.A. Kirillov’s orbit method [Ki1], [Ki2],
coadjoint orbits play the key role in representation theory of unipotent radical U of the group B). Here
U is the unitriangular group, i.e., the group of all upper-triangular matrices with 1’s on the diagonal;
its Lie algebra n consists of all upper-triangular matrices with zeroes on the diagonal. The groups B
and U act on n by the adjoint action (i.e., by conjugation). The dual action on the dual space n∗ is
called coadjoint. Recall that we denote by g, b the Lie algebras of the groups G, B respectively.
The tangent space TpF to the flag variety F = G/B can be naturally identified with g/b. Using the
Killing form on g, one can identify the latter space with n∗. Thus, the tangent cones Cw, w ∈ Sn, are
subschemes of TpXw ⊆ TpF ∼= n∗. Further, the action of B on F by conjugation induces the action of
B on the tangent space TpF. In fact, this action coincides with the coadjoint action of B on n
∗ under
the identification TpF ∼= n∗. Each tangent cone is B-invariant, i.e., is a union of coadjoint orbits.
On the other hand, to each involution w ∈ Sn one can assign the coadjoint orbit Ωw ⊆ n∗ of B
by the following rule. Consider the standard basis of n consisting of matrix units. Denote by fw the
element of n∗ equal to the sum of covectors e∗j,i, j < i, such that w(i) = j. It is easy to see that
Ωw ⊆ Cw, so Ωw ⊆ Cw. Computations in [EP] and [Ig2] show that if n ≤ 5, then the closure Ωw
coincides with the tangent cone Cw for all involutions w ∈ Sn. Hence we have the following conjecture
[Ig2, Conjecture 1.11]: Ωw = Cw for all involutions w ∈ Sn. See [Ig2, Section 4] for the dimension
of Ωw, conjectural description of Ωw and further details.
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