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We propose a new quantum-mechanical formalism to calculate spin torques based on the gradient
expansion, which naturally involves spacetime gradients of the magnetization and electromagnetic
fields. We have no assumption in the small-amplitude formalism or no difficulty in the SU(2) gauge
transformation formalism. As a representative, we calculate the spin renormalization, Gilbert damp-
ing, spin-transfer torque, and β-term in a three-dimensional ferromagnetic metal with nonmagnetic
and magnetic impurities being taken into account within the self-consistent Born approximation.
Our results serve as a first-principles formalism for spin torques.
I. INTRODUCTION
Spin torques have been investigated both theoreti-
cally and experimentally in the field of magnetic spin-
tronics since the celebrated discovery of the current-
induced magnetization reversal by the spin transfer
torque (STT)1–5. When an electric field is applied to
a ferromagnetic metal with magnetic structures such as
domain walls and skyrmions, the spin-polarized current
flows, and electron spin is transferred to the magnetiza-
tion via the exchange interaction. Furthermore, the so-
called β-term arises from spin relaxation6–11. Electronic
contributions to spin torques in a ferromagnetic metal
without spin-orbit interactions (SOIs) are expressed by
~τ = −~s~˙n− ~α~n× ~˙n− (~js · ~∂)~n− β~n× (~js · ~∂)~n, (1)
in which ~n is the magnetization which is dynamical and
nonuniform. s and α are the spin renormalization and
electronic contribution to the Gilbert damping, respec-
tively. The third and fourth terms are the STT and β-
term driven by the spin-polarized current ~js. In the pres-
ence of SOIs, another spin torque called the spin-orbit
torque is allowed even without magnetic structures12–14.
In real materials, both magnetic structures and SOIs do
exist, and hence a systematic formalism to calculate these
spin torques is desired15.
To calculate spin torques quantitatively, a quantum-
mechanical formalism is desirable. It is difficult to take
into account spin relaxation systematically in the semi-
classical Boltzmann theory8,10,13–15, and phenomenolog-
ical treatment may even lead to incorrect results on the
β-term8. The small-amplitude formalism, in which small
transverse fluctuations around a uniform state are as-
sumed, is quantum-mechanical but cannot be applied
to the finite-amplitude dynamics except for simple cases
without SOIs9. The SU(2) gauge transformation formal-
ism, where a magnetic structure is transformed to a uni-
form state, is also quantum-mechanical and correct5,11,12.
However, we should be careful when we deal with mag-
netic impurities11. Magnetic impurities become dynami-
cal and nonuniform by the SU(2) gauge transformation,
which yields the additional SU(2) gauge field. If this con-
tribution is not taken into account, the Gilbert damping
vanishes.
Here we propose a new quantum-mechanical formalism
to calculate generic spin torques based on the gradient ex-
pansion. As a representative, we calculate four terms in
Eq. (1) in a three-dimensional (3d) ferromagnetic metal
with nonmagnetic and magnetic impurities. The gradient
expansion is a perturbation theory with respect to space-
time gradients16,17 as well as electromagnetic fields18–20
in terms of the Wigner representations of the Keldysh
Green’s functions. The former two terms in Eq. (1) are
linear responses of electron spin to a temporal gradient
of the magnetization, and the latter two are the second-
order responses to a spatial gradient and an electric field.
As mentioned in Ref. 10, it is a natural extension of the
semiclassical Boltzmann theory8,10,13–15. We do not have
to pay any attention to the SU(2) gauge field even in the
presence of magnetic impurities, SOIs, and sublattice de-
grees of freedom as in antiferromagnets.
II. GRADIENT EXPANSION
In this Section, we review the gradient expansion of
the Keldysh Green’s function with external gauge fields
being taken into account. We do not rely on any spe-
cific form of the Hamiltonian, which may be disordered
or interacting. Furthermore, gauge fields may be abelian
or nonabelian. The gradient expansion was already car-
ried out up to the infinite order in the absence of gauge
fields16,17 and in the abelian case18,19 and up to the first
order in the nonabelian case20. Although we are inter-
ested in the abelian case, we give rigorous derivation up
to the fourth order in the nonabelian case with the help
of the nonabelian Stokes theorem21,22.
A. Locally covariant Keldysh Green’s function
When we carry out the gradient expansion, it is es-
sential to keep the local gauge covariance. First, let us
explain its meaning here. Under a gauge transformation
ψ′(x) = V (x)ψ(x) for a field ψ(x), gauge fields Aµ(x), a
locally gauge-covariant quantity A˜(x), and the Keldysh
Green’s function Gˆ(x1, x2) transform as
A′µ(x) =V (x)Aµ(x)V †(x)− i~[∂µV (x)]V †(x), (2a)
ar
X
iv
:1
70
8.
03
42
4v
1 
 [c
on
d-
ma
t.m
es
-h
all
]  
11
 A
ug
 20
17
2A˜′(x) =V (x)A˜(x)V †(x), (2b)
Gˆ′(x1, x2) =V (x1)Gˆ(x1, x2)V †(x2). (2c)
The Green’s function Gˆ(x1, x2) with the hat symbol is
gauge-covariant in the sense of Eq. (2c). However, in
the Wigner representation defined later in Eq. (6), the
center-of-mass coordinate X12 ≡ (x1 + x2)/2 is the only
coordinate, and hence the Green’s function should be de-
fined as locally gauge-covariant with respect to X12. It
can be achieved by introducing the Wilson line,
W (x1, x2) ≡ P exp
[
− 1
i~
∫ x1
x2
dyµAµ(y)
]
, (3)
which transforms in the same way as the Green’s func-
tion, i.e., W ′(x1, x2) = V (x1)W (x1, x2)V †(x2). P is
the path-ordered product. The locally gauge-covariant
Green’s function G˜(x1, x2) with the tilde symbol is then
defined by18–20
G˜(x1, x2) ≡W (X12, x1)Gˆ(x1, x2)W (x2, X12), (4)
which transforms as
G˜′(x1, x2) = V (X12)G˜(x1, x2)V †(X12), (5)
instead of Eq. (2c). Similarly to Eq. (4), all the two-
point quantities with the hat symbol should be replaced
by those with the tilde symbol.
B. Gauge-covariant Wigner representation
Next, we define the Wigner representation of the lo-
cally gauge-covariant Green’s function18–20,
G˜(X12, p12) ≡
∫
dDx12e
p12µx
µ
12/i~G˜(x1, x2), (6)
where X12 ≡ (x1+x2)/2 and x12 ≡ x1−x2 are the center-
of-mass and relative coordinates, respectively, and p12 is
the relative momentum. D is the spacetime dimension.
Dynamics of the Green’s function is determined by the
Dyson equation involving convolution, which is a two-
point quantity defined by
Â ∗B(x1, x2) ≡
∫
dDx3Aˆ(x1, x3)Bˆ(x3, x2), (7)
for any two-point quantities Aˆ and Bˆ. Therefore, we have
to find the Wigner representation of the locally gauge-
covariant convolution,
A˜(X12, p12) ? B˜(X12, p12) ≡ A˜ ∗B(X12, p12). (8)
Since the Wigner representation is just the Fourier trans-
formation with respect to x12, convolution turns into the
simple product A˜(p12)B˜(p12) for a translationally invari-
ant system in the absence of gauge fields; otherwise, it
becomes noncommutative and is called the Moyal prod-
uct. It is evaluated by expanding Eq. (8) with respect
to the relative coordinates x13 and x32 as in Appendix A
and is expressed by
A˜ ? B˜ =A˜B˜ + (i~/2)PD(A˜, B˜) + (i~/2)PF (A˜, B˜)
+ (1/2!)(i~/2)2PD2(A˜, B˜) + (i~/2)2PD∗F (A˜, B˜) + (1/2!)(i~/2)2PF2(A˜, B˜), (9a)
PD(A˜, B˜) ≡DXλA˜∂pλB˜ − ∂pλA˜DXλB˜, (9b)
PF (A˜, B˜) ≡(Fµν∂pµA˜∂pν B˜ + 2∂pµA˜Fµν∂pν B˜ + ∂pµA˜∂pν B˜Fµν)/4, (9c)
PD2(A˜, B˜) ≡DXλ1DXλ2 A˜∂pλ1∂pλ2 B˜ − 2DXλ1∂pλ2 A˜∂pλ1DXλ2 B˜ + ∂pλ1∂pλ2 A˜DXλ1DXλ2 B˜, (9d)
PD∗F (A˜, B˜) ≡[Fµν(DXλ∂pµA˜∂pλ∂pν B˜ − ∂pλ∂pµA˜DXλ∂pν B˜)
+ 2(DXλ∂pµA˜Fµν∂pλ∂pν B˜ − ∂pλ∂pµA˜FµνDXλ∂pν B˜)
+ (DXλ∂pµA˜∂pλ∂pν B˜ − ∂pλ∂pµA˜DXλ∂pν B˜)Fµν ]/4, (9e)
PF2(A˜, B˜) ≡(Fµ1ν1Fµ2ν2∂pµ1∂pµ2 A˜∂pν1∂pν2 B˜ + 4∂pµ1∂pµ2 A˜Fµ1ν1Fµ2ν2∂pν1∂pν2 B˜
+ ∂pµ1∂pµ2 A˜∂pν1∂pν2 B˜Fµ1ν1Fµ2ν2 + 4Fµ1ν1∂pµ1∂pµ2 A˜Fµ2ν2∂pν1∂pν2 B˜
+ 4∂pµ1∂pµ2 A˜Fµ1ν1∂pν1∂pν2 B˜Fµ2ν2 + 2Fµ1ν1∂pµ1∂pµ2 A˜∂pν1∂pν2 B˜Fµ2ν2)/42. (9f)
3Here a covariant derivative and a field strength are de-
fined by
DXµA˜(X, p) ≡∂XµA˜(X, p)
+ [Aµ(X), A˜(X, p)]/i~, (10a)
Fµν(X) ≡∂XµAν(X)− ∂XνAµ(X)
+ [Aµ(X),Aν(X)]/i~. (10b)
For simplicity, the arguments X, p are omitted in Eq. (9)
and below.
After all, the Moyal product is regarded as a pertur-
bation theory with respect to spacetime gradients as well
as field strengths, but not to gauge fields. Thus, the
gauge covariance of the results is guaranteed. PD and
PF denote the first-order contributions with respect to
spacetime gradientsD and field strengths F , respectively.
PD∗F is the mixed second-order contribution involving D
and F . We also write down the second order with respect
to F in Eq. (9f), which may be useful for studying other
nonlinear responses in the future. In order to derive PF2 ,
we need the fourth order with respect to x13 and x32 and
obtain many other terms. All the terms up to the fourth
order are written in Eq. (A8).
C. Gradient expansion up to the second order
Here we derive the gradient expansion of the Keldysh
Green’s function. We focus on the abelian case and as-
sume a static and uniform field strength. Similarly to
Eq. (9a), we expand the Green’s function and self-energy
as23,24
G˜ =G˜0 + (~/2)G˜D + (~/2)G˜F + (1/2!)(~/2)2G˜D2
+ (~/2)2G˜D∗F + (1/2!)(~/2)2G˜F2 , (11a)
Σ˜ =Σ˜0 + (~/2)Σ˜D + (~/2)Σ˜F + (1/2!)(~/2)2Σ˜D2
+ (~/2)2Σ˜D∗F + (1/2!)(~/2)2Σ˜F2 . (11b)
Note that G˜0 is the unperturbed Green’s function with
disorder or interactions being taken into account. G˜P
and G˜P∗Q (P,Q = D,F) are the first and second orders
with respect to spacetime gradients or field strengths,
respectively. By substituting these into the left Dyson
equation,
(L˜ − Σ˜) ? G˜ = 1, (12)
in which L˜ is the Lagrangian, we get G˜0 = (L˜ − Σ˜0)−1
and
G˜−10 G˜P =Σ˜P G˜0 − iPP (G˜−10 , G˜0), (13a)
G˜−10 G˜P∗Q =Σ˜P∗QG˜0 − i2PP∗Q(G˜−10 , G˜0)
+ [Σ˜QG˜P + iPP (Σ˜Q, G˜0)− iPP (G˜−10 , G˜Q)
+ (P ↔ Q)]. (13b)
The self-energies are determined self-consistently.
To calculate the expectation values, the lesser Green’s
function is necessary. In the real-time representation, the
Green’s function and self-energy are of matrix forms23,24,
G˜ =
[
GR 2G<
0 GA
]
, (14a)
Σ˜ =
[
ΣR 2Σ<
0 ΣA
]
, (14b)
in which R, A, and < indicate the retarded, advanced,
and lesser components, respectively. For the first order,
the lesser one can be written as
G<P =± [(GRP −GAP )f(−p0) +G<(1)P f ′(−p0)], (15a)
Σ<P =± [(ΣRP − ΣAP )f(−p0) + Σ<(1)P f ′(−p0)], (15b)
in which the upper and lower signs indicate boson and
fermion, respectively, and f(ξ) = (eξ/T ∓ 1)−1 is the
distribution function at temperature T . By introducing
PP (A˜, B˜) ≡ ηIJP ∂IA˜∂J B˜ (I, J = Xµ, pν) with ηX
µpν
D =
−ηpνXµD = δµν and ηpµpνF = Fµν , we obtain an equivalent
form of Eq. (13a)23,24,
(GR0 )
−1GRP =Σ
R
PG
R
0 − iηIJP ∂I(GR0 )−1∂JGR0 , (16a)
(GA0 )
−1GAP =Σ
A
PG
A
0 − iηIJP ∂I(GA0 )−1∂JGA0 , (16b)
(GR0 )
−1G<(1)P =Σ
<(1)
P G
A
0 + iη
Ip0
P {∂I(GR0 )−1(GR0 −GA0 )
− [(GR0 )−1 − (GA0 )−1]∂IGA0 }. (16c)
Similarly, for the second order, we obtain the lesser
Green’s function,
G<P∗Q =± [(GRP∗Q −GAP∗Q)f(−p0) +G<(1)P∗Qf ′(−p0)
+G
<(2)
P∗Qf
′′(−p0)], (17a)
Σ<P∗Q =± [(ΣRP∗Q − ΣAP∗Q)f(−p0) + Σ<(1)P∗Qf ′(−p0)
+ Σ
<(2)
P∗Qf
′′(−p0)], (17b)
and an equivalent form of Eq. (13b),
(GR0 )
−1GRP∗Q =Σ
R
P∗QG
R
0 + [Σ
R
QG
R
P + iη
IJ
P ∂IΣ
R
Q∂JG
R
0 − iηIJP ∂I(GR0 )−1∂JGRQ + (P ↔ Q)]
+ ηIJP η
KL
Q ∂I∂K(G
R
0 )
−1∂J∂LGR0 , (18a)
4(GA0 )
−1GAP∗Q =Σ
A
P∗QG
A
0 + [Σ
A
QG
A
P + iη
IJ
P ∂IΣ
A
Q∂JG
A
0 − iηIJP ∂I(GA0 )−1∂JGAQ + (P ↔ Q)]
+ ηIJP η
KL
Q ∂I∂K(G
A
0 )
−1∂J∂LGA0 , (18b)
(GR0 )
−1G<(1)P∗Q =Σ
<(1)
P∗QG
A
0 +
(
ΣRQG
<(1)
P + Σ
<(1)
Q G
A
P + iη
IJ
P ∂IΣ
<(1)
Q ∂JG
A
0 − iηIp0P [∂IΣRQ(GR0 −GA0 )− (ΣRQ − ΣAQ)∂IGA0 ]
− iηIJP ∂I(GR0 )−1∂JG<(1)Q + iηIp0P {∂I(GR0 )−1(GRQ −GAQ)− [(GR0 )−1 − (GA0 )−1]∂IGAQ}
−ηIp0P ηKLQ {∂I∂K(GR0 )−1∂L(GR0 −GA0 ) + ∂L[(GR0 )−1 − (GA0 )−1]∂I∂KGA0 }+ (P ↔ Q)
)
, (18c)
(GR0 )
−1G<(2)P∗Q =Σ
<(2)
P∗QG
A
0 + [iη
Ip0
P Σ
<(1)
Q ∂IG
A
0 + iη
Ip0
P ∂I(G
R
0 )
−1G<(1)Q + (P ↔ Q)]
+ ηIp0P η
Kp0
Q {∂I∂K(GR0 )−1(GR0 −GA0 ) + [(GR0 )−1 − (GA0 )−1]∂I∂KGA0 }. (18d)
Note that the left and right Dyson equations are equiv-
alent as explicitly proved in Appendix B. Generally, the
nth-order lesser Green’s function with respect to a tem-
poral gradient or an electric field involves the nth deriva-
tive of the distribution function.
D. Spin torques
Spin torques are proportional to the spin expectation
value. The spin expectation value is given by
〈~σ〉 =± i~
∫
dDp
(2pi~)D
tr~σG<
=± i~
∫
dDp
(2pi~)D
tr~σ[G<0 + (~/2)G<D + (~/2)G
<
F
+ (1/2!)(~/2)2G<D2 + (~/2)
2G<D∗F
+ (1/2!)(~/2)2G<F2 ]. (19)
Among many terms in Eq. (19), G<D yields the spin renor-
malization and Gilbert damping. G<F yields the spin-
orbit torque in the presence of SOIs. In order to calculate
the STT and β-term driven by an electric field, G<D∗F is
necessary. Equations (15)-(19) are our central results for
calculating spin torques in generic systems.
III. APPLICATION TO A 3D
FERROMAGNETIC METAL
As an example, we explicitly calculate spin torques in
a 3d ferromagnetic metal,
H(X, ~p) = ~p2/2m− µ− J~n(X) · ~σ, (20)
with the chemical potential µ and [~n(X)]2 = 1. We take
into account nonmagnetic and magnetic impurities,
Vimp( ~X) =
Ni∑
j
viδ( ~X − ~Xij)
+
Ns∑
j
vs ~mj · ~σδ( ~X − ~Xsj). (21)
Magnetic impurities are assumed to be isotropic, namely,
mai = 0,m
a
im
b
j = δ
ab/3 after average over the magnetiza-
tion directions. The same system was studied within the
Born approximation in the literature9,11. Here we em-
ploy the self-consistent Born approximation, but it does
not change any results quantitatively.
We only have to calculate the momentum integrals of
G<0 , G
<
D, G
<
F , and G
<
D∗F with Eqs. (15)-(18) in order.
First, the unperturbed Green’s function is given by
(GR0 )
−1(X, ξ, ~p) =ξ −H(X, ~p)− ΣR0 (X, ξ)
=ξR(ξ)− x+ JR(ξ)~n(X) · ~σ, (22a)
GR0 (X, ξ, ~p) =Γ
R
0 (ξ, ~p)[ξ
R(ξ)− x
− JR(ξ)~n(X) · ~σ], (22b)
ΓR0 (ξ, ~p) ={[ξR(ξ)− x]2 − [JR(ξ)]2}−1, (22c)
with ξR(ξ) ≡ ξ + µ − ΣR00(ξ), JR(ξ) ≡ J −
ΣR03(ξ), and x ≡ ~p2/2m. Note that the self-energy
is expressed as ΣR0 (X, ξ) = Σ
R
00(ξ) + Σ
R
03(ξ)~n(X) ·
~σ due to the spin rotation symmetry. For conve-
nience, we define g as the momentum integral of
G mutiplied by 4pi(~2/2m)3/2 and introduce γi ≡
niv
2
i (2m/~2)3/2/4pi, γs ≡ nsv2s (2m/~2)3/2/4pi. The mo-
mentum integral and self-energy are obtained by self-
consistently solving
gR0 (X, ξ) ≡4pi
(
~2
2m
)3/2 ∫
d3p
(2pi~)3
GR0 (X, ξ, ~p)
=IR11(ξ)− IR01(ξ)~n(X) · ~σ, (23a)
ΣR0 (X, ξ) =γig
R
0 (X, ξ) + γs ~mi · ~σgR0 (X, ξ)~mj · ~σ
=(γi + γs)g
R
00(ξ)
+(γi − γs/3)gR03(ξ)~n(X) · ~σ, (23b)
in which we define
IRmn(ξ) ≡
∫ Λ
0
√
xdx
pi
[ξR(ξ)− x]m[JR(ξ)]2n−m−1
{[ξR(ξ)− x]2 − [JR(ξ)]2}n . (24)
5Second, the first-order Green’s functions are given by
GRD(X, ξ, ~p) =G
R
0 (X, ξ, ~p)Σ
R
D(X, ξ)G
R
0 (X, ξ, ~p)
+ 2JR(ξ)[ΓR0 (ξ, ~p)]
2{JR(ξ)ξR′(ξ)− [ξR(ξ)− x]JR′(ξ)}~n(X)× ~˙n(X) · ~σ
+ 2[JR(ξ)]2[ΓR0 (ξ, ~p)]
2(pi/m)~n(X)× ∂Xi~n(X) · σ, (25a)
G
<(1)
D (X, ξ, ~p) =G
R
0 (X, ξ, ~p)Σ
<(1)
D (X, ξ)G
A
0 (X, ξ, ~p)
− i[JR(ξ) + JA(ξ)]|ΓR0 (ξ, ~p)|2[|ξR(ξ)− x|2 − |JR(ξ)|2]~˙n(X) · ~σ
+ [JR(ξ) + JA(ξ)]|ΓR0 (ξ, ~p)|2{[ξR(ξ)− x]JA(ξ)− [ξA(ξ)− x]JR(ξ)}~n(X)× ~˙n(X) · ~σ
− i∂X0 [GR0 (X, ξ, ~p) +GA0 (X, ξ, ~p)], (25b)
GRF (X, ξ, ~p) =G
R
0 (X, ξ, ~p)Σ
R
F (X, ξ)G
R
0 (X, ξ, ~p), (25c)
G
<(1)
F (X, ξ, ~p) =G
R
0 (X, ξ, ~p)Σ
<(1)
F (X, ξ)G
A
0 (X, ξ, ~p)
+ iFj0(pj/m){2GR0 (X, ξ, ~p)GA0 (X, ξ, ~p)− [GR0 (X, ξ, ~p)]2 − [GA0 (X, ξ, ~p)]2}. (25d)
The self-energies are expressed as ΣRD(X, ξ) ≡ ΣRD2(ξ)~n(X)×~˙n(X)·~σ,Σ<(1)D (X, ξ) ≡ Σ<(1)D1 (ξ)~˙n(X)·~σ+Σ<(1)D2 (ξ)~n(X)×
~˙n(X) · ~σ and obtained by solving the following sets of linear equations,
gRD2(ξ) =I
R
01(ξ)Σ
R
D2(ξ)/J
R(ξ) + 2[ξR′(ξ)IR02(ξ)− JR′(ξ)IR12(ξ)]/JR(ξ), (26a)
ΣRD2(ξ) =(γi − γs/3)gRD2(ξ), (26b)[
g
<(1)
D1 (ξ)
g
<(1)
D2 (ξ)
]
=
[
J
<(1)
1 (ξ) −J<(1)2 (ξ)
J
<(1)
2 (ξ) J
<(1)
1 (ξ)
][
Σ
<(1)
D1 (ξ)
Σ
<(1)
D2 (ξ)
]
− 2i
[
[JR(ξ) + JA(ξ)]J
<(1)
1 (ξ)/2− [IR01(ξ) + c.c.]/2
[JR(ξ) + JA(ξ)]J
<(1)
2 (ξ)/2
]
, (26c)[
Σ
<(1)
D1 (ξ)
Σ
<(1)
D2 (ξ)
]
=(γi − γs/3)
[
g
<(1)
D1 (ξ)
g
<(1)
D2 (ξ)
]
. (26d)
Here we define
J
<(1)
1 (ξ) ≡
∫ Λ
0
√
xdx
pi
|ξR(ξ)− x|2 − |JR(ξ)|2
|[ξR(ξ)− x]2 − [JR(ξ)]2|2 , (27a)
J
<(1)
2 (ξ) ≡
∫ Λ
0
√
xdx
pi
i[ξR(ξ)− x]JA(ξ)− i[ξA(ξ)− x]JR(ξ)
|[ξR(ξ)− x]2 − [JR(ξ)]2|2 , (27b)
J
<(1)
3 (ξ) ≡J<(1)2 (ξ)−
2
3
[iJR(ξ)− iJA(ξ)]
∫ Λ
0
√
xdx
pi
x
|[ξR(ξ)− x]2 − [JR(ξ)]2|2 , (27c)
J
<(1)
4 (ξ) ≡
∫ Λ
0
√
xdx
pi
2
|[ξR(ξ)− x]2 − [JR(ξ)]2|2
(|JR(ξ)|2
+
2
3
x
{
JR(ξ)
[ξR(ξ)− x]2 − [JR(ξ)]2 +
JA(ξ)
[ξA(ξ)− x]2 − JA2(ξ)
}
{[ξR(ξ)− x]JA(ξ) + [ξA(ξ)− x]JR(ξ)}
)
.
(27d)
These momentum integrals in Eqs. (24) and (27) are explicitly calculated in Appendix C. The other components
vanish, i.e., ΣRF (X, ξ) = g
R
F (X, ξ) = 0 and Σ
<(1)
F (X, ξ) = g
<(1)
F (X, ξ) = 0.
Third, the second-order Green’s functions are given by
GRD∗F ( ~X, ξ, ~p) =G
R
0 ( ~X, ξ, ~p)Σ
R
D∗F ( ~X, ξ)G
R
0 ( ~X, ξ, ~p)
− 2[ΓR0 (ξ, ~p)]2
({JR(ξ)ξR′(ξ)− [ξR(ξ)− x]JR′(ξ)}δij
−JR′(ξ)pipj/m)Fj0∂Xi~n( ~X) · ~σ/m, (28a)
G
<(1)
D∗F ( ~X, ξ, ~p) =G
R
0 ( ~X, ξ, ~p)Σ
<(1)
D∗F ( ~X, ξ)G
A
0 ( ~X, ξ, ~p)
− 2|ΓR0 (ξ, ~p)|2
({[ξR(ξ)− x]JA(ξ)− [ξA(ξ)− x]JR(ξ)}δij
−[JR(ξ)− JA(ξ)]pipj/m)Fj0∂Xi~n( ~X) · ~σ/m
+ 4i|ΓR0 (ξ, ~p)|2
(|JR(ξ)|2δij + [ΓR0 (ξ, ~p)JR(ξ) + ΓA0 (ξ, ~p)JA(ξ)]
6×{[ξR(ξ)− x]JA(ξ) + [ξA(ξ)− x]JR(ξ)}pipj/m)Fj0~n( ~X)× ∂Xi~n( ~X) · ~σ/m, (28b)
where we drop the X0 dependence in ~n(X) because we are interested in the STT and β-term only. The self-
energies are expressed as ΣRD∗F ( ~X, ξ) ≡ ΣRD∗F1(ξ)Fi0∂Xi~n( ~X) · ~σ/m,Σ<(1)D∗F ( ~X, ξ) ≡ Σ<(1)D∗F1(ξ)Fi0∂Xi~n( ~X) · ~σ/m +
Σ
<(1)
D∗F2(ξ)Fi0~n( ~X)× ∂Xi~n( ~X) · ~σ/m and obtained by solving the following sets of linear equations,
gRD∗F1(ξ) =I
R
01(ξ)Σ
R
D∗F1(ξ)/J
R(ξ)
− 2{[3JR(ξ)ξR′(ξ)− 2ξR(ξ)JR′(ξ)]IR02(ξ)− JR(ξ)JR′(ξ)IR12(ξ)}/3JR3(ξ), (29a)
ΣRD∗F1(ξ) =(γi − γs/3)gRD∗F1(ξ), (29b)[
g
<(1)
D∗F1(ξ)
g
<(1)
D∗F2(ξ)
]
=
[
J
<(1)
1 (ξ) −J<(1)2 (ξ)
J
<(1)
2 (ξ) J
<(1)
1 (ξ)
][
Σ
<(1)
D∗F1(ξ)
Σ
<(1)
D∗F2(ξ)
]
+ 2i
[
J
<(1)
3 (ξ)
J
<(1)
4 (ξ)
]
, (29c)[
Σ
<(1)
D∗F1(ξ)
Σ
<(1)
D∗F2(ξ)
]
=(γi − γs/3)
[
g
<(1)
D∗F1(ξ)
g
<(1)
D∗F2(ξ)
]
. (29d)
The spin expectation value is given by
〈~σ〉(X) =± i~
∫
dξ
2pi~
∫
d3p
(2pi~)3
tr~σG<(X, ξ, ~p)
=〈~σ〉0(X)− ~
4pi2J
(
2mJ
~2
)3/2
[τα − τren~n(X)×]~˙n(X)
− 1
4pi2J
(
2mJ
~2
)1/2
Fi0[τβ − τSTT~n( ~X)×]∂Xi~n( ~X), (30a)
〈~σ〉0(X) ≡ 1
2pi2
(
2m
~2
)3/2
~n(X)
∫
dξf(ξ)[−=gR03(ξ)], (30b)
τα ≡J−1/2
∫
dξ[−f ′(ξ)][ig<(1)D1 (ξ)/2], (30c)
τren ≡J−1/2
∫
dξ{f(ξ)[−=gRD2(ξ)]− [−f ′(ξ)][ig<(1)D2 (ξ)/2]}, (30d)
τβ ≡− J1/2
∫
dξ{f(ξ)[−=gRD∗F1(ξ)] + [−f ′(ξ)][g<(1)D∗F1(ξ)/2i]}, (30e)
τSTT ≡J1/2
∫
dξ[−f ′(ξ)][g<(1)D∗F2(ξ)/2i], (30f)
and spin torques by
~τ(X) =~n(X)× J〈~σ〉(X)
=− ~
4pi2
(
2mJ
~2
)3/2
[τren + τα~n(X)×]~˙n(X)
− 1
4pi2
(
2mJ
~2
)1/2
×Fi0[τSTT + τβ~n( ~X)×]∂Xi~n( ~X). (31)
τren and τα are the dimensionless spin renormalization
and Gilbert damping, while τSTT and τβ are the STT
and β-term. To evaluate Eqs. (30c)-(30f), we carry out
numerical integrals by putting the energy unit J = 1, the
momentum cutoff Λ = 103, and temperature T = 10−3
and dividing the energy interval |ξ| < 5 into 217 subinter-
vals. In Fig. 1, we show their chemical-potential depen-
dences for different γi and γs. We also show the previous
results obtained by the small-amplitude9 and the SU(2)
gauge transformation formalisms11 at zero temperature,
τren =(µ
3/2
+ − µ3/2− )/3J3/2, (32a)
τα =γs(µ
1/2
+ + µ
1/2
− )
2/3J3/2, (32b)
τSTT =
1
3J1/2
∑
σ
σµ
3/2
σ
γiµ
1/2
σ + γs(2µ
1/2
−σ + µ
1/2
σ )/3
→ 2J1/2(3γi + 5γs)/9(γi + γs)2 ≡ τSTT∞, (32c)
τβ =2γs(µ
1/2
+ + µ
1/2
− )τSTT/3J, (32d)
with µσ ≡ µ+σJ . Note that τSTT∞ in Eq. (32c) is τSTT
for the µ → ∞ limit. Our results completely coincide
with these previous ones.
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FIG. 1. (Color online) Chemical-potential dependences of (a) 3τren, (b) 3τα/γs, (c) τSTT/τSTT∞, and (d) 3τβ/2γsτSTT for
different γi and γs. Points are obtained by the gradient expansion formalism and numerical calculation of Eqs. (30c)-(30f),
while lines are obtained by the small-amplitude9 and the SU(2) gauge transformation formalisms11.
IV. DISCUSSION AND SUMMARY
Let us clarify how the SU(2) gauge transformation
formalism corresponds to the gradient expansion for-
malism. In the former, the Green’s function is diag-
onalized by a unitary matrix U ≡ ~u · ~σ with ~u ≡
[sin θ/2 cosφ, sin θ/2 sinφ, cos θ/2], which transforms the
magnetization ~n ≡ [sin θ cosφ, sin θ sinφ, cos θ] to ~z and
yields the SU(2) gauge field Aµ ≡ −iU†∂XµU = ~u ×
∂Xµ~u · ~σ5,11,12. Thus, spacetime gradients of the magne-
tization are described by this SU(2) gauge field. In the
latter, ∂Xµ(G
R
0 )
−1 ∝ ∂Xµ~n · ~σ in Eqs. (16) and (18) is
transformed to U†∂Xµ(GR0 )
−1U ∝ 2~z × ~Aµ · ~σ and thus
plays the same role as the SU(2) gauge field.
We emphasize that there is another source of the SU(2)
gauge field in the SU(2) gauge transformation formal-
ism11. Magnetic impurities, which are quenched in the
original frame, become dynamical and nonuniform in the
adiabatic frame and yield the SU(2) gauge field. If this
contribution is not taken into account, the Gilbert damp-
ing vanishes, and the β-term is not fully reproduced when
magnetic impurities are anisotropic. In the gradient ex-
pansion, we do not rely on the SU(2) gauge transforma-
tion and hence do not encounter such difficulty.
In summary, we demonstrated how the gradient ex-
pansion works for calculating spin torques quantum-
mechanically. We derived the gradient expansion up to
the fourth order with respect to the relative coordinates
with abelian or nonabelian gauge fields being taken into
account, which enables us to investigate nonlinear re-
sponses with respect to spacetime gradients as well as
field strengths. We applied this formalism to a 3d ferro-
magnetic metal with nonmagnetic and magnetic impuri-
ties and successfully reproduced the previous results on
the spin renormalization, Gilbert damping, STT, and β-
term. The greatest advantage of our formalism is that we
do not assume any assumptions such as small transverse
fluctuations or suffer from the SU(2) gauge field arising
from magnetic impurities or SOIs. Our central results
Eqs. (15)-(19) serve as first-principles formulas of spin
torques.
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Appendix A: Derivation of Eq. (9) and more
In this Appendix, we evaluate the Wigner representation of convolution Eq. (8),
A˜ ∗B(X12, p12) =
∫
dDx12
∫
dDx3e
p12µx
µ
12/i~W (X12, x1)Aˆ(x1, x3)Bˆ(x3, x2)W (x2, X12)
=
∫
dDx12
∫
dDx3
∫
dDp13
(2pi~)D
∫
dDp32
(2pi~)D
ep12µx
µ
12/i~e−p13µx
µ
13/i~e−p32µx
µ
32/i~
×W (X12, x1)W (x1, X13)A˜(X13, p13)W (X13, x3)
×W (x3, X32)B˜(X32, p32)W (X32, x2)W (x2, X12) (A1)
=
∫
dDx12
∫
dDx3
∫
dDp13
(2pi~)D
∫
dDp32
(2pi~)D
ep12µx
µ
12/i~e−p13µx
µ
13/i~e−p32µx
µ
32/i~
× [W (X12, x1)W (x1, X13)W (X13, X12)][W (X12, X13)A˜(X13, p13)W (X13, X12)]
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FIG. 2. Transformation from (a) the Wilson line corresponding to Eq. (A1) to (b) that to Eq. (A2). The plane spanned by
x1, x2, x3 is divided into three planes, S1, S2, and S3. (c) Three planes are parametrized by y = X12 + ux32/2 + vx13/2.
× [W (X12, X13)W (X13, x3)W (x3, X32)W (X32, X12)][W (X12, X32)B˜(X32, p32)W (X32, X12)]
× [W (X12, X32)W (X32, x2)W (x2, X12)]. (A2)
Here we insert the identities W (X13, X12)W (X12, X13) = W (X32, X12)W (X12, X32) = 1, which corresponds to trans-
formation of the Wilson line as shown in Fig. 2. We define three planes S1, S2, and S3 as in Fig. 2(b), whose origin
is X12. To evaluate the first factor of the integrand in Eq. (A2), we use the nonabelian Stokes theorem
21,22,
W (X12, x1)W (x1, X13)W (X13, X12) =S exp
[
− 1
2i~
∫
S1
dyµdyνW (X12, y)Fµν(y)W (y,X12)
]
=S exp
[
1
8i~
∫ 1
0
du
∫ u
0
dv(xµ13x
ν
32 − xν13xµ32)W (X12, y)Fµν(y)W (y,X12)
]
, (A3)
in which S is the surface-ordered product21,22, and y = X12 +ux32/2+vx13/2. By using the Taylor expansion around
X12, we obtain
Fµν(y) =e(ux
λ
32+vx
λ
13)∂Xλ12
/2Fµν
=Fµν + (uxλ32 + vxλ13)∂Xλ12Fµν/2
+ (uxλ132 + vx
λ1
13 )(ux
λ2
32 + vx
λ2
13 )∂Xλ112
∂
X
λ2
12
Fµν/8 +O(x3), (A4a)
W (y,X12) =1− 1
2i~
∫ 1
0
dw(uxµ32 + vx
µ
13)[Aµ + w(uxν32 + vxν13)∂Xν12Aµ/2]
+
1
4(i~)2
∫ 1
0
dw1
∫ w1
0
dw2(ux
µ1
32 + vx
µ1
13 )(ux
µ2
32 + vx
µ2
13 )Aµ1Aµ2 +O(x3)
=1− (uxµ32 + vxµ13)Aµ/2i~− (uxµ32 + vxµ13)(uxν32 + vxν13)∂Xν12Aµ/8i~
+ (uxµ132 + vx
µ1
13 )(ux
µ2
32 + vx
µ2
13 )Aµ1Aµ2/8(i~)2 +O(x3), (A4b)
W (X12, y)Fµν(y)W (y,X12) =Fµν + (uxλ32 + vxλ13)(∂Xλ12Fµν + [Aλ,Fµν ]/i~)/2
+ (uxλ132 + vx
λ1
13 )(ux
λ2
32 + vx
λ2
13 )[∂Xλ112
∂
X
λ2
12
Fµν + [∂Xλ212 Aλ1 ,Fµν ]/i~
+ 2[Aλ1 , ∂Xλ212 Fµν ]/i~+ [Aλ1 , [Aλ2 ,Fµν ]]/(i~)
2]/8 +O(x3)
=Fµν + (uxλ32 + vxλ13)DXλ12Fµν/2
+ (uxλ132 + vx
λ1
13 )(ux
λ2
32 + vx
λ2
13 )DXλ112
D
X
λ2
12
Fµν/8 +O(x3)
=e
(uxλ32+vx
λ
13)DXλ12
/2Fµν . (A4c)
Here and below we omit the argument X12 for simplicity. Then, we express Eq. (A3) as
W (X12, x1)W (x1, X13)W (X13, X12) =1 +
1
8i~
∫ 1
0
du
∫ u
0
dv(xµ13x
ν
32 − xν13xµ32)[Fµν + (uxλ32 + vxλ13)DXλ12Fµν/2
9+ (uxλ132 + vx
λ1
13 )(ux
λ2
32 + vx
λ2
13 )DXλ112
D
X
λ2
12
Fµν/8]
+
1
64(i~)2
∫ 1
0
du1
∫ u1
0
dv1
∫ u1
0
du2
∫ u2
0
dv2
× (xµ113xν132 − xν113xµ132 )(xµ213xν232 − xν213xµ232 )Fµ1ν1Fµ2ν2 +O(x5)
=1 + (xµ13x
ν
32 − xν13xµ32)Fµν/16i~+ (xµ13xν32 − xν13xµ32)(2xλ32 + xλ13)DXλ12Fµν/96i~
+ (xµ113x
ν1
32 − xν113xµ132 )(xµ213xν232 − xν213xµ232 )Fµ1ν1Fµ2ν2/512(i~)2
+ (xµ13x
ν
32 − xν13xµ32)[6xλ132xλ232 + 3(xλ132xλ213 + xλ232xλ113 ) + 2xλ113xλ213 ]
×D
X
λ1
12
D
X
λ2
12
Fµν/1536i~+O(x5). (A5)
The other factors in Eq. (A2) are similarly obtained as
W (X12, X13)A˜(X13, p13)W (X13, X12) =e
xλ32DXλ12
/2
A˜(p13), (A6a)
W (X12, X32)B˜(X32, p32)W (X32, X12) =e
−xλ13DXλ12/2B˜(p32), (A6b)
W (X12, X13)W (X13, x3)W (x3, X32)W (X32, X12) =1 + (x
µ
13x
ν
32 − xν13xµ32)Fµν/8i~
+ (xµ13x
ν
32 − xν13xµ32)(xλ32 − xλ13)DXλ12Fµν/32i~
+ (xµ113x
ν1
32 − xν113xµ132 )(xµ213xν232 − xν213xµ232 )Fµ1ν1Fµ2ν2/128(i~)2
+ (xµ13x
ν
32 − xν13xµ32)[4xλ132xλ232 − 3(xλ132xλ213 + xλ232xλ113 ) + 4xλ113xλ213 ]
×D
X
λ1
12
D
X
λ2
12
Fµν/768i~+O(x5), (A6c)
W (X12, X32)W (X32, x2)W (x2, X12) =1 + (x
µ
13x
ν
32 − xν13xµ32)Fµν/16i~
− (xµ13xν32 − xν13xµ32)(xλ32 + 2xλ13)DXλ12Fµν/96i~
+ (xµ113x
ν1
32 − xν113xµ132 )(xµ213xν232 − xν213xµ232 )Fµ1ν1Fµ2ν2/512(i~)2
+ (xµ13x
ν
32 − xν13xµ32)[2xλ132xλ232 + 3(xλ132xλ213 + xλ232xλ113 ) + 6xλ113xλ213 ]
×D
X
λ1
12
D
X
λ2
12
Fµν/1536i~+O(x5). (A6d)
Thus, the integrand in Eq. (A2) is given by
O(1) =A˜(p13)B˜(p32), (A7a)
O(x) =[xλ32DXλ12A˜(p13)B˜(p32)− x
λ
13A˜(p13)DXλ12B˜(p32)]/2, (A7b)
O(x2) =(xµ13x
ν
32 − xν13xµ32)[FµνA˜(p13)B˜(p32) + 2A˜(p13)FµνB˜(p32) + A˜(p13)B˜(p32)Fµν ]/16i~ (A7c)
+ [xλ132x
λ2
32DXλ112
D
X
λ2
12
A˜(p13)B˜(p32)− 2xλ132xλ213DXλ112 A˜(p13)DXλ212 B˜(p32)
+ xλ113x
λ2
13 A˜(p13)DXλ112
D
X
λ2
12
B˜(p32)]/8, (A7d)
O(x3) =(xµ13x
ν
32 − xν13xµ32){Fµν [xλ32DXλ12A˜(p13)B˜(p32)− x
λ
13A˜(p13)DXλ12B˜(p32)]
+ 2[xλ32DXλ12A˜(p13)FµνB˜(p32)− x
λ
13A˜(p13)FµνDXλ12B˜(p32)]
+ [xλ32DXλ12A˜(p13)B˜(p32)− x
λ
13A˜(p13)DXλ12B˜(p32)]Fµν}/32i~ (A7e)
+ (xµ13x
ν
32 − xν13xµ32)[(2xλ32 + xλ13)DXλ12FµνA˜(p13)B˜(p32) + 3(x
λ
32 − xλ13)A˜(p13)DXλ12FµνB˜(p32)
− (xλ32 + 2xλ13)A˜(p13)B˜(p32)DXλ12Fµν ]/96i~ (A7f)
+ [xλ132x
λ2
32x
λ3
32DXλ112
D
X
λ2
12
D
X
λ3
12
A˜(p13)B˜(p32)− 3xλ132xλ232xλ313DXλ112 DXλ212 A˜(p13)DXλ312 B˜(p32)
+ 3xλ132x
λ2
13x
λ3
13DXλ112
A˜(p13)DXλ212
D
X
λ3
12
B˜(p32)− xλ113xλ213xλ313 A˜(p13)DXλ112 DXλ212 DXλ312 B˜(p32)]/48, (A7g)
O(x4) =(xµ113x
ν1
32 − xν113xµ132 )(xµ213xν232 − xν213xµ232 )
× [Fµ1ν1Fµ2ν2A˜(p13)B˜(p32) + 4A˜(p13)Fµ1ν1Fµ2ν2B˜(p32) + A˜(p13)B˜(p32)Fµ1ν1Fµ2ν2
+ 4Fµ1ν1A˜(p13)Fµ2ν2B˜(p32) + 4A˜(p13)Fµ1ν1B˜(p32)Fµ2ν2 + 2Fµ1ν1A˜(p13)B˜(p32)Fµ2ν2 ]/512(i~)2 (A7h)
+ (xµ13x
ν
32 − xν13xµ32){Fµν [xλ132xλ232DXλ112 DXλ212 A˜(p13)B˜(p32)− 2x
λ1
32x
λ2
13DXλ112
A˜(p13)DXλ212
B˜(p32)
10
+ xλ113x
λ2
13 A˜(p13)DXλ112
D
X
λ2
12
B˜(p32)] + 2[x
λ1
32x
λ2
32DXλ112
D
X
λ2
12
A˜(p13)FµνB˜(p32)
− 2xλ132xλ213DXλ112 A˜(p13)FµνDXλ212 B˜(p32) + x
λ1
13x
λ2
13 A˜(p13)FµνDXλ112 DXλ212 B˜(p32)]
+ [xλ132x
λ2
32DXλ112
D
X
λ2
12
A˜(p13)B˜(p32)− 2xλ132xλ213DXλ112 A˜(p13)DXλ212 B˜(p32)
+ xλ113x
λ2
13 A˜(p13)DXλ112
D
X
λ2
12
B˜(p32)]Fµν}/128i~ (A7i)
+ (xµ13x
ν
32 − xν13xµ32){(2xλ132 + xλ113 )DXλ112 Fµν [x
λ2
32DXλ212
A˜(p13)B˜(p32)− xλ213 A˜(p13)DXλ212 B˜(p32)]
+ 3(xλ132 − xλ113 )[xλ232DXλ212 A˜(p13)DXλ112 FµνB˜(p32)− x
λ2
13 A˜(p13)DXλ112
FµνDXλ212 B˜(p32)]
− (xλ132 + 2xλ113 )[xλ232DXλ212 A˜(p13)B˜(p32)− x
λ2
13 A˜(p13)DXλ212
B˜(p32)]DXλ112
Fµν}/96i~ (A7j)
+ (xµ13x
ν
32 − xν13xµ32){[6xλ132xλ232 + 3(xλ132xλ213 + xλ232xλ113 ) + 2xλ113xλ213 ]DXλ112 DXλ212 FµνA˜(p13)B˜(p32)
+ [8xλ132x
λ2
32 − 6(xλ132xλ213 + xλ232xλ113 ) + 8xλ113xλ213 ]A˜(p13)DXλ112 DXλ212 FµνB˜(p32)
+ [2xλ132x
λ2
32 + 3(x
λ1
32x
λ2
13 + x
λ2
32x
λ1
13 ) + 6x
λ1
13x
λ2
13 ]A˜(p13)B˜(p32)DXλ112
D
X
λ2
12
Fµν}/1536i~ (A7k)
+ [xλ132x
λ2
32x
λ3
32x
λ4
32DXλ112
D
X
λ2
12
D
X
λ3
12
D
X
λ4
12
A˜(p13)B˜(p32)− 4xλ132xλ232xλ332xλ413DXλ112 DXλ212 DXλ312 A˜(p13)DXλ412 B˜(p32)
+ 6xλ132x
λ2
32x
λ3
13x
λ4
13DXλ112
D
X
λ2
12
A˜(p13)DXλ312
D
X
λ4
12
B˜(p32)− 4xλ132xλ213xλ313xλ413DXλ112 A˜(p13)DXλ212 DXλ312 DXλ412 B˜(p32)
+ xλ113x
λ2
13x
λ3
13x
λ4
13 A˜(p13)DXλ112
D
X
λ2
12
D
X
λ3
12
D
X
λ4
12
B˜(p32)]/384. (A7l)
Now we can carry out the integrals by putting p13 = p12 + q13, p32 = p12 + q32. Since q13 and q32 appear in the forms
of A˜(p12 + q13) and B˜(p12 + q32), x
µ
13 and x
µ
32 can be replaced with i~∂p12µ acting on A˜ and B˜, respectively. Finally,
we obtain
A˜ ? B˜ =A˜B˜ + (i~/2)PD(A˜, B˜) + (i~/2)PF (A˜, B˜) + (1/2!)(i~/2)2PD2(A˜, B˜)
+ (i~/2)2PD∗F (A˜, B˜) + (1/3)(i~/2)2PDF (A˜, B˜) + (1/3!)(i~/2)3PD3(A˜, B˜)
+ (1/2!)(i~/2)2PF2(A˜, B˜) + (1/2!)(i~/2)3PD2∗F (A˜, B˜) + (1/3)(i~/2)3PD∗DF (A˜, B˜)
+ (1/2!)(1/3)(i~/2)3PD2F (A˜, B˜) + (1/4!)(i~/2)4PD4(A˜, B˜), (A8a)
PD(A˜, B˜) ≡DXλA˜∂pλB˜ − ∂pλA˜DXλB˜, (A8b)
PF (A˜, B˜) ≡(Fµν∂pµA˜∂pν B˜ + 2∂pµA˜Fµν∂pν B˜ + ∂pµA˜∂pν B˜Fµν)/4, (A8c)
PD2(A˜, B˜) ≡DXλ1DXλ2 A˜∂pλ1∂pλ2 B˜ − 2DXλ1∂pλ2 A˜∂pλ1DXλ2 B˜ + ∂pλ1∂pλ2 A˜DXλ1DXλ2 B˜, (A8d)
PD∗F (A˜, B˜) ≡[Fµν(DXλ∂pµA˜∂pλ∂pν B˜ − ∂pλ∂pµA˜DXλ∂pν B˜)
+ 2(DXλ∂pµA˜Fµν∂pλ∂pν B˜ − ∂pλ∂pµA˜FµνDXλ∂pν B˜)
+ (DXλ∂pµA˜∂pλ∂pν B˜ − ∂pλ∂pµA˜DXλ∂pν B˜)Fµν ]/4, (A8e)
PDF (A˜, B˜) ≡[DXλFµν(2∂pµA˜∂pλ∂pν B˜ + ∂pλ∂pµA˜∂pν B˜)
+ 3(∂pµA˜DXλFµν∂pλ∂pν B˜ − ∂pλ∂pµA˜DXλFµν∂pν B˜)
− (∂pµA˜∂pλ∂pν B˜ + 2∂pλ∂pµA˜∂pν B˜)DXλFµν ]/4, (A8f)
PD3(A˜, B˜) ≡DXλ1DXλ2DXλ3 A˜∂pλ1∂pλ2∂pλ3 B˜ − 3DXλ1DXλ2∂pλ3 A˜∂pλ1∂pλ2DXλ3 B˜
+ 3DXλ1∂pλ2∂pλ3 A˜∂pλ1DXλ2DXλ3 B˜ − ∂pλ1∂pλ2∂pλ3 A˜DXλ1DXλ2DXλ3 B˜, (A8g)
PF2(A˜, B˜) ≡(Fµ1ν1Fµ2ν2∂pµ1∂pµ2 A˜∂pν1∂pν2 B˜ + 4∂pµ1∂pµ2 A˜Fµ1ν1Fµ2ν2∂pν1∂pν2 B˜
+ ∂pµ1∂pµ2 A˜∂pν1∂pν2 B˜Fµ1ν1Fµ2ν2 + 4Fµ1ν1∂pµ1∂pµ2 A˜Fµ2ν2∂pν1∂pν2 B˜
+ 4∂pµ1∂pµ2 A˜Fµ1ν1∂pν1∂pν2 B˜Fµ2ν2 + 2Fµ1ν1∂pµ1∂pµ2 A˜∂pν1∂pν2 B˜Fµ2ν2)/42, (A8h)
PD2∗F (A˜, B˜) ≡[Fµν(DXλ1DXλ2∂pµA˜∂pλ1∂pλ2∂pν B˜ − 2DXλ1∂pλ2∂pµA˜∂pλ1DXλ2∂pν B˜
+ ∂pλ1∂pλ2∂pµA˜DXλ1DXλ2∂pν B˜) + 2(DXλ1DXλ2∂pµA˜∂pλ1Fµν∂pλ2∂pν B˜
− 2DXλ1∂pλ2∂pµA˜Fµν∂pλ1DXλ2∂pν B˜ + ∂pλ1∂pλ2∂pµA˜FµνDXλ1DXλ2∂pν B˜)
+ (DXλ1DXλ2∂pµA˜∂pλ1∂pλ2∂pν B˜ − 2DXλ1∂pλ2∂pµA˜∂pλ1DXλ2∂pν B˜
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+ ∂pλ1∂pλ2∂pµA˜DXλ1DXλ2∂pν B˜)Fµν ]/4, (A8i)
PD∗DF (A˜, B˜) ≡{DXλ1Fµν [2(DXλ2∂pµA˜∂pλ1∂pλ2∂pν B˜ − ∂pλ2∂pµA˜DXλ2∂pλ1∂pν B˜)
+ (DXλ2∂pλ1∂pµA˜∂pλ2∂pν B˜ − ∂pλ1∂pλ2∂pµA˜DXλ2∂pν B˜)]
+ 3[(DXλ2∂pµA˜DXλ1Fµν∂pλ1∂pλ2∂pν B˜ − ∂pλ2∂pµA˜DXλ1FµνDXλ2∂pλ1∂pν B˜)
− (DXλ2∂pλ1∂pµA˜DXλ1Fµν∂pλ2∂pν B˜ − ∂pλ1∂pλ2∂pµA˜DXλ1FµνDXλ2∂pν B˜)]
− [(DXλ2∂pµA˜∂pλ1∂pλ2∂pν B˜ − ∂pλ2∂pµA˜DXλ2∂pλ1∂pν B˜)
+ 2(DXλ2∂pλ1∂pµA˜∂pλ2∂pν B˜ − ∂pλ1∂pλ2∂pµA˜DXλ2∂pν B˜)]DXλ1Fµν}/4, (A8j)
PD2F (A˜, B˜) ≡{DXλ1DXλ2Fµν [6∂pµA˜∂pλ1∂pλ2∂pν B˜ + 3(∂pλ2∂pµA˜∂pλ1∂pν B˜ + ∂pλ1∂pµA˜∂pλ2∂pν B˜)
+ 2∂pλ1∂pλ2∂pµA˜∂pν B˜] + [8∂pµA˜DXλ1DXλ2Fµν∂pλ1∂pλ2∂pν B˜ − 6(∂pλ2∂pµA˜DXλ1DXλ2Fµν∂pλ1∂pν B˜
+ ∂pλ1∂pµA˜DXλ1DXλ2Fµν∂pλ2∂pν B˜) + 8∂pλ1∂pλ2∂pµA˜DXλ1DXλ2Fµν∂pν B˜] + [2∂pµA˜∂pλ1∂pλ2∂pν B˜
+ 3(∂pλ2∂pµA˜∂pλ1∂pν B˜ + ∂pλ1∂pµA˜∂pλ2∂pν B˜) + 6∂pλ1∂pλ2∂pµA˜∂pν B˜]DXλ1DXλ2Fµν}/16, (A8k)
PD4(A˜, B˜) ≡DXλ1DXλ2DXλ3DXλ4 A˜∂pλ1∂pλ2∂pλ3∂pλ4 B˜ − 4DXλ1DXλ2DXλ3∂pλ4 A˜∂pλ1∂pλ2∂pλ4DXλ4 B˜
+ 6DXλ1DXλ2∂pλ3∂pλ4 A˜∂pλ1∂pλ2DXλ3DXλ4 B˜ − 4DXλ1∂pλ2∂pλ3∂pλ4 A˜∂pλ1DXλ2DXλ3DXλ4 B˜
+ ∂pλ1∂pλ2∂pλ3∂pλ4 A˜DXλ1DXλ2DXλ3DXλ4 B˜. (A8l)
The arguments X, p are omitted. Equations (A8f), (A8g), and (A8i)-(A8l) are not written in Eq. (9).
Appendix B: Equivalence of the left and right Dyson equations
Equations (13), (16), and (18) are derived from the left Dyson equation. From the right Dyson equation,
G˜ ? (L˜ − Σ˜) = 1, (B1)
we also obtain
G˜P G˜
−1
0 =G˜0Σ˜P − iPP (G˜0, G˜−10 ), (B2a)
G˜P∗QG˜−10 =G˜0Σ˜P∗Q − i2PP∗Q(G˜0, G˜−10 ) + [G˜P Σ˜Q + iPP (G˜0, Σ˜Q)− iPP (G˜Q, G˜−10 ) + (P ↔ Q)], (B2b)
GRP (G
R
0 )
−1 =GR0 Σ
R
P − iηIJP ∂IGR0 ∂J(GR0 )−1, (B3a)
GAP (G
A
0 )
−1 =GA0 Σ
A
P − iηIJP ∂IGA0 ∂J(GA0 )−1, (B3b)
G
<(1)
P (G
A
0 )
−1 =GR0 Σ
<(1)
P + iη
Ip0
P {∂IGR0 [(GR0 )−1 − (GA0 )−1]− (GR0 −GA0 )∂I(GA0 )−1}, (B3c)
and
GRP∗Q(G
R
0 )
−1 =GR0 Σ
R
P∗Q + [G
R
PΣ
R
Q + iη
IJ
P ∂IG
R
0 ∂JΣ
R
Q − iηIJP ∂IGRQ∂J(GR0 )−1 + (P ↔ Q)]
+ ηIJP η
KL
Q ∂I∂KG
R
0 ∂J∂L(G
R
0 )
−1, (B4a)
GAP∗Q(G
A
0 )
−1 =GA0 Σ
A
P∗Q + [G
A
PΣ
A
Q + iη
IJ
P ∂IG
A
0 ∂JΣ
A
Q − iηIJP ∂IGAQ∂J(GA0 )−1 + (P ↔ Q)]
+ ηIJP η
KL
Q ∂I∂KG
A
0 ∂J∂L(G
A
0 )
−1, (B4b)
G
<(1)
P∗Q(G
A
0 )
−1 =GR0 Σ
<(1)
P∗Q +
(
G
<(1)
P Σ
A
Q +G
R
PΣ
<(1)
Q + iη
IJ
P ∂IG
R
0 ∂JΣ
<(1)
Q − iηIp0P [∂IGR0 (ΣRQ − ΣAQ)− (GR0 −GA0 )∂IΣAQ]
− iηIJP ∂IG<(1)Q ∂J(GA0 )−1 + iηIp0P {∂IGRQ[(GR0 )−1 − (GA0 )−1]− (GRQ −GAQ)∂I(GA0 )−1}
−ηIp0P ηKLQ {∂I∂KGR0 ∂L[(GR0 )−1 − (GA0 )−1] + ∂L(GR0 −GA0 )∂I∂K(GA0 )−1}+ (P ↔ Q)
)
, (B4c)
G
<(2)
P∗Q(G
A
0 )
−1 =GR0 Σ
<(2)
P∗Q + [−iηIp0P ∂IGR0 Σ<(1)Q − iηIp0P G<(1)Q ∂I(GA0 )−1 + (P ↔ Q)]
+ ηIp0P η
Kp0
Q {∂I∂KGR0 [(GR0 )−1 − (GA0 )−1] + (GR0 −GA0 )∂I∂K(GA0 )−1}. (B4d)
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Thus, the left and right Dyson equations seem different from each other but in fact are equivalent. Both equations
lead to
GRP =G
R
0 Σ
R
PG
R
0 + iη
IJ
P G
R
0 ∂I(G
R
0 )
−1GR0 ∂J(G
R
0 )
−1GR0 , (B5a)
GAP =G
A
0 Σ
A
PG
A
0 + iη
IJ
P G
A
0 ∂I(G
A
0 )
−1GA0 ∂J(G
A
0 )
−1GA0 , (B5b)
G
<(1)
P =G
R
0 Σ
<(1)
P G
A
0 − iηIp0P {GR0 ∂I [(GR0 )−1 + (GA0 )−1]GA0 + ∂I(GR0 +GA0 )}. (B5c)
and
GRP∗Q =G
R
0 Σ
R
P∗QG
R
0 + {GR0 ΣRQGR0 ΣRPGR0 + iηIJP GR0 [−∂IΣRQGR0 ∂J(GR0 )−1 − ∂I(GR0 )−1GR0 ∂JΣRQ
+ ΣRQG
R
0 ∂I(G
R
0 )
−1GR0 ∂J(G
R
0 )
−1 + ∂I(GR0 )
−1GR0 Σ
R
QG
R
0 ∂JG
R
0 +G
R
0 ∂I(G
R
0 )
−1GR0 ∂J(G
R
0 )
−1GR0 Σ
R
Q]G
R
0
+ (P ↔ Q)}+ ηIJP ηKLQ GR0 {−∂I∂K(GR0 )−1GR0 ∂J∂L(GR0 )−1
− ∂J(GR0 )−1GR0 ∂I∂K(GR0 )−1GR0 ∂L(GR0 )−1 − ∂L(GR0 )−1GR0 ∂I∂K(GR0 )−1GR0 ∂J(GR0 )−1
+ ∂I∂K(G
R
0 )
−1GR0 [∂J(G
R
0 )
−1GR0 ∂L(G
R
0 )
−1 + ∂L(GR0 )
−1GR0 ∂J(G
R
0 )
−1]
+ [∂J(G
R
0 )
−1GR0 ∂L(G
R
0 )
−1 + ∂L(GR0 )
−1GR0 ∂J(G
R
0 )
−1]GR0 ∂I∂K(G
R
0 )
−1
− ∂I(GR0 )−1GR0 ∂J(GR0 )−1GR0 ∂K(GR0 )−1GR0 ∂L(GR0 )−1 − ∂I(GR0 )−1GR0 ∂K(GR0 )−1GR0 ∂J(GR0 )−1GR0 ∂L(GR0 )−1
− ∂I(GR0 )−1GR0 ∂K(GR0 )−1GR0 ∂L(GR0 )−1GR0 ∂J(GR0 )−1 − ∂K(GR0 )−1GR0 ∂L(GR0 )−1GR0 ∂I(GR0 )−1GR0 ∂J(GR0 )−1
− ∂K(GR0 )−1GR0 ∂I(GR0 )−1GR0 ∂L(GR0 )−1GR0 ∂J(GR0 )−1 − ∂K(GR0 )−1GR0 ∂I(GR0 )−1GR0 ∂J(GR0 )−1GR0 ∂L(GR0 )−1}
×GR0 , (B6a)
GAP∗Q =G
A
0 Σ
A
P∗QG
A
0 + {GA0 ΣAQGA0 ΣAPGA0 + iηIJP GA0 [−∂IΣAQGA0 ∂J(GA0 )−1 − ∂I(GA0 )−1GA0 ∂JΣAQ
+ ΣAQG
A
0 ∂I(G
A
0 )
−1GA0 ∂J(G
A
0 )
−1 + ∂I(GA0 )
−1GA0 Σ
A
QG
A
0 ∂JG
A
0 +G
A
0 ∂I(G
A
0 )
−1GA0 ∂J(G
A
0 )
−1GA0 Σ
A
Q]G
A
0
+ (P ↔ Q)}+ ηIJP ηKLQ GA0 {−∂I∂K(GA0 )−1GA0 ∂J∂L(GA0 )−1
− ∂J(GA0 )−1GA0 ∂I∂K(GA0 )−1GA0 ∂L(GA0 )−1 − ∂L(GA0 )−1GA0 ∂I∂K(GA0 )−1GA0 ∂J(GA0 )−1
+ ∂I∂K(G
A
0 )
−1GA0 [∂J(G
A
0 )
−1GA0 ∂L(G
A
0 )
−1 + ∂L(GA0 )
−1GA0 ∂J(G
A
0 )
−1]
+ [∂J(G
A
0 )
−1GA0 ∂L(G
A
0 )
−1 + ∂L(GA0 )
−1GA0 ∂J(G
A
0 )
−1]GA0 ∂I∂K(G
A
0 )
−1
− ∂I(GA0 )−1GA0 ∂J(GA0 )−1GA0 ∂K(GA0 )−1GA0 ∂L(GA0 )−1 − ∂I(GA0 )−1GA0 ∂K(GA0 )−1GA0 ∂J(GA0 )−1GA0 ∂L(GA0 )−1
− ∂I(GA0 )−1GA0 ∂K(GA0 )−1GA0 ∂L(GA0 )−1GA0 ∂J(GA0 )−1 − ∂K(GA0 )−1GA0 ∂L(GA0 )−1GA0 ∂I(GA0 )−1GA0 ∂J(GA0 )−1
− ∂K(GA0 )−1GA0 ∂I(GA0 )−1GA0 ∂L(GA0 )−1GA0 ∂J(GA0 )−1 − ∂K(GA0 )−1GA0 ∂I(GA0 )−1GA0 ∂J(GA0 )−1GA0 ∂L(GA0 )−1}
×GA0 , (B6b)
G
<(1)
P∗Q =G
R
0 Σ
<(1)
P∗QG
A
0 +
(
GR0 (Σ
R
QG
R
0 Σ
<(1)
P + Σ
<(1)
Q G
A
0 Σ
A
P )G
A
0 + iη
IJ
P G
R
0 [−∂IΣ<(1)Q GA0 ∂J(GA0 )−1 − ∂I(GR0 )−1GR0 ∂JΣ<(1)Q
+ Σ
<(1)
Q G
A
0 ∂I(G
A
0 )
−1GA0 ∂J(G
A
0 )
−1 + ∂I(GR0 )
−1GR0 ∂J(G
R
0 )
−1GR0 Σ
<(1)
Q + ∂I(G
R
0 )
−1GR0 Σ
<(1)
Q G
A
0 ∂J(G
A
0 )
−1]GA0
+ iηIp0P G
R
0 {∂I(ΣRQ + ΣAQ)− ΣRQGR0 ∂I [(GR0 )−1 + (GA0 )−1]− ∂I [(GR0 )−1 + (GA0 )−1]GA0 ΣAQ}GA0
+ ηIp0P η
KL
Q G
R
0 {−∂I∂K [(GR0 )−1 + (GA0 )−1]GA0 ∂L(GA0 )−1 − ∂K(GR0 )−1GR0 ∂I∂L[(GR0 )−1 + (GA0 )−1]
+ ∂K(G
R
0 )
−1GR0 ∂I [(G
R
0 )
−1 + (GA0 )
−1]GA0 ∂L(G
A
0 )
−1 + ∂I [(GR0 )
−1 + (GA0 )
−1]GA0 ∂K(G
A
0 )
−1GA0 ∂L(G
A
0 )
−1
+∂K(G
R
0 )
−1GR0 ∂L(G
R
0 )
−1GR0 ∂I [(G
R
0 )
−1 + (GA0 )
−1]}GA0 − iηIp0P ∂I(GRQ +GAQ) + (P ↔ Q)
)
, (B6c)
G
<(2)
P∗Q =G
R
0 Σ
<(2)
P∗QG
A
0 + {iηIp0P GR0 [∂I(GR0 )−1GR0 Σ<(1)Q − Σ<(1)Q GA0 ∂I(GA0 )−1]GA0 + (P ↔ Q)}
+ ηIp0P η
Kp0
Q
(
GR0 {−∂I∂K [(GR0 )−1 − (GA0 )−1]− ∂I [(GR0 )−1 + (GA0 )−1]GA0 ∂K(GA0 )−1
− ∂K [(GR0 )−1 + (GA0 )−1]GA0 ∂I(GA0 )−1 + ∂I(GR0 )−1GR0 ∂K [(GR0 )−1 + (GA0 )−1]
+∂K(G
R
0 )
−1GR0 ∂I [(G
R
0 )
−1 + (GA0 )
−1]}GA0 + ∂I∂K(GR0 −GA0 )
)
. (B6d)
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Appendix C: Momentum integrals in Eqs. (24) and (27)
In this Appendix, we give the explicit forms of the momentum integrals defined above. Here we introduce
D0(E) ≡−
∫ Λ
0
√
xdx
pi
1
E − x = 2[Λ
1/2 − E1/2 tanh−1(Λ/E)1/2]/pi, (C1a)
D1(E) =
∫ Λ
0
√
xdx
pi
1
(E − x)2 = [Λ
1/2/(Λ− E)− E−1/2 tanh−1(Λ/E)1/2]/pi, (C1b)
and ER±(ξ) ≡ ξR(ξ)± JR(ξ). Equation (24) is given by
IR01(ξ) =[D0(E
R
+(ξ))−D0(ER−(ξ))]/2, (C2a)
IR11(ξ) =− [D0(ER+(ξ)) +D0(ER−(ξ))]/2, (C2b)
IR02(ξ) =− [D0(ER+(ξ))−D0(ER−(ξ))− JR(ξ)D1(ER+(ξ))− JR(ξ)D1(ER−(ξ))]/4, (C2c)
IR12(ξ) =− [JR(ξ)D1(ER+(ξ))− JR(ξ)D1(ER−(ξ))]/4, (C2d)
IR22(ξ) =[D0(E
R
+(ξ))−D0(ER−(ξ)) + JR(ξ)D1(ER+(ξ)) + JR(ξ)D1(ER−(ξ))]/4, (C2e)
and Eq. (27) by
J
<(1)
1 (ξ) =
1
2
[
D0(E
R
+(ξ))
ER+(ξ)− EA−(ξ)
+
D0(E
R
−(ξ))
ER−(ξ)− EA+(ξ)
]
+ c.c., (C3a)
J
<(1)
2 (ξ) =
i
2
[
D0(E
R
+(ξ))
ER+(ξ)− EA−(ξ)
− D0(E
R
−(ξ))
ER−(ξ)− EA+(ξ)
]
+ c.c., (C3b)
J
<(1)
3 (ξ) =J
<(1)
2 (ξ)−
1
3
[iJR(ξ)− iJA(ξ)]
×
{
ER+(ξ)D0(E
R
+(ξ))
JR(ξ)[ER+(ξ)− EA+(ξ)][ER+(ξ)− EA−(ξ)]
− E
R
−(ξ)D0(E
R
−(ξ))
JR(ξ)[ER−(ξ)− EA−(ξ)][ER−(ξ)− EA+(ξ)]
+ c.c.
}
, (C3c)
J
<(1)
4 (ξ) =
1
3
{
[ER+(ξ)]
2 − |ξR(ξ)|2 + 2|JR(ξ)|2
JR(ξ)[ER+(ξ)− EA+(ξ)][ER+(ξ)− EA−(ξ)]
D0(E
R
+(ξ))
− [E
R
−(ξ)]
2 − |ξR(ξ)|2 + 2|JR(ξ)|2
JR(ξ)[ER−(ξ)− EA−(ξ)][ER−(ξ)− EA+(ξ)]
D0(E
R
−(ξ))
− E
R
+(ξ)
ER+(ξ)− EA+(ξ)
D1(E
R
+(ξ))−
ER−(ξ)
ER−(ξ)− EA−(ξ)
D1(E
R
−(ξ))
}
+ c.c. (C3d)
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