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Despite the presence of strong fluctuations, many turbulent systems such as Rayleigh-Be´nard
convection and Taylor-Couette flow display self-organized large-scale flow patterns. How do
small-scale turbulent fluctuations impact the emergence and stability of such large-scale flow
patterns? Here, we approach this question conceptually by investigating a class of pattern forming
systems in the presence of random advection by a Kraichnan-Kazantsev velocity field. Combining
tools from pattern formation with statistical theory and simulations, we show that random
advection shifts the onset and the wave number of emergent patterns. As a simple model for
pattern formation in convection, the effects are demonstrated with a generalized Swift-Hohenberg
equation including random advection. We also discuss the implications of our results for the
large-scale flow of turbulent Rayleigh-Be´nard convection.
DOI: 10.1103/PhysRevLett.123.114501
Many turbulent systems show a remarkable degree of
large-scale coherence, despite the presence of strong fluc-
tuations. Large-scale convection patterns in the atmo-
sphere and in the oceans are among the most fascinating
examples. Rayleigh-Be´nard convection (RBC) [1–4], the
flow between two plates heated from below and cooled
from above, is a prototypical model for such flows and dis-
plays a range of phenomena—the emergence of laminar
large-scale rolls close to the onset of convection, transi-
tions to increasingly complex flow patterns as the temper-
ature difference is increased, and finally, the emergence of
turbulence. Close to onset, techniques like linear stability
analysis as well as amplitude and phase equations explain
the emergence and stability of convection patterns [5–11].
Further away from the onset of convection, the flow be-
comes increasingly difficult to describe, especially when
it becomes turbulent. Both experiments and, in partic-
ular, numerical simulations have provided insights into
these complex flow regimes [1–3]. Remarkably, coherent
large-scale flow patterns, so-called turbulent superstruc-
tures, have been reported in the presence of small-scale
turbulence [12–18]. Using suitable averaging techniques,
the topology and dynamics of the superstructures have
been extracted from the turbulent flow fields, demon-
strating, e.g.,large-scale dynamics reminiscent of spiral-
defect chaos [16]. Extensive experimental and numeri-
cal investigations revealed that the length scale of the
emerging patterns increases as a function of Rayleigh
and Prandtl numbers as the flow becomes increasingly
unsteady [19–21] and, finally, turbulent [14, 18]. Inves-
tigations of RBC close to onset suggest that there is no
universal scale selection mechanism, see, e.g., [22, 23] for
an overview. As soon as turbulence sets in, the issue is
even more delicate: so far there is no conclusive explana-
tion for the increased wavelength of turbulent superstruc-
tures. Interestingly, similar issues remain in explaining
turbulent Taylor Couette flow [24], i.e. the flow between
two rotating cylinders. Also here, the length scale of Tay-
lor rolls increases with the Reynolds number [25], and the
coexistence of large-scale flow states points at complex
interactions between coherent flow and fluctuations [26].
On a more general level, this raises the fundamental
question of how small-scale turbulent fluctuations impact
the emergence and stability of large-scale flow patterns.
Because of their complexity, a comprehensive explana-
tion of these phenomena based on the full hydrodynamic
equations appears formidable. However, as we demon-
strate in this Letter, the role of turbulent fluctuations
for pattern formation can be conceptually clarified by
analyzing a much simpler, analytically tractable prob-
lem. We investigate a general class of pattern forming
systems, in which the order parameter field is advected
by a Kraichnan-Kazantsev velocity field [27, 28]—a spa-
tially correlated, white-in-time Gaussian field. Advection
problems involving such fields have unveiled the role of
small-scale fluctuations on the dynamo effect [28], and
led to a better understanding of passive scalar turbulence
(see [29] for a review). Coupling such a random advection
field to a pattern-forming order parameter field allows us
to analytically quantify its impact on the onset as well as
the length scales of the emerging patterns. As a proto-
typical model for the emergence of large-scale patterns in
convection, we illustrate our findings at the example of
the Swift-Hohenberg (SH) equation [30], which we gener-
alize to feature random advection. We find that random
advection shifts the onset of pattern formation and ef-
fectively increases the pattern’s wavelength by turbulent
diffusion, offering a qualitative explanation for recent ob-
servations in turbulent RBC [17, 18].
To start with, we consider a scalar order parameter
field θ(x, t) that exhibits pattern formation in two dimen-
sions. Its nondimensionalized evolution equation takes
the form
∂tθ + u · ∇θ = L[∇]θ +N [θ,∇] . (1)
Here, L and N denote linear and nonlinear opera-
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2tors, respectively. Additionally, the order parameter
field is advected by a two-dimensional, zero-mean Gaus-
sian velocity field u(x, t) which is white in time and
incompressible. As the Kraichnan-Kazantsev velocity
field acts as a multiplicative advective noise, the re-
sulting equation is a stochastic partial differential equa-
tion, which we interpret in the Stratonovich sense [31];
i.e., the velocity field is considered as rapidly vary-
ing in time in the limit of vanishing correlation time.
The Gaussian random field has the correlation struc-
ture 〈ui(x, t)uj(x′, t′)〉 = Rij(x− x′)δ(t− t′), where
the spatial covariance tensor takes the form Rij(%) =
2Q
[
f(%)δij + % [∂%f(%)] {δij − %ˆi%ˆj}
]
as the result of ho-
mogeneity (% = x− x′), isotropy, and incompressibility.
Here, Q is the amplitude of the fluctuations, and f de-
notes the longitudinal velocity correlation function with
f(0) = 1.
Within this setting, analytical statements can be made
for the ensemble-averaged field. To obtain such a de-
scription, we average Eq. (1) with respect to realizations
of the random advection. The mean advection term can
be evaluated using the Furutsu-Donsker-Novikov identity
(or Gaussian integration by parts) [32–34]:
∂i〈ui(x, t)θ(x, t)〉 = ∂i
∫
dx′Rij(x−x′)
〈
δθ(x, t)
δuj(x′, t)
〉
. (2)
The mean response function is readily evaluated
from the integral representation of Eq. (1) resulting in
〈δθ(x, t)/δuj(x′, t)〉 = − 12δ(x − x′)∂j〈θ〉. Therefore, we
obtain
〈u(x, t) · ∇θ(x, t)〉 = −Q∆〈θ〉(x, t) , (3)
where ∆ = ∇2. On the level of the averaged field, only
the random advection amplitude, and not the shape of
the correlation function, plays a role. As a result, the
averaged equation takes the form
∂t〈θ〉 = (L[∇] +Q∆) 〈θ〉+ 〈N [θ,∇]〉. (4)
The important implication of this result is that the advec-
tion term contributes linearly to the averaged equation,
adding an additional “turbulent” diffusion. This means
that eddy-diffusivity type closures, which have been pro-
posed phenomenologically for RBC (see, e.g.,[16]), are
exact for Kraichnan-Kazantsev velocity fields. Consid-
ering an ensemble-averaged field is only meaningful if a
stationary large-scale pattern is achieved as its amplitude
otherwise decays over time. As detailed in the Supple-
mental Material [35], this exact result based on ensemble
averaging can be generalized to temporal coarse-graining,
provided the coarse-graining scale is large compared to
the scales of the random fluctuations but still smaller
than the scales of the pattern formation. As a result,
order parameter fields which vary slowly in time are also
captured by this theoretical result.
To continue, we decompose the order parameter field
into mean and fluctuations, θ = 〈θ〉 + θ′. If the random
advection is comparably small in scale and amplitude,
the assumption 〈N [θ,∇]〉 ≈ N [〈θ〉,∇] can be justified
on the basis that the averages involving the fluctuations
are small compared to the averaged field. This leads to
a closed equation for the averaged field. The validity
of this assumption is explicitly tested with simulations
below, see Fig. 2. If fluctuations around the averaged
field need to be taken into account, they potentially yield
additional linear and nonlinear contributions which can
be treated separately.
We proceed with a linear stability analysis by Fourier-
expanding the averaged field. As is evident from Eq. (4),
the linear dispersion relation acquires an additional term
−Qk2, which shifts the position of the maximal linear
growth rate. This can be made more transparent at
the example of type-I and type-II instabilities [10, 22].
Both are characterized by a control parameter  and a
maximum-growth wave number kc. For type-I instabili-
ties, as in RBC, the linear dispersion relation is locally
parabolic around the maximum-growth wave number. In
the presence of random advection, the real part of the
linear growth rate σk takes the nondimensionalized form
Re(σk) ≈ −(k−kc)2−Qk2. As a result, the critical con-
trol parameter is shifted from c = 0 to c = k
2
cQ/(1+Q),
and the critical wave number is shifted to a lower value
k∗c = kc/(1+Q). For type-II instabilities, as they, for ex-
ample, occur for conserved order parameters, the growth
rate takes the form Re(σk) ≈ k2 − k4/2 − Qk2, which
shifts the critical control parameter from c = 0 to c = Q
and implies a shifted maximum-growth wave number of
k∗c =
√
−Q. A sketch of the two types of instabilities is
shown in Fig. 1, which illustrates the effect of the fluctu-
ations. As is evident from these considerations, random
advection reduces the maximal linear growth rate and
the corresponding wave number. For sufficiently strong
advection, the onset of pattern formation can even be
kc
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FIG. 1. Effect of random advection on type-I (left) and type-
II (right) instabilities. As the random advection amplitude Q
is increased (from light to dark blue) for a fixed r, both the
maximum growth rate and the corresponding wave number of
the linear dispersion relation are shifted. Here, kc denotes the
maximum-growth wave number of the case without advection
(Q = 0). The dashed line shows the maximum growth rate
as a function of k and Q.
3suppressed. The next step is a weakly nonlinear analysis
in terms of amplitude equations. Provided the contri-
butions of the fluctuations to the averaged equation are
small, the structure of the amplitude equations is identi-
cal to the case without random advection, only the con-
trol parameter and the wave number need to be renor-
malized. Note that, depending on the specific model, the
nonlinear pattern formation does not necessarily select
the linearly predicted wave number [22]. In such cases, a
more elaborate analysis is necessary.
To provide a concrete example relevant for convection
and to further corroborate the analytical results, we in-
vestigate a generalized SH equation with random advec-
tion. The original SH equation has been introduced to
model the onset of convection in the midplane of RBC
in terms of an order parameter field, which can be inter-
preted as a linear combination of the temperature fluctu-
ations and the vertical velocity [30]. Although dramat-
ically simplified compared to the Oberbeck-Boussinesq
equations, it features the same type of instability and am-
plitude equations when only the slowest evolving modes
of the full problem are considered [36, 37]. By including
random advection, we introduce a model for the fast, tur-
bulent modes to the dynamics. The main motivation for
this approach is the observation that the time-averaged
patterns in the turbulent regime in RBC are reminiscent
of the patterns close to onset, despite the presence of fluc-
tuations [16–18]. Therefore the underlying assumption is
that a description in terms of an order parameter field,
superposed by fluctuations, remains valid in the turbu-
lent case. As we will see in the following, such a simple
model suffices to conceptually explain recent observations
on turbulent superstructures [12, 16–18]. Suitably nondi-
mensionalized, the SH equation with random advection
takes the form
∂tθ + u · ∇θ = [r − (∆ + 1)2]θ − θ3 . (5)
Here, r denotes the control parameter, which effec-
tively models the Rayleigh number. In this nondimen-
sionalization kc = 1, i.e. λc = 2pi/kc = 2pi. For
the longitudinal velocity correlation we choose f(%) =
exp[−pi%2/(4λ2)] for simplicity. Therefore, the fluctua-
tions are characterized by a single length scale λ. Alter-
native choices, e.g.,correlation functions corresponding to
velocity fields with inertial-range scaling, are also possi-
ble. The spatial scales of the random fluctuations should
be significantly smaller than the length scale of the large-
scale pattern formation. Therefore, we choose λ = λc/10,
which implies a scale separation, consistent with RBC in
the soft-turbulence regime [12].
Assuming that the unclosed terms are small, we obtain
the averaged equation
∂t〈θ〉 ≈
[
r∗ − (∆ + k∗2c )2] 〈θ〉 − 〈θ〉3 . (6)
In this approximation, the averaged equation takes ex-
actly the form of the SH equation without advection,
however, with renormalized control parameter and criti-
cal wave number. Consistent with the above discussion
on the effects of random advection on type-I instabilities,
we obtain a growth rate of σk = r−(k2−1)2−Qk2, which
implies a shifted critical wave number k∗c :=
√
1−Q/2
and a shifted control parameter r∗ := r−Q+Q2/4. Cor-
rections due to non-negligible fluctuations can be intro-
duced by inclusion of the terms proportional to 〈θ′2〉 and
〈θ′3〉, which require additional closure. This can become
necessary, for example, in the absence of scale separa-
tion between the random fluctuation and the large-scale
pattern, leading to a breakdown of the approximation
〈N [θ,∇]〉 ≈ N [〈θ〉,∇]. We characterize these limitations
in the Supplemental Material [35].
The emergence of a pattern in the averaged field can
be investigated by a single-mode amplitude equation
which is readily derived from Eq. (6) with the ansatz
〈θ〉(x, t) = A(t)eik∗c ·x + c.c., where the direction of the
renormalized wave vector k∗c is arbitrary. The amplitude
equation takes the form A˙(t) = r∗A(t) − 3|A(t)|2A(t),
which has the usual stationary solutions |A(t)| = 0 for
r∗ < 0 and |A(t)| = √r∗/3 for r∗ ≥ 0, just with a
renormalized control parameter. This implies that the
bifurcation curves for different random advection ampli-
tudes can be collapsed on one master curve, a prediction
which we verify with simulations.
To this end, we rewrite Eq. (5) in its Itoˆ formula-
θ(x, t) 〈θ〉(x, t)
〈θ′2〉(x, t) 〈θ′3〉(x, t)
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FIG. 2. Formation of a stripe pattern in the Swift-Hohenberg
equation with random advection. Single realization (top left),
ensemble-averaged field (top right), mean squared fluctua-
tions (bottom left) and mean cubed fluctuations (bottom
right) from simulations of Eq. (5) in the statistically station-
ary state. Parameters are λ = λc/10, Q = 0.1, and r = 0.2.
The simulations have been conducted on a periodic domain
with L = 20pi on a 256× 256 grid. A comparison of the field
amplitudes shows that the fluctuations are negligible com-
pared to the averaged field.
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FIG. 3. (a) Root mean squared amplitude in stationary state
as a function of control parameter r for varying amplitude Q
of the random advection field. All other simulation param-
eters are chosen as in Fig. 2. Compared to the bifurcation
curve without random advection (purple line), the onset is
shifted. The theoretically predicted shift of onset (indicated
with vertical lines) agrees well with the numerical results. (b)
For the renormalized control parameter r∗, all cases collapse
on the theoretically predicted master curve.
tion by applying the Itoˆ drift correction formula [38] and
solve it by means of a pseudospectral method with a
semi-implicit Itoˆ integrator for time stepping [31] with
∆t = 0.1. Figure 2 shows an example realization with
λ = λc/10, Q = 0.1, and r = 0.2 along with the ensemble-
averaged field and the mean squared and mean cubed
fluctuations. The results for the ensemble-averaged field
have been obtained by initializing 192 simulations of
Eq. (5) with identical initial conditions and letting them
evolve with different realizations of the random advec-
tion field. Here, the initial conditions are stripe patterns
with wave number k∗c , which we let evolve under random
advection to a statistically stationary state before we per-
form our analysis. While the realization and the averaged
field are similar in amplitude, the unclosed terms involv-
ing fluctuations are orders of magnitude smaller, which
gives an a posteriori justification for neglecting them in
Eq. (6).
The theoretical predictions for the bifurcation in the
presence of random advection are tested in Fig. 3. Plot-
ted against the original, uncorrected order parameter, the
onset of a large-scale pattern is shifted towards larger val-
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FIG. 4. Numerically obtained dominant wave number of
the individual realizations (blue squares, simulations with
L = 40pi on a 512 × 512 grid with λ = λc/10 and r = 0.9)
shown along with the theoretically predicted shifted critical
wave number k∗c (dashed black line). As an illustration, the
insets show individual realizations (scaled to unit maximum
amplitude) for different Q.
ues of the control parameter. Renormalizing the control
parameter confirms our theoretical result that the bifur-
cation scenario can be mapped onto the master curve√
〈θ〉2 = √2r∗/3, where the overbar denotes spatial av-
eraging. The factor of 2 compared to the amplitude equa-
tion result is a consequence of spatially averaging the or-
der parameter field.
So far, the theoretical discussion has focused on the
averaged order parameter field. To test the predicted
wave-number shift for a wider range of random advec-
tion amplitudes and to establish its validity beyond the
ensemble with identical initial conditions, we investigate
the randomly advected SH system significantly above
onset (r = 0.9) with random initial conditions. Fig-
ure 4 demonstrates excellent agreement of the theoret-
ically predicted wave-number shift with simulation re-
sults. Analogous to the procedure established for RBC in
[18], the average wave number is obtained from the sim-
ulations from time-averaged spectra in the statistically
stationary state, which corroborates that the character-
istic shift is a feature of the individual realizations. This
is also confirmed by the sample visualizations for various
random advection amplitudes shown in the insets.
In conclusion, we have investigated the implications of
random advection in the form of a Kraichnan-Kazantsev
velocity field on a general class of pattern formation sys-
tems. We have shown that both the onset as well as the
maximum-growth wave number are shifted in the pres-
ence of such fluctuations, which effectively introduce a
turbulent diffusion. This effect is a direct consequence of
the random advection and cannot be generated by stan-
dard additive or multiplicative noise.
Motivated by recent observations of turbulent super-
structures in RBC, we investigated a generalized SH
equation with random advection to mimic the impact
of small-scale turbulent fluctuations on the emergence of
5large-scale patterns. Sufficiently close to onset, the bifur-
cations for various random advection amplitudes can be
collapsed onto one master curve if the control parameter
and the critical wave number are renormalized. We also
confirmed our theoretical prediction of a renormalized
critical wave number significantly above onset.
Let us briefly set our findings into the context of previ-
ous work on stochastic SH models. Additive noise, which
has previously been considered [30, 39, 40], for example,
to account for the impact of thermal fluctuations, does
not yield any contribution on the level of the averaged
equation. Multiplicative noise in the form of a fluctuat-
ing control parameter leads to a variety of effects [41]:
For example, Garc´ıa-Ojalvo et al. [42] observed a noise-
induced onset of pattern formation, i.e. an effective shift
of the critical control parameter to smaller values, for
noise which rapidly fluctuates in space and time. For spa-
tially constant multiplicative noise, on-off intermittency
[43, 44] has been observed in SH models [45]. Random
advection to model turbulent fluctuations, as considered
here, adds a fundamentally different aspect: The critical
wave number of the arising pattern is shifted to smaller
values, and the critical control parameter is shifted to
larger ones.
In RBC, the Reynolds number is a function of the
Rayleigh number and the Prandtl number [1, 3]. In con-
trast to that, the control parameters r (modeling the
Rayleigh number) and Q (amplitude of turbulent fluctu-
ations) can be varied independently in our model. This
allowed the detailed investigation of the role of fluctu-
ations on the emergence of patterns, which cannot be
directly studied in RBC. With turbulent diffusion lead-
ing to a larger wavelength of the emerging pattern, our
model offers a qualitative explanation for the wavelength
growth of the turbulent superstructures with an increas-
ing Rayleigh number [14, 17, 18]. Therefore, the pre-
sented results may guide future quantitative investiga-
tions of the role of turbulent fluctuations in RBC and
other turbulent flows with emergent large-scale patterns.
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In this Supplemental Material, we discuss a general-
ization of the ensemble averaging approach presented in
the main text to running time averages, which allows
the application to slowly evolving patterns. Furthermore,
we provide more insights into the limitations of our ap-
proach.
GENERALIZATION TO TIME AVERAGING
In the following, we show numerically that the same
results as for the ensemble average can be obtained using
a running time average. This allows us to extend our
analysis to large-scale patterns that vary slowly in time.
This is an important generalization since turbulent su-
perstructures, e.g., in Rayleigh-Be´nard convection, also
slowly evolve with time [16, 18]. Here, we limit ourselves
to the Swift-Hohenberg equation with random advection
since the generalization to other pattern-forming systems
is straightforward.
To start with, we introduce the time-averaged order
parameter field
〈θ〉T (x, t) = 1
T
∫ t+T/2
t−T/2
θ(x, s) ds. (S1)
Here, T is the time scale over which the running average
is taken. In order to remove the fluctuations, T has to be
chosen significantly larger than their characteristic time
scale. Time-averaging Eq. (5) from the main text leads
to
∂t〈θ〉T +∇ · 〈uθ〉T = [r − (∆ + 1)2]〈θ〉T − 〈θ3〉T , (S2)
where we have used the incompressibility condition
∇ · u = 0. Because the random velocity field evolves
rapidly in time (it is delta-correlated) while the large
scales evolve slowly, we assume that the time average can
be replaced by an ensemble average. This allows to apply
the Furutsu-Donsker-Novikov identity [32–34], which, of
course, leads to precisely the same evolution equation as
for the case of the ensemble average.
Similar to the procedure discussed in the main text, the
order parameter field can be decomposed into its mean
and fluctuations, θ = 〈θ〉T + θ′. For the cases consid-
ered, one can confirm from the simulations that the un-
closed fluctuations in Eq. (S2), originating from the cubic
nonlinearity in the Swift-Hohenberg equation, are small
θ(x, t) 〈θ〉T (x, t)
θ(x, t) 〈θ〉T (x, t)
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FIG. S1. Formation of a large-scale pattern in the Swift-
Hohenberg equation with random advection. Single real-
ization (left), time-averaged field (right). Parameters are
λ = λc/10, Q = 0.3, (a) r = 0.35 and (b) r = 0.6. The
simulations are conducted on a periodic domain starting from
random initial conditions. Because of the random initial con-
dition, a complex large-scale pattern emerges in (b).
compared to the time-averaged field (see also discussion
in the following section). This justifies 〈θ3〉T ≈ 〈θ〉3T ,
and, therefore, we obtain
∂t〈θ〉T ≈ [r∗ − (∆ + k∗2c )2]〈θ〉T − 〈θ〉3T , (S3)
where r∗ = r − Q + Q2/4. As a result, the following
analysis is analogous to the one presented in the main
text. Accordingly, we find that the onset is shifted from
rc = 0 to rc = Q−Q2/4 and that the critical wave num-
ber is reduced to k∗c =
√
1−Q/2. For the amplitude,
we also obtain
√
〈θ〉2T =
√
2r∗/3, as expected. To ver-
ify this result, we perform simulations like the ones pre-
sented in the main text with Nx = Ny = 256, L = 20pi,
and ∆t = 0.1. The averaging window is T = 500, and
the time difference is ∆s = 1 between snapshots for the
evaluation of Eq. (S1). In contrast to the simulations in
the main text, these simulations are started from random
initial conditions instead of an ideal stripe pattern. It is
80.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7
r
0.0
0.1
0.2
0.3
0.4
0.5
√ 〈θ
〉2 T
(a)
√
2
3r
0.0 0.1 0.2 0.3 0.4
r∗
0.0
0.1
0.2
0.3
0.4
0.5
√ 〈θ
〉2 T √
2
3r
∗
(b)
Q = 0.05
Q = 0.10
Q = 0.15
Q = 0.20
Q = 0.25
Q = 0.30
FIG. S2. (a) Root mean squared amplitude of the time-
averaged order parameter field in the stationary state as a
function of control parameter r for varying amplitude Q of
the random advection field. (b) For the renormalized control
parameter r∗, all cases collapse on a master curve, matching
the theoretically predicted curve very well.
important to note that the temporal averaging window
has to be chosen carefully. It has to be long enough in
order to remove the small-scale fluctuations but signif-
icantly shorter than the time scale on which the large-
scale pattern evolves. This is similar to the procedure
applied to Rayleigh-Be´nard convection [16, 18]. Exam-
ple snapshots and averaged fields for different r are shown
in Fig. S1. Even when started from random initial con-
ditions, a non-vanishing large-scale pattern emerges in
the time-averaged field. We then obtain the full bifurca-
tion diagram from time-averaged simulations and confirm
that it matches the theoretical prediction, see Fig. S2.
Compared to the theoretical expectation, only minor de-
viations can be seen due to the random initial conditions.
Therefore, we conclude that our findings can be general-
ized to running time averages of fields with slowly evolv-
ing large scales.
LIMITATIONS OF THE APPROACH
In this section, we discuss the limitations of our ap-
proach. To this end, consider the approximation made
in the main text:
〈N [θ,∇]〉 ≈ N [〈θ〉,∇]. (S4)
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FIG. S3. Root mean squared amplitude of the ensemble-
averaged field as a function of (a) r and (b) r∗. Panels (a)
and (b) are identical to Fig. 3 in the main text. Panel (c)
shows a zoom into the range close to onset with additional
data from longer simulations, cf. Fig. S4. Simulation details
are given in the main text.
Here, 〈·〉 denotes an ensemble average. When we intro-
duce the decomposition θ = 〈θ〉 + θ′ and average the
Swift-Hohenberg equation with random advection, we
obtain
∂t〈θ〉 =
[
r∗ − (∆ + k∗2c )2] 〈θ〉 − 〈θ3〉, (S5)
where
〈θ3〉 = 〈θ〉3 + 3〈θ′2〉 〈θ〉+ 3〈θ′〉〈θ〉2 + 〈θ′3〉 . (S6)
The term 3〈θ′〉〈θ〉2 vanishes because 〈θ′〉 = 0, but
3〈θ′2〉〈θ〉 and 〈θ′3〉 remain. However, as illustrated in
Fig. 2 of the main text, these terms are very small in all
cases of relevance, which justifies our approximation (S4).
This is also reflected in the remarkable overall agreement
between the theoretical prediction and the numerical re-
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FIG. S4. Time dependence of the root mean squared am-
plitude of the ensemble-averaged field for different r with (a)
Q = 0.3 and (b) Q = 0.1 very close to onset from long-time
simulations. (a) For large Q = 0.3, the amplitude of the
unclosed fluctuations is not small compared to the order pa-
rameter field. Here, an extremely slow decay of the amplitude
of the averaged field can be observed. The three curves with
the fastest decay correspond to the cases for which r∗ ≤ 0,
in agreement with our theoretical prediction. (b) For small
Q = 0.1, the mean amplitude does not decay over time for all
parameters above onset. Only for the cases with r∗ ≤ 0, the
amplitudes decay, as expected.
sults in Fig. 3 of the main text as well as in Fig. S3. Com-
pared to the main text, Fig. S3(c) additionally shows a
zoom into the region very close to onset whereas panels
(a) and (b) are identical to Fig. 3.
Deviations close to onset The root mean squared am-
plitude of the averaged field is
√
2r∗/3 and, therefore, is
small itself close to onset. This may very well lead to the
breakdown of the approximation (S4) as the previously
neglected fluctuation terms gain importance. To check
the validity of the approximation close to the bifurcation
point (r∗c = 0), we map out the bifurcation diagram in
this regime, which is presented in Fig. S3(c). Minor sys-
tematic deviations can be observed. For small random
advection amplitudes, these can be accounted for by in-
cluding the neglected fluctuations. However, given the
still excellent agreement, we choose to apply the approx-
imation (S4) which leads to a closed equation for the av-
eraged field and allows to derive the renormalized control
parameter and wave number in a predictive manner.
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FIG. S5. (a) Realization of θ (scaled to unit maximum am-
plitude) for r = 0.9, Q = 1.0, and different λ. With increas-
ing length scale, the fluctuations suppress the emergence of a
large-scale pattern. (b) Corresponding azimuthally averaged
spectrum S(k) of θ compared to the energy spectrum E(k) of
the Gaussian random velocity field. A clear scale separation
between the spectra is visible for λ = λc/10, which vanishes
with increasing λ. The theoretical expectation for the loca-
tion of the peak, k∗c , is indicated by the dashed line. For the
largest length scale λ, we observe a deviation of the peak from
the theoretical expectation. Simulations are performed on a
512× 512 grid with L = 40pi and started from random initial
conditions.
More generally, the breakdown of our ensemble aver-
aging approach is reflected by the fact that a station-
ary non-vanishing averaged field does not develop. As
illustrated by Fig. S4(a), this is the case very close to
onset for Q = 0.3. Here, a slow decay of the averaged
field’s amplitude can be observed. However, this is only
the case for the largest amplitudes of the random ad-
vection field and very close to onset, where the ampli-
tude of the order parameter field is small. For smaller
Q, the amplitude is stationary even close to onset, see
Fig. S4(b) for Q = 0.1. For the cases considered in our
main text, the amplitude is stationary even close to onset.
In Fig. S3(c), we only show data for random advection
amplitudes Q, for which the root mean squared ampli-
tudes of the ensemble-averaged fields are stationary for
all r. As a result, we exclude the cases Q = 0.3 and
Q = 0.25, for which the points corresponding to the two
values of r∗ directly above onset are not stationary.
Large velocity correlation length Finally, we briefly
discuss the influence of the length scale λ (see main text
for details) characterizing the correlation length of the
velocity fluctuations. The approximation (S4) requires
scale separation between fluctuations and the large-scale
pattern. If this scale separation is absent, the unclosed
terms in the averaged equation play a crucial role and
cannot be neglected a priori. In extreme cases, station-
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ary or slowly evolving large-scale patterns do not even
develop. Different realizations then vary strongly and,
therefore, cancel on average, prohibiting an application
of our theoretical results. Indications for this can be seen
in Fig. S5, in which a comparison for different length
scales λ is shown. Here, the large-scale pattern smears
out at large λ. In order to quantify the scale separation,
we compare the azimuthally averaged spectrum S(k) of
θ with E(k), the prescribed spectrum of the Gaussian
random velocity field, in Fig. S5. The spectra S(k) show
a single peak for all λ, but their width grows with λ. In
contrast, the velocity spectrum E(k) becomes narrower.
For the smallest considered correlation length λ, the peak
of the spectrum of θ is at k∗c , separated from the peak of
E(k) at much larger wave numbers. Here, a stationary
large-scale pattern emerges. This illustrates how scale
separation between the large-scale pattern and the most
intense small-scale fluctuations is essential.
To summarize, in this Supplemental Material we have
shown that our results are not limited to the case of en-
semble averaging, but also hold for running time aver-
ages. Additionally, we have provided insights into the
limitations of our approach and showed that it only starts
to fail very close to onset and for a large correlation
length of the random velocity field.
