INTRODUCTION
Iron is one of the main contributors to the mass of refractory dust grains (Sofia, Cardelli & Savage 1994) . The determination of its gaseous abundance in ionized nebulae of different characteristics can be used to infer the efficiency of dust destruction and formation processes in widely different environments, ranging from H ii regions and their associated molecular clouds to planetary nebulae (PNe), the descendants of asymptotic giant branch stars, which are the main source of dust grains in the solar neighbourhood (Whittet 2003) .
In these photoionized nebulae, Fe 3+ is an important ionization state, being the dominant ion in most H ii regions and many PNe. Several [Fe iv] lines are expected to appear in the ultraviolet (UV), optical, and infrared spectra of these objects but, unfortunately, the more easily accessible optical lines are very weak and difficult to measure. Hence, the first [Fe iv] line observed in an H ii region was the UV [Fe iv] 2836.56Å line, observed by Rubin et al. (1997) in the Orion Nebula with the Hubble Space Telescope. Rubin et al. found that the Fe 3+ abundance implied by this line was much lower than expected. Subsequent observations of this and some weak optical [Fe iv] lines in a handful of H ii regions and PNe confirmed the discrepancy (see Rodríguez & Rubin (2005) and references therein). Since the discrepancy translates into a large uncertainty in the iron abundances calcu-⋆ E-mail: charlotte.fischer@nist.gov lated for most nebulae, it stresses the need for reliable atomic data for the Fe ions, especially the transition probabilities and electron impact excitation collision strengths that are needed to solve the equations of statistical equilibrium for the lower energy levels of these ions (Osterbrock & Ferland 2006) .
Because of the rough scaling of the line intensity with the product of the Fe 3+ density and the electron density, optical [Fe iv] lines are more easily measured in objects with relatively large densities (Ne ≈ 10 6 cm −3 ), like some PNe (Rodríguez, Corradi & Mampaso 2001; Zhang & Liu 2002; Zhang et al. 2005) . However, these spectra are so cluttered with lines that line identification and deblending can be a problem. This is another instance where reliable atomic data are needed in order to provide good estimates of the relative line intensities.
The first values of radiative transition rates for [Fe iv] were calculated as early as 1958 by Garstang, who used them to confirm the identification by Thackeray (1954) of several [Fe iv] lines in the spectrum of the symbiotic nova RR Telescopii. Forty years later, Froese Fischer & Rubin (1998) , motivated by the observation and analysis of [Fe iv] 2836.56Å in the Orion Nebula by Rubin et al. (1997) , provided improved values for the transition probabilities between the 12 lowest levels of Fe 3+ , the same levels for which effective collision strengths had just become available (Berrington & Pelan 1995 . However, most of the observed [Fe iv] lines arise from higher energy levels, and new calculations that included these levels were not long in coming: collision strengths from Zhang & Pradhan (1997) and transition probabilities from Froese Fischer & Rubin (2004) .
The goal of the first Froese Fischer & Rubin (1998) publication was to predict radiative transition probabilities from 3d 5 4 G, 4 P, and 4 D levels to the 6 S 5/2 ground state. In the process, transition probabilities were also computed for transitions between the levels of the quartet terms. Four theoretical methods were compared and best estimates identified. The multiconfiguration Dirac-Hartree-Fock (MCDHF) with the Breit correction was selected in some cases for M1 transitions but there was a strong indication of an error in the code for some E2 transitions. In the second paper (Froese Fischer & Rubin 2004 ) the multiconfiguration Hartree-Fock (MCHF) work with Breit-Pauli corrections was extended to include all levels of the 3d 5 configuration. In these later calculations, term energy corrections were used to adjust the position of a term to be in close agreement with the values cited in the Atomic Spectra Database (ASD) (ASD 2008) , thereby improving the wave function LS term composition. Because there are as many as three terms with the same LS value, as for the D where the preceding subscript is the seniority), the adjustments were done in groups in order of energy. Thus the final energies are semi-empirical and only the finestructure splitting provides an indication of accuracy. In a more recent paper, Nahar (2006) reported radiative transition rates for a large number of lines that include electric dipole (E1), quadrupole (E2), octupole (E3) and magnetic dipole (M1) transitions in Fe iv. The calculations included only the one-body relativistic corrections of the Breit-Pauli Hamiltonian. Transition calculations were based on the ab initio line strength and ASD transition energies.
Assessing the accuracy of theoretical results in the absence of reliable experimental data is as difficult (if not more difficult) than the transition calculations themselves. One way of establishing accuracy is by validating the results through calculations based on different theories. In this paper we report results for fully ab initio multiconfiguration Dirac-Hartree-Fock results where relativistic effects are included in the basic theory and not added as a low-order correction as in the Breit-Pauli calculations by Froese Fischer & Rubin (2004) and Nahar (2006) . Computed energy levels and their fine-structure splitting can be used as an indicator of the accuracy of the wave function along with the agreement in the length and velocity forms of the line strength for E2 transitions. All calculations were performed using the most recent revised and corrected parallel GRASP2K code (Jönsson et al. 2007 ).
COMPUTATIONAL PROCEDURE
In the MCDHF approach (Grant 2007 ) the wave function Ψ for a state labelled γJ, where γ represents the configuration and any other quantum numbers required to specify the state, is approximated by an expansion over jj-coupled configuration state functions (CSFs)
(1)
The configuration state functions Φ(γjJ) are antisymmetrized linear combinations of products of relativistic orbitals
Here κ is the relativistic angular quantum number, Pnκ(r) and Qnκ(r) are the large and small component radial wave functions and χκm(r) is the spinor spherical harmonic in the lsj coupling scheme
The radial functions Pnκ(r) and Qnκ(r) are numerically represented on a logarithmic grid and are required to be orthonormal within each κ symmetry,
In the multiconfiguration self-consistent field (MC-SCF) procedure both the radial functions and the expansion coefficients for the configuration state functions are optimized to self-consistency. Once a set of radial orbitals has been obtained, relativistic configuration interaction (RCI) calculations can be performed to include the Breit interaction and quantum electrodynamic (QED) effects. At this stage only the expansion coefficients of the CSFs are determined. This is done by diagonalizing the Hamiltonian matrix.
In the relativistic configuration interaction calculations the transverse photon interaction
may be included in the Hamiltonian. The photon frequency ωij used by the RCI program in calculating the matrix elements of the transverse photon interaction is taken to be the difference in the diagonal Lagrange multipliers ǫi and ǫj associated with the orbitals. In general, diagonal Lagrange multipliers are approximate electron removal energies only when orbitals are spectroscopic and singly occupied. Thus it is not known how well the code can determine the full transverse photon interaction when correlation orbitals are present and orbitals are multiply occupied as in the present case. What can be obtained instead is the low frequency limit ωij → 0 usually referred to as the Breit interaction. The transition parameters, such as rate and weighted oscillator strength, for a multipole transition of rank K from γJ to γ ′ J ′ are all related to the reduced transition matrix element
where O (K) is the relevant transition operator (Grant 1974 ). In the present study these are the E2 and M1 transitions between levels of 3d 5 but with transitions to the 3d 5 6 S 5/2 ground state being of greatest interest. 
MCDHF CALCULATION AND RESULTS
A series of calculations were performed that will be identified by the maximum principal quantum number n = 3, 4, 5, 6 of orbitals of the wave function. In all cases, the 1s 2 2s 2 2p 6 core was treated as an inactive core. In our first n = 3 calculation the wave function expansion included all singleand double-excitations to the 3d subshell or CSFs obtained from 3s → 3d and 3p 2 → 3d 2 excitation. All orbitals were varied in an extended optimal level (OL) calculation for all the 37 lowest levels: four for J = 1/2, seven for J = 3/2, ten for J = 5/2, seven for J = 7/2, five for J = 9/2, three for J = 11/2, and one for J = 13/2. This calculation accounts for the near degeneracy effects between CSFs in the n = 3 shell.
The n = 4 calculation included an additional layer of orbitals, namely {4s, 4p, 4d, 4f } orbitals with a wave function expansion that, in addition to the n = 3 CSFs, included single-and double-(SD) excitations from 3p 6 3d 5 , but with at most one excitation from 3p 6 as in a core valence calculation, with 3p 6 being part of the core and 3d 5 the valence configuration. The latter included 37 486 CSFs. Only the 4l orbitals were varied. Since these orbitals are not occupied in the single configuration wave function, these orbitals are virtual orbitals also referred to as correlation orbitals. The n = 5 calculation extended the correlation orbitals to include also {5s, 5p, 5d, 5f, 5g} orbitals. The SD excitation process (restricted to at most one excitation from 3p 6 ) resulted in a wave function expansion of 213 037 CSFs for our range of J. The final n = 6 calculation introduced {6s, 6p, 6d, 6f, 6g} orbitals but the only CSFs added to the expansion were those from SD excitations from 3d 5 . Because of the importance of the J = 5/2 levels in this work, this last set of orbitals were optimized for the ten J = 5/2 levels. Once optimized radial functions were determined, relativistic configuration interaction (RCI) calculations were performed to include the Breit correction. The sizes of the matrices were 18 350, 33 356, 42 642, 45 325, 42 221, 35 117, and 26 359 respectively for J = 1/2 to J = 13/2.
In this description, we have used a nonrelativistic terminology, but the JJGEN program (Sturreson, Jönsson & Froese Fischer 2007) used to generate the CSFs translates the terminology to the relativistic framework where a 4p orbital, for example, is either a 4p 1/2 or 4p 3/2 orbital and the coupling of each CSF is described in terms of jj-coupling.
Since the present calculations are entirely ab initio, our measure of accuracy will be the energy level structure of terms and their fine-structure. The 3d 5 6 S ground state, where all spin-quantum numbers are the same, has some correlation in the motion of the electrons included already at the single configuration Dirac-Hartree-Fock (DHF) level through the antisymmetry requirement of the CSF. In fact the correlation correction to the total energy for the 6 S term is much smaller than for other terms. Thus we cannot expect the higher energy levels relative to 6 S to be in good agreement with observed levels (ASD 2008), but they should be in better relative agreement with each other. In particular the difference between the computed and observed level structure should be essentially constant within a term.
The final (n = 6) energy levels relative to the ground state for these calculations are reported in Table 1 . The energy levels of the lowest term ( 4 G) differ from observed by 3.7 % but those of the highest term (1 2 D) are accurate to 2.0 % and compare favourably with errors of more than 10 % for lower and 5 % for the higher levels reported by Nahar (2006) . The MCDHF energies include the Breit correction which is important in changing the order of the levels for the 4 G term from [5/2, 7/2, 9/2, 11/2] to the observed order of [11/2, 9/2, 5/2, 7/2]. In addition the energies relative to the lowest ( F 5/2 has a dominant contribution of 70 % it was only 60 % in the earlier work.
What may be important for the accuracy of the wave function is the separation of levels of the same J and parity. Table 2 shows the ten lowest observed J = 5/2 levels and, for each level except the lowest, the difference in energy of the level from the one immediately preceding it in the table. This difference represents the separation between levels of the same J. Also reported is the ratio of the present and observed separation. The greatest deviation from unity (with a ratio of 0.74) is for the separation between the P 5/2 wave function and vice versa. The separation of these energy levels is in error by 15 %. It is reasonable to assume that the energy adjusted results from the MCHF calculation yield the more accurate transition probability when this mixing is important. Table 3 reports transition probability data for E2 and M1 transitions to the ground state for all levels considered in this paper except for a few weak lines from J = 1/2 levels. Included in this table is the observed wavelength (in vacuum) and the computed line strength S, the weighted oscillator strength gf , the transition rate A ki (N ) normalized to the observed wavelength and the ab initio unnormalized A ki (U ) value, both in s −1 . Thus the normalized value is obtained from the computed line strength and the observed wavelength. All these values are computed in the length form. Also included are "indicators of accuracy" (Froese Fischer 2008) . The factor δE = ∆E(calc)/∆E(obs) − 1 is a measure of the accuracy of the transition energy and is always positive for the transitions considered in this table. Consequently, normalization reduces all these transition rates. The factor δT = |S(length) − S(velocity)|/ max(S(length), S(velocity)) is a measure of the agreement in length and velocity values of the line strength S for E2 transitions. Because all of the transitions in this table are LS forbidden with contributions arising from small components of the wave function, some δT factors are relatively large. Generally the length form of the line strength is the more stable value as more correlation is included in the calculation.
A complete list of similar data for all multiplets between different LS terms of 3d 5 is provided in Appendix A (for E2) and Appendix B (for M1) transitions. Not included are transitions between levels within an LS term for which the transition energy is less than 100 cm −1 .
COMPARISON OF TRANSITION PROBABILITIES
In order to further assess the accuracy of these results, we compare in Table 4 the present transition probabilities be- Table 3 . Observed vacuum wavelength λ (Å) and calculated line strength S, weighted absorption oscillator strength gf , and radiative transition rate A ki (s −1 ) for E2 and M1 transitions to the ground state. Transition rates normalized to observed wavelengths (A ki (N)) and unnormalized ab initio values (A ki (U)) are reported. Also included are the accuracy indicators: δE = ∆E(calc)/∆E(obs) − 1 and δT = |S(length) − S(velocity)|/ max(S(length), S(velocity)). (Raassen & Uylings 1996 , the one-body Breit-Pauli results reported by (Nahar 2006 D is too large (see Table 2 ) the mixing of these terms is less than in MCHF. The latter calculation used the LS term energy corrections to improve the wave function composition, a correction we were not able to perform in the present work. For transitions from 4 G levels, the Nahar (2006) values are considerably smaller, possibly because of the restricted Breit-Pauli operators that were in- cluded. As mentioned earlier, for these levels the Breit correction was needed to produce levels in the observed order. The low-order version of this correction consists of the twobody Breit-Pauli operators that were omitted in Nahar's calculations. What is striking is that, when there is excellent agreement among the last three columns (and possibly others), there is also agreement within 10 % with Garstang's 1958 result. Examples are some of the transitions from 4 P. Exceptions tend to be the very small values for which the transition rate is < 10 −9 s −1 . Table 5 compares LS allowed values for E2 and M1 transitions. All results are now the normalized values. In the majority of the cases there is agreement to within 3 % between the two theories over a wide range of transition rates.
Both the Breit-Pauli MCHF method with term energy corrections and the present fully relativistic MCDHF method have points in their favour. In order to establish a set of "best" values, the two sets were merged and agreement in length and velocity used to select between them. Exceptions are the 1/2 -1/2 transitions for which E2 transitions are not allowed. In this case the value selected was from the same calculation as for a 3/2 -1/2 transition of the same multiplet. These values are reported in Appendix C. Transitions are identified by the index of the lower and upper level (as given in table 1) and the data include the wavelength (in vacuum), A ki (E2), A ki (M1), A ki (Total) and a symbol for the source: B for the earlier Breit-Pauli MCHF data and G for the present results obtained using the GRASP program. A total of 315 G transitions were selected and 150 B transitions. It should be noted that the agreement in the length and velocity values is not a definitive indicator of accuracy, but is a reasonable one. All the present normalized values of Table 4 were selected as the "best" by this process.
The publications over the last decade reporting transition data for transitions between levels of 3d 5 in [Fe iv] illustrate the difficulty of establishing the accuracy of transition rates in complex cases. Garstang computed many values fifty years ago. Progress has been made but agreement between the MCHF Breit-Pauli and MCDHF values for more transitions would be desirable.
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ACKNOWLEDGMENTS

Support for this publication was provided by NASA through Program number HST-AR-10973.01-A (PI RR) from the
