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Abstract
A classical construction due to Newhouse creates horseshoes from hyperbolic pe-
riodic orbits with large period and weak domination through local C1-perturbations.
Our main theorem shows that, when one works in the C1 topology, the entropy of
such horseshoes can be made arbitrarily close to an upper bound following from Ru-
elle’s inequality, i.e., the sum of the positive Lyapunov exponents (or the same for the
inverse diffeomorphism, whichever is smaller).
This optimal entropy creation yields a number of consequences for C1-generic dif-
feomorphisms, especially in the absence of a dominated splitting. For instance, in the
conservative settings, we find formulas for the topological entropy, deduce that the
topological entropy is continuous, but not locally constant at the generic diffeomor-
phism and we prove that these generic diffeomorphisms have no measure of maximum
entropy. In the dissipative setting, we show the locally generic existence of infinitely
many homoclinic classes with entropy bounded away from zero.
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1 Introduction
Topological and measure theoretic entropy are fundamental dynamical invariants. Al-
though there is a number of deep theorems about the entropy of smooth dynamics (see,
e.g., [43, 47, 52, 31]), some basic questions remain open. The present work addresses some
of these questions for C1-diffeomorphisms of compact manifolds. We focus especially in
the conservative setting or when there is no dominated splitting (in some sense this is the
opposite of the better understood uniformly hyperbolic diffeomorphisms). We build on the
classical article of Newhouse [51] and strengthen and generalize the recent work of Catalan
and Tahzibi and others [27, 24, 4] to higher dimension as well as to the volume-preserving
case.
First, we try and understand the mechanisms underlying the entropy, and in particular,
the Lyapunov exponents of periodic points or invariant measures, and horseshoes. For
diffeomorphisms, general results of Ruelle and Katok relate the entropy of measures to
their Lyapunov exponents and to the existence of horseshoes. We study corresponding
global variational principles.
Second, we are interested in the continuity properties and local variation of the map
f 7→ htop(f). In general, this map is neither upper, nor lower semicontinuous, but within
certain important classes of diffeomorphisms these properties may hold, see for example
[43, 52]. Also, local constancy may occur even for non structurally stable maps [42, 22,
59, 32, 21]. We show that, in the conservative case, when there is no dominated splitting,
the entropy is never locally constant but is continuous at the generic diffeomorphism.
Third, we ask about the localization of the entropy : i.e., the entropy of homoclinic
classes and of invariant measures. In the dissipative setting, when there is no domi-
nated splitting, we show the coexistence of infinitely many homoclinic classes with entropy
bounded away from zero. In the conservative setting, also without a dominated splitting,
there is no measure maximizing the entropy and the topological entropy is a complete
invariant of Borel conjugacy up to the periodic orbits.
All our results rely on a strengthening of the classical construction of Newhouse [51]
identifying a mechanism for entropy, namely, the creation of horseshoes from hyperbolic
periodic orbits with homoclinic tangencies through C1-perturbations. When there is no
dominated splitting, our main theorem produces horseshoes with entropy arbitrarily close
to an upper bound following from Ruelle’s inequality and this optimality allows the com-
putation of entropy (and related quantities).
Our perturbations are local: the horseshoes are obtained in an arbitrarily small neigh-
borhood of a well chosen periodic orbit. This relies on the perturbation techniques that
have been developed for the C1-topology by Franks [33], Gourmelon [36], Bochi and Bon-
atti [8], among others.
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1.1 Horseshoes arising from homoclinic tangencies
Before stating our main theorem we need to review a few definitions. Let us fix a closed
(compact and boundaryless) connected Riemannian manifold M of dimension d0 and a C
1-
diffeomorphism f . Any periodic point p has d0 Lyapunov exponents, repeated according
to multiplicity, λ1(f, p) ≤ · · · ≤ λd0(f, p). We set λ+ := max(λ, 0) and λ− := max(−λ, 0).
If N ≥ 1 is an integer, we say that an invariant compact set Λ has an N -dominated
splitting if there exists a non-trivial decomposition TM |Λ = E ⊕ F of the tangent bundle
of M above Λ in two invariant continuous subbundles such that for all x ∈ Λ, all n ≥ N
and all unit vectors u ∈ E(x) and v ∈ F (x) we have,
‖Dfnu‖ ≤ ‖Dfnv‖/2.
In the case E is uniformly contracted and F uniformly expanded, the set Λ is (uniformly)
hyperbolic. A horseshoe is a transitive hyperbolic set, that is locally maximal, totally
disconnected, and not reduced to a periodic orbit.
We now state our main result, see Theorem 4.1 for a more detailed version.
Main Theorem. For any C1-diffeomorphism f of a compact d0-dimensional manifold M
and any C1-neighborhood U of f , there exist N,T ≥ 1 with the following property. If p is
a periodic point for f with period at least T and whose orbit has no N -dominated splitting,
then there exists g ∈ U containing a horseshoe K such that
htop(g,K) ≥ ∆(f, p) := min
( d0∑
i=1
λ+i (f, p),
d0∑
i=1
λ−i (f, p)
)
.
Moreover K and the support of g ◦ f−1 can be chosen in an arbitrarily small neighborhood
of the orbit of p, and if f preserves a volume or symplectic form, then one can choose g
to preserve the volume or symplectic form respectively.
The above inequality is, in some sense, optimal – see Remark 4.2.
Extension to subbundles and higher smoothness. The perturbation method used in the
proof of the Main Theorem extends to the case where the lack of dominated splitting
occurs inside an invariant subbundle. More specifically, if E is an invariant sub-bundle
over the orbit O of a periodic point p, we denote by λE,1(f, p) ≤ · · · ≤ λE,`(f, p) where
` = dim(E), the Lyapunov exponents corresponding to vectors tangent to E.
Main Theorem Revisited. Let f,U and N,T ≥ 1 be as above. For any periodic point
p of f with period at least T , and any invariant bundle E over the orbit of p which does
not admit an N -dominated splitting, there exists g ∈ U having a horseshoe K such that
htop(g,K) ≥ ∆E(f, p) := min
(∑`
i=1
λ+E,i(f, p),
∑`
i=1
λ−E,i(f, p)
)
.
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Moreover K and the support of g ◦ f−1 can be chosen in an arbitrarily small neighborhood
of the orbit of p, and if f preserves a volume or symplectic form, then one can choose g
to preserve the volume or symplectic form respectively.
Newhouse’s result extends in the Cr-topology (assuming the existence of a saddle
point with a homoclinic tangency), but the entropy of the resulting horseshoes is smaller
–this is unavoidable given the continuity properties of the topological entropy for smooth
maps (see Newhouse [52] and, for surfaces, [15]). Because of a program developed by
Gourmelon [37], we believe that a version of our result is also true in higher smoothness,
in the setting of a cycle of basic sets.
Conjecture. For any Cr-diffeomorphism f of a manifold M , and for any hyperbolic
periodic point p which belongs to a cycle of basic sets having no dominated splitting of any
index, there exists g, arbitrarily close to f for the Cr-topology, with a horseshoe K such
that htop(g,K) ≥ ∆(f, p)/r.
A statement similar to our Main Theorem but restricted to the symplectic setting has
been published by Catalan [25] while this paper was being written. Catalan’s proof is
different from ours and is specific to the symplectic setting. He uses a global perturbation
in contrast to our construction.
1.2 Consequences for conservative diffeomorphisms
In the conservative setting (i.e., in the volume-preserving or symplectic setting), generic
irreducibility properties, see for example [9], yield the strongest consequences to the Main
Theorem.
Let ω be a smooth volume or symplectic form on the manifold M with dimension at
least 2. Let Eω(M) be the interior of the set of C1-diffeomorphisms of Diff1ω(M) with
no dominated splitting. This is always nonempty2. As is usual, we say that the generic
diffeomorphism in a Baire space of diffeomorphisms D has some property, if it holds for
all elements of some dense Gδ subset of D.
a – Entropy formulas. Let Grassk(TM) denote the set of k-dimensional linear sub-
spaces E ⊂ TM and Jac(f,E) the Jacobian of Df : E → Df(E) with respect to some
(arbitrary, fixed) Riemannian metric on M .
Theorem 1. For the generic f ∈ Eω(M), the topological entropy is equal to
(i) the supremum of the topological entropies of its horseshoes,
(ii) ∆(f) := sup{∆(f, p) : p periodic point}, and
2In order to build a diffeomorphism that has robustly no dominated splitting, it is enough to require
for each 1 ≤ i < d0 the existence of a periodic point p whose tangent dynamics at the period has d0
simple eigenvalues λ1, . . . , λd0 such that |λk| < |λk+1| for each k 6= i and such that λi, λi+1 are non-real
conjugated complex numbers.
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(iii) max0≤k≤dim(M) limn→∞ 1n log
(
supE∈Grassk(TM) Jac(f
n, E)
)
.
We observe that formulas (ii) and (iii) fail for an open and dense set of Anosov diffeo-
morphisms, since their topological entropy is locally constant. For a (possibly dissipative)
C1 map f : M →M of a compact manifold, the supremum in item (i) is still a lower bound
whereas Ruelle’s inequality shows that the expression (iii) becomes an upper bound:
sup{htop(f |K), K horseshoe} ≤
≤ htop(f) ≤ max
0≤k≤dim(M)
lim
n→∞
1
n
log
(
sup
E∈Grassk(TM)
Jac(fn, E)
)
.
We note that items (i) and (ii) above generalize a formula proved by Catalan and
Tazhibi [27] for surface conservative diffeomorphisms and a weaker inequality from [26] in
the symplectic setting (see also [25] for the symplectic case). Item (iii) looks very similar
to a result obtained by Kozlovski [45] for all C∞, possibly dissipative, maps:
htop(f) = max
0≤k≤dim(M)
lim
n→∞
1
n
log
∫
M
sup
E∈Grassk(TxM)
Jac(fn, E) dx.
b – Measures of maximal entropy. The variational principle asserts that the topo-
logical entropy is the supremum of the entropy of the invariant probability measures. A
measure is a measure of maximal entropy if it realizes the supremum.
Theorem 2. The generic f ∈ Eω(M) has no measure of maximal entropy.
Note that C∞ diffeomorphisms always admit a measure of maximal entropy by a
theorem of Newhouse [52]. In general, this fails in any finite smoothness [50, 18].
c – Continuity, stability. We now discuss how the topological entropy depends on the
diffeomorphism.
Corollary 1.1. The generic diffeomorphism in Eω(M) is a continuity point of the map
f 7→ htop(f), defined over Diff1ω(M).
According to a classical result of Man˜e´ [49], structural stability is equivalent to hy-
perbolicity. As hyperbolic systems are not dense, this suggests studying weaker forms of
stability, e.g., local constancy of the entropy (which does hold for some non-hyperbolic
diffeomorphisms [22, 21]).
Corollary 1.2. The map f 7→ htop(f) is nowhere locally constant in Eω(M). More pre-
cisely, for any f and any Gδ set G in Eω(M), there exists g ∈ G arbitrarily close to f such
that htop(f) 6= htop(g).
We note the two following immediate consequences:
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(1) there is an open and dense subset of Diff1ω(M) on which local constancy of the
entropy implies the existence of a dominated splitting; and
(2) the set htop(G) of the topological entropies of generic diffeomorphisms in Eω(M) is
uncountable.
d – Borel classification. The topological entropy is a complete invariant among these
diffeomorphisms for the following type of conjugacy. Recall that an automorphism T of a
Borel space X is a bijection of X, bimeasurable with respect to a given σ-field. A typical
example is a homeomorphism of a possibly non compact, complete metric space with its
σ-field of Borel subsets. The free part of T is the Borel subsystem
X free := {x ∈ X : {Tnx : n ≥ 0} is infinite}.
Two such automorphisms (X1, T1), (X2, T2) are Borel conjugate if there is a Borel isomor-
phism ψ : X1 → X2 with ψ ◦ T1 = T2 ◦ ψ (see [60, 61] for background).
Using a recent result of Hochman [41], Theorems 1 and 2 yield the classification (we
refer to Proposition 6.4 for a more detailed statement):
Corollary 1.3. The free parts of generic diffeomorphisms f of Eω(M) are classified, up to
Borel conjugacy, by their topological entropy htop(f). Moreover, they are Borel conjugate
to free parts of topological Markov shifts.
Thus, two generic diffeomorphisms in Eω(M) are Borel conjugate themselves if and
only if they have equal entropy and the same number of periodic points of each period
(see [60]). We do not believe this to hold assuming only equal entropy.
e – Entropy structure, tail entropy, symbolic extensions. For a diffeomorphism
f : M →M of a compact manifold we let P(f) be the set of f -invariant Borel probability
measures. The entropy function for µ ∈ P(f) is defined as µ 7→ hµ(f). An entropy structure
is a non-decreasing sequence of functions on P(f) converging to the entropy function in a
certain manner. It captures many dynamical properties beyond the entropy function, see
Section 7 and especially [30] for details.
For instance, the entropy structure determines the entropy at arbitrarily small scales.
More precisely, for each , δ > 0 and n ≥ 1, one considers the maximal cardinality sf (n, δ, )
of sets {x1, . . . , x`} ⊂M satisfying:
(a) for each 0 ≤ k < n and each i, j, one has d(fk(xi), fk(xj)) ≤ ,
(b) for each i 6= j, there is 0 ≤ k < n such that d(fk(xi), fk(xj)) > δ.
The tail entropy is then defined as:
h∗(f) := lim
→0
lim
δ→0
lim sup
n→+∞
1
n
log sf (n, δ, ). (1)
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For C∞ diffeomorphisms, the tail entropy vanishes [17]. Therefore, by [14], there
always is a symbolic extension, that is, a topological extension pi : (K,σ) → (M,f) such
that (K,σ) is a subshift on a finite alphabet. This also holds for uniformly hyperbolic
C1-diffeomorphisms (using expansivity and Markov partitions). This is in contrast to
C1-generic systems, for which the lack of dominated splitting prevents the existence of a
symbolic extension (see [27, 24, 4]).
The following strengthens these results inside Eω(M) (see Proposition 7.3 for a complete
statement).
Theorem 3. For the generic diffeomorphism in Eω(M), there is no symbolic extension
and, more precisely,
(i) the order of accumulation of the entropy structure is the first infinite ordinal, and
(ii) the tail entropy is equal to the topological entropy.
This theorem strenghtens results of [5, 27, 26, 4] showing the lack of a symbolic exten-
sion.
f – When there is some dominated splitting. Our revisited Main Theorem yields a
formula for the tail entropy. For diffeomorphisms in Diff1ω(M) \ Eω(M), there is a unique
finest dominated splitting (see [11, Proposition B.2]):
TM = E1 ⊕ E2 ⊕ · · · ⊕ E`. (2)
We define the finest dominated splitting of a diffeomorphism in Eω(M) to be the trivial
splitting, i.e., ` = 1 and E1 = TM .
Theorem 4. There is a dense Gδ set G of diffeomorphisms f ∈ Diff1ω(M) with the follow-
ing properties. Given the finest dominated splitting E as above, the tail entropy coincides
with
h∗(f) = ∆∗(f) := sup{∆Ei(f, p) : p periodic , 1 ≤ i ≤ `}.
Moreover, the tail entropy is upper semicontinuous at any diffeomorphism in G.
Note that when there exists a dominated splitting, it gives C > 0 such that for any
periodic point p we have C+maxi ∆Ei(f, p) < ∆(f, p). Hence, the above theorem (together
with Theorem 1) gives a characterization of diffeomorphisms with a dominated splitting.
Corollary 1.4. The generic diffeomorphism f in Diff1ω(M) has a (non-trivial) dominated
splitting if and only if h∗(f) < ∆(f).
Catalan et al. [24, 4] have shown that, C1-generically, the existence of a “good”
dominated splitting (see item (i) below) is equivalent to zero tail entropy (in the volume-
preserving setting and in the dissipative setting for isolated homoclinic classes). In the
conservative setting, we show that this is also equivalent to both the continuity of the tail
entropy and its local constancy.
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Corollary 1.5. There is a dense Gδ set of diffeomorphisms f in Diff
1
ω(M), such that the
following are equivalent:
(i) any sub-bundle in the finest dominated splitting of f is uniformly contracted, uni-
formly expanded or one-dimensional;
(ii) the tail entropy is constant on a neighborhood of f ;
(iii) the tail entropy is continuous at g = f ;
(iv) h∗(f) = 0.
We also obtain:
Corollary 1.6. For the generic f in Diff1ω(M), whenever htop(f) = h
∗(f), the topological
entropy fails to be locally constant.
The following questions are thus natural.
Question 1.7. Consider a generic f ∈ Diff1ω(M) with a dominated splitting.
i. Is it possible to have h∗(f) = htop(f)?
ii. When h∗(f) < htop(f), is the map g 7→ htop(g) locally constant near f?
iii. Does htop(f) coincide with the supremum of the entropy of the horseshoes?
1.3 Consequences for dissipative diffeomorphisms
For dissipative (i.e. non-necessarily conservative) diffeomorphisms, the chain-recurrent dy-
namics decomposes into disjoint invariant compact sets – the chain-recurrence classes [55,
Section 9.1]. For C1-generic diffeomorphisms, each chain recurrent class that contains a
periodic orbit O coincides with its homoclinic class H(O) (see Section 2). In particular, if
the class is not reduced to O it contains an increasing sequence of horseshoes whose union
is dense in H(O). The other chain-recurrence classes are called aperiodic classes, see [9].
a– Entropy of individual chain-recurrence classes. Some of the previous conse-
quences extend immediately to homoclinic classes lacking any dominated splitting.
Corollary 1.8. Let f be a generic diffeomorphism in Diff1(M) and let H(O) be a homo-
clinic class with no dominated splitting. Then
∆(f|H(O)) := sup{∆(f, p) : p periodic point in H(O)}
is equal to the supremum of the entropy of horseshoes in H(O). Moreover it is a lower
bound for the tail entropy h∗(f|H(O)).
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Note that a homoclinic class may contain periodic points with different stable dimen-
sions. The equality in the previous corollary still holds if one restricts to periodic points
and horseshoes having a given stable dimension.
However we don’t know if a homoclinic class H(O) may support a measure which is
only approximated in the vague topology by periodic orbits outside H(O). This is the
main obstacle to the following generalization of Theorem 1:
Problem 1.9. For a generic diffeomorphism f ∈ Diff1(M) with a homoclinic class H(O),
does htop(f|H(O)) coincides with the supremum of the entropy of horseshoes in H(O)?
It is known that the generic diffeomorphism can exhibit aperiodic classes [10], but the
examples are limits of periodic orbits with very large periods and have zero entropy. A
major question is thus:
Problem 1.10. For a generic diffeomorphism f ∈ Diff1(M) does the entropy vanish on
aperiodic classes?
b– Infinitely many chain-recurrence classes with large entropy. It has been
known for sometime [10] that coexistence of infinitely many non-trivial homoclinic classes
is locally generic. We show that this is still the case even for homoclinic classes with a
given lower bound on entropy.
Theorem 5. For the generic f ∈ Diff1(M), any homoclinic class H(O) with no domi-
nated splitting is accumulated by infinitely many disjoint homoclinic classes with topological
entropy larger than a constant h > 0.
In fact, this theorem can be proved using Newhouse’s original argument. The use
of Theorem 4.1 instead improves the lower bound h on the entropy of the accumulating
homoclinic classes from
sup{min
i
|λi(f, p)| : p periodic point in H(O)}
to ∆(f|H(O)).
c– Approximation of measures by horseshoes with large entropy. Katok’s horse-
shoe theorem says that any hyperbolic ergodic measure of a C1+α-diffeomorphism (α > 0)
can be approximated in entropy by horseshoes. We show a similar result for generic C1
diffeomorphisms with no dominated splitting:
Theorem 6. For a generic f ∈ Diff1(M) (or f ∈ Diff1ω(M)), if µ is an ergodic measure
such that suppµ has no dominated splitting, then there exists a sequence of horseshoes
(Kn) which converge to µ in the three following senses:
(i) in the weak-* topology,
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(ii) with respect to the Hausdorff distance to the support,
(iii) with respect to entropy: limn htop(f,Kn) = h(f, µ).
Let us point out that this approximation property also holds for C1-diffeomorphisms
with a dominated splitting [34], though for completely different reasons.
d– Dimension of homoclinic classes. Newhouse already noticed [51] that homoclinic
tangencies of surface diffeomorphisms allows one to build horseshoes with large Hausdorff
dimension. In this direction we obtain:
Theorem 7. For a generic f ∈ Diff1(M) and a periodic point p such that
∑`
i=1
λ−i (f, p) ≥
∑`
i=1
λ+i (f, p),
if the homoclinic class containing p has no dominated splitting, then its Hausdorff dimen-
sion is strictly larger than the unstable dimension of p
1.4 Outline
The paper proceeds as follows. In Section 2 we state background results and definitions.
In Section 3 we list the perturbative tools. Section 4 is devoted to our Main Theorem,
i.e., the construction of the linear horseshoe. In Section 5 we prove Theorem 1 on the
computation of entropy in the conservative setting and its Corollaries 1.1 and 1.2. In Sec-
tion 6 we prove Theorem 2 on the nonexistence of measures of maximal entropy and the
Borel classification, Corollary 1.3. In Section 7 we prove Theorems 3 and 4 and Corollaries
1.5, 1.6 on the entropy structure, tail entropy, and symbolic extensions. In Section 8 we
prove Theorems 5, 6 and and 7 about homoclinic classes with no dominated splitting in
the dissipative setting.
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2 Preliminaries
In this section we review some facts of hyperbolic theory, perturbation tools and generic
results in the C1 setting and extend some of them as needed in the rest of the paper. We
refer to [55] for further details.
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Symplectic linear algebra. We use the Euclidean norm on Rd0 and the operator norm
on matrices. When d0 = 2d, one considers the canonical symplectic form is ω(u, v) := u
TJv
with J :=
(
0 Id
−Id 0
)
. For d× d-matrices A,B,C,D,
(
A B
C D
)
∈ Sp(2d,R) ⇐⇒

ATC = ACT ,
BTD = DTB, and
ATD−CTB = Id.
(3)
The symplectic complement Eω of a subspace E ⊂ R2d is the linear subspace of vectors
v such that ω(v, u) = 0 for all u ∈ E.
A subspace E ⊂ R2d is symplectic if the restriction ω|E ×E of the symplectic form is
non-degenerate (i.e. symplectic). Two symplectic subspaces E,E′ are ω-orthogonal if for
any u ∈ E, u′ ∈ E′ one has ω(u, u′) = 0.
A d-dimensional subspace E is Lagrangian if the restriction of the symplectic form
vanishes, i.e. Eω = E. Obviously, the stable (resp. unstable) space of a linear symplectic
map is Lagrangian.
Proposition 2.1. There exists C > 0 (only depending on d) such that for any Lagrangian
space L ⊂ R2d, there exists A ∈ Sp(2d,R) satisfying
A(L) = Rd × {0}d and ‖A‖, ‖A−1‖ < C.
Proof. We first prove:
Claim. For any  > 0, there exists δ > 0 such that if (e1, . . . , ed) is δ-close to the first
d vectors of the standard basis (E1, . . . , E2d) of R2d and generates a Lagrangian space,
then there exists A ∈ Sp(2d,R) that is -close to the identity such that A(ei) = Ei for
i = 1, . . . , d.
Indeed, if (e1, . . . , ed) is the matrix (mij)1≤i≤2d,1≤j≤d with ej =
∑2d
i=1mijEi for j =
1, . . . ,m, one defines a 2d× 2d matrix as:(
A 0
C D
)
such that
(
A
C
)
= (e1, . . . , ed) and D = (A
T )−1.
This matrix sends Ei to ei for 1 ≤ i ≤ d and is symplectic since (ATC − CTA)ij =
ω(ei, ej) = 0. Hence its inverse has the claimed properties.
It is well-known that the symplectic group acts transitively on the Lagrangian spaces
(by a variation of the preceding proof). The proposition follows from the claim and the
compactness of the set of Lagrangian spaces.
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Distance for the C1 topology. Let M be a compact connected boundaryless Rieman-
nian manifold with dimension d0. The tangent bundle is endowed with a natural distance:
if ∇ is the Levi-Civita connection, the distance between u ∈ TxM and v ∈ TyM is the
infimum of ‖u− Γγv‖+ Length(γ) (Γγ denoting the parallel transport) over C1-curves γ
between x and y. Let Diff1(M) denote the space of C1-diffeomorphisms of M . We will
use the following standard distance defining the C1-topology:
dC1(f, g) = sup
v∈T 1M
max
(
d(Df(v), Dg(v)), d(Df−1(v), Dg−1(v))
)
.
We say that g is an -perturbation of f when dC1(g, f) < . We say that a property holds
robustly if it holds for all -perturbations for  > 0 small enough.
Conservative diffeomorphisms. The vector space Rd0 is endowed with the standard
volume form and with the standard symplectic form described above (when d0 is even).
If ω is a volume or a symplectic form on M , one denotes by Diff1ω(M) the subspace of
diffeomorphisms which preserve ω. The charts χ : U → Rd0 of M that we will consider will
always send ω on the standard Lebesgue volume or symplectic form of Rd0 ; it is well-known
that any point admits a neighborhood with such a chart.
Invariant measures. We denote by P(f) the set of all Borel probability measures that
f preserves, by Perg(f) the set of those which are ergodic and by d∗ a distance on the
space of probability measures of M compatible with the weak star topology.
Dominated splitting. The definition has been stated in the introduction. The index
of a dominated splitting E⊕F is the dimension of E, its least expanded bundle. We note:
Lemma 2.2. If (fn) converges to f for the C
1-topology and if (Λn) are compact sets in
M which converge to Λ for the Hausdorff topology, such that Λn is fn-invariant and has
an N -dominated splitting at index i for fn, then Λ is f -invariant and has an N -dominated
splitting at index i for f .
In particular, if Λ has no N -dominated splitting at index i for f , then for any diffeomor-
phism g sufficiently C1-close, any invariant compact set Λ′ close to Λ has no N -dominated
splitting at index i either.
Definition 2.3. Given positive integers T,N , we say that a periodic point p is T,N -weak
if the period of p is at least T and its orbit has no N -dominated splitting.
Uniform hyperbolicity. Let Λ be a compact invariant subset of M . If there is a
splitting TM |Λ = E ⊕ F with E uniformly contracted and F uniformly expanded, one
says that Λ is a hyperbolic set for f . If Λ is a hyperbolic set for a Cr diffeomorphism f , and
x ∈ Λ, the stable manifold of x, denoted W s(x) = {y ∈ M : d(fnx, fny) → 0, n → ∞},
12
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is a Cr immersed submanifold. Likewise, we can define the unstable manifold of x using
backward iteration.
A hyperbolic set Λ is locally maximal if there exists a neighborhood U of Λ such that
Λ =
⋂
n∈Z f
n(U). An invariant set Λ is transitive for f if there exists a point in Λ whose
orbit closure is Λ. We recall that a horseshoe for a diffeomorphism is a locally maximal
transitive hyperbolic set that is homeomorphic to the Cantor set.
If p is a periodic point for f , we denote by pi(p) the period of p and by O(p) its orbit.
It is a saddle if the orbit O(p) is hyperbolic and is neither a sink nor a source (so both E
and F are nontrivial).
Homoclinic classes. Two hyperbolic periodic orbits O1, O2 are homoclinically related
if
– W s(O1) has a transverse intersection point with W
u(O2), and
– W u(O1) has a transverse intersection point with W
s(O2).
Equivalently, there exists a horseshoe containing O1 and O2. The homoclinic class of
a hyperbolic periodic point p is the closure of the union of hyperbolic periodic orbits
homoclinically related to the orbit of p; it is denoted H(p).
Lyapunov exponents. Let f ∈ Diff1(M) and µ be an f -invariant Borel probability
measure. Then there is a full measure set of points such that TxM = E1(x)⊕ · · ·Ek(x)(x)
where each Ei(x) is a linear subspace and v ∈ Ei(x) if and only if v = 0 or
lim
n→±∞
log ‖Dxfnv‖
n
= µi(x)
where µ1(x) < µ2(x) < · · · < µk(x)(x). Each µi(x) is a Lyapunov exponent of x. It has
some multiplicity dimEi(x). It is convenient to define λ1(x) ≤ λ2(x) ≤ · · · ≤ λd0(x) by
repeating each µi(x) according to the multiplicity.
If µ is an ergodic measure then the previous functions k, µi, λj are constant almost
everywhere. In this case we will denote the Lyapunov exponents by µi(µ) or λi(µ). For
an ergodic measure we let ∆+(µ) be the sum of the positive Lyapunov exponents counted
with multiplicity. Likewise, ∆−(µ) ≤ 0 is the sum of the negative Lyapunov exponents
counted with multiplicity, and
∆(µ) = min{∆+(µ),−∆−(µ)}.
The notations ∆+(p), ∆−(p), and ∆(p) are defined in the obvious way.
When there exists a dominated splitting TM = E ⊕ F ⊕G, one defines ∆+F (µ) (resp.
∆−F (µ)) as the sum of the positive (resp. negative) Lyapunov exponents associated to
directions inside F . One sets ∆F (µ) = min(∆
+
F (µ),−∆−F (µ)).
We sometimes include in the notations the dependence of the previous objects on the
diffeomorphism, e.g., writing O(f, p) instead of O(p).
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3 Perturbative tools
We will need to perturb the differential or to linearize the map along a periodic orbit as well
as to create homoclinic tangencies. In order to restrict ourselves to local perturbations,
we do not use the powerful technique of transitions introduced in [11] and applied in many
subsequent works. Instead we follow mostly the approach developed in [35, 36, 8]. Note
that we also want to preserve some homoclinic connections and volume or symplectic forms.
In this section we state all the results that we need and that have an independent interest.
The proofs in the the dissipative case are already known. The proof of conservative versions
are given in a separate paper [20].
Definition 3.1. Consider f ∈ Diff1(M), a finite set X ⊂ M , a neighborhood V of X,
and  > 0. A diffeomorphism g is an (, V,X)-perturbation of f if dC1(f, g) <  and
g(x) = f(x) for all x outside of V \X.
Definition 3.2. Given f ∈ Diff1(M), a periodic point p of period ` = pi(p) and  > 0,
an -path of linear perturbations at O(p) is a family of paths (Ai(t))t∈[0,1], 1 ≤ i ≤ `, of
linear maps Ai(t) : Tf i(p)M → Tf i+1(p)M satisfying:
– Ai(0) = Df(f
i(p)),
– supt∈[0,1]
(
max ‖Df(f i(p))−Ai(t)‖, ‖Df−1(f i(p))−A−1i (t)‖
)
< .
For modifying the image of one point, one uses this classical proposition.
Proposition 3.3. For any C,  > 0, there is η > 0 with the following property. For
any f ∈ Diff1(M) such that Df , Df−1 are bounded by C, for any points x, y such that
r := d(x, y) is small enough, one can find an (, B(x, r/η), x) perturbation g of f satisfying
g(x) = f(y). Furthermore, if f preserves a volume or symplectic form, one can choose g
to preserve it.
3.1 Franks’ lemma.
We will use the following two strengthening of the classical Franks’ lemma.
Theorem 3.4 (Franks’ lemma with linearization). Consider f ∈ Diff1(M),  > 0 small,
a finite set X ⊂ M and a chart χ : V → Rd0 with X ⊂ V . For x ∈ X, let Ax : TxM →
Tf(x)M be a linear map such that
max(‖Ax −Df(x)‖, ‖A−1x −Df−1(x)‖) < /2.
Then there exists an (, V,X)-perturbation g of f such that for each x ∈ X the map
χ ◦ g ◦ χ−1 is linear in a neighborhood of χ(x) and Dg(x) = Ax. Moreover if f preserves
a volume or a symplectic form, one can choose g to preserve it also.
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The next statement is proved in [36] in the dissipative case. It generalizes Franks’
lemma while preserving a homoclinic relation.
Theorem 3.5 (Franks’ lemma with homoclinic connection). Let f ∈ Diff1(M) and  > 0
small. Consider:
– a hyperbolic periodic point p of period ` = pi(p),
– a chart χ : V → Rd0 with O(p) ⊂ V ,
– a hyperbolic periodic point q homoclinically related to O(p), and
– an /2-path of linear perturbations (Ai(t))t∈[0,1], 1 ≤ i ≤ `, at O(p) such that the
composition A`(t) ◦ . . . A1(t) is hyperbolic for each t ∈ [0, 1].
Then there exists an (, V,O(p))-perturbation g of f such that, for each i the chart χ◦g◦χ−1
is linear and coincides with Ai(1) near f
i(p), and O(p) is still homoclinically related to q.
Moreover if f and the linear maps Ai(t) preserve a volume or a symplectic form, one can
choose g to preserve it also.
3.2 Perturbation of periodic linear cocycles
We now explain how to obtain the paths of linear perturbations necessary to apply the
previous theorem. These results are well-known in the dissipative case. The volume-
preserving case follows (since the modulus of the determinant is almost preserved along
the paths of dissipative perturbations). The symplectic case is more delicate and proved
in [20].
Let G be a subgroup of GL(d0,R). A periodic cocycle with period ` is an `-periodic se-
quence (Ai)i∈Z in G. The eigenvalues (at the period) are the eigenvalues of A := A` . . . A1.
The cocycle is hyperbolic if A has no eigenvalue on the unit circle. The cocycle is
bounded by C > 1 if max(‖Ai‖, ‖A−1i ‖) ≤ C for 1 ≤ i ≤ `. An -path of pertur-
bations is a family of periodic cocycles (Ai(t))t∈[0,1] in G such that Ai(0) = Ai and
max ‖Ai −Ai(t)‖, ‖A−1i −A−1i (t)‖ <  for each t ∈ [0, 1].
The next proposition allows us to obtain simple spectrum for the periodic cocycle.
The proof in the dissipative setting is essentially contained in the claim of the proof of [8,
Lemma 7.3].
Proposition 3.6 (Simple spectrum). For any d0 ≥ 1 and  > 0, any periodic cocycle
in GL(d0,R) or SL(d0,R) admits an -path of perturbations (Ai(t))t∈[0,1] with the same
period `, such that the composition A(t) := A`(t) . . . A1(t) satisfies:
– the moduli of the eigenvalues of A(t) are constant in t ∈ [0, 1];
– A(1) has d0 distinct eigenvalues; their arguments are in piQ.
The same result holds in the group Sp(d0,R) if the cocycle is hyperbolic.
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We will now exploit the lack of an N -dominated splitting. One can make all stable
(resp. unstable) eigenvalues to have equal modulus by a perturbation. This has been
proved in the dissipative and volume-preserving settings in [8, Theorem 4.1].
Theorem 3.7 (Mixing the exponents). For any d0 ≥ 1, C > 1,  > 0, there exists N ≥ 1
with the following property. For any hyperbolic periodic cocycle (Ai)i∈Z in GL(d0,R),
SL(d0,R) or Sp(d0,R) bounded by C, with period pi and no N -dominated splitting, there
exists an -path of perturbations (Ai(t))t∈[0,1] with period `, a multiple of pi, such that:
– A(t) := A`(t) . . . A1(t) is hyperbolic for any t ∈ [0, 1],
– t 7→ |det(A(t)|Es)| and t 7→ |det(A(t)|Eu)| are constant in t ∈ [0, 1],
– the stable (resp. unstable) eigenvalues of A(1) have the same moduli.
Remark 3.8. In [8] a stronger statement is proven for GL(d0,R) and SL(d0,R). Namely,
there exists T ≥ 1 which only depends on d0, C, , and N , such that any multiple ` ≥ T of
pi satisfies the conclusion of Theorem 3.7. In particular, if the period pi is larger than `,
one can choose ` = pi. We do not know if this uniformity holds in Sp(d0,R).
3.3 Homoclinic tangencies
The following theorem has been proved by Gourmelon in [35, Theorem 3.1] and [36,
Theorem 8] in the dissipative case.
Theorem 3.9 (Homoclinic tangency). For any d0 ≥ 1, C > 1,  > 0, there exist N,T ≥ 1
with the following property. Consider
– a diffeomorphism f ∈ Diff1(M) of a d0-dimensional manifold M such that the norms
of Df and Df−1 are bounded by C,
– a periodic saddle O with period larger than T such that the splitting defined by the
stable and unstable bundles is not an N -dominated splitting, and
– a neighborhood V of O.
Then there exists an (, V,O)-perturbation g of f and p ∈ O such that
– W s(p), W u(p) have a tangency z whose orbit is contained in V , and
– the derivative of f and g coincide along O.
Moreover if O is homoclinically related to a periodic point q for f , then the perturbation
g can be chosen to still have this property. If f preserves a volume or a symplectic form,
one can choose g to preserve it also.
Remark 3.10. As a consequence, one can also obtain a transverse intersection z′ between
W s(O) and W u(O), whose orbit is contained in V . This implies that O belongs to a
horseshoe of g which is contained in V .
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3.4 Approximation by periodic orbits with control of the Lyapunov ex-
ponents
Man˜e´’s ergodic closing lemma [48] allows the approximation of any ergodic measure by
a periodic orbit, after a C1-small perturbation. In [1, Proposition 6.1] a control of the
Lyapunov exponents is added (the proof given in the dissipative setting is still valid in the
conservative cases).
Theorem 3.11 (Ergodic closing lemma). For any C1-diffeomorphism f and any ergodic
measure µ, there exists a small C1-perturbation g of f having a periodic orbit O that is
close to µ for the vague topology and whose Lyapunov exponents (repeated according to
multiplicity) are close to the Lyapunov exponents of µ for f . If f preserves a volume or
symplectic form, g also does. Moreover f and g coincide outside a small neighborhood of
the support of µ.
Corollary 3.12. For any generic diffeomorphism f in Diff1(M) or Diff1ω(M), and any
ergodic measure µ, there exists a sequence of periodic orbits (On) which converge to µ in
the weak star topology and whose Lyapunov exponents (repeated according to multiplicity)
converge to those of µ.
This technique for controlling the exponents (see also the proof of [1, Theorem 3.10])
allows one to spread a periodic orbit in a hyperbolic set and gives the next result.
Proposition 3.13. For any generic diffeomorphism f in Diff1(M) or in Diff1ω(M), any
horseshoe K, any periodic orbit O ⊂ K and any  > 0, there exists a periodic orbit O′ ⊂ K
that is -close to K in the Hausdorff distance and whose collection of Lyapunov exponents
is -close to those of O.
4 Proof of the Main Theorem
We now state and prove a more detailed version of the Main Theorem (recall Definitions
2.3 and 3.1).
Theorem 4.1. Given any integer d0 ≥ 2 and numbers C > 0 and  > 0, there exist
integers N,T ≥ 1 with the following property. For any closed d0-dimensional Riemannian
manifold M , any diffeomorphism f ∈ Diff1(M) with Lip(f),Lip(f−1) ≤ C, if p is a
T,N -weak periodic point and V is a neighborhood of the orbit of p, then there exists an
(, V,O(p))-perturbation g such that
– for any x in O(p) we have Df(x) = Dg(x) and
– g contains a horseshoe K ⊂ V such that p ∈ K and htop(g,K) ≥ ∆(g, p).
Moreover, if the orbit of p is homoclinically related to a hyperbolic periodic point q of
f , one can choose g such that the orbits of p and q are still homoclinically related. Finally,
if f preserves a volume or symplectic form, then g can be chosen to preserve the volume
or symplectic form.
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The strategy is similar to that of Newhouse in [51]. First, we construct a suitable
homoclinic tangency using the lack of a strong dominated splitting. Second, we create a
horseshoe by suitable oscillations in a stable-unstable 2-plane. To exploit all the exponents
we realize a circular permutation of the coordinates through the transfer map describing
the homoclinic tangency.
Remark 4.2. The theorem above is optimal in the following sense. It builds a diffeomor-
phism g0 arbitrarily C
1-close to f with htop(g0) ≥ ∆(f). However,
lim sup
g→f
htop(g) ≤ sup
µ∈Perg(f)
∆(f, µ),
as a consequence of Ruelle’s inequality (see Sec. 5.1) and of the upper semicontinuity of
the right hand side (see Lemma 5.6).
4.1 A linearized homoclinic tangency
The first step in the proof of Theorem 4.1 is the creation of a homoclinic tangency that
circularly permutes all the eigendirections of the periodic orbit, see Figure 1.
Proposition 4.3. For all d0 ≥ 2, C,  > 0, there exist integers N,T ≥ 1 with the following
property. For any diffeomorphism f : M → M with Lip(f),Lip(f−1) ≤ C of a d0-
dimensional closed manifold M and any T,N -weak periodic saddle p and any neighborhood
V of O(p), there exist
– an (, V,O(p))-perturbation g such that Df(x) = Dg(x) for each x ∈ O(p),
– a periodic orbit O of g such that O ∪ O(p) is included in a horseshoe in V and
satisfies ∆+(g,O) = ∆+(f, p) and ∆−(g,O) = ∆−(f, p),
– a chart χ : W → Rd0 with O ⊂W , and
– a homoclinic point τ of O for g, whose orbit is included in V , and an integer m ≥ 1
such that the following hold:
1. χ◦g◦χ−1 is linear on its domain and is diagonalizable; more precisely, its restriction
to Rk × {0}d0−k is a homothety by a factor exp(∆−(f,O)/k) < 1 and its restriction
to {0}k × Rd0−k is a homothety by a factor exp(∆+(f,O)/(d0 − k)) > 1;
2. g−nτ ∈W and gn+mτ ∈W for all n ≥ 0; and
3. χ ◦ gm ◦ χ−1 is linear in a neighborhood of τ and satisfies
∀i = 1, . . . , d0 D(χ ◦ gm ◦ χ−1)(τ)Ei = Ei+1
where Ei := {0}i−1 × R× {0}d0−i and Ed0+1 := E1.
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E1
E2
E3
O
τ
gm(τ)
Dgm(τ)E1
Dgm(τ)E3
Dgm(τ)E2
1
Figure 1: Permutation of coordinates
Moreover, if O(p) is homoclinically related to a periodic point q of f , then one can choose
g such that O(p) and q are homoclinically related for g. Finally, if f preserves a volume
or a symplectic form, then one can choose g to preserve the volume or symplectic form.
We first prove Proposition 4.3 in the dissipative case. The adaptation to the volume-
preserving and symplectic cases will be explained after.
4.1.1 Dissipative setting
Let d0, C and  as in the statement of the proposition. Let f ∈ Diff1(M) and let p be a
T,N -weak periodic saddle as above.
From Theorem 3.9, we get integers N,T ≥ 1 (depending only on d0, C, ) such that
for any g ∈ BC1(f, ) and any N,T -weak periodic orbit O of g, there exists an /10-
perturbation g′ of g which exhibits a homoclinic tangency. Maybe after increasing N (still
depending only on d0, C, ), Theorem 3.7 gives a perturbation of a repetition of the linear
cocycle DgO with all the stable (resp. unstable) eigenvalues with the same modulus.
Consider p, V as in the statement of the proposition and let k be the stable dimension of
p and d0 = dim(M). The proof splits into three perturbations. Each of them is supported
in V and preserves the orbit of p. One takes a chart of a neighborhood of O(p) so that
the tangent maps at nearby points may be compared.
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Step 1. Small horseshoes. There exists an (/3, V,O(p))-perturbation g1 of f in
Diff1(M) having a horseshoe K0 ⊂ V that contains p. Moreover, points y ∈ K0 close
to p satisfy
Dg1(g
i
1(y)) = Df(f
i(p)) for any i ∈ Z,
and if O(p) is homoclinically related to an orbit O(q) of f , then one can choose g1 such
that O(p) and O(q) are still homoclinically related.
From Theorem 3.9 and Remark 3.10, we can obtain an (/6, V,O(p))-perturbation g0
of f with a horseshoe in V which contains p. Moreover Df and Dg0 coincide on O(p),
and Theorem 3.4 shows that g0 may be chosen so that it is linear in a neighborhood of
the orbit O(p).
Let us consider a point z in the horseshoe which is homoclinic to O(p). Large (positive
and negative) iterates of the point z belong to the linearizing neighborhood of O(p). Since
dC1(f, g0) < /6 (and assuming V small), Theorem 3.4 gives a further perturbation g1
localized at the (finitely many) others iterates of z, such that
– dC1(g0, g1) < /6,
– g1 coincides with g0 on the orbit of z, and
– for any i ∈ Z the map Dg1 is constant on a neighborhood of gi1(z) where it coincides
with Df(f i(p)).
We define K0 as the maximal invariant set in a neighborhood of
O(p) ∪ {gi1(z), i ∈ Z}.
Recall that Theorem 3.9 allows us to choose the perturbation so that it preserves the
homoclinic relation with an orbit O(q). The perturbations to linearize near O(p) and from
the two applications of Theorem 3.4 can be assumed to be sufficiently C1-small given the
heteroclinic connection betweenO(p) andO(q). Hence, these orbits are still homoclinically
related for g1.
Step 2. Stable and unstable homotheties. There exists a pi(x)-periodic point x ∈ K0
such that for any neighborhood Vx of O(x) there exists a diffeomorphism g2 satisfying the
following:
– dC1(g2, g1) < /3, and g2 = g1 on O(x) ∪ (M \ Vx),
– x and p belong to a horseshoe of g2 contained in V ,
– ∆+(g2, x) = ∆
+(f, p), ∆−(g2, x) = ∆−(f, p) and
– Dg
pi(x)
2 (x) is conjugate to Λ
s IdRk ⊗Λu IdRd0−k , where
k log Λs = pi(x)∆−(f, p) and (d0 − k) log Λu = pi(x)∆+(f, p).
Furthermore, if O(p) is homoclinically related to an orbit O(q) for f , then one can choose
g2 such that O(p) and O(q) are still homoclinically related.
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We will introduce a periodic point x ∈ K0 close to p with large period ` and build /6-
paths of linear perturbations (Ai(t))t∈[0,1], 1 ≤ i ≤ `, at O(x) such that the composition
A(t) = A`(t)◦ · · · ◦A1(t) is hyperbolic for each t. Then Theorem 3.5 will realize (Ai(1))`i=1
by a perturbation g2 of g1 so that Dg2(g
i
2(x)) = Ai(1) for each i while preserving the orbit
of x and the homoclinic relation of x to p. It remains to choose x and define the paths
(Ai(t)). We do it in three steps.
1. Equal modulus of all stable, resp. unstable, eigenvalues. The lack of strong dominated
splitting on the orbit of p and Theorem 3.7 gives a multiple n of the period of p and
paths t 7→ (Bj(t))1≤j≤n such that Bj(0) = Dg1(gj0(p)) and the final composition B(1) =
B(n) ◦ · · · ◦ B(1) has k stable eigenvalues with the same modulus and d0 − k unstable
eigenvalues with the same modulus. Moreover, the product of the moduli along the stable
and the unstable spaces are unchanged during the deformation. The stable moduli are
thus equal to exp(n∆−(f, p)/k) and the unstable ones to exp(n∆+(f, p)/(d0 − k)).
2. Simple eigenvalues with rational arguments. Using Proposition 3.6, one builds paths
(B¯j(t)), arbitrarily close to the paths (Bj(t)), and such that the composition B¯(1) =
B¯n(1) ◦ · · · ◦ B¯1(1) has simple eigenvalues, of the form λ = Λσeiθ, where θ is rational and
Λσ ∈ {Λs,Λu}.
3. Product of homotheties for a higher order periodic cocycle. We let a ≥ 1 be an integer
such that λa is real and positive for any eigenvalue λ of B¯(1), and consider a periodic point
x in K0 close to p whose period ` is a multiple of an. Note that by the construction of g1
we know that Dg1(g
i
1(x)) coincides with Dg1(g
i
1(p)) = Df(f
i(p)).
The corresponding paths (Aj(t)) = (B¯jmodn(t)) for 1 ≤ j ≤ ` are such that the
composition A(1) = A`(1) ◦ · · · ◦ A1(1) has a stable, real and positive eigenvalue with
multiplicity k and an unstable, real and positive eigenvalue with multiplicity d0 − k.
Moreover, it is a product of two homotheties.
Step 3. A homoclinic tangency. There exists an /3-perturbation g3 of g2 satisfying
properties 1, 2, 3 of Proposition 4.3.
Starting from the diffeomorphism g2 and its periodic orbit O = O(x), we use Theorem
3.9 and then 3.4 to perform an /6-perturbation which creates a homoclinic tangency z
for x whose orbit is contained in V and again linearizes the dynamics in a neighborhood
of the orbit of O(x). Furthermore, both perturbations keep the tangent map along O(x)
unchanged and the homoclinic relation to O(p). Also, the perturbation is supported in an
arbitrarily small neighborhood of O(x) that is contained in V .
Since Dg
pi(x)
2 (x) is a homothety along the stable and unstable spaces, there exists an
invariant decomposition E1⊕ · · ·⊕Ed0 into one-dimensional subbundles of TM above the
orbit of x such that E1 ⊕ · · · ⊕Ek coincides with the stable bundle, and Ek+1 ⊕ · · · ⊕Ed0
coincides with the unstable bundle.
One may assume that the intersection between the stable and unstable manifolds of x
at z is one-dimensional. One denotes by F the tangent line to this intersection at z. One
then chooses d0 − 1 lines F s1 , . . . , F sk−1, F u1 , . . . , F ud0−k−1, F ′ in TzM such that
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– F ⊕ F s1 ⊕ · · · ⊕ F sk−1 = TzW s(x),
– F u1 ⊕ · · · ⊕ F ud0−k−1 ⊕ F = TzW u(x), and
– F ⊕ F s1 ⊕ · · · ⊕ F sk−1 ⊕ F ′ ⊕ F u1 ⊕ · · · ⊕ F ud0−k−1 = TzM .
Using Theorem 3.4 near a finite piece of the forward orbit of z we perform a local
perturbation of g2 with the following properties.
– After a large positive iterate, the orbit of z remains in the linearizing chart and the
dynamics act on the forward iterates of the space F⊕F s1 ⊕· · ·⊕F sk−1 as a homothety.
Since SL(k,R) is connected, we can perturb the map so that after a large forward
iterate, the image of the spaces F, F s1 , . . . , F
s
k−1 coincide with E1, . . . , Ek respectively.
– The space F ′ ⊕ F u1 ⊕ · · · ⊕ F ud0−k−1 is transverse to the stable space at z, hence, it
converges under forward iteration to the unstable space. After a perturbation, a large
forward iterate sends this space on the unstable direction Ek+1⊕· · ·⊕Ed0 . Then the
tangent dynamics acts by homothety inside this space. Therefore, a perturbation
near finitely many further iterates will ensure that the spaces F ′, F u1 , . . . , F ud0−k−1
are eventually mapped on Ek+1, . . . , Ed0 respectively.
Thus, the splitting
F ⊕ F s1 ⊕ · · · ⊕ F sk−1 ⊕ F ′ ⊕ F u1 ⊕ · · · ⊕ F ud0−k−1
at z is eventually mapped to E1⊕ · · · ⊕Ed0 by any sufficiently large iterate. Working in a
similar way along the backward orbit, one can ensure that after a large backward iterate,
the splitting
F s1 ⊕ · · · ⊕ F sk−1 ⊕ F ′ ⊕ F u1 ⊕ · · · ⊕ F ud0−k−1 ⊕ F
is mapped on E1 ⊕ · · · ⊕ Ed0 .
Possibly after reducing W we know χ ◦ g ◦χ−1 is locally linear on its domain. One can
choose the coordinate axis {0}j−1 × R × {0}d0−j to be preserved and identified with Ej .
Theorem 3.4 gives an arbitrarily small perturbation at the finitely many iterates fn(z),
|n| ≤ `, for some large ` ≥ 1, such that the new diffeomorphism g3 satisfies: gn3 (z) ∈ W
for any n satisfying |n| ≥ ` and χ ◦ g2`3 ◦ χ−1 is linear in a neighborhood of g−`3 (z). By
construction:
– Dg3(f
j(z)) preserves each direction E1, . . . , Ed0 for |j| ≥ `.
– Dg2`3 (f
−`(z)) sends E1,. . . , Ed0 on E2,. . . , Ed0 , E1.
Setting τ = g−`3 (z) and m = 2` gives all the required properties.
Conclusion in the dissipative case. Note that the perturbations g2, g3 performed in the
last two steps are supported in a small neighborhood of O(x); hence, these perturbations
may be chosen to preserve a homoclinic relation between O(p) and another periodic point
q. By taking g = g3, Proposition 4.3 is now proved in the dissipative case.
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4.1.2 The conservative case
The volume-preserving case. In this setting, it is enough to use the volume-preserving
cases of Theorems 3.4, 3.5, 3.7, and 3.9 and to note that linear perturbations (of the dif-
ferential) can be made volume-preserving in an obvious way.
The symplectic case. When f preserves a symplectic form ω, only the last step has
to be modified. We denote d0 = 2d and the stable and unstable dimensions coincide:
k = d0 − k = d. We refer to Section 2 for standard definitions and basic results about
symplectic linear algebra.
Let us choose any line F ′ transverse to TzW s(x) + TzW u(x).
Lemma 4.4. One can choose F s1 , . . . , F
s
d−1, F
u
1 , . . . , F
u
d−1 such that the planes F ⊕ F ′,
F s1 ⊕ F u1 ,. . . , F sd−1 ⊕ F ud−1 are symplectic and ω-orthogonal to each other.
Proof. Note that TzW
s(x) and TzW
u(x) are both Lagrangian spaces which do not contain
F ′. Consequently the symplectic complement (F ′)ω of F ′ contains neither TzW s(x) nor
TzW
u(x). Note also that Fω contains, hence coincides with, TzW
s(x) + TzW
u(x); in
particular, (F ′)ω is transverse to F . The spaces
Hs := (F ′)ω ∩ TzW s(x) and Hu := (F ′)ω ∩ TzW u(x)
thus satisfy: TzW
s(x) = F ⊕Hs and TzW u(x) = F ⊕Hu. One then inductively chooses
d− 1 lines F s1 , . . . , F sd−1 which span Hs and d− 1 lines F u1 , . . . , F ud−1 which span Hu: one
first takes F s1 ⊂ Hs and F u1 ⊂ Hu such that F u1 is transverse to (F s1 )ω; the plane F u1 ⊕F s1
is thus symplectic. One then repeats the construction replacing Hs and Hu by Hs∩(F u1 )ω
and Hu ∩ (F s1 )ω.
Since Es(x) and Eu(x) are two transverse Lagrangian spaces, one can choose the
decomposition E1⊕ · · · ⊕E2d such that each plane Ei⊕Ei+d, 1 ≤ i ≤ d is symplectic and
ω-orthogonal to the other ones. After a large iterate, F ⊕ F s1 ⊕ · · · ⊕ F sd−1 is mapped on
the stable space Es(x) and F ′⊕F u1 ⊕ · · ·⊕F uk−1 is sent to a Lagrangian space close to the
unstable space Eu(x). After composing by a symplectomorphism close to the identity, the
second space is sent to Eu(x) and the first still coincides with Es. Indeed if A is a linear
map whose restriction to Es(x) is the identity and which sends F ′ ⊕ F u1 ⊕ · · · ⊕ F uk−1 to
Eu(x), then writing that these spaces are Lagrangian gives that A is symplectic.
The connected component of the identity of the group of symplectic maps which pre-
serve the Lagrangian space Es(x), Eu(x) acts transitively on the decompositions of Es(x)
(one can identify Es(x)⊕Eu(x) with the decomposition Rd×Rd endowed with the standard
symplectic form, then any product A = BT × B−1, where B ∈ GL(d,R) is symplectic).
Recall also that Dg2(x) acts as a homothety along the space E
s(x). One can thus decom-
pose A as a product of linear maps close to the identity and realize it along an arbitrarily
large piece of the orbit. Hence, we obtain symplectic perturbations at finitely many for-
ward iterates ensuring that the decomposition F ⊕ F s1 ⊕ · · · ⊕ F sd−1 is eventually mapped
23
J. Buzzi, S. Crovisier, T. Fisher
to E1 ⊕ · · · ⊕ Ed as required. Note that the image of F ′ is in the symplectic complement
of E2 ⊕ · · · ⊕ Ed, hence coincides with Ed+1. With the same argument one checks that
the already chosen perturbation must send the decomposition F ′ ⊕ F u1 ⊕ · · · ⊕ F ud−1 to
Ed+1 ⊕ · · · ⊕ E2d.
One perturbs similarly along the backward orbit so that
F s1 ⊕ · · · ⊕ F sd−1 ⊕ F ′ ⊕ F u1 ⊕ · · · ⊕ F ud−1 ⊕ F
is mapped on E1 ⊕ · · · ⊕E2d as before. This concludes the proof of Proposition 4.3 in the
symplectic case.
4.2 The horseshoe
We now prove Theorem 4.1 by constructing the horseshoe with the desired entropy. Let
d0, C,  and f ∈ Diff1(M) be as in the statement. Fixing integers N and T as in Propo-
sition 4.3 we let O(p) be a T,N -weak periodic orbit, and let V be a neighborhood of
O(p).
Let g ∈ BC1(f, /2) be the perturbation and O be the hyperbolic periodic orbit given
by Proposition 4.3. Using Theorem 3.5, one can slightly increase ∆(O) by an arbitrarily
small perturbation so that ∆(O) > ∆(O(p)). This compensates for the arbitrarily small
loss encountered when converting exponents to entropy. Furthermore, this can be done
while keeping the homoclinic tangency and the given homoclinic relations. The properties
stated in Proposition 4.3 are still satisfied with the chart χ : W → Rd0 , the coordinate
axis Ej := Rj−1 × R× {0}d0−j , the homoclinic point τ and the integer m.
The proof of Theorem 4.1 will be concluded by applying the following proposition.
Using a sufficiently small C1-perturbation, one preserves any finite number of homoclinic
relations between O and other periodic orbits.
Proposition 4.5. Given g ∈ Diff1(M), ′ > 0, a hyperbolic periodic orbit O, a chart
χ : W → Rd0 with O ⊂W , a homoclinic point τ of O and m ≥ 1 satisfying items 1, 2, 3 of
Proposition 4.3, there exist an (′,W,O)-perturbation h of g and a (linear and conformal)
horseshoe K in the ′-neighborhood of O ∪ orbit(τ) such that htop(h,K) ≥ ∆(g,O) − ′
and K and O are homoclinically related. Moreover, the perturbation preserves a volume
or symplectic form if g does.
Proof. By increasing m, one can assume that τ and gm(τ) belong respectively to the
unstable manifold and the stable manifold of the same point of the orbit O. We denote
by k the number of negative exponents of O.
Our construction will depend on parameters ρ, η > 0, `, n, L ∈ N. We will specify a
rectangle R close to gn+m(τ) and a perturbation supported near gn+m−1(τ), gm−1(τ) and
g−n−1(τ) performing:
– L oscillations near gm−1(τ) creating the horseshoe and
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– small shears near g−n−1(τ) and gn+m−1(τ) making map g`+m+2n linear on the horse-
shoe.
More precisely, we choose first a small number ρ > 0 (only depending on g) controlling
the C0-size of the perturbation, then η > 0 small enough and a large integer multiple n of
pi(O) in order to make the C1-size of the perturbation smaller than ′. Also the diameter δ
of R will be directly related to n. At last, one chooses large integers ` (a multiple of pi(O))
and L in order to control the size of the iterates of R and the entropy of the horseshoe.
The rectangle R. We pick a point zs arbitrarily close to gm+n(τ) whose iterates gj(zs),
0 ≤ j ≤ `, belong to W and such that g`+n(zs) is arbitrarily close to τ . Observe that
z˜s := g`+2n+m(zs) is close to zs, exponentially in `.
Let λ1 ≤ · · · ≤ λd0 be the Lyapunov exponents of O: the linear map which coincides
with χ ◦ g ◦ χ−1 near O expands Ei by a factor eλi . The linear map which coincides with
χ◦gm ◦χ−1 near τ sends the axis Ei to Ei+1 and expands it by some factor µi. We choose
the scale
δ = C−1e(λ1+λd0 )nρ,
where C > 0 only depends on g and bounds max(|µi|, |µi|−1).
Then, for i = 1, . . . , d0, one defines the following:
– Λi := µie
(`+n)λi+nλi+1 (indices to be understood modulo d0),
– δi := Λ1 · · ·Λi−1 · δ for i = 1, . . . , k (in particular δ1 := δ),
– δi := (Λi · · ·Λd0)−1 · δ for i = k + 1, . . . , d0, and
– R := χ(zs) +Q(δ1, . . . , δd0) where Q(δ1, . . . , δd0) :=
∏d0
i=1[−δi, δi].
Hence Λ1, . . . ,Λk, Λ
−1
k+1, . . . ,Λ
−1
d0
, are exponentially small in ` and δi ≤ δ for all i.
As δ is small enough (though independent of `), the `+ n first iterates of χ−1(R) are
contained in W and the last one of these, very close to τ , is contained in the linearization
domain of χ ◦ gm ◦ χ−1. The form of g near p and of gm near τ implies that
(χ ◦ g`+m+2n ◦ χ−1)(R) = χ(z˜s) +Q(Λd0δd0 ,Λ1δ1, . . . ,Λd0−1δd0−1).
Remark that Λiδi = δi+1 for i 6= k, and Λkδk = Λ1 . . .Λk · δ = Λ1 . . .Λd0 · δk+1. These
numbers are all less than δ.
The construction. The perturbation of g will be given as h = ψ ◦ g where ψ coincides
with the identity outside the ρ-neighborhoods of g−n(τ), gm(τ), gn+m(τ). One will con-
sider the coordinates defined by χ and centered at zs, g`(zs), g`+n(zs), g`+n+m(zs) and z˜s
respectively. Let (a1, . . . , ad0) = χ(z
s)− χ(z˜s).
We fix once and for all a smooth map Φ: R→ R such that
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– Φ(x) = 0 for x ≤ −1/2 or x ≥ L− 1/2,
– Φ(x) = x for |x| ≤ 1/4,
– Φ(x+ j) = Φ(x) for x ∈ [−1/2, 1/2] and j = 0, 1, . . . , L− 1.
Note that its C0 and C1 sizes do not depend on the choice of L.
On the ball B(g−n(τ), ρ), the map ψ creates a first shear: denoting by (xi) the coordi-
nates of a point x, and by (x′i) the coordinates of the image x
′ = ψ(x), the map is defined
with the following formulas:
x′i = xi if i 6= d0 and x′d0 = xd0 + η−1en(λk−λd0 )
µk
µd0
.xk. (4)
On the ball B(gm(τ), ρ), we define the oscillations by defining ψ through:
x′i = xi if i 6= k + 1 and x′k+1 = xk+1 − ηe−nλ1
δ
L
Φ
(
enλ1
Lx1
δ
)
. (5)
Finally, on B(gn+m(τ), ρ) we create a second shear by defining ψ through:
x′i = xi + ai if i 6= 1 and x′1 = x1 + η−1en(λ1−λk+1) · xk+1 + a1. (6)
These three maps are isotopic to the identity and can be chosen conservative.
We ensure that the C1-size of the perturbation is less than ′ by taking η small and
then n large. Note that these choices are independent of ` and L. We pick an integer L
within a constant factor of the following upper bound:
L <
η
8
en(λk+1−λ1) min(Λ−11 · · ·Λ−1k ,Λk+1 · · ·Λd0). (7)
Figure 2 represents the rectangle R and its images by the perturbation g.
Localization of the iterates of R. Observe that the iterates of the rectangle R remain
small. More precisely, all gj(R), for 0 ≤ j < ` + n, lie in the linearization domain and
g`+n(R) lies in the domain of eq. (4) since, for all 0 ≤ j ≤ `
χ(gj(R)) = χ(gizs) +Q(eλ1jδ1, . . . , e
λd0jδd0) ⊂ B(χ(gjzs), ρ). (8)
Indeed, eλijδi ≤ δ except possibly for i = d0 where
eλd0jδd0 = e
λd0jΛ−1d0 δ ≤ µ−1d0 e−(λ1+λd0 )nδ ≤ ρ.
In order to control the perturbation given by eq. (4), note that
eλk`δk/e
λd0`δd0 = e
λk`Λ1 . . .Λk−1 · Λd0e−λd0` = eλk`Λ1 . . .Λk−1µd0e(λd0+λ1)n
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e1
e2
e3
gℓ+n
gn+m
1
Figure 2: The rectangle R and its images by g`+n and g`+2n+m when d0 = 3 and k = 2.
One face (together with its images) is shaded gray.
is exponentially small in `. Since ` is large once n has been fixed, the scale of g`(R) along
the kth-direction is much smaller than scale along the dth0 direction. Hence, the above
inclusion (8) extends to 0 ≤ j ≤ `+ n+m.
Let (xi) be the coordinates of some point x in R. Then the coordinates (yi) of
hm+n+`(x) = gm+n ◦ ψ ◦ g`(x) near g`+n+m(zs) are
y1 = µd0e
λd0 (n+`)xd0 + η
−1µkeλk(`+n)xk and
yi = µi−1eλi−1(n+`)xi−1 (i 6= 1).
(9)
Note that, in eq. (5) we have
Φ(enλ1Ly1/δ) = (e
nλ1L/δ)y1 − j
if |enλ1(L/δ)y1 − j| ≤ 1/4 for some j ∈ {0, . . . , L− 1}. This holds in particular if∣∣∣∣Lδ Λd0xd0 − j
∣∣∣∣ < 1/8 for some j ∈ {0, . . . , L− 1}. (10)
Indeed from (7), the quantity |enλ1 Lδ .η−1µkeλk(`+n)xk| is bounded by
eλ1n
L
δ
η−1Λke−λk+1n · δk < 1
8δ
(Λ1 · · ·Λk)−1 · Λk(Λ1 · · ·Λk−1δ) = 1
8
.
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Arguing as before, gj(h`+n+m(R)) has diameter smaller than ρ for 0 ≤ j ≤ n.
Under condition (10), the coordinates (zi) of h
`+m+2n(x) = ψ ◦ gn ◦ ψ(y) satisfy,
z1 = η
−1e−(λk+1−λ1)nΛkxk + jδ/L
zk+1 = −ηe(λk+1−λ1)n(Λd0xd0 − jδ/L)
zi = Λi−1xi−1 (i 6= 1, k + 1).
(11)
Under condition Λd0xd0 < −δ/2L, then the last term in eq. (5) vanishes and the coordi-
nates (zi) are given by:
z1 = Λd0xd0 + 2η
−1e−(λk+1−λ1)nΛkxk
zi = Λi−1xi−1 (i 6= 1).
(12)
Dynamics of the construction. For each j ∈ {0, . . . , L−1} we define the subrectangle
Rsj := χ(z
s) +
d0−1∏
i=1
[−δi, δi]×
[
(j − 1/8)
L
δd0 ,
(j + 1/8)
L
δd0
]
⊂ R.
In particular, the condition (10) is satisfied and h`+m+2n|Rsj is given by eq. (11). Its image
is therefore the rectangle
Ruj := χ(z
s) +
(
jδ1
L
+ [−δ′1, δ′1]
)
×
d0∏
i=2
[−δ′i, δ′i],
where δ′i = Λi−1δi−1 = δi for i 6∈ {1, k + 1} and
δ′1 = η
−1en(λ1−λk+1)Λkδk, δ′k+1 =
η
8L
en(λk+1−λ1)δ1.
The condition (7) ensures that δ′1 <
δ
8L and that δ
′
k+1 > δk+1.
Observe that the space Rk×{0} (resp. {0}×Rd0−k) is invariant and contracted (resp.
expanded). Hence the subrectangles Rsj of R (with full stable length) have images which
intersect R as subrectangles of R with full unstable length. One deduces that the maximal
invariant set of h in
`+m+2n−1⋃
i=0
hi(Rs0 ∪ . . . RsL−1)
is a horseshoe K with topological entropy htop(h,K) = log(L)/(`+m+ 2n).
Remember that ` can be taken arbitrarily large, while keeping η,m, n fixed, and that
L has been taken within a constant factor of the bound in (7). One thus sees that the
topological entropy of the horseshoe K is arbitrarily close to ∆(g,O).
Let us check the positions of the stable and unstable manifolds near gn+m(τ). We use
the coordinates χ (centered at the fixed point zs).
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– The local component of W s(O) at gm+n(τ) is a preimage of some local stable man-
ifold at O, hence it it does not depend on ψ (because of its support).
– The segment defined by −δ < x1 < −δe−nλ1/2L, xi = 0 for i 6= 1 in the coordinates
centered at gn+m(τ), is contained in the image by hm+2n+1 of a segment of W u(O)
centered at g−n−1(τ) (see the definition of Φ).
– The segments defined by −δ < x1 < δ, xi = cte, i 6= 1, in the coordinates centered
at zs, and which meet K are contained in W
s(K) since they are mapped to stable
segments in Rsj for some j.
– The segments defined by − 910δ < x1 < −35δ/L with constant xi (i 6= 1), in the
coordinates centered at zs, which are included in the image by h
`+m+2n of unstable
line segments through R parallel to d0-axis meeting K are contained in W
u(K).
Observe that the intersection of the horseshoe K with R (near gm+n(τ)) is contained in
the domain where x1 > −δ/L. Moreover, to create the intersections between W s(O) and
W u(K), resp. W u(O) and W s(K), we see that we need to push W u(K), resp. W u(O), by
an amount exponentially small in `. Thus we can use a perturbation with support of size
δ/3 near the point with coordinate x1 =
δ
2 , independent of `. Hence its C
1-size can be
made arbitrarily small. InsideR, this perturbation modifies the stable segments introduced
above but not the unstable ones, allowing the creation of the transverse intersections.
Consequently, for the diffeomorphism h, the set K and the orbit O are homoclinically
related. This concludes the proof of Proposition 4.5 and Theorem 4.1.
4.3 Hausdorff dimension
We explain how the construction proving Theorem 4.1 can yield a horseshoe with a large
Hausdorff dimension in a C1-robust way. This will lead to the proof of Theorem 7 in
Section 8.3.
Proposition 4.6. In the setting of Theorem 4.1, if ∆(f, p) = ∆+(f, p), the horseshoe K
can be assumed to have Hausdorff dimension dimH(K) larger than the unstable dimension
of p. Also, the diffeomorphism g is a continuity point of the map h 7→ dimH(Kh), where
Kh is the hyperbolic continuation of K for diffeomorphisms h that are C
1-close to g.
Proof. In the constructions in the proof of Theorem 4.1, the diffeomorphism g is affine
in a neighborhood of K (using the chart χ). Hence it is conformal along the stable
and the unstable directions. The Hausdorff dimension is then equal to ds + du where
ds = htop(g|K)/|λs| and du = htop(g|K)/|λu|. Here λu is the Lyapunov exponent in
the unstable directions and is close to ∆+(f, p)/(d0 − k) and λs is the Lyapunov ex-
ponent in the stable direction and is close to ∆−(f, p)/k, see [54, Theorem 22.2]. As
htop(g|K) ≥min(∆−(g, p),∆+(g, p)),
du ≥ ∆+(g, p)/|λu| = d0 − k and ds > 0.
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Thus dimH(H(p, g)) ≥ dimH(K) > d0 − k, which is the claim for g.
In order to prove the second assertion of the statement, one considers for each diffeo-
morphism h that is C1-close to g, the (unique) homeomorphism φ close to the identity
which conjugates (K, g) with (Kh, h). The following claim will imply that dimH(K)α ≤
dimH(Kh) ≤ dimH(K)/α and hence the continuity.
Claim. φ and φ−1 are Ho¨lder with an exponent α ∈ (0, 1) arbitrarily close to 1 as h gets
closer to g.
Indeed, the distance d(x, y) between two points x, y in K (or Kh) is equivalent to
max(d(x, [x, y]), d(y, [x, y])), where [x, y] = W sloc(x) ∩W uloc(y) is the local product. Hence
it suffices to prove that the restriction of h, h−1 the local stable and unstable manifolds is
Ho¨lder with an exponent α close to 1. This property has been proved in [53] for horseshoes
on surfaces, but the same proof extends in any dimension when the horseshoe is conformal.
In our case, it is enough to note that for any  > 0 close to 0, if h is close enough to g, then
the distance inside the local unstable manifolds increases after n iterates by a factor in
[exp(n(λu−)), exp(n(λu+))] and the distance inside the local stable manifolds decreases
by a factor in [exp(n(λs − )), exp(n(λs + ))].
5 Entropy formulas
In this section we prove Theorem 1 and its Corollaries 1.1 and 1.2. These results con-
cern various ways to compute the entropy for generic maps in Eω(M) and the dynamical
consequences.
5.1 Periodic points and horseshoes
We first prove the items (i) and (ii) of Theorem 1, relating the topological entropy to that
of horseshoes and to the exponents of the periodic orbits. From Ruelle’s inequality we
know for any f in Diff1(M) and any µ ∈ Perg(f) that
h(f, µ) ≤
dim(M)∑
i=1
λ+i (µ).
Applying this result to f and f−1, one gets h(f, µ) ≤ ∆(f, µ). The variational princi-
ple then gives htop(f) ≤ supµ∈Perg(f) ∆(f, µ). Combined with the ergodic closing lemma
(Corollary 3.12), one obtains:
Lemma 5.1. For any f in a dense Gδ subset of Diff
1
ω(M),
htop(f) ≤ sup
p∈Per(f)
∆(f, p).
Clearly for any diffeomorphism we have
sup
horseshoe K
htop(f,K) ≤ htop(f).
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The two first items of Theorem 1 follow from these inequalities and from the next results.
Lemma 5.2. The map f 7→ ∆(f) := supp∈Per(f) ∆(f, p) defined over Diff1ω(M) has a
dense Gδ subset of continuity points. The same holds over Diff
1(M).
Proof. The following proof applies to both the dissipative and conservative settings. For
any a ∈ Q, let U+a (resp. U−a ) be the set of diffeomorphisms f such that for any g that is
C1-close to f , one has ∆(g) > a (resp. ∆(g) < a). Franks’ Lemma (Theorem 3.4) implies
that any f such that ∆(f) ≥ a lies in the closure of U+a . Hence U−a ∪ U+a is open and
dense in Eω(M).
Lemma 5.3. For any f in a dense Gδ subset of Eω(M) we have
∆(f) = sup
p∈Per(f)
∆(f, p) ≤ sup
horseshoe K
htop(f,K).
Proof. There exists a dense set of diffeomorphisms f0 which belong to the intersection of
the sets G1,G2,G3 ⊂ Eω(M) defined as follow.
1. f ∈ G1 if it is a continuity point of ∆ over Eω(M).
2. f ∈ G2 if any periodic orbit O is hyperbolic, and if its homoclinic class H(O) is the
whole manifold M . From [9, 5], it contains a dense Gδ subset of Eω(M).
3. f ∈ G3 if for any hyperbolic periodic orbit O and any  > 0, there exists a periodic
orbit O′ which is -dense in H(O) and whose collection of Lyapunov exponents is
-close to the Lyapunov exponents of O. It is dense in G2; indeed, there exists a
horseshoe containing O that is /2-dense in H(O); then one applies Corollary 3.12.
Let us fix a neighborhood U of f0 and consider the integers T,N given by Theorem 4.1.
For  > 0 small, one chooses a periodic orbit O such that ∆(f0, O) > ∆(f0) − /3. Since
f0 ∈ G2 ∩G3, one can replace O by a periodic orbit which is -dense in H(O) = M . Hence
it has a large period and (since f0 ∈ Eω(M)), it does not have an N -dominated splitting.
Theorem 4.1 yields a diffeomorphism g in U having a horseshoe K whose topological
entropy is larger than ∆(f0) − /2. This property is open. Since f0 ∈ G1, one gets a
non-empty open set of diffeomorphisms g close to f0, having a horseshoe K such that
htop(g,K) > ∆(g)− . (13)
Taking the intersection of the sets of diffeomorphisms satisfying (13) for each  = 1/n,
yields the required dense Gδ set.
Remark 5.4. The first two items of Theorem 1 can be strengthened:
For any δ > 0, one can restrict the supremum in item (i) to horseshoes K with dynamical
diameter smaller than δ, i.e., admitting an invariant partition K := K1 ∪ · · · ∪ K` into
compact subsets with diameters smaller than δ.
31
J. Buzzi, S. Crovisier, T. Fisher
One can restrict the supremum in (ii) to periodic orbits with period larger than δ−1.
Indeed, in the proof of Lemma 5.3, starting with a initial periodic orbit O, one can
find O′ arbitrarily dense in M and K contained in an arbitrarily small of O′ such that
∆(O′) and htop(K) are larger than ∆(O) − . In particular, O′ has large period and K
has small diameter.
5.2 Continuity, stability
We now prove Corollaries 1.1 and 1.2.
Proof of Corollary 1.1. From item (i) of Theorem 1 and Lemma 5.2, there exists a dense
Gδ set of diffeomorphisms f ∈ Eω(M) satisfying:
(a) htop(f) = sup{htop(f,K) : K horseshoe of f} = ∆(f).
(b) f is a continuity point of g 7→ ∆(g).
From (a), a generic f ∈ Eω(M) is a point of lower semicontinuity for the topological
entropy by structural stability of horseshoes.
Let  > 0. Let us consider a sequence fn → f and ergodic measures µn for fn with
h(fn, µn) > htop(fn) − /4. Man˜e´’s ergodic closing lemma (Theorem 3.11) gives a C1-
perturbation f˜n of fn and a hyperbolic periodic orbit On with exponents close to those of
µn. Using Ruelle’s inequality, one gets
∆(f˜n, On) ≥ ∆(fn, µn)− /4 ≥ h(fn, µn)− /4 ≥ htop(fn)− /2.
From (a) and (b), one also has
htop(f) + /2 = ∆(f) + /2 ≥ ∆(f˜n) ≥ ∆(f˜n, On).
All these inequalities together give the upper semi-continuity of the topological entropy
at f and conclude the proof of Corollary 1.1.
Proof of Corollary 1.2. Theorem 1 provides a dense Gδ subset G ⊂ Eω(M) on which the
entropy is equal to ∆. Now, any f ∈ Eω(M) can be perturbed to f1 ∈ G and Franks’
Lemma (Theorem 3.4) yields a further perturbation f2 for which, robustly, ∆(f2) > ∆(f1).
Choosing f2 ∈ G yields htop(f2) 6= htop(f1).
5.3 Submultiplicative entropy formula
We now prove item (iii) of Theorem 1, expressing the entropy as the maximum growth
rate of the Jacobian. We consider any C1-diffeomorphism f of a compact, d0-dimensional,
Riemannian manifold M and for each integer 0 ≤ k ≤ d0, define
σk(f) := lim
n→∞ supE∈Grassk(TM)
1
n
log Jac(fn, E). (14)
We first state some elementary properties.
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Lemma 5.5. The following hold for any f ∈ Diff1(M):
1. σ0(f) = 0 (and σd0(f) = 0 if f is conservative).
2. The limit defining σk(f) exists and
σk(f) = inf
n≥1
sup
E∈Grassk(TM)
1
n
log Jac(fn, E)
= sup
E∈Grassk(TM)
inf
n≥1
1
n
log Jac(fn, E).
(15)
3. Each map f 7→ σk(f) is upper semicontinuous in the C1 topology. More precisely,
for any f and any α > 0, there exists N1, such that for every 1 ≤ k ≤ d0, every g
C1-close to f we have
∀n ≥ N1, ∀E ∈ Grassk(TM), log Jac(gn, E) ≤ (σk(f) + α)n. (16)
Proof. The first item is obvious. Note that(
sup
E∈Grassk(TM)
Jac(fn, E)
)
n≥1
is submultiplicative. This gives the convergence in the definition of σk and first equality
of the second item. The second equality in eq. (15) is a consequence of the continuity of
E 7→ Jac(fn, E) over the compact space Grassk(TM). The last item is again a consequence
of the submultiplicativity and of the continuity of (g,E) 7→ Jac(g,E).
We now relate σk(f) to Lyapunov exponents. For µ ∈ Perg(f) we define
σk(f, µ) :=
d0∑
j=d0−k+1
λj(f, µ).
We also use the notation σk(f,O) for a periodic orbit O.
Note that if µ has i nonnegative Lyapunov exponents and thus d0 − j negative ones,
we have ∆(f, µ) = min(σi(f, µ), σj(f
−1, µ)). One deduces:
∆(f, µ) = max
k
min(σk(f, µ), σd0−k(f
−1, µ)).
Lemma 5.6. The following functions are upper semi-continuous: (f, µ) 7→ σk(f, µ),
(f, µ) 7→ ∆(f, µ) and f 7→ supν∈Perg(f) ∆(f, ν) where f ∈ Diff1(M).
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Proof. Oseledets theorem implies that, for f ∈ Diff1(M) and µ ∈ P(f),
σk(f, µ) = inf
n≥1
∫
M
1
n
log sup
E∈Grassk(TxM)
J(fn, E) dµ.
This integral is a bounded, continuous function of (f, µ). The upper semicontinuity of
(f, µ) 7→ σk(f, µ) follows.
The function (f, µ) 7→ ∆(f, µ) is upper semicontinuous because this property is stable
by taking maximum or minimum over finite families.
Finally, let fn → f . Pick µn ∈ P(fn) with ∆(fn, µn) > supν∈Perg(fn) ∆(fn, ν) − 1/n.
By compactness, we can assume that (µn) converges to some µ ∈ P(f) and get, from the
semicontinuity of (f, µ) 7→ ∆(f, µ):
lim sup
n
sup
ν∈Perg(fn)
∆(fn, ν) = lim sup
n
∆(fn, µn) ≤ ∆(f, µ) ≤ sup
ν∈Perg(f)
∆(f, ν).
Lemma 5.7. For all f ∈ Diff1(M) and 0 ≤ k ≤ d0, we have
σk(f) = sup
µ∈Perg(f)
σk(f, µ).
Proof. Let µ ∈ Perg(f). Applying the Oseledets theorem at µ-almost every point x, one
finds a k-dimensional subspace of TxM whose volume grows at the rate given by the k
strongest exponents of µ. Hence:
σk(f, µ) = sup
E∈Grassk(TxM)
1
n
log Jac(fn, E) ≤ σk(f). (17)
For the converse inequality, on the compact metric space X := Grassk(TM) one consid-
ers the homeomorphism fk : E 7→ Df(E) and the continuous function φk : E 7→ log Jac(f,E).
Note the obvious factor map pik : (Grassk(TM), fk)→ (M,f). By a well-known argument,
one gets:
σk(f) = lim
n→∞
[
max
E∈X
(
1
n
n−1∑
i=0
φk(f
i
k(E))
)]
= sup
ν∈Perg(fk)
ν(φk).
Let ν ∈ Perg(fk). The measure µ = (pik)∗(ν) belongs to Perg(f). The ergodic theorem
gives x ∈M satisfying (17) and E0 ∈ Grassk(TxM) such that
ν(φk) = lim
n→∞
1
n
log Jac(fn, E0)
≤ sup
E∈Grassk(TxM)
lim
n→∞
1
n
log Jac(fn, E) = σk(f, µ).
This implies σk(f) ≤ supµ∈Perg(f) σk(f, µ).
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Finally, we show the following generic formula, which immediately implies item (iii) of
Theorem 1.
Proposition 5.8. For f in a dense Gδ subset of Diff
1
ω(M)
∆(f) = max
0<k<d0
σk(f). (18)
Notice that we do not assume that there is no dominated splitting, and also that this
formula fails on some obvious open sets in Diff1(M).
Proof. Let f ∈ Diff1ω(M) be generic. As f is conservative we know
∆(f) = sup
O
∆(f,O) = sup
O
max
0<k<d0
σk(f,O).
By Corollary 3.12 any µ ∈ Perg(f) is approximated by periodic orbits O with arbitrarily
close Lyapunov exponents and thus we have
sup
O
σk(f,O) ≥ sup
µ∈Perg(f)
σk(f, µ).
As any periodic orbit defines an ergodic invariant measure, this is in fact an equality.
Together with Lemma 5.7 we have
∆(f) = max
0<k<d0
sup
µ∈Perg(f)
σk(f, µ) = max
0<k<d0
σk(f).
6 No measures of maximal entropy
In this section we prove Theorem 2.
6.1 A concentration phenomenon for high entropy measures
For x ∈ M , f ∈ Diff(M),  > 0 and N ≥ 1, corrected from (n, ) the (N, )-Bowen ball
around x is
Bf (x, ,N) := {y : ∀ 0 ≤ k < N, d(fk(x), fk(y)) < }.
Proposition 6.1. Consider any function ϕ : N → N and fix , α ∈ (0, 1). Then for any
f0 in a dense subset of Eω(M), there exist a constant δ > 0 and a finite set X ⊂ M such
that, for any f ∈ Eω(M) close to f0 and any ergodic measure µ for f , we have
h(f, µ) > htop(f)− δ =⇒ µ
(
M \
⋃
x∈X
Bf (x, , ϕ(#X))
)
< α. (19)
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Proof. From Theorem 1 and Corollary 1.1 there exists a dense Gδ subset R ⊂ Eω(M) of
diffeomorphisms g such that
– g is a continuity point of htop, and
– htop(g) = maxk σk(g) = ∆(g).
Before stating the main perturbation lemma, we need the following fact and number
C0 > 0. For any z ∈M and any linear spaces L,L′ ⊂ TzM having equal dimensions, there
exists a linear map D on TzM such that D(L) = L
′. In the symplectic case, if L,L′ are
Lagrangian, then one can choose D symplectic with ‖D‖, ‖D−1‖ ≤ C0 for some uniform
constant C0 > 0, see Proposition 2.1. In the dissipative or volume-preserving case, one
can choose D orthogonal and set C0 ≥ 1.
Lemma 6.2. For any g ∈ R, any η in some interval (0, η0(g)), any δ > 0, and any
periodic saddle O for g, there exists N0 ≥ 0 with the following property.
For any ρ > 0, there is an f0 ∈ R that is η-close to g and satisfies:
1. f0 is arbitrarily C
1-close to g outside the ρ-neighborhood of O;
2. htop(f0) ≥ ∆(g,O) + 110C20 (‖Dg‖+‖Dg−1‖)η; and
3. for any 0 ≤ k ≤ d0, any E ∈ Grassk(TM), and any n ≥ N0,
log | Jac(fn0 , E)| ≤ (htop(f0) + δ)n.
Proof. We pick η0(g) > 0 small enough so that ‖Df‖∞ ≤ 2‖Dg‖∞ and ‖Df−1‖∞ ≤
2‖Dg−1‖∞ for all f which are η0(g)-close to g. The proof requires several steps.
Control of the C1-size and of the entropy (items 1 and 2). Let
b =
η
8C20 (‖Dg‖+ ‖Dg−1‖)
.
For each point x ∈ O, there exists a linear map C : TxM → Rd0 which sends the stable
space Es(x) to RdimEs(x) × {0}d0−dimEs(x), and satisfies ‖C‖, ‖C−1‖ ≤ C0. We introduce
:
Ux = C
−1 ◦ exp
(−b/dim(Es) 0
0 b/dim(Eu)
)
◦ C
(a homothety on Es). We note that ‖Ux◦Dg(x)−Dg(x)‖ and ‖(Ux◦Dg(x))−1−(Dg(x))−1‖
are bounded by 2bC20 max(‖Dg‖, ‖Dg−1‖). Let η := 8bC20 (‖Dg‖+ ‖Dg−1‖) and V be the
ρ-neighborhood of O. The Franks lemma (Theorem 3.4) yields a (η/2, V,O)-perturbation
h with Dh(x) = UxDg(x) for all x ∈ O. In particular, ∆(h,O) = ∆(g,O) + b. One then
chooses f0 ∈ R arbitrarily close to h. We have htop(f0) = ∆(f0) ≥ ∆(g,O) + 8b/10. This
gives the two first items of the lemma.
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Intermediate constructions. The third item requires a more precise construction. For
that we need to introduce some preliminary objects for each 0 ≤ k ≤ d0.
– An integer N1 such that (see (16)) for any diffeomorphism f C
1-close to g, any
E ∈ Grassk(TM), and any n ≥ N1,
log | Jac(fn, E)| < (max
k
σk(f) + δ/3)n. (20)
– A diffeomorphism G on the tangent bundle TOM , defined as follow. Let Vr be
the union of the r-balls at the origin in each TxM , x ∈ O. Then one can find a
diffeomorphism G of TOM and 0 < r1 < 1 < r2 <∞ such that:
(a) G coincides with Dg(x) outside the unit balls of each space TxM , x ∈ O, and
with UxDg(x) on Vr1 ∩ TxM ,
(b) G is η/2-close to Dg|O, and
(c) if ‖u‖ ≥ r2, then ‖Gn(u)‖ ≥ 1 for all n ≥ 0 or all n ≤ 0.
Let Λ be the maximal invariant set of G in Vr2 . Property (c) implies that any orbit
segment for G can be split into at most three subsegments contained in Vr2 or outside
of V1. Applying this to arbitrarily long orbit segments, we obtain that σk(G) is well
defined and satisfies:
σk(G) = max(σk(G|Λ), σk(Dg|O)) = σk(G|Λ).
– An integer N2 such that (see Lemma 5.5) for any E ∈ Grassk(TM) and n ≥ N2,
log | Jac(Gn, E)| < (σk(G) + δ/3)n. (21)
Construction of f0. The map f0 is obtained as follow:
1. Linearization. Theorem 3.4 gives a diffeomorphism g′ which is linear in a small
neighborhood of O and arbitrarily C1-close to g.
2. Deformation. The dynamics of g′ near O may be identified with the linear cocy-
cle Dg over the tangent bundle TOM . One chooses R > 0 small and one defines
the perturbation h of g by replacing g′ in a small neighborhood of O by the dif-
feomorphism GR : z 7→ RG(R−1z). In particular h preserves a set ΛR = R.Λ and
σk(h|ΛR) = σk(G|Λ). Note also that the Jacobians are not modified after conjugacy
by an homothety and GR still satisfies (21).
3. Genericity. As in the first step of the construction, one then approximates h by a
diffeomorphism f0 ∈ R. One can require that ∆(f0) ≥ maxk σk(h) for each k. In-
deed, one can consider a measure µ ∈ Perg(h) and k such that σk(h, µ) approximates
maxk σk(h). One then applies Theorems 3.11 and 3.9 to get a diffeomorphism h
′
satisfying ∆(h′) > maxk σk(h) and one chooses f0 close to h′.
The C1-perturbations in steps 1 and 3 are arbitrarily small and the support of perturba-
tions in step 2 is contained in an arbitrarily small neighborhood of O.
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Bound on the Jacobian. We now set N = max(N1, N2). Since R can be chosen
arbitrarily small once N is given, any piece of orbit of h of length N of h coincides with
a piece of orbit of g′ or of GR. Hence, for any E ∈ Grassk(TM),
log | Jac(hN , E)| < (max(σk(G), σk(g′)) + δ/3)N ≤ (σk(h|Λ) + δ/3)N.
Note that the integer N only depends on g and G, but not on the choices made in steps
1–3 above. Since σk is lower semicontinuous, for any diffeomorphism f0 C
1-close to h and
any E ∈ Grassk(TM),
log | Jac(fN0 , E)| < log | Jac(hN , E)|+ δ12N ≤ (σk(h|Λ) + 512δ)N ≤ (σk(f0|Λ) + δ/2)N.
One deduces that there exists N0, which only depends on N and on ‖Dg‖, such that the
item 3 holds.
The proof of Lemma 6.2 is complete.
Let us continue with the proof of the Proposition 6.1. We fix ϕ, , α and let g ∈ R. We
have to build f0 ∈ Eω(M) arbitrarily close to g, a number δ > 0, and a finite set X ⊂ M
as in the conclusion of the proposition. We pick an arbitrarily small number 0 < η ≤ η0(g)
with η0(g) given by Lemma 6.2 and set
δ = αη/(100C20 (‖Dg‖+ ‖Dg−1‖)).
Using Lemma 5.5 and g ∈ R, one chooses N1 such that for any 0 ≤ k ≤ d0, any
E ∈ Grassk(TM), and n ≥ N1, we have
log | Jac(gn, E)| ≤ (htop(g) + δ)n. (22)
From the choice of R, there exists a periodic orbit O such that
∆(g,O) ≥ htop(g)− δ.
Lemma 6.2 also gives N0 = N0(g,O, δ) and we set N = max(N0, N1, ϕ(#O)). We also
choose ρ > 0 such that for any f that is 2ρ-close to g for the C0-topology we have⋃
0≤k<N
f−kBf (O, ρ) ⊂
⋃
x∈O
Bg(x, ,N) ⊂
⋃
x∈O
Bg(x, , ϕ(#O)). (23)
Lemma 6.2 now gives a diffeomorphism f0 that is η-close to g in Eω(M) and 2ρ-close to g
for the C0-distance. We check that (19) holds with X = O for any f ∈ Eω(M) close to f0
and any ergodic measure µ for f . Let us assume that h(f, µ) ≥ htop(f)− δ.
Note that it is enough to estimate the proportion of time spent inside ∪x∈XBf (x, , ϕ(#X))
by the forward orbit under fN of µ-almost every point.
Since f is close to f0 ∈ R,
h(f, µ) ≥ htop(f)− δ > htop(f0)− 2δ.
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By Ruelle’s inequality, there exists 0 ≤ k ≤ d0 such that σk(µ) ≥ h(f, µ). By Oseledets
theorem, for µ-almost every z, there is E ⊂ Grassk(TzM) with
1
n
log Jac(fn, E) −→
n→+∞ σk(µ) ≥ htop(f0)− 2δ. (24)
When fn(z) is not in ∪x∈XBf (x, , ϕ(#X)), eq. (23) shows that fN (fnz) and gN (fnz)
are arbitrarily close from item 1 of Lemma 6.2. Together with (22) we get
1
N
log Jac(fN , Dfn(E)) ≤ htop(g) + 2δ.
When fn(z) is in ∪x∈XBf (x, , ϕ(#X)), item 3 of the same lemma gives
1
N
log Jac(fN , Dfn(E)) ≤ htop(f0) + 2δ.
For each m ≥ 1, we define:
pm =
1
m
#
{
0 ≤ ` ≤ m− 1, f `N (z) 6∈ ∪x∈XBf (x, , ϕ(#X))
}
.
This gives
1
mN
log Jac(fmN , E) ≤ (1− pm)(htop(f0) + 2δ) + pm(htop(g) + 2δ),
and, using (24),
pm ≤ 4δ
htop(f0)− htop(g) ≤ 100δC
2
0 (‖Dg‖+ ‖Dg−1‖)/η ≤ α
from item 2 of Lemma 6.2 and the choice of δ.
6.2 Non-existence of measures of maximal entropy
With an immediate Baire argument, Proposition 6.1 gives the next result.
Corollary 6.3. For any function ϕ : N→ N there exists a dense Gδ set G = G(ϕ) ⊂ Eω(M)
such that for any , α ∈ (0, 1) and f ∈ G, there exist δ > 0 and a finite set X ⊂ M
satisfying (19).
Proof of Theorem 2. We choose ϕ = IdN and consider f in the dense Gδ subset G ⊂ Eω(M)
given by Corollary 6.3. Let us assume by contradiction that there is an ergodic measure
µ maximizing the entropy:
htop(f) = h(f, µ) = lim
→0
lim sup
n→∞
1
n
log rf (µ, , n), (25)
39
J. Buzzi, S. Crovisier, T. Fisher
where rf (µ, , n) is the minimal number of sets Bf (x, , n) needed to cover a set of µ-
measure larger than 1/2 (this is Katok’s formula for the Kolmogorov-Sinai entropy [43]).
By Corollary 1.2, we can assume that htop(f) > 0.
Let us fix  > 0 and some -dense finite subset A ⊂ M . Let 0 < α  1/ log(#A).
Corollary 6.3 gives δ > 0 and a set X ⊂ M (arranging A to be disjoint from X). We set
N = #X. Notice that eq. (19) implies that N = #X is large since h(f, µ) = htop(f) > 0
and  is small.
Let us bound rf (µ, 2, n) for n large. The Birkhoff Ergodic Theorem gives Y ⊂ M
measurable with µ(Y ) ≥ 1/2 and an integer n1 such that, for all y ∈ Y and n ≥ n1,
#{0 ≤ k < n : fk(y) /∈ ∪x∈XBf (x, ,N)} < nα.
We associate to each y ∈ Y the following data:
– integers a1, a2, . . . defined inductively as:
ai+1 := min{k ≥ ai +N, fk(y) ∈ ∪x∈XB(x, ,N)}
(by convention a0 := −N),
– points q0, q1, · · · ∈ A unionsqX satisfying:
qai = qai+1 = · · · = qai+N−1 ∈ X with fai(y) ∈ Bf (qai , ,N) for each i ≥ 1,
qk ∈ A with fk(y) ∈ B(qk, ) if k ∈ N \
⋃
i≥1
[ai, ai +N − 1].
Note that if y, z share the same sequence (q0, . . . , qn−1), then d(fk(y), fk(z)) < 2 for each
0 ≤ k < n. The number of such sequences (q0, . . . , qn−1) is bounded by
[n/N ]×
(
n
[n/N ]
)
× (#A)α.n × (#X)n/N+1.
Denoting H(t) = −t log(t)− (1− t) log(1− t) and letting n→∞, Stirling’s formula gives
1
n
log rf (µ, 2, n) ≤ log n
n
+H(1/N) + α. log(#A) + 1
N
log(#X).
Since α. log(#A) is arbitrarily small and N = #X is arbitrarily large, one gets htop(f) =
h(f, µ) = lim→0 limn→∞ h(f, µ, ) = 0 for all generic f in the dense Gδ set G, a contradic-
tion.
6.3 Borel classification
We prove the following stronger version of Corollary 1.3. The fundamental tool is the
uniform Borel generator theorem of Hochman [41].
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Proposition 6.4. There is a dense Gδ set of diffeomorphisms f ∈ Eω(M) such that
the free part of f is Borel conjugate to the free part of any mixing Markov shift with no
measure maximizing the entropy and with Gurevicˇ entropy equal to htop(f). In particular,
the free parts of two diffeomorphisms in G are Borel conjugate if and only if they have
equal topological entropy.
We recall from [38, 57] that the Gurevicˇ entropy of a Markov shift is the supremum of
the entropies of its invariant probability measures and coincides with the supremum of the
topological entropies of the shifts of finite type that it contains. Also, for any 0 ≤ h <∞,
there exist mixing Markov shifts with Gurevicˇ entropy h and no measure maximizing the
entropy [56].
Proof. Let G be the set of diffeomorphisms f ∈ Eω(M) such that htop(f) is the supremum
of the topological entropy of its mixing horseshoes and f has no measure maximizing the
entropy.
Then G contains a dense Gδ subset of Eω(M). Indeed, by Theorem 1, generic diffeo-
morphisms f ∈ Eω(M) admit horseshoes with entropy arbitrarily close to htop(f) and [3]
yields larger, topologically mixing horseshoes. By Theorem 2, the generic diffeomorphisms
have no measure of maximal entropy.
The free parts of any f ∈ G and any Markov shift as described are Borel conjugate, as
follows from an easy adaptation of Corollary 1.3 of Hochman [41] using the techniques of
[40] (see also [19] for an exposition).
7 Tail entropy and entropy structures
We draw the consequences of Theorem 1 for the symbolic extension theory of Boyle and
Downarowicz [13]. We prove Proposition 7.3 below which is a stronger, more techni-
cal version of Theorem 3. We then discuss the value of the tail entropy for C1-generic
conservative diffeomorphisms allowing a dominated splitting and prove Theorem 4.
7.1 Entropy structures of general homeomorphisms
We recall some basic definitions and results. Let f : M → M be a continuous map of a
compact metric space. We often omit f from the notation when there is no confusion on
the map. Downarowicz [29] introduced the entropy structure as a “master invariant for
the theory of entropy” in topological dynamics. According to [30, Theorem 8.4.1], it can
be defined3 as the following sequence of Romagnoli’s entropy functions hk : P(f)→ [0,∞]:
hk(f, µ) := lim sup
n→∞
1
n
inf
A∈P(1/k,n)
−
∑
A∈A
µ(A) logµ(A) (26)
3To be precise: the entropy structure is the equivalence class of the sequence (hk)k≥1 for a relation
called uniform equivalence, see [30, section 8.1.4].
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where P(, n) is the set of finite measurable partitions A of M satisfying diam(f jA) < 
for all A ∈ A and 0 ≤ j < n.
For a function u : P(f)→ [0,∞] we define
u˜(µ) :=
{
lim supν→µ u(ν) if u is bounded,
∞ otherwise.
So u˜ is the smallest upper semicontinuous function P(f)→ [0,∞) larger than or equal to
u (by convention the constant function ∞ is the only unbounded upper semicontinuous
function).
According to [13], the entropy structure determines functions uβ : P(f) → [0,∞] for
all ordinals β by the following transfinite induction:
– u0 := 0,
– uβ+1 := limk→∞ ˜(uβ + h− hk), and
– if β a limit ordinal, then uβ := ˜supγ<β uγ .
The entropy structure allows one to recover the tail entropy.
Theorem 7.1 ([29]). The tail entropy h∗(f) coincides with ‖u1‖∞.
There is a smallest ordinal α such that uα+1 = uα. It is known to be a countable
(possibly finite) ordinal. It is a topological invariant, called the order of accumulation of
the entropy structure. The function uα describes the “best” possible symbolic extensions.
Theorem 7.2 ([13]). If α is the order of accumulation of the entropy structure, then
uα =∞ if and only if there is no symbolic extension.
For systems with bounded topological entropy and no symbolic extension, the order
of accumulation α has to be infinite.
7.2 Entropy structure of diffeomorphisms in Eω(M)
a– Inequalities for entropy structures. For ν ∈ P(f), not necessarily ergodic, and
almost any point x, we let ∆+(f, x) be the sum of the positive Lyapunov exponents at x
and we define
∆+(f, ν) =
∫
∆+(f, x)dν.
Proposition 7.3. For any C1-diffeomorphism f of a compact manifold M , for all n ∈ N
and all µ ∈ P(f) we have
un(µ) ≤ n · h˜(f, ν) ≤ n · ∆˜+(f, ν). (27)
If f ∈ Eω(M) ⊂ Diff1ω(M) is generic, these are equalities.
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One can view this as a rigidity result: generically, away from dominated splitting, all
the functions uβ are determined by the entropy function. This is in contrast to the general
case: according to [16], all countable ordinals are realized as the order of accumulation of
the entropy structure of homeomorphisms of compact metric spaces.
Proof of Theorem 3 from Proposition 7.3. Let f be a generic element in Eω(M). Propo-
sition 7.3 implies supun = n · htop(f). By Theorem 7.1, the equality for n = 1 yields
h∗(f) = htop(f).
As htop(f) 6= 0, the functions un, n ∈ N, are pairwise distinct and the order of
accumulation α is infinite. Now, supuω = supµ supn∈N un(µ) =∞, so uω ≡ ∞ and α = ω.
From Theorem 7.2, one deduces that f has no symbolic extension.
b– Perturbations of entropy structures. The next lemma will follow from results
in [1] and Theorem 4.1 and is the key step to the proof of Proposition 7.3. Let d∗ be
a distance on the space P(M) of probability measures on M compatible with the vague
topology.
Lemma 7.4. Consider a generic f ∈ Eω(M) and (hk)k≥1 its entropy structure as in (26).
For any µ ∈ P(f) and  > 0, there is ν ∈ P(f) such that
1. d∗(µ, ν) < ,
2. |h(f, ν)−∆+(f, µ)| < , and
3. hk(f, ν) = 0 for any k ≤ 1/.
Proof. We first explain how to robustly approximate a given measure.
Claim 7.5. For any f generic in Eω(M), µ ∈ P(f) and  > 0, there are g ∈ Eω(M)
arbitrarily close to f , some horseshoes K0, . . . ,K` for g, and α0, . . . , α` > 0 such that
1. |∑`i=0 αi · htop(g,Ki)−∆+(f, µ)| < ;
2. each Ki can be written as
⋃p−1
i=0 g
i(Λ) for some p ≥ 1 and some compact subset Λ
satisfying gp(Λ) = Λ and diam(gi(Λ)) <  for all i ≥ 0; and
3. for any νi ∈ P(f,Ki), if one denotes ν :=
∑`
i=0 αiνi, then d∗(µ, ν) < .
In particular, from the definition (26), the measure ν in the third item satisfies hk(f, ν) = 0
for k < .
Proof. From the ergodic decomposition theorem and Corollary 3.12, there exists a finite
family of hyperbolic periodic orbits O1, . . . ,O` and α0, . . . , α` > 0 such that
∑`
i=0 αiOi is
arbitrarily close to the measure µ and
∑`
i=0 αi∆
+(f,Oi) is arbitrarily close to ∆+(f, µ).
Since f is generic, from [9, the´ore`me 1.3] or [1, Theorem 1], the homoclinic class of each
Oi coincides with M . Since f has no dominated splitting, from Proposition 3.13 one can
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replace each Oi by another periodic orbit whose period is arbitrarily weak and which has
no N -dominated splitting, for some N arbitrarily large.
Since f is conservative one has ∆+(f,Oi) = ∆(f,Oi). One can thus apply Theorem 4.1
independently in a neighborhood of each Oi in order to build horseshoes Ki with arbitrar-
ily small dynamical diameter and whose topological entropy is close to ∆+(f,Oi). The
conclusion follows.
We conclude the proof of the lemma by a Baire argument. Let us consider an open
set U in P(M) and an open interval I ⊂ (0,+∞). Let Z(U, I, n) be the (open) set of
diffeomorphisms f ∈ Eω(M) such that any diffeomorphism g close admits an invariant
probability measure ν ∈ U with h(g, ν) ∈ I and hk(g, ν) = 0 for k ≤ n. We define the
open and dense set
V(U, I, n) := [Eω(M) \ closure(Z(U, I, n))] ∪ Z(U, I, n).
Let G0 be a dense Gδ subset of Eω(M) whose elements satisfy the Claim 7.5. Let (Un, In)
be a family of pairs of open set Un ⊂ Eω(M) and open intervals In ⊂ (0,+∞) such that
{Un× In} is a basis of the topology of Eω(M)× (0,+∞). Then G := G0 ∩
⋂
n Vn(Un, In, n)
is a dense Gδ subset of Eω(M).
Let f be a diffeomorphism in G. For any µ ∈ P(f) and  > 0, there is n > −1 such that
(µ,∆+(f, µ)) ∈ Un × In and the diameters of Un and In are smaller than . Since f ∈ G0,
the Claim 7.5 can be applied. It shows that f is limit in Eω(M) of diffeomorphisms g
satisfying h(g, ν) ∈ I and hk(g, ν) = 0 for k ≤ n. Since the horseshoes admit a hyperbolic
continuation for nearby diffeomorphisms, the conclusion of the Claim 7.5 holds for an open
set of diffeomorphisms g. Hence f belongs to the closure of V(Un, In, n). Since f ∈ G, one
deduces that f belongs to V(Un, In, n) and the conclusion of Lemma 7.4 holds.
We now easily get the stated properties of the functions un, n ∈ N.
Proof of Proposition 7.3. We first show un ≤ n · h˜. The case n = 0 is trivial. Assuming
the inequality for some n ≥ 0, we get:
un+1 ≤ u˜n + h ≤ u˜n + h˜ ≤ n˜ · h˜+ h˜ = (n+ 1)h˜.
Ruelle’s inequality h ≤ ∆+ yields inequality (27).
We now prove inductively un(µ) = n · ∆˜+(µ) for f ∈ Eω(M) generic and µ ∈ P(f) (not
necessarily ergodic). This is obvious for n = 0. Pick µN → µ such that ∆+(µN )→ ∆˜+(µ).
Lemma 7.4 yields νN such that
– d∗(µN , νN ) < 1/N ,
– |h(νN )−∆+(µN )| < 1/N , and
– hk(νN ) = 0 for all k ≤ N .
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By the second item and Ruelle’s inequality we have
∆+(νN ) ≥ h(νN ) ≥ ∆+(µN )− 1/N.
Assume un(µ) = n · ∆˜+(µ) for some n ≥ 0. Then
un+1(µ) = lim
k→∞
u˜n + τk(µ) = lim
k→∞
lim sup
ν→µ
n · ∆˜+(ν) + h(ν)− hk(ν)
≥ lim
k→∞
lim sup
N→∞
n ·∆+(νN ) + h(νN )− hk(νN )
= lim
k→∞
lim sup
N→∞
n ·∆+(µN ) + ∆+(µN ) = (n+ 1)∆˜+(µ).
Hence, the inequality (27) is an equality: un = n · ∆˜+ for all n ∈ N.
7.3 Tail entropy
In this section we prove Theorem 4 and Corollaries 1.5 and 1.6 for the tail entropy of a
generic conservative diffeomorphism. However, the main result, given next, is valid for
any C1-diffeomorphism.
Theorem 7.6. Let f ∈ Diff1(M) with a dominated splitting TM = E1 ⊕ · · · ⊕E`. Then,
the tail entropy is bounded by
h∗(f) ≤ sup{∆Ei(f, µ), µ ∈ Perg(f), 1 ≤ i ≤ `}.
We will bound the tail entropy by a local entropy hloc(f, µ, ) defined with respect
to ergodic measures µ and a small, but uniform scale . We will then bound the latter
quantity using the Lyapunov exponents of µ.
7.3.1 Local entropy
Let us fix  > 0. For x ∈M , define the closed bi-infinite Bowen -ball as:
B¯f (x, ,±∞) := {y ∈M : ∀n ∈ Z, d(fk(x), fk(y)) ≤ }.
Definition 7.7. The local entropy at scale  of an ergodic measure µ is:
hloc(f, µ, ) := lim
σ→1
inf
µ(Y )>σ
lim
δ→0
lim sup
n→+∞
max
x∈M
1
n
log r(δ, n, B¯f (x, ,±∞) ∩ Y ∩ f−n(Y )),
where Y ⊂ M is a measurable subset and r(δ, n, Z) denotes the minimal cardinality of
an open cover U of a set Z where each U ∈ U satisfies diam(fk(U)) ≤ δ for any k =
0, . . . , n− 1.
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Remark 7.8. The definition of the local entropy is time symmetric, so that:
hloc(f
−1, µ, ) = hloc(f, µ, ).
The above local entropy is a variant of the one defined by Newhouse [52]:
hNewloc (f, µ, ) := lim
σ→1
inf
µ(Λ)>σ
lim
δ→0
lim sup
n→+∞
max
x∈Λ
1
n
log r(δ, n, B¯f (x, , n) ∩ Λ)
where Λ ranges over the compact subsets with µ(Λ) > σ and B¯f (x, , n) is the closure of
Bf (x, , n). We show that the two are closely related:
Lemma 7.9. For any measure µ ∈ Perg(f), any  > 0,
hNewloc (f, µ, ) ≤ hloc(f, µ, ) ≤ hNewloc (f, µ, 2).
Proof. We fix  > 0 and µ ∈ Perg(f). The second inequality follows from the fact that for
each x ∈ M , there exists y ∈ Λ such that B¯f (x, ,±∞) ∩ Λ ∩ f−n(Λ) ⊂ B¯f (y, 2, n) ∩ Λ.
We focus on the first inequality.
We fix η > 0 and consider H = hNewloc (f, µ, ). By definition, there is 0 < σ < 1,
arbitrarily close to 1, such that, for all compact subsets Λ ⊂ M with µ(Λ) > σ, all small
enough δ > 0, there is a sequence (xk,mk)k≥1 with xk ∈ Λ and mk → +∞ such that,
∀k ≥ 1 r(δ,mk, B¯f (xk, ,mk) ∩ Λ) ≥ exp((H − η)mk). (28)
Now, by definition of the local entropy, there is a Borel subset Y with µ(Y ) > σ such that,
for all δ > 0 and x ∈M ,
∀n ≥ n2(Y, δ) r(δ, n, B¯f (x, ,±∞) ∩ Y ∩ f−nY ) ≤ exp((hloc(f, µ, ) + η)n). (29)
We will compare these two bounds for the following choice of compact set Λ. By regularity
of the measure, there is a compact subset Y ′ ⊂ Y with µ(Y ′) > σ. By Birkhoff’s theorem,
there is a compact set Λ with µ(Λ) > σ and numbers σ′ > σ and N ≥ 1 such that for any
m ≥ N and y ∈ Λ, the sequence y, f(y), . . . , fm−1(y) contains at least σ′.m points in Y ′.
Let us choose n ≥ 1 large. For each m  n, we consider an m-cut C, that is, a
collection of integers 0 = a0 < a1 < · · · < ar = m− 1 such that:
– as+1 = as + 1 or as + n for each 0 ≤ s < r,
– {s : as+1 = as + 1} has cardinality at most 2(1− σ).m.
The number of possible m-cuts is bounded by Cσe
hσm where Cσ, hσ only depend on σ
with limσ→0 hσ = 0. From the properties of Λ and N , we note that for each y ∈ Λ and
m ≥ N , one can find an m-cut C = (as) such that fas(y) ∈ Y ′ and fas+n(y) ∈ Y ′ for each
s such that as+1 = as + n.
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For each k large enough, one considers all the possible mk-cuts C = (as) and one
partitions Λ into sets ΛC of points associated to the mk-cut C. There is a cut C and a set
ΛC ⊂ Λ such that (using eq. (28))
r(δ,mk, B¯f (xk, ,mk) ∩ ΛC) ≥ r(δ,mk, B¯f (xk, ,mk) ∩ Λ)
Cσ exphσ.mk
≥ C−1σ exp((H − η − hσ).mk).
Since f is a diffeomorphism, there exists K > 0 such that for any r > 0 small, the images
by f and f−1 of any ball of radius r can be covered by at most K balls of radius r. For
each as = as+1 − n, one can consider a cover realizing r(δ, n, fas(B¯f (xk, ,mk) ∩ ΛC)).
Pulling back by fas each of these covers, taking their join, and subdividing again each
element into K pieces according to each iterate fas such that as = as+1 − 1, one gets a
cover of Bf (xk, ,mk) ∩ ΛC . This proves:
r(δ,mk, B¯f (xk, ,mk) ∩ ΛC) ≤ K2(1−σ).mk
∏
s:as=as+1−n
r(δ, n, fas(B¯f (xk, ,mk) ∩ ΛC)).
One deduces that there exists as = as+1 − n such that (provided n has been chosen large
enough):
1
n
log r(δ, n, fas(B¯f (xk, ,mk) ∩ ΛC)) ≥ H − η − 2(1− σ) logK − hσ − 1
mk
logCσ
> H − 2η − 2(1− σ) logK − hσ.
Recall that fas(ΛC) and fas+n(ΛC) are both contained in Y ′. When mk → ∞, one can
furthermore assume that as → ∞ and mk − as − n → ∞, and (up to passing to a
subsequence) that as and mk − as − n are both larger than k. One has thus obtained a
sequence of points zk = f
as−k(xk) such that
1
n
log r(δ, n, fk(B¯f (zk, , 2k + n)) ∩ Y ′ ∩ f−n(Y ′)) > H − 2η − 2(1− σ) logK − hσ.
As k →∞, one can assume that (fk(xk)) converges toward a point x ∈M . Since the set
Y ′ is compact and contained in Y , taking a limit of maximal (δ, n)-separated subsets, one
gets that
1
n
log r(δ, n, B¯f (x, ,±∞)) ∩ Y ∩ f−n(Y )) > H − 2η − 2(1− σ) logK − hσ.
Combining with (29), one gets
hloc(f, µ, ) + η > H − 2η − 2(1− σ) logK − hσ.
Taking η and 1− σ arbitrarily small one concludes the proof.
In the terminology of [29, 30], (h − hNewloc (f, ·, 1/k))k≥1 and (h − hloc(f, ·, 1/k))k≥1
are uniformly equivalent. Therefore the (harmonic extension of the) latter is an entropy
structure and the tail entropy satisfies the following variational principle [29].
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Proposition 7.10. h∗(f) = lim→0 supµ∈Perg(f) hloc(f, µ, ).
Proof. The variational principle for tail entropy (Theorem 7.1) yields:
h∗(f) = sup
µ∈P(f)
lim
k→∞
lim sup
ν→µ
hloc(f, ν, 1/k) ≤ lim
→0
sup
µ∈Perg(f)
hloc(f, µ, ).
The converse inequality is immediate from the definitions.
7.3.2 Local entropy under a dominated splitting
Let us now assume that f preserves a dominated splitting
TM = E1 ⊕ E2 ⊕ · · · ⊕ E`. (30)
For each i, there is a backward invariant cone field C−i which satisfies (see [11, Appendix
B.1]): ⋂
n
Df−n(fn(x)).C−i (fn(x)) = E1 ⊕ · · · ⊕ Ei.
We will also need the existence of plaque families [39]:
Theorem 7.11 (Plaque families). If f has a dominated splitting TM = E ⊕ F , there
exists a continuous family of C1 embeddings ψx : Ex →M such that
– ψx(0) = x and the image of ψx is a disc D(x) tangent to Ex,
– (local invariance) f(ψf−1(x)(B(0, 1))) ∪ f−1(ψf(x)(B(0, 1))) is contained in D(x).
For each index i, one considers a locally invariant plaque family D−i tangent to E1 ⊕
· · ·⊕Ei and a locally invariant plaque family D+i tangent to Ei⊕· · ·⊕E`. The intersection
Di(x) := D+i (x) ∩ D−i (x) defines a locally invariant plaque family tangent to Ei.
Proposition 7.12. Assume that f has a dominated splitting TM = E1 ⊕ · · · ⊕ E` and
consider locally invariant plaque families D1, . . . ,D`. Then for all small enough  > 0
the following property holds. For any µ ∈ Perg(f) there exist Ξ ⊂ M with µ(Ξ) = 1 and
i ∈ {1, . . . , `} such that
∀x ∈M, B¯f (x, ,±∞) ∩ Ξ ⊂ Di(x).
Proof. From the dominated splitting, we can choose N ≥ 1 such that, for each x and i,
one has:
5‖DfN (f−N (x))|E1 ⊕ · · · ⊕ Ei−1‖ ≤ ‖Df−N (x)|Ei‖−1. (31)
We fix λ ∈ (1/2, 1). Then we choose  > 0 small.
Consider any µ ∈ Perg(f). For any i, one defines the measurable set Z−i of points y
satisfying
∀k ≥ 1,
k−1∏
s=0
‖DfN (fsN (y))|E1 ⊕ · · · ⊕ Ei‖ ≤ λk.
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One also defines the measurable set Z+i of points y satisfying
∀k ≥ 1,
k−1∏
s=0
‖Df−N (f−sN (y))|Ei ⊕ · · · ⊕ E`‖ ≤ λk.
By Birkhoff’s ergodic theorem, there exists an invariant measurable set Ξ with full µ-
measure which satisfies for each Z = Z−i or Z
+
i : depending on whether µ(Z) = 0, either
the orbit of Ξ is disjoint from Z or the orbit of each point y ∈ Ξ intersects Z infinitely
many times in the future and in the past.
Claim 7.13. Assume µ(Ξ∩Z−i−1) > 0. Then for any x ∈M we have B¯f (x, ,±∞)∩Ξ ⊂
D+i (x).
Proof. We take y ∈ B¯f (x, ,±∞) ∩ Ξ. By definition of Ξ, its orbit meets Z−i−1 arbitrar-
ily many times in the past. From [1, Proposition 8.9], each point in Z−i−1 has a uniform
neighborhood in D−i−1 which is contracted under forward iterations (and which is con-
tained in the stable manifold). One may consider arbitrarily large backwards iterates
f−k(y) ∈ B¯f (f−k(x), ,±∞) such that f−k(y) ∈ Z−i−1: the local stable manifold of f−k(y)
in D−i−1(f−k(y)) then intersects the plaque D+i (f−k(x)). Provided  has been chosen small
enough and by local invariance of the plaques, one deduces that y is arbitrarily close to
D+i (x).
Claim 7.14. If B¯f (x, ,±∞) 6⊂ D−i (x), then the orbit of any z ∈ B¯f (x, ,±∞) intersects
Z−i . Similarly, if B¯f (x, ,±∞) 6⊂ D+i (x), then the orbit of any z ∈ B¯f (x, ,±∞) intersects
Z+i .
Proof. There exists K > 0 such that for any two points x ∈ M and z ∈ D−i+1(x), close
enough, there is y ∈ Di+1(x) satisfying:
(a) max(d(y, x), d(z, y)) ≤ Kd(z, x),
(b) there is an arc tangent to C−i in D−i+1(x) that connects z to y.
Note that from the backward invariance of the cone-field C−i and (locally) of the plaque
family, if d(f−j(x), f−j(y)) remains small for each 1 ≤ j ≤ N , then one still has f−N (y) ∈
Di+1(f−N (x)) and the two properties (a) and (b) above are still satisfied by f−N (x),
f−N (z) and f−N (y).
Considering charts, one can take the arcs between f−jx and f−jy almost linear. This
shows that if  > 0 is small enough, then for any x ∈M and z ∈ D−i+1(x) that are -close,
there is y ∈ Di+1(x) satisfying:
d(x, y) ≥ (2‖Df−N (x)|Ei+1‖)−1d(f−N (x), f−N (y)). (32)
Let us now consider a Bowen ball B¯f (x, ,±∞) centered at some point x ∈M . Up to
increasing i (note Z−i+1 ⊂ Z−i ), one can assume that B¯f (x, ,±∞) ⊂ D−i+1(x). For each
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z ∈ B¯f (x, ,±∞) and each multiple k of N , one can find yk ∈ Di+1(fk(x)) such that for
each 0 ≤ j ≤ k, f−j(yk) belongs to Di+1(fk−j(x)) and may be connected to fk−j(z) inside
D−i+1(fk−j(x)) by an arc tangent to C−i . Taking a limit of f−k(yk) as k → +∞, one gets
a point y ∈ Di+1(x) satisfying, for any j ≥ 0:
– max(d(f j(z), f j(y)), d(f j(y), f j(x))) ≤ Kd(f j(z), f j(x)),
– there is an arc tangent to C−i in D−i+1(f j(x)) that connects f j(z) to f j(y).
By definition of i, there exists z0 ∈ B¯f (x, ,±∞) \D−i (x). Let y0 ∈ Di+1(x) satisfy (a)
and (b) with respect to z0 and x. We can also impose d(y0, x) 6= 0 since z0 /∈ D−i (x). We
set
Cx :=
K
d(x, y0)
.
For any z ∈ B¯f (x, ,±∞) and k ≥ 1, one gets from (31), (32) and the continuity of DfN :
 ≥ d(fkN (x), fkN (z0)) ≥ d(x, y0) K−1
k−1∏
s=0
(2‖Df−N (f (s+1)N (x))|Ei+1‖)−1
≥ d(x, y0) K−1
k−1∏
s=0
2‖DfN (fsN (z))|E1 ⊕ · · · ⊕ Ei‖.
Our choice of Cx gives:
∀k ≥ 1,
k−1∏
s=0
‖DfN (f sN (z))|E1 ⊕ · · · ⊕ Ei‖ ≤ Cx2−k.
If one assumes by contradiction that the forward orbit of z does not intersects Z−i , then
for each iterate f jN (z), there exists k > j such that
∀k ≥ 1,
k−1∏
s=j
‖DfN (fsN (z))|E1 ⊕ · · · ⊕ Ei‖ > λk−j .
One deduces that there exist arbitrarily large integers k satisfying
k−1∏
s=0
‖DfN (fsN (z))|E1 ⊕ · · · ⊕ Ei‖ > λk.
This contradicts our choice λ > 2−1 and proves the first claim. The second one follows by
applying the first one to f−1.
To finish the proof of the proposition, we consider the smallest i such that Ξ∩Z−i = ∅
and the largest j such that Ξ∩Z+j = ∅: one can assume that they exist since otherwise Ξ
50
Entropy of C1 diffeomorphisms without dominated splitting
intersects Z−` or Z
+
1 ; the measure µ is then a sink or a source and the proposition holds
trivially. We can also assume the existence of x0 ∈M such that B¯f (x0, ,±∞)∩Ξ 6⊂ {x0}.
Claim 7.13 gives B¯f (x0, ,±∞) ∩ Ξ ⊂ D+i (x0) ∩ D−j (x0). Since D+i is transverse to
D−i−1, one deduces j ≥ i. The claim 7.14 and the definition of Z, i, j imply B¯f (x0, ,±∞) ⊂
D−i (x0)∩D+j (x0). Since D+i+1 is transverse to D−i , one deduces j ≤ i. We have shown that
i = j. For any x ∈M we now see that
B¯f (x, ,±∞) ∩ Ξ ⊂ D+i (x) ∩ D−j (x) = Di(x).
Proposition 7.15. Assume that f has a dominated splitting TM = E1 ⊕ · · · ⊕ E` and
consider corresponding locally invariant plaque families D1, . . . ,D`. Let us fix µ ∈ Perg(f)
and numbers  > 0 and i ∈ {1, . . . , `} such that the following holds for some Ξ ⊂ M with
µ(Ξ) = 1:
∀x ∈M B¯f (x, ,±∞) ∩ Ξ ⊂ Di(x).
Then,
hloc(f, µ, ) ≤ ∆+Ei(f, µ).
Proof. We are going to bound hloc(f, µ, ) by selecting a suitable measurable set Y with
µ(Y ) > σ where σ < 1 is arbitrarily close to 1. We denote γ := 1− σ.
Denote the Lyapunov spectrum of µ restricted to Ei by (λ1, . . . , λd) where d :=
dim(Ei). The Oseledets theorem provides a first measurable set Y0 ⊂ Ξ and an integer
N > γ−1 such that µ(Y0) > σ, and, for every y ∈ Y0, the singular values of DfN (y)|Ei(y)
are eN(λi+γi) with |γi| < γ/2d. If x ∈M and y ∈ B¯f (x, ,±∞)∩Y0, then DfN (y)|TyDi(x)
can be deduced from DfN (y)|Ei(y) by composition with two bounded linear maps, hence
its singular values are eN(λi+γ
′
i) with |γ′i| < γ/d.
The Birkhoff ergodic theorem gives a subset Y ⊂ Y0 with µ(Y ) > σ and an integer n0
such that for all y ∈ Y and n ≥ n0, the sequence y, f(y), . . . , fn(y) contains at least σ.n
points in Y0.
By a well-known argument (used for proving Ruelle’s inequality), there exist constants
CM (depending only on dimM) and ρ0 > 0 such that for any 0 < ρ < ρ0 the following
property holds:
Claim 7.16. Consider any x ∈ M , y ∈ B¯f (x, ,±∞) ∩ Y0, and open subset U ⊂ Di(x)
which contains y such that U has diameter smaller than ρ. Then one can subdivide U into
at most CM exp(N(∆
+
Ei
(f, µ)+γ)) open subsets U ′ such that fN (U ′) has diameter smaller
than ρ.
Since f is Lipschitz and perhaps after reducing ρ0 > 0, there exists K > 0 such that for
any 0 < ρ < ρ0, any x ∈ M and any open subset U of Di(x) with diameter smaller than
ρ, one can subdivide U into at most K open subsets whose images by f have diameters
smaller than ρ.
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We now fix 0 < δ < ρ0 small and choose δ
′ > 0 smaller such that any set with diameter
smaller than δ′ has its first N images with diameter smaller than δ. We also choose n ≥ n0
large.
We consider an n-cut C. Similarly to the proof of Lemma 7.9, this is a collection of
integers 0 = a0 < a1 < · · · < ar = n− 1 such that:
– as+1 = as + 1 or as +N for 0 ≤ s < r; and
– C∗ := {s : as+1 6= as + 1} ∪ {r} has cardinality at most (1− σ).n = γ.n.
Recall that the number of n-cuts is bounded by Cσe
hσn, where Cσ, hσ only depend on
σ and limσ→1 hσ = 0. We let
YC := {x ∈ Y : ∀1 ≤ s < r, s /∈ C∗ =⇒ fas(x) ∈ Y0}.
From the choice of Y and N , we note that Y is the union of the sets YC .
Fix some point x ∈M and n-cut C. We will find a cover of B¯f (x, ,±∞)∩YC by open
sets U satisfying diam(fk(U)) < δ for any k = 0, . . . , n − 1. Note that it suffices for the
open sets U to satisfy diam(fas(U)) < δ′ for any 0 ≤ s ≤ r.
For s = 0, it is enough to select a finite set of δ′/2-balls covering YC with cardinality
Cδ independent of x and n. We then build inductively the cover for s > 0 by refining the
cover for s−1. Recall that for each element of this cover, the image by fas−1 has diameter
smaller than δ′. Two cases occur:
– If as = as−1 + 1, we subdivide each open set of the cover for s − 1 into at most K
open subsets in order to get a cover for s. (Recall our choice of K above.)
– If as = as−1 +N , Claim 7.16 shows that each open set of the cover for s− 1 may be
subdivided into CM exp(N(∆
+
Ei
(f, µ) + γ)) open subsets, giving a cover for s.
We thus get:
r(δ, n, B¯f (x, ,±∞) ∩ YC) ≤ Cδ . K(1−σ)n . Cn/NM en(∆
+
Ei
(f,µ)+γ)
.
Since there are at most Cσe
hσn n-cuts and N > γ−1, we get
lim sup
n→∞
1
n
log max
x∈M
r(δ, n, B¯f (x, ,±∞)∩Y ) ≤ ∆+Ei(f, µ)+(1+logCM )γ+(1−σ) logK+hσ.
As this holds for any σ < 1, γ := 2(1− σ) and some set with µ(Y ) > σ,
hloc(f, µ, ) ≤ ∆+Ei(f, µ).
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7.3.3 Proof of Theorem 7.6
To begin with, we observe that the conclusion of Proposition 7.15 can be strengthened
into
hloc(f, µ, ) ≤ ∆Ei(f, µ) = min(∆−Ei(f, µ),∆+Ei(f, µ)). (33)
Indeed, note that the assumptions of Proposition 7.15 are time symmetric, as is the local
entropy (Remark 7.8), and use ∆+Ei(f
−1, µ) = −∆−Ei(f, µ).
Theorem 7.6 follows from Propositions 7.10 and 7.12 and (33).
7.3.4 Proof of Theorem 4
For a generic conservative diffeomorphism f , the Main Theorem (revisited) (together with
Remark 5.4) yields horseshoes with arbitrarily small dynamical diameter and topological
entropy arbitrarily close to ∆∗(f) where, we recall,
∆∗(f) := sup{∆Ei(f, p) : p periodic , 1 ≤ i ≤ `} (34)
with TM = E1 ⊕ · · · ⊕ E` the finest dominated splitting for f . Hence, h∗(f) ≥ ∆∗(f).
For the converse inequality, note that according to Theorem 7.6, for all f ∈ Diff(M),
h∗(f) ≤ ∆ˆ∗(f) where
∆ˆ∗(f) := sup{∆Ei(f, µ) : µ ∈ Perg(f), 1 ≤ i ≤ `} ≥ ∆∗(f).
Moreover, for generic f , ∆ˆ∗(f) = ∆∗(f) by Corollary 3.12.
We turn to the generic upper semicontinuity of the tail entropy. Note that the finest
dominated splitting depends semicontinuously on f , hence continuously at generic f . Then
a variant of Lemma 5.6 applied to subbundles implies that a generic f is a continuity point
of ∆∗(f).
Assume by contradiction that there are fn → f0 in Diff1ω(M) with f0 generic and
h∗(fn) > h∗(f0)+0 = ∆∗(f0)+0 for some 0 > 0. By Theorem 7.6, ∆ˆ∗(fn) > ∆∗(f0)+0.
Using Corollary 3.12, we can perturb each fn to gn with ∆
∗(gn) > ∆ˆ∗(fn)− 0/2. This
contradicts the upper-semicontinuity of ∆∗(f) at f = f0.
7.3.5 Proof of Corollary 1.5
Item (i) is clearly open and by Theorem 7.6 implies that the tail entropy vanishes. Con-
sequently for any diffeomorphism (i) implies (ii).
If item (iv) fails to hold (i.e., h∗(f) 6= 0), Theorem 7.6 yields a periodic point p and
some bundle Ei of the finest dominated splitting such that ∆Ei(f, p) is nonzero and /2
close to h∗(f). Franks lemma gives a 2-perturbation g of f in the C1-topology with
∆Ei(g, p) > h
∗(f) + /2. Note that this is robust. Choosing g in a residual set, Theorem 4
applies so h∗(g) > h∗(f) + /2: the tail entropy is not locally constant at f . Hence item
(ii) implies item (iv).
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By Theorem 4, there is a dense Gδ set of diffeomorphisms f ∈ Diff1ω(M) such that
h∗(f) = ∆∗(f) (see (34)). Hence to show the implication (iv) =⇒ (i), it is enough to check
that the following is dense and open in G:
U := {f ∈ G : ∆∗(f) > 0 or f satisfies (i)}.
As noted in the proof of Theorem 4, ∆∗(f) and the finest dominated splitting of f are
continuous at generic conservative diffeomorphisms f . Hence U can be assumed to be
open in G. To see its density, let f ∈ G. Assume that (1) ∆∗(f) = 0; and (2) the finest
dominated splitting contains a subbundle Ei with dimension at least 2, since otherwise f
itself belongs to U . Consider now the Lyapunov exponents along Ei. Note that ∆Ei(f) = 0
implies that, for each periodic point, the Lyapunov exponents are all nonnegative or all
nonpositive (depending on the point). If there exists a periodic orbit with an arbitrarily
small Lyapunov exponent along Ei, then there is an arbitrarily small perturbation g of f
with ∆Ei(g) > 0 hence g ∈ U . Thus we can assume that there is δ > 0 such that, for any
periodic points, the Lyapunov exponents along Ei all belong to (δ,+∞) or all belong to
(−∞,−δ). If both kinds of periodic points occur, the barycenter property for Lyapunov
exponents proved in [2] yields periodic orbits with an arbitrarily small exponent, and we
conclude as previously.
We are reduced to the case where all periodic points have all their Lyapunov exponents
along Ei greater than δ (say). This also holds for all ergodic invariant measures by
Corollary 3.12. A standard argument then shows that Ei is uniformly expanded (or
contracted). Arguing similarly for each sub bundle, one gets f ∈ U . This proves that (iv)
implies (i).
It remains to show the equivalence of items (iii) and (iv). By Theorem 4, the tail
entropy h∗(f) is upper semicontinuous at a generic diffeomorphism f . If h∗(f) = 0,
the lower semicontinuity and hence the continuity is obvious: (iv) implies (iii). For the
converse, observe that the tail entropy vanishes by [17] on the dense subset Diff∞ω (M) ⊂
Diff1ω(M) (the density has been proved by [6]).
7.3.6 Proof of Corollary 1.6
Let us consider a generic f ∈ Diff1ω(M) such that htop(f) = h∗(f). Recall that htop(f) > 0.
By Theorem 4, there exist a subbundle Ei of the finest dominated splitting and a periodic
point p such that ∆Ei(f, p) is arbitrarily close to h
∗(f), hence positive. Franks lemma
yields a perturbation increasing ∆Ei(f, p) by a quantity which only depends on the C
1-
distance between f and that perturbation g. One deduces that there exists an open set of
diffeomorphisms U which contains f in its closure such that ∆∗(g) > ∆∗(f) for any g ∈ U .
For the generic diffeomorphism g in U we have
htop(g) ≥ h∗(g) = ∆∗(g) > ∆∗(f) = htop(f).
Hence the topological entropy is not constant on any neighborhood of f in Diff1ω(M).
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8 Support of measures and homoclinic classes
In this section we prove Theorems 5 and 6 for homoclinic classes with no dominated
splitting in the dissipative setting.
8.1 Infiniteness of classes with large entropy
To prove Theorem 5, we establish the following consequence of the Main Theorem and
Proposition 3.13.
Lemma 8.1. If f is C1-generic and H(p) has no dominated splitting, then, for any  > 0,
there exist g arbitrarily close to f in Diff1(M), and a horseshoe K of g such that:
– K is contained in the -neighborhood of H(pg) of the homoclinic class of the contin-
uation pg,
– K does not intersect the chain-recurrence class of pg,
– the topological entropy of K is larger than ∆(g, p).
Moreover these properties are still satisfied by diffeomorphisms close to g.
We note that the following argument is classical (see, e.g., [10]), even though this
consequence was not observed before.
Proof. Let us fix δ > 0. From Proposition 3.13 there exists a periodic orbit O in H(p)
such that ∆(f, p) and ∆(f,O) are arbitrarily close (by genericity, one can even assume
∆(f,O) > ∆(f, p)). Moreover O is arbitrarily dense in H(p). In particular the period of
O is arbitrarily large and there is no N -dominated splitting on O, where N can be chosen
arbitrarily large.
Now we apply Franks lemma and results in [8] to obtain a δ/3-perturbation f1 of
f which turns the orbit O into a sink or a source. In particular, there exists a small
neighborhood U of O disjoint from the orbit of p which satisfies f1(U) ⊂ U or f−11 (U) ⊂ U .
Applying Franks lemma again, one gets a new diffeomorphism f2 that is δ/3-close to f1
such that f2 coincides with f1 outside of f1(U)∩f−11 (U) and with the initial diffeomorphism
f on a smaller neighborhood of O. Consequently, the neighborhood U still separates the
orbit of p and O, and we are in condition to apply the Main Theorem to the orbit of O.
Since f2 coincides with f along the orbit of O, the Main Theorem provides us with
a diffeomorphism g having a horseshoe K with entropy larger than ∆(f, p) contained in
a small neighborhood of O. The diffeomorphisms f and g are δ-close. Moreover the
chain-recurrence classes of p and K are distinct since they are separated
Proof of Theorem 5. There exists a dense Gδ set G ⊂ Diff1(M) such that for any f ∈ G
and any periodic point p,
– the periodic point p is hyperbolic,
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– the homoclinic class H(p) and the chain-recurrence class of p coincide,
– the homoclinic class g 7→ H(pg) of the continuation of p for diffeomorphisms g close
to f is continuous at f (in the Hausdorff topology).
The first property is classical [46, 58], the second is proved in [9], the third one in [23].
In particular for any n ≥ 1, the periodic points of period smaller than n are all
hyperbolic, their number is finite and these periodic points can be locally continued. Let
us fix such an integer n. The continuity of g 7→ H(pg) above and the robustness of the
dominated splitting imply:
Claim 8.2. There exists a dense and open subset U(n) ⊂ G such that for any f ∈ U(n)
and any periodic point p of period smaller than n either H(p) has a dominated splitting,
and this holds also for the continuation H(pg) for all g C
1-close to f , or H(p) has no
dominated splitting, and this holds also for the continuation H(pg) for all g C
1-close to f .
We now conclude the proof of the theorem. For  > 0, we denote by V(n, ) the set
of diffeomorphisms f ∈ U(n) such that for any periodic point p with period smaller than
n, if H(p) has no dominated splitting, then for any diffeomorphism g C1-close to f , the
-neighborhood of H(pg) contains a horseshoe K disjoint from the chain-recurrence class
of pg, with topological entropy larger than ∆(g, p). Lemma 8.1 shows that V(n, ) is a
dense and open subset of U(n).
Any diffeomorphism f in the dense Gδ subset
⋂
n V(n, 1/n) satisfies the conclusion of
Theorem 5.
8.2 Approximation of ergodic measures by horseshoes
Given an ergodic measure of a generic diffeomorphism, Corollary 3.12 approximates it
by a periodic orbit and, when there is no dominated splitting, the perturbation given by
our Main Theorem produces a horseshoe with the required properties. Theorem 6 claims
that the generic diffeomorphism already such a horseshoe. This will follow from a Baire
argument similar to the proof of [1, Theorem 3.8].
Proof of Theorem 6. Note that it is enough to fix L > 0 and to prove the theorem in
restriction to the set of diffeomorphisms f such that ‖Df‖ and ‖Df−1‖ are bounded by
L: in particular the topological entropy is bounded by Ldim(M).
Let K(M) denote the collection of the compact subsets of M endowed with the Haus-
dorff metric, a compact metric space. We define a map Φ from Diff1(M) to the space
K(P(f)×K(M)× [0, Ldim(M)]) of compact subsets of P(f)×K(M)× [0, Ldim(M)] (also
endowed with the Hausdorff distance). This map associates to each diffeomorphism f the
closure of the set of triples (µ,K, h) where K is a horseshoe for f , µ is an ergodic measure
for f supported on K and h = h(f, µ). Since each horseshoe has a hyperbolic continuation,
the map Φ is lower semicontinuous, hence admits a dense Gδ set G0 of continuity points.
Let G1 be the dense Gδ set of diffeomorphisms satisfying Corollary 3.12. For f ∈ G0∩G1
and µ an ergodic measure whose support does not have any dominated splitting, there
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exists a sequence of periodic orbits On which converge to µ for the Hausdorff topology and
the weak star topology, and whose Lyapunov exponents converge to those of µ. Ruelle’s
inequality gives ∆(f, µ) ≥ h(f, µ).
One deduces from the Main Theorem that there exist a sequence of diffeomorphisms
(gn) converging to f and a sequence of horseshoes Λn with topological entropy equal to
h(f, µ) and contained in a small neighborhood of On. Katok’s approximation theorem
([43], see also [7, Theorem 1.5]) yields a sub-horseshoe Kn ⊂ Λn whose invariant measures
are all close to µ and whose topological entropy is close to h(f, µ).
In particular, considering the measure of maximal entropy µn on Kn, one gets a se-
quence of triples (µn,Kn, hn) ∈ Φ(gn) which converge to (µ,Supp(µ), h(f, µ)). Since Φ is
continuous, we obtain horseshoes for f close to Supp(µ), supporting an ergodic measure
ν weak star close to µ with entropy h(f, ν) close to h(f, µ).
8.3 Dimension of homoclinic classes
We prove Theorem 7, relating the stable and unstable dimensions of p and the Hausdorff
dimension of the homoclinic class H(p) when the latter has no dominated splitting. Recall
that Proposition 3.13 yields a periodic orbit without strong dominated splitting allowing
our Main Theorem to create a linear horseshoe inside the continuationH(pg). The estimate
in Proposition 4.6 for the Hausdorff dimension of further perturbations H(pg) easily gives:
Lemma 8.3. If f is C1-generic, if H(p) has no dominated splitting and if ∆+(f, p) ≥
∆−(f, p) then, for any  > 0, there exists g arbitrarily close to f in Diff1(M) such that
H(pg) has Hausdorff dimension larger than the unstable dimension of p. Moreover this
still holds for diffeomorphisms close to g.
The proof of Theorem 7 is then concluded by a routine Baire argument very similar
to the proof of Theorem 5.
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