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We review recent developments of formulations to calculate the Dzyaloshinskii–Moriya
(DM) interaction from first principles. In particular, we focus on three approaches. The first
one evaluates the energy change due to the spin twisting by directly calculating the helical
spin structure. The second one employs the spin gauge field technique to perform the deriva-
tive expansion with respect to the magnetic moment. This gives a clear picture that the DM
interaction can be represented as the spin current in the equilibrium within the first order of the
spin-orbit couplings. The third one is the perturbation expansion with respect to the exchange
couplings and can be understood as the extension of the Ruderman–Kittel–Kasuya–Yosida
(RKKY) interaction to the noncentrosymmetric spin-orbit systems. By calculating the DM
interaction for the typical chiral ferromagnets Mn1−xFexGe and Fe1−xCoxGe, we discuss how
these approaches work in actual systems.
1. Introduction
To control magnetic behavior for device applications, it is crucial to engineer magnetic
interactions. Usually, the interaction between spins has the symmetric form Si · S j and, as a
result, the spins tend to be (anti)parallel. On the other hand, in magnetic materials with broken
inversion symmetry, a qualitatively different interaction, Si × S j, called the Dzyaloshinskii–
Moriya (DM) interaction, appears as a consequence of spin-orbit interactions.1, 2) The DM
interaction is antisymmetric for spin operators and favors twisted spin structures, which in-
duces numerous interesting magnetic behaviors such as chiral soliton lattices in chiral he-
limagnets,3) skyrmion formation,4–8) and the enhancement of domain wall mobility.9–13) In
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addition, the DM interaction relates magnetic properties and electric polarizations in multi-
ferroic materials.14–16)
In 1960, Moriya first proposed the microscopic derivation of the DM interaction at the
first order of the spin-orbit coupling and discussed two different contributions;2) the first one
is the extension of the superexchange mechanism to multiorbital spin-orbit systems, and the
other is the combination of the direct exchange interaction and the spin-orbit coupling. Al-
though the physical pictures of these mechanisms are clear particularly for insulating systems,
these formulations are not suitable for practical calculation. For quantitative analysis, several
techniques have been developed to calculate the DM interaction from first-principles calcula-
tions.17–26) Most of these approaches consider the energy difference by twisting the magnetic
structures in various ways. One of the most direct approaches is to calculate the energies of
spirals with the finite vector q as E(q) and extract the q-linear term,21–23) although this ap-
proach is sometimes time-consuming. When the twisting angle is small, the energy change
can be evaluated from the information of the uniform magnetic structures by utilizing, for ex-
ample, the magnetic force theorem,17–19) Berry phase,24) or spin gauge field transformation.25)
On the other hand, perturbation expansion with respect to the exchange couplings gives a
different formulation to evaluate the DM interaction.26–31)
In this paper, we overview three approaches to evaluate the DM interaction from first-
principles calculations, that is, the methods using the energy of spirals, E(q), the spin current,
and the off-diagonal spin susceptibility. By applying these methods to chiral ferromagnets,
namely, Mn1−xFexGe and Fe1−xCoxGe systems, we discuss the relationship among these ap-
proaches, how the band structures affect the DM interactions, and how each approach explains
experimental results.
2. Formulation to Compute the DM Interaction
In this section, we describe three approaches to calculate the DM interaction. Hereafter,
we consider the low-energy effective Hamiltonian for the local direction of the magnetic
continuum, n(r), and neglect the charge degrees of freedom. Then, the exchange interaction
and the DM interaction are given as
H =
∫
dr
∑
µ
Jµ(∇µn)2 + ∑
α
Dαµ(∇µn× n)α
 , (1)
where Jµ and Dαµ denote the spin stiffness and the DM interaction, respectively. Here, µ =
x, y, z represents the relative direction of the two spins in the lattice representation, and α =
x, y, z represents the spin rotation axis. This Hamiltonian can be derived from the local-spin
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Hamiltonian
H =
∑
i j
[
−Ji jSi · S j + Di j · (Si × S j)
]
. (2)
In fact, when we assume the isotropic system, Jµ and Dαµ can be written as
J =
1
V
∑
j
1
6
|r j|2J0 j, (3)
Dµ =
1
V
∑
j
(−r j)µD0 j, (4)
where V is the volume of one site. In this paper, we consider the total magnetic moment along
the z-axis as a starting point and the DM interaction with α = x, y.
2.1 Twisting magnetic structures
Using the Hamiltonian in Eq. (1), we can easily calculate the energy for a given n(r). For
example, the exchange term always gives a non-negative value for Jµ > 0 and the uniform
magnetic structure, ∇µn = 0, is most favorable. On the other hand, the DM interaction term
favors the twisted magnetic structure and its chirality depends on the sign of Dαµ . In fact, when
Jµ = J and Dαµ = Dδµα, a helical structure such as n = (cos qz, sin qz, 0) has q-dependent
energy, E(q) = Jq2 − Dq, and the most stable wavevector is given as q = D/2J. This means
that once we can calculate the energy of the helical structure, E(q), in actual systems, then
we can evaluate the DM interaction as well as the spin stiffness in this effective Hamiltonian.
By changing the twisting axis and direction of n, we can discuss each component of the DM
interaction, Dαµ .
One way to compute E(q) in the first-principles calculations is to employ the generalized
Bloch theorem, that is, apply different boundary conditions for up and down spins to sim-
ulate twisted magnetic structures.21, 23) Calculations of energies for actual twisted magnetic
structures with supercells have also been performed.32)
2.2 Perturbation with respect to spin gauge field
Here, we describe the spin current approach to the DM interaction using the method of
the spin gauge field.25) In Eq. (1), electron degrees of freedom are integrated out and the
Hamiltonian depends only on the magnetic moment n(r). To obtain this Hamiltonian from
the microscopic model, we consider the following Hamiltonian in the field representation:
H =
∫
dr
∑
l
c†l
−~2∇22m − Jlexn · σ + i2 ∑
µ
λµ · σ←→∇ µ
 cl, (5)
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where c†l and cl are electron creation and annihilation operators for orbital l, respectively,
c†
←→∇ µc ≡ c†∇µc − (∇µc†)c, and λµ denotes the spin-orbit interaction. The local direction
of the magnetization n(r), with n = (sin θ cos φ, sin θ sin φ, cos θ), is static, and Jlex denotes
the exchange constant. The form of λµ is determined by the symmetries of the system; for
example, λαµ ∝ δαµ for B20 alloys such as MnSi and FeGe, while λαµ ∝ εαµz for Rashba systems
with z as its perpendicular direction. We consider here a simplified model with a quadratic
dispersion and a spin–orbit interaction linear in the momentum but the extension to general
cases is straightforward.
For this Hamiltonian, we consider the local spin gauge transformation so that the lo-
cal magnetic moment n(r) points to the z direction. For this purpose, we introduce a uni-
tary transformation in spin space as cl(r) = U(r)al(r), where U is a 2 × 2 unitary ma-
trix satisfying U†(n · σ)U = σz.33) An explicit form of U is given as U = m · σ with
m ≡ (sin θ2 cos φ, sin θ2 sin φ, cos θ2 ). Geometrically, U rotates the spin space by pi around the
m-axis. Using this unitary transformation, derivatives of the electron field become covariant
derivatives as ∇µcl = U(∇µ + iAs,µ)al, where As,µ ≡ ∑α Aαs,µ σα2 = −iU†∇µU is an SU(2) gauge
field, called a spin gauge field, given by Aαs,µ = 2(m × ∇µm)α. Then, the Hamiltonian for the
electron in the rotated frame is given as H = H0 + HA with
H0 ≡
∫
dr
∑
l
a†l
−~2∇22m − Jlexσz + i2 ∑
µ
λ˜µ · σ←→∇ µ
 al, (6)
HA ≡
∫
dr
∑
l
∑
µα
ˆ˜jαs,l,µA
α
s,µ +
~2
8m
nˆel,l(Aαs,µ)
2
 . (7)
Here, λ˜βµ ≡ ∑α Rαβλαµ is the spin–orbit coupling constant rotated by the SO(3) matrix Rαβ ≡
2mαmβ−δαβ satisfying U†σαU = ∑β Rαβσβ, and nˆel,l ≡ a†l al. The spin current density operator
ˆ˜jαs,l,µ in the rotated frame is given by
ˆ˜jαs,l,µ ≡ − i~
2
4ma
†
lσ
α←→∇ µal − 12 λ˜αµa†l al.
The interaction between electrons and the magnetization structure is originally given by
the exchange interaction, Jlexc
†
l n(r) · σcl in Eq. (5). After the spin gauge transformation, this
exchange interaction becomes a trivial one, Jlexa
†
lσ
zal in Eq. (6). The interaction between
electrons and the magnetization structure is instead given by HA in Eq. (7). We regard H0 as
the non-perturbative Hamiltonian and treat HA as a perturbation. Since Aαs,µ = 2(m × ∇µm)α
is proportional to the derivative of n(r), the perturbative expansion by HA gives the derivative
expansion with respect to the magnetization structure.
Let us derive the effective Hamiltonian for magnetization, Heff , by integrating out the
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electron degrees of freedom in this rotated frame:
exp
(
− i
~
∫
dt Heff
)
≡
∫
Da†Da exp
(
i
~
(S 0 −
∫
dt HA)
)
, (8)
where S 0 is the action corresponding to H0, that is, S 0 ≡
∫
dt[
∫
dr
∑
l i~a
†
l ∂tal − H0]. We
expand the right-hand side of Eq. (8) by HA, and obtain Heff as∫
dt Heff =i~ ln Z0 +
∫
dt 〈HA〉 + O((∂n)2), (9)
Z0 ≡
∫
Da†Da exp
( i
~
S 0
)
. (10)
Let us extract the DM interaction from Heff . Since λ˜αµ(r) =
∑
β Rβα(r)λ
β
µ in H0 depends on
the magnetization structure, not only 〈HA〉 but also ln Z0 contributes to the DM interaction.
However, the contribution from ln Z0 is only higher order in λ, while the contribution from
〈HA〉 contains first-order terms in λ. Therefore, we can neglect the contribution from ln Z0
when λ is sufficiently small. For 〈HA〉, since the DM interaction is the first-order derivative
term in the effective Hamiltonian of the magnetization, it is sufficient to consider only the
terms in 〈HA〉 proportional to As. Therefore, the DM interaction is included in
Heff =
∫
dr
∑
lµα
j˜αs,l,µA
α
s,µ, (11)
where j˜αs,l,µ ≡
〈 ˆ˜jαs,l,µ〉 is the expectation value of the spin current density in the rotated frame
evaluated by H0 in Eq. (6). The spin current density jαs,l,µ in the laboratory frame is related as
jαs,l,µ =
∑
β Rαβ j˜
β
s,l,µ. Then, by using the identity
∑
β RαβA
β
s,µ = (∇µn× n)α + nαAzs,µ, the effective
Hamiltonian reads
Heff =
∫
dr
∑
µα
Dαµ(∇µn× n)α +
∑
µl
j‖s,l,µA
z
s,µ
 , (12)
where j‖s,l,µ ≡ j˜zs,l,µ = n · js,l,µ, and
Dαµ ≡
∑
l
j⊥,αs,l,µ (13)
with j⊥,αs,l,µ ≡ jαs,l,µ − nα j‖s,l,µ. Thus, the DM interaction is given by the expectation value of
the spin current density of electrons. More precisely, the transversely polarized component
of the spin current j⊥s,l,µ contributes to the DM interaction. On the other hand, the longi-
tudinally polarized component j‖s,l,µ contributes to the spin-transfer torque term, j
‖
s,l,µA
z
s,µ =
j‖s,l,µ(1 − cos θ)∇µφ. We have checked that, in the case of the simplified model in Eq. (5), the
contribution to the spin-transfer torque term from j‖s is cancelled by that from ln Z0 in Eq. (9)
up to the λ3-order. This is expected since the spin-transfer torque will not arise spontaneously
5/19
J. Phys. Soc. Jpn. FULL PAPERS
at equilibrium states.
In the practical calculation, we consider a general form of the spin current density as
jαs,l,µ =
∑
k
1
4
〈c†kl(vµσα + σαvµ)ckl〉, (14)
where the velocity operator is defined as vµ = dHk/dkµ with Hk = e−ik·xHeik·x. This general
form of spin current actually corresponds to the DM interaction when we apply the spin gauge
field technique to a generalized Hamiltonian instead of Eq. (5). Note that the DM interaction
for the local-spin model derived from the tight-binding Hamiltonian20) corresponds to the
discrete representation of Eqs. (13) and (14), which can be confirmed using Eq. (4).
The spin current in Eq. (13) is the expectation value at equilibrium states. Spin currents at
equilibrium states arise mainly by two mechanisms. One is due to the magnetization structure,
which induces a spin current of the form jαs,µ ∝ (n × ∇µn)α. Such a magnetization-induced
spin current is known to be relevant, for example, in multiferroic systems.14) Since this spin
current is proportional to ∇µn, it does not contribute to the first-order derivative terms in
Eq. (12), but contributes to higher-order derivative terms in the effective Hamiltonian. The
other mechanism that induces a spin current at equilibrium states is the spin–orbit interaction
with broken inversion symmetry, represented by the last term in Eq. (5). This interaction
tends to lock the relative angle of the spin and the momentum of electrons and yields a
finite spin current. The existence of such a spin–orbit-induced spin current has been noticed
and discussed in the literature.34–39) This spin–orbit-induced spin current arises even when
∇µn = 0 and contributes to the first-order derivative terms in Eq. (12). Thus, to be precise, j⊥s
in Eq. (13) is generally not the total amount of spin current flowing in the system; when we
expand a spin current in powers of ∇µn, then j⊥s in Eq. (13) corresponds to the non-derivative
part. In the practical calculation to evaluate, for example, the Dxµ and D
y
µ components of
the DM interaction, we set the magnetization direction n uniformly in the z-direction and
calculate jxs,µ and j
y
s,µ, respectively.
Our result, Eq. (13), clarifies that a spin current is a direct origin of the DM interaction.
Let us give a physical interpretation of this result. Generally, when an interaction is mediated
by some medium, the interaction changes with its flow. This phenomenon is known as the
Doppler effect. In the case of magnets, magnetic interactions are mediated by electron spin
hopping among magnetic moments. Therefore, when the electron spin flows as a spin current,
the magnetic interaction changes and an additional interaction will emerge. Since the spin
current makes two adjacent magnetic moments inequivalent in the sense that one is located
upstream and the other downstream, the additional magnetic interaction is antisymmetric
6/19
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Fig. 1. (Color online) Schematic picture showing the mechanism of the spin-current-induced Doppler shift.
A spin current jαs,µ = s
αvµ is flowing with spin polarization s and velocity v. Due to the torque from the localized
spin n, this spin current flows with its spin precessing. Such a spin current with precession changes the spatial
variation of the localized spins from ∇µn to ∇µn − js,µ × n, which is the Doppler shift due to the spin current.
Adapted with permission.25) Copyright 2016, American Physical Society.
with respect to the exchange of the two adjacent magnetic moments. Thus, an antisymmetric
magnetic interaction, that is, the DM interaction, arises as the Doppler effect due to the spin
current. Let us see this Doppler effect more closely in Fig. 1. Consider two adjacent magnetic
moments with directions n and n′ = n + (a · ∇)n, where a is the vector connecting the
two sites, and electrons hopping between them. When an electron with spin s hops from n
to n′, its spin precesses by (s × n), with  a small coefficient, due to the torque from the
magnetic moments. For the electron hopping with such a precession, the spatial variation of
the magnetic moments will look like not (a·∇)n but rather (a·∇)n−(s×n). When we express
a spin current as jαs,µ = s
αvµ with vµ the velocity of an electron, the discussion so far suggests
that the derivative of the magnetization vector changes from ∇µn to Dµn ≡ ∇µn− η( js,µ × n),
with η some coefficient, due to the presence of the spin current. Accordingly, the interaction
energy, which was originally (∇µn)2 when there are no spin currents, changes into (Dµn)2 
(∇µn)2 + 2 ∑µ η js,µ · (∇µn× n). Thus, the DM interaction ∑µ Dµ · (∇µn× n) arises as the spin-
current-induced Doppler shift of the exchange energy (∇µn)2. Note that only the spin current
component j⊥s perpendicular to n contributes to the Doppler shift Dµn ≡ ∇µn − η( js,µ × n),
which is consistent with the result of Eq. (13).
Finally, let us mention that the spin current method can be applied to insulating systems.
In fact, the intrinsic spin current can be finite even in insulators. The application to insulators
such as Cu2OSeO3 will be discussed elsewhere.
7/19
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2.3 Perturbation with respect to exchange couplings
Here, we consider Eq. (5) directly to derive the DM interaction. We assume that Jex is
small and consider the second-order perturbation to integrate out the electron degrees of free-
dom as in the derivation of the RKKY interaction. Since there is a spin-orbit interaction, the
effective Hamiltonian for n(r) includes the DM interaction term Dαµ(∇µn× n)α with26)
Dβµ =
J2ex
2
lim
q→0
∂χ
αγ
0 (q, iωn = 0)
i∂qµ
. (15)
Here, (α, β, γ) = (x, y, z), (y, z, x), or (z, x, y), and χ0 is the non-interacting spin susceptibility
defined as
χ
αγ
0 (q, iωl) = −
T
V
∑
l,l′,s1,s2,s3,s4
∑
k,m
σαs4s1
×G0ls1l′s2(k, iωm)σγs2 s3G0l′s3ls4(k + q, iωm + iωl), (16)
where σ is the Pauli matrix and G0 is the non-interacting Green’s function in the orbital basis.
Using this spin susceptibility, we can write the DM interaction as
Dβµ =
1
V
∑
k
Dβµ(k) (17)
Dβµ(k) = limq→0
∂
i∂qµ
∑
n,n′
f (εn′k+q) − f (εnk)
εn′k+q − εnk
× 〈nk|σα|n′k + q〉〈n′k + q|σγ|nk〉, (18)
where |nk〉 is the eigenvector of the Kohn-Sham Hamiltonian with the eigenvalue of εnk. Note
that this representation uses the expectation value of two Green’s functions, which is similar
to that using the magnetic force theorem and is in sharp contrast to the spin current approach.
2.4 Relationship between band structures and DM interactions
One advantage of spin current and spin susceptibility approaches is that we can discuss the
relationship between band structures and the DM interaction. In fact, we can easily calculate
the contribution from the band anticrossing points, where the nontrivial spin texture arises
owing to the spin-orbit couplings. Here, let us consider the simple 2×2 Hamiltonian
H = γ(kxσx + kyσy + mσz). (19)
Then, using Eq. (13) or Eq. (15), we obtain
Dαµ = γD
1 00 1
 (20)
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E
k-m
m
μ
D
m
-m
(a) (b)
Fig. 2. (Color online) (a) Band structure of the two-band model defined in Eq. (19) and (b) the chemical
potential dependence of the DM interaction corresponding to this band structure calculated by the spin current
method (black line) and spin susceptibility method (red line).
with
D = nel = pi(µ2 − m2)[θ(µ − m) − θ(−µ − m)] (21)
from Eq. (13) and
D =
J2ex
16pi
[θ(µ − m) − θ(−µ − m)] (22)
from Eq. (15). Here we assume that the number of electrons, nel, is zero at µ = 0 and the row
and column correspond to spatial (µ) and spin (α) indices, respectively. Schematic pictures
of the energy band and the DM interactions are shown in Fig. 2. It is interesting to note that
the DM interaction is negative for µ < −m and positive for µ > m for γ > 0, indicating
that this anticrossing point gives positive contributions to the DM interaction. That is, when
the chemical potential sweeps across the anticrossing points from below to above, the DM
interaction increases.
The relationship between the spin configurations and the symmetry of the DM coeffi-
cient is also clear in these formalisms. Let us consider three typical spin configurations of
a conduction electron in the momentum space, the Rashba (which arises in polar systems),
Dresselhaus, and Weyl (in chiral systems) configurations, represented by the Hamiltonians
HR = α(kxσy − kyσx), HD = β(kxσx − kyσy), and HW = γ(kxσx + kyσy), respectively. The
schematic spin textures are shown in Fig. 3. The DM interactions in these cases (denoted by
DR, DD, and DW, respectively) are
DαR,µ = αnel

0 1 0
−1 0 0
0 0 0
 , DαD,µ = βnel

1 0 0
0 −1 0
0 0 0
 ,
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Fig. 3. (Color online) Spin texture in momentum space for (a) Rashba, (b) Dresselhaus, and (c) Weyl-type
Hamiltonians. Adapted with permission.25) Copyright 2016, American Physical Society.
DαW,µ = γnel

1 0 0
0 1 0
0 0 0
 . (23)
This result clearly relates the symmetry of crystal structures, spin-orbit couplings, and the
DM interactions. For example, DM interactions are antisymmetric in polar systems whereas
diagonal DM interactions are expected in non-polar systems, as discussed by a different ap-
proach.40, 41)
3. Application to Chiral Ferromagnets
3.1 Electronic structure of FeGe
FeGe is a B20-type chiral ferromagnet and is extensively studied experimentally. A
skyrmion crystal state due to the DM interaction has been observed near room temperature42)
and the divergence of the skyrmion size has been pointed out in Mn1−xFexGe with x = 0.8,
indicating the sign change of the DM interaction.43) Neutron scattering experiments also sug-
gest the sign change of the DM interaction in Mn1−xFexGe with x = 0.844) and Fe1−xCoxGe
with x = 0.6.45) In MnGe, a unique three-dimensional spin structure has been observed.46, 47)
The crystal symmetry of the B20 compounds is P213, and owing to its symmetry, the DM
interaction should be given as Dαµ = Dδαµ.
Figure 4(a) shows the DFT band structure of FeGe (black solid lines). Here, the spin-orbit
couplings are included and the total ferromagnetic moment is parallel to the (001) direction
(z axis). The calculated local magnetic moment is 1.18 µB per Fe atom, which is consistent
with the results of experiments48, 49) and previous calculations.50) The red broken lines are the
Wannier-interpolated band structure with Fe 3d and Ge 4p Wannier orbitals. According to the
average energy difference between up and down spins for the Fe 3d orbitals, the exchange
splitting of the 3d orbitals is estimated to be ∆ = 1.17 eV. Figure 4(b) shows the obtained
10/19
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Fig. 4. (Color online) (a) Comparison between DFT band structure (black solid lines) and tight-binding band
structure (red broken lines). (b) Detailed band structure around the Fermi level with colors representing the
weight of the up spin; that is, red (blue) lines correspond to up-spin (down-spin) bands. The Fermi level is set
to zero. Adapted from Ref. 26 under the CC-BY 4.0 license.
tight-binding band structure around the Fermi level with the color representing the weight
of the up spin. Since the spin-orbit coupling of FeGe is not strong, each band is basically
characterized as either an up-spin or down-spin band, and the complex spin texture emerges
only around the band anticrossing region. Hereafter, to discuss the atomic composition de-
pendences of Mn1−xFexGe and Fe1−xCoxGe, we show the results obtained using the electronic
structures with self-consistent charge densities for corresponding carrier densities by fixing
the atomic geometries and the lattice constant to the experimental values of FeGe.51)
3.2 DM interaction using E(q)
Figure 5 shows the spin stiffness and the DM interaction calculated using E(q) for
Mn1−xFexGe and Fe1−xCoxGe in two different studies.25, 52) Although there is a slight differ-
ence in the two studies due to the treatment of the alloys, the results well reproduce the sign
change of the DM interaction observed in the experiments, that is, at x = 0.8 in Mn1−xFexGe
and x = 0.6 in Fe1−xCoxGe. In addition, a recent spin-wave spectroscopy experiment has
shown that the DM interaction for FeGe is ∼ -3.6 meVÅ, which is also consistent with the
calculation. In contrast, around MnGe, the DM interaction is very small while the experiments
show a very small skyrmion size, indicating a large DM interaction.46) This discrepancy may
come from the validity of the evaluation using E(q) since this method assumes that the spatial
spin variation is small. In contrast with other skyrmion materials like FeGe and MnSi, MnGe
is proposed to have a unique three-dimensional skyrmion lattice structure,47) which suggests
that not only the DM interaction but also other mechanisms such as the frustration of the
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Fig. 5. (Color online) Spin stiffness J and DM interaction D for Mn1−xFexGe and Fe1−xCoxGe calculated
using the energies of helical spin structures E(q) from Ref. 52 (green line) and Ref. 25 (red lines). The error
bars for the red lines indicate the fitting errors of E(q) = Jq2 − Dq.
exchange coupling may play an important role.
The values of J do not change much for Mn1−xFexGe and are on the order of 1 eVÅ2.
For Fe1−xCoxGe, on the other hand, the values of J decrease with increasing x and almost
vanish for x > 0.6, indicating that the ferromagnetic state becomes unstable. The wavelength
of the helix, 4piJ/D, for FeGe is estimated to be 160 nm, which is almost the same order as
the experimental value.
3.3 DM interaction using the spin current
Next, let us discuss the DM interaction using Eq. (14). Since this equation is valid within
the first order of the spin-orbit coupling, it is important to check the spin-orbit-coupling-
strength dependence of the spin current. For this purpose, an electronic structure calculation
without the spin-orbit coupling is performed, and a tight-binding model that reproduces this
band structure is constructed. By mixing the two tight-binding Hamiltonians with and with-
out the spin-orbit coupling, the spin current as a function of the spin-orbit coupling strength
is calculated as shown in Fig. 6. As can be seen, the spin current is determined almost within
the first order of the spin-orbit coupling in this system, indicating that the spin current is a
good approximation for the DM interaction. Here, the difference between jxs,x and j
y
s,y orig-
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inates from the magnetic moment, which breaks the symmetries that connect the x- and y-
axes. In fact, if we consider the magnetic moment along the (111) direction, the two per-
pendicular spin currents have the same values due to the C3 symmetry. Note that for large
spin-orbit-coupling systems such as a Co/Pt bilayer, the higher-order contributions cannot be
neglected.53)
Figure 7 shows the DM interaction estimated directly using the spin current and by ex-
tracting the first-order contribution from the spin current. Since the idea of the spin current
approach is the same as the method using E(q), these results give almost the same result as
shown in Fig. 5. The agreement between the first-order contribution and the original spin cur-
rent supports the validity of this estimation. Interestingly, the difference between jxs,x and j
y
s,y
becomes smaller for the first-order contribution. The higher-order contribution of the spin-
orbit coupling and the possible anisotropy of the DM interaction are important future issues.
In the spin current approach, it is possible to discuss the relationship between the band
structure and the DM interaction and, as a result, the chemical potential dependence of the
DM interaction. In fact, we can rewrite Eq. (14) as
D =
∑
nk
Dnk f (nk) =
∫
D(E) f (E)dE, (24)
where n, f (E), Dnk, and D(E) are the band index, the Fermi distribution function, the contri-
bution of each band to the DM interaction, and the density of the DM interaction, respectively.
Figure 8(a) shows the band structure of FeGe with the color representing Dnk. As discussed
in Sect. 2, we can see that the DM interaction comes from the restricted region of the band
structure where the complex spin texture arises due to band anticrossing. The density of the
DM interaction, D(E), shown in Fig. 8(b), also gives useful information for discussing the
carrier density dependence of the DM interaction. That is, in this case, D(E) < 0 for E < 0
and D(E) > 0 for E > 0 indicate the dip structure around FeGe (E = 0) and the resulting two
sign changes in Mn1−xFexGe and Fe1−xCoxGe.
3.4 DM interaction using the spin susceptibility
The DM interaction using Eq. (15) is shown in Fig. 9. Here, the exchange coupling Jex
is estimated by the exchange splitting of the d orbitals, that is, the average energy difference
of 3d Wannier orbitals for up and down spins. In this result, the two sign-change points
(x ∼ 0.4 for Mn1−xFexGe and x ∼ 0.02 for Fe1−xCoxGe) are shifted to some extent from the
positions in the experiments. This may be because the perturbation expansion with respect to
Jex is not a good approximation in this material. In fact, Jex is not so small and the effect of
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exchange splitting on the electronic structure cannot be explained only by Jexn · σ. On the
other hand, the DM interaction for Mn1−xFexGe with small x is larger than the previous two
results and is more consistent with the experimental result. This suggests that the pertubation
expansion with respect to Jex reasonably works even for large Jex systems and can give a
better estimation once the derivative expansion with respect to the magnetic structure does
not work. In this way, this method can play a complementary role in the evaluation of the DM
interaction.
4. Conclusion
In this paper, we have reviewed three approaches to evaluate the DM interaction. The first
one is to evaluate the energy of the helical spin structure, E(q), directly from first principles
and extract the DM interaction. The method is very powerful while the obtained information
is limited. The second one is the perturbation expansion with respect to the spin gauge field,
which represents the spin twisting. The idea is to extract the DM interaction term by twisting
the spin structure, which is almost the same as the first approach, while this method only
needs the electronic structure calculation for the uniform magnetic state. This method gives
a clear picture that the DM interaction can be expressed in terms of the spin current at the
equilibrium within the first order of the spin-orbit couplings. Furthermore, the relationship to
the band structure and the effect of carrier doping can be easily discussed. The third one is the
perturbation expansion with respect to the exchange coupling, which can be understood as
the extension of the RKKY mechanism. This method also clarifies the relationship between
the band structure and the DM interaction, which is roughly consistent with the spin current
approach.
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By applying these methods to chiral ferromagnets, it has been shown that the first two ap-
proaches give almost the same results, which agree well with the experiments, while the third
one gives a slightly different result. Since the starting points of the first two approaches and
the third approach are completely different, these approaches will play complementary roles
in the evaluation of the DM interaction. The application of these methods to various systems
and clarifying their validity are important future issues for designing materials utilizing this
unique antisymmetric interaction.
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