Abstract. Most richness estimators currently in use are derived from models that consider sampling with replacement or from the assumption of infinite populations. Neither of the assumptions is suitable for sampling sessile organisms such as plants where quadrats are often sampled without replacement and the area of study is always limited. In this paper, we propose an incidence-based parametric richness estimator that considers quadrat sampling without replacement in a fixed area. The estimator is derived from a zero-truncated binomial distribution for the number of quadrats containing a given species (e.g., species i) and a modified beta distribution for the probability of presence-absence of a species in a quadrat. The maximum likelihood estimate of richness is explicitly given and can be easily solved. The variance of the estimate is also obtained. The performance of the estimator is tested against nine other existing incidence-based estimators using two tree data sets where the true numbers of species are known. Results show that the new estimator is insensitive to sample size and outperforms the other methods as judged by the root mean squared errors. The superiority of the new method is particularly noticeable when large quadrat size is used, suggesting that a few large quadrats are preferred over many small ones when sampling diversity.
INTRODUCTION
The number of species (or richness) in an area is the most basic diversity measurement. Although complete enumeration of species might be possible in a relatively small area of a few hectares, richness has to be estimated from sampling in situations where census is not feasible. Many methods have been developed to address this problem (Palmer 1990 , Bunge and Fitzpatrick 1993 , Colwell and Codington 1994 , Hellmann and Fowler 1999 , Chiarucci et al. 2003 , Chao 2005 , Magnussen et al. 2006 . In general, there are three types of estimators: species-area curves, abundance-based methods, and incidence-based methods. Abundance-based methods require information about abundance, while incidencebased methods are based on species presence-absence data. These estimators are not only designed for handling different types of data but also differ in their mathematical assumptions. Some of them are derived purely from mathematical inspiration with little practical significance (e.g., the multinomial estimator), while others are developed from practical consideration. As a result, their performances vary considerably. Comparison analysis for many of the estimators has been conducted using various empirical data (Palmer 1990 , Colwell and Codington 1994 , Chazdon et al. 1998 , Magnussen et al. 2006 ), but there is still lack of general consensus. Among the many criteria used to judge estimators, unbiasedness and insensitivity to sample size are most basic. The latter is particularly useful for the practical purpose. Given the difficulty and cost of sampling, it is highly desired to develop estimators that can give a reasonable estimate even when the sample size is small.
Sampling with and without replacement are two basic sample devices. It is intuitive that sampling without replacement is more efficient as long as sedentary organisms (e.g., plants) are concerned, although the majority of the methods currently in use are actually designed for sampling with replacement or for infinite populations. This reflects the historical fact that most richness estimators were initially derived from the markrecapture method for animals. Schreuder et al. (1999) attempted to adjust this type of estimator by adding a finite population correction term; see also Magnussen et al. (2006) . But this has not proven to be successful (see Empirical test). As we will show later, if these methods are unconditionally applied to data from sampling without replacement, considerable overestimation can result if sampling proportion, denoted by q ¼ t/T, becomes large (see The proposed model ).
In this study, we developed an incidence-based richness estimator for quadrats sampled without replacement (see Plate 1). data on species presence-absence in each quadrat. The method was derived from two basic assumptions: (1) the number of occupied quadrats of a species follows a zerotruncated binomial distribution, and (2) the probability of presence/absence of a species in a quadrat follows a modified beta distribution. It is an unbiased estimator when the parameters of the modified beta distribution are given, and its variance is also given. A comparison analysis against the other nine incidence-based estimators using two large-scale empirical data sets has shown that our method is relatively insensitive to sample size and outperforms the other estimators.
THE PROPOSED MODEL
Assume that there are S species labeled by 1, 2, . . ., S in a fixed region that could be divided into T disjoint quadrats with roughly equal areas. If each species within the sampled quadrats is registered as present or absent, let U i stand for the total number of quadrats with species i in the study region. Note that a realization of U i could be viewed as a measure of the degree of species i scattering on the region. To ensure all species being present when all quadrats in a study region are surveyed, the zero point of any qualified probabilistic models must be eliminated. A simple assumption on U i could be given by following a zero-truncated binomial distribution with parameters T and p i , i ¼ 1, 2, . . ., S. The conditional probability mass function (pmf) of U i given p i could be formulated as
Suppose that a simple random sample of t quadrats is chosen without replacement from the region composed of T quadrats. It is self-evident that once the other T À t quadrats are exhaustively surveyed, the total number of species present in the region will become known. Let X i denote the number of quadrats of species i in a sample of t quadrats; the conditional pmf of X i given both U i and p i is a hypergeometric distribution:
where maxf0, t À T þ U i g x minfU i , tg. When Eq. 2 is averaged over all possible realizations of U i , the conditional pmf of X i only given p i can be derived from E Ui [P(X i ¼ x j U i , p i )] and explicitly expressed as
where I(Á) is an indicator function. Once all quadrats are sampled from the region, i.e., t ¼ T, this condition distribution is exactly the same as the one in Eq. 1. To reduce the number of parameters in Eq. 3 and to simplify the derivation of the unconditional distribution P(X i ) from Eq. 3, we consider p 1 , p 2 , . . ., and p S as a random sample from a distribution with the probability density function (pdf) being a modified beta distribution:
where a . 0, b . 0, and
is a normalizing factor. Note this modified beta distribution inherits almost all the properties of the standard beta distribution which is widely used to model data of range [0, 1] . Furthermore, these two distributions are equivalent when T is large. Consequently, the unconditional distribution of X i is given by
represent the number of species observed in exactly k quadrats out of the sample, k ¼ 1, 2, . . ., t. Note that f 0 is unobservable if t , T. Under the proposed model in the previous section, ( f 0 , f 1 , f 2 , . . ., f t ) is a multinomial distribution with a total S and probabilities (q 0 , q 1 , q 2 , . . ., q t ) subject to R t k¼0 q k ¼ 1, where q k ¼ P(X i ¼ k) in Eq. 4 for brevity. Consequently, the likelihood function could be explicitly expressed as
where D ¼ R t k¼1 f k denotes the number of distinct species in the sample. According to the basis of the likelihood function on the observed number of species D or on ( f 1 , f 2 , . . ., f t ), the likelihood function in Eq. 5 can be decomposed into two ingredients and expressed as (Sanathanan 1972 (Sanathanan , 1977 , where
L b (S, a, b) can be easily recognized as a binomial likelihood function with respect to D and L c (a, b) is a conditional likelihood function based on ( f 1 , f 2 , . . ., f t ) only. Following Sanathanan's (1972 Sanathanan's ( , 1977 results, the parameters estimation could be derived from two versions of the likelihood function depicted as follows: 1) Unconditional MLE, maximum likelihood estimate (UMLE): the MLE of the parameters (S, a, b) is directly searched by maximizing Eq. 5 with respect to all parameters at once.
2) Conditional MLE (CMLE): unlike the procedure of UMLE that only has one step to evaluate, the process of the CMLE involves two steps. One needs to find the 
Ifâ andb of Eq. 7 are replaced by the true values of a and b,Ŝ CMLE is a conditional, unbiased estimator of S in the sense that
It is, however, worthwhile to mention that the difference between the two versions of the MLE's with respect to S is negligible based on our simulation and the results (not shown) using the two data sets in Empirical test. The conditional MLE (Eq. 7) is analytically and computationally simpler. For computational convenience, we will only use the conditional likelihood function L c (a, b) to estimate S in Eq. 7. Whenâ goes to zero, the proposed estimator (Eq. 7) is still well defined and has an alternative form of
CðT þbÞ where C 0 (x) is the first derivative of the gamma function with respect to x.
To derive the variance of the proposed estimator (Eq. 7), the variance decomposition formula can be applied tô S CMLE with respect to the observed number of species D: 
has an approximate formula:
where I(a, b) is the Fisher information matrix of (a, b) with respect to the likelihood function L c (a, b). The variance estimator ofŜ CMLE is then completed as follows:
is obtained by substituting the CMLE (â,b) into Eq. 9. As will be seen in the empirical test below, the performance of the variance estimator (Eq. 10) is satisfactory for most scenarios considered there.
EVALUATION OF THE ESTIMATOR

Other incidence-based estimators
We now test and compare the performance of our estimator (Eq. 7) against three major incidence-based estimators and their corrected forms.
1) The first-order jackknife estimator (Heltshe and Forrester 1983) 
2) The bootstrap estimator (Smith and van Belle 1984) 
3) The Chao2 estimator (Chao 1987, Colwell and Coddington 1994) :
As stated above, for a random sample of quadrats taken without replacement, these estimators will overestimate species richness when the sampling proportion is large. For example, when t ¼ T, none of the three estimators will attain the true species richness S unless
with respect toS jack1 andS Chao2 , and
for all k with respect toS boot . The magnitude of the bias ofS jack1 ,S boot , andS Chao2 are, respectively,
This explains whyS jack1 andS boot overestimate the true species richness when the sampling percentages are more than 70% in Hellmann and Fowler (1999) . The resulting positive biases for the most estimators in the study of Hellmann and Fowler (1999) are due to the sampling device (sampling quadrats without replacement [Chiarucci et al. 2003:292] ) or due to the assumption of infinite population (Schreuder et al. 1999 ).
To overcome this problem, Schreuder et al. (1999) use a finite population correction term to adjust those estimators, sayS any , whose derivations are based on sampling with replacement. The corrected formula iŝ
This will lower the number of unseen species so that the corrected estimators attain the true richness when t ¼ T.
We denote the corrected formula of the above three estimators asŜ jack1 ,Ŝ boot , andŜ Chao2 . Mingoti and Meeden (1992) assume that the number of quadrats with species i in the sample, X i , is from a beta-binomial distribution with parameters a . 0 and b . 0 for the beta distribution. Based on this parametric mixture model, they proposed a richness estimator:
Cðt þbÞ
CðT þbÞ
CðT þâ þbÞ " # whereâ andb are the maximum likelihood estimators of a and b, respectively. Whenâ goes to zero, the estimator is still well-defined and given bŷ
Haas et al. (2006) proposed a series of nonparametric estimators based on the generalized jackknife procedure. However, their basic model is different from ours in the way that they assumed X i comes from a binomial distribution with parameters U i . 0 and q ¼ t/T. Therefore, samples from their distribution are approximate to a simple random sample when T is large enough. In contrast, ours is an exact model rather than an approximation. Under the assumption that all U ¼ (U 1 , U 2 , . . ., U S ) are equal (very unlikely in reality), they presented an estimator:
which is referred to as the first-order jackknife estimator in their paper. If U are heterogeneous, they added one more term, involving the coefficient of variation (CV) of U, to Eq. 12 in order to reduce the bias ofŜ j1 . The corrected estimator iŝ
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is the estimate of squared CV of U. This estimator is called as the second-order jackknife estimator in Haas et al. (2006) . As will be seen below, the estimatorŜ j1 systematically underestimates the true species richness for the two test data sets.Ŝ j2 improves the estimation but considerable bias still remains.
Empirical test
Two data sets of large forest plots are used to test and compare our estimator with those introduced previously. The data are census data and are common in their field survey protocol. In each plot, all free-standing trees and shrubs !1 cm diameter at breast height were enumerated, individually located on a reference map, and identified to species.
The Barro Colorado Island (BCI) plot is 50 ha (1000 3 500 m), located in Barro Colorado Island, Panama (Condit et al. 1996) . Six censuses have so far been surveyed. The 1985 census is used here. There are 299 species and 238 018 individuals. The Pasoh plot is 50 ha (1000 3 500 m), locating in Pasoh Forest Reserve, Malaysia (Kochummen et al. 1990 , Abdul Rahim et al. 2004 ). The first census conducted during 1985-1987 was used in this study. There are 817 species and 320 904 individuals.
The performance of the estimators can be tested by taking quadrat samples without replacement from each plot. Four sizes of quadrats are used: 5 3 5 m, 10 3 10 m, 20 3 20 m, and 50 3 50 m. For each of the four quadrat sizes, six sampling proportions (q ¼ 0.015, 0.05, 0.1, 0.2, 0.3, and 0.5) are implemented to investigate the effect of sample sizes on the richness estimators. For a given quadrat size and sampling proportion, 500 replicates are generated. We then compute the mean of observed numbers of species, denoted byD, the means of the estimates of our proposed estimator (S CMLE ) and other estimators. In total, we compare our method against nine competitors. Six of them are shown in Figs. 1 and 2 for assessing the effect of sampling without replacement on estimatorsS jack1 ,S boot , andS Chao2 and their corrected formsŜ jack1 ,Ŝ boot , andŜ Chao2 . The other three estimators,S MM ,S j1 , andS j2 , have taken the sample size into account and are compared in Tables 1 and 2. The results for four quadrat sizes plotted against the sampling proportions are shown in Figs andS Chao2 , quickly overestimate the true richness as the sample proportions increase. The adjusted estimators, S jack1 ,Ŝ boot , andŜ Chao2 , provide the lower mean estimates and approach true richness as sampling intensity increases. However, they are quite sensitive to sampling intensity, especially at small sampling proportions. It appears thatŜ CMLE andŜ Chao2 are the two estimators least sensitive to the effect of sampling intensity.
The comparison of our estimator (S CMLE ) against the methods (S MM ,S j1 , andS j2 ) of Mingoti and Meeden (1992) and Haas et al. (2006) is given in Tables 1 and 2 given plot (e.g., S ¼ 299 for the BCI plot). The sample standard errors r and the mean of the estimated standard errorsr for the variance estimator (Eq. 10) are also included in the tables.
As the sampling proportions increase,S CMLE and S MM consistently approach the true richness and their RMSE correspondingly decreases with q (Tables 1 and  2 ). The performance of the two nonparametric estima- Notes: There are 299 observed tree species. Quadrat number is the total number of quadrats in the BCI plot for the given quadrat size, RMSE is root mean squared error, q is the proportion of quadrats sampled, andD is the richness averaged over the sampled quadrats;Ŝ CMLE , proposed richness estimator;Ŝ MM , Mingoti and Meeden's estimator;Ŝ j1 , the first-order jackknife estimator by Haas et al.;Ŝ j2 , the second-order jackknife estimator by Haas et al.; r, sample standard error;r, average estimated standard error. tors,Ŝ j1 andŜ j2 , is inferior toS CMLE andS MM in terms of RMSE and bias except for small quadrat size along with the smallest sampling proportion. As expected,Ŝ j1 systematically underestimates the true species richness for all plots (Tables 1 and 2 ). Overestimation is also observed for the bias correctedŜ j2 of Haas et al. (2006) . S MM is the only method that is comparable to our estimator in both RMSE and bias (Tables 1 and 2 ). The relative small bias ofŜ MM is partially due to its derivation by the method of moment. Our proposed estimator,Ŝ CMLE , is a likelihood-based estimator; it has asymptotic properties. Our method consistently outperforms other estimators when quadrat size is relatively large. This provides an advantage in field sampling because it is easier to set up and survey a few larger quadrats than many small ones.
DISCUSSION
Counting species presence or absence in quadrats is a practical and convenient sampling scheme. The majority of richness estimators in the literature are derived from probabilistic models considering sampling with replacement or assuming infinite population size (Bunge and Fitzpatrick 1993, Chao 2005) . Such a sampling scheme, however, is seldom applied to sampling sessile organisms such as plants where sampling without replacement, instead, is used. It has been thought that an estimator deriving from a model of sample-without-replacement would usually involve combinations (or factorials) like those in Eq. 2, thus making the derivation mathematically cumbersome. But the new model proposed in this study has got over this awkward problem.
Empirical tests using the two real data sets have shown the superior performance of the proposed estimator (Eq. 7) to other existing estimators (Tables 1  and 2 , Figs. 1 and 2 ). The superiority is particularly noticeable when quadrat size is large. For example, at 50 3 50 m,Ŝ CMLE very quickly approaches true number of species for the two data sets and in most cases its RMSE is smallest among all other compared estimators. This feature suggests that a few large quadrats should be preferred over many small quadrats. This is clearly a welcoming advantage in field sampling.
Most richness estimators, such asS boot andS Chao2 , were derived from models of sampling with replacement or from the assumption of infinite population size. As shown in this study, if such estimators are unconditionally applied to data of sample-without-replacement, they will overestimate the true richness when the proportion of sampled quadrats is large. This violates the basic property of that an estimator should approach the true value when sample sizes approach to the entire study region. Although Schreuder et al. (1999) attempt to correct such estimators by adjusting the number of unseen species with a finite population correction term like Eq. 11, the performance of the corrected estimators still do not work as well as our method (Figs. 1 and 2) . Mingoti and Meeden (1992) propose a richness estimator based on the beta-binomial model. Their model allows species, present in the sampled quadrats, to have probabilities to be unseen. Based on their betabinomial model, it does not require all species to appear when all quadrats are surveyed. Although this assumption may be reasonable for animal species like birds (birds may not be seen even entire area is surveyed because of their mobility), it may not be appropriate for sessile species. Haas et al. (2006) also devote to the same topic and propose a range of estimators derived from the generalized jackknife method, but their model was based an approximation in order to avoid combinations like those in Eq. 2. Our results in almost all cases of Tables 1  and 2 show thatŜ CMLE outperformsŜ j1 andŜ j2 . While PLATE 1. Gutianshan nature Reserve (81 kmŜ CMLE is inferior toŜ MM at small quadrat sizes, it is indistinguishable from it at intermediate quadrat sizes but superior at large sizes. Another advantage of our estimator is that the variance forŜ CMLE is available. This is not the case in other estimators in Tables 1 and 2. In practice, two crucial issues often arise: (1) How large should the sampling quadrat be? and (2) How many quadrats should be taken? Based on our results (Tables 1 and 2 and Figs. 1 and 2) , we would recommend using at least 20 3 20 m, preferably 50 3 50 m, quadrat size if the purpose is to estimate richness. In terms of the number of quadrats to be sampled, the minimum is three (otherwise, the model becomes statistically unidentifiable). The price to pay for taking a small sample size is the inflation of the estimated standard error. It is clear from Tables 1 and 2 and Figs. 1 and 2 that quadrat size and sample size compensate each other. If quadrat size is large, we can use relatively small sample size to attain the same level of accuracy and precision. As a thumb of rule, based on our results, we would recommend a minimum sampling scheme: 20 3 20 m quadrat size with 10% sampling intensity.
