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The Gaussian kernel is a very popular kernel function used in many machine-learning algorithms, especially 
in support vector machines (SVM). For nonlinear training instances in machine learning, it often outperforms 
polynomial kernels in model accuracy. We use Gaussian kernel profoundly in formulating nonlinear classical 
SVM. In the recent research, P. Rebentrost et.al. discuss a very elegant quantum version of least square 
support vector machine using the quantum version of polynomial kernel, which is exponentially faster than 
the classical counterparts. In this paper, we have demonstrated a quantum version of the Gaussian kernel and 
analyzed its complexity in the context of quantum SVM. Our analysis shows that the computational 
complexity of the quantum Gaussian kernel is            , where   is the dimension of the training 
instance and   is an accuracy with a Taylor remainder error term |    
       |. 
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1 INTRODUCTION 
Machine learning deals with huge data set to recognize hidden patterns, and design models based on the 
recognized patterns to predict the unknown events. It is not much difficult to deal with linear data set, which 
is a straightforward process in most cases. However, when the training data set is nonlinear, straight and 
simple approaches do not work properly. To address nonlinear training datasets, we often use kernel 
functions. Applying a kernel function is a mathematical way to map the training datasets to higher dimension 
feature spaces from lower dimensional feature space. There are many popular kernel functions available, but 
one of the most famous is the Gaussian kernel. The Gaussian kernel is very popular for nonlinear support 
vector machine (SVM) formulation in classical paradigm. Recently we have witnessed some of the important 
quantum algorithms, which outperformed their classical counterparts in terms of time complexities [1] [2] 
[3]. In [1], authors have discussed a quantum SVM algorithm, where they used a quantum version of the 
polynomial kernel to handle nonlinear classification.   
 
In this paper, we have proposed and formulated a quantum version of the Gaussian kernel. A Gaussian 
kernel is the normalized polynomial kernel of infinite degree. We followed the same notion in quantum 
paradigm and used normalized quantum polynomial kernels to formulate the quantum Gaussian kernel. The 
quantum version of Gaussian kernel exhibits            runtime complexity with               
instances, an accuracy   and with an error |    
       |. Where,    is the remainder term of a specific 
Taylor series discussed in section  . The proposed quantum Gaussian kernel formulation can be an 
instrument in many quantum based applications, broadly in quantum classification (for example, quantum 
SVM [1]) and quantum clustering in the context of machine learning. 
2 GAUSSIAN KERNEL IN CLASSICAL PARADIGM 
We began our discussion by understanding the Gaussian kernel formulation in classical paradigm. Consider 
a supervised learning problem with a set of training examples,        , which consists    dimensional 
inputs, and associated outputs,   . We define a polynomial kernel  
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Where   is the scaling factor which scales the   dimensional polynomial kernel by √ , and   is a free 
parameter which trades off the influence between the lower-order terms and higher-order terms in the 
   
polynomial. We define a function   (     ), which is the sum of infinite polynomial kernel series, as 
follows: 
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We consider,        , for simplifying the calculation. In addition, here we are mostly interested in dot 
product evaluation and can avoid the constants,   and  , in the calculation. 
 
After normalizing (2), we get 
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In the equation (3), we induce a parameter   in such a way that it scales the input vectors by a factor of  
 
 
, 
we get 
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The equation (4) is the formulation of the Gaussian kernel. 
 
We now analyze the runtime complexity of the Gaussian kernel.  
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Here, (  
   )
 
is the   degree polynomial kernel. 
 
As we know, in a dot product of two               vectors, we perform   multiplications and    
   additions. Here, multiplication and addition are constant-time operations, therefore the time-complexity of 
the dot product is                   . So, the runtime complexity of Gaussian kernel (referring 
equation (4)) will be, 
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Here, 
    
  
 
    
  
 
    
  
      an infinite Taylor series; we cut down the infinite series by inducing a 
remainder term,      , which helps in approximating the infinite Taylor series into finite series of  terms:  
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In the equation (7), the series approximately converges up to   correct decimal places.    
   
 
 
Figure 1:                                 with   for        
 
The Fig.1 shows that the relationship between         and    . The series 
    
  
 
    
  
 
    
  
  
    
  
 is 
sinusoidal in nature. 
 
Therefore, the overall runtime complexity of the classical Gaussian kernel can be bounded as, 
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3 QUANTUM RANDOM ACCESS MEMORY (QRAM) 
Before discussing the quantum Gaussian kernel, it is very important to understand the concept of QRAM [5-
11] as our proposed quantum Gaussian kernel works with QRAM. A QRAM is the quantum version of 
classical RAM. It contains the address and output registers which are composed of qubits. The QRAM 
allows accessing the data in quantum parallel and performing memory access in coherent quantum 
superposition [4]. The address register holds a superposition of addresses. The QRAM returns a 
superposition of data in a data register    as output, which is correlated with the address register     ,       
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where,      contains a superposition of addresses ∑   | ⟩     , and    is the  
   memory cell content. It 
takes         steps to reconstruct any quantum state from QRAM, where   is the dimension of the 
complex vector. 
4 QUANTUM GAUSSIAN KERNEL 
 
In section 2, we have discussed how a classical Gaussian kernel is formulated using polynomial kernels. In 
quantum paradigm, we can formulate the Gaussian kernel using quantum polynomial kernels too. Consider 
    (|  ⟩ |  ⟩) is a Gaussian kernel, where |  ⟩ and |  ⟩ are the              training input vectors 
in quantum form. We now formulate the quantum Gaussian kernel using quantum polynomial kernels as 
follows: 
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Where, ⟨  |  ⟩
 
is a quantum polynomial kernel with degree   (for      , it will be a linear kernel).  
 
After normalizing the above equation (4.1), we get 
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Where, | ⃗ ⟩ & | ⃗ ⟩ are normalized vectors. In the similar notion of classical formulation in section 2, the 
parameter   can be used in quantum perception too, and the number of contours in the higher dimensional 
feature space can be control with this   parameter, 
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In the above equations (11) & (13), the main idea is to evaluate a dot product of the two training inputs 
quantum mechanically. Once we evaluate the dot products quantum mechanically, we can calculate the 
  degree polynomial kernels, and so the Gaussian kernel.  
 
We now discuss a quantum mechanical process for dot product evaluation of two normalized training 
inputs, | ⃗ ⟩  | ⃗ ⟩ (in quantum form), in the linear kernel. For evaluating a dot product of | ⃗ ⟩  | ⃗ ⟩, first of 
all, we generate two quantum states | ⟩  | ⟩ with an ancilla variable [13]. We then estimate the sum of the 
squared norms of the two training inputs, say parameter   ‖ ⃗ ‖
 
 ‖ ⃗ ‖
 
. At the end, we do a swap test to 
perform a projective measurement on the ancilla alone. 
 
Therefore, at initially, we construct a quantum state | ⟩ by querying the QRAM: 
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Let us consider another quantum state 
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We apply a unitary transformation [13]       to the state | ⟩. Where   ((‖ ⃗ ‖| ⟩⟨ |  ‖ ⃗ ‖| ⟩⟨ | )  
  ) is a Hamiltonian. This results in the following state, 
 
*
 
√ 
(   (‖ ⃗ ‖ )| ⟩     (‖ ⃗ ‖ )| ⟩)  | ⟩+  *
 
√ 
(   (‖ ⃗ ‖ )| ⟩     (‖ ⃗ ‖)| ⟩)  | ⟩+  (16) 
 
Now, we measure the ancilla bit with an appropriate choice of         ‖ ⃗ ‖  ‖ ⃗ ‖   , which results in 
the state  
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with probability  
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[13]. 
 
This allows the estimation of the sum of the squared norms of | ⃗ ⟩  | ⃗ ⟩. By using quantum counting [4] we 
can estimate (‖ ⃗ ‖
 
 ‖ ⃗ ‖
 
)  and create the quantum state | ⟩  with accuracy   , and therefore the 
complexity will be       . We now perform a swap test with states | ⟩  | ⟩ using an ancilla alone. If 
| ⟩  | ⟩ are equal than the measurement will give us a zero. Thus the overall complexity to evaluate a 
single dot product of the training instances considering the QRAM access [5], estimating (‖ ⃗ ‖
 
 ‖ ⃗ ‖
 
) 
and constructing the quantum state | ⟩ is  
 
                   (18) 
         
We now generalize the context for non-linear polynomial kernel function. We consider   copies of 
| ⃗ ⟩  | ⃗ ⟩. Each instance maps into the  -times tensor product and the polynomial kernel is formulated by 
mapping the original instances of linear space to  -dimensional linear hyperspace. We simply map each 
vector | ⃗ ⟩ into the   times tensor product| ⃗ ⟩    | ⃗ ⟩           | ⃗ ⟩
  
. Therefore, a   degree 
polynomial kernel can be constructed as ⟨ ⃗ | ⃗ ⟩
 
[13]. Thus, the overall runtime complexity of a   degree 
polynomial kernel is 
 
                    (19) 
           
We now evaluate the complexity of the quantum Gaussian kernel     (| ⃗ ⟩ | ⃗ ⟩). We have calculated the 
complexity of each quantum polynomial kernel in the infinite series, and solve the summation of the series 
for extracting the overall run time complexity. Referring to the equations (11-13),  
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Here, ⟨ ⃗ | ⃗ ⟩
 
is the          quantum polynomial kernel. 
 
By equation (18), we get 
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Equation (21) is actually an infinite Taylor series; here we cut down the infinite series by inducing a 
remainder term,     
       , which helps in approximating the infinite Taylor series into finite series of 
  terms:  
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Using equation (19), we get 
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In the equation (15), the series approximately converges up to   correct decimal places.    
 
 
 
Figure 2: Quantum Gaussian Kernel Growth with   for different values of . We did not include the   
in the calculation for simplicity, although it does not change the context much here. 
 
The plot ,
     
  
-        in Fig.2 shows that after few terms (~7 in the above figure), the later terms in the 
series almost vanish (not completely although). Therefore, the upper bound of the equation (23) can be 
restricted to, 
 
   [            
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Therefore, the overall complexity of the proposed quantum Gaussian Kernel    | ⃗ ⟩ | ⃗ ⟩) is    
        
with error  |    
       |. As compared to the classical counterpart (refer to section 2), the proposed 
quantum Gaussian kernel is much faster.  
 
5 APPLICATION AREA 
 
In this section, we will discuss the application of quantum Gaussian kernel. In [1] [14] [15], authors 
discussed a quantum version of SVMs. Quantum SVM potentially exhibits an exponential faster runtime as 
compared to the classical counterpart. In [1] [14] [15], authors have used quantum linear and quantum 
polynomial kernels to formulate quantum least square SVM, where a kernel function is very vital. Any 
kernel we choose to work with defines the function class. The Gaussian kernel defines a function 
(exponential in nature) which possesses a very larger function space as compared to the polynomial kernel. 
As we enhance the order of the polynomial function, the function space is increased. Therefore, for an    
order polynomial kernel, all the derivatives of higher order        becomes zero. However, with the 
Gaussian kernel, the function space is infinite, being an infinite order of polynomial kernel. In addition, 
models with polynomial kernel are parametric in nature where the complexity of the models are fixed and 
bounded (even if the amount of data is unbounded), and become saturated after a certain period. Models with 
Gaussian kernels are non-parametric in nature where the complexity of the model can grow with the growth 
of input data. So technically, we can say that Gaussian kernel can handle more complex nonlinear data 
structure than linear/polynomial kernels.  
 
   
In the quantum SVM formulation, we achieve the exponential speed up in the following two segments: a) by 
calculating the kernel matrix in a quantum way, and b) speed up gain is possible in the number of training 
examples. From the context of interest, we discuss only the former segment here. With a quantum 
polynomial kernel of order  , the overall complexity of the SVM is                  . At this point, 
we see a speed up gain in overall complexity due to the fast kernel matrix calculation in the quantum way 
[16].  
 
When we apply the proposed quantum Gaussian kernel instead of the quantum polynomial kernel in SVM 
formulation, the runtime complexity of the SVM during kernel matrix calculation becomes       
              
                        .    
6 CONCLUSIONS 
We have analyzed the complexity of the quantum Gaussian kernel and shown that its runtime 
complexity,           , is much faster than the classical counterpart, and even better as compared to 
quantum polynomial kernel             of     order by   factors. The analysis also indicates toward the 
reasons for good performance of Gaussian kernel over Polynomial kernel i.e. Gaussian kernel contains an 
infinite dimensional polynomial kernel within it. Gaussian kernel has a very broad application space in 
different fields. Based on the reasoning, Gaussian kernel could be a better choice to tackle non-linear training 
instances in quantum SVM as compared to quantum linear and quantum polynomial kernels. 
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