Statistical analysis of nonlinearly propagating acoustic noise in a tube
Michael B. Muhlestein and Kent L. Gee
Brigham Young University, Provo, Utah 84602

Acoustic fields radiated from intense, turbulent sound sources such as military jets and rockets are not well
understood. In addition to the inherent random nature of the field, the amplitudes of the acoustic vibration
are great enough that nonlinear considerations are necessary for modeling. In order to better understand these
complex fields, high-amplitude noise in a tube is measured and analyzed. The basics of nonlinear acoustics
will be covered briefly in this talk. Additionally, some statistical tools that are useful in analyzing random
systems, such as probability density functions and skewness, will be explained. The measured evolution of
the skewness of the first time derivative of high-amplitude noise in a tube will be presented.

I.

Motivation

While much is understood concerning the phenomena
that affect high-amplitude sound waves, little has been done to
understand the nonlinear evolution of high-amplitude random
noise.1,2 Because the radiant sound from the high-speed jets out
of rockets3,4 and military aircraft generate high-amplitude random
noise,5 this is an important problem. The purpose of this paper is
to increase understanding of how high-amplitude noise evolves in
a plane-wave environment, particularly near its source.

II.

Nonlinear and Statistical Theory

A.

Nonlinear Theory
High-amplitude propagating acoustic waves are most
simply modeled with the inviscid Burgers equation,6 which gives
the implicit solution
(1)
,
where is the acoustic pressure,
is the source pressure
waveform, is the retarded time
/ , is the small signal
speed of sound, is the distance from the source and is a
constant based on the physical properties of the medium, about
40.5 10 for air.
This solution gives some quick insight as to the
behavior of the sound.
As the sound propagates, the
compressions (high pressure portions of the waveform) will
travel faster than the rarefactions. The physical process that
dictates this behavior is the temperature dependence of sound
speed. As pressure increases significantly, the temperature also
increases, causing an increase of sound speed.
Equation (1) predicts that after a certain distance, called
the shock formation distance, the pressure will be multi-valued –
there will be multiple pressures at a given location. This is
nonphysical, and must be accounted for using another constraint,
called weak-shock theory. This uses what is called the equal-area
rule. When looking at a graph of the pressure, one can draw a
vertical line through the multi-valued region of the waveform.
The line that splits the region into two equal-area regions will be
the line that represents the true pressure through the region. This
discontinuity is called a shock. An example, that of an initially
sinusoidal signal, is shown in Fig. 1. On top is the pressure
amplitudes, and bottom is its normalized first time derivative.
B. Statistical Theory
Because noise is statistically random, it makes sense to
analyze the nonlinear propagation of said noise with statistical
tools. Some of these tools will be briefly explained in this
section.7
Suppose one had a random waveform and chose a
single time randomly. The probability that the pressure associated with that time is a pressure between and is given

Figure 1. An initially sinusoidal signal’s nonlinear evolution.
The amplitude is given on the top and the first time derivative
is given on the bottom. The various plots are at various values
of
/ ̅

, where
is the probability density
by the integral
function (PDF). For a sinusoidal signal the PDF is given by
1
,
(2)
√1
and the PDF for zero mean Gaussian noise is
1
/
,
(3)
√2
where
is the standard deviation.

Figure 2. Probability density function of a nonlinearly
evolving initially sinusoidal signal at various values of
/ ̅ . Notice that there is not much change over .

As a waveform distorts, the PDF has the possibility of
also deforming. However, in the case of the nonlinearly evolving
initially sinusoidal signal, the PDF does not change until shocks
have begun to form. However, the PDF of the first time
derivative of the pressure amplitude of the signal (hereafter just
called the pressure derivative; see Fig. 2 for the pressure
derivative for an initially sinusoidal signal) does change
significantly even at distances well short of the shock formation
distance. Estimates of the PDF for a propagating initially
sinusoidal signal are examined below in Section III.
There are several ways of analyzing the PDF of a signal
called moments. The nth moment of a PDF with random variable
is given by
.

(4)

Note that
1 by definition. The first moment is the mean and
is assumed to be zero for acoustic signals. The square root of the
second moment is the standard deviation, often written , and is
equal to the rms amplitude of the signal. The skewness of a
/ , and gives an indication of the asymmetry
signal is
of the signal.
Since the probability density function does not change
significantly before the shock formation distance, the standard
deviation and the skewness are also left essentially unchanged for
a propagating initially sinusoidal signal. However, both of these
moments change dramatically for the pressure derivative.8 Since
the present paper emphasizes
, the skewness of the pressure
as a function of normalized distance is
derivative, a plot of
shown in Fig. 3.
It should be noted that because the above analysis is
only valid for completely lossless media, it does not apply to the
measurements discussed below. However, the general trends
should be the same. The most notable effect of physical systems
would be the delay of shock formation.9 It will be apparent that
will occur at a distance of / ̅
1.
the rapid increase of the

Figure 3. Probability density function of the first time
derivative of a nonlinearly evolving initially sinusoidal signal
at various values of
/ ̅ (top) Also, the skewness of the
same (bottom).

III.

Nonlinear Noise Propagation

The distance at which a shock is first formed anywhere
in the time waveform is defined as the shock formation distance,
as stated above. For a random noise signal this distance is ill
defined and varies from signal to signal as pressure outliers
change. However, there are distances at which the statistical
characteristics of the waveform greatly resemble that of an
initially sinusoidal signal. We will call this the characteristic
shock formation distance. We would expect that as the
bandwidth of the random noise went to zero we would retrieve
the shock formation distance for an initially sinusoidal signal
with peak amplitude and angular frequency :
̅

.

(5)

Note that ̅ will be used to denote a generic shock formation
distance in this paper.
A nonlinear distortion length was defined by Gurbatov
and Rudenko10 for analysis of the nonlinear evolution of random
narrowband noise
̅

,

(6)

where
is the characteristic or central frequency of the noise.
It should be noted that the central frequency was determined as
the arithmetic mean of the upper and lower spectral limits.
The nonlinear distortion length in Eq. 6 is an attractive
candidate for the characteristic shock formation distance since it
is so similar in form to Eq. 5. However, since the amplitude term
is the rms amplitude, it will be at best off by a factor of square
root of two. To account for that and any other multiplicative
discrepancies found by using noise rather than a sinusoidal signal,
we will write

̅

̅

,

(7)

where is yet to be determined. One physical interpretation of
is the number standard deviations of the pressure amplitudes
which gives the equivalent peak amplitude of the noise signal.
To check the utility of ̅ as a characteristic shock
formation distance, a plane wave tube was built to experimentally
examine shock formation in random noise signals. The tube was
constructed out of 2.54 cm radius (2 in. diameter) PVC pipe,
about 20 m in 3.048 m segments connected with rigid PVC
couplers. The tube was driven with a BMS 4591 compression
driver. To sample the propagating acoustic waves, holes were
drilled in the pipe at distances 0.35, 2.55, 5.59, 8.63 and 11.7 m
from the source, inside which were placed 3.175 mm (1/8 in.)
G.R.A.S. microphones. By varying the amplitude of the signal a
continuum of values of \ ̅ is possible to be measured.
Several types of signal were analyzed. As a benchmark,
an initially sinusoidal signal was used. Both broadband and
narrowband Gaussian noise signals were also used. Finally, since
the noise that radiates from rocket jets is slightly skewed positively from a Gaussian signal, noise with jet-like statistics were
also used. The jet-like noise had the same initial spectra as the
broadband noise.
In Figs. 4-6 typical measurement results are showed.
Figure 4 gives the pressure waveform for an initially sinusoidal
signal (top) and a narrowband noise signal (bottom) at both the
first and last microphone locations.
Nonlinear waveform
deformation is readily apparent in both cases. Figure 5 gives
typical spectra for the initially sinusoidal, narrowband and
broadband signals at the first microphone (top) and last
microphone (bottom) locations. Because the nonlinear waveform
deforms it to have steeper slopes, higher frequency content is
being generated at longer distances.
In Fig. 6 is shown the estimates of the PDF at each
microphone location for initially sinusoidal (top) and narrowband
Gaussian noise (bottom) signals. In all cases narrowband noise
looks statistically very similar to broadband noise. Notice that
the general shape of the PDF estimate does not change much over
distance for either case. There is a little bit of a shift of the
negative edge toward the positive side. This is a result of
boundary effects of the tube,9 which was not accounted for in the
analysis in Section II. Because it does not vary substantially with
distance, this will not be a good way to find the characteristic
shock formation distance.
In Fig. 7 is shown the PDF estimates of the pressure
derivatives for initially sinusoidal (top) and narrowband Gaussian
noise (bottom) signals. The extremity of the positive outliers
becomes grows larger for larger distances from the source. This
as a function of / ̅ and
can be better seen in the plot of
/ ̅ for initially sinusoidal and Gaussian noise, respectively,
shown in Fig. 8.

Figure 4. Typical measured waveforms at the first and last
microphones. Top, an initially sinusoidal signal; bottom, an
initially Gaussian narrowband signal. Nonlinear waveform
deformation is clearly visible in both.

Figure 5. Typical measured spectra at the first (top) and last
microphones (bottom) for initially sinusoidal, narrowband and
broadband signals. Nonlinear high-frequency generation is
evident.

Figure 8. Skewness of the pressure derivative for various
types of initial signals as a function of / ̅ . For initially
sinusoidal, ̅
̅ , and for initially Gaussian, ̅
̅ .

Figure 6. Typical PDF estimates for evolving signals. On the
top, initially sinusoidal and, on the bottom, initially Gaussian
narrowband.
Figure 9. Skewness of the pressure derivative for various
types of initial signals as a function of / ̅ . For initially
̅ , and for initially Gaussian, ̅
̅ .
sinusoidal, ̅

Figure 7. Typical PDF estimates for evolving signals’ first
time derivatives. On the top, initially sinusoidal and, on the
bottom, initially Gaussian narrowband.

is generally the
It is easily seen that the form of
same for both initially sinusoidal and Gaussian noise signals of
both narrowband and broadband types, and both similar to the
lossless prediction found in Fig. 3. Using the skewness of the
pressure derivative as a figure of merit, we would expect the two
to follow each other much more closely if we were
curves of
using the characteristic shock formation distance instead of ̅ .
Notice that there seems to be a multiplicative factor off between
the two curves. If this is the only significant discrepancy, then
we can use ̅ (Eq. 7) as an estimate of the characteristic shock
formation distance, where will be determined using a leastsquares fit. A plot of the skewness of the pressure derivative as a
function of / ̅ for the initially sinusoidal case and as a function
of / ̅ is shown in Fig. 9
The three curves shown in Fig. 9 fall on top of each
other nicely in the region before the rapid increase near the
assumed shock formation distance. In order to get the best fit,
separate least-squares fits were used for each type of noise and
each microphone location, thus yielding different values for .
All values of from this point in the paper on will be found with
the microphone closest to the source, to remove as many
boundary-layer effects of the tube as possible. In order to see
what sort of frequency dependence the parameter has, the same
test was performed for several central or characteristic
frequencies. A plot of
for narrowband, broadband and jetlike noise is given in Fig. 10.

From Fig. 10 it appears that there is some spectral
dependence of . As the frequency increases, the value of
decreases. While the first cutoff frequency of the tube precludes
experiments to much higher frequencies, it is to be expected that
will never drop below √2 for any frequency. There does not
seem to be much dependence on bandwidth. This comes from
the fact that the narrowband and broadband Gaussian noise lines
are very close to each other and follow the same trends. Notice,
however, that for the jet-like noise is consistently higher than
for the other two types of noise. Thus, it is to be expected that
there is also significant dependence of the parameter with
respect to initial pressure statistics. This statistical dependence
has not been well studied yet.

IV.

Conclusions

Due to its random nature, there is little utility in the use
of the shock formation distance to describe the nonlinear
evolution of noise radiated from high-speed jets like those
generated by rockets. A characteristic shock formation distance
can be of more utility. As an example of its utility, the
characteristic shock formation distance does not change for two
random but statistically identical noise waveforms. This may
allow one to define acoustic distances which can be used for
physically meaningful non-dimensionalization. This characteristic shock formation distance appears to be frequency and
initial statistics dependent.

V.
1
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Figure 10. Variation of the parameter as a function of
frequency. The value of √2 is also plotted for reference.

