The description of incidence rates in terms of seasonal variation or cyclic trends is an important objective in many epidemiological problems, and the use of statistical tests to detect such variation is widespread; in particular, the test proposed by Edwards (1961) has occupied a central place in analyses of this kind, having been applied to a wide variety of epidemiological data, and also in other disciplines. The test has been criticized by Wehrung and Hay (1970) for being sensitive to occasional extreme values in the data, and a non-parametric alternative test has been suggested (Hewitt et al., 1971) Figure) . The moment about this diameter of all the weights is si/n, Sin Oi, and also considering the moment i about the orthogonal diameter, the sample centre of gravity of the system may be seen to be (x, y) where k
and where W = ; i/n:, the total weight. On the null hypothesis, the expected number of events in a sector is proportional to the population at risk in that sector, i.e., E(n,) = Nmi/M. We will suppose that the sample is large enough that to calculate the expected values of x and y, we may replace ni by its expectation everywhere in ( 
If it is required to fit a simple harmonic trend to the data, we may suppose that the expected frequency in sector i is proportional to
a is a measure of the amplitude of the cyclic variation, and 0* gives the direction of the maximum rate, which may be estimated as 0* = Tan-1y -Ay If the ri's are expanded as far as terms in a (which is presumed small), and equation (5) Table I are given monthly frequencies of cases of anencephalus and total births for Canada in the period 1954-62 (Elwood, 1975) . A cursory inspection of the data reveals a distinct general excess of total births during the summer months, whereas the anencephalus cases demonstrate no consistent seasonal pattern.
The various statistical tests discussed in the previous section were applied to these data, and the results are given in Table II (Table II, test A) X2 Goodness-of-fit statistic (7) = 27 -24 (P < 0-005) (ii) Frequencies proportional to m,[l + a Cos (Oi -0*)1, with a = 0-06014, 0* = -81°, Oi's exact (Table II, test C) X2 Goodness-of-fit statistic (7) = 23-97 (P < 0 -05) (2) J 3 Largest rank sum of rates for any six-month segment of year; value 51 corresponds to period October-March. 28j days and a total year length of 3651 days.
To be even more correct we should have taken February to have a length of 28 + 2/9 days with a similar adjustment to the year length to take account of the exact number of leap years occurring in the time period under study; in practice, this refinement makes so little difference to the conclusions that it was decided not to incorporate this additional complexity into the general computer program used for these analyses.
Expected frequencies were calculated for the best simple harmonic curves given by tests A and C (see Table I) , and these were then compared with the observed frequencies using the x2 goodness-of-fit test given by equation (7) The non-parametric test of Hewitt et al. (1971) applied to these data gives a maximum rank sum for the monthly rates as 51 for the six-month period October to March; this value is not significant (test E, Table II ). With a substantial amount of data, such as is available here, this test will probably have low power to detect a seasonal trend, unless it is fairly marked (i.e., has a large amplitude) and consistent. Further, this test does not allow one to estimate parameters of the simple harmonic curve even if a significant departure from the null hypothesis is indicated. On the other hand, the argument concerning the differences between the distributions of x2 and the Edwards' test statistic may also apply to the test proposed here; thus when the sample size is small (say N < 50), caution should be exercised in the interpretation of the test results, and a nonparametric approach may be a preferable alternative. 
