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Abstract
The solvation force of a simple fluid confined between identical planar walls is studied in two
model systems with short ranged fluid-fluid interactions and long ranged wall-fluid potentials de-
caying as −Az−p, z → ∞, for various values of p. Results for the Ising spins system are ob-
tained in two dimensions at vanishing bulk magnetic field h = 0 by means of the density-matrix
renormalization-group method; results for the truncated Lennard-Jones (LJ) fluid are obtained
within the nonlocal density functional theory. At low temperatures the solvation force fsolv for the
Ising film is repulsive and decays for large wall separations L in the same fashion as the boundary
field fsolv ∼ L
−p, whereas for temperatures larger than the bulk critical temperature fsolv is attrac-
tive and the asymptotic decay is fsolv ∼ L
−(p+1). For the LJ fluid system fsolv is always repulsive
away from the critical region and decays for large L with the the same power law as the wall-fluid
potential. We discuss the influence of the critical Casimir effect and of capillary condensation on
the behaviour of the solvation force.
PACS numbers:
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I. INTRODUCTION
Fluid mediated interactions between two surfaces or large particles, usually referred to
as solvation forces fsolv [1], may lead to subtle effects [2] that can be relevant in colloidal
systems and for many applications and modern technologies such as lubrication, adhesion
or friction. There is a rapidly growing literature on experimental investigations and other
phenomena associated with solvation forces. Direct measurements with the Surface Force
Apparatus (SFA) [3] have revealed the richness of behaviour of these forces, for example,
their sensitivity to specific properties of the intervening fluid. Dependence of the solvation
force on the chemical and physical properties of confining surfaces is also of much interest.
Different surfaces have been developed and used in SFA by adsorbing or depositing a thin
film of some other material on a mica surface, for example, lipid monolayers or bilayers,
metal films, polymer films or other macromolecules such as proteins [2, 4, 5, 6].
On the other hand, the theory of the solvation forces which would help to interpret mea-
surements performed for different liquids and different surfaces is far from being complete
even for simple model systems. One of the issues which has not been systematically in-
vestigated is how the properties of the solvation force fsolv(L), such as its sign, magnitude
and asymptotic dependence on the distance between surfaces, vary with the range and the
strength of the substrate-fluid potential and with the thermodynamic state. In the present
paper we address these issues for a simple fluid confined between two identical parallel solid
substrates separated by a distance L.
The majority of results available for the solvation force in this simple system comes from
a model fluid in which both the fluid-fluid interatomic potential and the wall-fluid potential
Vs(r) are of short range. Here, by fsolv(L) we are referring only to the fluid contribution to
the force, the direct wall-wall contribution is not included. Let us summarize briefly results
that are the most relevant for the present paper. The precise form of the solvation force
depends on the details of Vs(r), the bulk state point, as well as on L. Theory and computer
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simulations show that at small wall separations the solvation force exhibits oscillatory be-
haviour with L. These oscillations, observed in direct measurements of the solvation force in
real fluids, reflect packing effects that produce oscillations in the density profile for liquids
near walls [7]. The behaviour of fsolv(L) reflects the behaviour of the density profile also
in the limit of large separation, L → ∞. General statistical mechanical arguments predict
that far from the bulk critical temperature Tc and from any phase transitions (condensation
phenomena) fsolv(L) for L →∞ must decay to zero in the same fashion as the profile at a
single wall decays to its bulk value, i.e., as the radial distribution function g(r) of the bulk
fluid [8, 9, 10, 11]. Thus, for Vs(r) of finite range and L→ ∞, fsolv(L) ∼ e
−α0L or, for suf-
ficiently high densities and/or temperatures, (states on the oscillatory side of the so-called
Fisher-Widom line) fsolv(L) ∼ exp(−α0L) cos(α1L). The quantities α0 and α1 depend on
only the bulk pair correlation function. The sign of the solvation force and its temperature
dependence at fixed L are available from mean-field (lattice, Landau, density functional)
analyses [12, 14, 15, 16, 17, 18] and from exact transfer matrix methods for two-dimensional
strips [19]. For simple fluids confined between identical walls fsolv(L) < 0 for large L, i.e.,
the net force between the substrates is attractive for large separations. Away from the bulk
critical temperature Tc, fsolv(T ) is small in magnitude (weakly attractive). On approach-
ing Tc at vanishing ordering field, h = 0, where h ∼ µ − µsat, where µsat is the chemical
potential at coexistence, the force increases in magnitude and exhibits a minimum. For
strongly adsorbing walls this minimum is located above Tc and occurs for L of the order
of the bulk correlation length ξb. Critical scaling arguments predict [20, 21] that at bulk
criticality fsolv(L) decays algebraically for large separations, i.e.,
fsolv(L) ∼ kBTcA12(d− 1)L
−d L→∞. (1)
d is the spatial dimension and A12 a universal number (Casimir amplitude) for 2 ≤ d ≤ d>,
where the upper critical dimension d> = 4 for the Ising universality class. A12 is negative
for identical walls, i.e. the Casimir force is attractive.
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In the present paper we study two model systems in which fluid-fluid interactions are
short ranged but the substrate-fluid potential Vs(r) is long ranged, and enquire how the
features of the solvation force described above change with the range and the strength of
Vs(r). As a first system we consider a (Ising) lattice gas in a slit geometry subject to identical
boundary fields which depend on the distance l of a lattice site from the boundary
Vs(r) ≡ H
s
l =
h1
lp
(2)
with h1, p ≥ 0. The Ising model is particularly useful in fundamental studies of finite-size
and surface effects in confined fluids since exact calculations are available, at least in two
dimensions and for short ranged boundary fields [19, 22, 23, 24, 25, 26]. Another advantage
is that in d = 2 this model is amenable to the systematic investigation for arbitrary boundary
and bulk fields by means of density-matrix renormalization-group (DMRG) method [27]. The
DMRG method, based on the transfer matrix approach, provides a very efficient algorithm
for constructing the effective transfer matrices for large systems. Comparisons with exact
results for the case of vanishing bulk magnetic field and boundary fields acting only on
spins in the surface layers show that this technique gives very accurate results in a wide
range of temperatures, including near the bulk critical temperature, and for large widths
of the strip [26, 28, 29]. Here, using the DMRG method we calculate fsolv as a function
of temperature along the bulk two-phase coexistence line, i.e., for vanishing bulk magnetic
field, for different values of p, h1 and L. We also study the asymptotic decay, with L, of the
solvation force for strongly adsorbing walls (large h1) and temperatures away from Tc.
Lattice models of a confined fluid cannot describe packing effects that are reflected in
the oscillations of the solvation force at small wall separations. The other failing of the
(Ising) lattice gas model is that it has an exact particle-hole symmetry. For real fluids such
symmetry is only approximate which can be of relevance for the properties of fsolv away
from criticality. Therefore, to make our analysis more complete we also study a Lennard-
Jones (LJ) fluid in a slit geometry. Specifically, we consider a truncated LJ 12-6 fluid-fluid
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intermolecular pair potential and a wall-fluid potential of the form:
Vs(r) ≡ Vs(z) = 4εfw
[
2
15
(
σ
z
)9
−
(
σ
z
)p]
, (3)
where p = 2, 3; σ is the diameter of the fluid species, while εfw describes the strength of
the wall–fluid interactions. We note that for p = 3, Vs(z) models a wall which is assumed
to comprise a half space of LJ particles [2]. We calculate fsolv using a nonlocal density
functional theory (DFT) along a similar thermodynamic path as in the Ising system, i.e., as
a function of the temperature along the bulk two phase-coexistence line and at the critical
density for T > Tc. Our results refer to the densities on the liquid side of this line. We also
investigate the asymptotic dependence of the solvation force on the distance between the
walls at fixed temperature away from Tc.
The asymptotic behaviour of the solvation force for the Lennard-Jones fluid follows from
the analysis by Attard et al. [30] based on the wall-particle Ornstein-Zernike (OZ) equations.
Using the hypernetted-chain closure these authors derived the interaction free energy per
unit area between the planar walls F00(L) as a convolution of wall-solvent pair-correlation
functions. For a power-law fluid-fluid interaction potential −Ar−n, n > 3, r → ∞ and a
wall-fluid potential decaying as −Bz−p for z → ∞ a formula for the asymptotic behaviour
of F00(L) (Eq.(6.11) of Ref.[30]) is
F00(L) ∼ βu00(L) +
2ρB
p− 1
L1−p −
2piρ2A
(n− 2)(n− 3)(n− 4)
L4−n, L→∞ (4)
where u00(L) is the direct wall-wall interaction potential per unit area and ρ is the density of
the fluid. From Eq. (4) it follows that in the case of truncated LJ fluid, when the power-law
tails are omitted, the behaviour of fsolv(L) = − (∂F00(L)/∂L)T,µ for large L is
fsolv(L) ∼
2ρB
Lp
, L→∞, (5)
where B = 4εfw and we have neglected the contribution due to the direct wall-wall interac-
tion potential. Thus the solvation force is repulsive and decays with the same power law as
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the wall-fluid potential. The above prediction is treated as a reference point for the analysis
of the asymptotic behaviour of our results. We find that, as one expects, Eq. (5) is indeed
valid provided one is away from the critical temperature and from any phase transitions.
The influence of the critical Casimir effect and of capillary condensation on the behaviour
of the solvation force is also discussed in the present paper.
It is reasonable to expect that away from Tc and from any phase transitions the ’magnetic’
analog of the solvation force in system of Ising spins subject to identical boundary fields
should have the same asymptotic decay power law as the boundary field Hsl . Somewhat
surprisingly, this is not the case for temperatures far above Tc where we find that fsolv(L)
decays as L−(p+1) for L→∞. For low temperatures the decay agrees with the prediction (5).
In order to understand the nature of this particular behaviour we analyse the appropriate
Landau theory.
The paper is organized as follows. Section II is devoted to the Ising model studies.
We define the model and briefly review the known results pertinent to the present studies.
We then proceed to describe the results of the DMRG studies. In Sec. III a continuum
Landau theory is investigated for long ranged surface fields. In Sec. IV DFT calculations
are presented and discussed. Section V summarizes our results and makes some conclusions.
II. ISING MODEL RESULTS
A. The model
We consider an Ising ferromagnet in a slit geometry subject to identical boundary fields.
Our DMRG results refer to the d = 2 strip defined on the square lattice of the size L ×
M,M → ∞. The lattice consists of L parallel rows at spacing a = 1, so that the width of
the strip is La = L. We label successive rows by the index l. At each site, labeled (l, k),
there is an Ising spin variable taking the value σlk = ±1. We assume nearest-neighbour
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interactions of strength J and Hamiltonian of the form
H = −J{
∑
<lk,l′k′>
σlkσl′k′ +
L∑
l=1
Hl
∑
k
σlk}. (6)
The first term in (6) is a sum over all nearest-neighbor pairs of sites while in the second
term Hl = H
s
l +H
s
L+1−l is the total boundary magnetic field experienced by a spin in row
l. The single-boundary field Hsl is assumed to have a form:
Hsl =
h1
lp
(7)
with p > 0, and the reduced amplitude of the boundary field h1 ≥ 0.
B. Solvation force for short ranged boundary fields
All previous work on the behaviour of the solvation force in Ising films used localized
boundary fields acting only on spins in surface layers l = 1 and l = L:
Hl = h1δ1,l + h2δL,l. (8)
In the limit h1, h2 → ∞ Eq. (8) corresponds to the (++) fixed spin boundary conditions,
widely studied in the literature.
The total excess free energy per unit area for the case of identical surface fields h1 = h2
and vanishing bulk magnetic field h = 0 can be written as
fex(L) ≡ L(f(L, T, h1)− fb(T )) + 2fw(T, h1) + f
∗(L, T, h1) (9)
where f is the total free energy per site, fb is the bulk free energy, fw is the L-independent
surface excess free energy contribution from each surface, and f ∗ is the finite-size contribution
to the free energy. All energies are measured in units of J and the temperature in units of
J/kB. f
∗, which vanishes for L→∞, gives rise to the generalized force, which is analogous
to the solvation force between the walls in the case of confined fluids [1],
fsolv = −(∂fex(L)/∂L)T,h1 . (10)
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For identical surface fields the solvation force is attractive for all thermodynamic states, i.e.,
fsolv < 0. The asymptotic decay of the solvation force depends on the temperature range.
For temperatures sufficiently far away from the bulk critical temperature Tc, fsolv decays as
exp(−L/ξb), where ξb is the bulk correlation length [19]. Near Tc, fsolv becomes long ranged
as a result of critical fluctuations [20], a phenomenon which is known as the critical Casimir
effect [31]. At T = Tc and h = 0 the asymptotic decay is given by Eq. (1). For the case
of (++) boundary conditions the temperature dependence of the solvation force at fixed L
and h = 0, or equivalently the scaling function W++(y˜) is defined by
fsolv/kBTc ≡ (d− 1)L
−dW++(y˜), (11)
where the scaling variable y˜ ≡ τ(L/ξ0)
1/ν . In d = 2 the scaling function was determined
by exact transfer matrix methods [19]. Here τ ≡ (T − Tc)/Tc and ξ = ξ0τ
−ν (with ν = 1
in d = 2) is the bulk correlation length. It was found that fsolv plotted as a function of
temperature attains a pronounced minimum above the bulk critical temperature Tc when
y˜ ≡ τ(L/ξ+0 )
1/ν = 2.23, or L ∼ 2.23ξ. The amplitude of the correlation length above Tc is
ξ+0 ≈ 0.5673.
It was also shown [19] that the scaling function has the property, for d = 2,
W++(y˜) =W00(−y˜), (12)
where subscript 00 refers to h1 = h2 = 0. This implies that at h = 0 and fixed L the
function fsolv(T ) evaluated for free boundaries has its minimum below Tc. The behaviour of
the function fsolv(T ) in the crossover between h1 =∞ and h1 = 0 has not been studied. In
the next section we perform such an investigation for both short ranged and long ranged
boundary fields.
Finally, we note that for free boundaries h1 = h2 = 0 the location of the minimum of
the solvation force, at h = 0, is associated with the critical temperature, Tc,L, which for
d ≥ 3 and large but finite L denotes the end of the two-phase coexistence [19, 32]. Tc,L
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lies on the h = 0 axis and is shifted below the temperature of the bulk critical point Tc
by an amount given by the expression [33], τ ∼ −L−1/ν . For nonvanishing surface fields,
h1 = h2 > 0, the situation is different. In this case the preferential adsorption of (+) spins
at each wall leads to a shift of the bulk phase boundary in the (h, T ) plane to h < 0.
This phenomenon of capillary condensation strongly influences properties of the Ising films
- also above the (capillary) critical point (hc,L(h1), Tc,L(h1)) < Tc [32, 34]. The minimum of
the scaling function W++(y˜) lies above Tc which can be accounted for by the fact that the
most pronounced features in the solvation force occur along the continuation to higher T of
the capillary condensation line hco(T ) [32]. The same is true for other thermodynamic and
structural quantities that arise in the film geometry, such as the specific heat, adsorption, or
longitudinal correlation length ξ‖. Specifically, fsolv at fixed T > Tc,L has a deep minimum
at some h < 0, which corresponds roughly to the continuation of the line hco(T ). As the
temperature increases the minimum approaches h = 0 and decreases in depth. The stronger
h1, the bigger is the shift of the capillary critical point from the bulk coexistence line and the
further above Tc reaches the line along which the most pronounced minima of the solvation
force occur. The shape of the scaling function W++(y˜) reflects this behaviour. W++(y˜) is
very weak for T < Tc when the condensation line is far away from h = 0, and develops the
minimum above Tc when the minima of the solvation force that occurs along the continuation
of hco(T ) approach the line h = 0.
C. DMRG results for long ranged boundary fields
The density-matrix renormalization group (DMRG) method was introduced in 1992 by
White as a numerical algorithm to study ground-state properties of quantum-spin chains [35].
In spite of the name, the method has only some analogies with the traditional renormalization
group being essentially the numerical, iterative basis, truncation method. Later, the DMRG
was adapted by Nishino for two-dimensional classical systems at non-zero temperatures [27].
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It is particularly well suited to study systems in confined geometry since it deals naturally
with lattices of a size L×∞. Generally, the DMRG method works best with open boundary
conditions, which makes the technique appropriate to take into consideration the effects of
surfaces. We have implemented a finite-size version of the DMRG algorithm designed for
accurate studies of finite-size systems [35]. For a comprehensive review of a background,
achievements, and limitations of the method, see Ref.[36].
In a transfer matrix approach a leading eigenvalue λL of a transfer matrix TL
TL|vL〉 = λL|vL〉, (13)
gives a free energy per spin of an Ising strip as
βf(L) = −
1
L
lnλL. (14)
The components of the eigenvector |vL〉 related to the leading eigenvalue give probabilities
of various configurations. For classical spin systems the DMRG method is based on the
transfer-matrix approach, where the leading eigenvalue and its eigenvector of the effective
transfer matrix are calculated numerically. This method can be employed for a number of
problems for which no exact solutions are available (e.g. Ising systems in a presence of bulk
magnetic field, or, as in the present case, subject to long ranged surface fields).
The main idea of the DMRG technique is to avoid the proliferation of states when the
size of the system grows. Generally, a number of configurations in a Hilbert space of an
Ising strip grows very fast with its width L (as 2L). Therefore, it is practicaly impossible
to solve exactly systems with L > 25. In the DMRG approach one eliminates the least
probable (in the density matrix sense) states and keep only the most important ones. From
this stage calculations are not exact anymore, but we can obtain a very efficient approach
if the weights of the discarded states are very small. Starting with a small system (e.g.
L = 4 in our case), for which TL can be diagonalized exactly, one adds iteratively two spin
rows in the middle of a strip until the allowed (in the computational sense) size of effective
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matrices is reached. Then further addition of new spins forces one to discard simultaneously
the least important states to keep the size of effective matrices fixed. This truncation is
done through the construction of the reduced density matrix whose eigenstates provide an
optimal basis set. The size of the effective matrix is then substantially smaller than the
original dimensionality of the configurational space [37] (2m)2 ≪ 2L. Generally, the larger
is m, the better is the accuracy. In the present case we keep this parameter up to m = 50. It
is worth mentioning that at low temperatures in order to renormalize a transfer matrix we
have to use its two eigenvectors corresponding to phases with the opposite magnetization.
To construct the reduced density matrix from the lowest eigenstates one has to diagonalize
an effective transfer matrix TL at each DMRG step. Therefore, we used the so-called Arnoldi
method [38].
To calculate the solvation force we proceed in the same way as in the case of the short
ranged surface fields. We calculate the excess free energy per unit area fex(L) ≡ (f − fb)L
at L0 +2 and L0. For vanishing bulk magnetic field fb is known exactly [39]. Having values
f ex(L0 + 2) and f
ex(L0) we approximate the derivative in Eq. (10) by a finite difference
fsolv = −(1/2)(f
ex(L0 + 2)− f
ex(L0)).
We have chosen four different power-laws describing the decay of the surface fields, i.e.,
we consider Eq. (2) with p = 50, 4, 3, 2. The behaviour of the system with p = 50 should be
close to the one with the short ranged surface fields. p = 4 corresponds to dispersion forces
in d = 2. For each type of boundary field we calculate the solvation force as a function of
the temperature fsolv(T ) along the bulk coexistence line h = 0 for a range of amplitudes
h1. Results for a fixed strip width L = 300, and fixed field strength parameter h1 ≈ 8.16
are plotted as a function of the scaling variable y ≡ τL1/ν (see Eq. (11)) in Fig. 1. For
this value of h1 the system with short ranged surface fields is almost identical to the infinite
surface field scaling limit, i.e., to (++) boundary conditions. The inset shows a magnified
plot of the region around the bulk critical temperature Tc ≈ 2.269185. We have found that,
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as expected, for p = 50 the solvation force behaves as for the case of short ranged surface
fields, i.e., it is always negative, exhibits a minimum located above Tc for y ≈ 2.23, and away
from the critical region approaches zero from below. For all other values of p we observe
that fsolv is repulsive below Tc. As T approaches Tc the critical fluctuations give rise to the
Casimir effect. The fluctuation-induced Casimir force is always attractive and we can see
that fsolv changes its sign to become negative as the temperature increases towards Tc. This
effect becomes stronger on increasing the range of the surface fields (see Fig. 1). Strikingly,
for high temperatures fsolv remains attractive and approaches zero from below independently
of the value of p. Notice, that for p = 2 the solvation force is distinctly stronger than for
the higher values of p.
Turning now to the asymptotic behaviour of the solvation force we plot in Fig. 2 ln fsolv
versus ln(1/L) for various L between 20 and 320. The force has been calculated for fixed
h1 ≈ 8.16 at three different temperatures, corresponding to T ≪ Tc, T = Tc, and T ≫ Tc.
For p =50 we find asymptotic decay typical of that for short ranged surface potentials, i.e.,
away from Tc the solvation force decays exponentially with L. In Fig. 2 we display only
results for the parameter p = 4 and 2 but for p =3 we observe the similar behaviour. Filled
symbols in Fig 2a represent results calculated at T/Tc = 0.79, circles for p = 2 and squares
for p = 4. The straight lines in this figure have slopes equal to p (the solid line has a slope 2
and the dashed line has a slope 4) and fit the data at this temperature, far below the critical
temperature. Symbols in Fig 2b represent results calculated at T/Tc = 1.23. The straight
lines in this figure have slopes equal to p+1 (the dotted line has a slope 3 and the dot-dashed
line has a slope 5). Symbols not connected by lines in Fig 2a are results obtained at the bulk
critical temperature. The critical scaling analysis predicts that if the long ranged boundary
field decays sufficiently rapidly, i.e., when (1/2)(d + 2 − η) − p is negative, the boundary
field is irrelevant in the RG sense [40]. η is a critical exponent of a spin-spin correlation
function. The correction to the leading short-ranged behaviour given by (11) should be of
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the order of L−(d−2+η)/2−p and may become dominant for L ≫ ξb log ξb [41]. In the present
case of the d = 2 Ising model η is equal to 0.25 so that for p ≥ 2 we expect to see the power
law L−2 for the asymptotic decay of the solvation (Casimir) force at T = Tc (see Eq. (1)).
We have found very good agreement with this prediction for all values of p. One can see
in Fig. 2a that both circles and squares corresponding to p = 2 and 4, respectively, align
almost parallel to a straight line of slope 2. We have checked that for p = 4 the data fit
a line with a slope ≃ 2.02, whereas for p = 2 the fitted line has a slope ≃ 2.14. Notice
that for p = 2 the correction to the leading decay of the solvation force is of the order of
L−2.125. In order to observe a better limiting behaviour for p = 2 it would be necessary to
go to much larger values of L. Another useful check of the irrelevance of the long ranged
boundary fields is the value of the Casimir amplitude A++, a universal quantity defined as
A11(d− 1) =W11(0) (see Eq. (11). Its value is equal to −pi/48 ≈ 0.065 in d = 2 Ising model
with (++) boundary conditions [42] and should be the same for all p ≥ 2. For each value
of p, h1 ≈ 8.16 and L = 300 we have calculated the Casimir amplitude and found a very
good agreement with the prediction. For example, A++ ≈ 0.065 for p = 50, ≈ 0.067 for
p = 4, and ≈ 0.072 for p = 3. Again for p = 2 corrections to the finite-size scaling become
important and we observe the significant deviation from the universal value, i.e. A++ ≈ 2.5.
The above results show that the asymptotic behaviour of the solvation force for the Ising
system below Tc agrees with the formula (5) obtained by Attard et al [30] for fluids, i.e.,
for large L, fsolv(L) decays with the same power-law as the boundary field. In order to
enquire about the amplitude, in Fig. 3 we plot fsolv calculated for L = 100 and h1 ≈
8.16, scaled with its value at T/Tc = 0.75 as a function of the reduced temperature T/Tc,
i.e. f ∗solv ≡ fsolv(T/Tc; h1, L, p)/fsolv(0.75; h1, L, p). It follows from this figure, that for
T < Tc the amplitude of the power-law is the same for all p and depends weakly on the
temperature. We have checked that its value is equal to 2m∗(T )h1, where m
∗(T ) is the bulk
spontaneous magnetization. Thus, for large L, fsolv ∼ 2m
∗(T )h1/L
p and hence f ∗solv(T/Tc) ∼
14
m∗(T/Tc)/m
∗(0.75). Note however, m∗ = 0 above Tc, and in this temperature range we
observed a different power-law decay. Moreover, the force becomes attractive which is in
disagreement with (5). In the next Section we investigate the origin of this behaviour within
a continuum Landau theory.
It is also instructive to observe the effect of changing the amplitude h1 on the temperature
dependence of the solvation force for various range of the surface potential. Figs. 4 a,b display
fsolv as a function of the variable y at fixed L = 100 along the bulk coexistence line h = 0 for
a selection of the strength parameter h1 and for p = 50 and 2, respectively. As the amplitude
h1 varies between zero and 8.16 we observe a nontrivial crossover behaviour of the solvation
force in the critical regime, associated with the change of the position of the minimum from
the temperature below Tc to the temperature above Tc. Note that for short ranged boundary
fields h1 = 0 corresponds to the ordinary transition universality class, whereas h1 ≈ 8.16
corresponds to the normal transition universality class. In the crossover between these two
universality classes a scaling variable L/l1 where l1 ∼ h
−ν/∆1
1 becomes relevant. L/l1 ≪ 1
corresponds to the ordinary transition and L/l1 ≫ 1 corresponds to the normal transition.
For L/l1 = O(1) a strong deviations from the universal behaviour are expected. In d = 2
Ising model l1 ∼ h
−2
1 . For a long ranged boundary fields there appear an additional scaling
variable h1L
(d+2−η)/2−p which, as already mentioned above, is irrelevant in the RG sense but
gives corrections to the finite size scaling which may be important for small wall separations
L [41]. In Fig. 4 we can see that as h1 increases from zero the minimum located below Tc
reduces and shifts towards Tc. At a certain small value of h1 a second shallow minimum
appears on the other side of Tc. At some small value of h1, which depends on p, the minima
become symmetric. For p = 50, which is almost a short ranged boundary field, it takes
place at h1 ≈ 0.0605, i.e. when L/l1 = O(1). As h1 increases further the minimum below
Tc diminishes and a minimum above Tc becomes deeper; finally a single minimum above Tc
remains. The formation of a two maxima structure in the function fsolv(T ) is also observed
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by varying the distance between the walls at fixed small value of h1. Examination of the
shapes of the functions of Fig. 4 reveals that the symmetry between fsolv(T ) for the free and
(++) boundary conditions given by Eq. (12) is broken for the long ranged surface fields.
This may be connected with the presence of a new scaling variable h1L
(d+2−η)/2−p. Clearly
the solvation force for h1 = 0 does not change with the parameter p, whereas for large values
of h1 the depth of the minimum of fsolv(T ) increases and its position moves monotonically
towards higher values of T as the range of the surface potential increases.
The change of the locus of the minimum of the solvation force as the parameter p is varied
is consistent with the behaviour of the specific heat CH(L, T ; p, h1) = −T (∂
2f/∂T 2)L and of
longitudinal spin-spin correlation length ξ‖. These quantities are readily calculable from the
total free energy obtained in DMRG. ξ‖ may be expressed in terms of the ratio of the largest
Λ0 and second largest Λ1 eigenvalues of the transfer matrix ξ
−1
‖ (L, T ; p, h1) = − ln[λ1/λ0].
We have calculated CH and ξ
−1
‖ as a function of temperature for L = 100, h1 ≈ 8.16
and various p. Both quantities exhibit extrema above Tc which decrease and shift towards
higher values of T as the range of the surface potential increases (see Fig. 5 a, b). If the
position of the extrema of fsolv(T ), CH(T ), and ξ
−1
‖ (T ) at h = 0 is governed by capillary
condensation [32] (see Sec. II), then their shift towards higher values of T indicates that the
(capillary) critical point moves further away from the bulk coexistence line h = 0 as the
range of the surface potential increases.
III. ANALYSIS OF LANDAU FUNCTIONAL
In this section we analyse the Landau theory corresponding to the Ising model considered
in Sec. II in order to understand why at high temperatures the solvation force is negative
and, for large wall separation L, decays as L−(p+1), whereas at low temperatures fsolv(L) is
positive and the form of decay agrees with the prediction (5), i.e. fsolv(L) ∼ L
−p, L→∞.
In the Landau theory the magnetization profile m(z) in a slit of width L subject to the
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boundary field H(z) is obtained by minimizing the free-energy functional (per unit area and
per kBT ) [33]:
F [m] =
∫ L
0
dz

1
2
b
(
dm
dz
)2
+ fb(m(z))−H(z)m(z)

 (15)
where b is a positive constant. fb(m) is the bulk free-energy density
fb(m) =
1
2
aτm2 +
1
4
am4 − hm, (16)
where τ is the reduced deviation from the bulk critical temperature, a is constant and h is
the bulk magnetic field. We consider a long ranged boundary field H(z) of the form
H(z) = h1
[
1
(z + λ)p
+
1
(L+ λ− z)p
]
, (17)
where we have introduced the parameter λ satisfying L ≫ λ >∼ 1 in order to assure that
H(z) is well behaved at the boundaries. In the final analysis we take the limit λ/L→ 0.
In order to obtain the solvation force one has to find the equilibrium magnetization profile
m(z)eq and then calculate the total excess free energy per unit area
fex(L) ≡ F (L)− Lfb(mb), (18)
where F (L) ≡ F [meq] and mb is the bulk magnetization at given T, h. The solvation force
is defined by Eq. (10).
Henceforward, since we are interested in the asymptotic decay of fsolv(L) for temperatures
above Tc and at vanishing bulk magnetic field, for our analysis it is sufficient to keep only the
term quadratic in m in the expression for the bulk free energy density. In this temperature
range the bulk correlation length ξb = (b/aτ)
1/2 and mb = m
∗ = 0.
Minimization of Eq. (15) yields an Euler-Lagrange equation
d2m(z)
dz2
= ξ−2b m(z)− (1/b)H(z). (19)
We assume the following boundary conditions
m(0) = m(L) = 1, (20)
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valid for the considered case, i.e. large h1, strongly adsorbing walls. Imposing the condition
that at equilibrium the profiles are symmetric around z = L/2 yields further
dm
dz z=L/2
= 0. (21)
The solution to the Euler-Lagrange equation (19) is equal to the sum of the general solution,
mg(z), of the corresponding homogeneous differential equation (with H(z) = 0), and any
particular solution, mp(z), of the inhomogeneous equation (with H(z) 6= 0):
m(z) = mg(z) +mp(z). (22)
Above Tc the general solution of equation (19) with H(z) = 0 satisfying the symmetry
condition (21) is
mg(z) = A
[
e−z/ξb + e−(L−z)/ξb
]
. (23)
The required solution of the inhomogeneous equation can be expressed in the form of a
power series in H(z)
mp(z) = B1
[
1
(z + λ)p
+
1
(L+ λ− z)p
]
+B2
[
1
(z + λ)p+2
+
1
(L+ λ− z)p+2
]
+ . . . (24)
where the constants B1, B2, · · · have to be determined by equating coefficients. We substitute
(24) for m(z) and its second derivative in the differential equation (19) and notice that for
large separation L → ∞ the lhs of this equation is subdominant to the rhs. Therefore, in
the limit L→∞, we can approximate mp(z) by the solution of the equation
0 = ξ−2b m(z)− (1/b)H(z), (25)
i.e., mp(z) ≈ (ξ
2
b/b)H(z). Thus the general solution of (19) is
m(z) ≈ A
[
e−z/ξb + e−(L−z)/ξb
]
+
ξ2b
b
H(z), (26)
where the constant A can be determined from the boundary conditions (20). Substituting
the above solution into the functional (15), performing the integral over z and then the
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derivative with respect to L, one can find the asymptotic behaviour of fsolv(L) when L→∞.
Notice, that for T > Tc the bulk spontaneous magnetization m
∗ = 0, so that fb(mb) = 0 in
the Eq. (18) for the excess free energy per unit area.
Substitution of the equilibrium magnetization profile (26) into the integrand in (15)
yields terms purely exponentially and purely algebraically decaying with z, as well as terms
in which an exponential and an algebraic decay mixes together. There are no terms decaying
in the same fashion as the boundary field. Such terms, if they were to exist, would yield
the power-law decay of fsolv that is consisitent with the result by Attard et al. (Eq. (5)).
Careful analysis reveals that the leading asymptotic behavior of the solvation force arises
from a purely algebraically decaying term in (b/2ξ2b )m
2(z)−H(z)m(z), namely
−
ξ2bh
2
1
b
1
(λ+ z)p(L+ λ− z)p
. (27)
The contribution to the fsolv from the above term is (see Appendix)
ξ2bh
2
1
b
∂
∂L
∫ L
0
dz
1
(λ + z)p(L+ λ− z)p
= −
2ξ2bh
2
1
bλp−1
p
p− 1
1
Lp+1
+O(L−(p+2)), L→∞. (28)
Other purely algebraically decaying terms in (b/2ξ2b )m
2(z) − H(z)m(z) give contributions
to the solvation force that are O(L−(2p+1)) and the mixed terms cancel out.
Contributions to the solvation force arising from (1/2)b (dm/dz)2 decay faster than
L−(p+1) for L→∞. In this expression there are four mixed terms:
e−z/ξb
(z + λ)p+1
;
e−(L−z)/ξb
(L+ λ− z)p+1
. (29)
e−(L−z)/ξb
(z + λ)p+1
;
e−z/ξb
(L+ λ− z)p+1
. (30)
The asymptotic behaviour of contributions to the solvation force arising from the above
terms is (see Appendix)
−
∂
∂L
∫ L
0
dz
e−z/ξb
(L+ λ− z)p+1
= −
∂
∂L
∫ L
0
dz
e−(L−z)/ξb
(λ+ z)p+1
=
(p+ 1)ξb
(L+ λ)p+2
+O(L−(p+3)), L→∞
(31)
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and
−
∂
∂L
∫ L
0
dz
e−z/ξb
(λ+ z)p+1
= −
∂
∂L
∫ L
0
dz
e−(L−z)/ξb
(L+ λ− z)p+1
= −
e−L/ξb
(λ+ L)p+1
+
1
λ(p+1)
, L→∞.
(32)
Purely algebraically decaying terms in the expression −(b/2)m(z) (d2m/dz2) give contribu-
tions O(L−(p+2)).
In conclusion, we have found that for T > Tc
fsolv(L) = −
2ξ2bh
2
1
bλp−1
p
p− 1
1
Lp+1
+O(L−(p+2)), L→∞. (33)
Note that since b > 0 the solvation force is negative. This asymptotic behaviour does not
change if we take into account higher order terms in the solution for mp(z) (see Eq. (24)).
The fact that in the limit L → ∞ the solvation force decays faster than the boundary
field is due to the absence in the expression for the free energy density of terms proportional
to H(z). Below Tc the solution of the Euler-Lagrange equation (Eq. (19) with an additional
term τ−1ξ−2b m
3(z) in the rhs ) for large L has the form m(z) = m∗+ m˜(z), where m∗ 6= 0 is
the bulk spontaneous magnetization. Similarly to the case of T > Tc, the function m˜(z) can
be expressed as a sum of the solution of the corresponding homogeneous differential equation
(with H(z) = 0), mh(z), and a solution of the inhomogeneous equation (with H(z) 6= 0),
minh(z), i.e. m˜(z) = mh(z) +minh(z) . For large L the approximation (26) for minh(z) is
still valid, therefore in the expression for the free energy we can expect terms ∼ m∗H(z)
which then yield an asymptotic decay of the solvation force of the same form as that of the
boundary field.
IV. DENSITY FUNCTIONAL THEORY RESULTS
The model considered in this Section is a van der Waals fluid of the bulk density ρb
confined in a slit of width L. Each of the walls interacts with the fluid via the potential
described by Eq. (3) with p = 2, 3. The total external potential of the system Vext(z) is a
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sum of the contributions from both walls, Vext(z) = Vs(z) + Vs(L − z). The fluid particles
interact via the standard Lennard–Jones potential
u(r) =


4εff
[(
σ
r
)12
−
(
σ
r
)6]
, r < rcut
0 , r > rcut
(34)
where εff describes the strength of the fluid–fluid interactions and rcut is the cut-off distance.
We set rcut = 2.5σ. The system is studied by means of a density functional theory (DFT)
[44]. Within this approach the grand potential Ω of the system is a functional of the local
density ρ(r)
Ω[ρ] = F [ρ] +
∫
d3r ρ(r)(Vext(r)− µ) (35)
where µ is the chemical potential of the fluid. The free energy functional F is a sum of two
parts, F = Fid + Fex. The ideal gas contribution is known exactly
βFid =
∫
d3r [ln(Λ3ρ(r)− 1]ρ(r) , (36)
where β = (kBT )
−1 and Λ is the de Broglie wavelength. The excess (over ideal) free energy
is a sum of reference hard–sphere F (hs)ex and attractive F
(att)
ex contributions. The latter is
evaluated in a mean–field fashion
F (att)ex =
1
2
∫
d3r
∫
d3r′ ρ(r)ρ(r′)uWCA(|r− r
′|) (37)
where uWCA(r) corresponds to the Weeks-Chandler-Andersen [43] division of the interpar-
ticle potential
uWCA(r) =


−εff , r < 2
1
6σ
u(r) , r > 2
1
6σ
(38)
The reference hard–sphere part of the excess free energy is evaluated within the framework
of the Fundamental Measure theory (FMT) of Rosenfeld [45, 46]
βF (hs)ex =
∫
d3r Φ({nα}) , (39)
where nα denote weighted densities
nα(r) =
∫
d3r′ρ(r′) wα(r− r
′) , (40)
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with six different geometrical weight functions w(α) (four scalar and two vector–like [46]).
There are several expressions for the excess free energy density Φ. We have chosen for the
present problem the original Rosenfeld functional, where the excess free energy density is
given by
Φ({nα}) = −n0 ln(1− n3) +
n1n2 − n1 · n2
1− n3
+
n32 − 3n2n2 · n2
24pi(1− n3)2
. (41)
The density profile ρ(r) ≡ ρ(z), for planar walls, is obtained by solving the Euler–Lagrange
equation, i.e. from
δΩ
δρ(r)
= 0 . (42)
The solvation force f˜solv(L) (or excess pressure) can be obtained from
f˜solv = −
1
A
(
∂Ωex
∂L
)
(43)
where A denotes the area of the wall and Ωex ≡ Ω + pV is the excess grand potential of
the system. Here p is the pressure of the reservoir at the chemical potential µ and the bulk
density ρb and V is the total volume. Statistical mechanical sum rules [47] for a confined
fluid lead to another expression for the solvation force
f˜solv = −p−
∫ ∞
−∞
dzρ(z)
∂
∂z
Vs(z) (44)
We have used the above equation to check the accuracy of the numerics.
Without loss of generality we chose the LJ σ as a unit of length, and introduce the
following reduced units, fsolv = βf˜solvσ
3, T ∗ = kBT
εff
, ρ∗b = ρbσ
3. For the system in question
the reduced critical temperature and the reduced critical density for the gas-liquid transition
are T ∗c = 1.319442 and ρ
∗
c = 0.245736, respectively.
We start by reporting the temperature dependence of the rescaled solvation force f ∗solv,
i.e. the solvation force divided by its value at T/Tc = 0.615, for systems with p = 3, 2
and L = 50.4σ (see Fig. 6). In analogy with the results presented in Sec. IIC the chemical
potential µ(T ) (or, equivalently the bulk density of the reservoir, ρ∗b) is fixed such that
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the bulk fluid is slightly off coexistence on the liquid side of the bulk coexistence curve. We
notice that for the system with the wall-fluid interactions of the finite range, i.e. for truncated
wall-fluid potential (3) with p = 3 and cut-off z = 2.5σ, (see the inset) the solvation force
is extremaly small away from Tc. At low temperature the system is on the oscillatory side
of the Fisher-Widom line, so the solvation force should decay in an exponentially-damped
oscillatory fashion i.e. fsolv(L→∞) ∼ exp(−a0L) cos(a1L) [48]. Consequently, for the large
separations considered here the solvation force well below Tc becomes extremely small in
magnitude and perishes in the numerical noise, i.e. its magnitude is smaller than 10−10.
Close to the critical region a pronounced decrease in the solvation force is found (see the
inset) with its minimum located slightly above Tc. Note that for T > Tc we follow the
critical isochore ρb(µ, τ) = ρc and the decay is expected to be purely exponential, at least
in the range shown in Fig. 6. For this value of L the magnitude is extremely small.
For the systems with long ranged wall-fluid potentials we find that for p = 3 (Fig. 6,
solid line) the solvation force is positive away from the critical region. Only very close to
Tc does f
∗
solv change sign and become negative. The minimum is located slightly above
Tc. For still stronger fluid-wall potentials i.e. for p = 2 (Fig. 6, dashed line) the solvation
force is positive (repulsive) through the entire range of temperatures under consideration.
The rescaled solvation force is almost identical for both values of p at temperatures away
from Tc which is consistent with the result of Eq. (5), i.e. f
∗
solv ∼ ρ(T ) . As the systems
move towards the critical region, f ∗solv begins to be different for different powers of the wall-
fluid potentials. However the minimum of f ∗solv is located, similarly to previous cases, slightly
above the critical temperature. These findings are in accordance with general considerations
presented in the Introduction. The minimum of the solvation force is connected with the
critical Casimir effect [31]. For short ranged wall-fluid potentials this effect is dominant (see
the inset to Fig. 6) as the direct influence of the wall is negligible at large separations. When
the long ranged wall-fluid potentials are introduced, the contribution from the regular part
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of the solvation force f regsolv , which is different for different powers of the wall-fluid potential,
dominates for temperatures away from the Tc while for systems in the critical region the
singular part of the solvation force f singsolv comes into play. The dominant decay of the singular
part is the same for both value of p. In the present DFT approach the critical Casimir force
is treated in mean-field, therefore f singsolv is given by (11) with d = 4 and the mean-field value
of the exponent ν (νMF = 1/2).
In Figs. 7-8 we show the L-dependence of the solvation force for systems with long-
range wall-fluid potentials for the bulk reservoir state T ∗ = 1.0, ρ∗b = 0.6148. Again the
temperature and chemical potential were fixed such that the system is just slightly away from
coexistence on the liquid branch of the coexistence curve. We observe that for intermediate L
the well-known oscillatory behaviour of fsolv characteristic, for short separations, is damped
and changes gradually to the power-law decay enforced by the external (long ranged) wall-
fluid potential. The asymptotic behaviour of the solvation force is demonstrated in Fig. 7b
and Fig. 8b, where we plot the logarithm of fsolv as a function of the logarithm of the
inverse separation (symbols) along with best straight line fits with imposed slope (solid
lines) for the systems with p = 3, and 2, respectively. These are similar to these in Fig. 3,
presented in Sec. IIC. In both cases we find a nice agreement between the DFT results
and the predictions from Eq. (5). The asymptotic form of the decay is quite visible already
for medium separations, i.e. for L > 50. In order to investigate further the asymptotic
behaviour of the solvation force we have performed least-square fits assuming a power-law,
i.e. assuming fsolv(L) = a0L
κ with a0, κ taken as fit parameters. For the system presented
in Figs. 7-8 best fits performed for 190 > L > 110 are 4.69x−2.99 and 4.62x−1.99, respectively,
where x = L/σ. The value of the constant a0 predicted by Eq. (5) is 4.92 and differs from
those given by least-square fits by ∼ 6%. We also note that the constant a0 should be
the same for both potentials considered here (it depends on only the density ρ∗b and the
parameter B = 4εfw which is same for both) and indeed, to a good approximation, this is
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the case here.
It has been well established [12, 13] that if the chemical potential is fixed such that the
fluid is on the gas side of the liquid-gas phase diagram the solvation force can (as a function
of the separation) exhibit a jump that is a direct manifestation of capillary condensation.
The discontinuity can appear for both short ranged and long ranged wall-fluid potentials. If
the wall-fluid interactions are short ranged, fsolv(L) will change from small negative (weakly
attractive) values at large L (corresponding to the ’gas’ phase) to larger negative values
for smaller L (corresponding to the ’liquid’ phase). As argued in the Ref. [13] on the basis
of macroscopic thermodynamic arguments there is always the term −∆µ(ρl − ρg) in the
expression for fsolv for the capillary condensed ’fluid’ which gives rise to the aforementioned
jump. On the basis of the theory of the asymptotic decay of the correlation functions [10, 11]
it was argued that the solvation force should decay (asymptotically) in the same manner
as the bulk pair correlation function. In the present case the fluid lies on the monotonic
side of the Fisher-Widom line. A schematic plot of fsolv is shown in Fig. 9a (for clarity the
oscillatory part of the solvation force, relevant for small separations is omitted here).
When the wall-fluid interactions become long ranged the solvation force should decay
asymptotically in the same fashion as the wall-fluid potential because its contribution to the
fsolv will be dominant with respect to the fast-decaying (exponential) fluid-fluid contribution.
On the other hand, the discontinuity in fsolv connected with capillary condensation must
remain. Thus one can anticipate that the solvation force should behave in the manner
presented in Fig. 9b (again, for clarity the oscillatory part of the solvation force, relevant for
small separations is omitted here). Namely, upon increasing the wall-wall separation L, the
solvation force jumps from larger to smaller but still negative values. This discontinuity is
associated with capillary condensation. Next, fsolv changes its sign (the point denoted by Z),
attains a maximum (the point denoted by M) followed by the inflection point (denoted by
I) and, finally, reaches the region of the asymptotic decay dictated by Eq. (5). The specific
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example of the solvation force calculated by DFT for the system with p = 3, T ⋆ = 1.2
and ρ⋆b = 0.06 shown in Fig. 10 fits well into the general behaviour described above. The
jump associated with the capillary condensation occuring at L ∼ 10.5 (c.f. Fig. 10a) is from
larger to smaller but still negative values of fsolv. As the wall-wall separation is increased
(c.f. Fig. 10b) fsolv changes its sign around L ∼ 72, attains a maximum at L ∼ 95. After an
inflection point at L ∼ 130 the solvation force changes slowly towards its asymptotic form of
decay. It must be mentioned however that even for the largest separation studied (L = 190)
the asymptotics (i.e. the decay with a power-law the same as the decay of the wall-fluid
potential) could not be still reached. We think one needs to go to the separations as large
as several hundreds to rich the asymptotic range.
V. SUMMARY AND CONCLUSIONS
In this paper we have performed calculations of the solvation force for an Ising film
subject to long ranged boundary fields (2) with p = 50, 4, 3, and 2, and for a truncated
LJ fluid confined between two planar walls that exert a 9 − p with p = 2, 3 wall-fluid
potential (3). For an Ising film results have been obtained in d = 2 for states along the line
of the bulk two-phase coexistence h = 0 by means of the DMRG method which takes into
account fluctuations of the order parameter. Since in two dimensions critical fluctuations are
particularly strong, results obtained in this model serve as an ultimate test of the effects of
fluctuations on the behaviour of the solvation force. For LJ fluid results have been obtained
for several states on a liquid side of the bulk two-phase coexistence and on the critical
isochore for T > Tc within a nonlocal DFT which is a mean field theory. This approach
accounts for packing effects and hence oscillations in the solvation force.
We observe major differences in the behaviour of the solvation force between the both
models. In the Ising system fsolv at low temperatures is positive (repulsive) and decays
for large L in the same fashion as the boundary field, i.e., fsolv = L
−p, whereas at high
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temperatures fsolv is negative (attractive) and the asymptotic decay is of the higher order
than that of the boundary field, i.e., fsolv = L
−(p+1). In the LJ fluid system fsolv is always
repulsive away from the critical region and decays for large L with the the same power
law as the wall-fluid potential, which is consistent with the general result (5) based on the
wall-particle Ornstein-Zernike equations [30]. As discussed within a Landau approach in the
Sec. III the origin of this discrepancy is due to the specific symmetry of the Ising model with
the spontaneous magnetization m∗ equal to zero above Tc; note that for a fluid ρc(T ) 6= 0
above Tc.
Our results imply that for a confined fluid with short ranged fluid-fluid interactions
and long ranged wall-fluid potential the solvation force, for large wall separations, can be
expressed as a sum of a regular part f regsolv, which decays in the same fashion as the wall-
fluid potential, and a part f singsolv arising from L-dependent singular contribution [31] to the
free energy, which is a close analog of the Casimir force in electromagnetism. The singular
contribution to the free energy is responsible for the critical singularities at the bulk critical
point. Thus, for ordering field h = 0 and L→∞
fsolv ∼ f
reg
solv + f
sing
solv = 2ρBL
−p + (d− 1)L−dWaa(τL
1/ν) (45)
where Waa(y) is a finite-size scaling function for system with two identical walls a, and
B = 4εfw for a wall-fluid potential of a form (3). In mean-field d takes the value 4 in the
final term of Eq. (45). Such a decomposition applies also for an Ising spins system below
Tc with ρB replaced by m
∗h1. Above Tc, m
∗ vanishes and the leading regular part of the
solvation force becomes ∼ L−(p+1) as already mentioned above. The scaling function Waa(y)
is negative and vanishingly small away from the critical region, therefore, in d = 2 and 3 and
for all values of the parameter p the positive regular part of the solvation force dominates
away from Tc. Fluctuation induced attractive Casimir force is particularly strong in two
dimensions and dominates the behaviour of the solvation force in the critical region for all
considered values of the parameter p - see Fig. 1. In mean field f singsolv is much weaker and
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only when p ≥ d = 3 the solvation force becomes weakly negative near Tc. For p = 2 the
regular part f regsolv gives the leading decay and although the solvation force exhibits minimum
near Tc, it remains positive for all temperatures as is seen in Fig. 6.
As a last remark we note that the inclusion of power-law fluid-fluid interactions would
modify our results. This can be infered from the asymptotic integral equation results for
the solvation force of the full LJ fluid - see Eq. (4). The final term is associated with the
−r−n decay of the fluid-fluid potential. For LJ n = 6 so Eq. (4) predicts an additional
attractive term ∼ L−3 in the solvation force. This should then be included in Eq. (45).
This contribution competes with other terms and may lead to even richer behaviour of the
solvation force. We want to stress that in our studies we have neglected the contribution
due to the direct wall-wall interaction potential [51].
After the completion of our calculations we learnt of a recent article by Pertsin and
Grunze [52] describing the results of Monte Carlo simulations of a Lennard-Jones fluid
confined between two planar walls. Since their results were at complete variance with ours
and with the general predictions of Eq. (4) we decided to perform DFT calculations for the
same state point as in the simulations of Ref. [52]. The results are presented in Appendix
B. As expected, we find no evidence for the extremely long ranged solvation force reported
in Ref. [52]. We have since ascertained, via correspondence with Professor A. Pertsin and
Professor R. Evans, that the simulations reported in Ref. [52] were flawed and that the
authors shall publish an erratum pointing this out. The new results, however, are in a good
qualitative agreement with our DFT results.
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APPENDIX: A
In order to evaluate contributions to the solvation force arising from terms (27), (29) and
(30) we use Eqs. (10), (18), and (15).
First we integrate over z to obtain contributions to the total free energy. We find [50]
∫ L
0
dz
(λ+ z)p(L+ λ− z)p
=
L
2p− 1
p−2∑
k=0
2k+1(2p− 1)(2p− 3) · · · (2p− 1− 2k)
(p− 1)(p− 2) · · · (p− k − 1)∆k+1(Lλ+ λ)p−k−1
,
(A.1)
where ∆ = (4Lλ + 4λ + L2). In the limit of L → ∞ and λ/L → 0 the above integral
simplifies
∫ L
0
dz
(λ+ z)p(L+ λ− z)p
→L→∞
p−2∑
k=0
2k+1(2p− 3) · · · (2p− 1− 2k)
(p− 1)(p− 2) · · · (p− k − 1)λp−k−1Lp+k
. (A.2)
It follows that the contribution to the solvation force arising from the term (27) is
ξ2bh
2
1
b
∂
∂L
∫ L
0
dz
1
(λ+ z)p(L+ λ− z)p
= −
2ξ2bh
2
1
bλp−1
p
p− 1
1
Lp+1
+O(L−(p+2)), L→∞. (A.3)
Integration of terms (29) yields
∫ L
0
dz
e−z/ξb
(L+ λ− z)p
=
∫ L
0
dz
e−(L−z)/ξb
(λ− z)p
, (A.4)
and
∫ L
0
dz
e−z/ξb
(L+ λ− z)p
=
1
ξp−1b (p− 1)!
p−1∑
k=1
ξkb (k − 1)!
[
e−L/ξb
λk
−
1
(L+ λ)k
]
+
1
ξp−1b (p− 1)!
e−(L+λ)/ξb
[
Ei(
L+ λ
ξb
)− Ei(
λ
ξb
)
]
, (A.5)
where Ei(x) is the Exponential-Integral Function.
An asymptotic representation of the function Ei(x) for large x is [50]
e−xEi(x) =
n∑
k=1
(k − 1)!
xk
+O(x−(n+1)) (x→∞). (A.6)
29
Thus, in a limit of large L, the second term in the expression for the integral (A.5) behaves
as
1
ξp−1b (p− 1)!
e−(L+λ)/ξb
[
Ei(
L+ λ
ξb
)− Ei(
λ
ξb
)
]
=
1
ξp−1b (p− 1)!
[
n∑
k=1
ξkb (k − 1)!
1
(L+ λ)k
− Ei(
λ
ξb
)
]
+ O((L+ λ)−(n+1)) (L→∞). (A.7)
Using the above asymptotic expression we obtain the asymptotic behaviour of the integral
(A.5) in a limit of L→∞
∫ L
0
dz
e−z/ξb
(L+ λ− z)p
=
e−L/ξb
ξp−1b (p− 1)!

p−1∑
k=1
ξkb (k − 1)!
1
λk
− e−λ/ξbEi(
λ
ξb
)


+
ξb
(L+ λ)p
+O(L−(p+1)). (A.8)
It follows that
−
∂
∂L
∫ L
0
dz
e−z/ξb
(L+ λ− z)p
=
e−L/ξb
ξpb (p− 1)!

p−1∑
k=1
ξkb (k − 1)!
1
λk
− e−λ/ξbEi(
λ
ξb
)


+
pξb
(L+ λ)p+1
+O(L−(p+2)) (L→∞). (A.9)
Now, consider contributions to the solvation force arising from terms
e−z/ξb
(λ+ z)p
;
e−(L−z)/ξb
(L+ λ− z)p
. (A.10)
We have ∫ L
0
dz
e−z/ξb
(λ+ z)p
=
∫ L
0
dz
e−(L−z)/ξb
(L+ λ− z)p
(A.11)
and
−
∂
∂L
∫ L
0
dz
e−z/ξb
(λ+ z)p
= −
e−L/ξb
(λ+ L)p
+
1
λp
. (A.12)
APPENDIX: B
In order to compare with the results of Ref. [52] we carried out DFT calculations for
T ∗ = 1.0 and ρ∗b = 0.6853, the simulation state point. In Ref. [52] the LJ potential is cut-off
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at rcut = 2.5σ, the same as in our DFT, and the wall-fluid potentials have the same form
as (3). Fig. 11a shows our results for fsolv(L) for the case of a 9-3 wall-fluid potential, i.e.
p = 3, whilst Fig. 11b refers to the truncated 9-4 wall-potential, set to zero at z = 2.5σ. In
the first case we confirmed that for large L, fsolv(L) is positive and decays as L
−3. Indeed the
fit to this power law is as good as that for the neighbouring state point shown in Fig. 7. For
the truncated 9-4 potential fsolv(L) exhibits the expected exponentially damped oscillatory
decay for large L. Thus our results for this state point are also in agreement with the general
theory described in the Introduction. By contrast Pertsin and Grunze [52] find for large L
an attractive solvation force which decays very slowly, roughly as L−1, for both the 9-3 and
the truncated 10-4 wall-fluid potentials (see their Fig. 3a). Such behaviour would seem to
be unphysical.
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Figure Captions
• Fig.1 Solvation force (in units of J) for an Ising strip of the width L = 300 at vanishing
bulk magnetic field subject to long ranged boundary fields Hl = H
s
l +H
s
L+1−l, H
s
l =
h1/l
p as a function of the scaling variable y ≡ τ(L)1/ν = τL for various values of p
and the amplitude h1 ≈ 8.16 calculated using DMRG method. The inset shows, on
an expanded scale, that results for p = 50 and p = 4 differ only very slightly in the
near-critical region. For all values of p fsolv is attractive above Tc and, except for
p = 50, repulsive below Tc.
• Fig.2 Log-log plot of the solvation force (in units of J) versus 1/L for two values of
the power p describing the decay of the boundary field Hsl , p = 2 and 4. (a) displays
DMRG results for T = 0.79Tc (filled symbols) and T = Tc (unfilled symbols). Straight
lines correspond to fsolv(L) ∼ L
−p. Data at Tc align parallel to the line of a slope
2 showing the result fsolv(L) ∼ L
−d (see Eq. (1)) with d = 2. (b) displays DMRG
results for T = 1.23Tc. Straight lines correspond to fsolv(L) ∼ L
−(p+1).
• Fig.3 Solvation force for the Ising strip of width L = 100, h1 ≈ 8.16 rescaled with its
value at T/Tc = 0.75, plotted as a function of the reduced temperature. Below Tc,
the results calculated for three different values of the power p lie on a common curve
∼ m∗(T/Tc), where m
∗(T ) is bulk spontaneous magnetization. This behaviour agrees
with the prediction Eq. (5) with 2ρB replaced by 2m∗(T )h1.
• Fig.4 Solvation force (in units of J) for the same system as in Fig. 3 as a function
of the variable y for a selection of values of the strength parameter h1 and for two
values of the parameter p: (a) p = 50 and (b) p = 2. Results for different values
of h1 in Fig. 4b are represented by the same symbols as in Fig. 4a. It is seen that
the symmetry, Eq. (12) between fsolv(y) for the free (h1 = 0) and (++) (h1 ∼ 8.16)
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boundary conditions breaks when the boundary fields become long ranged. For weak
h1 the solvation force exhibit two minima.
• Fig.5 (a) Specific heat CH (in units of kB) and (b) the inverse longitudinal spin-spin
correlation length ξ−1‖ for the same system as in Fig. 3 as a function of the scaling
variable y for h1 ≈ 8.16 and various values of the parameter p (represented by the
same symbols for both quantities).
• Fig.6 Solvation force rescaled with its value at T/Tc = 0.615, f
∗
solv ≡
fsolv(T/Tc)/fsolv(0.615), as a function of the temperature for systems with long ranged
fluid-wall potentials for L = 50.4σ evaluated from density functional theory. The
chemical potential µ(T ) is chosen so that the reservoir density bulk density ρ∗b(T ) is
close to that of the bulk coexisting liquid for T < Tc and ρb(µ, T ) = ρc for T ≥ Tc.
Solid line corresponds to the system with p = 3, while dashed line is for the system
with p = 2. The inset shows the temperature dependence of fsolv for the system with
fluid-wall interactions of the finite range.
• Fig.7 The oscillatory (part a) and asymptotic shown on a log− log plot (part b) regions
of the solvation force for the system with p = 3 evaluated from density functional
theory. The temperature (T ∗ = 1.0) and the reservoir density (ρ∗b = 0.6148) are
fixed such that the fluid is just slightly off the coexistence on the liquid branch of the
coexistence curve.
• Fig.8 The oscillatory (part a) and asymptotic shown on a log− log plot (part b) regions
of the solvation force for the system with p = 2 evaluated from density functional
theory. The temperature (T ∗ = 1.0) and the reservoir density (ρ∗b = 0.6148) are
fixed such that the fluid is just slightly off the coexistence on the liquid branch of
the coexistence curve. Note that for p = 2 the solvation force has more pronounced
oscillations than for p = 3.
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• Fig.9 Schematic plot of the solvation force for systems with short ranged (part a) and
long ranged (part b) fluid-wall interactions in the presence of capillary condensation.
Dots denoted by Z,M and I in part b mark characteristic points of the solvation force:
the zero, the maximum and the inflection point, respectively.
• Fig.10 The short distance (part a) and asymptotic (part b) regions of the solvation
force for the system with long ranged (p = 3) wall-fluid interactions. Note the change
of scale in each part. Capillary condensation gives rise to the jump at L = 10.5.
For L < 10.5 the confined fluid is a ’liquid’ which can exhibit oscillations. The bulk
reservoir corresponds to (T ∗ = 1.2, ρ∗b = 0.06).
• Fig.11 Solvation force for the LJ fluid with the short ranged and long ranged wall-fluid
potentials calculated within DFT for T ∗ = 1.0 and ρ∗b = 0.6853, the same state point
as in the simulations by Pertsin and Grunze [52]. (a) is for the full 9-3 LJ potential.
Oscillations characteristic for short wall-wall separations are gradually damped and
changed into the power law asymptotic decay. (b) is for the truncated 9-4 LJ potential
with the cut-off distance 2.5σ. Oscillations around 0 are present for all wall-wall
separations.
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FIG. 1: Solvation force (in units of J) for an Ising strip of the width L = 300 at vanishing bulk
magnetic field subject to long ranged boundary fields Hl = H
s
l +H
s
L+1−l, H
s
l = h1/l
p as a function
of the scaling variable y ≡ τ(L)1/ν = τL for various values of p and the amplitude h1 ≈ 8.16
calculated using DMRG method. The inset shows, on an expanded scale, that results for p = 50
and p = 4 differ only very slightly in the near-critical region. For all values of p fsolv is attractive
above Tc and, except for p = 50, repulsive below Tc.
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FIG. 2: Log-log plot of the solvation force (in units of J) versus 1/L for two values of the
power p describing the decay of the boundary field Hsl , p = 2 and 4. (a) displays DMRG results
for T = 0.79Tc (filled symbols) and T = Tc (unfilled symbols). Straight lines correspond to
fsolv(L) ∼ L
−p. Data at Tc align parallel to the line of a slope 2 showing the result fsolv(L) ∼ L
−d
(see Eq. (1)) with d = 2. (b) displays DMRG results for T = 1.23Tc. Straight lines correspond to
fsolv(L) ∼ L
−(p+1).
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FIG. 3: Solvation force for the Ising strip of width L = 100, h1 ≈ 8.16 rescaled with its value at
T/Tc = 0.75, plotted as a function of the reduced temperature. Below Tc, the results calculated
for three different values of the power p lie on a common curve ∼ m∗(T/Tc), where m
∗(T ) is bulk
spontaneous magnetization. This behaviour agrees with the prediction Eq. (5) with 2ρB replaced
by 2m∗(T )h1.
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FIG. 4: Solvation force (in units of J) for the same system as in Fig. 3 as a function of the variable
y for a selection of values of the strength parameter h1 and for two values of the parameter p: (a)
p = 50 and (b) p = 2. Results for different values of h1 in Fig. 4b are represented by the same
symbols as in Fig. 4a. It is seen that the symmetry, Eq. (12) between fsolv(y) for the free (h1 = 0)
and (++) (h1 ∼ 8.16) boundary conditions breaks when the boundary fields become long ranged.
For weak h1 the solvation force exhibit two minima.
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FIG. 5: (a) Specific heat CH (in units of kB) and (b) the inverse longitudinal spin-spin correlation
length ξ−1‖ for the same system as in Fig. 3 as a function of the scaling variable y for h1 ≈ 8.16
and various values of the parameter p (represented by the same symbols for both quantities).
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FIG. 6: Solvation force rescaled with its value at T/Tc = 0.615, f
∗
solv ≡ fsolv(T/Tc)/fsolv(0.615), as
a function of the temperature for systems with long ranged fluid-wall potentials for L = 50.4σ eval-
uated from density functional theory. The chemical potential µ(T ) is chosen so that the reservoir
density bulk density ρ∗b(T ) is close to that of the bulk coexisting liquid for T < Tc and ρb(µ, T ) = ρc
for T ≥ Tc. Solid line corresponds to the system with p = 3, while dashed line is for the system
with p = 2. The inset shows the temperature dependence of fsolv for the system with fluid-wall
interactions of the finite range.
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FIG. 7: The oscillatory (part a) and asymptotic shown on a log− log plot (part b) regions of
the solvation force for the system with p = 3 evaluated from density functional theory. The
temperature (T ∗ = 1.0) and the reservoir density (ρ∗b = 0.6148) are fixed such that the fluid is just
slightly off the coexistence on the liquid branch of the coexistence curve.
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FIG. 8: The oscillatory (part a) and asymptotic shown on a log− log plot (part b) regions of
the solvation force for the system with p = 2 evaluated from density functional theory. The
temperature (T ∗ = 1.0) and the reservoir density (ρ∗b = 0.6148) are fixed such that the fluid is just
slightly off the coexistence on the liquid branch of the coexistence curve. Note that for p = 2 the
solvation force has more pronounced oscillations than for p = 3.
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FIG. 9: Schematic plot of the solvation force for systems with short ranged (part a) and long
ranged (part b) fluid-wall interactions in the presence of capillary condensation. Dots denoted by
Z,M and I in part b mark characteristic points of the solvation force: the zero, the maximum and
the inflection point, respectively.
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FIG. 10: The short distance (part a) and asymptotic (part b) regions of the solvation force for
the system with long ranged (p = 3) wall-fluid interactions. Note the change of scale in each part.
Capillary condensation gives rise to the jump at L = 10.5. For L < 10.5 the confined fluid is a
’liquid’ which can exhibit oscillations. The bulk reservoir corresponds to (T ∗ = 1.2, ρ∗b = 0.06).
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FIG. 11: Solvation force for the LJ fluid with the short ranged and long ranged wall-fluid potentials
calculated within DFT for T ∗ = 1.0 and ρ∗b = 0.6853, the same state point as in the simulations by
Pertsin and Grunze [52]. (a) is for the full 9-3 LJ potential. Oscillations characteristic for short
wall-wall separations are gradually damped and changed into the power law asymptotic decay.
(b) is for the truncated 9-4 LJ potential with the cut-off distance 2.5σ. Oscillations around 0 are
present for all wall-wall separations.
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