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This paper presents everal new algorithms for computing properties of modular group 
representations including indecomposability, vertices and sources. These methods are all 
implemented as part of the CAYLEY system. New results obtained using these methods are 
presented. 
1. Introduction 
The theory of representations of finite groups is partly concerned with studying the 
properties of homomorphisms 
f :  G ~ GL(V) 
of a given group G into a general inear group GL(V) acting on a vector space V over a 
field F. If the characteristic of F divides the group order ]G[, then f is callcd a modular 
representation. The action of G on the right turns the vector space V into a right 
FG-module and both group and ring theoretic methods can be applied. 
In recent years this theory has benefited greatly from computational methods which 
make possible the study of complicated examples. The MEAT-AXE (Parker, 1984) proves 
to be an especially useful tool, since it allows thc construction of non-trivial irreduciblc 
group representations in reasonable time. This algorithm has been implemented several 
times; one version is available to the users of the CAYLEY system--see Cannon (1984) 
and Schneider (1987a). 
This paper presents a description of algorithms for investigating further properties of 
modular group representations. In particular, methods are given which test modules for 
indecomposability and which determine the vertex and the source of a module without 
user interaction. These methods are now implemented as part of the CAYLEY system, 
either as function calls or as procedures written in the CAYLEY language, They have been 
tested successfully on modules of degree up to 300; some examples are given in section 8, 
In addition, some of these algorithms have also been implemented in IBM S/370 assembly 
language to achieve optimal performance, 
A detailed account of the theory of modular epresentations may be found in Landrock 
(1983) or Fcit (1982). Most of the notation used in this paper is standard. For convenience 
we shall restate some important definitions. 
Let G be a finite group and F a splitting field for G. Let p = char(F) divide the order of 
G. Let M denote a (finite) n-dimensional module for the group algebra FG; it will also be 
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referred to as a G-module. The action of a group element g on M is given byf(g); it can be 
described by an n x n matrix over F. If S is a subgroup of G we write MSs for the S-module 
that is obtained by restriction of M to FS; similarly, for an FS-module N the induced 
FG-module is denoted by NT ~. In examples, modules may also be named by their 
dimensions; if necessary, a subscript will be added to avoid ambiguity. 
Now suppose that M is an indecomposable FG-module. A vertex of M is a subgroup S
of G of least order such that the module MSs~ c" has a direct summand isomorphic to M. It 
can be shown that such groups are, in fact, p-groups and that they are uniquely determined 
up to G-conjugacy. The vertex of a module M will be denoted by vx(M). If S = vx(M), then 
an indecomposable FS-module N is called a source of M--written src(M)--if the induced 
module NT ~ has M as a direct summand. This notion of vertices and sources allows the 
characterisation of G-modules in terms of small p-subgroups. However, in complicated 
examples the existing theoretical tools seem to provide little or no help in determining the 
vertex of a given module. 
It is possible to impose a filtration on a G-module, e.g. via 
DEFINITION 1.1. The socle series of a G-module M is the series 
0 --- SOeo(M ) < soel(M) < SOCz(M) <. . .  < sock(M) = M 
of submodules of M such that soct(M)/soc~_ (M) is the largest semi-simple submodule of 
M/soci_ ~(M), for 1 N i _< s. The integer s is called the socle length of M. 
The formal manipulation of a representation  the computer is best done by working 
with matrices that correspond to the group generators. Hence, it is desirable to use a small 
generating set wherever possible. The action of finding a submodule of M then 
corresponds to finding a new basis for V such that, relative to this basis, the matricesf(g), 
g s G, are simultaneously of the following form: 
(: o) 
Similarly, the explicit construction of a direct decomposition of M as MI@M2 is 
equivalent to finding a basis for V such that the matrices f(g), g e G, are simultaneously in 
block diagonal form: 
(: o) 
The following notion becomes very useful when dealing with vector spaces and matrix 
rings over fields. 
DEFINITrON 1.2. (a) A basis {vl . . . . .  v,} of a subspace V of F" is called an echelonised 
basis if for each vk, 1 N k _< n, there is an i k such that the ikth component of Vk is non-zero, 
but the i~th component of all other v~,j v a k, is zero. Let g(V) be the set {i k, 1 < k _< n}, a set 
of echelonised indices for V. 
(b) A set of matrices is called an echelonised basis for the matrix ring R of rn x m 
matrices, if this set forms an echelonised basis for the vector space R viewed as a subspace 
of F "• 
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Note that it is not necessary for an echelonised basis to be in upper triangular form. 
Also, the set of echelonised indices is not necessarily uniquely determined. This does not 
matter as long as the choice made remains fixed. 
This concept allows the expression of any element of a vector space or a matrix ring as a 
linear combination of the elements of such an echelonised basis without the need for 
solving linear equations. The required coefficients are found by simply looking at the 
coordinates specified by the set of echelonised indices. 
Further, it is possible to introduce a fast method of multiplying matrices in the matrix 
ring R. In order to multiply two matrices it suffices to determine the entries (i,j) with 
(i, j) e ~(R), i.e. to express the result as a linear combination of elements of the echelonised 
basis. If required, the full matrix can easily be reconstructed. This property is crucial for 
several of the algorithms presented in this paper and it will be used heavily in the sequel. 
If we have a two-sided ideal J of R, then it is easy to construct he factor ring R/J in 
terms of matrices. First extend an echelonised basis of J to a basis of R by adding elements 
vt . . . . .  v, e R such that the jth component of each vt is 0 for each j e de(J). Then echelonise 
{vl , . . . ,  v,} and choose a set S: of echelonised indices. Clearly, 6" u o~(J)= 6~(R), although 
the basis for R constructed in this way is not necessarily echelonised. For each i compute 
all products vi" v~., 1 _<j < n, and ensure that each coordinate k with k e ~f(J) is equal to 0 by 
subtracting suitable multiples of basis elements of J. The matrix whosejth row is given by 
the entries in positions ~ of these results corresponds to the image of v~ in the factor ring. 
This approach also allows pre-images to be reconstructed without any effort. 
2. Constructing Modular Representations 
Since the algorithms presented in the following sections require concrete matrix 
representations of the group in question, some standard methods for constructing new 
representations from existing ones will be reviewed. A recursive application of these 
methods will, in general, lead to the desired representations. 
In most eases, the group G is either given as a permutation group of degree n or it is easy 
to embed G in a symmetric group. The resulting permutation module of dimension then 
serves as a starting point for the construction of new representations. An F-vector space V 
of dimension n with basis {vt,..., v,} is turned into a permutation module for G by 
defining the action fig) of g ~ G as follows: 
f(g):v~e-~vig , l ~i<_n. 
If n is not too big, i.e. in the order of several hundred, then the matrices may be handled by 
modern computers in a reasonable amount of time. 
The tensor product MI|  and the skew tensor product MI^M1 of two 
G-modules Mt and M2 may be used to construct new modules of larger degree for G. If 
{v 1 . . . . .  v,,} and {wl,.. . ,  w,z} arc vector space bases corresponding to M 1 and Mz, then 
{vi| l<_j<_nz} is a vector space basis for MI |  on which a group 
element g acts via 
(vi| wj)'f(g):= (v i "A(g)) | (wj" f2(g)). 
Similarly, the set {v~ @ v2- vj | v~] 1 K i < j  < nl} forms a basis for M 1 ^  M1 with the group 
acting as in the case of M1 @ M2, since M1 ^ M~ is a submodule of M1 @M~. These new 
modules are likely to have submodules and quotient modules of smaller dimension which 
can be found using the MEAT-AXE. 
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The MEAT-AXE constructs he smallest subspace of M containing a given vector v and 
which is invariant under the action of G. Thus, this subspace is again a G-module. A 
change of basis for M will then exhibit both submodule and factor module for M. It turns 
out that this method is most successful if v is an element in the (small-dimensional) null 
space of the matrix (or linear transformation) representing some random word in the 
group algebra--see Parker (1984). 
The original IBM S/370 assembly language implementation f the MEAT-AXE may be 
applied routinely to modules of dimension up to 2000, say, since it makes heavy use of the 
properties of small finite fields. In particular, its implementation formodules over GF(2) is 
highly efficient. The present CAYLEY implementation should not be applied to modules 
of dimension larger than 700, say. However, it has the advantage ofworking over arbitrary 
finite fields, which turns out to be quite important. In fact, though the theory states that 
the MEAT-AXE should only be applied over small fields, experiments have shown that it 
works amazingly well even over large fields, e.g. GF(77). 
In addition, the MEAT-AXE may be used to decide whether or not a given module is 
(absolutely) irreducible, using Norton's irreducibility criterion--see Parker (1984). 
If the module M is not self-dual, then the contragredient module can easily be 
constructed by declaring the action of each group element g to be the transpose off(g-I). 
The methods described so far use only the matrices representing the group generators. 
Structural properties of the corresponding group are not required. By contrast, both 
induction and restriction make heavy use of group structure information. In the case of 
restriction it is necessary to know the matrices corresponding to the generators of the 
subgroup S of G. The induction process requires even more information. If {gl .. . . .  gk} 
denotes a transversal for S in G, then it is necessary to know the matrix corresponding to
each element s e S obtained by rewriting each gt" g as s. gj, where g is a generator of G and 
1 _< i <_ k. Thus, it is essential to have an algorithm that returns any element of a group as a 
word in the generators. The matrix corresponding toan element isobtained by evaluating 
this word in terms of the matrices representing the group generators. For reasons of 
efficiency a word ought to be relatively short. 
Using standard methods for computing with permutation groups it is possible to design 
an algorithm which expresses any element of the group as a word in the group generators 
(cf. the CAYLEY function word map). 
Given such an algorithm, the implementation of the algorithms INDUCE and 
RESTRICT to induce and restrict representations becomes an easy task and requires only 
a few lines of CAYLEY code. The corresponding routines are, in fact, now available as 
part of the CAYLEY library of standard functions. 
If in a particular situation, the subgroup to which a representation is to be restricted is
known in advance, a different approach may be used. As the permutation representation 
of the generators of this particular subgroup is known at the outset, the methods that 
construct new representations of the group may not only be applied to the group 
generators, but also to the generators ofthe subgroup. Thus, for every new representation, 
its restriction will be obtained automatically. As the CAYLEY implementation f the 
MEAT-AXE returns the transformation matrix that exhibits both submodule and factor 
module, such an algorithm can easily be implemented and is, in fact, available as a 
CAYLEY procedure. However, if the construction of a small-dimensional representation 
requires the knowledge of large-dimensional representations for the intermediary steps, it 
may still be more efficient to apply the algorithm RESTRICT to this specific 
representation. 
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In the course of constructing new modules by the methods that have been outlined so 
far, it is often necessary to know whether a newly found module is equivalent to any 
existing ones. The inequivalence is easy to verify9 Given a random words w in the group 
generators and representations f l  and fa, the trace and rank of fl(w) and fa(w) are 
compared. If they are different, then f l  and f2 are inequivalent. If only irreducible modules 
are of interest, these invariants may be sufficient to distinguish between any two 
irreducible modules of G. 
In Parker (1984) a method is given to show the equivalence of two modules, in the case 
in which both modules are generated by a vector in a one-dimensional null space of the 
same random word in both representations. This is achieved by constructing bases for 
each module in a standardised way. For very small finite fields (i.e. GF(2) and GF(3)) this 
approach can easily be generalised to null spaces of dimension 2 or 3 by applying the 
standardising algorithm to all elements in the null space of the matrix corresponding to 
the random word of the second representation9 However, this method clearly fails for 
larger fields if the module cannot be generated by a single vector, i.e. if the module is not 
cyclic. An approach which overcomes this problem in general will be given later. 
3. The Endomorphism Ring of a Module 
The ring EndFa(M) of FG-endomorphisms of an n-dimensional right G-module M is an 
important structure, since--apart from being interesting in its own right--it controls 
whether or not the module M is indecomposable. For, if M=M,@M2,  then the 
projection n:M--*M~ corresponds to an idempotent in Endva(M). Conversely, any 
idempotent e s EndFo(M) will yield a nontrivial decomposition M = M.e~)M.  (e--1). 
The FG-linearity implies that if h e EndFa(M), then (v "fig))" h = (v. h).fig), for each g e G 
and each v e M. Since h can be represented as an n x n matrix (hi j) with entries in F for a 
given vector space basis of M, this matrix must commute with all matrices f(g) for g ~ G. 
Thus 
t 9 ' . .  ' "f(g)--f(g)" ' . .  " = 0. (3.1) \hn l  . . .  h,,n \h i  . . .  hn,, 
To compute an explicit basis of EndFG(M), the h~ may be considered as unknowns. For 
each g the evaluation of the left-hand side of the above equation then yields a matrix 
whose (i,j)th entry is a linear combination of the h~y and which must be equal to zero. As it 
suffices to evaluate this formula for the k generators of G only, there are kn 2 equations in 
n 2 unknowns. Any solution to this homogeneous system of linear equations in the ht~ will 
give rise to an endomorphism, and additionally, a maximal set of linearly independent 
solutions will form an F-basis for EndFG(M). 
This method of determining the ring EndF~(M) has been successfully used in Schneider 
(1987b). An easy estimate, however, reveals that while this approach is quite powerful for 
n ~ 20, it reaches its limits for n = 50, when 2500 unknowns have to be processed. Thus, it 
is essential to reduce both the number of unknowns and the number of equations that are 
required in order to uniquely determine the endomorphism ring. 
(A) REDUCING THE NUMBER OF UNKNOWNS 
The above characterisation f the endomorphism ring shows that for a subgroup S of G, 
EndFG(M) < EndFs(M~s). 
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Thus, any FG-endomorphism can be written in terms of an F-basis of EndFs(M~.s). Since, 
in general, dimF(EndFs(M~.s))< n 2, the number of unknowns required to describe an 
element of EndFo(M) has been reduced, provided such an F-basis is known. In fact, the 
method explained above becomes a special case of this approach, if S is taken as the trivial 
subgroup of G. If S is chosen to be a cyclic p-subgroup, then it is very easy to determine 
Endvs(MJ.s) and to give an efficient and compact presentation for an echelonised basis. 
Note that such subgroups always exist, since it was assumed that p divides the group 
order. 
LEMMA 3.2. Let S = (x )  be a cyclic p-group and M~s an n-dimensional FS-module. Then the 
following statements are true: 
(a) The matrix f(x) has a Jordan canonical form over F. Thus, 
where each Mj, 1 < j <_ s, corresponds to a Jordan block off(x). 
(b) Let {~]1 _< i _< dimMj}, 1 <_ j <_ s, denote a vector space basis for Mj, such that f(x) is of 
Jordan form. In particular, vi.(f(x ) -  1) = ~+l, for 1 <_ i < dimMj. For 1 <Jl,J2 <- s and 
0 < l _<min(dimMj,, dimMj~)- 1 let the map hj~.j~,l : M$s~MSs be given by: 
"~ "2 . f [~$ I"'+ ~lq-l+dlrnMd2-dirnMjl 
vi~o 
/f dimMj2 > dimMjL and 1 < i < dimM~, - 1 
/f dimMj2 < dimMj~ and 1 <_ i <_ dimM:~ - l 
otherwise. 
Then h:,.:~, l ~ EndFs(M). 
(c) The maps hjl,ja,t with Jl,J2 and I as above, form an F-basis for EndFs(M~). 
PROOF. (a) If x is of order pk, then f(x) p~- 1 = ( f (x ) -  1) p~ and the minimal polynomial of 
f(x) splits into linear factors. Thus, a Jordan canonical form exists having one as its unique 
eigenvalue. 
(b) Obviously (v']'hjL,j:,l)'(f(x)- 1) = (~" (fix)-- 1))'hj~.j2. ~for each basis vector ~ and so 
f(x) and hj, i~,t commute. 
(c) This is an immediate consequence of the Jordan canonical form off(x) and the fact 
that every endomorphism can be written as the sum of its projections onto the Mfi. 
and 
In matrix terms, Lemma 3.2 is quite easy to describe. Let 
j l  - 1 dz 
nl = ~ dimMj, nl = E dimM: 
d=t  .i=1 
n 3 = min(dimMa, dimMj,)--I. 
Then the matrix that corresponds to hji,j2,z with respect o the basis {vi} has all entries 
equal to 0 except in positions (fit + 1, n~-- n 3 + 1), (n'l + 2, n~ -- n3 + 2) . . . .  , (n'l + n3, n'z), 
where it has a 1. In other words, exactly one Jordan block is mapped into precisely one 
other Jordan block. Obviously, no two such matrices have a non-zero entry in the same 
position. Such matrices can easily be handled on the computer since it suffices to store the 
v t - -  t values for n't, n 2, and n a only, or alternatively the values for nl = nl + 1, n 2 - -n2 - -n  a -t-1 
and n3. 
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DEFINITION 3.3. Let the notation be as before. The matrix that corresponds to the map 
h~,,h ,, with respect o the basis {vl} will be denoted by h(nl, nz, n3). The set of admissible 
index triples (nl, n2, na) will be denoted by ~r 
The following proposition is easy to prove, but has important consequences. 
PROPOSITION 3.4. (a) The matrices h(nl, n2, ha) with (nl, n2, na)e J (M ~s) form an echelonised 
basis for EndFs(M,~s) with respect o the basis {~} and no two such matrices have a non-zero 
entry in the same position. 
(b) Let (n l, n2, n3) and (n'l, n'2, n'a)e J(MJ, s). Then, if h(nl, n 2, na)" h(n'l, n' 2, n'3) is non-zero 
. . . .  n2, ha) e J(M~s). it must equal h(nl, n2, n'~) for some (n'~, " " 
(c) A set of echelonised indices of EndFs(MJ, s) is given by 
8(EndFs(M~s) -- ((hi, n2)[(nl, nz, na) e J(M~s)}. 
The simple structure of the matrices h(nl, n2, na) implies that any FG-endomorphism h 
may be written as a linear combination of these FS-endomorphisms: 
h = ~ h(nl.,2.,,~)" h(n 1, n2, na). 
(nl, ha, hal e J(Mls) 
Eq. (3.1) is thus reduced to [J(MSs)l unknowns, with each unknown h(m,~,,,,~) occurring in 
exactly those na positions where the matrix h(nl, n2, n3) has non-zero entries. Hence, (3.1) 
can be rewritten as follows: 
h( ........ )" (h(nl, n2, na)"f(g)-f(g)" h(nl, n2, n3)) = 0. (3.5) 
(m, nz, n~)eJ(MJ.s) 
It is therefore ssential that not only the Jordan form off(x) be computed but also the 
change of basis that yields such a canonical form. The action of all group generators on M 
then has to be expressed in this basis, so that Eq. 3.5 can be evaluated. In other words, a 
transformation matrix T such that T.f(x)' T -~ is in Jordan form is required. This 
transformation is then applied to the matrices that correspond to the group generators. 
An algorithm that returns this required transformation matrix is described in Schneider 
(preprint) and is available as the standard function jordan form in the CAYLEY system. 
In order to minimise the number of unknowns, the cyclic subgroup S should be chosen 
such that dimF(Endvs(M~s)) is as small as possible. Usually it suffices to choose S to be of 
largest possible p-power order. In the case in which conjugacy class representatives for G 
are known, such a subgroup may be found by looping over the classes of p-elements of G. 
For each such representative x, determine the representation using the algorithm 
RESTRICT and then compute the Jordan canonical form in order to determine the 
dimension of the endomorphism ring. For large-dimensional representations some care 
should be used before applying this approach. If possible, at least one of the generators of 
G should be chosen to be of maximal p-power order before commencing the construction 
of modules as described in section 2, since then the representation f a potentially good 
candidate is available at no cost. 
In certain cases the group algebra FP for a Sylow-p-subgroup of G may contain 
p-elements whose order is greater than the order of any element of P--for example, if P is 
extraspecial of order p3 and exponent p, p > 3, then FP contains elements of order p2. If 
such an element can be constructed irectly it is usually a very good candidate for this 
procedure. On the other hand, a random search of FP for such elements appears to be 
prohibitive for larger dimensions. 
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The reduction in the number ol unknowns that results from expressing any 
FG-endomorphism as a linear combination ofthe matrices h(nl, n2, n3) can be substantial. 
For example, the Mathieu group M12 possesses a 44-dimensional irreducible module in 
characteristic 2. By using an element of order 8, the number of unknowns is reduced from 
1936 to 244 in the determination f EndFp(445p) for a Sylow-2-subgroup P of M12. 
(B) REDUCING THE NUMBER OF EQUATIONS 
There are two obvious approaches that might be used to reduce the number of 
equations that are required to determine EndFG(M): The number k of group generators 
should be absolutely minimal and, if possible, the generator x of the subgroup S should 
also be a generator of the group G. Even then, (k -  1)" n 2 equations have to be evaluated 
for the [oa(M,[s)l unknowns and this appears to be somewhat excessive. 
If, instead of considering the complete set of equations, we choose a random sample, the 
resulting solution space E may not be equal to EndF~(M). Certainly 
EndFG(M) ~ E ~ EndFs(M+s). 
Experiments show that if in the system of equations (3.2) only the (i,j)th entries with 
(i,j)e~(EndFs(M,[s)) are evaluated, then the dimension of E is reasonably close to the 
dimension of EndFo(M). Usually, dimvE is not more than 10-15% bigger than 
dimvEndFa(M). Clearly, if y s Ca(S), then both f(y) and h "f(y)-f(y)" h lie in EndFs(M~s ) 
for any h ~ EndFs(M~s) and this approach guarantees that E ~ EndFc~(s)(MJ, c~(s)). Thus, in 
the special case where S c Z(G), e.g. when G is abelian, acomplete set of equations i given 
for the endomorphism ring. 
Further experiments show that if the equations are chosen from every position 
(i,j)~g(EndFs(Mls)) for the first group generator, from every second position for the 
second generator, from every third position for the third generator, etc., the solution space 
E will be a very good approximation to EndFa(M). Note that the construction of E as a 
solution space of a set of linear equations automatically yields both an eehelonised basis 
for E and a set of echelonised indices g(E). 
Thus, an algorithm which finds the endomorphism ring inside E is required. The 
following procedure performs this task: 
Algorithm ENDO: 
(a) Let E 1 be initialised to an echelonised basis for E and initialise Eo to be the empty 
set. 
(b) Choose a random element h~E1 and determine f(g)'h-h'f(g) for all group 
generators. Two cases can occur: 
(i) h commutes with all group generators. Construct the subring that is generated by 
Eo and h and redefine E0 to be an echelonised basis of this subring. (Note that it is 
possible to choose this basis such that g(Eo) c g(E).) Extend Eo to an echelonised 
basis of E and let E1 be the set of the additional basis vectors. Ensure that 
e(E1) c ~f(E) and thus g(E) = 8(Eo)wg(E~). 
(ii) h does not commute with some f(fl). In this case the non-zero entries in 
h- f(g)-f(g), h indicate further equations to be satisfied by elements of E. Process 
some of these equations, 10-20 say, and modify E and E1 accordingly. This does 
not involve any change in E0. 
(c) Repeat (b) until E 1 = ~t, in which case E0 is an echelonised basis of Endvo(M). 
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A few words need to be said about the implementation f this algorithm. The evaluation 
of the expression h.f(g)--f(#)" h requires only n.(n2-dimFEndFs(MSs)) multiplications 
rather than n ~, since the entries in position i,j with (i,])E~(EndFs(M~s)) are already 
guaranteed to be zero. 
In case (b(i)), the construction of E i does not involve any additional computation, since 
E1 can be chosen to be the set of basis vectors of E whose echelonised indices lie in 
8(E)\8(Eo). Also computed is a series of subsets 
0 = E ~ = E t c E 2 c . . .  c E m --- E 0 (3.6) 
and elements h1, h 2 . . . . .  h m, i.e. the elements h from step (b(ii)) of the algorithm, such that 
E~u {h i+1} generates the subring with F-basis E ~+1. Such a subring can be constructed 
using a method similar to the so-called "spinning of a vector" in the MEAT-AXE. 
Nevertheless, the verification that the set is closed under multiplication may turn out to be 
costly. It is also unnecessary as the algorithm does not depend critically on the fact that 
the E ~ are F-bases for the subrings they generate. 
To avoid this costly verification the following modification to the algorithm is 
introduced: The set Eo in the algorithm need not be an F-basis for the ring it generates. 
Instead, it is only necessary for the F-space with basis E o to be closed under multiplication 
by h from the left and from the right. 
This assumption simplifies the construction of the chain (3.6) considerably: Suppose 
E i = {h i , . . . ,  hk_ l}  and let h k = h be the new element from step (b(i)), i.e. h = h ~+1. Initialise 
E ~+1 to be E~u {hk}, and compute the products hi. h and h.hj for j = 0, 1 . . . . .  If E ~+1 and 
hj. h are linearly independent, then set hk+~ = hi. h and replace E i+~ by E i+1 u {hk+l} and k 
by k+ 1--similarly for h.hj. Repeat this process until no new linearly independent 
elements can be found. The F-space with basis E ~+ 1is then closed under multiplication by 
h on both the left and the right. 
As E j- ~ = E ~, E J c E ~ and h j e E ~ forj < i, it follows that if h j. h and h. h j lie in the F-space 
with basis E j, then the product of any element of EJ\E j-1 with h will also lie in this 
F-space. Thus, not all products of elements in E i+~ with h need to be evaluated. 
Note that since EndF~(M)c E is a ring with an echelonised basis, a fast matrix 
multiplication is available, since it is enough to compute the entries in coordinates (i,j) 
with (i, j)~ oa(E)\r in order to check for linear dependency. 
The length m of the chain in Eq. (3.6) depends very much on the particular problem. It 
may well happen that m = 1 or that m = dimFEndFG(M). If the module M is decomposable 
then experience suggests that m tends to be small. 
In case (b(ii)) it suffices to solve the system of equations 
~, ai.lh = 0 
hiEEt 
in the unknowns av Though this system lacks the elegant form of Eq. (3.5), it consists of 
relatively few unknowns. It is not advisable to evaluate all the equations that correspond 
to the non-zero entries of h ' f (g ) - f (e ) 'h ,  as many of them will be linearly dependent. 
Instead, an iterative approach using only a few equations at a time will be more economic. 
(C) A DATA STRUCTURE FOR THE ENDOMORPHISM RING 
The above observations lead to a compact and efficient data structure for representing 
the endomorphism ring. Let d(M)= dimFEndFa(M ) and d(Ms)= dimFEndFs(M~,s). The 
data structure consists of the following elements: 
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(D1) A d(Ms)x3 array to store the tuples (nl, n2, na)e~e(M~s) and simultaneously the 
tuples (nl, n2)~8(EndFs(MJ, s)). It gives immediate access to the basis of EndFs(MJ, s) and 
imposes an (arbitrary) ordering on this basis. 
(D2) An n x n matrix whose (i,j)th entry contains--according to Dl - - the number of the 
uniquely defined basis element h(nl, n2, ha) of EndFs(M~s) with a nonzero entry in position 
(i,j)--see Proposition 3.4. This structure can be used for a fast matrix multiplication as 
explained below and allows the retrieval of the number of a basis element h(nl, n2, n3) with 
respect o the ordering in D1. 
(D3) An array of size d(M)x d(Ms), where each row contains a basis element of 
EndF~(M) written as a linear combination of the basis elements of EndFs(M~s) with respect 
to the order of D1. 
(D4) A d(M) x 2 array that contains the echelonised index for each basis element in D3 
with respect o D1. 
An arbitrary FG-endomorphism of M can then be stored in compact form in an array of 
size d(M) and, if necessary, it can easily be expressed in expanded form as a linear 
combination of the basis of EndFs(MJ, s) by using D3. Thus, the complete matrix 
corresponding to this particular endomorphism ay be obtained. Conversely, if the 
complete matrix is given, the entries in positions (i, j) with (i, j ) s  D4 immediately ield the 
compact form of this endormophism. 
A fast multiplication algorithm for the elements of EndF~(M ) and EndFs(MJ, s) arises 
from the following observations: If two endomorphisms are given in compact form, they 
have to be expressed as a linear combination of the basis elements of Endvs(Mls). Then the 
matrix D2 gives the information required to compute the (i,j)th entry of the product. As 
the product will lie in EndFG(M), it suffices to compute the entries in the positions defined 
by D4, in order to obtain a compact form of the result. If necessary, the result can then be 
expanded and expressed in terms of D1. 
Therefore, rather than requiring n 3 multiplications with elements in F, the matrix 
multiplication only requires d(M).n such multiplications. In addition, the expansion of 
an endomorphism stored in compact form in terms of D1 requires at most 
d(M).(d(Ms)-d(M)) multiplications since the basis is echelonised. 
Note that a similar data structure is already available for the construction of Eq. (3.6) by 
algorithm ENDO. Parts D1 and D2 remain the same, D3 stores the echelonised basis of E 
and D4 is replaced by an array that holds 8(E). 
In the example at the end of section 3(a) the required endomorphism ring has dimension 
40 and so the product of two endomorphisms may be obtained by computing_at most 
40.44 = 1760 multiplications rather than 443 = 85184. The expansion of the compact form 
requires at most 40. (244--40) = 8160 multiplications. 
The algorithm ENDORING combines the approaches of sections 3(a) and 3(b) and the 
algorithm ENDO. It has been implemented in FORTRAN as part of the CAYLEY system 
for arbitrary finite fields as well as in IBM S/370 assembly language (currently only for 
GF(2)). The assembly language version requires approximately 75 seconds on an 
IBM 3081 to determine the endormorphism ring of a 120-dimensional representation of
the Mathieu group M2a when restricted to a Sylow-2-subgroup--see Theorem 8.4. 
(D) A SPECIAL CASE--ENDOMORPHISM RINGS OF PERMUTATION MODULES 
If M is a permutation module for the permutation group G acting on fl = { 1 . . . . .  n}, 
then the endomorphism ring EndFa(M) is almost trivial to obtain. It is well known that 
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elements of an F-basis are in one-to-one correspondence with the orbits of G on ~ x f~, 
with the natural action (i,j) o = (ig, jg). This can be derived immediately from Eq. (3.1). If ~k is 
the complex-valued permutation character associated with this permutation 
representation, then d(M) = dimFEndFo(M) = (~b, ~)G, the inner product of this character. 
The data structure for storing such endomorphism rings is much simpler than for the 
general case. In particular, a set g(Endr~(M)) is given by a set of orbit representatives for
G acting on f~ x I). A data structure consisting of the following elements uffices to 
represent such rings: 
(DI') An array of size d(M) x 2 to store the orbit representatives of G acting on f~ • I) in 
some arbitrary order and thus the set g(EndFa(M)). 
(D2') An n x n matrix whose (i,j)th entry is the number of the orbit that contains (i,j) 
with respect o the ordering in DI'. 
Arbitrary endomorphisms may be stored in an array of length d(M) and there is no 
overhead in reconstructing the full matrix that corresponds to such an endomorphism. 
Also, a very fast matrix multiplication is available; at most, d(M). n multiplications are 
required to obtain the product of any two endomorphisms. Thus, endomorphism rings of 
permutation modules eem to pose (almost) no computational problems. In fact, since such 
endomorphism rings tend to be of very small dimension and as the multiplication of two 
base matrices is equivalent to the computation of intersections off~-orbits of suitable point 
stabilisers of G, it is very easy to set up a multiplication table for the endomorphism ring. 
It is then possible to completely analyse this ring, e.g. to find its centre and the (central) 
idempotents, without he need for additional information about the group. 
As the image of an endomorphism of M is also a submodule of M, EndF~(M) may be 
used to construct submodules of the permutation module M, simply by constructing the 
span of the image of a vector under a random non-regular element in Endvo(M). This 
method appears to be considerably faster than the MEAT-AXE, since it avoids the 
construction of both a random word in the group algebra nd its null space. In particular, 
if the image of a vector is spun under an idempotent (if it exists), the direct summands of 
the permutation module are obtained immediately. 
(E) HOMOMORPmSMS 
These methods may also be employed to determine a basis for HomFo(V, W), for two 
FG-modules V and IV, if it is observed that any f~Homro(V, W) may be interpreted as 
g ~ Endro(V ~ W) with g(w) = 0 for all w ~ W and g(v) ~ W for all v ~ V. Of course, it is not 
necessary to compute all of End~o(V ~ W); it suffices to modify the data structure D1 and 
admit only those tuples that give rise to homomorphisms. Again, the same programs can 
be used with only minor alterations. 
The equivalence of a pair of modules V and W may be decided, once a basis for 
Homvo(V, W) is available. (See section 2 for how to prove inequivalence.) Given this basis 
it suffices to find a non-singular element in Homvo(V, W). Typically, a random search will 
quickly come up with such an element. 
4. Indecomposability of Modules 
Once the cndomorphism of a FG-module M is known this structure may be used to 
decompose the module or to verify its indecomposability. If the module is decomposable, it 
suffices to find an idempotent in EndFo(M). However, idempotents are quite rare and a 
618 Gerhard J.A. Schneider 
random search of EndF~(M) is unlikely to find such an element. Therefore, a different 
approach as to be used. For the theoretical background to the methods used below, see 
Feit (1982, chapter I). 
DEFINITION 4.1. A singular element h~EndFa(M) is called a Fitting element, if there is an 
rn~ N such that 
0 ~ rank h '~ = rank h m+ i. 
Fitting elements also provide a direct decomposition of the module M, as M = 
hm(M) O) ker(h m) (see Feit (1982), Lemma 1.10.3). If e :~ 1 is an idempotent in EndEd(M) and 
r is an element in the Jacobson radical, then clearly e -  r is a Fitting element. Thus, if M is 
decomposable, EndFG(M) will contain many Fitting elements. It is easy to check whether a
random element h of the endomorphism ring is such a Fitting element, by examining 
h 2, h 4, h s . . . . .  Recall that matrix multiplication is fast in EndFa(M). 
To estimate the number of Fitting elements, suppose for the moment that M 
M1 ~ M2, where M1 and M2 are simple modules. Let q = IF[. If M t ~ M2, then EndFa(M) 
contains (q-1) 2 regular elements and one nilpotent element (the zero element). Thus, the 
probability that a randomly chosen element is a Fitting element is 
q2_(q_ 1)2_ 1 2 
q2 q 
Similarly, if M1 ~ M2, there are 2"q ' (q -1)+ 1 nilpotent elements and the corre- 
sponding probability is 
qg_(q2 _ 1)(q2 _ q)--2q(q -- 1)-- 1 1 
q4 q 
In the examples presented in section 8, however, it turned out that if M is decomposable, 
then such an element is quickly found by testing a few random elements of an echelonised 
basis of the endomorphism ring. Thus, the likelihood of locating aFitting element seems to 
be better than the average for this specific sample of ring elements. 
If no Fitting element is found after sufficiently many attempts then this gives a strong 
hint that the module is indecomposable, though, of course, this is not a proof. 
If M is indecomposable then End~(M) is a local ring. The unique maximal ideal is 
equal to the Jacobson radical and the radical consists of all nilpotent elements. Therefore, 
any singular andom element of EndFG(M) will be nilpotent and thus lie in the radical. In 
particular, the two-sided principal ideal generated by such an element will also be 
contained in the radical. So the first step towards proving the indecomposability of M is to 
verify that the principal ideal J generated by a nilpotent element is, in fact, a nilpotent 
ideal in EndF~(M). This may be done by adapting a more general theorem of Wedderburn 
(see Curtis-Reiner (1981), p. 469): 
TI-I~OREM 4.2. Let J be a (left) ideal of EndFo(M) which has an F-basis consisting of nilpotent 
elements. Then J is a nilpotent ideal. 
This condition is fairly easy to check. If a basis element of J is not nilpotent, it must be a 
Fitting element and thus yields the desired ecomposition f M. 
Alternatively, one could try to prove that there is a transformation matrix T such that 
T. h" T- 1 is of upper triangular form with 0 on the main diagonal for all h in the F-basis of 
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J. This may be done by constructing the intersection of the null spaces of all the basis 
elements, the action of the matrices on the factor space modulo the null space, the null 
space under this action, etc. If at some stage the null space becomes trivial, then J cannot 
be nilpotent. However, a Fitting element is not available as a consequence and has to be 
found independently. 
Theorem 4.2 appears to be more powerful for this application, especially as it can be 
incorporated into the construction of the ideal J. 
Let E o = {h 1 . . . . .  h~} denote the echelonised basis of Endva(M) found by algorithm 
ENDORING. In order to construct the ideal J, it suffices to find a nilpotent element h in 
the endomorphism ring. Usually, a random search of E0 will quickly produce such an 
element. The next step is to evaluate all products h. h~ and h~. h, where the hg are the basis 
elements in E0. These products are then tested for linear dependency. If the chain (3.6) of 
basis of subspaces of EndrG(M) is available, then work may be avoided by first computing 
h. h t and h i. h for i = l . . . . .  m in this order. If the products do not lie in the subspace of J 
generated by the bases elements found so far, then no product of h and an element of 
EI\E ~- 1 will yield any new linearly independent elements. 
If, in this process, a new element ho is found the basis for J is extended by adding all 
powers h t, hg, h0 a. . . . .  while ensuring that the basis remains echelonised. If some power h~ 
is linearly dependent, then h~ t, h4o~,.., are computed to verify whether ho is nilpotent (using 
Theorem 4.2) or whether it is a Fitting element. Of course, h0 cannot be regular, since 
otherwise J would be equal to EndFa(M). 
To describe J it is only necessary to store the results of the above multiplications in
compact form with respect to D4. As both h and the elements in Eo are in expanded form 
there is no overhead involved in computing the required products. Also the set ~(J) is 
obtained at no extra cost. 
Usually, dimFJ will be quite small and it will be necessary to increase J in size in order 
to get an approximation of the Jacobson radical. This is done by constructing a second 
nilpotent ideal J1 and replacing J by the ideal generated by J and J~. An echelonised basis 
for this larger ideal is obtained by echelonising the set-theoretic union of the F-bases of the 
two ideals. Since the ideal J1 is itself not of interest, this fact can be used in order to 
construct the larger ideal directly: It suffices to choose another nilpotent element h in E o, 
whose echelonised index is not contained in ~(J). Then it is enough to compute the 
products h'ht and h~. h only for those basis elements h~ whose echelonised index is not 
contained in ~(J) (otherwise the result will lie in J anyway). The results are checked for 
linear dependency and nilpotency and the echelonised basis of J is extended by adding all 
newly found elements. 
Repeating this process produces a large nilpotent two-sided ideal which is a very good 
approximation of the Jacobson radical. In practice, it is often true that dimFd= 
dimFEndFG(M)- 1, which shows that the radical is J and that the ring EndF~(M) does not 
contain any idempotents. This proves the (absolute) indecomposability of M. 
The next step is to construct the factor ing R = EndrG(M)/J, which may be represented 
by small-dimensional matrices (see section 1). Since N(R) is in one-to-one correspondence 
with d~(EndFa(M))\~(J), pre-images may be easily reconstructed. Then by computing the 
minimal polynomial of randomly chosen elements r~R it is possible to see whether 
R = Fir]. Otherwise, the algorithm finds either a Fitting element in R or a nilpotent 
element in which case the algorithm is restarted. In most cases the dimension of R and F 
will be small so that the verification that R is a field is not too demanding. Alternatively, it 
may be shown that in this matrix representation, an arbitrary non-zero element in R, 
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which can be written as a linear combination of the basis elements, has rank dimFR, by 
computing the rank of such an element as a function of the coefficients of the linear 
combination, i.e. by applying so-called symbolic manipulation. 
A description of the algorithm is now presented. 
Algorithm INDEC: 
(a) Let E 0 be an echelonised basis for EndFG(M). Attempt o find a Fitting element by 
generating a certain number of random elements in Eo. The algorithm terminates if the 
search succeeds. 
(b) Find a nilpotent element h in E0, compute the set of all linearly independent powers 
of h, and let J be the echelonised subset of these elements. 
(c) For i = 1,..., m verify whether h' h i and h/. h can be written as a linear combination 
of elements in J, where the h i have been obtained using algorithm ENDO. If not, extend J 
by successively adding all powers of those elements from J that are linearly independent. 
Ensure that the new basis elements are nilpotent. Then apply the same procedure to all 
elements in E~\E ~-~. If one of these elements i  not nilpotent, a Fitting element has been 
found and the algorithm may be terminated as a decomposition of M has been obtained. 
(d) Choose a nilpotent element h of E o whose echelonised entry is not in ~(J) and 
construct he ideal generated by J and h as in (c), but check only the products of h with 
those elements in E0, whose echelonised indices are not in g(J). Replace J by this new ideal 
and update 6"(J). 
(e) Repeat step (d) until no more nilpotent elements can be found in Eo. 
(f) If J has co-dimension 1 in EndFG(M), then M is indecomposable. Otherwise, 
construct he factor ring R = EndFG(M)/J and attempt o verify that R is a field. If this 
fails, restart he algorithm with the nonregular element hat has been found. 
The algorithm INDEC has also been implemented in FORTRAN as part of the 
CAYLEY system. The performance is strongly dependent on dim~End~G(M) and 
somewhat less dependent on the ring theoretic structure of the endornorphism ring. In all 
the applications presented in section 8, proving the indecomposability of a module by this 
method required less than 35~ of the CPU time needed to construct EndFo(M). 
Note that part (a) of this algorithm may be implemented as part of algorithm 
ENDORING. If a Fitting element is found at an early stage then there is no need to finish 
the construction of the complete endomorphism ring, unless it is required for other 
applications. 
5. Constructing Complements 
In the special situation where it is known that a given submodule M1 possesses a 
complement M2 in M, the methods of sections 3 and 4, which simply find some 
decomposition of M, may be improved so as to construct M2 in a more direct way. 
Suppose that M-~ M1 @ M2. Then the projection 7~:M-, M 1 is an FG-endomorphism 
and M2 = kerT~. Thus, in order to find a complement for M1 it suffices to find such a 
projection inside EndFa(M), thereby eliminating the need to construct the full 
endomorphism ring. 
As Ms is known at the outset a change of basis may be performed so that relative to this 
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new basis all matrices f(g), g ~ G, take the form 
o) 
The projection rc is therefore of the following form: 
1 0 . . ,  






Let the notation be as in section 3. It follows from Schneider (preprint) that the 
algorithm used to find the Jordan canonical form off(x), where x is as in Lemma 3.2, will 
preserve the form (5.1) for all the matrices fig), provided that a complement exists. The 
converse is also true, since the decomposition f the restriction of M to a cyclic group must 
be compatible with the existence of M1. This may give a fast method to check the 
nonexistence of a complement for M1. 
Assume, therefore, thatf(x) has a Jordan canonical form which respects Eq. (5.1). Let 1,r 
denote the matrix with a 1 in positions (i, i), 1 < i _< dimFM 1 and 0 elsewhere. Then any 
projection lr : M ~ M1 with ~ ~ Endv~(M ) can be written as 
= 1M, + ~, hc,,,,,2,,u ) ' h(nl, n2, na) 
where (nl, n2, n3)~J(M.~s), such that nl > dimFM1 and n2 _<dimvM1. 
This system of equations can then be solved in the same way as in the general case. Note 
that it is not necessary to compute the complete solution space as the first projection 
discovered by algorithm ENDO will suffice for this purpose. If a solution to the system of 
equations cannot be found, then this proves that M~ does not have a complement. 
The implementation f this method as algorithm COMPLEMENT works in a similar 
manner to the method used in section 3. It is only necessary to modify the data structure 
DI. In the FORTRAN implementation the same program is used for both algorithms with 
a flag controlling which algorithm is to be executed. 
This variation yields a further speed-up compared to algorithm INDEC. If m = dimFM1, 
then a rough estimate shows that it is only necessary to process ((n--m).m)/n2"~C(MSs) 
unknowns. A similar reduction applies to the number of equations that need to be 
processed. As ( (n-m)m)/n2< 88 algorithm COMPLEMENT executes at least 16 times 
faster9 
If the full endomorphism ring End~G(M) is required, then the existence of a complement 
allows faster computation of EndFG(M), as 
EndFo(M) ~ EndFo(MI) (~ Homv~(M1, M2) • HOmFo(M2, M1) ~ EndFo(M2). 
It is possible to determine any of these summands independently of the others, again 
simply by modifying the data structure DI. 
6. Modules over p-Groups 
As these algorithms will be applied mainly to modules over p-groups (i.e. to the restriction 
of modules to p-subgroups P of G), some ideas that improve their performance in this 
important case will be presented. Suppose for the rest of this section that M is a module 
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for the p-group P. It is well-known that the free module FP is the only projective 
indecomposable module for P over F. 
Since here the order of P is relatively small compared to the degree of the represen- 
tation, it is possible that M has projective summands. Since those summands are of no 
interest a method is required which can decide quickly whether they exist and if so proceed 
to find them. The key to this problem is the socle series of M and of the group algebra FP. 
Jennings (1941) gives an algorithm that determines the length s o of the socle series of FP 
as well as the dimensions of the socles socf(FP), for i = 1 . . . . .  So, purely in terms of group 
theoretical invariants o that his algorithm does not involve any matrix calculations. The 
implementation f this algorithm as a procedure IENNINGS in the CAYLEY language is
straightforward, as CAYLEY provides a standard function to find the required lower 
central series of P. For example, the verification of Lemma 8.5 (a p-group of order 21~ 
requires approximately 10 seconds on a VAX/780 (VMS). 
Now FP is the only FP-module with socle length So; furthermore, 
dimF(FP/soc,~_ I(FP)) = 1. 
Thus, if the socle length of an FP-module M is equal to So, then there are projective 
summands. In addition, the number of projective summands is equal to 
dimF(M/soC~o_ 1 (M)). 
As a p-group has only one simple module, the trivial module, sock(M) is equal to the 
common eigenspace for the eigenvalue 1 of the matricesf(g) of all group generators g of P. 
This basis may be extended to a vector space basis of M and the matrices fig) can be 
written with respect o this basis, thus obtaining the action of P on M/sock(M). A recursive 
application of this algorithm constructs a basis of socl(M)/soc~_l(M) in M/soc~_l(M). 
Taking preimages, a basis is obtained for M which exhibits the socle series, i.e. relative to 
this basis all matrices fig) are of the form 
* . .  9  * . . . . . .  * . .  9  * 
* . , .  * . . . . . .  * . .  9  * 
* . . .  * . . . . . .  * . , .  * 
1 0 * " '"  * "'" * 
- *  9  * . . .  * 
1 ~ " ' '  *  9  * 
9 * . . .  * 







This algorithm SOCSER has been implemented as a 
(6.~) 
in the CAYLEY 
language. It returns both the transformation matrix required to obtain (6.1) and a 
sequence of integers giving dimv(sOct(M)/soci_l(M)) for i= 1,..., s 0. The implementation 
requires only basic linear algebra and will not be discussed further9 
If the module has socle length so, then the projective surnmand(s) can be found as 
follows: let d = dimF(M/sOC,o_ I(M)) and let v 1 . . . . .  va be preimages of the basis vectors of 
M/soc~o_ I(M). Then the sma/lest P-invariant subspace M1 of M that contains vl . . . .  , vd is a 
direct sum of d projective modules. The construction of this submodule is identical to the 
method used in the MEAT-AXE (see Parker, 1984), 
Computing with Endornorpbism Rings of Modular Representations 623 
Since M 1 is projective, M=MI~)M 2 and, in particular, M2-~M/M1. If the 
isomorphism type of M 2 is all that is required, there is no need to find a direct 
decomposition of M, as it suffices to work with the factor module M/MI. This avoids the 
construction of Endvp(M) or the application of algorithm COMPLEMENT in order to 
find a proper splitting. 
If it is suspected that M has a projective summand, then this summand can be found 
without having to construct the socle series of M in the first place. It is enough to cheek 
whether the smallest P-invariant subspace M1 that contains a given random vector v has 
dimension equal to IP], as M1 is then projective. 
If M has a projective summand, then the chance that a random vector v will span such a 
summand is (IFl"-IFl"-d)/lF] ", as only ]Ft "-n vectors will lie in soc~,_ I(M). Obviously, the 
value of this expression is at least 0-5 and is quickly approaching 1, as IFI or d increase. 
Thus, it is almost guaranteed that a projective summand will be found if any exist. 
Removing the projective summanc~s atthe beginning will also speed up the performance of
algorithm SOCSER. 
Again, this probabilistic algorithm PROJECTIVE has been implemented as a procedure 
in CAYLEY. First it checks whether the necessary condition > ]P[ is satisfied and then it 
tests the invariant subspaces generated by a fixed number of randomly chosen vectors. 
It is also possible to speed up the test for M being indecomposable, by using the 
following observation: 
R~,IARK 6.2. Suppose the FP-module M has socle length s and is indecomposable. Then 
there exists an i ~ { 1 . . . . .  s} such that sock(M) is indecomposable and usually i << s. 
If dimFsoc~(M) = 1, then M is clearly indecomposable and there is no need to construct 
the socle series. Otherwise, sock(M), i= 2 ..... s can be computed and algorithm INDEC 
applied to verify the (in-)decomposability of these modules. As dimF(soc~_ I(M)) is close to 
n, there is no point in invoking INDEC for the modules oc~_t(M), soc~_2(M), etc., as the 
saving will be minimal compared to the cost of applying INDEC to M. In fact, if i = C2s/31 
and sock(M) is decomposable, then it is very likely that M itself is decomposable. Of course, 
the value [2s/3] is arrived at by experimental observation. 
This approach may be summarised as follows: 
Algorithm INDEC2: 
(a) Compute socl(M). If this module is one-dimensional, then M is indecomposable. 
(b) Determine soci(M) and apply INDEC to it, for i=  2 . . . . .  If this module is 
indecomposable, so is M. Repeat this process until dimvsoc~(M ) is relatively close to 
dimvM. 
(c) Apply INDEC to M. As M is likely to be decomposable, t st a substantial number of 
randomly chosen elements in EndFp(M) for the property of being a Fitting element before 
starting to construct nilpotent ideals. 
In any case INDEC2 will either prove the indecomposability of M or produce a 
splitting. If it is suspected that M is decomposable it is better to invoke INDEC rather 
than INDEC2 in order to find a splitting. If the suspicion is false, however, this decision 
may turn out to be costly. 
The socle series, (6.1), may also be used to enhance the algorithm used to construct the 
endomorphism ring of an FP-module M. Clearly, (soc~(M)).h<soc~(M), for any 
hE Endve(M) and so the restriction of any h to the submodule sock(M) is an endomorphim 
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of sock(M). In order to exploit his a good and efficient embedding of EndFl,(SOC t_ t(M)) 
into EndFe(soc~(M) ) is required. The main obstacle appears to be the fact that the bases 
required to obtain (6.1) and the Jordan canonical form of a good element x in Lemma 3.2 
are usually incompatible. This problem may be overcome if a somewhat more general 
notion of the Jordan canonical form is employed: all entries on the main diagonal are 
equal to 1 (the eigenvalue), each row and each column contains at most one entry equal to 
one above the main diagonal, and all other entries are zero. The "proper" canonical form 
can be reconstructed byapplying a suitable permutation n to the basis vectors. 
It is easy to see that if in Danilevskii's algorithm (Schneider (preprint)) the rearrange- 
ment of the basis is omitted, then the remaining elementary ow and column operations 
will respect (6.1) and will produce a "generalised" Jordan form as defined above. It is 
necessary to add another data structure D5--the permutation re--to the endomorphism 
ring and any reference to indices in D1 and D3 has to be done via this permutation. This 
does not introduce any significant overhead. 
Let the notation be as in Lemma 3.2. As a consequence of this modification the 
restriction of any basis element hj,,j~.~ of EndFs(MJ.s) to any sock(M) is either zero or, again, 
a basis element of EndFs(sOct(M)) and any basis element of EndFs(SOC~(M)) can be obtained 
as the canonical restriction of exactly one basis element of EndFs(MJ, s). 
This opens up the possibility of an iterative construction of EndFs(M). Eq. (3.5) can be 
separated into two parts: Let J l  the subset of J (M~s ) such that h(nl, n 2, na) is non-zero 
when restricted to sOC~o_l(M ) and let J2 =-r Then 
ht.~,n:,n3)" (h(n~. n2, n3). f(g)-f(g),  h(nl, n2, na)) + 
(nl,na,n3)e,,ax 
ht,,,,~.,~) ' (h(nl, n2, n3)" f ig)-f ig)" h(n~, n2, ha)) = 0 (6.3) 
(nl, t12, n3)~,Jr2 
so that algorithm ENDO may be applied to construct EndFp(socso_l(M)), thus enforcing 
linear dependencies among the hc,,,,~,,,~ } with (n~, n2, na)~or before algorithm ENDO is 
applied to Eq. (6.3). 
Depending on the exact shape of the socle series (6.1), this approach may further educe 
the number of unknowns that are required to construct the endomorphism ring. 
7. Vertices and Sources 
The necessary machinery isnow available to tackle the problem of determining a vertex 
and a source of an indecomposable FG-module M. As a vertex is always contained in a 
Sylow-p-subgroup P of G it may be possible to simplify the problem by examining MSe. As 
M~p may be decomposable it is necessary to be able to decide which of the direct 
summands M~ of MJ, j, yield(s) M as a direct summand when induced up to G. The 
following lemma, which can be found as a corollary to Theorem 6 in Green (1959), 
provides a solution to this problem. 
LBtvrMA 7.1. Let M be an indecomposable FG.module and P a Sylow-p-subgroup of G. 
Suppose that M ~e = M1 G" '" G Mk. The set {vx(M~) [1 < i <_ k} of subgroups of P contains a 
unique subgroup P1 of maximal order and P1 = vx(M). For each summand Mi with vx(Mt) = 
P1, the module M is a direct summand of M~T ~. 
In earlier sections the problem of computing the complete decomposition of
M~p = M1 ~"  " EI~ Mk 
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has been solved. Hence, by Lemma 7.1 the vertex and source of M can be found if it is 
possible to determine the vertex and source for each of the indecomposable FP-modules 
M~. In particular, if some M,. has a vertex equal to P, then vx(M) = P so that src(M) = M~. 
In this special case it is not necessary to find the complete decomposition of MJ, v. 
So suppose for the rest of this section that M is an indecomposable FP-module of 
degree n. If vx(M) v~ P, then there is a subgroup P1 of P of index p such that vx(M) ~ 1"1. 
Therefore some elementary criteria are required to indicate that vx(M)~ P~ for certain 
P1 = P in order to reduce the set of candidates. 
LEMMA 7.2. Let M be an indecomposable FP-module and P~ ~ P a subgroup of index p. I f  
vx(M) ~ P~, then the following statements are true: 
(a) p divides n. 
(b) p . dimv(socx(M)) = dimv(socl(M +v,)). 
(c) p divides dimF(soc~(M~p)) for 1 < i< s, where s is the socle length of MSv,. 
PROOF. First suppose that F is algebraically closed. As vx(M)~ 1:'1, by Green's theorem 
there is an indecomposable FPl-module N such that NTP_~M and so by Mackey 
decomposition 
x j  
Therefore, dimFsoc~(N| for 1 <i<s,  since the set of matrices that 
describes the action of the element of P1 on N is the same as the set of matrices describing 
the action of the elements of P1 on N | xj. As the socle series of an FP-module does not 
change when the field is extended (see (6.1)) the result also holds for arbitrary fields F. This 
proves part (c). 
Nakayama's relations yield 
dimvHomvv(Iv, N ~ v) = dimvHomvv,(Ivl, N), 
where Iv and Iv, are the trivial modules for P and P1- So dimvsocl(N)= dimFsoc~(M), 
which proves (b). Part (a) is well known, 
The CAYLEY system provides a standard function which computes all subgroups PI of 
P of index p. Algorithm RESTRICT may be used to determine the restrictions of M to 
each possible P~ and to check whether the module MJ, vl passes the elementary tests in 
Lemma 7.2. Of course, it suffices to check only those subgroups Px that form a set of 
representatives under G-conjugacy. If all such PI fail, it has been shown that P is a vertex 
for M and M is equal to its source. 
If MSv, passes the tests in Lemma 7.2, then it is necessary to verify whether or not P~ 
does contain vx(M). The ring Endvv,(MSv~) provides enough information to settle this 
question. The following lemma supplies the required theoretical information. 
LEMMA 7.3. I f  {X, X 2 . . . . .  X p = 1} denotes a set of coset representatives for P1 in P the trace 
map is defined as follows: 
( Endvvl(MJ, p~) --. Endue(M) 
TrV~ : ~ hw, ~lf(xi)" h'f(x-~). 
Then: 
(a) TrV,(Endvvl(M~p:)) is an ideal in EndFv(M). 
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(b) Trer~(EndFv,(M~p~)) contains the identity if and only if Pt contains a vertex of M. 
(c) Trrr,(h) is non-singular for some h of an F-basis of EndFe~(M+p~) /f and only if Pt 
contains a vertex of M. 
PROOF. Parts (a) and (b) are standard results for general subgroups; (b) is often referred to 
as D. G. Higman's criterion; (c) is an immediate consequence of (a), (b) and Theorem 4.2, as 
M is indecomposable and thus any non-regular element in EndFp(M) must be nilpotent. 
Fortunately, the evaluation of the trace map is easy. It suffices to find an element 
x ~ P\P1 (using a random search) and the matrixf(x) that corresponds to the action of x on 
M, using algorithm RESTRICT. Clearly, x ,x  2 . . . . .  x~= 1 form a set of coset 
representatives of P1 in P. The computation of an image under the trace map may be 
performed efficiently by using the Homer scheme: 
TrV~ (h) = f(x)- * " ( . . .  (f(x) -1. h . f(x) + h) . " + h) . f(x) + h. 
Since the image of an element under Try, 1 is actually contained in EndFe,(M$v~), the fast 
matrix multiplication that is available in this ring may be used. First, it is necessary to 
compute f(x) . . . .  , f(x v-*) as well as their inverses. For an endomorphism h, it suffices to 
determine the product h' = h 'f(x -~) and then only those entries off(xi) . h' specified in D4, 
in order to obtain a compact form of Tr~,(h), which can then be expanded to find the rank 
of the image. 
Once it has been established that vx(M)~P, ,  then the next step is to find an 
indecomposable summand of MJ, v~. If F is large enough, then M~r~ will decompose into p 
direct summands, each of dimension ip. As a source of M is required, it is necessary to 
fmd at least one such direct summand M,. So one simply has to search EndFv~(M$v~) 
(which has already been computed) for a Fitting element h such that rank h '= 
rank h m+* ~ {n/p, ((p-- 1)" n)/p}. If in the course of this search a Fitting element is found 
such that rank h m is not a multiple of n/p, then Pt cannot contain a vertex of M. 
For p~{2, 3}, the rank of any Fitting element is either nip or ((p- 1)n)/p. Ifp > 5 it may 
still be possible to find such an element with a reasonable number of tries. In the worst 
case the search will only come up with a Fitting element that yields a direct summand Mt 
of dimension (p-- 1)/2. dimF(M)/p and EndFp,(M,) has to be constructed in order to find a 
summand of the required dimension (or to prove that such a summand cannot exist). 
If no Fitting element is found in reasonable time, algorithm INDEC may be applied to 
show that M],~,~ is indecomposable. This means that the field F is not yet large enough. In 
this case MJ, p~ could be taken as M,. However, since algorithm INDEC also finds the 
quotient field Q of the endomorphism ring modulo its radical, F may be replaced by this 
quotient field. Over this larger field, M~p, will decompose into p direct summands. 
Moreover, it is unnecessary to recompute EndQe~(M[p,) as the basis for this ring is the 
same as the basis for EndFp,(M~e~). 
Once it has been established that vx(M) c_ pt, then Mll "P ~ M and the computation can 
be restarted with P, and M1 instead of P and M. As the dimension of the module is now 
much smaller, the subsequent s eps of the algorithm execute considerably faster. 
In most examples where vx(M)c_ p,, the Fitting element h that provides the direct 
summand M~ of M also has a non-singular image under the trace map. Thus, the 
verification of the Lemma 7.3(c) will involve little work. If, however, P, does not contain 
vx(M), then the images of all elements in an F-basis of EndFe,(MSp~) have to be computed. 
This algorithm VERTEX is also available as part of the CAYLEY system. The 
CPU-intensive parts are written in FORTRAN and are driven by a procedure written in 
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the CAYLEY language. It computes the vertex of an indecomposable FP-module without 
user interaction. 
If it is suspected that the full Sylow-p-subgroup P is a vertex for the module M and 
additional theoretical information about the group is available, then the following 
proposition may be useful: 
PROPOSITION 7.4. Assume that F is algebraically closed and that G has a subgroup P1 of P 
such that M~v 1 has exactly one direct summand with vertex P1. Then vx(M) ~- P. 
PROOF. Let N be the direct summand of M~p such that N.~e 1contains the direct summand 
with vertex Pv Suppose there is a (normal) subgroup P2 of P of index p and a FP2-module 
N 2 such that NJ '= N. If P1 -P2, then NJ, eI = N~p~$v~ has at least p summands with 
vertex P1. Otherwise, by the Mackey decomposition, the module N~ = N2TeJ, e, has no 
summand with vertex P1- 
If F is not algebraically closed, then this proof shows that at least P1 ~ vx(M). 
In a typical application of this proposition, the module MJ, e~ will have one or more 
projective summands which can easily be removed prior to any analysis of the restricted 
module. However, the situation is rather special--though it does occur--and so it seems 
unnecessary to incorporate this case into the general algorithm for finding the vertex of a 
module. 
Another improvement is posssible if the defect group D of the block to which the 
module M belongs is known. In this situation M can be restricted straight down to D, as 
vx(M) is known to lie in D. Usually, M$o will split off many projective summands. 
The performance ofthis algorithm varies with the particular case that is being studied. 
The current bottle neck of the whole approach is the construction of the endomorphism 
ring of large-dimensional modules. A favourable situation occurs when M~p splits off 
several projective summands, as these summands are of no interest and the dimension of 
the remaining module is then much smaller. The case where MSe remains indecomposable 
and some soc~(MJ, e) is indecomposable is equally favourable. 
The worst imaginable case occurs when the endomorphism rings of MS, and of M$,,, 
for all subgroups P1 of P of index p, have to be constructed. However, such extreme 
behaviour has not been observed in practice. 
On average asingle endomorphism ring for a module of dimension dimF(M) needs to be 
constructed, in order to obtain a splitting. 
Current hardware capabilities (speed, available memory) restrict he application of the 
algorithms to modules 9f dimension up to 300, although in special cases it may be possible 
to study larger examples. 
8. Applications 
The algorithms described above will now be applied to the Mathieu groups M22, M23 
and Mz4 in characteristic 2 to obtain new results. The CPU-time requirements for these 
examples are quite favourable. 
Since a p-group G has only one simple FG-module, the trivial module, the socle series of 
an FG-module M can be described by a sequence 
socser(M) = (al . . . . .  as), 
where at = dimF(soci(M)/soci_t(M)), for 1 < i _ s. 
For the time being let F denote a field of characteristic 2. 
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LEMMA 8.1. Let P denote a Sylow-2-subgroup ofboth M22 and M2a. The group algebra FP 
has length 15 and its socle series is given by: 
socser(FP) = (1, 3, 5, 8, 11, 13, 15, 16, 15, 13, 11, 8, 5, 3, 1). 
PROOF. This is an easy application of the procedure JENNINGS. 
The degrees of the irreducible modules of both M22 and M23 have been determined by 
James (1973). The explicit construction of the modules also gives information about the 
appropriate fields. 
THEOREM 8.2. (a) The principal 2-block of M22 contains the seven simple modules I, 10a, 10b, 
34, 98, 70~ and 70 b. The first five can be realised over GF(2), whereas the latter two can only 
be realised over GF(4). 
(b) The principal 2-block of M23 contains the nine simple modules 1, lla, 11 b, 44 a, 44b, 
120, 220,, 220 b and 252. All modules can be realised over GF(2). 
PROOF. 
(a) Starting with the 22-dimensional permutation module of M22 over GF(2), the first 
five modules can easily be constructed by using (skew) tensor products and the 
MEAT-AXE. The decomposition of the module 34| 10~ leads to a 140-dimensional 
module which is irreducible over GF(2), but which decomposes into two irreducible 
modules 70~ and 70 b over GF(4). 
(b) The same technique as in (a), applied to the 23-dimensional permutation module of 
M23 over GF(2), yields the modules in question. 
THEOREM 8.3, The simple FM22-modules 10a, 10b, 34, 70 a, 70 b and 98 all remain 
indecomposable when restricted to P, They all have a Sylow-2-subgroup asa vertex and the 
sources are equal to the restricted modules. The socle series are given by: 
socser(src(lO.)) = (1, 1, 1, 2, 2, 1, 1, 1) 
socser(src(lOb)) = (1, 2, 1, 2, 1, 1, 1, 1) 
socser(src(34)) = (2, 3, 3, 5, 4, 5, 4, 4, 2, 2) 
socser(sre(70.)) = (1, 3, 4, 6, 7, 8, 9, 8, 7, 6, 5, 3, 2, 1) 
socser(src(7Ob)) = (1, 3, 4, 6, 7, 8, 9, 8, 7, 6, 5, 3, 2, 1) 
socser(src(98)) = (2, 5, 6, 9, 10, 12, 12, 12, 10, 8, 6, 3, 2, 1) 
PROOF. The socle series are obtained using the procedure SOCSER. Since 10,+p, 10b~F, 
70,~p and 70b+~, all have simple socles they must be indecomposable. The procedure 
VERTEX eliminates all subgroups of P from the list of vertex candidates using only 
elementary tests. 
The module 34~p has a 16-dimensional endomorphism ring in which procedure INDEC 
easily finds a large nilpotent ideal of codimension 1 (i.e. the Jacobson radical), thus proving 
the indecomposability. Again, all candidates for the vertex fail on the elementary tests. 
Finally, soc4(98~) is a 22-dimensional module with a 30-dimensional endomorphism 
ring. A large nilpotent ideal of co-dimension 1 is readily found, thus establishing the 
indecomposability of 98+p. Again, the elementary tests are sufficient to eliminate all 
possible candidates for the vertex. 
The verification of these results by means of the CAYLEY system took less than 30 
minutes on a VAX/780 running under VMS and did not require any user interaction. 
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THEOREM 8.4. (a) The simple FM23-modules 11,, lip, 44,, 44b, 220,, 220b remain 
indeeomposable when restricted to P and their vertices are conjugate to P. Thus, their sources 
are equal to the restricted modules. The socle series of the sources are given by: 
socser(src(11,)) = (1, 
socser(src(1 lb)) = (2, 
socser(src(44a)) = (2, 
socser(src(44b)) = (3, 
socser(src(220,)) = (3, 
socser(src(220b) ) = (5, 
1,1,2,2,2,1,1)  
2,1,2,1,1,1,1) 
3,4,5 ,5 ,6 ,6 ,6 ,3 ,3 ,1)  
4 ,4 ,6 ,5 ,6 ,5 ,5 ,3 ,2 ,1)  
8,12,18,22,26,27,27,24,20,16,9,6,2)  
9,13,20,23,26,28,27,22,18,14,8,5,2)  
(b) The simple FM23-module 120 decomposes into a direct sum of a 56-dimensional nd a 
64-dimensional module when restricted to P. The 64-dimensional summand has a cyclic vertex 
of order 2 and a trivial source. The vertex of the 56-dimensional summand is the group P 
itself, and the socle series of the source is given by 
socser(src(120)) = (2, 4, 5, 7, 8, 8, 7, 6, 4, 2, 2, 1). 
The socle series of the 64-dimensional module is given by 
socser(src(64)) = (1, 2, 3, 5, 6, 7, 8, 8, 7, 6, 5, 3, 2, 1). 
(c) The simple FM23-module 252 decomposes into a direct sum of a 28-dimensional, a 
32-dimensional, a 64-dimensional nd a projective 128-dimensional module when restricted 
to P: 
2526, = 28 ~ 32 @ 64 ~3 FP. 
The socle series of the 32-dimensional module is given by 
socser(32)) = (1, 2, 2, 3, 4, 4, 4, 4, 3, 2, 2, 1). 
The vertex of this module is isomorphic to a direct product of two cyclic groups of order 2 and 
its normaliser in M2a is of order 192. Clearly, 32 has a trivial source. 
The socle series of the 64-dimensional module is given by 
socser(64) = (1, 2, 3, 5, 6, 7, 8, 8, 7, 6, 5, 3, 2, 1). 
lts vertex is a cyclic group of order 2 and the source is again trivial. Thus 64 is isomorphic to 
the 64-dimensional summand of 120~e. 
The 28-dimensional module has the Sylow-2-subgroup P as a vertex. Thus, vx(252) = P and 
the 28-dimensional module is a source for 252. Its socle series is given by 
socser(src(252)) = (3, 4, 4, 5, 3, 3, 3, 2, 1). 
PROOF. (a) Since 11,+e has a simple socle, it remains indecomposable. As 2 does not divide 
its degree, the Sylow-2-subgroup is a vertex. As 11 b is dual to 11,, the same result holds. 
The module soc4(44,~e) is 14-dimensional with a 16-dimensional endomorphism ring, A 
large nilpotent ideal of dimension 15 is easily found by procedure INDEC. Again, 
elementary tests suffice to rule out all subgroups as potential candidates for containing a 
vertex. The module 44, is dual to 44b. 
The modules socl(220aJ, e) are decomposable for 1 _<i< 5. However, so%(220~.e) is of 
dimension 89 and has an endomorphism ring of dimension 198. Its Jaeobson radical has 
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co-dimension 1. Thus, the module is indecomposable. The elementary tests confirm that 
no subgroup P1 of P of index 2 can contain a vertex--in each case it suffices to check 
soc2(220,~p1), using Lemma 7.2(c). By duality the same result holds for 220b. 
(b) Since the small-dimensional socles of 120,~, are all decomposable, the 
endomorphism ring of 120J, e has to be constructed. It is of dimension 133. After a few tries 
a Fitting element is discovered which provides a splitting 120 = 56@64. Since 64 has a 
one-dimensional socle it is indecomposable. Procedure VERTEX determines the vertex to 
be a cyclic subgroup of order 2 and by Feit (1982), theorem VII.15.1, this cannot be a 
vertex for 120. The module 56 is indecomposable, too, since soc4(56) has a 21-dimensional 
endomorphism ring containing a large nilpotent ideal of co-dimension 1.All subgroups of 
index 2 are ruled out by VERTEX on elementary tests except one. For this remaining 
subgroup, D. G. Higman's criterion shows that this subgroup cannot contain a vertex. 
(c) As the socle series 252J, e has length 15, there must be a projective summand by 
Lemma 8.1 which is easily removed by algorithm PROJECTIVE. The endomorphism ring 
of the remaining summand of dimension 124 is constructed in 82 seconds on an IBM 3081. 
A Fitting element is found without difficulty which affords a splitting 124 = 28~96. 
Similarly, it is proven that 96=32e64.  The 28-dimensional module has an 
endomorphism ring of dimension 28 and its Jacobson radical has dimension 27. Thus, 28 
is indecomposable. Algorithm VERTEX establishes that P is in fact a vertex for 28, using 
only the elementary tests. Both 32 and 64 are indecomposable as they have simple socles. 
Algorithm VERTEX proves that 32 and 64 have vertex and source as claimed. 
By Lemma 7.1, P must be a vertex of 252 and thus 28 is a source for 252. 
It should be added that M23 has one conjugacy class of subgroups of order 2 and two 
classes of elementary abelian subgroups of order 4. This is easily established by CAYLEY. 
Let P1, P2 denote representatives for these classes. Then [Nu23(Pt)l = 1152 and INM2~(P2)I 
= 192. This completely characterises the vertices given in the theorem. 
The methods will be applied to the small-dimensional representations of the Mathieu 
group M24. Again, the degrees of the 2-modular epresentations have been determined by 
James (1973), except for the 1242-dimensional, which was found in Cambridge as one of 
the first applications of the MEAT-AXE. 
LEMMA 8.5. Let P denote a Sylow-2-subgroup ofM24. The group algebra FP has length 21 
and its socle series is given by: 
socser(FP) = (1, 4, 9, 18, 31, 46, 64, 82, 96, 106, 110, 106, 96, 82, 64, 46, 31, 18, 9, 4, l). 
PROOF. This is established by an easy application of the procedure JENNINGS. 
THEOREM 8.6. The principal 2-btock of M24 contains the 13 simple modules I, 11~, 11 b, 44,, 
44b, 120, 220,, 220 b, 252, 320,, 320b, 1242 and 1792. All modules can be realised over GF(2). 
PROOF. Starting with the 24-dimensional permutation module of M24 over GF(2), all 
modules may be constructed using (skew) tensor products and the MEAT-AXE. This 
shows that GF(2) is, in fact, sufficient. 
THEOREM 8.7. (a) The simple FM24-modules 11,, llb, 44,, 44b, 120, 220,, 220b and 252 
remain indecomposable when restricted to P and their vertices are conjugate to P. Thus their 
sources are equal to the restricted modules. The socle series of the sources are given by: 
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socser(src(ll4) ) = (1, 1, 1, 2, 2, 2, 1, 1) 
socser(src(1 lb) ) = (1, 1, 2, 2, 2, 1, 1, 1) 
socser(src(44a) ) = (1, 2, 4, 4, 6, 6, 6, 5, 5, 3, 1, 1) 
socser(sre(44b) ) = (2, 2, 3, 4, 4, 6, 6, 6, 4, 4, 2, 1) 
socser(src(120)) = (2, 4, 6, 9, 10, 14, 14, 14, 13, 12, 9, 6, 4, 2, 1) 
socser(src(2204) ) = (1, 3, 6, 10, 14, 20, 23, 26, 26, 25, 21, 18, 12, 8, 4, 2, 1) 
socser(src(220b) ) = (2, 4, 7, 11, 14, 18, 22, 24, 24, 23, 21, 17, 14, 9, 6, 3, 1) 
socser(src(252)) = (3, 5, 7, 13, 17, 22, 25, 29, 28, 27, 23, 20, 14, 9, 6, 3, 1) 
(b) The simple FM24-modules 3204 and 320 b remain indecomposable when restricted to P. 
The socle series of the restricted modules are given by: 
socser(320,~p) = (1, 3, 6, 11, 17, 23, 29, 34, 36, 36, 34, 29, 23, 17, 11, 6, 3, 1) 
socser(320bJ, p) = (1, 3, 6, 11, 17, 23, 29, 34, 36, 36, 34, 29, 23, 17, 11, 6, 3, 1). 
Their vertices have not yet been determined. 
PROOF. Since 11,, l lb, 44 a and 220, have simple socles when restricted to P, they clearly 
remain indecomposable. By duality, 220b~v is also indecomposable. The elementary tests in 
algorithm VERTEX ensure that the vertices of 444 and 220, cannot lie in a subgroup of P 
of index 2. By duality the same result holds for 44 b and 220 b. 
The module soc4(12OJ.v) is 21-dimensional, and its endomorphism ring has dimension 
22. The Jacobson radical is quickly found, its dimension being 21. Thus, 120 is 
indecomposable when restricted to P. The elementary tests show that a vertex cannot lie in 
a subgroup of index 2. 
The module soc4(252J, v) is 28-dimensional, and its endomorphism ring has dimension 
45. The Jacobson radical has dimension 44 which proves the indecomposability of 252~v. 
The elementary test 7.2(b) alone suffices to find the vertex for this module. 
Of course, the fact that P is a vertex for all these modules is an immediate consequence 
of Proposition 7.4 and Theorem 8.4. However, the purpose of this exercise is to show that 
the algorithms find the vertex independently of any theoretical knowledge about 
subgroups of M24. 
REMARK 8.8. As the Sylow-2-subgroups of Mz2, M2a and M24 are self-normalising, the 
Green correspondent of a simple module is equal to the source in all cases where the 
Sylow-2-subgroup is a vertex. 
The Janko group J2 of order 604800 in characteristic 2 provides another nice example 
for these methods. The degrees of the 2-modular representations appear to be well known 
and they can easily be obtained using the MEAT-AXE. However, no reference containing 
this information could be located, so that the 2-modular character table, decomposition 
matrix and the Caftan matrix are included in the appendix for the sake of convenience. 
For related information, see Hiss & Lux (1988). 
Now let P denote a Sylow-2-subgroup of J2. It is isomorphic to a Sylow-2-subgroup of
M22 and so the structure of its group algebra is given by Lemma 8.1. 
LEMMA 8.9. The Janko group J2 has 10 simple modules in two d!fferent blocks in 
characteristic 2: the principal 2-block {I, 6,, 6b, 14~, 14b, 36, 84} and a block of defeat 2, 
(64,, 64b, 160}. All modules can be realised over GF(4). 
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PROOF. The application of the MEATAXE to the permutation module of degree 100 shows 
that GF(4) is required to obtain the modules 6, and 6b. 
THEOREM 8.10. (a) The simple FJ2-modules 6,, 6b, 14,, 14b, 36 and 84 of the principal block 
remain indecomposable when restricted to P. They all have a Sylow-2-subgroup as a vertex 
and the sources are equal to the restricted modules. The socle series are given by: 
socser(src(6,)) = (1, 1, i, 1, 1, 1) 
socser(src(6b)) = (1, 1, 1, 1, 1, 1) 
socser(src(14,)) = (1, 1, 2, 2, 2, 2, 2, 1, 1) 
socser(src(14b) ) = (1, 1, 2, 2, 2, 2, 2, 1, l) 
socser(src(36)) = (2, 3, 3, 5, 4, 5, 4, 4, 3, 2, 1) 
socser(src(84) = (2, 4, 6, 9, 10, 12, 11, 10, 8, 6, 4, 2) 
(b) The two modules of dimension 64 remain indecomposable when restricted to P; the 
restriction of the module 160 decomposes a  160~, = 32 ~ FP. The socle series have the form 
socser(32) = (1, 1, 2, 3, 3, 4, 4, 4, 3, 3, 2, 1, 1) 
socser(64,J,e) = (1, 2, 3, 5, 6, 7, 8, 8, 7, 6, 5, 3, 2, 1) 
socser(64b~.p) = (1, 2, 3, 5, 6, 7, 8, 8, 7, 6, 5, 3, 2, 1). 
All three modules have a vertex whics is isomorphic to an elementary abelian group of order 
4, whose normaliser in J2 is of order 720. The source src(160) is trivial and the sources of 64~ 
and 64 b are modules of dimension 2 over GF(4) with socle series 
socser(src(64,)) = (1, 1) 
socser(src(64b) ) = (1, 1). 
PROOF. (a) Algorithm INDEC2 has no difficulty in showing that both soc4(36~e) and 
soc4(84J, e) are indecomposable and all subgroups of index 2 in P are ruled out by 
algorithm VERTEX using only the tests of Lemma 7.2. 
(b) This is a straightforward application of algorithm VERTEX. Since it is known from 
the general theory (see Felt, 1982, IV.4) that the defect group of the block is elementary 
abelian of order 4, it is sufficient o restrict he modules directly to such a subgroup rather 
than to P, since many projective modules plit off over the defect group. This simplifies the 
problem significantly. 
The verification of these results--including the construction of the modules--required 
less than 35 minutes of CPU-time on a VAX 785 (Ultrix), using only the FORTRAN 
implementations of these algorithms. 
Of course, the methods described in this paper can also be applied in other 
characteristics. Using these programs, the 3-modular epresentations of Jz were analysed 
in Sal3mannshausen (1987). The 3-modular epresentations of the Mathieu groups M22, 
M23 and M24 of degree less than 300 will now be considered. A complete list of the degrees 
of the 3-modular epresentations of these groups may be found in James (1973). 
From now on F will denote a field of characteristic 3.
PROPOSITION 8.11. (a) Let P be a Sylow-3-subgroup of M22 and M2a. The subgroup P is 
elementary abelian of order 9 and the group algebra FP has socle series 
socser(FP) = (1, 2, 3, 2, 1). 
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(b) The group M22 has two 3-blocks of non-zero defect, consisting of the modules 
{I, 49a, 49~,, 55, 231} and {21,210}. All modules can be realised over GF(3). 
(c) The group M23 has two 3-blocks of non-zero defect: {I, 22, 104,,, 104b, 253, 770,, 770b} 
and {231}. Again, all modules of dimension less than 300 can be realised over GF(3). 
PRooF. Clear by construction. 
THEOREM 8.12. Let PI . . . . .  P4 denote the four distinct subgroups of P of order 3 (all of which 
are conjugate in Ma2) and let M~ = Ip,? v. Then socser(m;)= (1, 1, 1). 
(a) The simple FM22-modules 21 and 210 decompose as follows when restricted to P: 
21~v = MtGMz~M~GM4t~FP 
210+p = M1 ~ M2 G M3 @ M4 0) 22' FP. 
Thus, both modules have cyclic vertex of order 3 and a trivial source. 
The simple FM22-modules 49., 49b, 55 and 231 decompose over P as follows: 
49.$p = 4 @ 5. FP 
49b~p = 4 @ 5, FP 
55+p = I~6"FP  
2315p = 6@25,FP.  
All four modules have vertex isomorphic to P and the source sre(55) is trivial. The module 6 is 
a source for 231 with socle series 
socser(src(231)) = (2, 2, 2) 
Both 49. and 49b have the same source of dimension 4 and 
socser(src(49,)) = socser(src(49b)) = (1, 2, 1). 
The simple FM23-modules 22, 104., 104 b and 253 decompose over P in the following (b) 
way: 
22~,v = Iv@M~ OM2 @M3 @M, GFP 
104,$v = 5,@ 11' FP 
104bJ.e = 5 b ~ 11" FP 
253Ja, = Ip O 28" FP. 
Thus, each of the four modules has vertex isomorphic to P and both 22 and 253 have a trivial 
source. The socle series of the sources 5, and 5b are given by: 
socser(src(104.)) = (2, 2, 1) 
socser(src(lO4b)) = (1, 2, 2). 
The vertex vx(231) of the simple FM23-module 231 is cyclic of order 3 and the source is 
again trivial, since 
2315v = 2'M1 02"M2@2'MaO2"M4@23"FP.  
PROOF. The projective summands can easily be removed from the restricted modules by 
algorithm PROJECTIVE and the remaining modules are sufficiently small that they 
provide no challenge for the algorithms. 
It is also clear from the general theory that 21M~, 210t~ and 231~3 each have a cyclic 
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vertex--as 3 divides the degrees exactly once--and that the other modules must have P as 
a vertex. 
PROPOSITION 8.13. (a) Let P be a Sylow-3-subgroup of M24. The subgroup P is extraspecial 
of order 27 and the group algebra FP has socle series 
socser(FP) = (1, 2, 4, 4, 5, 4, 4, 2, 1). 
(b) The group P has a unique normal subgroup P1 of order 3. There are five conjugaey 
classes of subgroups of order 3, with representatives PD Pz .. . . .  Ps, which form two orbits 
{P~, P2, Pa} and {P,, Ps} under conjugation by M24. 
(c) The group M2, has the following non-projective simple 3-modular epresentations of 
degree less than 300 (in various blocks): I, 22, 45a, 45b, 231 and 252. 
PROOF. The claims concerning the subgroups of order 3 can quickly be established using 
the CAYLEY system. The rest follows from James (1973). 
THEOREM 8.14. Let 9~ = Ipf',for 1 <_ i <_ 5. These FP-modutes have socle series: 
socser(91) = (1, 2, 3, 2, 1) 
socser(92) = (1, 1, 2, 1, 2, 1, 1) 
socser(9a) = (1, 1, 2, I, 2, 1, 1) 
socs'er(94) = (1, 1, 2, 1, 2, 1, 1) 
socser(9~) = (I, 1, 2, 1, 2, 1, 1) 
(a) The 22-dimensional simple FM24-module decomposes in the following manner when 
restricted to P: 
22~e = 4@92 ~9a. 
Since vx(4)= P, vx(22)= P, and 4 is a source for 22: 
socser(src(22)) = (1, 2, 1). 
(b) The decomposition of the 45-dimensional modules is as follows: 
45,~v = 94(992 ~ FP 
45blp = 94 @ 95 (9 FP. 
So both modules have a cyclic vertex of order 3 and a trivial source. 
(c) For the 231-dimensional simple FM24.module, 
23l~p = 6@2.92 ~32.9a (97.FP. 
In addition, vx(6)= P and socser(6)= (2, 2, 2), Thus, vx(231)= P, and 6 is a source for 231 
over GF(3). 
soeser(src(231)) = (2, 2, 2). 
(d) The restriction of the 252-dimensional simple module to P gives 
252,~e = 91 @3"92@3"9a~7.FP .  
Thus, vx(252) is cyclic of order 3 and the source src(252) is trivial. 
PROOF. Again, the modules are easy to handle once the projective summands have been 
removed. It should be added that for the module 6 in part (c), the Jaeobson radical is of 
co-dimension 2 in the endomorphism ring. 
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The  2-rnodular character table of J2: 
where 
Appendix 
--1 +q/5  -1 -x /~ 
a - - -  and /3= 
2 2 
1A 3A 3B 5A 5B 5C 5D 7A 15A 15B 
I 1 1 1 1 1 1 1 1 1 1 
6, 6 --3 0 --2~ -2/3 /~-1 c~-i - - I  c~ fl 
6 b 6 --3 0 --2fl -2~ o~-1 ~-1  --1 ~ c~ 
14. 14 5 --1 - -3c~ -3/ /  2+~ 2+,6 0 0 0 
14 b 14 5 --1 --3fl -3c~ 2+/~ 2+c~ 0 0 0 
36 36 9 0 -4  -4  1 1 1 -1  -1  
84 84 --15 0 -6  -6  -1  -1  0 0 0 
64, 64 --8 -2  6+4fl 6+4/3 2a 2fl l /3 
64 b 64 --8 -2  6+4~ 6+4/3 2c~ 2fl 1 c~ fl 
160 160 16 1 -5  -5  0 0 -1  1 1 
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I 6Q 6b 14. 14~ 36 84 64a 64b 160 
1 
1 i 
1 1 1 
1 
3 2 2 1 
2 2 1 1 1 
2 1 2 1 1 
2 2 2 1 1 1 
2 1 1 1 1 1 
3 2 2 1 1 I 1 
3 2 2 2 1 1 1 
3 2 2 1 2 1 1 
5 3 3 1 1 2 1 
4 3 3 2 2 1 2 
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The Car tan  matrices for the principal block and the block of defect 2 for Jz: 
I [112  76 76 40 40 40 32 \  
6. [ 76 54 52 28 28 28 22 
J 6b I 76 52 54 28 28 28 22 14. 40 28 28 20 16 14 14 14 b 40 28 28 16 20 14 14 36 40 28 28 14 14 17 11 84 32 22 22 14 14 11 13 64a ( 2 1 2 ) 64 b 1 2 2 160 2 2 4 
