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Abstract
In this paper, we analyze the instability of continuous-time Markov jump lin-
ear systems. Although there exist several effective criteria for the stability of
Markov jump linear systems, there is a lack of methodologies for verifying their
instability. In this paper, we present a novel criterion for the exponential mean
instability of Markov jump linear systems. The main tool of our analysis is an
auxiliary Markov jump linear system, which results from taking the Kronecker
products of the given system matrices and a set of appropriate matrix weights.
We furthermore show that the problem of finding matrix weights for tighter
instability analysis can be transformed to the spectral optimization of an affine
matrix family, which can be efficiently performed by gradient-based non-smooth
optimization algorithms. We confirm the effectiveness of the proposed methods
by numerical examples.
Keywords: Continuous-time Markov jump linear systems, instability, matrix
weights, spectral optimization.
1. Introduction
The stability analysis of switched linear systems is of fundamental impor-
tance in the systems and control theory [1]. In particular, the stability analysis
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of Markov jump linear systems has been extensively investigated in the litera-
ture [2, 3]. Markov processes allow us to efficiently model random changes in
the parameters of dynamical systems. Therefore, Markov jump linear systems
have several applications including power systems [4], satellite control [5], cell
growth [6], and temporal networks [7]. As for the stability analysis of Markov
jump linear systems, Feng et al. [8] gave a necessary and sufficient condition for
the exponential mean square stability of continuous-time Markov jump linear
systems. Fang and Loparo [9] studied discrete-time Markov jump linear systems
and gave a necessary and sufficient condition for the exponential mean square
stability. The authors in [10] investigated Markov jump linear systems char-
acterized by piecewise-constant transition rates and gave a sufficient condition
for the exponential mean square stability. A necessary and sufficient condition
for the exponential mean stability of positive Markov jump linear systems was
presented in [11].
Besides the stability analysis that we mentioned above, the instability anal-
ysis of Markov jump systems have been of interest in the literature due to its
applications in, e.g., the predator-prey models under regime-switchings [12, 13].
In this context, the authors in [14] discussed stability and instability of regime-
switching jump diffusion processes. Shao et al. [15] presented easily verifiable
conditions for the stability and instability of nonlinear regime-switching pro-
cesses. The authors in [16] investigated the persistence (instability) and extinc-
tion (stability) of a single-species model under regime-switching driven by both
white noise and colored noise. Liu [17] studied the random perturbations and
analyzed the persistence and extinction of a two-species cooperation model.
However, there is a lack of practical criteria in the literature for instability
analysis that is specifically tailored to Markov jump linear systems. Although
the instability analyses in [15, 18] for Markov jump systems with diffusions can
be applied to Markov jump linear systems, their results cannot be expected
to be tight. A major reason is that their analyses do not distinguish system
matrices having the same spectral abscissa (i.e., the maximum real part of the
eigenvalues). An exception to this trend can be found in [19], where the authors
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proposed instability conditions for discrete-time Markov jump linear systems
without such identification of system matrices. We also remark that, although
almost sure stability has been often studied in the literature [12–18], the expo-
nential mean stability is more commonly employed in the systems and control
theory [2, 3].
In this paper, we present an optimization-based framework for analyzing the
instability of continuous-time Markov jump linear systems. We show that, if
a certain matrix weighted by another set of matrices via Kronecker products
has a nonnegative spectral abscissa, then the Markov jump linear system is not
exponentially mean stable. We also prove that, the larger the size of the matrix
weights, the tighter our instability analysis. Furthermore, we show that we can
use a gradient-based non-smooth optimization algorithm to efficiently find local
optimal matrix weights for tighter instability analysis.
This paper is organized as follows. After giving mathematical preliminaries,
in Section 2 we give a brief overview of Markov jump linear systems and present
our main result on instability analysis. The proof of the main result is given
in Section 3. The monotonicity result on our instability criteria is presented
in Section 4. In Section 5, we illustrate how we can employ a gradient-based
non-smooth optimization algorithm for finding locally optimal matrix weights
for tighter instability analysis.
1.1. Mathematical preliminaries
For a positive integer n, let In denote the n × n identity matrix. The Eu-
clidean norm of a real vector v is denoted by ‖v‖. For a real matrix A, let ‖A‖
denote the maximum singular value of A. The maximum real part of the eigen-
values of A, denoted by µ(A), is called as the spectral abscissa of A. We say that
A is Hurwitz stable if µ(A) < 0. For matrices A1, . . . , AN , let diag(A1, . . . , AN )
or
⊕N
i=1 Ai denote the block-diagonal matrix having the block diagonalsA1, . . . ,
AN . Let ei denote the ith standard unit vector in R
N , i.e., the unit vector whose
elements are all zero except the ith element being one. We let ⊗ denote the
Kronecker product of matrices. Given a square matrix B, the Kronecker sum
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of A and B is defined by A ⊕ B = A ⊗ Im + In ⊗ B, where n and m are the
orders of A and B, respectively. It is known that the identities
eA ⊗ eB = eA⊕B (1)
and
‖A⊗B‖ =‖A‖‖B‖ (2)
hold true (see, e.g., [20]). We also have
(A⊗ C)(B ⊗D) = (AB)⊗ (CD) (3)
for matrices C and D for which the product CD is defined.
For x ∈ Rn and a positive integer p the vector x[p] is defined [21] as the real
vector of length
np =
(
n+ p− 1
p
)
,
whose elements are all the lexicographically ordered monomials of degree p in
x1, . . . , xn. The coefficients of the monomials are chosen in such a way that
‖x[p]‖ =‖x‖p. Then, we can show that
‖ei ⊗ x
[p]‖ =‖x‖p. (4)
Also, the following lemma holds true:
Lemma 1 ([11, Lemma 1.5]). The set {x[p] : x ∈ Rn} is a basis of Rnp .
For an n × n real matrix A, we define A[p] as the unique np × np matrix
such that, if an Rn-valued function x satisfies dx/dt = Ax, then the vectorial
function x[p] satisfies the differential equation dx[p]/dt = A[p]x
[p] (see [21]). It
is known [21] that the equation
(cA)[p] = c(A)[p]
holds true for any real number c.
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2. Instability analysis
We present the main result of this paper in this section. In Subsection 2.1, we
introduce Markov jump linear systems [2] and review their stability properties.
Then, in Subsection 2.2, we state our main result on the instability analysis of
Markov jump linear systems.
2.1. Markov jump linear systems
Markov jump linear systems [2] is a class of switched linear systems [1] and
is defined as follows:
Definition 1 ([2]). Let A1, . . . , AN be n × n real matrices. Let r be a
continuous-time Markov process taking values in the set {1, . . . , N}. Then, the
following stochastic differential equation
Σ :
dx
dt
= Ar(t)x(t), x(0) = x0 (5)
is called a Markov jump linear system.
In this paper, we are concerned with the stability property of Markov jump
linear systems defined as follows:
Definition 2. Let p be a positive integer. The Markov jump linear system (5)
is said to be exponentially pth mean stable if there exist positive constants C
and β such that
E[‖x(t)‖p] ≤ Ce−βt‖x0‖
p
for all x0 ∈ R
n and t ≥ 0.
We can find various stability criteria for Markov jump linear systems in the
literature [3]. The following proposition gives a characterization of the mean
square stability (i.e., the pth mean stability with p = 2) in terms of the Hurwitz
stability of a certain matrix.
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Proposition 1 ([8]). Let Q be the infinitesimal generator of the Markov pro-
cess r. Then, the Markov jump linear system (5) is exponentially mean square
stable if and only if the matrix
Q⊤ ⊗ In2 + diag
(
A1 ⊕A1, . . . , AN ⊕AN
)
is Hurwitz stable.
For the specific class of Markov jump linear systems called positive Markov
jump linear systems [11, 22], the following proposition gives a characterization
of the pth mean stability for any p in terms of the Hurwitz stability of yet
another matrix. Recall that the Markov jump linear system (5) is said to be
positive [11, 22] if the matrices A1, . . . , AN are Metzler, i.e., the matrices have
nonnegative off-diagonals [23].
Proposition 2 ([11, Theorem 5.1]). Let p be a positive integer. Assume that the
Markov jump linear system (5) is positive. Let Q be the infinitesimal generator of
the Markov process r. Then, the Markov jump linear system (5) is exponentially
pth mean stable if and only if the matrix
T = Q⊤ ⊗ Inp + diag
(
(A1)[p], . . . , (AN )[p]
)
(6)
is Hurwitz stable [11].
However, the stability condition in Proposition 2 does not necessarily hold
true without positivity of the system. Let us consider the following simple but
yet illustrative example.
Example 1. Let us consider the Markov jump linear system (5) with
A1 =

0 −1
1 0

 , A2 =

 0 1
−1 0

 .
and the {1, 2}-valued Markov process r having the infinitesimal generator
Q =

−1 1
1 −1

 .
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Since A1 and A2 are skew-symmetric, the matrix exponentials e
A1t and eA2t are
unitary for all t ≥ 0. This implies that ‖x(t)‖ =‖x0‖ for all t ≥ 0. Therefore,
the Markov jump linear system (5) is not exponentially pth mean stable for any
p. On the other hand, if p = 1, then the matrix T given in (6) has the spectral
abscissa −1 and, therefore, is Hurwitz stable. Hence, the stability of the Markov
jump linear system and the matrix T are not compatible.
In the next subsection, we fill in the gap between the exponential mean
stability of the Markov jump linear system (5) and the spectral abscissa of
the matrix T , and present a novel instability criterion for Markov jump linear
systems.
2.2. Main result
In order to state the main result of this paper, we introduce another class of
switched linear systems called deterministic switched linear systems.
Definition 3 ([1]). Let A1 ,. . . , AN be n×n real matrices. Let σ be a piecewise
constant function taking values in the set {1, . . . , N}. Then, the differential
equation
dx
dt
= Aσ(t)x(t), x(0) = x0 (7)
is called a deterministic switched linear system. The deterministic switched
linear system (7) is said to be stable if there exists C > 0 such that
‖x(t)‖ ≤ C‖x0‖
for all x0, t ≥ 0, and the switching signal σ.
The following theorem presents a novel instability criterion for Markov jump
linear systems and is the main result of this paper. The proof of the theorem is
presented in Section 3.
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Theorem 1. Let m be a positive integer. Let W1, . . . , WN be m × m real
matrices. Assume that the deterministic switched linear system
Σd,W :
dy
dt
=Wσ(t)y(t), y(0) = y0
is stable. If the matrix
Tˆ = Q⊤ ⊗ I + diag
(
(W1 ⊕A1)[p], . . . , (WN ⊕AN )[p]
)
is not Hurwitz stable, then the Markov jump linear system Σ is not exponentially
pth mean stable.
Let us see an example.
Example 2. Let us apply Theorem 1 to the Markov jump linear system con-
sidered in Example 1. Let p = 1 and set W1 = A2 and W2 = A1. Then, we see
that µ(Tˆ ) = 0 and, therefore, Tˆ is not Hurwitz stable. Hence, Theorem 1 shows
that the Markov jump linear system Σ is not mean stable, which coincides with
our analysis in Example 1.
We remark that, although Example 2 illustrates that the matrix weights Wi
can significantly improve our ability to analyze the stability property of Markov
jump linear systems, it is not a trivial problem to systematically choose appro-
priate weights. This issue is discussed in Section 5.
3. Proof
We present the proof of Theorem 1 in this section. We start by showing the
following preliminary result:
Proposition 3. Consider the Markov jump linear system Σ given in (5). If the
matrix T defined in (6) is not Hurwitz stable, then Σ is not exponentially pth
mean stable.
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Proof. We prove the proposition by showing its contraposition. Assume that Σ
is exponentially pth mean stable. Define the stochastic process δ taking values
in the set {e1, . . . , eN} ⊂ R
N by
δ(t) = er(t)
for all t ≥ 0. Then, Proposition 5.3 in [11] show that the differential equation
d
dt
E[δ ⊗ x[p]] = T E[δ ⊗ x[p]]
holds true. From this differential equation, we obtain
eT t
(
δ0 ⊗ x
[p]
0
)
= E[δ(t)⊗ x(t)[p]] (8)
for all x0 ∈ R
n and t ≥ 0. Since we have ‖E[δ(t)⊗x(t)[p]]‖ ≤ E[‖δ(t)⊗x(t)[p]‖] =
E[‖x(t)‖p] by equation (4), taking the norm on the both hand sides of the
equation (8) shows that ‖eT t(δ0 ⊗ x
[p]
0 )‖ ≤ E[‖x(t)‖
p] ≤ Ce−βt‖x0‖
p for some
C > 0 and β > 0 by the exponential pth mean stability of Σ. This inequality
implies
lim
t→∞
eT tz = 0 (9)
provided that z is of the form δ0⊗ x
[p]
0 for some δ0 ∈ {e1, . . . , eN} and x0 ∈ R
n.
Since Lemma 1 shows that the set of such vectors spans the whole space RNnp ,
we conclude that equation (9) holds true for any z ∈ RNnp . This implies that
the matrix T is Hurwitz stable and completes the proof of the theorem.
Let us prove Theorem 1.
Proof of Theorem 1. Assume that Σd,W is stable. We consider the following
auxiliary Markov jump linear system:
Σˆ :
dxˆ
dt
=
(
Wσ(t) ⊕Aσ(t)
)
xˆ.
Let σ be a sample path of the Markov process r. Let t ≥ 0 be arbitrary. Then,
there exist positive numbers h1, . . . , hK as well as integers i1, . . . , iK in the
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set {1, . . . , N} such that
xˆ(t) = e(Wi1⊕Ai1 )h1 · · · e(WiK⊕AiK )hK xˆ(0)
=

 K∏
f=1
e(Wif⊕Aif )hf

 xˆ(0). (10)
Since
(Wif ⊕Aif )hf = (Im ⊗Aif +Wif ⊗ In)hf
= Im ⊗ (hfAif ) + (hfWif )⊗ In
= (hfAif )⊕ (hfWif ),
for all f = 1, . . . ,K, equations (1) and (10) show that
xˆ(t) =

 K∏
f=1
(
eWif hf ⊗ eAif hf
) xˆ(0)
=

( K∏
f=1
eWif hf
)
⊗
( K∏
f=1
eAif hf
) xˆ(0),
(11)
where we used equation (3) in the last equality.
Since Tˆ is assumed to be not Hurwitz stable, Proposition 3 shows that Σˆ is
not exponentially pth mean stable. Therefore, there exists a nonzero vector xˆ0 ∈
R
mn such that, if xˆ(0) = xˆ0, then
E[‖xˆ(t)‖p] ≥ 1 (12)
for all t ≥ 0. Let e1 . . . , em be the canonical basis of R
m. Then, we can take
vectors y1, . . . , ym ∈ R
n such that
xˆ0 = e1 ⊗ y1 + · · ·+ em ⊗ ym. (13)
From equations (11) and (13), we obtain
xˆ(t) =
m∑
j=1



( K∏
f=1
eWif hf
)
⊗
( K∏
f=1
eAif hf
) (ej ⊗ yj)


=
m∑
j=1



( K∏
f=1
eWif hf
)
ej

⊗

( K∏
f=1
eAif hf
)
yj



 .
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Taking the norms in the both hand sides of this equation and using the triangle
inequality, we obtain
‖xˆ(t)‖p ≤

 m∑
j=1
∥∥∥∥
( K∏
f=1
eWif hf
)
ej
∥∥∥∥
∥∥∥∥
( K∏
f=1
eAif hf
)
yj
∥∥∥∥


p
, (14)
where we used equation (2). Because Σd,W is stable, there exists C > 0 such
that ‖(
∏K
f=1 e
Wif hf )ej‖ ≤ C for all j. Therefore, applying the Cauchy-Schwartz
Inequality to the right-hand side of inequality (14), we obtain
‖xˆ(t)‖p ≤
[
m∑
j=1
∥∥∥∥
( K∏
f=1
eWif hf
)
ej
∥∥∥∥
p][ m∑
j=1
∥∥∥∥
( K∏
f=1
eAif hf
)
yj
∥∥∥∥
p]
≤ mCp
m∑
j=1
‖x(t; yj)‖
p,
(15)
where x(·; yj) denote the solution of the Markov jump linear system Σ with the
initial condition x(0) = yj .
Now, since the sample path σ was arbitrary, taking mathematical expecta-
tions in the inequality (15) shows E[‖xˆ(t)‖p] ≤ mCp
∑m
j=1 E[‖x(t; yj)‖
p]. From
this inequality and (12), we obtain
∑m
j=1 E[‖x(t; yj)‖
p] ≥ m−1C−p. This in-
equality shows the existence of j ∈ {1, 2, . . . ,m} such that E[‖x(t; yj)‖
p] does
not converge to 0 as t tends to ∞. Therefore, Σ is not exponentially pth mean
stable and this completes the proof of the theorem.
4. Monotonicity
In order to fully benefit from the introduction of the matrix weightsW1, . . . ,
WN in the matrix Tˆ , we should be able to find the weights that maximize the
spectral abscissa of Tˆ , i.e., the matrix weights solving the following optimization
problem:
maximize
W1, ...,WN∈Rm×m
µ(Tˆ )
subject to Σd,W is stable.
Let us denote the solution of the optimization problem by Um, i.e., define
Um = sup
W1, ...,WN∈Rm×m
{
µ(Tˆ ) : Σd,W is stable
}
, (16)
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where we place the subscript m to emphasize that the quantity depends on
the order m of the matrix weights. Then, the following corollary immediately
follows from Theorem 1.
Corollary 1. If there exists a positive integer m such that Um ≥ 0, then the
Markov jump linear system Σ is not exponentially pth mean stable.
In this section, we prove the following monotonicity result. Specifically, the
following proposition shows that, the larger the order of the matrix weights, the
tighter our instability analysis.
Proposition 4. Let m and m′ be positive integers. If m < m′, then Um ≤ Um′ .
For the proof of this proposition, we present the following lemma.
Lemma 2. Let A and B be n×n and m×m square matrices. Define N = n+m
and let p be a positive integer. Then, there exist a square matrix X of order Np−
np and a permutation matrix Γ of order Np such that Γ(diag(A,B))[p]Γ
−1 =
diag(A[p], X).
Proof. We notice that there exists an Np × Np permutation matrix Γ and a
function ζ : Rn × Rm → RNp−np such that
Γ

x
y


[p]
=

 x[p]
ζ(x, y)


for all x ∈ Rn and y ∈ Rm. Now, assume that x and y are vectorial functions
and satisfy the differential equations
dx
dt
= Ax (17)
and dy/dt = By, respectively. Since
d
dt

x
y

 = diag(A,B)

x
y

 ,
we have
d
dt

x
y


[p]
= diag(A,B)[p]

x
y


[p]
.
12
Multiplying the permutation matrix Γ from the left to this differential equation,
we obtain
d
dt

 x[p]
ζ(x, y)

 = Γdiag(A,B)[p]Γ−1

 x[p]
ζ(x, y)

 . (18)
On the other hand, since x satisfies the differential equation (17), we obtain
dx[p]/dt = A[p]x
[p]. Also, since any element of ζ(x, y) contains at least one
element from y, any element of the derivative dζ(x, y)/dt must be either zero or
contain at least one element from y. Hence, there exists a matrix X such that
dζ(x, y)/dt = Xζ(x, y). From the above differential equations, we obtain
d
dt

 x[p]
ζ(x, y)

 = diag(A[p], X)

 x[p]
ζ(x, y)

 .
Comparing this differential equation and (18) completes the proof of the lemma.
Let us prove Proposition 4.
Proof of Proposition 4. Let W1, . . .WN ∈ R
m×m be arbitrary. Define the m′ ×
m′ matrixW ′i = diag(Wi, Om′−m) and let Tˆ
′ = Q⊤⊗I(nm′)p+
⊕N
i=1(W
′
i⊕Ai)[p].
We first claim that the inequality
µ(Tˆ ′) ≥ µ(Tˆ ) (19)
holds true. Let us prove inequality (19). Since W ′i ⊕Ai = diag(Wi⊕Ai, I⊗Ai),
we have
(IN ⊗ Γ)Tˆ
′(IN ⊗ Γ)
−1
=(INQ
⊤IN )⊗ (ΓI(nm′)pΓ
−1) +
N⊕
i=1
(
Γ(W ′i ⊕Ai)[p]Γ
−1
)
=Q⊤ ⊗ I(nm′)p +
N⊕
i=1
(
(Wi ⊕Ai)[p], Xi
)
(20)
for some square matrices X1, . . . , XN by Lemma 2. By permuting the rows
and columns of the most right hand side of (20), we see that the matrix (IN ⊗
13
Γ)Tˆ ′(IN ⊗ Γ)−1 is similar to
Q⊤ ⊗ I +⊕Ni=1 (Wi ⊕ Ai)[p] O
O Q⊤ ⊗ I +
⊕N
i=1Xi

 .
Therefore, the matrix Tˆ ′ is similar to the block diagonal matrix diag(Tˆ , Q⊤ ⊗
I +
⊕N
i=1Xi). Hence, we can prove the inequality (19) as
µ(Tˆ ′) = max
(
µ(Tˆ ), µ
(
Q⊤ ⊗ I +
N⊕
i=1
Xi
))
≥ µ(Tˆ ).
Now, assume that the switched linear system Σd,W is stable. Then, the
switched linear system Σd,W ′ is stable as well by the definition of the matri-
ces W ′1, . . . , W
′
N . Therefore, the inequality Um′ ≥ µ(Tˆ
′) holds true. This
inequality and (19) shows Um′ ≥ µ(Tˆ ). Taking the supremum with respect to
the set of matrix weights W1, . . . , WN on the right hand side of this inequality,
we obtain the desired inequality, as required.
Before closing this section, we give a remark on using complex matrix weights.
Remark 1. Let p = 1. For complex m × m matrices V1, . . . , VN , let Sˆ =
Q⊤ ⊗ Imn + diag(V1 ⊕A1, . . . , VN ⊕AN ) and define
UC,m = sup
V1, ..., VN∈Cm×m
{
µ(Sˆ) : Σd,V is stable
}
.
We claim that
U2m ≥ UC,m (21)
holds true for all m. This inequality implies that using the complex weights dose
not essentially improve our ability for analyzing the stability property of Markov
jump linear system. To prove the inequality (21), let ℜVi and ℑVi denote the
real and imaginary part of Vi. Consider the (2m)× (2m) real matrix weight Wi
defined by
Wi =

ℜVi −ℑVi
ℑVi ℜVi

 .
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Then, we have
Tˆ = Q⊤ ⊗ I2nm+
N⊕
i=1
(
Im ⊗Ai O
O Im ⊗Ai

+

ℜ(Wi)⊗ In −ℑ(Wi)⊗ In
ℑ(Wi)⊗ In ℜ(Wi)⊗ In


)
.
Therefore, Tˆ is similar to the matrix
Q⊤ ⊗ Imn + diag(ℜVi ⊕Ai) − diag(ℑVi ⊕Ai)
diag(ℑVi ⊕Ai) Q
⊤ ⊗ Imn + diag(ℜVi ⊕Ai)

 (22)
under a permutation transformation. Furthermore, the set of eigenvalues of the
matrix (22) contains those of the matrix Q⊤⊗Imn+diag(ℜVi⊕Ai)+i diag(ℑVi⊕
Ai) = Q
⊤ ⊗ Imn + diag(Vi ⊕ Ai) = Sˆ . Therefore, we have µ(Tˆ ) ≥ µ(Sˆ). This
inequality implies
sup
W1, ...,WN∈R2m×2m
{µ(Tˆ ) : Σd,W is stable} ≥ UC,m.
Hence, to prove inequality (21), it is sufficient to show that the stability of Σd,W
implies the stability of Σd,V . Assume that Σd,W is stable and let us consider
the deterministic switched linear system Σd,V : dy/dt = Vσ(t)y(t). Then, we can
show that the trajectory y of the system Σd,V satisfies the differnetial equation
d
dt

ℜy
ℑy

 =

ℜ(Vσ(t)y)
ℑ
(
Vσ(t)y
)

 =Wσ(t)

ℜy
ℑy

 .
Therefore, by the stability of Σd,W , we see that there exists a constant C
′ > 0
such that the inequality
‖y(t)‖ =
∥∥∥∥∥∥

ℜy(t)
ℑy(t)


∥∥∥∥∥∥ ≤ C′
∥∥∥∥∥∥

ℜy(0)
ℑy(0)


∥∥∥∥∥∥ = C′‖y(0)‖
holds true for all t ≥ 0 and y(0) = y0. This inequality implies the stability
of Σd,V , as desired.
5. Spectral optimization
Although the introduction of the matrix weights Wi allows us to drasti-
cally improve our ability to analyze the stability property of Markov jump
15
linear systems as illustrated in Examples 1 and 2, it is not necessarily triv-
ial to compute the matrix weights achieving the supremum in (16). The first
reason is the nonconvexity of the function µ. The other reason is that the
set {W1, . . . , WN : Σd,W is stable} ⊂ R
m×m does not admit a convenient char-
acterization due to the NP-hardness [24] of checking the stability of deterministic
switched linear systems. For these reasons, in this paper, we introduce an alter-
native quantity by confining our focus on the skew-symmetric matrix weights.
Since the set of skew-symmetric matrices of the order, say, m, is isomorphic
to Rm(m−1)/2, we can employ various optimization techniques for computing
the quantity.
Specifically, we define the quantity
Vm = sup
W1, ...,WN∈Rm×m
{µ(Tˆ ) : W1, . . . , WN are skew-symmetric}.
Since the matrix exponential of a skew-symmetric matrix is unitary, the de-
terministic switched linear system Σd,W is stable if W1, . . . , WN are skew-
symmetric. Therefore, the inequality
Vm ≤ Um
holds true. This inequality and Corollary 1 yield the following instability crite-
rion.
Corollary 2. If there exists a positive integer m such that Vm ≥ 0, then the
Markov jump linear system Σ is not exponentially pth mean stable.
In the rest of this section, we present a procedure for finding the locally opti-
mal matrix weightsW1, . . . , WN for approximately computing the quantity Vm.
Let us parametrize the skew-symmetric matrix weights as
Wi =
m∑
α=2
∑
β<α
wiαβRαβ ,
where wiαβ is a real variable and Rαβ denotes them×mmatrix whose entries are
all zero except its (α, β)th and (β, α)th entries being +1 and −1, respectively.
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We let Eii be the N ×N matrix whose elements are all zero except its (i, i)th
entry being one. Under this parametrization, we can express the matrix Tˆ as
Tˆ = Q⊤ ⊗ I +
N⊕
i=1
(
(Im ⊗Ai)[p] + (Wi ⊗ In)[p]
)
= Q⊤ ⊗ I +
N⊕
i=1
(
Im ⊗Ai
)
[p]
+
N∑
i=1
[
m∑
α=2
∑
β<α
wiαβ
(
Eii ⊗
(
Rαβ ⊗ In
)
[p]
)]
.
(23)
Let
A0 = Q
⊤ ⊗ I +
N⊕
i=1
(
Im ⊗Ai
)
[p]
,
Ziαβ = Eii ⊗
(
Rαβ ⊗ In
)
[p]
.
Then, we can rewrite (23) as
Tˆ = A0 +
N∑
i=1
m∑
α=2
∑
β<α
wiαβZiαβ , (24)
which shows that the matrix Tˆ depends linearly on the variableswiαβ . Therefore,
we can apply gradient-based non-smooth optimization algorithms (e.g., [25]) to
sub-optimally compute the quantity Vm.
Example 3. Let us consider the Markov jump linear system (5) with
A1 =

 1.1 1.8
1.75 −0.5

 , A2 =

−1.1 −2.05
1.95 −0.15


and the {1, 2}-valued Markov process r having the infinitesimal generator
Q =

−10 10
10 −10

 .
Using the MATLAB implementation of the gradient-based non-smooth optimiza-
tion algorithm [26] and the affine representation (24) of the matrix Tˆ , we obtain
V2 ≥ 0.29. Therefore, Corollary 2 implies the exponential mean instability of
the Markov jump linear system. Notice that the instability criterion given in
Proposition 3 fails because µ(T ) = −0.07 is negative.
6. Conclusion
In this paper, we have proposed a novel criterion for the exponential mean
instability of Markov jump linear systems. By considering an auxiliary Markov
jump linear system constructed from the Kronecker products of the system
matrices and a set of appropriate matrix weights, we have shown that the
Markov jump linear system is not exponentially mean stable if a certain matrix
parametrized by the matrix weights is not Hurwitz stable. Furthermore, we have
confirmed that our instability analysis becomes tighter as we increase the order
of the matrix weights. We have also presented a practical procedure based on
spectral optimization to find matrix weights for tighter instability analysis. We
have finally illustrated the effectiveness of our results by numerical examples.
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