



















Density estimation using Dirichlet kernels
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Abstract
In this paper, we introduce Dirichlet kernels for the estimation of multivariate densities sup-
ported on the d-dimensional simplex. These kernels generalize the beta kernels from Brown & Chen
(1999); Chen (1999, 2000a); Bouezmarni & Rolin (2003), originally studied in the context of
smoothing for regression curves. We prove various asymptotic properties for the estimator :
bias, variance, mean squared error, mean integrated squared error, asymptotic normality and
uniform strong consistency. In particular, the asymptotic normality and uniform strong con-
sistency results are completely new, even for the case d = 1 (beta kernels). These new kernel
smoothers can be used for density estimation of compositional data. The estimator is simple
to use, free of boundary bias, allocates non-negative weights everywhere on the simplex, and
achieves the optimal convergence rate of n−4/(d+4) for the mean integrated squared error.
Keywords: Dirichlet kernels, beta kernels, simplex, density estimation, mean squared error,
mean integrated squared error, asymptotic normality, uniform strong consistency
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1. Dirichlet kernel estimators
The d-dimensional simplex and its interior are defined by
S := {s ∈ [0, 1]d : ‖s‖1 ≤ 1} and Int(S) := {s ∈ (0, 1)d : ‖s‖1 < 1}, (1.1)
where ‖s‖1 :=
∑d









sαi−1i , s ∈ S. (1.2)
For a given bandwidth parameter b > 0, and a sample of i.i.d. vectors X1,X2, . . . ,Xn that are







Throughout the paper, we use the notation
[d] := {1, 2, . . . , d}. (1.4)
Also, as n → ∞ and/or b → 0, we use the standard asymptotic notation O(·) and o(·), which
implicitly can depend on the density f and the dimension d, but no other variable unless
explicitly written as a subscript.
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2. Main results
For each result stated in this section, one of the following two assumptions will be used.
Assumptions.
• The density f is Lipschitz continuous on S. (2.1)
• The second order partial derivatives of f are (uniformly) continuous on S. (2.2)
We denote the expectation of fˆn,b(s) by




Alternatively, notice that if ξs ∼ Dirichlet(s/b + 1, (1 − ‖s‖1)/b + 1), then we also have the
representation
fb(s) = E[f(ξs)]. (2.4)
Proposition 2.1. Under assumption (2.2), we have, uniformly for s ∈ S,
fb(s) = f(s) + b g(s) + o(b), (2.5)















Theorem 2.2 (Bias and variance). Assuming (2.2), we have, uniformly for s ∈ S,
Bias[fˆn,b(s)] = fb(s)− f(s) = b g(s) + o(b). (2.7)
Furthermore, for every subsets J ⊆ [d], denote
ψ(s) := ψ∅(s) and ψJ (s) :=
[






Then, for any s ∈ Int(S), any ∅ 6= J ⊆ [d], and any κ ∈ (0,∞)d, we have, only assuming (2.1),
Var(fˆn,b(s)) =









· ψJ (s)f(s) +Oκ,s(b1/2)
)
, if si/b→ κi ∀i ∈ J and
si/b→∞ ∀i ∈ [d]\J and
(1− ‖s‖1)/b→∞.
(2.9)
Corollary 2.3 (Mean squared error). Under assumption (2.2), we have, for s ∈ Int(S),
MSE(fˆn,b(s)) = n
−1b−d/2ψ(s)f(s) + b2g2(s) +Os(n−1b−d/2+1/2) + o(b2). (2.10)






















)−d/(d+4) + os(n−4/(d+4)), (2.12)















































)−d/(d+4) + o(n−4/(d+4)), (2.16)













Theorem 2.5 (Uniform strong consistency). Assume (2.1). As b→ 0, we have
sup
s∈S




s ∈ S : 1− ‖s‖1 ≥ δ and si ≥ δ ∀i ∈ [d]
}
, δ > 0. (2.19)
Then, if | log b|2 b−2d ≤ n as n→∞ and b→ 0, we have
sup
s∈Sbd
|fˆn,b(s)− f(s)| = O
(| log b| b−d√log n/n)+O(b1/2), a.s. (2.20)
In particular, if | log b|2 b−2d = o(n/ log n), then sups∈Sbd |fˆn,b(s)− f(s)| → 0 a.s.
Theorem 2.6 (Asymptotic normality). Assume (2.1). Let s ∈ Int(S) be such that f(s) > 0.
If n1/2bd/4 →∞ as n→∞ and b→ 0, then
n1/2bd/4(fˆn,b(s)− fb(s)) D−→ N (0, ψ(s)f(s)). (2.21)
If we also have n1/2bd/4+1/2 → 0 as n→∞ and b→ 0, then (2.18) of Theorem 2.5 implies
n1/2bd/4(fˆn,b(s)− f(s)) D−→ N (0, ψ(s)f(s)). (2.22)
Independently of the above rates for n and b, if we assume (2.2) instead and n2/(d+4) b→ λ for
some λ > 0 as n→∞ and b→ 0, then Proposition 2.1 implies
n2/(d+4)(fˆn,b(s)− f(s)) D−→ N (λ g(s), λ−d/2ψ(s)f(s)). (2.23)
Remark 2.7. The rate of convergence for the d-dimensional kernel density estimator with i.i.d.
data and bandwidth h is O(n−1/2h−d/2) in Theorem 3.1.15 of Prakasa Rao (1983), whereas our
estimator fˆn,b converges at a rate of O(n−1/2b−d/4). Hence, the relation between the bandwidth
of fˆn,b and the bandwidth of other multivariate kernel smoothers is b ≈ h2.
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3. Proof of Proposition 2.1
First, we estimate the expectation and covariances of the random vector







, s ∈ S, b > 0. (3.1)





b + d+ 1
=
si + b
1 + b(d+ 1)




b + d+ 1)1{i=j} − (
sj
b + 1))
(1b + d+ 1)
2(1b + d+ 2)
=
b(si + b)(1{i=j} − sj + b(d+ 1)1{i=j} − b)
(1 + b(d+ 1))2(1 + b(d+ 2))
= bsi(1{i=j} − sj) +O(b2), (3.3)
E[(ξi − si)(ξj − sj)] = Cov(ξi, ξj) + (E[ξi]− si)(E[ξj ]− sj)
= bsi(1{i=j} − sj) +O(b2). (3.4)


























(ξi − si)(ξj − sj),
(3.5)
for some random vector ζs ∈ S on the line segment joining ξs and s. If we take the expectation








































∣∣∣|ξi − si||ξj − sj | · 1{‖ξs−s‖1>δε,d}]
=: ∆1 +∆2 (3.6)
where, for any given ε > 0, the real number δε,d ∈ (0, 1] is such that ‖s′ − s‖1 ≤ δd,ε implies
| ∂2∂xi∂xj f(s′)− ∂
2
∂xi∂xj
f(s)| < ε, uniformly for s, s′ ∈ S.2 The uniform continuity of ( ∂2∂xi∂xj f)di,j=1,








[|ξi − si|2]√E[|ξj − sj|2] = ε · O(b). (3.7)
2We know that such a number exists because the second order partial derivatives of f are uniformly continuous









are uniformly continuous, they are in particular bounded (say by Md > 0).
Furthermore, {‖ξs−s‖1 > δε,d} implies that at least one component of (ξk−sk)dk=1 is larger than
δε,d/d, so a union bound over k followed by d concentration bounds for the beta distribution
3









(|ξk − sk| ≥ δε,d/d)




2 · 14(1b + d+ 2)−1
)
. (3.8)
If we choose a sequence ε = ε(b)ց 0 that goes to 0 slowly enough that 1 ≥ δε,d > d
√
b · | log b|,
then ∆1 +∆2 in (3.6) is o(b) by (3.7) and (3.8). This ends the proof of Proposition 2.1.
4. Proof of Theorem 2.2
The expression for the bias is a trivial consequence of Proposition 2.1. In order to compute
the asymptotics of the variance, we only assume that f is Lipschitz on S. First, note that





where the random variables






(X i)− fb(s), 1 ≤ i ≤ n, are i.i.d. (4.2)









= n−1Ab(s) (f(s) +O(b1/2))−O(n−1), (4.3)
where
Ab(s) :=








2(1/b + d+ 1)
Γ(2/b+ d+ 1)
, (4.4)
and where the last line in (4.3) follows from the Lipschitz continuity of f , the Cauchy-Schwarz














[|γi − si|2]) = O(b1/2). (4.5)
The conclusion of Theorem 2.2 follows from (4.3) and Lemma 4.1 below.
3The kth component of a Dirichlet(α, β) random vector has a Beta(αk, ‖α‖1 + β − αk) distribution.
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Lemma 4.1. As b→ 0, we have, uniformly for s ∈ S,
0 < Ab(s) ≤ b
(d+1)/2 (1/b + d)d+1/2
(4pi)d/2
√
s1s2 . . . sd(1− ‖s‖1)
(1 +O(b)). (4.6)
Furthermore, for any ∅ 6= J ⊆ [d], and any κ ∈ (0,∞)d,
Ab(s) =








· ψJ (s)(1 +Oκ,s(b)), if si/b→ κi ∀i ∈ J and
si/b→∞ ∀i ∈ [d]\J and
(1− ‖s‖1)/b→∞,
(4.7)
where ψ and ψJ are defined as in (2.8).

















, z ≥ 0, (4.9)




























e−d · Sb(s). (4.10)
It was shown in Lemma 3 of Brown & Chen (1999) that R(z) < 1 for all z ≥ 0. Together with
the fact that z 7→ R(z) is increasing on (1,∞),4 we see that
max
s∈S
Sb(s) ≤ R(2/b+ d+ 1)
R2(1/b+ d+ 1)
→ 1, as b→ 0, (4.11)
from which (4.6) follows.
To prove the second claim of the lemma, note that Sb(s) = 1 +Os(b) by Stirling’s formula,

















s1s2 . . . sd(1− ‖s‖1)
. (4.12)
4By the standard relation (Γ′/Γ)(z + 1) = 1/z + (Γ′/Γ)(z) and Lemma 2 in Minc & Sathre (1964), we have
d
dz












> 0, for all z > 1,
which means that z 7→ R(z) is increasing on (1,∞).
6
Next, let ∅ 6= J ⊆ [d] and κ ∈ (0,∞)d. If si/b → κi for all i ∈ J , si/b → ∞ for all i ∈ [d]\J ,




























(1 +Oκ,s(b)) · b






















R(2(1 − ‖s‖1)/b+ 1)
∏
i∈[d]\J R(2si/b+ 1)
· R(2/b + d+ 1)
R2(1/b+ d+ 1)
. (4.14)














which concludes the proof of Lemma 4.1 and Theorem 2.2.
5. Proof of Theorem 2.4
Proof. By the bound (4.6), the fact that f is uniformly bounded (it is continuous on S), the




















g2(s)ds+ o(n−1b−d/2) + o(b2). (5.2)
This ends the proof.
6. Proof of Theorem 2.5
This is the most technical proof, so here is the idea. The first three lemmas below bound,
uniformly, the Dirichlet density (Lemma 6.1), the partial derivatives of the Dirichlet density
with respect to each of its (d + 1) parameters (Lemma 6.2), and then the absolute difference
of densities (pointwise and under expectations) that have different parameters (Lemma 6.3).
This is then used to show continuity estimates for the random field s 7→ Yi,b(s) from (4.2)
(Proposition 6.4), meaning that we get a control on the probability that Yi,b(s) and Yi,b(s
′) are
too far apart when s and s′ are close. From this, we easily deduce large deviation bounds for
7
the supremum of Yi,b(s) over points s
′ that are inside a small hypercube of width 2b centered
at s (Corollary 6.5). Since fˆn,b(s) − fb(s) = 1n
∑n
i=1 Yi,b(s), we can estimate tail probabilities
for the global supremum of |fˆn,b − fb| by a union bound over suprema on the small hypercubes
and apply a large deviation bound from Corollary 6.5 for each one of them.
The first lemma bounds the density of the Dirichlet(α, β) distribution from (1.2).





‖α‖1 + β − 1
(β − 1)∏di=1(αi − 1) (‖α‖1 + β − d− 1)d. (6.1)












(‖α‖1 + β − d− 1)‖α‖1+β−d−1
. (6.2)
From Theorem 2.2 in Batir (2017), we know that
√
2pie−y+1(y − 1)y−1+ 12 ≤ Γ(y) ≤ 75 ·
√






2pie−‖α‖1−β+1(‖α‖1 + β − 1)‖α‖1+β−1+ 12√
2pie−β+1(β − 1)β−1+ 12 ∏di=1√2pie−αi+1(αi − 1)αi−1+ 12 ·
(β − 1)β−1∏di=1(αi − 1)αi−1








‖α‖1 + β − 1
(β − 1)∏di=1(αi − 1) · (‖α‖1 + β − d− 1)d





‖α‖1 + β − 1
(β − 1)∏di=1(αi − 1) · (‖α‖1 + β − d− 1)d
≤
√
‖α‖1 + β − 1
(β − 1)∏di=1(αi − 1) · (‖α‖1 + β − d− 1)d, (6.4)
where we used our assumption that α1, . . . , αd, β ≥ 2 and the fact that (1 − y)−1 ≤ e 75 y for
y ∈ [0, 1/2] to obtain the second inequality. The conclusion follows.
In the next lemma, we bound the partial derivatives of the Dirichlet(α, β) density function
with respect to its parameters.






∣∣∣ ≤ {2 | log(‖α‖1 + β)|+ | log sj|}
·
√
‖α‖1 + β − 1






∣∣∣ ≤ {2 | log(‖α‖1 + β)|+ | log(1− ‖s‖1)|}
·
√
‖α‖1 + β − 1
(β − 1)∏di=1(αi − 1) (‖α‖1 + β − d− 1)d. (6.6)
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Proof. The digamma function ψ(z) := Γ′(z)/Γ(z) satisfies ψ(z) < log(z) for all z ≥ 1 (see e.g.
Lemma 2 in Minc & Sathre (1964)), so we have∣∣∣ d
dαj
Kα,β(s)
∣∣∣ = ∣∣∣(ψ(‖α‖1 + β)− ψ(αj) + log sj)Kα,β(s)∣∣∣
≤
{
2 | log(‖α‖1 + β)|+ | log sj|
}
Kα,β(s). (6.7)
The conclusion (6.5) follows from Lemma 6.1. The proof of (6.6) is virtually the same.
As a consequence of Lemma 6.2 and the multivariate mean value theorem, we can control the
difference of two Dirichlet densities with different parameters, pointwise and under expectations.
Lemma 6.3. If α1, . . . , αd, β, α
′
1, . . . , α
′
d, β
′ ≥ 2, and X is F distributed with a bounded density
f supported on S, then
E
[|Kα′,β′(X)−Kα,β(X)|]






(‖α ∨α′‖1 + (β ∨ β′)− d− 1)d
· log (‖α ∨α′‖1 + (β ∨ β′)) · ‖(α′, β′)− (α, β)‖∞,
(6.8)
where C > 0 is a universal constant. Furthermore, if
Sδ :=
{
s ∈ S : 1− ‖s‖1 ≥ δ and si ≥ δ ∀i ∈ [d]
}











(‖α ∨α′‖1 + (β ∨ β′)− d− 1)d
· log (‖α ∨α′‖1 + (β ∨ β′)) · ‖(α′, β′)− (α, β)‖∞,
(6.10)
where C˜ > 0 is another universal constant.









(‖α ∨α′‖1 + (β ∨ β′)− d− 1)d log (‖α ∨α′‖1 + (β ∨ β′))












The integrals are bounded by 1. Indeed, if S˜ denotes a (d− 1)-dimensional simplex, then∫
S
| log sj|ds =
∫ 1
0





| log sj|dsj = 1. (6.12)
The second claim is obvious, again by the multivariate mean value theorem and Lemma 6.2.
Proposition 6.4 (Continuity estimates). Let b > 0 and recall from (4.2) :
















, 1 ≤ i ≤ n. (6.13)
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where cf,d > 0 depends only on the density f and the dimension d.












) ≥ a). (6.15)
The main idea of the proof now is to decompose the supremum with a chaining argument and
apply concentration bounds on the increments at each level of the d-dimensional tree. With the
notation Hk := 2−k · bZd, we have the embedded sequence of lattice points
H0 ⊆ H1 ⊆ · · · ⊆ Hk ⊆ · · · ⊆ Rd. (6.16)
Hence, for s ∈ Sb(d+1) fixed, and for any s′ ∈ s + [−b, b]d, let (sk)k∈N0 be a sequence that
satisfies
s0 = s, sk − s ∈ Hk ∩ [−b, b]d, lim
k→∞
‖sk − s′‖∞ = 0, (6.17)
and
(sk+1)i = (sk)i ± 2−k−1b, for all i ∈ [d]. (6.18)
Since the map s 7→ 1n
∑n










































































By Azuma’s inequality (see e.g. Theorem 1.3.1 in Steele (1997)), Lemma 6.3 (note that s ∈




























for some constant Cf,d > 0 that only depend on f and d. Assuming | log b|2 b−2d ≤ n, this is
≤ exp
(





for some other constant cf,d > 0. This ends the proof of Proposition 6.4.
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Corollary 6.5 (Large deviation estimates). If s ∈ Sb(d+1) and | log b|2 b−2d ≤ n, then we have,



















where cf,d > 0 depends only on the density f and the dimension d.


























The first probability is bounded with Proposition 6.4 with h = a. We get the same bound on
the second probability by applying Azuma’s inequality and Lemma 6.3, as we did in (6.22).
We are now ready to prove Theorem 2.5. On the one hand, the Lipschitz continuity of f ,
Jensen’s inequality and (3.4), imply that, uniformly for s ∈ S,













[|ξi − si|2]) = O(b1/2). (6.26)
On the other hand, recall from (4.1) that










(X i)− fb(s). (6.27)
By a union bound over the suprema on hypercubes of width 2b centered at each s ∈ 2bZd ∩




















≤ b−d · exp
(





With the choice a = (cf,d)
−1/2 | log b| b−d√log n/n, the right-hand side of (6.28) is equal to
exp(−4 log n+ d| log b|), which is summable in n,5 so the Borel-Cantelli lemma yields
sup
s∈Sbd
|fˆn,b(s)− fb(s)| = O
(| log b| b−d√log n/n), a.s. (6.29)
Together with (6.26), the conclusion follows.
5Indeed, our assumption | log b|2 b−2d ≤ n implies d| log b| ≤ log n for example, and n−3 is summable.
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7. Proof of Theorem 2.6
By (6.27), the asymptotic normality of n1/2bd/4(fˆn,b(s) − fb(s)) will follow if we verify the
Lindeberg condition for double arrays : 6 For every ε > 0,
s−2b E
[|Y1,b(s)|2 1{|Y1,b(s)|>εn1/2sb}] −→ 0, as n→∞, (7.1)
where s2b := E
[|Y1,b(s)|2] and b = b(n)→ 0. From Lemma 6.1, we know that
|Y1,b(s)| = O
(
ψ(s) bd/2 · b−d) = Os(b−d/2), (7.2)
and we also know that sb = b
−d/4
√
ψ(s)f(s)(1 + os(1)) when f is Lipschitz continuous, by the
proof of Theorem 2.2, so
|Y1,b(s)|
n1/2sb
= Os(n−1/2 bd/4 b−d/2) = Os(n−1/2b−d/4) −→ 0, (7.3)
whenever n1/2bd/4 →∞ as n→∞ and b→ 0. Under this condition, (7.1) holds and thus





D−→ N (0, ψ(s)f(s)). (7.4)
This completes the proof of Theorem 2.6.
A. Supplemental material
The sub-Gaussianity property of the Dirichlet distribution allows us to get very useful con-
centration bounds. The following lemma is used in the proof of Proposition 2.1.
Lemma A.1 (Concentration bounds for the Dirichlet distribution). Let D ∼ Dirichlet(α, β)
for some α1, . . . , αd, β > 0. There is a variance parameter 0 < σ
2
opt(α, β) ≤ (4(‖α‖1+β+1))−1
such that
P




for all t ∈ (0,∞)d.
Proof. By Chernoff’s inequality and the sub-Gaussianity of the Dirichlet distribution, shown in
Theorem 3.3 of Marchal & Arbel (2017), we have, for all λ ∈ (0,∞)d,
P(D − E[D] ≥ t) ≤ E[eλ⊤(D−E[D])]e−λ⊤t ≤ e− ‖λ‖22σ2opt(α,β)2 −λ⊤t, (A.2)
for some 0 < σ2opt(α, β) ≤ (4(‖α‖1 + β + 1))−1. (The upper bound on σ2opt(α, β) is stated
in Theorem 2.1 of Marchal & Arbel (2017).) If we take the optimal vector λ⋆ = t/σ2opt(α, β),
the right-hand side of (A.2) is ≤ exp(−‖t‖22/(2σ2opt(α, β))). We get the same bound on any
probability of the form
P
(
(D − E[D])i ≤ −ti ∀i ∈ J , (D − E[D])i ≥ ti ∀[d]\J
)
, for J ⊆ [d], (A.3)
simply by rerunning the above argument and multiplying the components i ∈ J of λ⋆ by −1.
Since there are 2d possible subsets of [d], the conclusion (A.1) follows from a union bound.
6See e.g. Section 1.9.3. in Serfling (1980).
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