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As well as we known, hypothesis testing using Bayes factors(BF)is not to be well
defined when the parameters are assigned improper priors. In the context of latent
variable models, an additional problem with BFs is that they are difficult to compute.
Bernardo and Rueda(2002)(BR) suggest using the Kullback-Leibler(KL) divergence to
formulate the continuous loss function and get a way of testing. Although the statistic
of BR is well defined and has several advantages under improper priors, it has certain
practical difficulties. Li and Yu(2012) develop a Bayesian test statistic based on the Q
function used in the EM algorithm which has some desirable properties as BR, but it
is awkward that these threshold values are independent of the data and the candidate
models.
Because of the shortcomings of above mentioned methods, Li, Zeng and
Yu(2013)(LZY)propose a new test statistic based on Bayesian deviances in decision-
theoretical framework. The new test statistic may be regarded as the Bayesian version
of the likelihood ratio test and appeals in practical applications with three desirable
properties: First, it is immune to Jeffreys’ concern about the use of improper priors.
Second, it avoids Jeffreys-Lindley’s paradox. Third, it is easy to compute and its thresh-
old value is easily derived, facilitating the implementation in practice. It is a pity that
LZY(2013) do some empirical studies and don’t any simulations. In this paper, the test
statistic that LZY(2013) propose will be introduced and applied to execute simulation
studies about simple point null hypothesis in Bayesian framework with three classical
models in economics and finance–simple linear regression model, linear asset pricing
model and stochastic volatility model. The simulation results are shown that they are
consistent with our expectation when using the test statistic carries out hypothesis test-
ing for above three classical models.
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的Jeffreys-Lindley悖论(Kass, Raftery, 1995; Poirier, 1995)。最后，贝叶斯因子的
计算通常需要知道数据的边缘似然函数，但在许多模型中，边缘似然函数可能
难于计算。










不失一般性，设y = (y1; y2; :::; yn)0表示观测数据向量，z = (z1; z2; :::; zn)0表
示潜在变量向量，且设x = (y0; z0)0 表示完全数据。p(yj#)表示观测数据的似然
函数，p(y; zj;  )为完全数据似然函数，而(#)表示参数的先验分布，p(#jy)表




































检验。假设观测数据y 2 Y的概率行为可用概率模型M = fp(yj;  )g来描述。
考虑下面的单点双边假设检验：(
H0 :  = 0




















fL[d0; (;  )]  L[d1; (;  )]g p(;  jy)dd > 0: (1.2)
很明显，在实际应用中，根据上面的(1:2)式知只有下面的净损失函数是需要被
指定的：





















L[H0; (;  jy)]p(;  jy)dd > 0; (1.3)
这里L[H0; (;  )]是一个预先指定的净损失函数。
1.3.2 贝叶斯因子与离散损失函数
如果使用0-1损失函数，即
L[d0; (;  )] =
(
0 若  = 0
1 若  6= 0;
L[d1; (;  )] =
(
1 若  = 0
0 若  6= 0;
那么相应的净损失函数L[H0; (;  )]为
L[H0; (;  )] =
(
 1 若  = 0










1p(;  jy)dd > 0:
而贝叶斯因子(BF)利用的正是0-1损失函数，于是我们可得到
T (y; 0) =
Z
	








p(yj;  )p( j)p()
p(y)
dd ;
这里的p(y) = R p(y; #)d#是观测数据边缘似然函数。通常，为了表示先验无
知，一般在H0与H1上分别指定某一概率。对参数的先验分布而言，合理的做
法是在0处指定概率0:5，我们可用p() = 0:5;  = 0表示，而p() = 0:5();  6=
0，这里()是一个先验分布，于是，相应的决策规则为
拒绝 H0 ,  
Z
	





















拒绝 H0 , BF01 =
R
	





















































p(yj0;  )p(yj;  )dy

















L[H0; (;  )] = min fKL[p(yj;  ); p(yj0;  )]; KL[p(yj0;  ); p(yj;  )]g :








对于潜在变量模型，完全数据对数似然函数Lc(xj#) = ln p(xj#)与观测数据
对数似然函数Lo(yj#) = ln p(yj#)是密切相关的。而Lc(xj#)通常是简单的，










设#0 = (0;  )，LY提出了一种新的连续净损失函数：
L[H0; (;  )] = fQ(#; #) Q(#0; #)g+ fQ(#0; #0) Q(#; #0)g ;
这里Q(#; #) = Q ((;  )j(;  )) = Ez fLc(xj#)jy; #g，此时相应的贝叶斯检验
统计量为
TLY (y; 0) = E#jy
h
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