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Abstract
The affective state of a user, during an interaction with a computer, is a
great source of information for the computer in order to (i) employ the infor-
mation for adapting an interaction, make the interaction flawless, leading in
adaptive affective interfaces. The computer may also use emotional responses
of a user to some affective multimedia content (ii) to tag the multimedia content
with affective labels. The second is very useful to create affective profiles of
users within real world applications for user-centric multimedia retrieval. Af-
fective responses of users could be collected either explicitly (i.e.users directly
assess their own emotions through computer interfaces) or implicitly (i.e.via
sensors that collect psycho-physiological signals such as facial expressions, vo-
cal clues, neuro-physiological signals, gestures and body postures). The major
contributions of this thesis are as follows: (i) We present (and made publicly
available) the very first multimodal dataset that includes the MEG brain sig-
nals, facial videos and some peripheral physisological signals of 30 users in
response to two sets of affective dynamic stimuli. The dataset is recorded via
cutting-edge lab equipments in highly controlled lab environments, facilitating
proper analysis of MEG brain responses for affective neuro-science research.
(ii) We then present two other multimodal datasets that we recorded using off-
the-shelves market-available sensors for the purpose of analyzing users’ af-
fective responses to video clips and computer-generated music excerpts. The
stimuli are selectively chosen to evoke certain target emotions. The first dataset
also includes the BigFive personality traits of individuals and we show that it is
possible to infer users’ personality traits given their spontaneous reactions to
affective videos. Both multimodal datasets are acquired via commercial sensors
that are prone to noise artifacts that lead to some noisy uni-modal recordings.
We made both datasets publicly available together with quality-assessments of
each signal recording. Within the research on the second dataset we present
a multimodal inference system that jointly considers the quality of signals and
ends up with highly signal noise tolerance. We also show that peripheral phys-
iological signals include patterns that are similar across user. We develop a
cross-user affect recognition system that is successfully validated via a leave-
one-subject-out cross-validation scheme on the second dataset. (iii) We also
present a crowdsourcing protocol for the collection of time-continuous affect
annotations for videos. We collect a dataset of affective annotations for 12
videos with the contribution of over 1500 crowd-workers. We introduce al-
gorithms to extract high quality time-continuous affect annotations for the 12
videos from the noisy crowd annotations. We observe that, for the prediction of
time-continuous affect annotations given low-level multimedia content, higher
regression accuracies are achieved when the crowd sourced annotations are
employed as labels than expert annotations. The study suggests that expen-
sive expert annotations for large affective video corpora developments could be
replaced by crowdsourcing annotation techniques. Finally, we discuss opportu-
nities for future applications of our research, and conclude with a summary of
our contributions to the field of affective computing.
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Chapter 1
Introduction
Giant leaps in Human-computer interaction (HCI) research over the past decade
have made computers an integral part of human life. Like humans, intelligent
agents endowed with cognitive capabilities can learn from user behavior to pre-
dict their actions and present information in a user-centric manner. Neverthe-
less, human actions are guided by both cognition and emotion, and a person’s
emotional state can provide significant clues to his/her behavior [25]. It would
indeed be beneficial if HCI systems can interpret and learn from the user’s
emotional response- e.g., knowing when the user is satisfied/frustrated with a
system’s output is valuable feedback, which can help improve the system’s us-
ability and user experience. Affective computing relates to the development of
systems that can recognize human emotions during interactions, and formulate
appropriate responses.
Recognition of a user’s emotion given the pycho-physiological signals of the
user is a fairly hard problem that we approached through our research in chap-
ter 2 and chapter 3. Two major issues when dealing with supervised emotion
recognition problem are (i) the presence of noise over input data and (ii) the
presence of noise over affective labels where the labels are often provided by
external expert observers or via users’s self-assessments about their own feel-
ings
1
The first issue is most evident when the train/test datasets are collected using
commercial, portable sensors instead of specialized lab equipments (see chap-
ter 3).
The second issue is one of the main challenges in the field of affective
computing[16] that is usually tackled by employing affective stimuli that are
not controversial, meaning, they evoke consistent emotions across users with
various backgrounds (such as age, gender, race, culture and personality). The
stimuli selection step is a fundamental steps in any user-centric affect analysis
study that we also cover(See chapter 2).
In any supervised pattern recognition problem, providing a reliable ground-
truth is one of the most critical steps to create a good model from 2 aspects:
(i) it is very time consuming to collect high quantity of annotation labels, and
(ii) hiring an expert to get high quality labels is expensive. Although provid-
ing reliably annotated big-datasets is very expensive and in some cases it is
not feasible, there are trends in patter recognition community toward using big
dataset, e.g. ImageNET[24], to achieve a more accurate recognizer. The idea of
having huge and well annotated datasets is to include variety of information en-
coded in the predicting system. Russel et al. [137] provides an image database
where the labels for an image segmentation task are collected via a web-based
tool namely, LabelMe. Pattern analysis in multi media (e.g. action recogni-
tion, anomaly detection, emotion recognition and video quality assessment) is
among the most interesting tasks in patter recognition. With the huge growth
of multimedia databases (e.g. YouTube) the automatic content analysis (e.g.
action recognition or emotion recognition) of multimedia has become a very
remarkable and challenging problem. In chapter 4 we propose a framework for
collection of high quality affective labels for vidoes.
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CHAPTER 1. INTRODUCTION
1.1 Elicitation of emotions in users and stimuli selection
Many affective studies have been conducted with image stimuli, and there exist
standard datasets such as [60] for researchers to conduct experiments and eval-
uate their findings. However, there exist few affective video datasets, in spite of
studies confirming that reliable emotion elicitation is feasible with video stim-
uli such as movies [38]. An affective music video dataset, comprising 40 music
videos, was recently presented in [57]. Our endeavor was to create a large-sized
affective movie dataset along those lines owing to the following reasons:
1. The importance of context in emotion perception has been acknowledged
by many studies (e.g., [7]). Temporal context can be conveyed effectively
by both audio and visual content in movies, whereas context in music
videos is predominantly conveyed by the audio, which is supplemented
by the visual information.
2. As a result, movies can effectively elicit a larger range of emotions (e.g.,
including surprise/shock and fear) as compared to music videos.
In part of our research (chapter 2), we investigated the suitability of different
types of video stimuli for emotion elicitation. For a study examining viewers’
emotional responses to be successful, the employed stimuli should effectively
elicit the emotions targeted by the study. While some works have attempted to
identify appropriate video stimuli for studying affect [32, 8], different authors
have have employed different stimuli for emotion elicitation. [68] presents an
affect characterization study using 21 movie clips, while the authors in [57]
elicit emotions through music videos.
While affective content creators intend to convey a certain emotion (or a set
of emotions) through the created stimulus, the actual emotion induced upon per-
ceiving the stimulus is influenced by a number of psychological and contextual
factors, and can therefore be highly subjective. Consequently, correlating the
3
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observed emotional response with the expected response is a non-trivial prob-
lem which is typically simplified in practice employing the following ideas: (1)
Most affective studies assume that the entire gamut of human emotions can be
represented as a set of points on the valence-arousal1 plane as demonstrated by
Greenwald et al. [31], and (2) To largely ensure that the elicited and expected
emotions are consistent, the presentation stimuli are carefully selected based on
previous studies, or based on ’ground truth’ valance-arousal ratings compiled
from a large population that evaluates the stimuli prior to the actual experiment.
Emotional states have been found to produce specific types of physiological
responses- e.g., excitement is associated with increased heart-beat and respi-
ration rates, and this correlation is exploited in a number of physiology-based
affect studies. Heart-rate, skin temperature and conductance level, blood pres-
sure and facial EMG are recorded as subjects view affective imagery in [103].
Their experiments indicate that the responses for anger and fear are uniquely
different from responses to neutral images.
1.2 Implicit Characterisation of Users’ Emotions Based on
Spontaneous Responses
Humans perceive emotions from the environment through visual and auditory
stimuli- characterized by speech, audio/video music clips, images and movies
in the digital world. While many studies have investigated how speech and
image signals can effectively elicit emotions in people [84, 103], research on
isolating emotional content in music and movie videos began only recently.
Past works such as [37, 41] have attempted to identify emotions either by (i)
analyzing the content to develop models that link low-level image and audio
features to valence (emotion type) and arousal (emotion intensity) or (ii) ana-
1Valence indicates the type of emotion induced by the stimulus in the viewer (e.g., pleasant or unpleasant),
while arousal denotes the intensity of emotion (e.g., exciting or boring) [37].
4
CHAPTER 1. INTRODUCTION
lyzing the viewer’s facial activity/expressions and correlating these responses
with the presented content. While content-based analysis enables discovery of
video highlights (typically high-arousal segments), it is inherently not suited
for tagging content on the valence-arousal plane. Conversely, while facial ex-
pressions can provide some insight regarding emotional video content, they can
easily be controlled by the viewer and are therefore, not always reliable.
The above shortcomings have prompted researchers to investigate emotional
response to affective stimulus through physiological responses such as (i) Elec-
troencephalogram (EEG), which measures electrical activity along the scalp, (ii)
Electromyogram, measuring electrical activity of skeletal muscles, (iii) heart
rate, (iv) galvanic skin response (GSR) measuring skin conductance and (v)
skin temperature, etc. These signals2 have been found to effectively encode
emotional responses [68, 57] and are more primitive than facial expressions,
which typically denote the conscious manifestation of an emotion.
In chapter 2, we examine the feasibility of employing the Magnetoen-
cephalogram (MEG) signal for measuring emotional responses to affective mu-
sic and movie videos. MEG localizes activated superficial parts of the brain.
When a group of neurons is activated, electrical currents along the neurons gen-
erate tiny, orthogonally oriented magnetic fields. The sum of these magnetic
fields generates a change in magnetic field around the activated part, and con-
stitutes the MEG response. While many EEG studies (e.g., [68, 57, 109]) have
successfully decoded affective viewer response to videos, there are no such
MEG-based studies. However, the fact that MEG can effectively encode af-
fective responses, similar to EEG, is demonstrated in [90] employing image
stimuli. Their results are obtained on analyzing event-related magnetic fields
(ERF), where an individual’s brain responses are acquired over many trials and
averaged. In contrast, we present MEG could be employed for single-trial clas-
2EEG is the response from the central nervous system, while the remaining are responses from the peripheral
nervous system, and are therefore termed peripheral physiological signals.
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sification of affective viewer responses to videos.
1.3 Implicit Characterisation of Users’ Personality Based on
Spontaneous Responses
The need to recognize the affective state of users for effective human-computer
interaction has been widely acknowledged. Nevertheless, affect is a highly sub-
jective phenomenon influenced by a number of contextual and psychological
factors including personality. The relationship between individuals’ personality
traits and emotional responses has been actively studied by social psychologists
ever since a correlation between the two was proposed in Eysenck’s personality
model [28]. Eysenck posited that (i) Extraversion, the personality dimension
that describes a person as being either talkative or reserved, is accompanied by
low cortical arousal– i.e., extraverts require more external stimulation than in-
troverts, and ii) Neurotics, characterized by negative feelings such as depression
and anxiety, become very easily upset or nervous due to minor stressors, while
emotionally stable persons remain composed under pressure.
While multiple factors such as stimuli used for emotion elicitation, quality
of recruits and number of experimental trials have been found to be influenc-
ing user-centric affect recognition [109], the critical influence of personality
differences on emotion perception has not been examined by prior affect recog-
nition works to the best of our knowledge. In chapter 3, we describe a novel
methodology to decode users’ Big-five personality factors [21]– Extraversion,
Neuroticism, Conscientiousness, Agreeableness and Creativity, as they watch
emotional movie clips. Their physiological responses to the affective stimuli
are acquired in the form of Electrocardiogram (ECG), Galvanic Skin Response
(GSR), Electroencephalogram (EEG) and facial response signals, and these are
fused employing both feature and decision fusion techniques to predict per-
sonality dimensions. As a first step, we examine correlations between explicit
6
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ratings of users obtained post clip viewing, and their personality scores through
statistical analysis. Then, we analyze the correlations between physiological
features, emotional responses and personality measures. Finally, classification
results for the five personality dimensions are presented. Chapter 3 makes the
following research contributions:
1. To our knowledge, our research outputs that are presented in chapter 3
cover the first work to attempt personality profiling based on implicit user
responses to affective multimedia. Personality assessment has traditionally
been achieved through the use of questionnaires, or by analyzing users’
behavior in videos and social media. The methodology we propose can
enable simultaneous and automated annotation of affective content and
personality dimensions.
2. Among studies that have analyzed the relationship between personality
traits and affective responses, the study is the first work to attempt pre-
diction of all the big-five factors as well as use movie stimuli for elic-
iting emotions. Furthermore, the use of off-the-shelves portable sensors
for measuring user responses enhances the applicability of our profiling
framework in real-life settings.
3. Employing off-the-shelves portable sensors, datasets are prone to noise ar-
tifacts. Among studies that have studied the emotion recognition at the
presence of noice in the signals, our research is the first work to attempt
fusing the information content of various modalities and merge them effi-
ciently to make the recognition system highly robust to noise artifacts.
7
1.4. AFFECTIVE MULTIMEDIA RETRIEVAL VIA IMPLICIT AFFECTIVE TAGGING
1.4 Affective Multimedia Retrieval via Implicit Affective Tag-
ging
Affective media tagging has evoked considerable interest among multimedia
researchers lately. Varied methodologies have been adopted for characterizing
affective media including analysis of the content [37], or the behavior of users
viewing emotional content in terms of facial expressions [41] and physiological
responses such as brain activity, heart beat rate and skin conductance [68, 57,
109, 50]. While content-based methods have been unable to bridge the semantic
gap between low-level audiovisual features and high-level emotion, user-based
approaches have only achieved moderate success due to prevalent differences
between the expected emotion (which the content creator or director intends to
convey), and the actual emotion evoked in different users.
The burgeoning number of platforms for online multimedia stream-
ing/storage (e.g. YouTube, Netflix) has resulted in generation of a huge database
of multimedia content online. In 2015, approximately 400 hours of videos were
uploaded every minute on YouTube3. This enormous amount of data is not lim-
ited to the online realm, the availability of portable devices storing thousands
of music tracks and pictures has brought massive amounts of multimedia in-
formation in our pockets. However, the huge amount of generated multimedia
information needs to be indexed to be searchable and retrievable by the users.
Most of existing multimedia retrieval systems that rely on user-generated
labels for indexing are potentially biased by subjective judgements and/or
intentions[85]. Moreover, manual tagging of multimedia content interrupts the
user experience process. Therefore, it is necessary to automate the process of
multimedia indexing through implicit tagging. The classical multimedia in-
dexing relies on cognitive indexing procedures which are based on concepts to
characn terize the multimedia content, such as locations, objects, and events.
3www.reelseo.com/hours-minute-uploaded-youtube/
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Whereas, a recent approach, the so-called affective indexing, depends on the
emotions generated by the multimedia content [109]. The implicit affective in-
dexing technique is expected to provide more detailed and meaningful informa-
tion regarding users experience with multimedia [85, 52]. Previously, affective
tags have been used for indexing multimedia content for improving information
retrieval and recommendation systems [98, 52, 134].
1.5 Crowd sourcing affective multimedia tags:
With the proliferation of multimedia content on the web, the need to tag or in-
dex audio and video based on the type of information (sports, documentary)
and emotions (funny, exciting) they convey has become essential– Hanjalic and
Xu [37] term the former as cognitive and the latter as affective categorization.
Furthermore, since movie genres are expressly defined by the emotions they
evoke (e.g., comedy, thriller, romance), the need to develop automated methods
for affective movie categorization is paramount. However, content-centric ap-
proaches that attempt to estimate the scene emotion continuously over time [37],
and user-centered methods that utilize physiological responses to estimate the
general scene emotion [52, 57] have only been moderately successful. The lim-
ited success has been partly due to the (1) inherent difficulty in representing
emotion and (2) non-availability of extensively labeled training data for this
purpose.
Given that data label quality improves with the number of annotations [99],
in chapter4, we suggest that emotion tags compiled from a crowd should be
comparable in quality to that obtained from a few experts. To validate this hy-
pothesis, we obtained time-continuous valence and arousal annotations for 12
Hollywood movie clips from (a) seven experts in controlled lab conditions, and
(b) numerous crowd workers in uncontrolled conditions. We then systemati-
cally condition the crowdsourced annotations using a series of filters. Process-
9
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ing both the expert and (cleaned) crowd-annotated data, we arrive at a repre-
sentative time-continuous emotion characterization for each clip. Finally, we
predict the valence and arousal for a given clip (i) based on a generalized lin-
ear model (GLM) trained with low-level, audio-visual features and (expert or
crowd) annotations for the remaining clips and (ii) a multi-task learning ap-
proach. Comparison of prediction results obtained with expert vs crowd labels
showed that the crowd model outperformed the expert model, thereby confirm-
ing our hypothesis.
1.6 Structure of the Thesis
This thesis is structured as follows: in Chapter 2 we report our research on a
multimodal MEG-based dataset for user-centric affect recognition that is col-
lected within very controlled lab environments; in Chapter 3 we present two
datasets that are collected via commercial sensors in user-friendly environments.
We present it is possible to recognize personality of users given their pyscho-
physiological signals. It is also possible to perform cross-user affect recognition
using a novel signal noise tolerant system; in Chapter 4 we propose a crowd-
sourcing solution to obtain high-quality time-continuous affect annotations for
affective multimedia tagging. Finally, in Chapter 5, we summerize the thesis
and we elaborate the possible future research directions.
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Chapter 2
MEG-based Multimodal Database for
Decoding Affective Physiological
Responses
Humans feel emotions when looking at movies or when listening to or watching
music videos. One way to capture these emotions is using facial expressions,
but these are easily controllable and not always reliable. In addition, the litera-
ture has investigated facial expressions and psychological signals in depth. On
the other hand, the brain signals seem to be a more reliable way of capturing the
genuine emotions. To the best of our knowledge, particularly the Magnetoen-
cephalogram (MEG) responses to dynamic stimuli has not been investigated in
any emotion recognition studies. The hypothesis is that by measuring these sig-
nals we are able to capture reliably the emotions felt by the users. By doing
a comprehensive study under several stimuli we want to validate the hypoth-
esis and show that indeed by using MEG, one can get a good estimate of the
emotions.
Upon reviewing related literature, one can make the following observations:
1. All these studies, apart from DEAP [57], derive their conclusions from
experiments involving a relatively small number of stimuli. This is because
such studies are inherently hard to conduct. One needs to take into account
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the time required for subject preparation, stimulus viewing and recording
user ratings while designing the experiment protocol. Also, the fact that
fatigue strongly influences the quality of emotional responses discourages
lengthy experiments with many stimuli.
2. While all these approaches have been generally successful in isolating
physiological correlates of specific emotions arising from the presented
stimuli, no comparison studies have been made to determine which stimu-
lus is ideally suited for affect computation, given the experiment hypothe-
ses and duration. This research targets one of the first steps in that direc-
tion.
3. There are no available datasets having recorded MEG signals, physiologi-
cal signals and video of the face of the subjects while they were stimulated
by emotional video clips other than the one we developed in our research.
The gap that we aim to fill is the one left by the deficit of a multi-modal emo-
tion recognition system, that has the capability to analyze MEG brain signals,
standard physiological signals, facial expressions, and the verbal and non-verbal
behaviors in response to dynamic stimuli. Another contribution of this study is
to find the mappings between different modalities. Although each aspect of this
problem (except MEG) has been considered as an interesting problem and has
been investigated previously, studying all of these together gives us a proper
scale for comparing these modalities regarding their ability to encode emotions.
This chapter1 covers the development of a dataset2 to answer the following
research questions (RQs):
• RQ1: Doed MEG brain signals encode affective brain responses to affec-
tive video contents?
1The research is an extension to our previous works [49, 50] and it is published [53] in IEEE Transactions on
Affective Computing, Jan. 2015.
2The developed dataset is publicly available to the research community:
mhug.disi.unitn.it/wp-content/DECAF/DECAF.html
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• RQ2: Which class of affective video stimuli works better in eliciting con-
sistent target emotions across users? Music video clips or video movie
clips?
2.1 Introduction
Affect recognition is a necessity in human-computer interaction. Users’ de-
mands can be implicitly inferred from their emotional state, and systems effec-
tively responding to emotional inputs/feedback can greatly enhance user experi-
ence. However, affect recognition is difficult as human emotions manifest both
explicitly in the form of affective intonations and facial expressions, and subtly
through physiological responses originating from the central and peripheral ner-
vous system. Given that the majority of multimedia content is created with the
objective of eliciting emotional reactions from viewers, representing, measuring
and predicting emotion in multimedia content adds significant value to multi-
media systems [1]. Approaches to predict affect from multimedia can be cat-
egorized as (i) content-centric [37, 126], using primitive audio-visual features
which cannot adequately characterize the emotion perceived by the viewer, or
(ii) user-centric, employing facial expressions [41] and speech intonations [84],
which denote a conscious and circumstantial manifestation of the emotion, or
peripheral physiological responses [68], which capture only a limited aspect of
human emotion.
Recently, cognition-based approaches employing imaging modalities such as
fMRI and EEG to map brain signals with the induced affect [38, 57, 109] have
gained in popularity, and brain signals encode emotional information comple-
mentary to multimedia and peripheral physiological signals, thereby enhancing
the efficacy of user-centric affect recognition. However, acquisition of high-
fidelity brain signals is difficult and typically requires the use of specialized
lab equipment and dozens of electrodes positioned on the scalp, which impedes
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naturalistic user response. Magnetoencephalogram (MEG) is a non-invasive
technology for capturing functional brain activity, which requires little physical
contact between the user and the sensing coil (Fig. 2.2), and therefore allows
for (1) recording meaningful user responses, with little psychological stress and
(2) compiling affective responses over long time periods. Also, MEG responses
can be recorded with higher spatial resolution as compared to EEG.
In this chapter, we present DECAF– a MEG-based multimodal database for
decoding affective user responses. Benefiting from facile data acquisition, DE-
CAF comprises affective responses of 30 subjects to 36 movie clips (of length
µ=80s, σ=20) and 40 1-minute music video segments (used in [57]), mak-
ing it one of the largest available emotional databases3. In addition to MEG
signals, DECAF contains synchronously recorded near-infra-red (NIR) facial
videos, and horizontal Electrooculogram (hEOG), Electrocardiogram (ECG),
and trapezius-Electromyogram (tEMG) peripheral physiological responses4. A
major limitation of affective computing works [68, 57, 109] that DECAF seeks
to address is the lack of benchmarking with respect to stimuli and sensing
modalities. DECAF facilitates comparisons between (1) MEG vs. EEG modali-
ties for affect sensing via their performance on the DEAP database [57], and (2)
music-video vs. movie clips concerning their suitability for emotion elicitation.
We present analyses concerning (i) participants’ self-assessment ratings for
arousal and valence for music and movie stimuli, (ii) correlations between user
ratings (explicit feedback) and implicitly observed MEG responses, and (iii)
single-trial classification of valence, arousal and dominance from MEG, periph-
eral responses, facial activity, content-based audio visual features and fusion of
these modalities. Finally, time-continuous emotion annotations useful for dy-
namic emotion analysis, were compiled from seven experts for the movie clips–
as an application, we show dynamic emotion prediction on time-contiguous
3http://disi.unitn.it/˜mhug/DECAF.html
4DECAF represents a significant extension of the dataset reported in [50], which only contains MEG and
peripheral physiological responses of 18 subjects.
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snippets from the movie clips with a model trained using these annotations and
audio-visual/MEG features.
The chapter is organized as follows: Section 2.2 overviews related work.
Methodology adopted for movie clip selection is described in Section 2.3, while
the experimental protocol is detailed in Section 2.4. Analysis of users’ self as-
sessments is presented in Section 2.5, while features extracted for affect recog-
nition are described in Section 2.6. Correlations between self-assessments and
physiological responses along with single-trial classification results are pre-
sented in Sections 2.7 and 2.8. Dynamic emotion estimation is detailed in
Section 2.9, and conclusions are stated in Section 2.10.
2.2 Related Work
Creating a stimulus database for eliciting emotions is crucial towards under-
standing how affect is expressed in controlled lab conditions. The actual emo-
tion induced upon perceiving a stimulus designed to elicit an intended emo-
tion is influenced by a number of psychological and contextual factors, and can
therefore be highly subjective. Consequently, ensuring that the actual affective
response is in agreement with the intended response is non-trivial, and is typ-
ically achieved in practice as follows: (1) Many affective studies assume that
the entire gamut of human emotions can be represented on the valence-arousal-
dominance5 (VAD) space as proposed by Bradley [13], and (2) To largely ensure
that the elicited and intended emotions are consistent, presentation stimuli are
carefully selected based on literature, or based on ‘ground truth’ V-A ratings
acquired from a large population that evaluates them prior to the actual study.
Gross and Levenson’s seminal work on affective database creation [32] eval-
5Valence indicates emotion type (pleasant or unpleasant), while arousal denotes the intensity of emotion (ex-
citing or boring). Dominance measures the extent of control on viewing a stimulus (feeling empowered or help-
less) [57]. We mainly use the VA-based affect representation, shown to account for most emotional responses by
Greenwald et al. [31].
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uates the responses of 494 subjects to 250 movie clips for identifying 16 movie
clips capable of evoking eight target emotions. Content-based affect recog-
nition works [37, 126] also perform emotion analysis on movie clips/scenes.
User-centric emotion recognition works have employed a variety of stimuli to
elicit emotions– Joho et al. [41] use a combination of movie and documen-
tary clips to evoke facial activity, which is then used for highlights detection.
Use of physiological responses for recognizing affect, pioneered by Sinha and
Parsons [103] to distinguish between neutral and negative imagery, has gained
popularity recently. Lisetti and Nasoz [68] use movie clips and mathematical
equations to evoke emotions, which are decoded from users’ skin conductance,
heart rate, temperature, EMG and heat flow responses. Kim and Andre´ [56] use
audio music clips to induce emotions, recognized through heart rate, EMG, skin
conductivity and respiration changes.
Among cognition-based approaches, the DEAP dataset [57] is compiled to
develop a user-adaptive music recommender system. It contains EEG, galvanic
skin response (GSR), blood volume pressure, respiration rate, skin temperature
and EOG patterns of 32 viewers watching 40 one-minute music video excerpts.
The MAHNOB-HCI database [109] is compiled to model emotional responses
of users viewing multimedia stimuli. It contains face and upper-body video,
audio, physiological and eye-gaze signals of 27 participants watching 20 emo-
tional movie/online clips in one experiment, and 28 images and 14 short videos
in another. Analyses on the DEAP and MAHNOB-HCI datasets confirm that
EEG effectively encodes emotional information, especially arousal.
Examination of related works reveals that user-centered affect recognition
has been achieved with diverse stimuli, reflecting the fact that human affect
sensing is multimodal. However, indigenous stimuli and signals employed by
each of these works provides little clarity on (1) which stimulus most effectively
elicits consistent emotional responses across users, in order to maximize our
understanding of affect perception and expression, and (2) which modality best
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characterizes user emotional responses– answers to these questions can increase
the efficacy of affect recognition approaches. DECAF is compiled with the
aim of evaluating both stimuli and sensing modalities for user-centered affect
recognition.
2.3 Stimuli Selection
One of our objectives was to compile a large database of affective movie stimuli
(comparable in size to DEAP [57]) and user responses for the same. This section
describes how the 36 movie clips compiled to this end were selected. Based on
previous studies that have identified movie clips suited to evoke various target
emotions [32, 8], we initially compiled 58 Hollywood movie segments. These
clips were shown to 42 volunteers, who self-assessed their emotional state on
viewing each video to provide: valence level (very negative to very positive),
arousal level (very calm to very excited), and the most appropriate tag that de-
scribes the elicited emotion (Table 2.1).
These annotations were processed to arrive at the final set of 36 clips as
follows:
(1) To ensure that the annotations are comparable, we transformed all V and A
annotations using the z-score normalization.
(2) To better estimate the affective perception of annotators, we discarded the
outliers from the pool of annotators for each video clip as follows: Along the
V-A dimensions, we thresholded the annotations at zero to associate high (Hi)
and low (Li) video sets to each annotator (i = 1...42). We then computed
Jaccard distances DH , DL (42 × 42 matrices) between each pair of annotators
i, j for the high, low sets, e.g., DH(i, j) = 1 − |Hi∩Hk||Hi∪Hk| , where |.| denotes set
cardinality, and cumulative distance for each annotator from peers as the sum
of each row. Finally, we derived Median Absolute Deviation of the cumulative
distance distribution, and those annotators more than 2.5 deviations away from
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the median were considered outliers as per [65]. In all, 5 and 2 outlier annotators
were respectively removed for the V and A dimensions.
(3) Similar to [57], we computed µ/σ from the inlier V-A ratings for each movie
clip as plotted in Fig. 2.1, and chose 36 clips such that (a) their ratings were
close to the corners of each quadrant, (b) they were uniformly distributed over
the valence-arousal plane, and (c) only one clip per movie was chosen from
each quadrant to avoid priming effects. Table 2.1 contains descriptions of the
selected movie clips, while Fig. 2.1 presents the distribution of µ/σ ratings for
the original 58 clips and highlights the 36 selected clips. The mean V-A ratings
listed in Table 2.1 are considered as ground truth annotations in our work.
The chosen movie clips were 51.1–128.2s long (µ = 80, σ = 20) and were
associated with diverse emotional tags. For benchmarking affective stimuli, we
also recorded emotional responses to 40 one-minute music video used in the
DEAP study [57].
2.4 Experiment Setup
In this section, we present a brief description of (a) MEG, peripheral physiolog-
ical and facial signals recorded in the study before detailing the (b) experimental
set-up and protocol.
2.4.1 MEG, peripheral physiological signals, and NIR facial videos
To collect users’ implicit affective responses, we recorded (i) Magnetoencephalo-
gram (MEG), (ii) horizontal Electrooculogram (hEOG), (iii) Electrocardiogram
(ECG), (iv) Trapezius Electromyogram (tEMG) and (v) Near Infra-red (NIR)
facial video signals that are described below.
MEG: MEG technology enables non-invasive recording of brain activity and
is based on SQUIDS (Super-conducting Quantum Interference Devices), which
enables recording of very low magnetic fields. Magnetic fields produced by the
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Table 2.1: Description of movie clips selected for the DECAF study with their duration in
seconds (L), most frequently reported emotion tag and statistics derived from 42 annotators.
Introductory videos are marked with **.
Emotion ID Source Movie L Valence Arousal Scene Description
µ σ µ σ
Amusing
01 Ace-Ventura: Pet Detective 102.1 1.22 0.53 1.03 1.00 Ace Ventura successfully hides his pets from the landlord
02 The Gods Must be Crazy II 67.1 1.56 0.50 1.20 0.96 A couple stranded in the desert steal ostrich eggs for food
04 Airplane 85.2 0.99 0.83 1.15 0.88 Woman and co-passengers react as pilot struggles to control aircraft
05 When Harry Met Sally 100.2 1.05 0.61 1.08 1.02 Sally shows Harry how women fake orgasms at a restaurant
** Modern Times 106.4 0.87 0.69 -0.35 0.86 Bewildered factory worker in an assembly line
Funny
03 Liar Liar 55.1 0.95 0.65 0.56 0.96 Prosecution and defense discuss a divorce case in court
06 The Gods Must be Crazy 52.1 1.26 0.56 0.81 1.15 Man tries to get past an unmanned gate on a brakeless jeep
07 The Hangover 90.2 0.95 0.70 0.85 1.06 Group of friends on the morning after a drunken night
09 Hot Shots 70.1 0.98 0.66 0.81 0.90 A hilarious fight sequence
Happy
08 Up 67.1 1.42 0.43 0.35 1.18 Carl– a shy, quiet boy meets the energetic Elle
10 August Rush 90.1 0.76 0.68 -1.17 1.02 A son meets his lost mother while performing at a concert
11 Truman Show 60.1 0.90 0.50 -1.98 0.69 Truman and his lover go to the beach for a romantic evening
12 Wall-E 90.2 1.41 0.53 -0.82 0.91 Wall-E and Eve spend a romantic night together
13 Love Actually 51.1 1.03 0.70 -1.38 0.80 Narrative purporting that ’Love is everywhere’
14 Remember the Titans 52.1 0.79 0.58 -0.99 0.82 Titans win the football game
16 Life is Beautiful 58.1 1.10 0.42 -0.16 0.79 Funny Guido arrives at a school posing as an education officer
17 Slumdog Millionaire 80.1 0.94 0.35 -0.34 0.85 Latika and Jamal unite at the railway station
18 House of Flying Daggers 77.2 0.84 0.56 -1.79 0.88 Young warrior meets with his love with a bouquet
Exciting 15 Legally Blonde 51.1 0.64 0.37 -0.62 0.80 Elle realizes that she has been admitted to Harvard Law School33 The untouchables 117.2 -0.70 0.60 1.05 0.70 Shoot-out at a railway station
Angry
19 Gandhi 108.1 -0.50 0.67 -1.00 0.92 Indian attorney gets thrown out of a first-class train compartment
21 Lagaan 86.1 -0.98 0.49 -0.69 0.71 Indian man is helpless as a British officer threatens to shoot him
23 My Bodyguard 68.1 -0.81 0.59 -1.35 0.79 Group of thugs provoke a teenager
35 Crash 90.2 -1.56 0.45 0.45 0.95 A cop molests a lady in public
Disgusting 28 Exorcist 88.1 -1.52 0.64 1.71 0.90 An exorcist inquires a possessed girl34 Pink Flamingos 60.2 -1.95 0.61 0.18 0.83 A lady licks and eats dog faeces
Fear
30 The Shining 78.1 -0.85 0.49 1.01 0.95 Kid enters hotel room searching for his mom
36 Black Swan 62.2 -1.07 0.35 1.00 0.73 A lady notices paranormal activity around her
** Psycho 76.2 -1.23 0.73 0.44 1.01 Lady gets killed by intruder in her bath tub
Sad
20 My girl 60.1 -0.85 0.62 -0.82 1.06 Young girl cries at her friend’s funeral
22 Bambi 90.1 -0.95 0.37 -0.43 1.07 Fawn Bambi’s mother gets killed by a deer hunter
24 Up 89.1 -0.99 0.45 -0.97 0.76 Old Carl loses his bedridden wife
25 Life is Beautiful 112.1 -0.62 0.41 -0.16 0.81 Guido is caught, and shot to death by a Nazi soldier
26 Remember the Titans 79.1 -0.84 0.53 -0.55 0.87 Key Titans player is paralyzed in a car accident
27 Titanic 71.1 -0.98 0.57 -0.30 0.99 Rescuers arrive to find only frozen corpses in the sea
31 Prestige 128.2 -1.24 0.73 1.20 0.88 Lady accidentally dies during magician’s act
Shock 29 Mulholland Drive 87.1 -1.13 0.55 0.82 0.97 Man shocked by suddenly appearing frightening figure32 Alien 109.1 -0.99 0.71 1.22 0.76 Man is taken by an alien lurking in his room
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Figure 2.1: Distribution of videos’ µ/σ ratings in the V-A plane. The 36 selected videos are
highlighted in green, while two introductory videos are highlighted in blue.
human brain are in the order of femtotesla (fT) and since sensors are really sen-
sitive to noise, the MEG equipment is located in a magnetically shielded room
insulated from other electrical/metallic installations. A multiple coils configu-
ration enables measurement of magnetic fields induced by tangential currents,
and thus, brain activity in the sulci of the cortex can be recorded. We used the
ELEKTA Neuromag device which outputs 306 channels (corresponding to 102
magnetometers and 204 gradiometers, as in Fig. 2.5) with a sampling frequency
of 1 KHz.
Unlike in EEG, MEG sensors do not touch the subject’s head and the par-
ticipant can potentially make head movements during the recordings. However,
due to high spatial resolution, even small head movements will cause a sensor
to sense another part of the brain and induce changes in the MEG signal. There-
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fore, we asked subjects to not move their head during the recordings. To com-
pensate for inadvertent head movements, before each recording, we attached
five Head Position Indicator (HPI) coils to accurately determine the subject’s
head pose. Two HPI coils were attached behind the ears without being in the
hair, while three coils were interspersed on the forehead. Prior to the experi-
ment, we also recorded the subject’s skull shape by sampling the 3D positions
of 210 points uniformly distributed around the skull6.
ECG: ECG is well known for its relevance in emotion recognition [56, 57,
109]. ECG signals were recorded using three sensors attached to the participant.
Two electrodes were placed on the wrist, and a reference was placed on a boney
part of the arm (ulna bone). This setup allows for precise detection of heart
beats, and subsequently, accurate computation of heart rate (HR) and heart rate
variability (HRV).
hEOG: Electrooculography denotes the measurement of eye movements,
fixations and blinks. In this study, we used hEOG which reflects the horizontal
eye movement of users by placing two electrodes on the left and right side of
the user’s face close to the eyes. Zygomatic muscle activities produce high
frequency components in the bipolar EOG signal, and hence the EOG signal
also captures facial activation information.
tEMG: Different people exhibit varying muscle movements while experi-
encing emotions. However, some movements are involuntary– e.g., nervous
twitches produced when anxious, nervous or excitable. Trapezius EMG is
shown to effectively correlate with users’ stress level in [128]. We placed the
EMG bipolar electrodes above the trapezius muscle to measure the mental stress
of users as in [56, 57]. The ECG reference electrode also served as reference
for hEOG and tEMG.
NIR Facial Videos: As the MEG equipment needs to be electrically shielded,
6While DECAF contains HPI information, HPI-based MEG signal compensation will be attempted in future
work. Since head-movement can induce noise in the MEG data, HPI MEG compensation can be useful for dis-
carding noise and improving signal-to-noise ratio.
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traditional video cameras could not be used for recoding facial activity, and we
therefore used a near infra-red camera for the same. Facial videos were recorded
as avi files at 20 fps.
The ELEKTA Neuromag device accurately synchronizes MEG signals with
the peripheral physiology signals. Synchronization of the NIR videos was han-
dled by recording the sound output of the stimulus presentation PC with the
user’s facial videos, and using this information to determine stimulus begin-
ning/end.
2.4.2 Experimental set-up
Materials: All MEG recordings were performed in a shielded room with
controlled illumination. Due to sensitivity of the MEG equipment, all other
devices used for data acquisition were placed in an adjacent room, and were
controlled by the experimenter. Three PCs were used, one for stimulus presen-
tation, and two others for recording NIR videos and MEG, physiology data as
seen in Fig. 2.2. The stimulus presentation protocol was developed using MAT-
LAB’s Psychtoolbox (http://psychtoolbox.org/) and the ASF framework [96].
Synchronization markers were sent from the stimulus presenter PC to the MEG
recorder for marking the beginning and end of each stimulus. All stimuli were
shown at 1024 × 768 pixel resolution and a screen refresh rate of 60 Hz, and
this display was projected onto a screen placed about a meter before the subject
inside the MEG acquisition room (Fig. 2.2). All music/movie clips were played
at 20 frames/second, upon normalizing the audio volume to have a maximum
power amplitude of 1. Participants were provided with a microphone to report
their emotional state and communicate with the experimenters.
Protocol: 30 university graduate students (16 male, age range 27.3 ± 4.3)
participated in the experiments. Data acquisition for each participant was spread
over two sessions– movie clips were presented in one session, and music videos
in the other (Fig. 2.3). The presentation order of the music and movie clips
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Figure 2.2: (Left) Illustration of the experimental set-up. (Right) A subject performing the
experiment– the stimulus is presented on the screen to the left, while the subject is seated under
the MEG equipment on the right.
Figure 2.3: Timeline for experimental protocol.
was counterbalanced across subjects. During each session, music/movie clips
were shown in random order, such that two clips with similar valence, arousal
characteristics did not follow one another. To avoid fatigue, each recording
session was split into two halves (20 music/18 movie clips shown in each half)
and lasted one hour. We recorded the resting state brain activity for five minutes
at the beginning of each session, and for one minute at the end or before/after
breaks.
Subject Preparation: To ensure the absence of metallic objects near the
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MEG equipment, prior to each recording session, participants had to change
their clothing and footwear– those wearing glasses were given suitable metal-
free replacements. First, participants were briefed about the experiment and
asked to provide written informed consent. HPI coils were placed on their head
and their head shapes and coil positions were registered as explained in sec-
tion 2.4.1. Once inside the MEG room, electrodes of physiological sensors
were attached to participants, and by checking the impedance level of the elec-
trodes from the MEG recorder, we made sure that they were comfortable and
were positioned correctly under the MEG sensor. Participants were provided
with a desk pad, pillows and blanket to relax during the experiment. We then
recorded five minutes resting state brain activity while the subject was fixat-
ing on a cross at the middle of the screen. Then, two practice trials (with the
videos highlighted in blue in Fig 2.1, and denoted using ** in Table 2.1) were
conducted to familiarize subjects with the protocol.
Each acquisition session involved a series of trials. During each trial, a fixa-
tion cross was first shown for four seconds to prepare the viewer and to gauge
his/her rest-state response. Upon stimulus presentation, the subject conveyed
the emotion elicited in him/her to the experimenter through the microphone.
Ratings were acquired for (i) Arousal (’How intense is your emotional feeling
on watching the clip?’) on a scale of 0 (very calm) to 4 (very excited), (ii)
Valence (’How do you feel after watching this clip?’) on a scale of -2 (very
unpleasant) to 2 (very pleasant), and (iii) Dominance on a scale of 0 (feeling
empowered) to 4 (helpless). A maximum of 15 seconds was available to the
participant to convey each rating. All in all, the whole experiment (spread over
two sessions) including preparation time took about three hours per subject,
who was paid a participation fee of e40.
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2.5 Rating Analysis
2.5.1 Self-assessments: Music vs movie clips
As mentioned earlier, one objective behind compiling the DECAF database was
to examine the effectiveness of different stimuli in eliciting similar emotional
responses across subjects. In this section, we compare the self-assessment (or
explicit) valence-arousal ratings for music and movie clips provided by the DE-
CAF participants. Since self-reports are a conscious reflection of the user’s
emotional state upon viewing the stimulus, one can expect any differences be-
tween the ratings for music and movie clips to also impact affect recognition
from physiological responses.
Fig. 2.4 presents distributions of the V-A ratings provided by the 30 DECAF
participants for movie and music clips. The blue, magenta, black and red col-
ors respectively denote high arousal-high valence (HAHV), low arousal-high
valence (LAHV), low arousal-low valence (LALV) and high arousal-low va-
lence (HALV) stimuli as per the ground-truth ratings derived from Table 2.1 for
movie clips and [57] for music videos. A U-shape, attributed to the difficulty in
evoking low arousal but strong valence responses [60, 57], is observed for both
movie and music clips. The ‘U’ bend is particularly pronounced in the case of
music clips, implying that a number of stimuli were perceived to be close-to-
neutral in valence, and there is considerable overlap among the four quadrants.
For movie clips, perfect agreement with the ground-truth is noted for valence,
but cluster overlap is observed along the arousal dimension.
We performed two-sample t-tests to check if the arousal characteristics of
movie/music stimuli influenced their valence ratings– these tests revealed that
valence ratings differed very significantly for HA music (t(18) = 9.4208, p <
0.000001), HA movie (t(16) = 13.5167, p < 0.000001) clips and LA movie
clips (t(16) = 11.586, p < 0.000001), but somewhat less significantly for LA
music clips (t(18) = 5.6999, p < 0.00005). Conversely, similar significance
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Figure 2.4: Mean V-A ratings for movie (left) and music clips (right) derived from DECAF
participants.
levels were observed while comparing arousal ratings for HV music (t(18) =
4.2467, p < 0.0005) and movie (t(16) = 4.2988, p < 0.0005), as well as LV
music (t(18) = −4.8256, p < 0.005) and movie (t(16) = −3.3194, p < 0.005)
stimuli. Overall, the valence-arousal distinction was slightly better for movie
vis-a´-vis music clips.
To evaluate how consistently emotional responses were elicited across sub-
jects, we measured agreement between the ground-truth and participant ratings
using the Cohen’s Kappa measure assuming that ground-truth V-A labels were
provided by an ‘ideal’ annotator. To this end, we assigned high/low V-A la-
bels to the stimuli based on each user’s median ratings, and computed κ be-
tween the ground-truth and user judgements. The mean κ over all subjects for
music-valence, movie-valence, music-arousal and movie-arousal were found to
be 0.50±0.17, 0.67±0.24, 0.14±0.17 and 0.19±0.17 respectively. Agreement
with the ground-truth was higher for movie stimuli, implying that movie stim-
uli evoked intended emotions more consistently across users. Also, agreement
was considerably higher for valence, indicating stronger differences in arousal
perception across subjects.
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2.6 Data Analysis
This section describes the procedure for data preprocessing and feature extrac-
tion from (i) MEG signals, (ii) physiology signals, (iii) face videos and (iv)
multimedia signals. All the cut-off frequencies and smoothing parameters em-
ployed were adopted from [56, 109, 57]. For both MEG and peripheral physio-
logical modalities, we computed (1) time-continuous features for dynamic emo-
tion analysis and (ii) statistical measures7 computed over the time-continuous
features, considering only the final 50 seconds.
2.6.1 MEG preprocessing and feature extraction
MEG preprocessing involved three main steps, (i) Trial segmentation, (ii) Spec-
tral filtering and (iii) Channel correction, that were handled using the MATLAB
Fieldtrip toolbox [83]. Since magnetometer outputs are prone to environmental
and physiological noise, we only used the gradiometer outputs for our analysis.
Trial Segmentation: Participant responses corresponding to each trial were
extracted by segmenting the MEG signal from 4 seconds prior to stimulus pre-
sentation (pre-stimulus) to the end of stimulus. Per subject, there were 36 and
40 trials for the movie clips and music videos respectively.
Frequency domain filtering: Upon downsampling the MEG signal to 300 Hz,
low-pass and high-pass filtering with cut-off frequencies of 95 Hz and 1 Hz
respectively were performed. The high-pass filter removes low frequency am-
bient noise in the signal (e.g., generated by moving vehicles). Conversely, the
low-pass filter removes high frequency artifacts generated by muscle activities
(between 110-150 Hz).
Channel correction: Dead and bad channels were removed from the MEG
data. Dead channels output zero values, while bad channels are outliers with
7mean (µ), standard deviation (σ), skewness, kurtosis, percentage of values above µ + σ, and percentage of
values below µ− σ
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respect to metrics such as signal variance and signal amplitude z-score over
time. To preserve the dimensional consistency of MEG data over all trials and
subjects, removed channels were replaced with interpolations from neighboring
channels.
Time-Frequency analysis (TFA): The spectral power in certain frequency bands
has been found to contain valuable information for affect recognition in a num-
ber of EEG studies. The multitaper and wavelet transforms are typically used
in order to achieve better control over frequency smoothing, and high frequency
smoothing has been found to be beneficial when dealing with brain signals
above 30 Hz [77]. Therefore, we used variable-width wavelets to transform
the preprocessed MEG signal to the time-frequency domain for spectral power
analysis.
MEG-TFA Features: We used a time-step of 1s for temporal processing of the
MEG signal from each trial, and a frequency step of 1 Hz to scan through a fre-
quency range of 1-45 Hz. We linearly varied the wavelet width with frequency,
increasing from 4 for lower frequencies to 8 for higher frequencies. Upon ap-
plying a wavelet transform on the MEG data, we performed the following steps:
(a) We used a standard Fieldtrip function for combining the spectral power of
each planar gradiometer pair to obtain 102 combined-gradiometer (GRAD) re-
sponses. (b) In order to better elucidate the MEG response dynamics following
stimulus presentation for each subject, individual trial power was divided by a
baseline power, obtained as the mean over two seconds pre-stimulus from all
trials. (c) To increase dynamic range of the spectral power, the time-frequency
output was logarithm transformed.
Channel Grouping: On computing the MEG spectral power over 102 GRAD
pairs, in order to reduce data dimensionality while preserving spatial informa-
tion, the 102 channels were divided into nine groups according to functionality
of different brain regions namely: Vertex, left temporal, right temporal, left
parietal, right parietal, left occipital, right occipital, left frontal and right frontal
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(Fig. 2.5). The sensors in each group encode different brain functionalities that
may directly or indirectly relate to emotions, and we show that this grouping
is beneficial for affect recognition in Sec. 2.8. Per subject and movie/music
clip, time-frequency analysis outputs nine (one per group) 3D matrices with the
following dimensions: K× clip length time points × 45 frequencies, where K
denotes the number of GRAD channels per group.
DCT features: The Discrete Cosine Transform (DCT) is often used in sig-
nal, image and speech compression applications due to its strong energy com-
paction ability. Also, the DCT feature space has been shown to efficiently
compress spatio-temporal patterns of MEG data without impacting model pre-
cision [54]. We employed DCT to compress the MEG-TFA output on a per-
second basis, as well as for single-trial classification. Per second, from each
of the 9 lobes we extracted 60 DCT coefficients (4 along spatial and 15 along
spectral respectively), and concatenated them to extract 540 DCT features. For
single-trial classification, from each brain lobe, we used the first n = 2 DCT
coefficients from the spatial, temporal and spectral dimensions to obtain a total
of 9× 8 = 72 features. We observed that classification results did not improve
with n > 2 DCT coefficients per dimension– this could be attributed to the
fact that our model training involves much fewer examples as compared to the
feature dimensionality.
2.6.2 Peripheral physiological feature extraction
hEOG features
The horizontal EOG signal has information about eye movements, point-of-
gaze and eye blinks. Muscular facial activities and eye blinks appear as high
frequency components in the EOG signal. Eye movements, blinks and facial
muscular activities have been found to be highly correlated with emotional re-
sponses [57, 109].
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Figure 2.5: Elekta Neuromag MEG channel positions. Channels corresponding to different
lobes are color-coded (figure adapted from www.megwiki.org, best viewed under zoom).
Eye movements: To extract eye movement information, we low-pass filtered
the signal with 5 Hz cut off, and then used wavelet transform to extract power
spectral density (PSD) in 0-2 Hz range with a frequency resolution of 0.2 Hz,
and temporal resolution of 50ms. Then for each second, we averaged the PSD
values over frequency ranges of {[0, 0.1), [0.1, 0.2), [0.2, 0.3), [0.3, 0.4), [0.4, 0.6),
[0.6, 1.0), [1.0, 1.5), [1.5, 2)}. Therefore, we obtained 8 features per second to
describe eye movements.
Facial muscle activity: Facial muscular activities mainly relate to the move-
ment of zygomatic major muscles, which occurs when a subject exhibits a smile,
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frown or other facial expressions. We limited the signal to 105-145 Hz, and then
used wavelet transform to extract PSD with a frequency resolution of 1 Hz and
temporal resolution of 500 ms.
Then for each second, we averaged the PSD values over {[105, 115), [115, 130),
[130, 145)} frequency ranges. Since there are many muscles controlling facial
activities, we used the three bands to obtained fine-grained information regard-
ing muscular activities. Therefore per second, we obtained three values to rep-
resent zygomatic activities. Overall, from hEOG, we obtained 11 vectors of
clip-length duration.
ECG features
From the ECG signal, we extracted information from both the original signal
and its PSD.
Heart beats: We detected heart beats through R-peak detection in the ECG sig-
nal. Upon removal of low frequency components, R-peaks were detected as the
amplitude peaks. We then computed inter-beat-intervals (IBI), heart rate (HR)
and heart rate variability (HRV) as the derivative of HR. Upon smoothing HR
with a Kaiser window of temporal width 10 sec, and shape parameter β = 16),
we computed two features (smoothed HR and HRV) per second from which,
statistical measures over IBI, smoothed HR, and HRV during the final 50 sec-
onds of each trial were derived for affect recognition.
Power spectral density: ECG was recorded at 1 KHz sampling rate, and we
used a wavelet transform over the ECG signal to extract the PSD in the fre-
quency range of 0-5 Hz. Then, the mean PSD magnitudes over the frequency
intervals {(0, 0.1], (0.1, 0.2], (0.2, 0.3], (0.3, 0.4], (0.4, 0.5], (0.5, 0.6], (0.6, 1],
(1, 1.5], (1.5, 2], (2, 2.5], (2.5, 5.0]} were used as features– this gave us 11 val-
ues per second.
For single-trial classification alone, additional low-frequency information char-
acterizing emotions was extracted as in [57]. We downsampled the ECG signal
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from 1 KHz to 256 Hz, and removed the low frequency drift. Then, we esti-
mated the signal PSD using Welch’s method with a window length of 15 × sr
and the overlap of 10 × sr, where sr denotes signal sampling rate. We used
the mean PSD over {[0, 0.1), [0.1, 0.2), [0.2, 0.3), [0.3, 0.4]} bands, and the log-
arithm PSD obtained for the sub-bands obtained on dividing [0, 2.4] into 10
equal intervals to obtain 14 more ECG PSD features.
Trapezius EMG
EMG effectively captures the mental stress of users [104]. As bipolar EMG
electrodes are placed above the trapezius muscle, heart-related artifacts are ob-
served in the signal and the EMG signal consists of two components: (1) Heart
activities such as heart beats can be mainly inferred from the 0-45 Hz range,
and (2) Trapezius EMG can be obtained from the {[55, 95), [105, 145)} range.
Heart activities: We low-passed the signal to within 45 Hz, and used
wavelet transform to extract the PSD map with frequency and tempo-
ral resolution of 0.2 Hz and 50 ms respectively. Per second and
trial, we computed the mean PSD over the following frequency bands:
{[0, 0.5), [0.5, 1.5), [1.5, 2.5), [2.5, 3.5), [3.5, 5.0), [5.0, 10), [10, 15), (15, 25),
[25, 45)}, to describe heart activities when the ECG signal was unavailable.
Muscle activities: We band-passed the EMG signal between 55-145 Hz and
employed wavelet transform to extract the PSD map with frequency resolution
of 1 Hz, and temporal resolution of 500 ms. Per each second and trial, we com-
puted two values corresponding to mean PSD over the {[55, 95), [105, 145)}
frequency bands to characterize trapezius muscle activities, and aforementioned
statistical measures over the final 50 seconds were used for affect recognition.
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2.6.3 Facial Expression Analysis
We used histogram equalization to enhance contrast in the recorded NIR facial
videos, and then employed the facial tracker described in [41] to track 12 fa-
cial landmarks (Figure 2.6). Statistical measures over the activation of these
landmarks in the final 50 seconds of each trial were used for classification.
Figure 2.6: Participant’s facial video before (left) and after (middle) histogram equalization.
Tracking 3D grid is shown on the right.
2.6.4 Multimedia features
We computed low-level audio visual features from the movie and music clips as
described in [57] for comparing different modalities, and identifying the salient
emotional information sources– extracted features are listed in Table 2.2. All in
all, 49 video features and 56 audio features were extracted. For single-trial clas-
sification, we computed statistics over 1-second segments, while using statistics
from features computed at the frame level for fine-grained, per-second emotion
estimation described in Sec. 2.9.
2.7 MEG correlates with user ratings
We now present correlations observed between users’ self-assessments and their
MEG responses. In order to directly compare our results with [57], we per-
formed MEG feature extraction identical to [57] briefly described as follows.
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Table 2.2: Extracted audio-visual features from each movie clip (feature dimension listed in
parenthesis).
Audio features Description
MFCC features (39) MFCC coefficients [66], Derivative of MFCC,
MFCC Autocorrelation (AMFCC)
Energy (1) and Pitch (1) Average energy of audio signal [66] and first pitch
frequency
Formants (4) Formants up to 4400Hz
Time frequency (8) mean and std of: MSpectrum flux, Spectral centroid,
Delta spectrum magnitude, Band energy ratio [66]
Zero crossing rate (1) Average zero crossing rate of audio signal [66]
Silence ratio (2) Mean and std of proportion of silence in a time win-
dow [66, 19]
Video features Description
Brightness (6) Mean of: Lighting key, shadow proportion, visual
details, grayness, median of Lightness for frames,
mean of median saturation for frames
Color Features (41) Color variance, 20-bin histograms for hue and light-
ness in HSV space
VisualExcitement (1) Features as defined in [126]
Motion (1) Mean inter-frame motion [69]
Following artefact rejection, we downsampled the MEG signal to 256Hz and
then band-limited the same to within 1-48 Hz. Upon combining gradiometer
outputs, the spectral power between 3 and 47 Hz over the last 30 seconds of
each clip was extracted using Welch’s method with a window size of 256 sam-
ples. Mean power over the θ ([3-8] Hz), α ([8-14] Hz), β ([14-30] Hz) and
γ ([30-45] Hz) for each of 102 MEG sensors were correlated with the users’
self-assessments.
We computed Spearman correlations between the above MEG-PSD outputs
and participants’ self ratings. Following [57], per subject, trial, emotion dimen-
sion and frequency band, correlations were computed over the 102 combined
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GRAD outputs. Upon computing correlations for each subject, and assuming
independence [61], p-values obtained for each subject and condition were fused
over all users using Fisher’s method. Different from [57], we also accounted
for multiple comparisons by controlling false discovery rate (FDR) using the
procedure proposed in [11], and the observed significant correlations are high-
lighted in Fig. 2.7 (p < 0.05, 0.01, and 0.001 are respectively denoted in cyan,
magenta, and red).
Observations: Observations similar to [57] can also be noted from Fig. 2.7.
Thanks to the higher spatial resolution of MEG, a greater number of signif-
icant correlates and a wider range of correlations ([-0.15,0.25] with MEG vs
[-0.1,0.1] with EEG) are observed with MEG signals as compared to EEG. For
both movie and music stimuli, we observe a negative correlation between α,
β and γ powers and the arousal level over the vertex, the parietal and occip-
ital lobes, which is consistent with the findings in [57]. Over the temporal
and occipital lobes, we observe a positive correlation between the θ, β and
γ powers and the valence level. Note that the occipital and temporal lobes
encode low-level audio-visual information which are responsible for inducing
emotions [126]. The possibility of facial muscle activities, which are also
prominent at high frequencies, influencing the observed correlations between
valence/arousal ratings and MEG responses is minimal as facial activities are
likely to occur in response to both negative and positive valence stimuli (e.g.,
funny and disgust). Finally, a few significant negative correlates in the pari-
etal lobe, and few positive correlates in the occipital lobe are observed between
dominance ratings and the MEG β, γ powers.
Movie vs music: As evident from Fig. 2.7, larger and more significant corre-
lations are observed for movie clips as compared to music video clips, which
suggests that emotions are more strongly and consistently evoked by movie
stimuli. In particular, no correlations with p < 0.001 are observed for music
videos for the arousal and dominance dimensions. However, a larger number of
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correlations are observed over all frequency bands for arousal with music clips.
We mention here that some of the detectable correlates for movie stimuli may
have arisen from extraneous factors– e.g., correlates between θ, α powers and
valence ratings may be attributed to eye movements/blinks. Likewise, positive
correlation between γ power and dominance over the occipital lobes could be
explained by low-level visual cues [79], while the similar but weaker correlate
observed for arousal could be owing to the strong positive correlation between
arousal and dominance ratings (0.57±0.24) across participants. Further exam-
ination to more accurately identify the information source responsible for the
above correlations would involve (1) HPI-based MEG signal compensation, (ii)
Independent component analysis, and (iii) Brain source localization using MR
brain scans, which is left to future work.
Figure 2.7: Spearman correlation analysis between the MEG responses and participants’ self-
assessments. Correlation over each channel (in green) is denoted by the gray level, and signif-
icant (p < 0.05, p < 0.01, and p < 0.001) correlations are highlighted with ∗ marks (in cyan,
magenta, and red).
2.8 Experimental Results
We now present comparisons between MEG vs EEG, and movie vs music clips
based on single-trial classification results.
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Table 2.3: Mean binary classification performance for music-video clips with the schema de-
scribed in [57]. F1-scores of distributions significantly over 0.5 are highlighted (*: p < 0.05,
**: p < 0.01, ***: p < 0.001). NR denotes ’not reported’.
Music (SS)
Arousal Valence Dominance
Acc F1 Acc F1 Acc F1
EEG [57] 0.62 0.58** 0.58 0.56** NR NR
Max Baseline [57] 0.64 0.50 0.59 0.50 NR NR
MEG 0.62 0.58*** 0.59 0.55* 0.62 0.53*
Max Baseline 0.52 0.50 0.54 0.50 0.66 0.50
2.8.1 Single-trial Classification: MEG versus EEG
In order to evaluate our MEG-based approach against the EEG framework de-
scribed in [57], we attempted single-trial binary (high/low) classification of va-
lence and arousal employing (i) labels derived from subject-wise self-reports
and (ii) extracting MEG features in a manner identical to [57]. Employing the
Naive-Bayes classifier and subject-specific models, only the top 10% discrimi-
native features based on Fisher feature selection criteria were used in each loop
of a leave-one-trial-out cross-validation scheme. Very comparable results with
EEG and MEG obtained with this procedure (Table 2.3) suggest that the affect
encoding power of EEG and MEG are comparable. However, the increased spa-
tial resolution of MEG allows for fine-grained affective analysis, which enables
similar or superior recognition performance on music and movie clips using the
features extracted in Sec. 2.6 as described later.
While the fairest comparison between EEG and MEG would entail simulta-
neous recording of the two modalities for identical subjects and stimuli, such a
study may be impossible to implement in practice. We have compared emotion
recognition performance based on the results observed on two random subject
populations that are comparable in size, and this is the second best possible way
of performing a comparison in our view. Designing better approaches for com-
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paring the efficacy of different modalities for user-centric emotion recognition
is a research problem requiring further investigation.
2.8.2 Classification procedure and results
On a per-user basis, we attempted to recognize the emotional valence (V),
arousal (A) and dominance (D) of a test music/movie clip as high/low based
on the MEG and peripheral physiological responses. Given the large subjec-
tivity in user responses for music videos in [57], subject-specific labels were
used for each stimulus. However, as (i) many significant correlates observed
between ratings and MEG responses of the user population, and (ii) the stimu-
lus label should reflect the perception of the population instead of individuals,
we repeated the classifications with both population-based (denoted as PB in
Table 2.4) and subject-based (SB in Table 2.4) labels.
Under PB labeling, each stimulus was assigned a high/low (V/A/D) label
based on whether its rating was higher or lower than the mean rating provided by
the participant population for the stimulus set. Likewise, the SB label for each
stimulus denoted whether its rating was higher/lower than the mean subject rat-
ing. The proportion/distribution of positive and negative classes for movie and
music V,A,D under PB/SB tagging is presented in Table 2.4. For SB labeling,
the mean and standard deviation of the positive class distribution are specified.
Under PB labeling, the proportion of positive and negative classes is most im-
balanced for music and movie arousal, whereas the most balanced distributions
under SB labeling are observed for movie valence and music arousal. Given the
unbalanced positive and negative classes, we use F1-scores as the primary mea-
sure to compare classification performance with different stimulus types and
information modalities.
We used a linear SVM classifier for our experiments and the mean accu-
racy and F1-scores obtained over the 30 participants using leave-one-trial-out
cross-validation are tabulated in Table 2.4. The optimal SVM slack parame-
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ter was tuned by considering values in [10−4, 104] using an inner leave-one-out
cross-validation loop. As baselines, we present the F1-scores of (i) a random
classifier, (ii) majority-based voting8 and (iii) voting based on training class
distribution– note that the maximum baseline F1-score is 0.50. Instances where
the F1-score distribution across subjects is significantly higher than 0.5 as de-
termined by a paired t-test are highlighted in Table 2.4.
To demonstrate how the higher spatial resolution of MEG benefits affect
recognition, we present results achieved with features extracted exclusively
from each brain lobe, and also the concatenation of features from all lobes
(MEG Early Fusion or MEF). In addition, we present accuracies and F1-scores
achieved using (i) the combination of hEOG, ECG and tEMG responses (pe-
ripheral physiology or PP), (ii) facial expressions (FE), (iii) multimedia features
(MM), and (iv) late fusion of the decisions from the the MEF, PP, FE and MM
classifiers following the methodology proposed in [58]. If {pi}4i=1 denote the
posterior probabilities output by the four classifiers and ti = αiFi/
∑4
i=1 αiFi,
where αi’s denote fusion weights and Fi denotes F1-score of the ith classifier
on training data, the optimal weights {α∗i} are chosen as those maximizing F1-
score on the training set using an inner cross-validation loop. Posterior proba-
bility of the test sample is computed as
∑
α∗i piti, which is then used to assign
the test label.
2.8.3 Discussion of classification results
In Table 2.4, the obtained F1-scores clearly demonstrate that the increased spa-
tial resolution of MEG benefits affect analysis and recognition. For all condi-
tions, the classification performance obtained with MEG features from at least
one of the nine brain lobes is similar to or better than the performance achieved
with MEF, where features of all the brain lobes are pooled together. This result
8With leave-one-out classification on a balanced class distribution (Table 2.4), majority-based voting would
yield 0% accuracy as the test-label class is in minority in the training set.
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Table 2.4: Single trial classification for music and movie clips– (Upper) classification results
using MEG information from each of the brain lobes. (Middle) Unimodal and multimodal
classification results. (Bottom) Baseline comparisons along with the distribution of positive
samples are tabulated. Mean F1 scores derived from a distribution significantly above chance
level (0.50) are highlighted (*: p < 0.05, **: p < 0.01, ***: p < 0.001). PB, SB respectively
denote use of population and subject-based labels in the classification framework.
Movie (PB) Music (PB) Movie (SB) Music (SB)
A V D A V D A V D A V D
Vertex Acc 0.59 0.57 0.57 0.51 0.51 0.52 0.55 0.55 0.51 0.53 0.50 0.53F1 0.58*** 0.57*** 0.57*** 0.51 0.51 0.51 0.54 0.53 0.48 0.52 0.49 0.49
Left Acc 0.60 0.60 0.58 0.51 0.51 0.52 0.59 0.58 0.51 0.54 0.50 0.54
Temporal F1 0.60*** 0.60*** 0.58*** 0.51 0.51 0.51 0.59*** 0.57** 0.49 0.52 0.49 0.51
Right Acc 0.62 0.56 0.57 0.55 0.53 0.53 0.59 0.55 0.54 0.60 0.54 0.54
Temporal F1 0.62*** 0.55** 0.57*** 0.55* 0.53* 0.53* 0.58** 0.53 0.51 0.58*** 0.53 0.51
Left Acc 0.60 0.56 0.57 0.52 0.52 0.55 0.55 0.56 0.53 0.53 0.48 0.52
Parietal F1 0.60*** 0.55** 0.57*** 0.52 0.51 0.54* 0.54* 0.54* 0.49 0.52 0.47 0.49
Right Acc 0.58 0.57 0.57 0.51 0.51 0.52 0.55 0.55 0.58 0.51 0.53 0.54
Parietal F1 0.57** 0.57*** 0.56*** 0.50 0.50 0.52 0.53 0.53 0.55** 0.50 0.52 0.51
Left Acc 0.58 0.59 0.57 0.51 0.50 0.52 0.53 0.56 0.54 0.55 0.48 0.53
Occipital F1 0.57** 0.58*** 0.56** 0.51 0.50 0.52 0.51 0.54* 0.50 0.54* 0.47 0.50
Right Acc 0.60 0.56 0.56 0.50 0.53 0.50 0.57 0.54 0.55 0.54 0.53 0.53
Occipital F1 0.60*** 0.55** 0.56* 0.50 0.53 0.50 0.56** 0.53 0.52 0.53 0.51 0.49
Left Acc 0.59 0.56 0.57 0.55 0.51 0.51 0.56 0.56 0.53 0.57 0.55 0.60
Frontal F1 0.58*** 0.56*** 0.57*** 0.54* 0.50 0.51 0.55** 0.55** 0.50 0.55** 0.54* 0.56**
Right Acc 0.55 0.59 0.61 0.50 0.52 0.50 0.51 0.54 0.53 0.54 0.52 0.53
Frontal F1 0.55*** 0.59*** 0.61*** 0.49 0.52 0.49 0.50 0.53 0.49 0.53 0.51 0.49
MEG Acc 0.60 0.61 0.59 0.53 0.53 0.54 0.55 0.58 0.55 0.58 0.56 0.55
Early Fusion F1 0.60*** 0.61*** 0.59*** 0.52 0.53 0.54* 0.54* 0.58*** 0.53 0.55** 0.55** 0.53*
Peripheral Acc 0.55 0.60 0.50 0.55 0.59 0.56 0.56 0.60 0.56 0.57 0.55 0.57
Physiology F1 0.54* 0.59*** 0.50 0.54* 0.59*** 0.55** 0.55** 0.59*** 0.54* 0.56** 0.54* 0.54**
Facial Acc 0.58 0.64 0.53 0.60 0.61 0.53 0.56 0.61 0.55 0.58 0.60 0.55
Expressions F1 0.57** 0.64*** 0.53 0.59** 0.60*** 0.53 0.54** 0.61*** 0.54 0.56** 0.58*** 0.52
Multimedia Acc 0.58 0.64 0.33 0.85 0.73 0.57 0.52 0.61 0.53 0.62 0.68 0.58
Content F1 0.57 0.64 0.33 0.85 0.72 0.57 0.51 0.60*** 0.52 0.61*** 0.67*** 0.55*
Late Acc 0.70 0.79 0.66 0.85 0.82 0.66 0.66 0.73 0.72 0.73 0.76 0.74
Fusion F1 0.68*** 0.77*** 0.64*** 0.84*** 0.81*** 0.65*** 0.62*** 0.71*** 0.66*** 0.70*** 0.73*** 0.67***
Random Acc 0.50 0.50 0.50 0.50 0.50 0.50 0.50 0.50 0.50 0.50 0.50 0.50
F1 0.49 0.50 0.50 0.49 0.50 0.50 0.49 0.49 0.48 0.49 0.49 0.48
Majority Acc 0.58 0.00 0.53 0.57 0.53 0.00 0.57 0.53 0.60 0.52 0.54 0.66
F1 0.37 0.00 0.35 0.37 0.34 0.00 0.37 0.33 0.36 0.32 0.34 0.39
Class-ratio Acc 0.51 0.50 0.50 0.51 0.50 0.50 0.54 0.52 0.56 0.52 0.53 0.57
F1 0.50 0.50 0.50 0.50 0.50 0.50 0.50 0.50 0.50 0.50 0.50 0.50
+ve Class Mean 58.3% 50.0% 52.8% 57.5% 52.5% 50.0% 48.4% 49.3% 41.9% 49.3% 46.3% 45.6%
proportion STD - - - - - - 13.6% 9.5% 14.9% 10.7% 10.9% 19.0%
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is unsurprising as the various brain lobes are known to encode different types of
emotional information, as also suggested by the correlation analysis in Sec. 2.7.
Under PB stimulus labeling, the best F1-scores for movie and music arousal
are obtained for the right temporal lobe, while the left and right temporal lobes
respectively are found to encode optimal information for decoding the valence
of movie and music stimuli. Best performance for dominance is obtained with
right-frontal lobe features for movies, and left parietal for music.
Another salient observation is that despite the subjectivity in emotion percep-
tion and expression, reliable and above-chance emotion recognition is achieved
upon associating the physiological responses of each user with stimulus labels
assigned by the population. For movie clips in particular, much better classifi-
cation performance achieved under PB labeling as compared to SB labeling. In
practice, emotion (or genre) tags to movies or music videos are attached based
on the perception of the general audience, and not on the basis of individual
perception. Likewise, for the purpose of affect recognition and emotion elicita-
tion, it would be desirable to work with control stimuli consistently capable of
evoking the target emotion from target users. Movie clips (and corresponding
user responses) compiled as part of DECAF are an important contribution in
this respect.
The obtained results also point to the complementarity of different signals in
encoding emotions. Consistent with the findings in [57], MEG signals are seen
to effectively encode arousal and dominance, while peripheral physiology sig-
nals efficiently encode valence. Facial expressions are also seen to best encode
valence, while audio-visual features achieve best arousal recognition for music
clips with PB labels. This complementarity was also evident when finding the
best two and three information modalities for recognizing valence and arousal
under PB labeling– considering feature pairs, MEG and peripheral physiologi-
cal features produced the best arousal recognition for movie clips (F1=0.66***),
while peripheral and audio-visual features best recognized valence from mu-
41
2.9. CONTINUOUS EMOTION ESTIMATION
sic clips (F1=0.83***). Facial activities and multimedia content provided best
recognition of valence from movies (F1=0.78***) and arousal from music clips
(F1=0.87***). Considering triplets, the combination of MEF, PP and MM con-
sistently produced the best F1-scores for movie-arousal (F1=0.71***), movie-
valence (F1=0.81***), music-arousal (F1=0.87***), music-valence (F1=0.85***).
F1-scores obtained by fusing the outputs of all modalities are slightly lower than
those obtained from combinations of feature triplets, suggesting that feature se-
lection may be necessary for optimal fusion results.
Finally, comparing the emotion recognition performance with music and
movie clips, superior F1-scores achieved using MEG features for population-
rated movie clips again confirms that they serve as better control stimuli for
affect recognition studies. For music stimuli, relatively higher recognition is
achieved with subject-specific labels, and the best performance with PB labels
is achieved for arousal using multimedia features.
2.9 Continuous Emotion Estimation
DECAF also contains time-continuous arousal (A) and valence (V) annotations
for the 36 movie clips acquired from seven experts, who were very familiar
with the movie clips, but were not part of the MEG study. While the user rat-
ings acquired in Sec. 2.4 are useful for recognizing the general stimulus emo-
tion, dynamic V-A ratings are used for estimating the emotional highlight in a
given clip. We show how these annotations were utilized to predict V-A levels
of time-contiguous snippets using (i) multimedia audio-visual (MM), and (ii)
MEG features.
Experiments and Results: We asked seven experts to provide per-second V-
A ratings for 36 movie clips listed in Table 2.1 using the G-Trace software [22].
The experts, who could familiarize themselves with scene dynamics by viewing
the movie clips as many times as they wanted to prior to rating them, were re-
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quired to annotate the target emotion meant to be evoked in the viewer (in terms
of V-A levels) for each second of the video. Upon rescaling the annotations us-
ing z-score normalization, Kendall’s coefficient of concordance (W ) was used
to measure the dynamic inter-annotator agreement– overall W was found to be
0.47±0.27 for arousal, and 0.64±0.18 for valence, signifying good agreement.
Re-computing W over the first and second half of the clips, we observed W to
be 0.35±0.25, 0.43±0.28 and 0.58±0.24, 0.54±0.23 for V-A respectively, im-
plying that expert assessments were more consistent for the emotionally salient
second halves of the clip (all clips began with a neutral segment). Finally, the
median annotation was used as the gold standard dynamic rating for each clip.
Dynamic V-A ratings are illustrated in Fig. 2.8.
Figure 2.8: Time-continuous A (left), V (right) ratings for Clip 36 in Table 2.1 from seven
experts are plotted in cyan. Both continuous and static ratings (red) are z-score normalized and
are in the range [-3, 3].
We then attempted prediction of dynamic V-A levels in time-contiguous
snippets derived from the movie clips using (i) audio-visual and (ii) MEG fea-
tures. Per-second features extracted in Sec. 2.6 were used to this end. Apart
from Lasso sparse regression, we also employed Multi-task learning (MTL)
based regressors– given a set of T related tasks (movie clips related in terms
of V-A in this case), MTL [133] seeks to jointly learn a set of weights W =
{Wt}Tt=1, where Wt models task t. MTL enables simultaneous learning of sim-
ilarities as well as differences among tasks, leading to a more efficient model
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than learning each task independently. In this work, we employed three MTL
variants from the MALSAR library [142]– multi-task Lasso, Dirty MTL where
the weight matrixW = P+Q, with P andQ denoting group-common and task-
specific components, and sparse graph-regularized MTL (or SR MTL), where a
priori knowledge on task-relatedness is incorporated in the learning process so
that weight similarity is only enforced among related tasks.
A-Dirty MTL HA-SR MTL LA-SR MTL
V-Dirty MTL HV-SR MTL LV-SR MTL
Figure 2.9: Learned weights for arousal (top) and valence (bottom) for the movie clips with
Dirty MTL and SR MTL. Audio-visual features over the entire clip length were used for model
training. Larger weights are denoted using darker shades. MM features (106 in total) are
arranged in the order specified in Sec. 2.6. Best viewed under zoom.
V-A weights for the 36 movie clips learned from audio-visual (MM) features
(concatenatation of audio and video features) through the Dirty and SR MTL
approaches are presented in Fig. 2.9. A-priori knowledge available in the form
of ground truth labels (Table 2.1) were used to group related stimuli and input to
the SR MTL algorithm. SR MTL weights learnt for high and low arousal clips
are shown in the top row, while the bottom row presents weights learned for high
and low valence clips. MFCCs are found to be the most salient audio features,
while color and brightness video features are the best predictors for both valence
and arousal. Concerning SR MTL outputs, visual excitement features are found
to be characteristic of high arousal clips, while inter-frame motion is indicative
of high-valence clips.
Finally, dynamic V-A level prediction performance using MM and MEG fea-
tures (average MEG response of the 30 DECAF participants was used here) on
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Table 2.5: Valence/Arousal prediction with multimedia (MM) and MEG features. RMSE mean,
standard deviation over four runs are reported. Range of V-A levels is [-3, 3]. Best model is
shown in bold.
First Second
5 s 15 s 5 s 15 s
Va
le
nc
e
MM
Lasso 1.98±1.25 3.07±1.48 1.68±0.18 2.81±0.97
MT-Lasso 1.00±0.05 1.66±0.54 1.18±0.14 2.03±0.71
Dirty MTL 1.11±0.06 1.79±0.55 1.27±0.16 2.10±0.69
SR MTL 1.09±0.09 1.55±0.39 1.89±0.13 2.80±0.74
MEG
Lasso 1.30±0.09 1.87±0.46 2.03±0.25 2.93±0.78
MT-Lasso 1.32±0.09 1.98±0.54 1.54±0.21 2.47±0.81
Dirty MTL 1.42±0.10 2.44±0.82 1.51±0.19 2.44±0.82
SR MTL 1.09±0.05 1.58±0.41 2.07±0.17 2.84±0.69
A
ro
us
al
MM
Lasso 1.54±0.47 2.11±0.77 2.18±0.58 3.28±2.17
MT-Lasso 0.91±0.11 1.47±0.47 1.10±0.08 1.89±0.66
Dirty MTL 1.07±0.09 1.62±0.46 1.23±0.08 1.97±0.61
SR MTL 1.01±0.07 1.42±0.35 1.86±0.13 2.48±0.53
MEG
Lasso 1.11±0.08 1.65±0.45 1.75±0.06 2.53±0.66
MT-Lasso 1.12±0.09 1.71±0.51 1.41±0.11 2.27±0.73
Dirty MTL 1.19±0.11 1.84±0.56 1.38±0.11 2.25±0.75
SR MTL 0.99±0.08 1.42±0.36 1.73±0.06 2.44±0.60
5 and 15 second snippets randomly extracted from the first and second half from
each of the movie clips is presented in Table 2.5– remainder of the movie clips
was used for model training. The root mean square error (RMSE) measure is
used for comparison– evidently, larger prediction errors are noted for snippets
from the second half, and for 15-sec segments. MTL considerably outperforms
Lasso regression, implying that jointly learning from features of multiple movie
clips is beneficial as compared to clip-wise learning, while slightly better pre-
diction performance is achieved with MM features considering the best model
for each condition.
2.10 Conclusion
The DECAF database compiled with the aim of evaluating user-centered affect
recognition with (i) MEG vs EEG sensing, and (ii) movie vs music clips, is
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presented in this chapter. The increased spatial resolution of MEG enables fine-
grained analysis of cognitive responses over brain lobes in turn aiding affect
recognition, while coherence between explicit ratings and implicit responses
is greater across users for movie clips, suggesting that they are better control
stimuli for affect recognition studies. While classification results for valence,
arousal and dominance are presented with the aim of comparing with [57], dom-
inance may be hard to qualify in a movie-watching context even if it has been
found to be relevant with regard to musical compositions.This study was lim-
ited to sensor-space analyses of MEG responses– source-space analysis was not
performed, and is left to future work. Finally, dynamic emotion prediction with
time-continuous emotion annotations available as part of DECAF is demon-
strated, and simultaneously learning from multimedia/MEG features from all
clips is found to be more beneficial than learning one model per clip. Unlike
EEG, MEG is a relatively new technology, and with improvements in tech-
niques such as HPI-based MEG signal compensation, we believe that much
higher recognition performance than that achieved in this introductory work is
possible.
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Chapter 3
Emotion and Personality Recognition
using Commercial Sensors
While the emotional state of humans can change often, their personality may
change very slowly over time [4]. Commonly the personality is described
in the Five Factor Model. Therein the big-five traits are traditionally defined
as Extraversion, Agreeableness, Conscientiousness, Neuroticism or Emotional
Stability, and Openness or Creativity [72]. Personality plays an increasingly
important role in computing areas - especially technologies that need to under-
stand and predict human behavior could benefit from Personality Computing
approaches [123]. Collecting personality data from questionnaires requires ef-
fort from the user, whereas automatic data collection not.
As stated in chapter 1, section 1.3, the personality traits of individuals correlate
with their emotional responses to a certain affective content. So that, the per-
sonality traits of a user has impact on how a person perceives an affective con-
tent. Hereby, the research question is whether we could assess the personality
of users, given their implicit/explicit pyscho-physiological responses to certain
affective contents. The research question is covered in section 3.1 where a pub-
licly available1 dataset is developed to answer 2 the question using portable and
1mhug.disi.unitn.it/wp-content/ASCERTAIN/ascertain.html
2The research is an extension to our previous work [125] and it is published [116] in IEEE Transactions on
Affective Computing, Nov. 2016.
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off-the-shelves market available sensors.
When dealing with such sensors, the probability of the presence of noise in in-
put signals increases (See 3.1.2). The issues with noisy signals motivated us
to conduct a research covered in section 3.2 to deal with the noise. We propose
and validate a system and a method to take into the consideration the quality
of input signals within a muli-modal affect recognition problem that has a high
noise tolerance.
3.1 The ASCERTAIN Dataset and Research
Despite rapid advances in Human-computer Interaction (HCI) and relentless en-
deavors to improve user experience with computer systems, the need for agents
to recognize and adapt to the affective state of users has been widely acknowl-
edged. While being a critical component of human behavior, affect is neverthe-
less a highly subjective phenomenon influenced by a number of contextual and
psychological factors including personality.
The personality–affect relationship has been actively studied ever since a
correlation between the two was proposed in Eysenck’s personality model [28].
Eysenck posited that Extraversion, the personality dimension that describes a
person as either talkative or reserved, is accompanied by low cortical arousal–
i.e., extraverts require more external stimulations than introverts. His model
also proposed that neurotics, characterized by negative feelings such as depres-
sion and anxiety, are more sensitive to external stimulation and become easily
upset or nervous due to minor stressors.
Many affective studies have attempted to validate and extend Eyesenk’s find-
ings. Some have employed explicit user feedback in the form of affective self-
ratings [81, 43], while others have measured implicit user responses such as
Electroencephalogram (EEG) activity [113] and heart rate [23] for their anal-
yses. However, few works have investigated affective correlates of traits other
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than Extraversion and Neuroticism. Conversely, social psychology studies have
examined personality mainly via non-verbal social behavioral cues (see [123]
for a review), but few works have modeled personality traits based on emotional
behavior. Conducting studies to examine the personality–affect relationship is
precluded by problems such as subject preparation time, invasiveness of sens-
ing equipment and the paucity of reliable annotators for annotating emotional
attributes.
This work builds on [125] and examines the influence of personality differ-
ences on users’ affective behavior via the ASCERTAIN database3. We utilize
ASCERTAIN to (i) understand the relation between emotional attributes and
personality traits, and (ii) characterize both via users’ physiological responses.
ASCERTAIN contains personality scores and emotional self-ratings of 58 users
in addition to their affective physiological responses. More specifically, AS-
CERTAIN is used to model users’ emotional states and big-five personality traits
via heart rate (Electrocardiogram or ECG), galvanic skin response (GSR), EEG
and facial activity patterns observed while viewing 36 affective movie clips.
We specifically designed a study with movie scenes as they effectively evoke
emotions [32, 53], as typified by genres such as thriller, comedy or horror.
Also, different from existing affective databases such as DEAP[57], MAH-
NOB [109] and DECAF [53], ASCERTAIN comprises data recorded exclu-
sively using commercial sensors to ensure ecological validity and scalability of
the employed framework for large-scale profiling applications.
Using the ASCERTAIN data, we first examine correlations among users’ va-
lence (V) and arousal (A) self-ratings and their personality dimensions. We then
attempt to isolate physiological correlates of emotion and personality. Our anal-
yses suggest that the relationships among emotional attributes and personality
traits are better captured by non-linear rather than linear statistics. Finally, we
present single-trial (binary) recognition of A,V and the big-five traits consider-
3http://mhug.disi.unitn.it/index.php/datasets/ascertain/
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ing physiological responses observed over (a) all, and (b) emotionally homoge-
neous (e.g., high A, high V) clips. Superior personality recognition is achieved
for (b), implying that personality differences are better revealed by comparing
responses to emotionally similar stimuli. The salient aspects of ASCERTAIN
are:
1. To our knowledge, ASCERTAIN is the first physiological database that fa-
cilitates both emotion and personality recognition. In social psychology,
personality traits are routinely modeled via questionnaires or social behav-
ioral cues. Instead, this is one of the first works to assess personality traits
via affective physiological responses (the only other work to this end is
[47]).
2. Different from the DEAP [57], MAHNOB [109] and DECAF [53] databases,
we use wearable, off-the-shelf sensors for physiological recordings. This
enhances the ecological validity of the ASCERTAIN framework, and above-
chance recognition of emotion and personality affirms its utility and promise
for commercial applications.
3. We present interesting insights concerning correlations among affective
and personality attributes. Our analyses suggest that the emotion–personality
relationship is better captured via non-linear statistics. Also, personality
differences are better revealed by comparing user responses to emotion-
ally similar videos (or more generally, under similar affect inducement).
From here on, Section 3.1.1 reviews related literature to motivate the need for
ASCERTAIN, while Section 3.1.2 details the materials and methods employed
for data compilation. Section 3.1.3 presents descriptive statistics, while corre-
lations among users’ affective ratings and personality dimensions are analyzed
in Section 3.1.4. Section 3.1.5 details physiological correlates of emotion and
personality, while Section 3.1.6 presents recognition experiments. Section 3.1.7
discusses the correlation and recognition results.
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Table 3.1: Comparison of user-centered affective databases. ‘var’ denotes variable.
Name No. subjectsNo. stimuli Recorded signals Annotations CommentsAffect Personality
HUMAINE [26] var var audio, visual, physiological yes no includes 6 sub-collections (some non-public)
DEAP [57] 32 40 physiological yes no focus on music videos
DECAF [53] 30 76 face, physiological yes no compares music and movie clips
MAHNOB-HCI [109] 27 20 face, audio, eye gaze, physiological yes no includes video and image stimuli
ASCERTAIN 58 36 face, physiological yes yes connects emotion and personality
3.1.1 Related Work
This section reviews related work focusing on (a) multimodal affect recognition,
(b) personality assessment and (c) the personality–affect relationship.
Multimodal affect recognition
As emotions are conveyed by content creators using multiple means (audio,
video), and expressed by humans in a number of ways (facial expressions,
speech and physiological responses), many affect recognition (AR) methods
employ a multimodal framework. Common content-based modalities employed
for AR include audio [10, 9, 62], visual [70, 135, 86] and audio-visual [17, 29,
97]. Recent AR methodologies have focused on monitoring user behavior via
the use of physiological sensors (see [127] for a review). Emotions induced by
music clips are recognized via heart rate, muscle movements, skin conductiv-
ity and respiration changes in [56]. Lisetti et al. [68] use GSR, heart rate and
temperature signals to recognize emotional states. As part of the HUMAINE
project [26], three naturalistic and six induced affective databases containing
multimodal data (including physiological signals) are compiled from 8–125 par-
ticipants. Tavakoli et al. [93] examine the utility of various eye fixation and
saccade-based features for valence recognition, while Subramanian et al. [115]
correlate user responses with eye movement patterns to discuss the impact of
emotions on visual attention and memory.
Koelstra et al. [57] analyze blood volume pressure, respiration rate, skin tem-
perature and Electrooculogram (EOG) patterns for recognizing emotional states
induced by 40 music videos. MAHNOB-HCI [109] is a multimodal database
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containing synchronized face video, speech, eye-gaze and physiological record-
ings from 27 users. Abadi et al. [53] study Magnetoencephalogram (MEG),
Electromyogram (EMG), EOG and ECG responses from users for music and
movie clips, and conclude that better emotion elicitation and AR are achieved
with movie clips.
Personality recognition
The big-five or five-factor model [21] describes human personality in terms of
five dimensions– Extraversion (sociable vs reserved), Neuroticism or the degree
of emotional stability (nervous vs confident), Agreeableness (compassionate vs
dispassionate), Conscientiousness (dutiful vs easy-going) and Openness (curi-
ous/creative vs cautious/conservative).
A comprehensive survey of personality computing approaches is presented
in [123]. The traditional means to model personality traits are questionnaires
or self-reports. Argamon et al. [5] use lexical cues from informal texts for
recognizing Extraversion (Ex) and Neuroticism (Neu). Olguin et al. [82] and
Alameda-Pineda et al. [2] show that non-verbal behavioral measures acquired
using a sociometric badge such as the amount of speech and physical activity,
number of face-to-face interactions and physical proximity to other objects is
highly correlated with personality. Much work has since employed non-verbal
behavioral cues in social settings for personality recognition including [63],
where Ex is recognized using speech and social attention cues in round-table
meetings, while [117, 138] predict Ex and Neu from proxemic and attention
cues in party settings.
Among works that have attempted recognition of all five personality fac-
tors, Mairesse et al. [71] use acoustic and lexical features, while Staiano et
al. [111] analyze structural features of individuals’ social networks. Srivas-
tava et al. [110] automatically complete personality questionnaires for 50 movie
characters utilizing lexical, audio and visual behavioral cues. Brouwer et al. [14]
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estimate personality traits via physiological measures, which are revealed sub-
consciously and more genuinely (less prone to manipulation) than questionnaire
answers. In a gaming-based study, they observe a negative correlation between
(i) heart rate and Ex, and (ii) skin-conductance and Neu.
Personality-Affect relationship
The relationship between personality and affect has been extensively examined
in social psychology [130], but not in a computational setting. Eysenck’s sem-
inal personality theory [28] posits that extraverts require more external stimu-
lation than introverts, and that neurotics are aroused more easily. Many studies
have since studied the personality–affect relationship by examining explicit or
implicit user responses. Personality effects on brain activation related to valence
(V) and arousal (A) is investigated in [43], which concludes that Neu correlates
negatively with positive V, and positively with A. In an EEG-based study [113],
a negative correlation is observed between Ex and A, while a positive correla-
tion is noted between Neu and A especially for negative valence stimuli.
The impact of personality traits on affective user ratings is studied using
path analysis in [121]. Feedback scores from 133 students are analyzed in [81]
to conclude that neurotics experience positive emotions similar to emotionally
stable counterparts in pleasant situations, even though they may experience neg-
ative emotions more strongly. Event-related potentials and heart rate changes
are studied in [23] to confirm a positive correlation between Neu and A for
negative stimuli, while a signal-detection task is used in [35] to suggest that
extraverts are generally less aroused than introverts. Brumbaugh et al. [15]
examine correlations among the big-five traits, and find Ex and Neu to be asso-
ciated with increased A while viewing negative videos. Abadi et al.[47] attempt
recognition of the big-five traits from affective physiological responses, and our
work is most similar to theirs in this respect. Nevertheless, we consider more
users and a larger stimulus set in this work (58 users and 36 clips vs 36 users and
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16 clips in [47]), and show superior personality trait recognition on comparing
physiological responses to emotionally homogeneous clips.
Spotting the research gap
Examination of related literature reveals that AR methodologies are increas-
ingly becoming user-centric instead of content-centric, suggesting that emo-
tions better manifest via human behavioral cues rather than multimedia content-
based (typically audio, visual and speech-based) cues. Nevertheless, the influ-
ence of psychological factors such as personality on emotional behavior has
hardly been examined, in spite of prior work suggesting that personality affects
one’s a) feelings [130, 67], b) emotional perception [43, 113] and c) multimedia
preferences [59, 100].
Motivated by the above findings and the lack of publicly available data sets
positioned at the intersection of personality and affect, we introduce ASCER-
TAIN, a multimodal corpus containing physiological recordings of users view-
ing emotional videos. ASCERTAIN allows for inferring both personality traits
and emotional states from physiological signals. We record GSR, EEG, ECG
signals using wearable sensors, and facial landmark trajectories (EMO) using
a web-camera. In the light of recent technological developments, these signals
can be acquired and analyzed instantaneously. Also, Wang and Ji [127] advo-
cate the need for less-intrusive sensors to elicit natural emotional behavior from
users. Use of wearable sensors is critical to ensure the ecological validity, re-
peatability and scalability of affective computing studies, which are typically
conducted in controlled lab conditions and with small user groups.
Table 3.1 presents an overview of publicly available user-centric AR datasets.
Apart from being one of the largest datasets in terms of the number of partici-
pants and stimuli examined for analysis, ASCERTAIN is also the first database
to facilitate study of the personality–affect relationship.
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3.1.2 ASCERTAIN Overview
Fig. 3.1 presents an overview of the ASCERTAIN framework and a summary of
the compiled data is provided in Table 3.2. To study the personality–affect rela-
tionship, we recorded users’ physiological responses as they viewed the affec-
tive movie clips used in [53]. Additionally, their explicit feedback, in the form
of arousal, valence, liking, engagement and familiarity ratings, were obtained
on viewing each clip. Finally, personality measures for the big-five dimensions
were also compiled using a big-five marker scale (BFMS) questionnaire [89].
We now describe (1) the procedure adopted to compile users’ emotional rat-
ings, personality measures and physiological responses, and (2) the physiologi-
cal features extracted to measure users’ emotional responses.
Figure 3.1: (a) ASCERTAIN study overview. (b) Timeline for each trial.
Table 3.2: Summary of the ASCERTAIN database.
Number of Participants 58
Number of Videos 36
Video Length 51–128 seconds (µ± σ = 80 ± 20)
Self-reported ratings
Arousal, Valence, Engagement
Liking, Familiarity
Personality Scales
Extraversion, Agreeableness
Conscientiousness, Neuroticism, Openness
Physiological signals ECG, GSR, Frontal EEG, Facial features
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Materials and Methods
Subjects: 58 university students (21 female, mean age = 30) participated in the
study. All subjects were fluent in English and were habitual Hollywood movie
watchers.
(a) (b) (c)
Figure 3.2: (a) Participant with sensors (EEG, ECG and GSR visible) during the experiment,
(b) Mean Arousal-Valence (AV) ratings for the 36 movie clips used in our experiment and (c)
Box-plots showing distribution of the big-five personality trait scores for 58 users.
Materials: One PC with two monitors was used for the experiment. One mon-
itor was used for video clip presentation at 1024× 768 pixel resolution with 60
Hz screen refresh rate, and was placed roughly one meter before the user. The
other monitor allowed the experimenter to verify the recorded sensor data. Fol-
lowing informed consent, physiological sensors were positioned on the user’s
body as shown in Fig. 3.2(a). The GSR sensor was tied to the left wrist, and two
electrodes were fixed to the index and middle finger phalanges. Two measuring
electrodes for ECG were placed at each arm crook, with the reference electrode
placed at the left foot. A single dry-electrode EEG device was placed on the
head like a normal headset, with the EEG sensor touching the forehead and the
reference electrode clipped to the left ear. EEG data samples were logged using
the Lucid Scribe software, and all sensor data were recorded via bluetooth.
A webcam was used to record facial activity. Synchronized data recording and
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pre-processing were performed using MATLAB Psychtoolbox 4.
Protocol: Each user performed the experiment in a session lasting about 90
minutes. Viewing of each movie clip is denoted as a trial. After two practice
trials involving clips that were not part of the actual study, users watched movie
clips randomly shown in two blocks of 18 trials, with a short break in-between
to avoid fatigue. In each trial (Fig. 3.1(b)), a fixation cross was displayed for
four seconds followed by clip presentation. After viewing each clip, users self-
reported their emotional state in the form of affective ratings within a time limit
of 30 seconds. They also completed a personality questionnaire after the exper-
iment.
Stimuli: We adopted the 36 movie clips used in [53] for our study. These clips
are between 51–127 s long (µ =80, σ =20), and are shown to be uniformly
distributed (9 clips per quadrant) over the arousal-valence (AV) plane.
Affective ratings: For each movie clip, we compiled valence (V) and arousal
(A) ratings reflecting the user’s affective impression. A 7-point scale was used
with a -3 (very negative) to 3 (very positive) scale for V, and a 0 (very boring)
to 6 (very exciting) scale for A. Likewise, ratings concerning engagement (Did
not pay attention – Totally attentive), liking (I hated it – I loved it) and famil-
iarity (Never seen it before – Remember it very well) were also acquired. Mean
user V,A ratings for the 36 clips are plotted in Fig. 3.2(b), and are color-coded
based on the ground-truth ratings from [53]. Ratings form a ‘C’-shape in the
AV plane, consistent with prior affective studies [57, 53].
Personality scores: Participants also completed the big-five marker scale (BFMS)
questionnaire [89] which has been used in many personality recognition works [138,
4http://psychtoolbox.org/
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Table 3.3: Extracted features for each modality (feature dimension stated in parenthesis). Statis-
tics denote mean, standard deviation (std), skewness, kurtosis of the raw feature over time, and
% of times the feature value is above/below mean±std.
Modality Extracted features
ECG (32) Ten low frequency ([0-2.4] Hz) power spectral densities (PSDs), four very slow
response ([0-0.04] Hz) PSDs, IBI, HR and HRV statistics.
GSR (31) Mean skin resistance and mean of derivative, mean differential for negative values
only (mean decrease rate during decay time), proportion of negative derivative
samples, number of local minima in the GSR signal, average rising time of the
GSR signal, spectral power in the [0-2.4] Hz band, zero crossing rate of skin
conductance slow response ([0-0.2] Hz), zero crossing rate of skin conductance
very slow response ([0-0.08] Hz), mean SCSR and SCVSR peak magnitude.
Frontal EEG (88) Average of first derivative, proportion of negative differential samples, mean num-
ber of peaks, mean derivative of the inverse channel signal, average number of
peaks in the inverse signal, statistics over each of the 8 signal channels provided
by the Neurosky software.
EMO (72) Statistics concerning horizontal and vertical movement of 12 motion units (MUs)
specified in [41].
63, 117]. Scale distributions for the big-five traits are shown in Fig. 3.2(c). The
most and least variance in personality scores are noted for the Extraversion and
Openness traits respectively.
Physiological feature extraction
We extracted physiological features corresponding to each trial over the final
50 seconds of stimulus presentation, owing to two reasons: (1) The clips used
in [53] are not emotionally homogeneous, but are more emotional towards the
end. (2) Some employed features (see Table 3.3) are nonlinear functions of
the input signal length, and fixed time-intervals needed to be considered as the
movie clips were of varying lengths. Descriptions of the physiological signals
examined in this work are as follows.
Galvanic Skin Response (GSR): GSR measures transpiration rate of the skin.
When two electrodes are positioned on the middle and index finger phalanges
and a small current is sent through the body, resistance to current flow changes
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with the skin transpiration rate. Most of the GSR information is contained in
low-frequency components, and the signal is recorded at 100 Hz sampling fre-
quency with a commercial bluetooth sensor. Following [56, 57, 109], we ex-
tracted 31 GSR features listed in Table 3.3.
Electroencephalography (EEG): EEG measures small changes in the skull’s
electrical field produced by neural activity, and information is encoded in the
EEG signal amplitude as well as in certain frequency components. We used a
commercial, single dry-electrode EEG sensor5, which records eight information
channels sampled at 32 Hz. The recorded information includes frontal lobe ac-
tivity, level of facial activation, eye-blink rate and strength, which are relevant
emotional responses.
Electrocardiogram (ECG): Heart rate characteristics have been routinely used
for user-centered emotion recognition. We performed R-peak detection on the
ECG signal to compute users’ inter-beat intervals (IBI), heart rate (HR), and the
heart rate variability (HRV). We also extracted power spectral density (PSD) in
low frequency bands as in [56, 109].
Facial landmark trajectories (EMO): A facial feature tracker [41] was used
to compute displacements of 12 interest points or motion units (MU) in each
video frame. We calculated 6 statistical measures for each landmark to obtain a
total of 72 features (Table 3.3).
Data Quality
A unique aspect of ASCERTAIN with respect to prior affective databases is
that physiological signals are recorded using commercial and minimally inva-
sive sensors that allow body movement of participants. However, it is well
5www.neurosky.com
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known that body movements can degrade quality of the recorded data, and such
degradation may be difficult to detect using automated methods. Therefore,
we plotted the recorded data for each modality and trial, and rated the data
quality manually on a scale of 1 (good data)–5 (missing data). For ECG, we
evaluated the raw signal from each arm as well as the R-peak amplitude. The
presence/absence of facial tracks and correctness of the tracked facial locations
were noted for EMO. For GSR, we examined the extent of data noise, and rated
EEG (i) on the raw signal, (ii) by summarizing the quality of δ (< 4 Hz), θ
(4–7 Hz), α (8–15 Hz), β (16–31 Hz) and γ (> 31 Hz) frequency bands, and
(iii) on the pre-calculated attention and meditation channels available as part of
the EEG data. Plots and tables with explanations on data quality are available
with the dataset. Fig. 3.3 presents an overview of the data quality for the four
considered modalities, with the proportion of trials for which the quality varies
from 1–5 highlighted. About 70% of the recorded data is good (corresponding
to levels 1-3) for all modalities except ECG, with GSR data being the cleanest.
Maximum missing data is noted for EEG, reflecting the sensitivity of the EEG
device to head movements.
Figure 3.3: Bar plot showing proportion of trials for which data quality ranges from best (1) to
worst (5).
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3.1.3 Descriptive Statistics
In this section, we present statistics relating to user self-reports and personality
scores.
Analysis of Self-ratings
As mentioned previously, we selected 36 movie clips such that their emotional
ratings were distributed uniformly over the AV plane as per ground-truth rat-
ings in [53], with 9 clips each corresponding to the HAHV (high arousal-high
valence), LAHV (low arousal-high valence), LALV (low arousal-low valence)
and HALV (high arousal-low valence) quadrants6. The targeted affective state
was mostly reached during the ASCERTAIN study as shown in Fig. 3.2(b). A
two-sample t-test revealed significantly higher mean A ratings for HA clips as
compared to LA clips (t(34) = 5.1253, p < 0.0001). Similarly, mean V rat-
ings for HV and LV clips were significantly different (t(34) = 17.6613, p <
0.00005). Overall, emotion elicitation was more consistent for valence as in
prior works [53, 57].
Figure 3.4: Boxplots of the mean Arousal, Valence, Engagement, Liking and Familiarity rat-
ings for the different video sets.
We computed agreement among participants’ A,V ratings using the Krip-
pendorff’s alpha metric– agreement for A and V were respectively found to be
0.12 and 0.58, implying more consensus for clip valence as above. We then
computed the agreement between the ASCERTAIN and DECAF [53] popula-
tions using the Cohen’s Kappa (κ) measure. To this end, we computed κ be-
6For consistency’s sake, quadrant-wise video labels derived based on ratings from [53] are used in this work.
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tween ground-truth (GT) labels from [53] and each user’s A,V labels assigned
as high/low based on the mean rating– the mean agreement over all users for
A and V was found to be 0.24 and 0.73 respectively. We also computed the κ
measure between GT and the ASCERTAIN population based on the mean A,V
rating of all users– here, an agreement of 0.39 was observed for A and 0.61
for V. Overall, these measures suggest that while individual-level differences
exist in affective perception of the movie clips, there is moderate to substantial
agreement between assessments of the ASCERTAIN and DECAF populations
implying that the considered movie clips are effective for emotion elicitation.
Fig. 3.4 presents box-plots describing the distribution of the arousal (A), va-
lence (V), engagement (E), liking (L) and familiarity (F) user ratings for (i) all,
and (ii) quadrant-based videos. Clearly, low-arousal videos are perceived as
more ‘neutral’ in terms of A and V, which leads to the ‘C’ shape in Fig. 3.2(b).
All videos are perceived as sufficiently engaging, while HV clips are evidently
more liked than LV clips. Also, the presented movie clips were not very con-
versant to participants, suggesting that the ASCERTAIN findings are overall
unlikely to be influenced by familiarity biases.
Affective Ratings vs Personality Scales
To examine relationships between the different user ratings, we computed Pear-
son correlations among self-reported attributes as shown in Table 3.4. Since
the analysis involves attribute ratings provided by 58 users for each of the 36
clips, we accounted for multiple comparisons by limiting the false discovery
rate (FDR) to within 5% using the procedure outlined in [11]. Highlighted
numbers denote correlations found to be significant over at least 15 users (25%
of the population) adopting the above methodology.
Focusing on significant correlations, A is moderately correlated with E, while
V is found to correlate strongly with L mirroring the observations of Koelstra
et al. [57]. A moderate and significant correlation is noted between E and L
62
CHAPTER 3. EMOTION AND PERSONALITY RECOGNITION USING COMMERCIAL
SENSORS
Table 3.4: Mean Pearson correlations between self-ratings across users. *s denote significant
correlations (p < 0.05) upon limiting FDR to 5%.
A V E L F
Arousal 1 0.02 0.42* 0.19 0.15
Valence 1 0.21 0.68* 0.17
Engagement 1 0.42* 0.24
Liking 1 0.34*
Familiarity 1
Table 3.5: Pearson correlations between personality dimensions (*⇒ p < 0.05)
E A Co ES O
Extraversion 1 0.36* 0.19 -0.12 0.30*
Agreeableness 1 0.21 0.34* 0.30*
Conscientiousness 1 0.26 0.04
Emotional Stability 1 -0.10
Openness 1
implying that engaging videos are likely to appeal to viewers’ senses, and sim-
ilarly, between F and L confirming the mere exposure effect observed in [12]
attributing liking to familiarity. Nevertheless, different from [57] with music
videos where a moderate correlation is noted between A and V ratings, we no-
tice that the A and V dimensions are uncorrelated for the ASCERTAIN study,
which again reinforces the utility of movie clips as good control stimuli. To
validate our experimental design, we tested for effects of video length on A,V
ratings but did not find any.
Table 3.5 presents Pearson correlations between personality dimensions.
Again focusing on significant correlations, moderate and positive correlations
are noted between Extraversion (Ex) and Agreeableness (Ag), as well as be-
tween Ex and Openness (O)– prior studies have noted that Ex and O are corre-
lated via the sensation seeking construct [3]. Ag is also found to moderately and
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positively correlate with Emotional Stability (ES) and O. Conversely, weakly
negative-but-insignificant correlations are observed between (i) Ex and ES, and
(ii) ES and O.
Table 3.6: Partial correlations between personality scales and self-ratings (*⇒ p < 0.05).
Ex Ag Co ES O
All
Arousal 0.03 -0.10 0.05 0.07 0.06
Valence 0.19 -0.02 0.02 -0.18 0.07
Engage -0.30* 0.01 0.09 0.00 -0.10
Liking -0.13 0.07 -0.22 0.21 -0.02
HAHV
Arousal -0.01 0.02 -0.01 0.22 -0.11
Valence -0.12 -0.38* -0.11 -0.12 -0.16
Engage -0.30* 0.16 0.17 0.10 -0.09
Liking 0.20 0.22 -0.00 0.10 0.22
LAHV
Arousal -0.06 0.07 0.06 0.11 0.04
Valence -0.03 0.05 -0.08 -0.10 0.23
Engage -0.22 0.03 -0.06 -0.10 -0.24
Liking 0.20 -0.01 0.13 0.17 0.12
LALV
Arousal 0.03 -0.09 0.02 -0.07 0.09
Valence 0.20 0.06 0.01 -0.22 0.15
Engage -0.22 -0.01 0.02 -0.05 -0.04
Liking -0.14 0.03 -0.19 0.12 -0.10
HALV
Arousal 0.20 -0.25 -0.00 -0.16 0.09
Valence 0.22 0.01 0.09 -0.06 -0.05
Engage -0.30* 0.01 0.10 0.12 -0.10
Liking -0.26* 0.03 -0.35* 0.12 -0.07
Partial correlations between emotional and personality attributes are tabu-
lated in Table 3.6. Considering all movie clips, a significant and moderately
negative correlation is noted between Ex and E, implying that introverts were
more immersed with emotional clips during the movie-watching task. A few
more significant correlates are observed when mean ratings for quadrant-wise
(or emotionally similar) videos are considered. Delineating, Ag is negatively
correlated with V for HAHV videos, while the negative correlation between Ex
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Table 3.7: R2 and best three predictors for the five personality dimensions. Full model coeffi-
cients are shown in parentheses. *⇒ p < 0.05.
Ex Ag Co ES O
All
0.14* (0.14) 0.02 (0.02) 0.07 (0.07) 0.06 (0.06) 0.02 (0.02)
V,E,L A,V,L V,E,L A,V,L A,V,E
HAHV
0.16* (0.16) 0.17* (0.17) 0.05 (0.05) 0.12* (0.13) 0.05 (0.06)
V,E,L V,E,L A,V,E A,V,L A,V,L
LAHV
0.07 (0.08) 0.02 (0.02) 0.02 (0.02) 0.04 (0.05) 0.13* (0.13)
A,E,L A,V,E A,E,L A,E,L V,E,L
LALV
0.12 (0.12) 0.02 (0.02) 0.05 (0.05) 0.05 (0.05) 0.03 (0.03)
V,E,L A,V,L A,E,L A,V,L A,V,L
HALV
0.16* (0.20) 0.09 (0.09) 0.15 (0.16) 0.04 (0.05) 0.03 (0.04)
V,E,L A,V,L V,E,L A,E,L A,E,L
and E manifests for high-arousal (HAHV and HALV) stimuli. Also notable is
the moderately negative correlation between Ex and L, and also between Con-
scientiousness and L for HALV movie clips. Surprisingly, a negative correlation
is noted between O and E for LAHV clips. Consistent with prior studies [20],
V is positively correlated with Ex in general, with a significant and moder-
ately positive correlation noted for LALV clips. Finally, a moderately negative
correlation is observed between V and ES for LALV clips consistent with the
observations made in [81].
We also performed linear regression analyses with user self ratings as predic-
tors and personality attributes as the target variables for the different video sets,
and the coefficients of determination/squared correlations (R2) for the different
video sets are presented in Table 3.7. R2 values with the three best predictors
along with the predictor names are listed outside parentheses, while squared
correlations with the full model are listed within braces. Considering all movie
clips, the best linear model is obtained for Ex with V, E and L ratings as pre-
dictors. Among the four AV quadrants, significant squared correlations are ob-
served for the Ex and Ag traits with V,E,L predictors, and for the ES trait with
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arousal, valence and liking ratings as predictors for HAHV clips. A significant
model is also obtained for Openness with V,E,L predictors considering mildly
positive HALV clips. Overall, it is easy to observe from the table that (i) there
is little difference in the predictive power of the best-three-predictor and full
models, and (ii) the linear models have rather limited predictive power, with
the best model explaining only 17% of the personality scale variance. Cumu-
latively, Tables 3.6 and 3.7 cumulatively suggest that the relationship between
emotional and personality variables is not well modeled using linear statistics,
and it is perhaps worthwhile to explore the use of non-linear measures to this
end. From here on, given the high degree of correlation between A and E and
between the V and L, we will only focus on A and V dimensions in the rest of
the chapter.
Mutual Information Analysis
Mutual information (MI) is a popular metric to capture non-linear relationships
between two random variables, and measures how much information is known
about one variable given the other. Formally, the MI between two random vec-
tors X = {x} and Y = {y} is defined as:
MI(X, Y ) =
∑
x,y PXY (x, y)log
PXY (x,y)
PX(x).PY (y)
where pXY (x, y) is the joint proba-
bility distribution, while PX(x) and PY (y) are the respective marginal probabil-
ities. We attempted to describe the relationship between emotional ratings and
personality scales via the normalized mutual information (NMI) index [114]
defined as: NMI(X, Y ) = MI(X,Y )√
(H(X)H(Y ))
, where H(X) and H(Y ) denote en-
tropies of X and Y .
NMI with personality scales for arousal and valence ratings are shown in
Fig. 3.5. In contrast to linear correlations, both A and V share a high degree of
mutual information with all five personality traits. Considering all movie clips,
emotional ratings share slightly higher MI with A than with V. Also, a strictly
higher MI measure is noted when emotionally similar clips are considered in-
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stead of all clips. Among personality traits, Ex and Conscientiousness (Con)
share the most MI with V,A attributes– in contrast, little correlation is observed
between Con and A,V in Table 3.6). Conversely, lowest MI is noted for Open-
ness (O). One notable difference exists between A and V though– higher MI
with arousal is noted for high HV clips, while for all personality traits barring
Ag, greater MI with valence is observed for LV clips than for HV clips.
Arousal and Valence both share high mutual information with all five person-
ality traits. In general MI for Arousal is higher than for Valence. The highest MI
is shared with Conscientiousness and Extroversion and the lowest with Creativ-
ity for both Arousal and Valence suggesting that those personality dimensions
have the highest impact on emotion perception.
Figure 3.5: NMI between big-five trait scales and A (left), V (right) ratings.
3.1.4 Personality measures vs user ratings
We now examine the relationship between user V,A ratings and personality
scales in the context of hypotheses (H1–H3) put forth in the literature. To this
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end, we determined high/low trait groups (e.g., emotional stable vs neurotic)
for each personality dimension by dichotomizing personality measures based
on the median score– this generated balanced high and low sets for the Ex and
ES traits, and an unbalanced split for the remaining traits, with the most imbal-
ance (33 vs 25) noted for Ag. We then proceeded to analyze the affective ratings
for each group.
Figure 3.6: Quadrant-wise comparisons of (left) A ratings by open and closed groups, and
(right) V ratings by agreeable and disagreeable groups .
H1: Extraversion vs Arousal and Valence
The correlation between Extraversion and arousal has been investigated in many
studies– EEG measurements [113], signal detection analysis [35] and fMRI [43]
have shown lower arousal in extraverts as compared to introverts, consistent
with Eyesenck’s personality theory. Also, Ex has been found to correlate with
positive valence in a number of works [20]. Analyses presented in Table 3.6
reveal little correlation between Ex and A for all video categories. While two-
tailed t-tests confirmed that extraverts and introverts rated high A and low A
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videos differently (p < 0.00001 in both cases), no differences could be identi-
fied between their A ratings excepting that extraverts provided marginally lower
ratings for HA clips (t(56) = −1.4423, p = 0.0774, left-tailed). Focusing on
V ratings, positive correlation between Ex and V breaks down for HV clips in
Table 3.6. Two-sample t-tests also failed to reveal any differences. Therefore,
statistical analyses weakly support the negative correlation between Ex and A,
but do not corroborate the positive correlation between Ex and V.
H2: Neuroticism vs Arousal and Valence
The relationship between Neu and A has also been extensively studied– a posi-
tive correlation between Neu and A is revealed through fMRI responses in [43],
and EEG analysis [113] corroborates this observation for negative V stimuli.
[81] further remarks that neurotics experience negative emotions stronger than
emotionally stable persons. In contrast, differing observations have been made
regarding the relationship between Neu and V. Negative correlation between
Neu and positive V is noted in [43], whereas a positive relationship between the
two for low A stimuli is observed in [121]. [81] remarks that the Neu-V relation
is moderated by situation– while neurotics may feel less positive in unpleasant
situations, they experience positive emotions as strongly as ES counterparts in
pleasant conditions.
Negative correlation between Emotional Stability (ES) and A (or positive
correlation between Neu and A) is noted only for HALV clips in Table 3.6.
However, post-hoc t-tests failed to reveal differences between A ratings for the
two categories. Also, Table 3.6 generally suggests a negative correlation be-
tween ES and V– t-test comparisons further revealed marginally lower V rat-
ings provided by ES subjects for LALV clips (t(16) = −1.3712, p = 0.0946,
left-tailed). Overall, our data does not support the positive relationship between
Neu and A, and suggests a weakly positive correlation between Neu and V.
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H3: Openness vs Valence and Arousal
Among the few works to study Openness, [121] notes a positive correlation be-
tween Openness (O) and V under low arousal conditions, which is attributed to
the intelligence and sensitivity of creative individuals7, enabling them to better
appreciate subtly emotional stimuli. Table 3.6 echoes a positive (even if in-
significant) correlation between O and V for LA clips but post-hoc t-tests to
compare V ratings of open and closed groups failed to reveal any differences.
However, we noted that closed individuals felt somewhat more aroused by HA
clips than open individuals (t(56) = −1.5011, p = 0.0695, left-tailed) as shown
in Fig. 3.6(a). Fine-grained analysis via left-tailed t-tests to compare quadrant-
wise ratings again revealed the slightly higher arousal experienced by closed
subjects for HAHV clips (t(16) = −1.3753, p = 0.0940, left-tailed). In sum-
mary, our data weakly confirms a positive relationship between O and V as
noted in [121], but suggests a negative correlation between O and A.
Agreeableness and Conscientiousness
Table 3.6 shows a negative but insignificant correlation between Ag and A for
HALV videos. Comparison of A ratings by agreeable and disagreeable groups
revealed marginally lower A for agreeable subjects for HA clips (t(56) =
−1.2964, p = 0.10, left-tailed), and subsequent quadrant-wise comparisons at-
tributed this finding to significantly lower A ratings provided by the agreeable
group for strongly negative HALV clips (t(16) = −2.6587, p < 0.01, left-
tailed). This trend could possibly be attributed to the association of disagree-
able persons with negative feelings such as deceit and suspicion. Table 3.6 also
shows a negative correlation between Ag and V for highly positive HAHV clips.
T -test comparisons again revealed that agreeable subjects provided somewhat
lower V ratings for HV clips (t(56) = −1.4285, p = 0.0793, left-tailed), and
7Creativity strongly correlates with Openness [74].
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this was particularly true of HAHV clips for which significantly lower ratings
were provided by the agreeable group (t(16) = −2.0878, p < 0.05, left-tailed).
Conscientiousness scale differences did not influence VA ratings in any way.
3.1.5 Physiological correlates of emotion and personality
Linear and non-linear analyses presented in the previous sections suggest that
correlations between emotional and personality attributes are better revealed
while examining user responses to emotionally similar clips. If explicit rat-
ings provided by users are a conscious reflection of their emotional perception,
then the analyses employing physiological signals should also reveal similar
patterns. We attempt to identify linear and non-linear physiological correlates
of emotion and personality considering responses to all and quadrant-specific
clips in this section.
Linear correlates of Emotion and Personality
We attempted to discover physiological correlates of emotional and the big-five
personality attributes via partial Pearson correlations. Given the large number
of extracted physiological features (Table 3.3) as compared to the population
size for this study, we first performed a principal component analysis (PCA)
on each feature modality to avoid overfitting, and retained those components
that explained 99% of the variance. This gave us 8–9 predictors for each of the
considered modalities. Table 3.8 presents correlations between these principal
components, users’ affective ratings and personality scales (R◦ denotes number
of significant correlates). For affective dimensions, we determined significant
correlates considering mean user V,A ratings provided for the 36 clips. We
also trained regression models with the significantly correlating components
as predictors of the dependent emotion/personality variable, and the squared
correlations (R2) of these models are also tabulated.
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Table 3.8: Physiological correlates of emotion and personality attributes. R◦ denotes the num-
ber of significant feature correlates, while R2 is the coefficient of determination for the regres-
sion model with the significant correlates as predictors. Bold values denote linear regression
models with a significant R2 statistic.
Arousal Valence Extra. Agreeable Conscient Em. Stab. Open
Video Set Feature Ro R2 Ro R2 Ro R2 Ro R2 Ro R2 Ro R2 Ro R2
All
ECG 1 0.25 1 0.25 1 0.32 2 0.30 1 0.26
GSR
EMO 1 0.24
EEG 1 0.08 1 0.19
HAHV
ECG 1 0.30 1 0.24 2 0.32 2 0.31
GSR
EMO 1 0.19 1 0.17
EEG 1 0.09 1 0.12 1 0.14
LAHV
ECG 1 0.23 1 0.28 1 0.29 3 0.41 2 0.29 2 0.36
GSR
EMO 1 0.14
EEG 1 0.17
LALV
ECG 1 0.32 1 0.24 2 0.31 1 0.28
GSR
EMO 2 0.31
EEG 1 0.12 1 0.16
HALV
ECG 1 0.33 2 0.44 1 0.23 1 0.28 2 0.33 1 0.26
GSR
EMO 1 0.14 1 0.14 1 0.26 1 0.20
EEG 1 0.10 1 0.09 1 0.15
Examining Table 3.8, the relatively few (maximum of 3) number of signifi-
cant predictors can be attributed to the sparse number of principal components
employed for analysis. Considering correlations with A and V, more correlates
are observed for A than for V overall. At least one significant correlate is noted
for all modalities except GSR. ECG is found to correlate most with A, with
one correlate observed for all video types. ECG also has the most number of
correlates with V (one significant correlate for LAHV and LALV clips). One
EMO correlate is noted for both A and V respectively in the HAHV and HALV
quadrants. A solitary EEG correlate is noted for V considering HALV clips.
A larger number of physiological correlates are observed for personality
traits as compared to emotional attributes. Across all five video types, the least
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number of correlates are noted for Agreeableness, while most correlates are
noted for Openness. The ECG modality again corresponds the maximum num-
ber of correlates, while no correlates are observed for GSR. EEG and EMO
correlates are mainly noted for the Opennness trait. In general, a larger num-
ber of physiological correlates are noted for emotionally similar videos for all
traits. Also, linear models with a significant R2 statistic are mainly obtained
with emotion-wise similar clips, suggesting that physiology–based linear mod-
els can better predict personality traits while examining user responses under
similar affective conditions. Most number of significant models are obtained
for Openness, while not even one significant model is obtained for Agreeable-
ness. Finally, focusing on the significant quadrant-specific models, the best
models are noted for Extraversion (0.44 with ECG features and HALV videos)
and Conscientiousness (0.41 with ECG for LAHV clips). This implies that
linear physiological models acquire sufficient power to moderately explain per-
sonality variations under such conditions.
Non-linear correlates
To examine non-linear physiological correlates of emotion and personality, we
performed a mutual information analysis as previously between extracted fea-
tures from the four modalities and the said attributes. Given the varying num-
ber of features for each modality, we segregated the NMI distribution over all
features and the emotion/personality rating using 10-bin histograms. Fig. 3.7
presents the first moment or the mean of the NMI histogram distribution com-
puted over the different video sets for each emotional/personality attribute.
It is easy to note from Fig. 3.7 that personality attributes share more MI
with the user physiological responses than A and V, similar to the linear analy-
ses. GSR features share maximum MI with A (highest value of 0.73 for LAHV
clips), while EMO features share the most MI with V (peak of 0.75 for HALV
clips). In contrast, peak MI of 0.81 is noted between ECG features and Ex. For
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Figure 3.7: (From top to bottom) Bar plots showing the means of the NMI histograms for the
four modalities. Best viewed under zoom.
both emotion and personality attributes, at least one of the NMIs observed with
quadrant-based videos is higher than the NMI with all movie clips, implying
that a fine-grained examination of the relationship between sub-conscious phys-
iological responses and conscious self-ratings is more informative. Focusing on
affective attributes, higher MI between ratings and physiological responses is
noted for A for all modalities except EMO. Among the four modalities, ECG
and EMO respectively share the most and least MI with A, while EMO and
EEG share the highest and least MI with V.
Focusing on the big-five personality traits, the highest NMI histogram means
over all modalities are observed for Ex and Con followed by ES, Agree and O.
This trend is strikingly similar to the pattern of MI between affective ratings and
personality scores obtained in Fig. 3.1.3. Examining sensing modalities, ECG
features share the highest MI with all the personality dimensions, while EEG
features correspond to the lowest NMI means.
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3.1.6 Recognition results
We performed binary recognition of both emotional and personality attributes
to evaluate if the proposed user-centric framework can effectively achieve both.
This section details the experiments and results thereof.
Emotion recognition
A salient aspect of our work is the exclusive use of commercial sensors for ex-
amining users’ physiological behavior. To evaluate if our emotion recognition
results are comparable to prior affective works which used laboratory-grade
sensors, we followed a procedure identical to the DEAP study [57]. In par-
ticular, the most discriminative physiological features were first identified for
each modality using Fisher’s linear discriminant with a threshold of 0.3. Fea-
tures corresponding to each user were then fed to the naive Bayes (NB) and
linear SVM classifiers as shown in Table 3.9. A leave-one-out cross-validation
scheme employed where one video is held out for testing, while the other videos
are used for training. The best mis-classification cost parameter C for linear
SVM is determined via grid search over [10−3, 103] again using leave-one-out
cross-validation.
Table 3.9 presents the mean F1-scores over all users obtained using the NB
and SVM classifiers with unimodal features and the decision fusion (Wtest) tech-
nique described in [58]. In decision fusion,the test sample label is computed
as
∑4
i=1 α
∗
i tipi. Here, i indexes the four modalities used in this work, pi’s de-
note posterior SVM probabilities, {α∗i} are the optimal weights maximizing the
F1-score on the training set and ti = αiFi/
∑4
i=1 αiFi, where Fi denotes the F1-
score obtained on the training set with the ith modality. Note from Section 3.1.2
that there is an equal distribution of high/low A and V, implying a class ratio
(and consequently, a baseline F1-score) of 0.5
Observing Table 3.9, above-chance emotion recognition is evidently achieved
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Table 3.9: Affective state recognition with linear SVM and Naive Bayes (NB) classifiers.
Mean F1-scores over all participants for the four modalities, peripheral Signals (ECG + GSR)
and late fusion (Wtest) are shown. Baseline F1-score is 0.5. Maximum unimodal F1-scores are
shown in bold.
ECG GSR EMO EEG Peripheral Wtest Class Ratio
SVM NB SVM NB SVM NB SVM NB SVM NB SVM NB
Valence 0.56 0.60 0.64 0.68 0.68 0.68 0.56 0.60 0.64 0.60 0.69 0.71 0.50
Arousal 0.57 0.59 0.61 0.66 0.59 0.61 0.58 0.61 0.62 0.69 0.64 0.67 0.50
with physiological features extracted using commercial sensors. The obtained
F1-scores are superior to DEAP [57], which can possibly be attributed to (1) the
use of movie clips, which are found to be better than music videos for emotional
inducement as discussed in [53], and (2) to the considerably larger number of
subjects employed in this study, which results in a larger training set. GSR fea-
tures produce the best recognition performance for both A and V, while ECG
features produce the worst recognition performance. Considering individual
modalities, EEG features are better for recognizing A as compared to V, while
the remaining three achieve better recognition of V. These results are consis-
tent with earlier observations made in [58, 53]. Considering multimodal results,
peripheral (ECG+GSR) features perform better than unimodal features for A
recognition, while the best multimodal F1-score of 0.71 is obtained for V. Fi-
nally, comparing the two employed classifiers, NB achieves better recognition
than linear SVM for both A and V.
Personality recognition
For binary personality trait recognition, we first dichotomized the big-five per-
sonality trait scores based on the median as in Section 3.1.4. This resulted in an
even distribution of high and low trait labels for Ex and ES, while an inexact split
for the other traits. As baselines, we consider majority-based voting and random
voting according to class ratio. Based on majority voting, baseline F1-score for
the Ex and ES traits is 0.33, and 0.34 for Ag, 0.35 for Con and 0.36 for O. Via
76
CHAPTER 3. EMOTION AND PERSONALITY RECOGNITION USING COMMERCIAL
SENSORS
class-ratio based voting, a baseline score of 0.5 is achieved for all traits. We
performed PCA on each feature modality in an identical fashion to linear corre-
lation analyses prior to classification. A leave one-subject-out cross-validation
scheme was used to compute the recognition results. Three classifiers were
employed for recognition, i) naive Bayes, ii) linear (Lin) SVM and iii) Radial
Basis Function (RBF) SVM. The C (linear and RBF SVM) and γ (RBF SVM)
parameters were tuned via leave-one-subject-out grid search cross-validation on
the training set.
Table 3.10 presents the recognition results, with the best F1-scores achieved
using unimodal and multimodal features respectively denoted in bold and bold
italics. For each personality trait and video set, a better-than-chance recognition
F1-score (> 0.5) is achieved with at least with one of the considered modalities.
Considering user physiological responses to all affective videos, the highest and
lowest F1-scores are respectively achieved for ES (0.73) and O (0.53) traits–
note from Fig. 3.2(c) that ES has the second-highest variance among the five
personality dimensions, while O corresponds to the lowest variance in person-
ality scores. Excepting for the ES trait, higher recognition scores are generally
achieved considering user responses to emotionally similar videos, in line with
the findings from linear and non-linear correlation analyses.
For all personality traits except O, an F1-score higher than 0.6 is achieved for
at least some of the video quadrants. Among feature modalities, ECG features
produce the best recognition performance across personality traits and video
sets, followed by EEG, GSR and EMO. EEG features are found to be optimal
for recognizing Ex, while ECG features achieve good recognition for the Ag,
Con and ES traits. EMO and GSR modalities work best for the Opennness trait.
Focusing on classifiers, RBF SVM produces the best recognition performance
for 13 out of 25 (5 personality traits × 5 video sets) conditions, while linear
SVM performs best only for three conditions. Linear classifiers NB and Lin
SVM perform best for the Ex trait, while RBF SVM, performs best for the O
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trait.
Fusion-based recognition is beneficial, and higher recognition scores are
generally achieved via multimodal fusion. With user responses acquired for
all videos, the highest and least fusion-based F1 scores are achieved for the ES
(0.77 with RBF SVM) and O (0.56 with NB) traits respectively. With quadrant-
based videos, a maximum F1-score of 0.78 is noted for Con (with linear SVM).
NB classifier works best with fusion-based recognition, and produces best per-
formance for the Ex trait achieving optimal recognition for all the five video
sets.
Table 3.10: Personality recognition considering affective responses to a) all, and b) emotion-
ally homogeneous stimuli. Maximum F1-scores with unimodal classifiers are shown in bold.
Maximum fusion scores are denoted in bold italics.
Extravert Agreeable Conscient Em. Stab Open
Videos Method NB SVM
(lin)
SVM
(rbf)
NB SVM
(lin)
SVM
(rbf)
NB SVM
(lin)
SVM
(rbf)
NB SVM
(lin)
SVM
(rbf)
NB SVM
(lin)
SVM
(rbf)
All
ECG 0.56 0.06 0.53 0.55 0.45 0.32 0.60 0.51 0.55 0.53 0.60 0.58 0.48 0.35 0.49
EEG 0.63 0.52 0.48 0.52 0.12 0.54 0.35 0.35 0.31 0.26 0.46 0.51 0.34 0.36 0.37
EMO 0.35 0.31 0.45 0.40 0.35 0.42 0.39 0.36 0.34 0.44 0.36 0.47 0.50 0.36 0.26
GSR 0.45 0.00 0.35 0.39 0.34 0.27 0.57 0.35 0.54 0.49 0.56 0.73 0.28 0.36 0.53
Wtest 0.65 0.52 0.57 0.58 0.46 0.53 0.65 0.59 0.67 0.59 0.64 0.77 0.56 0.42 0.53
HAHV
ECG 0.59 0.00 0.56 0.48 0.29 0.55 0.50 0.32 0.52 0.55 0.46 0.60 0.45 0.34 0.55
EEG 0.63 0.43 0.63 0.54 0.10 0.10 0.34 0.35 0.33 0.19 0.32 0.57 0.41 0.35 0.45
EMO 0.39 0.00 0.54 0.54 0.34 0.62 0.35 0.37 0.33 0.46 0.35 0.34 0.46 0.36 0.35
GSR 0.22 0.00 0.31 0.47 0.34 0.51 0.53 0.35 0.50 0.42 0.51 0.46 0.28 0.36 0.35
Wtest 0.65 0.43 0.63 0.53 0.47 0.61 0.60 0.56 0.53 0.62 0.62 0.62 0.59 0.46 0.54
LAHV
ECG 0.55 0.02 0.53 0.58 0.45 0.60 0.70 0.78 0.74 0.55 0.46 0.41 0.56 0.42 0.49
EEG 0.63 0.53 0.63 0.49 0.12 0.42 0.34 0.35 0.30 0.32 0.55 0.54 0.34 0.36 0.27
EMO 0.49 0.34 0.51 0.43 0.35 0.10 0.58 0.37 0.36 0.51 0.35 0.39 0.46 0.37 0.57
GSR 0.45 0.00 0.36 0.51 0.34 0.34 0.59 0.35 0.62 0.54 0.52 0.52 0.28 0.36 0.36
Wtest 0.67 0.52 0.66 0.62 0.49 0.60 0.74 0.78 0.76 0.62 0.60 0.61 0.67 0.49 0.59
LALV
ECG 0.58 0.10 0.49 0.43 0.29 0.36 0.55 0.55 0.74 0.53 0.58 0.50 0.55 0.36 0.43
EEG 0.61 0.63 0.57 0.19 0.11 0.50 0.37 0.35 0.59 0.33 0.39 0.42 0.41 0.36 0.29
EMO 0.56 0.00 0.33 0.54 0.18 0.61 0.30 0.37 0.36 0.49 0.35 0.49 0.33 0.36 0.48
GSR 0.47 0.00 0.47 0.50 0.34 0.51 0.32 0.35 0.50 0.52 0.59 0.69 0.28 0.36 0.56
Wtest 0.64 0.61 0.58 0.57 0.34 0.59 0.58 0.56 0.76 0.69 0.69 0.75 0.57 0.46 0.63
HALV
ECG 0.50 0.00 0.51 0.51 0.32 0.62 0.57 0.57 0.62 0.59 0.56 0.66 0.45 0.33 0.50
EEG 0.65 0.53 0.50 0.42 0.07 0.14 0.42 0.35 0.33 0.27 0.32 0.42 0.34 0.36 0.53
EMO 0.32 0.34 0.30 0.47 0.35 0.47 0.42 0.36 0.40 0.33 0.36 0.44 0.56 0.36 0.60
GSR 0.38 0.26 0.35 0.33 0.34 0.25 0.55 0.30 0.48 0.49 0.47 0.45 0.30 0.36 0.60
Wtest 0.67 0.57 0.59 0.55 0.46 0.55 0.62 0.58 0.59 0.59 0.65 0.67 0.57 0.42 0.66
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3.1.7 Discussion
The correlation analyses and recognition results clearly convey two aspects re-
lated to personality recognition from physiological data (i) A fine-grained analy-
sis of users’ physiological responses to emotionally similar movie clips enables
better characterization of personality differences– this reflects in the better lin-
ear models obtained for personality traits considering quadrant-specific videos
in Table 3.8, and the generally higher NMIs for the same in Fig. 3.7. Further-
more, higher F1-scores are typically obtained when physiological responses to
emotionally similar clips are used for personality trait recognition. (ii) The rela-
tionship between personality scales and physiological features is better captured
via non-linear metrics– considerably high MI is noted between emotional rat-
ings and personality scores as well as between affective physiological responses
and personality traits, and this observation is reinforced with RBF-SVM pro-
ducing the best recognition performance.
Interesting similarities are also evident from the correlation and recognition
experiments. The NB and lin SVM classifiers work best for the Ex and ES per-
sonality traits, for which a number of linear correlates can be noted in Table 3.8.
Also, minimum number of linear physiological correlates are noted for the Ag
trait, for which linear classifiers do not work well (best recognition is achieved
with RBF SVM for all video types except ‘All’ in Table 3.9). Likewise, no GSR
correlate of emotion is observed in Table 3.8, which reflects in poor emotion
recognition of personality traits with linear classifiers using GSR features in
Table 3.9. Also, only some EMO correlates of personality traits are revealed
in Table 3.8, and this modality achieves inferior personality recognition with
linear classifiers.
Comparing Tables 3.7 and Table 3.9, EEG shares the least MI with all per-
sonality traits among the considered modalities, and RBF SVM performs poorly
with EEG features (only one best F1 score in 25 conditions). Conversely, GSR
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shares considerable MI with personality dimensions, and GSR features work
best with the RBF SVM classifier in Table 3.9. Some discrepancies also arise
between the correlation and recognition results. For example, among the big-
five personality traits, Openness shares the least MI with all feature modalities
but has a number of linear physiological correlates. However, optimal recog-
nition for this trait is achieved with RBF SVM, even though the achieved uni-
modal F1-scores are the lowest for this trait.
It is pertinent to point out some limitations of this study in general. Weak
linear correlations are noted between emotional and personality scores in Ta-
ble 3.6, and only few physiological correlates of emotion and personality are
observed in Table 3.8, which can partly be attributed to the low variance for
three of the personality dimensions and particularly the Openness trait, as seen
in Fig. 3.2(c). In this context, median-based dichotomization of the personality
scores for binary recognition may not be the most appropriate. However, most
user-centered affective studies have also demonstrated recognition in a similar
manner and on data compiled from small user populations, due to the inherent
difficulty in conducting large-scale affective experiments. Overall, the general
consistency in the nature of results observed from the correlation and recogni-
tion experiments suggest that data artifacts may have only minimally influenced
our analyses, and that reliable affect and personality recognition is achievable
via the extracted physiological features. Furthermore, we will make the com-
piled data publicly available for facilitating related research.
Even though not analyzed in this work, the ASCERTAIN database also in-
cludes Familiarity and Liking ratings, which could be useful for other research
studies. For example, studying the individual and combined influence of famil-
iarity, liking and personality traits on affective behavior could be relevant and
useful information for recommender systems. In particular, personality-aware
recommender systems have become more popular and appreciated of late [39],
but the fact that personality differences show up even as consumers watch affec-
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tive video content can enable video recommender systems to effectively learn
user profiles over time.
Familiarity and Liking ratings could be also used to replicate and extend
related studies. For example, the study presented in [131] notes a connection
between familiarity, liking and the amount of smiling while listening to music.
Also, Hamlen and Shuell [36] find a positive correlation between liking and
familiarity for classical music excerpts, which increases when an associated
video is accompanied by audio. Similar effects could be tested with emotional
movie clips via ASCERTAIN.
Finally, the importance of using less-intrusive sensors in affective studies
has been widely acknowledged [68, 127]. Minimally invasive and wearable
sensors enable naturalistic user response, alleviating stress caused by cumber-
some clinical/lab-grade equipment. Choosing minimally invasive sensors is es-
pecially critical when complex behavioral phenomena such as emotions are the
subject of investigation. While most available affective datasets have been com-
piled using lab equipment [127], ASCERTAIN represents one of the first initia-
tives to exclusively employ wearable sensors for data collection, which not only
enhances its ecological validity, but also repeatability and suitability for large-
scale user profiling.
3.2 Signal Quality Matters - QAMAF
This section covers an approach to take into the consideration the quality of
input signals for enhancing the accuracy of multimodal emotion recognition
results. We propose a Quality Adaptive Multimodal Affect Recognition System
(QMAF) for user-centric multimedia indexing. 8.
8The work has been published in the proceedings of the ACM Conference on Multimodal Retrieval, 2016 [33]
and the jointly developed dataset is publicly available to the research community:
mhug.disi.unitn.it/wp-content/QAMAF/QAMAF.html
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3.2.1 Introduction
This work presents a multimodal approach on a hard implicit affective-indexing
problem. We tackled cross-user and user-centric implicit affective-tagging of
(weakly-affective) and short music snippets when the information sources are
damaged by various noise artifacts. We achieved significantly above chance
results for classification of user perceptions on affective music snippets and we
also found that head movements encode liking perception in response to music
snippets. We made the dataset publicly available for research community so
that other researcher can improve our methods.
Two general approaches of generating affective tags for multimedia content
are (i) using the information content of multimedia [37] and (ii) using the human
affective perception (via detecting users’ emotions) to tag the perceived con-
tent (implicit user-centric approach [52]). Certainly a hybrid approach [53, 57]
could be successfully utilized. This work follows the second approach in a mul-
timodal scheme.
Affective computing techniques have been successfully utilized for detec-
tion of users’ emotions in response to multimedia content [140, 53, 57, 109] by
leveraging the information of a plethora of modalities including facial expres-
sions, gestures, body postures, voice, heart activities, electrodermal signals, and
brain responses.
Since many of the underlying affective patterns in the above mentioned modal-
ities are highly subjective (i.e. they significantly vary from one user to another),
most of the state of the art user-centric emotion recognition studies focus on
subject-based emotion recognition when the training and the test data for evalu-
ation of a scheme comes from the same user [53, 57, 109]. However, a scalable
implicit affective indexing system should be able to classify human emotions
for any unseen user. Such framework where the test data is from unseen users
is called cross-user.
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A multimodal system for affect recognition is expected to perform better
than a unimodal system, as reported in previous studies [53, 34, 57, 109], which
can be attributed to the fusion of complimentary information provided by each
modality.
However, the signals from the above mentioned modalities are often con-
taminated with various sources of noise [88], that significantly hinders the task
of affect recognition. Particularly, in real-world biomedical signals, for e.g.
signals obtained from wearable devices, the problem of noise contamination is
more exaggerated.
This paper presents the first steps towards the validation and development of
a user-centric multi-modal quality adaptive affect recognition system for cross-
user implicit affective indexing of multimedia content.
Experimental Setup
We recruited a total of thirty-three participants (with age distribution of 29.7±
5.4 years, 21 males) for the study. The participants were asked to listen to
music excerpts, originally generated by Robin [78], an algorithmic composer
that generates western classical-like music with affective connotation in real
time. The stimuli are weakly affective being evident from the fact that facial
expressions in the dataset are negligible if not absent.
The participants experienced music excerpts using a AKG K512 headphone
inside a silent room at the University of Trento, Italy. At the beginning of the ex-
periment, four training excerpts were played to the participants to make the sub-
jects familiar with the task. During the experiment, participants were presented
with twenty thirty-two seconds long music excerpts in random order. While
experiencing the music excerpts, participants’ physiological signals, including
electrocardiography (ECG), galvanic skin response (GSR), frontal electroen-
cephalography (EEG), and facial videos were recorded. The ECG and GSR
signals were recorded using the Shimmer sensors, whereas for recording EEG,
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we used a NeuroSky Mindwave headset. Moreover, participants’ facial videos
were recorded using an A4Tech webcam at a resolution of 640 X 480 pixels
and the SDM face alignment method[132] is employed to detect users’ head
poses and facial landmark tracks. All the recordings are available online via the
dataset website9.
In order to measure valence, arousal and liking, participants were asked to
rate them on three seven-point semantic differential scales, from 1 (negative, re-
laxing or unlike) to 7 (positive, exciting or like). To record the levels of arousal,
valence and liking, participants were asked to type in numbers between 1-7
on a keyboard after listening to each excerpt. Moreover, to reduce emotional
bias, a sequence of randomly generated notes were played, from a set of five
15 second long pre-recorded snippets, between each music excerpt. The ob-
tained subjective scores showed substantial inter-rater agreement as measured
using intra-class correlation (ICC), where ICC for arousal, valence and liking
was 0.79, 0.63 and 0.81, respectively.
Signal Quality Estimator Development
Towards developing a quality adaptive affect recognition system signal qual-
ity estimators (SQEs) were developed for each modality. In order to realize
the SQEs, first, the quality of the signals was assessed by two expert annota-
tors, forming the ground truth. We employed the Cohen’s kappa to measure
inter-rater agreement over the annotations of the experts and measures of 0.96,
0.98, 0.94, 0.73 were observed over the quality annotations for ECG, Facial de-
tections, ECG, GSR, respectively. The first three are indicating almost perfect
agreement (≥ 0.9) and the agreement on GSR quality is substantial (≥ 0.7).
The marginal disagreement on the GSR quality could be due to two issues: (i)
GSR has a slow response so that the structures of GSR signals sometimes are
not recognizable over short recordings, and (ii) noise artifacts that are present
9mhug.disi.unitn.it/wp-content/QAMAF/QAMAF.html
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on the signal sometimes induce patterns that are similar to the structure of GSR
responses. In cases of disagreement between the two annotators, the annotation
of the second expert is employed.
Table 3.11: Features used for quality estimation and affect recognition for each modality.
Modality Quality Estimation Affect Recognition
NeuroSky Statistical measures (such as, mean, median, skewness, Band powers for δ, θ, α, β and γ bands,
EEG kurtosis) for EEG data, power spectral features in ranges statistical measures for cognitive
(0-1, 0-4, 4-8, 8-12, 12-30, 30-50, 58-62 Hz) measures provided by NeuroSky
ECG Statistical measures for heart rate and heart rate Wavelet based power spectral features over ECG
variability, power spectral features from ECG for and HRV, statistical measures for the spectral
ranges (5-15, 5-40, 0-40, 1-40 Hz) and their ratios features and Poincare features
GSR Statistical measures for raw GSR signal, and GSR signal Power spectral features, rise time, fall time
band-passed between ranges (0-0.08, 0.08-0.2, 1-2, and zero crossing rate for very low frequency
1-2, 10-20, 20-30 Hz) (≤ 0.08 Hz) and low frequency (0.08
−0.2 Hz) components of the signal
Face/Head-pose Features encoding information regarding lips thickness, ratios, Statistical measures, rise time,
such as upper lip to lower lip thickness, eye brows width to drop time and zero crossing rate for
lips width head’s pitch, yaw and roll
Features listed in Table 3.11 were extracted, as they encode signal quality
information for each modality. Finally, a bagging classifier with decision trees
as a base estimator was implemented to differentiate between good/bad quality
signals for each modality. The classification performance was validated using a
leave-one-subject-out cross-validation i.e., the classifier was trained on samples
from all the subjects except the one used for testing. Moreover, the performance
of the SQEs was assessed using a weighted F1-score [87], as it accurately mea-
sures the classifier performance for a highly imbalanced classification problem.
3.2.2 Affect Classifier Development
As a next step, features (listed in Table 3.11, column labeled ‘Affect recogni-
tion’) that encode affect [53], were extracted. The affect encoding features were
then employed with linear support vector machine (SVM, C = 1.0) and Naive
Bayes (NB) classifiers for three binary classification problems of differentia-
tion between high/low valence, arousal and liking, respectively. For validation
of the developed classifiers, a cross-subject classification approach was adopted
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using a leave-one-subject-out cross-validation [27]. Due to high intra-variability
among human signal patterns, cross-subject affect recognition is a harder, but
more generalizable, problem than subject specific affect recognition (as used in
[53]). In this study we validated our results using cross-subject cross-validation.
Figure 3.8: Quality adaptive multimodal decision level fusion schema.
In our proposed quality adaptive affect recognition scheme, during the de-
velopment of affect binary classifiers, good quality samples form the train data
and SQEs are applied to assess the quality of the test samples. The SQEs pro-
vided the reliability of the predictions thus, assisting in rejecting the bad quality
samples. For accurate measurement of classifier performance for an imbal-
anced classification problem, we computed weighted F1-scores [87]. The per-
formance of each classifier developed above was tested for significance against
random voting using a paired t-test.
3.2.3 Quality Adaptive Multimodal Fusion
The quality adaptive multimodal decision fusion affect recognition system in
this study is developed by modifying the decision fusion scheme presented in
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[58]. In our study, we used a decision fusion classifier for multimodal fusion as
depicted in Fig. 3.8. In decision level fusion, a linear combination of the indi-
vidual uni-modal classifiers’ outputs is calculated as the output. The decision
fusion can be implemented (i) using an equal weight scheme i.e., all modalities
used for affect recognition being given equal weights or (ii) using an optimal
weight scheme i.e., the weight for each modality can be optimised given a set
of training data [58]. The weights indeed encode the relative importance of the
unimodal classifiers in calculation of the final output. The formulation and im-
plementation of the fusion scheme that is employed in this study are described
below.
Formulation
For the decision level fusion scheme, the fusion classification probability px0 ∈
[0, 1] for each class x ∈ {1, 2} can be denoted by
px0 =
N∑
i=1
αip
x
i qiti (3.1)
where, i is the index of a particular modality used for affect recognition,N is
the number of modalities used, αi are the weights corresponding to each modal-
ity (
∑N
i=1 αi = 1), qi
10 corresponds to the quality of the respective modality and
ti is the normalized training set performance for a particular modality, such that
the fusion probabilities for all classes sum up to 1, and is given by
ti =
Fi∑N
i=1 αiqiFi
(3.2)
where, Fi is the F1-score obtained on the training set using a particular
modality and Fi ∈ [0, 1]. Then, it can be shown that,
10qi ∈ {1, 0} : i.e. good or bad according to the output of the SQE binary classification for the ithmodality
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p10 + p
2
0 =
N∑
i=1
αiqiti =
N∑
i=1
(
αiqiFi∑N
i=1 αiqiFi
)
= 1 (3.3)
Implementation
The quality adaptive fusion scheme described above was implemented using
equal weights for EEG, ECG, GSR and head pose. Therefore, the weights used
for fusion were αi = 0.25 and the class probabilities from each single modality
is given by,
pxQ = 0.25× (pxeeqeetee + pxecqectec + pxgsqgstgs + pxhpqhpthp) (3.4)
where subscripted ‘Q’ denotes quality adaptive system, abbreviations ee,
ec, gs and hp denote EEG, ECG, GSR and head pose, respectively. Whereas,
for non-adaptive multimodal fusion was developed using similar decision rule
while excluding the quality term ‘qi’ from the equation resulting in,
pxnQ = 0.25× (pxeetee + pxectec + pxgstgs + pxhpthp) (3.5)
where subscripted ‘nQ’ denotes non-adaptive system for multimodal fusion.
3.2.4 Results
The SQEs for each modality performed adequately for each modality, as the
weighted F1-scores were as follows: EEG - 0.93, ECG - 0.95, Face/headpose -
0.86 and GSR - 0.78, while the weighted F1-score for random voting for each
modality was 0.62. Moreover, the performance of the affect classifiers (both,
quality adaptive and non-adaptive) are reported in Table 3.12, which can be
compared to the baseline weighted F1-score of 0.50, obtained from random vot-
ing for valence, arousal and liking. It was observed that, using the quality adap-
tive affect recognition system, for arousal, all the modalities performed signif-
icantly better than chance. Moreover, for valence EEG, ECG and face/headpose
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produced significant results whereas, for liking only face/headpose using a SVM
classifier performed significantly better than chance. The non-adaptive affect
recognition systems resulted in very few significant results. However, it should
be noted that uni-modal quality adaptive systems had higher failure rate due
to sample rejections. The non-adaptive multimodal decision fusion produced
significantly better than chance classification performance for the three subjec-
tive dimensions of valence, arousal and liking, using the NB classifier whereas,
no significant results were obtained using SVM classifier. Furthermore, the
quality adaptive multimodal decision fusion also produced significantly better
than chance classification performance for valence, arousal and liking, using the
NB classifier whereas, using SVM classifier significant results were observed
only for valence classification. Moreover, the sample rejection rate was brought
down significantly, to 0%, using the quality adaptive multimodal fusion.
Table 3.12: Classification results for the self-assessment of valence (V), arousal (A) and liking
(L) using a leave-one-subject-out cross-validation schema. The weighted F1-scores signifi-
cantly higher than chance level (0.50) are highlighted (superscripted ∗ : p < 0.05). The table
also lists the percentage of samples rejected in quality adaptive schema for each modality.
Modality Classifier
Quality Adaptive Non-Adaptive
A V L Rejections A V L
NeuroSky SVM 0.57∗ 0.53 0.54
22.58%
0.52 0.50 0.51
EEG NB 0.56∗ 0.57∗ 0.53 0.52 0.50 0.51
ECG
SVM 0.59∗ 0.57∗ 0.53
18.33%
0.57∗ 0.52 0.50
NB 0.54 0.57∗ 0.54 0.55 0.55∗ 0.51
GSR
SVM 0.52 0.52 0.46
13.79%
0.51 0.52 0.52
NB 0.55∗ 0.48 0.54 0.54 0.52 0.53
Headpose
SVM 0.55∗ 0.58∗ 0.58∗
5.76%
0.56∗ 0.54 0.58∗
NB 0.50 0.55∗ 0.53 0.53 0.52 0.55
Decision SVM 0.60∗ 0.59∗ 0.58∗
0%
0.57∗ 0.54 0.58∗
Fusion NB 0.57∗ 0.58∗ 0.56∗ 0.56∗ 0.56∗ 0.55∗
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3.2.5 Discussion and Conclusion
The developed SQEs performed well for each modality (weighted F1-score of
about 0.90). However, for GSR the obtained weighted F1-score was relatively
lower than the other modalities suggesting that better features could aid in im-
proving the GSR signal quality estimation. Moreover, the advantage of us-
ing a quality adaptive affect recognizer is evident from Table 3.12, where the
quality adaptive affect recognizer produced more number of significant results
compared to a non-adaptive affect recognizer. However, a higher percentage of
sample rejections for uni-modal quality adaptive systems resulted in their higher
failure rate. The efficacy of multi-modal fusion techniques, both quality adap-
tive and non-adaptive, is evident as both techniques produced significant results
for all three affective dimensions. The quality adaptive multimodal fusion has
an added advantage of decreasing the failure rate resulting from quality adap-
tive uni-modal systems and achieving slightly higher performances. Moreover,
the results reported in Table 3.12 validate the performance of our approach for
cross-user affect recognition in noisy recordings (e.g. due to noise in environ-
ment) for multimedia implicit affective indexing.
Furthermore, it is worth noting that quality adaptive arousal and valence clas-
sifiers performed significantly above chance on all the modalities except on va-
lence recognition using GSR that is in corroboration with the finding in [55]. It
is worthy to mention that low unimodal performances on GSR could be due to
the fact that GSR responses are slow. Therefore, GSR is an unsuitable modality
for an experiment with short recordings like ours.
According to the observed results, a link between participants’ head-pose
(e.g. following the rhythm of music) and the likeability of a music excerpt was
observed as the liking classifiers developed using head-pose features performed
significantly above chance. Head-pose also significantly encodes valence and
arousal perceptions.
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3.3 Conclusion
We present ASCERTAIN– a new multimodal affective database comprising im-
plicit physiological responses of 58 users collected via commercial and wear-
able EEG, ECG, GSR sensors, and a webcam while viewing emotional movie
clips. Users’ explicit affective ratings and big-five personality trait scores are
also made available to examine the impact of personality differences on AR.
Among AR datasets, ASCERTAIN is the first to facilitate study of the relation-
ships among physiological, emotional and personality attributes.
The personality–affect relationship is found to be better characterized via
non-linear statistics. Consistent results are obtained when physiological fea-
tures are employed for analyses in lieu of affective ratings. Finally, AR perfor-
mance superior to prior works employing lab-grade sensors is achieved (possi-
bly because of the larger sample size used in this study), and above-chance per-
sonality trait recognition is obtained with all considered modalities. Personality
differences are better characterized by analyzing responses to emotionally sim-
ilar clips, as noted from both correlation and recognition experiments. Finally,
RBF SVM achieves best personality trait recognition, further corroborating a
non-linear emotion–personality relationship.
We believe that ASCERTAIN will facilitate future AR studies, and spur fur-
ther examination of the personality–affect relationship. The fact that personality
differences are observable from user responses to emotion-wise similar stimuli
paves the way for simultaneous emotion and personality profiling. As recent
research has shown that AR is also influenced by demographics such as age
and gender [118], we will investigate correlates between affective physiologi-
cal responses and the aforementioned soft-biometrics in future, coupled with a
deeper examination on the relationship between personality and affect. We will
also investigate how a-priori knowledge of personality can impact the design of
user-centered affective studies.
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In the QAMAF study presented here, we developed a quality adaptive mul-
timodal affect recognition system for cross-user and user-centric implicit mut-
limedia indexing. The multimodal system was developed using data from four
different modalities of EEG, ECG, GSR and face/headpose videos while users
experienced affective music generated by an algorithmic composer, Robin. The
signal quality for each modality was estimated first using a bagging classifier,
which was followed by affect recognition. The quality adaptive uni-modal af-
fect recognition performed better than chance however, these systems resulted
in high failure rate due to bad quality sample rejection. Towards decreasing the
failure rate of the uni-modal affect recognition systems, we proposed a quality
adaptive multimodal decision fusion rule, giving equal weights to each modal-
ity, which performed adequately for affect recognition while lowering the fail-
ure rate. However, to improve the classification performance, quality adaptive
modality weight optimisation should be explored in future studies. We release
the dataset for the community, so that researchers in the community would im-
prove our baseline results employing more innovative signal-quality adaptive
methods.
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Chapter 4
Crowdsourcing Continuous Affective
Annotations for Video Tagging
Affective video tagging has been acknowledged as an important multimedia
problem for long, given its utility for applications such as personalized media
recommendation. However, most content and user-based media tagging ap-
proaches seek to recognize the general emotion of a stimulus (typically a movie
or audio/video music clip), and only a few methods such as [37] have attempted
to determine the dynamic of time-continuous emotion profile in the stimulus.
This limitation is partly attributed to the fact that interpreting and measuring
emotion is an inherently difficult problem– emotion is a highly subjective feel-
ing, and the discrepancy between the emotion envisioned by the content creator
versus the actual emotion evoked in consumers has been highlighted by many
works. Also, learning the relationship between low-level content (typically in
the form of audio-visual effects) and the high-level emotional feeling over time
requires extensive training data, with annotations typically performed by multi-
ple annotators for reliability, which is both difficult and expensive to acquire.
Recently, crowdsourcing (CS) has become popular for performing tedious
tasks through extensive human collaboration via the Internet. When it is difficult
to employ experts for analyzing large-scale data, CS is an attractive alternative,
as many individuals work on smaller data chunks to provide useful informa-
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tion in the form of annotations or tags. CS has been successfully employed to
develop data-driven solutions for computationally difficult problems in multi-
ple domains like natural language processing [129], and computer vision [137].
Two reasons mainly contribute to the success of CS– (1) crowd workers are
paid a fraction of the wages that experts are entitled to, thereby achieving cost
efficiency, and (2) the experimenter’s task becomes scalable when the original
task is split into smaller and manageable micro-tasks and distributed among
crowdworkers. Nevertheless, cost-effectiveness in CS is achieved at the ex-
pense of expertise– crowdworkers may lack the technical and cognitive skills
or the motivation to effectively perform a given task [94]. Therefore, efficient
methodologies that are robust to noisy data are crucial to the success of CS
approaches.
In this study, we also propose Multi-task learning (MTL) for time-continuous
valence, arousal (VA) estimation from movie scenes for which dynamic emo-
tion annotations are acquired from crowdworkers. Given a set of related tasks,
MTL seeks to simultaneously learn all tasks by modeling the similarities as
well as differences among them to build task-specific classification or regres-
sion models. This joint learning procedure accounting for task relationships
leads to more efficient models as compared to learning each task independently.
For the purpose of learning the relationship between low-level audio-visual fea-
tures and corresponding crowdworker VA annotations over time, we ask the
following questions: (1) Given that emotion perception is highly subjective,
and biases relating to crowdworker demographics may additionally exist, can
we discover any patterns relating to their dynamic emotional perception? The
exercise of seeking to acquire a gold standard annotation for each movie scene
(or clip) via crowdsourcing is meaningful only if such patterns can be discov-
ered. (2) If the emotional ground truth corresponding to each movie clip can be
represented by a single, gold standard emotional profile, can we discover corre-
sponding audio-visual correlates for a movie clip collection (as against a single
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movie clip), which in turn, can be more effective for predicting the VA profile
of a novel clip? Through extensive experiments, we demonstrate that MTL ef-
fectively answers the above questions, and is superior to single-task learning for
VA prediction in novel scene segments. To summarize, this chapter makes the
following contributions:
1. This is the first work to employ MTL for time-continuous emotion predic-
tion.
2. This is also one the first work to attempt dynamic affect prediction for
movie clips.
The chapter is organized as follows: Section 4.1 overviews the literature. Ex-
perimental protocol employed for recording crowdworkers’ affective responses
is described in Section 4.2 . An application of a multi-task learning framework
on the recorded dataset is provided in Section 4.5. Annotation data analysis and
emotion prediction experiments are presented in Section 4.5.1, and conclusions
are stated in Section 4.6.
4.1 Related work
We now examine related work on (1) Crowdsourcing, (2) Affective movie anal-
ysis, (3) CS for affective media tagging and (4) Multi-task learning.
4.1.1 Crowdsourcing
Steiner et al. [112] defined three types of video events and showed that these
events can be detected from video sequences via crowdsourcing upon combin-
ing textual, visual and behavioral cues. Vondrick et al. [124] argued that frame-
by-frame video annotation is essential for a variety of tasks, as in the case of
time-continuous emotion measurement, even if it is difficult for human anno-
tators. An online framework to collect valid facial responses to media content
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was proposed in the work of McDuff et al. [73], who found significant differ-
ences between subgroups who liked/disliked or were familiar/unfamilar with a
particular commercial.
4.1.2 Affective movie analysis
A primary issue in affective multimedia analysis is the paucity of reliable anno-
tators to generate sufficient training data and in most studies, only few annota-
tors are used [107, 126]. Also, emotion perception varies with individual traits
such as personality [43], and significant differences may be observed in affec-
tive ratings compiled from different persons over a small population. To address
this problem, a number of studies have turned to crowdsourcing. In a seminal
study affective movie study, Gross et al. [32] compiled a collection of movie
clips to evoke eight emotional states such as anger, disgust, fear and neutral
based on emotion ratings compiled for 250 movie clips from 954 subjects.
4.1.3 Crowdsourcing for affective media tagging
Soleymani et al. [108] performed crowdsourcing on a limited scale to collect
1300 affective annotations from 40 volunteers for 155 Hollywood movie clips.
In another CS-based affective video annotation study, Soleymani et al. [105]
compiled annotations for the MediaEval 2010 Affect Task Corpus on AMT,
and asked workers to self-report their boredom levels. In a recent CS-based
media tagging work, Soleymani et al. [106] presented a dataset of 1000 songs
for music emotion analysis, each annotated continuously over time by at least
10 users. Nevertheless, movies denote multimedia stimuli that best approximate
the real world and movie clips have been found to be more effective for eliciting
emotions in viewers as compared to music video clips in [52], and that is why
we believe continuous emotion prediction with movie stimuli is important in
the context of affective media representation and modeling.
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4.1.4 Multi-task learning
Recently, multi-task learning (MTL) has been employed in several computer vi-
sion applications such as image classification [136], image annotation [92] and
visual tracking [141]. Given a set of related tasks, MTL [18] seeks to simul-
taneously learn a set of task-specific classification or regression models. The
intuition behind MTL is simple: a joint learning procedure which accounts for
task relationships is expected to lead to more accurate models as compared to
learning each task separately. While MTL has been used previously for learning
from noisy crowd annotations [42], we present the first work that employs MTL
for time-continuous emotion prediction from movie clips.
4.2 Experimental Protocol
In this study, we asked crowd workers to continuously annotate 12 emotional
movie scenes adopted from [52] via a web-based user interface– they were not
allowed to access the scene content prior to the rating task. Our objective was to
understand and model their emotional state over time, as they viewed the movie
clips.
4.2.1 Dataset
We selected 12 video clips from [52] equally distributed among the four quad-
rants in the valence-arousal space. Table 4.1 presents characteristics of video
clips from the different quadrants. All video clips were hosted on YouTube for
access during the CS task.
4.2.2 Experimental Protocol
We posted the annotation task on Amazon Mechanical Turk (AMT) and other
CS channels via the CrowdFlower (CF) platform. CF is an intermediate plat-
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Table 4.1: Video clip details. HALV, LALV, HAHV and LALV respectively correspond to
high-arousal low-valence, low-arousal low-valence, high-arousal high-valence and low arousal-
low valence labels.
HALV LALV HAHV LAHV
No. of video clips 3 3 3 3
Min. length (sec) 79 80 86 59
Max. length (sec) 91 121 109 92
Avg. length (sec) 86.66 97.33 101 76.33
form for posting the AMT task on our behalf. Moreover, CF provides a simple
gold standard qualification mechanism to discard outliers. If workers passed
the qualification test, they were considered qualified to perform a given task.
However, pre-designed tests are very generic and limited to simple tasks, which
do not allow for trivially discarding low quality annotations. So, we performed
PHP server-side scripting and redirection, collection and evaluation of all anno-
tations real-time on our server via HTTP requests, before letting workers submit
the task. The architecture of the designed CS platform is shown in Fig. 4.1.
Figure 4.1: Architecture of the designed Crowdflower platform (Turkers are the AMT crowed
workers).
To ensure annotation quality, each crowd worker could only annotate 5 video
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clips, and at least 15 judgments were requested and collected for each video
clip. We also recorded facial expressions of workers (not used in this work) as
they performed the annotation. Informed consent was obtained from workers
and, prior to the task, workers had to provide their demographics (age, gender
and location). Time-continuous valence/arousal annotations from workers were
compiled over separate sessions (a worker need not annotate for both valence
and arousal for the same clip under this setting), and workers were also required
to rate each clip for overall emotional valence or arousal. Each worker was paid
10 cents per video as remuneration upon successful task completion.
Workers did not get paid if their annotations and webcam facial videos were
not recorded on our server. To evaluate the annotation quality, each video anno-
tation was logged in XML format and analyzed. A continuous slider was used
to record emotional rating, and if the slider had not moved for more than 80%
of the clip duration, or if more than 20% of the data was lost, the annotation was
automatically discarded. Also, files smaller than a pre-defined threshold were
discarded. If the annotation task was left incomplete, a warning message noti-
fied the worker about the missing annotations. Workers could then re-annotate
the missing videos and get paid. For motivating workers to provide good quality
annotations, we rewarded them with online gift vouchers if they provided high-
quality annotations. Furthermore, we introduced some constraints such as: (1)
Workers could not play (or rate) multiple video clips simultaneously. (2) Work-
ers could annotate a video as many times as they wanted to. (3) Workers were
allowed to use only the Chrome browser for annotation due to unavailability
of HTML5 technology support in other browsers. (4) Media player controllers
were removed from the interface so that workers could not fast forward/rewind
the movie clips, and finally, (5) If the annotation stopped midway, it had to be
redone from scratch.
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4.2.3 Annotation Mechanism
A screen shot of the user interface for recording annotations is presented in
Fig. 4.2. The following components were part of the continuous annotation and
facial expression recording process.
Figure 4.2: User-interface for recording workers’ emotional ratings and facial expressions.
Video Player: To provide an uninterrupted video stream for workers with
low bandwidth, we uploaded all movie clips onto YouTube. On the client-side,
YouTube JavaScript player API was integrated and used in our web-based user
interface.
Slider: The slider was used to collect the time-continuous VA ratings of work-
ers while watching the video clips. The slider values ranged from -10 to 10
(very unpleasant to very pleasant for valence, and calm to highly excited for
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arousal) for both factors. In order to facilitate workers’ decision making, a stan-
dard visual scale Self Assessment Manikin (SAM) image was displayed to the
workers.
Webcam Panel: To upload facial expression of workers in real-time, we used
HTML5 technology to buffer the worker’s webcam recording on the client-side
when the play button was pressed. The buffered video was automatically up-
loaded in compressed, VP8 open codec format on our server when the video
clip finished playing. Videos were recorded at 320x240 resolution, 30 fps.
Questionnaires: Workers needed to report (1) their overall emotional (valence
or arousal) rating for the movie clip on a scale of -10 to 10, and (2) their famil-
iarity with the clip to avoid the effect of such bias on their ratings.
4.3 Multimedia Feature Extraction
Inspired by previous affective studies [126, 91], we extracted low-level audio-
visual features that have been found to correlate well with the VA dimensions.
In particular, we extracted the features used in [37, 57] on a per-second basis
for our regression experiments.
4.3.1 Video Features
Lighting key and color variance [126] are well-known video features known
to evoke emotions. Therefore, we extracted lighting key from each frame in
the HSV space by multiplying the mean by the standard deviation of V values.
Color variance [57] is defined as the determinant of the covariance matrix of L,
U, and V in the CIE LUV color space. Also, the amount of motion in a movie
scene is indicative of its excitement level [57]. Therefore, we computed the
optical flow [69] in consecutive frames of a video segment to motion magnitude
for each frame. The proportions of colors are important elements for evoking
emotions [122]. A 20-bin color histogram of hue and lightness values in the
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(a)
(b)
Figure 4.3: Age (a) and gender (b) statistics of crowdworkers for valence and arousal annota-
tion tasks
HSV space was computed for each frame of a segment and averaged over all
frames. The mean of the bins reflect the variation in the video content. For
each frame in a segment, the median of the L and S values in HSL space were
computed; their average for all the frames of a segment is an indication of the
segment lightness and saturation [57]. We also used the definitions in [126]
to calculate shadow proportion, visual excitement, grayness and visual detail.
Extracted video features are listed in Table 4.2.
102
CHAPTER 4. CROWDSOURCING CONTINUOUS AFFECTIVE ANNOTATIONS FOR
VIDEO TAGGING
Figure 4.4: Locality distributions of crowdworkers.
4.3.2 Audio Features
Sound information in the form of loudness of speech (energy of sound) is related
to arousal, while rhythm and average pitch in speech relates to valence [91],
while Mel-frequency cepstrum components (MFCCs) [66] are representative
of the short-term sound power spectrum. Commonly used features in audio
and speech processing [66] were extracted from the audio channels. To extract
MFCCs, we divided the audio segment into 20 divisions and then extracted the
first 13 MFCC components from each division. Using the sequence of MFCC
components over a segment, we computed 13 derivatives of MFCC, DMFCC,
and mean auto correlation, AMFCC proposed in [66]. Upon calculating MFCC,
DMFCC and AFCC (13 values each), we used their means as features. The im-
plementation in [80] was used to extract formants up to 4400Hz over the audio
segment, and formant means were used as features. Moreover, we used the
ACA toolbox [64] to calculate mean and standard deviation(std) of (i) spectral
flux, (ii) spectral centroid and (iii) time-domain zero crossing rate [66] over 20
audio segment divisions. We also calculated the power spectral density and the
bandwidth, band energy ratio (BER) , and density spectrum magnitude (DSM)
according to [66]. Finally, we also computed the mean proportion of silence as
defined in [19]. All in all, 56 audio features listed in Table 4.2 were extracted.
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Table 4.2: Extracted audio-visual features from each movie clip (feature dimension listed in
parenthesis).
Audio features Description
MFCC features (39) MFCC coefficients [66], Derivative of MFCC,
MFCC Autocorrelation (AMFCC)
Energy (1) and Pitch (1) Average energy of audio signal [66] and first pitch
frequency
Formants (4) Formants up to 4400Hz
Time frequency (8) mean and std of: MSpectrum flux, Spectral centroid,
Delta spectrum magnitude, Band energy ratio [66]
Zero crossing rate (1) Average zero crossing rate of audio signal [66]
Silence ratio (2) Mean and std of proportion of silence in a time win-
dow [66, 19]
Video features Description
Brightness (6) Mean of: Lighting key, shadow proportion, visual
details, grayness, median of Lightness for frames,
mean of median saturation for frames
Color Features (41) Color variance, 20-bin histograms for hue and light-
ness in HSV space
VisualExcitement (1) Features as defined in [126]
Motion (1) Mean inter-frame motion [69]
4.4 A Conditioned Crowd is Better Than the Expert
1012 and 527 workers participated in the valence and arousal rating experi-
ments respectively. Their age and gender distributions are as shown in Fig. 4.3.
Their locality distribution is also presented in Fig. 4.4. The first step towards
processing worker annotations involves discarding outliers and bad quality an-
notations. This section describes (i) the adopted procedures for filtering crowd
annotations without and with prior knowledge, and (ii) employed method to
aggregate experts’ and workers’ dynamic annotations.
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4.4.1 Quality control without prior knowledge
Evaluation of workers’ reliability for any CS studies is associated with some
prior knowledge available in the context of the study. In the first quality ap-
proach, we assume no prior knowledge regarding the emotional content of each
movie clip.
We assume the annotation (A) of an AMT worker (T ) for a certain video (V )
is a vector of length l seconds denoted as: ATV = (a1, a2, ...al). We perform
two levels of quality control to filter out bad annotations and in an unsupervised
manner.
Quality control : Level 1
(i) Due to bad network connection, browser bugs or other issues, the server may
miss annotations over some durations of a video. We normally expect to re-
ceive l annotations for an l-sec long video. If assessment for the ith second of
the video is received, ai ∈ ATV vector will be a real number in [−10, 10]. Other-
wise, the value is set to NaN (Not a Number). We discarded those annotations
which have more than threshold NaN values. This threshold was empirically
set to 0.15l.
FilterNaN(ATV ) =
{
True : #NaN (ATV )l < τNaN
False : Otherwise
where #NaN denotes number of NaN entries in ATV . For those annotations
that passed the NaN filter, and still had some NaN values, we replaced the
NaN values with the immediately preceding and valid value, or 0 otherwise.
(ii) We expected some variation in the time-continuous affect annotations,
as the videos for our study were chosen from a set of control stimuli. Those
annotations that do reflect the emotion dynamics are filtered using the follow-
ing criteria– (a) FilterSTD discards an annotation ATV if the standard deviation
(STD(ATV ) < τSTD, set empirically to 1 (0.05×20).
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FilterSTD(ATV ) =
{
True : std(ATV ) > τSTD
False : Otherwise
(b) The percentage of times the slider is moved during the annotation task is
an indicator of the annotator’s participation level, and therefore we discarded
ATV if it does not change over a certain duration t > τDYN , set empirically to
0.8l.
FilterDYN(ATV ) =
{
False :
∑l
i=1 δ(ai+1, ai) > 0.8l
T rue : Otherwise
where δ denotes Kro-
necker delta, with δ(i, j) = 1, i = j and 0 otherwise.
(iii) Finally, we expect some degree of consistency between the time-continuous
annotations of a worker (ATV ) and his/her overall emotional assessment (OTV )
of a video. If an annotator does not (a) provide any overall assessment to a
video (OTV = NaN ), or (b) enter the overall assessment as neutral (OTV = 0),
we did not discard the annotation. The range for time-continuous annotations
was [−10, 10] and for the overall assessment it was [−2, 2]. If OTV 6= NaN ,
then we accepted the annotation if and only if the sign(OTV ) is consistent with
either the sign of the mean annotation value, or with the mean value for the last
5 seconds. The last five seconds were considered since the overall assessment
is likely to be impacted by the workers’ most recent emotional state.
FilterCNS(ATV , OTV ) =True : or
{
sign(mean(ATV )) ∗ sign(OTV ) > 0
sign(mean(ATV (l − 4 : l))) ∗ sign(OTV ) > 0
False : Otherwise
To smooth the peaks in the time-continuous annotations, we applied a Kaiser
window whose width w = 5 sec and whose shape parameter, β equals 1, and
then rescaled the annotations by dividing them by w = 5 (see Fig. 4.7(c)). The
discarded annotation samples upon applying level 1 of quality control procedure
are highlighted in yellow in Figure 4.5(a) and Figure 4.5(b). The above process
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Algorithm 1 Quality Control - Level 1
procedure LEVEL 1 ANNOTATIONS(Annotations, List1Top)
List1Top ← ∅
for all ATV such that ATV ∈ Annotations do
ζ1 ← FilterNaN(ATV )
ζ2 ← FilterSTD(ATV )
ζ3 ← FilterDYN(ATV )
ζ4 ← FilterCNS(ATV )
if (ζ1 & ζ2 & ζ3 & ζ4) then
List1Top ← List1Top ∪ {ATV }
end if
end for
return List1Top
end procedure . Passed Level 1 annotations (List1Top)
is outlined in Algorithm 1.
Quality control : Level 2
The annotations that passed through the four filters in level 1 of the quality con-
trol process are shown in pink in the left plots of Fig. 4.5(a) and 4.5(b). Level 2
of the filtering process was based on three main assumptions: we assumed that
(i) there is a certain reliable annotation (RA) that best reflects the affective con-
tent of the video in terms of arousal/valence, (ii) high quality annotations cor-
relate significantly with RA, and finally (iii) the city-block distance (`1- norm)
between high quality annotations and RA will be low. We empirically set a
threshold (τCBD = 4), which is 20% of the annotation range.
As illustrated in Algorithm 2, we first estimated the reliable annotation as
the median of the (currently compatible) annotations. In each iteration of a con-
vergent loop, we discarded those annotations that do not significantly correlate
(p > 0.05) with the current RA estimate. In each iteration, we also discarded the
annotations whose `1 distance from the RA estimate was more than τCBD. The
remaining annotations were then compatible with the current estimate. After
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each iteration, we updated the RA estimate using only the compatible annota-
tions and looped until (i) either only one annotation remained in List2Top or (ii)
all List2Top annotations were compatible with the current RA estimate.
During the convergence process, it may happen that some annotations com-
patible with the final RA estimate get discarded. We retrieved all such compat-
ible annotations from the accepted level 1 list (List1Top) by tracing the above
loop exactly once.
Algorithm 2 Quality Control - Level 2, RangeWidth is width of the annotation range, equals
20 in our study.
procedure TOPANNOTATIONS(List1Top, List2Top)
. Estimate the high quality annotations in a convergent loop
List2Top ← List1Top
RA← median(List2Top)
Iterate← True
while Iterate do
Iterate← False
for all ATV s.t. ATV ∈ List2Top do
ρ← corr(ATV , RA)
δ ← `1(ATV , RA)
{ATV } ← (δ > τCBD) or p(ρ) ≥ 0.05 or ρ < 0
List2Top ← List2Top − {ATV }
Iterate← True
end for
RA← median(List2Top)
end while
. RA to accept discarded high quality annotations
for all ATV such that ATV ∈ List2Top \ List1Top do
ρ← corr(ATV , Estimate)
δ ← `1(ATV , Estimate)
{ATV } ← (δ < τCBD) or p(ρ) ≤ 0.05 or ρ > 0
List2Top ← List2Top + {ATV }
end for
return List2Top
end procedure
4.4.2 Quality control with prior knowledge
Prior knowledge about a video’s affective content can help enhance the quality
of obtained CS annotations. To this end, we used the ground truth ratings con-
cerning arousal and valence provided by [52] for the 12 videos used in the sec-
ond quality control approach. From the ground truth ratings, we know wether a
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(a)
(b)
Figure 4.5: Filtering results using Quality Control without prior knowledge (a), and with prior
knowledge (b). Yellow curves denote time-continuous annotations discarded upon applying
Algorithm 1. In (a) and (b), magenta-colored curves in the left plot denote input to Algorithm 2,
and output of Algorithm 2 in the right plot. The blue, black and red curves denote 1st , 2nd
(median) and 3rd quartile of the annotation values.
certain video is perceived by the population as belonging to positive or negative
valence, and exciting or calm arousal, which is employed to discard inconsistent
worker annotations. Following this approach, we discarded those annotations
for which (i) a worker did not provide any overall valence/arousal assessment,
or (ii) the worker’s overall assessment OTV is not consistent with the ground
truth (OGTV ):
FilterGT (ATV , OTV , OGTV ) =
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{
OTV = NaN
sign(OTV ) ∗ sign(OGTV ) < 0
False : Otherwise
In the second quality control approach, we applied FilterGT before Algo-
rithm 1 to get the ground truth-compliant CS annotations. Employing prior
knowledge to remove annotation outliers produces fewer and cleaner annota-
tions as seen from Fig. 4.5(b).
4.4.3 Aggregation of accepted annotations
All in all, we obtained 3 sets of annotations : (i) CS: crowdsourced annota-
tions without employing prior knowledge, (ii) CSGT: crowdsourced annota-
tions consistent with ground-truth ratings OGTV , and (iii) Experts annotations
(EXPT). These annotations were aggregated to obtain one representative time-
continuous annotation per video that best reflects the dynamic emotions evoked
in the (expert or worker) population over time. According to [75], two effective
methods for aggregating time-continuous annotations involve using the mean
and median of samples corresponding to a particular time point (we assume one
annotation one second). Moreover, we use 4-quantiles (quartiles) to estimate (i)
annotation upper-bound (Q3 -shown as red in Fig. 4.6), (ii) median-annotation
(Q2 - shown with black in Fig. 4.6), and (iii) the lower bound (Q1 -shown with
blue in Fig. 4.6). In Figure 4.6, we compare the CS, CSGT and EXPT outputs
using the annotation mean (green) and median (blue) as suggested in [75]. We
use Q3 and Q1 to estimate the reliability range for each annotation at a time
point, and we expect more error in the estimated annotations for largerQ3−Q1
values. Some statistics over (Q3 − Q1) quartile differences are reported in
Table 4.3. Evidently, the presence of more annotations results in a tighter esti-
mate of the time-continuous emotion profile (CS and CSGT correspond to lower
variance), which clearly demonstrates the merit of adopting a CS approach for
affect analysis.
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(a) (b) (c)
Figure 4.6: Aggregations results for (a) Crowdsourced annotations (CS) (b) Crowdsourced
annotations compatible with ground truth (CSGT) and (c) Experts annotations (EXPT)
Table 4.3: Statistics over (Q3 − Q1) quartile differences for aggregated dynamic emotion an-
notations
Dimension Type mean std min max
Valence CS 3.232 1.129 0.000 6.490
CSGT 3.276 1.230 0.000 7.091
EXPT 2.954 1.430 0.097 8.404
Arousal CS 3.226 1.138 0.000 7.491
CSGT 3.563 1.274 0.000 8.939
EXPT 5.241 2.190 0.431 13.621
4.4.4 Agreement Between Annotators
We also examined the level of inter-annotator agreement between the crowd
and expert annotators, in order to assess the level of consistency in the clean
annotations. Following [106], agreement for dynamic emotion ratings were
computed using Kendal’s concordance coefficient, while Krippendor’s α was
used for static emotion ratings. Results are presented in Table 4.4. Since only
dynamic emotion ratings for the movie clips were collected from experts, expert
agreement for static emotion results are not available.
Concerning dynamic emotion annotations, the expert agreement for both va-
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(a) (b) (c)
Figure 4.7: Kaiser window-based smoothing effect on annotation profile (left), feature profile
(middle), and prediction profile (right)
Table 4.4: Inter-annotator agreement computed using coefficient of concordance (Kendall’s
W ) for dynamic emotion annotations and Krippendor’s α for static annotations.
CS CSGT EXPT
µ± σ α µ± σ α µ± σ
Valence 0.19± 0.19 0.34 0.20± 0.19 0.37 0.45± 0.29
Arousal 0.22± 0.20 0.14 0.19± 0.19 0.17 0.59± 0.25
lence and arousal is much higher for experts as compared to crowd workers.
While the variance in quartile differences over time was lesser for crowd work-
ers as seen from Table 4.3, the general emotional agreement computed over raw
annotations is still higher for experts. The inter-expert agreement for arousal is
much higher than for valence, while hardly any difference is seen in the valence
and arousal agreements for workers. Regarding static emotion ratings (available
only for workers), a much higher agreement is noted for valence as compared
to arousal.
112
CHAPTER 4. CROWDSOURCING CONTINUOUS AFFECTIVE ANNOTATIONS FOR
VIDEO TAGGING
4.4.5 Wisdom of Crowd vs. Experts
In this section, we introduce our method for comparing the quality of continu-
ous affective annotations provided from 3 different methods namely, (i) crowd-
sourced annotations (CS), (ii) using the ground truth affective tags to analyze
crowdsourced annotations (CSGT), (iii) and analyzing experts’ annotations (ac-
quired in-lab). We used the glmnet regression algorithm [102, 101] to pre-
dict continuous affective annotations of each video using a leave-one-video-out
cross validation schema. State-of-the-art multimedia content analysis (MCA)
features extracted from audio and video components of a movie clip [57] were
input to glmnet trained with time-continuous emotion ratings provided by work-
ers/experts. The algorithm proposed in [37] was used to preprocess the ex-
tracted features, and to post-process the predicted annotations. We report the
correlation significance for predicted vs. actual annotations and the coefficient
of determination (R2) results for the predictions.
Experiment Schema:
We performed one-video-out cross validation and trained a regressor on
the data of 11 videos (VTr = {vj : j 6= i} for a certain 1 6 i 6 12) and
predicted the continuous annotation for the test video (VTs = {vi}). The
mean dynamic emotion prediction performance is reported. In our model,
we used the features and annotations from each second as training samples.
STr = {(fj, tj) : 1 6 j 6 l, vj ∈ VTr}, where FTr = {fj : (fj, tj) ∈ STr} is
the training feature set for the regression and TTr = {tj : (fj, tj) ∈ STr} is the
correspondent training target set. Similarly STs, FTs, and TTsare defined respec-
tively as test sample set, test feature set and test targets. Upon training the re-
gression model, we tested the model over the test features (FTs) and get the raw
predictions (ETs) for the test sample. Then we use R2, the coefficient of deter-
mination between the test targets (TTs) and the post-processed predictions(E´Ts).
In section 4.4.10, we explain the post processing method over the predictions.
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4.4.6 Feature Preprocessing
Smoothing features over time
Hanjalic et al. [37] perform a preprocessing on the low-level feature fusion
before training a regressor using a Kaiser window of width = 700 and a shape
parameter β = 5. The purpose of applying the filter is to smooth the features
to correlate better with continuous annotations. In their study, the predictions
are at the frame level. Since in our case, the video frame rate is 30fps, we set
the parameters of the Kaiser window to width = 70030 and β =
5
30 . The effect of
applying such smoothing is shown in Figure 4.7(b).
Feature Normalization
We accumulated training samples and calculated the z-score of the feature sets.
We used the mean(µ) and standard deviation (σ) obtained from normalized
training samples: µ = mean(FTr) and σ = std(FTr) to also normalize the test
samples as f(1,2,...,l)−µσ : f(1,2,...,l) ∈ FTs and |VTs| = l.
Feature Selection using Linear Model ANOVA
Before feeding the features to the regressors, we fit a linear model to the train-
ing samples and then performed a one-way ANOVA on the linear model. The
idea [109] was to see wether the variance in the predicted results was signifi-
cantly explained by each feature or not. We discarded the features for which
p > 0.10 (as in [109]).This feature selection method was chosen as it is consis-
tent with the regression method used in our study.
4.4.7 Label Extraction, aggregation of continuous annotations
There are two standard ways of aggregating continuous annotations as also re-
ported in [75]: mean and median of per-second clip annotations. In this study,
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for the sake of comparison, we reported the regression results using both. Us-
ing the mean of annotations provides a more smooth annotation over time, but
when the number of annotations are few, it is prone to noise. Median of the
annotations is more robust to noise, but the result of median-based aggregation
is usually not as smooth as for the mean. Using median we may be able to
capture finer affective events from time-continuous annotations, but using the
mean to aggregate the annotations, we are able to describe the emotional profile
of movie scenes better.
4.4.8 Regression Algorithm and Inner-loop parameter optimization
The regression-prediction method that we applied relies on a recent implemen-
tation of GLMNET toolbox1. As defined in Section ??, assuming FTr to be the
training feature-set and TTr to be the target vector corespondent to FTr, the goal
is to fit a statistical model on FTr to estimate TTr. Then we use the statistical
model to predict regression responses (estimation of TTs) to test features FTs.
We evaluated the performance of the regressor with the value and significance
level of the R− squared measure as mentioned previously.
To build the statistical model we use the Lasso optimization problem, pro-
posed in [119]. The idea is to find regression coefficients by solving a regular-
ized least-squares problem formulated as:
βˆ = argminβ
1
2 ‖y −Xβ‖22 + λ ‖β‖1
where λ ≥ 0 is a tuning parameter , and the method regularizes β by trading
off ”goodness of fit” for a reduction in ”wildness of coefficients”[101]. We
optimized the λ with a method explained in [120] and implemented using the
GLMNET toolbox. The method performs an inner cross-validation on the train-
ing data.
1www.stanford.edu/ hastie/glmnet matlab/
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4.4.9 Information Fusion: Early vs. Late
On top of the unimodal regression, where we trained and tested the regressor
with either audio or video features, we explored two approaches to fuse the
information content in the two channels to boost up performance. There are two
general strategies to perform fusion of information content, (i) early fusion or
feature fusion, where we simply concatenate the features from the two sources
and feed in to the regressor, and (ii) late or decision fusion where we fuse the
processed unimodal information at the decision level. The first method is not
always very successful in enhancing the performance due to several reasons:
(a) inhomogeneity of different features arising from different sources, (b) stack
of redundancy in the overall feature space and therefore getting an increasingly
more difficult pattern recognition problem, and (c) an increase in the number of
features with the sample size remaining fixed increases error variance, and may
consequently decrease overall performance. On the other hand, decision fusion
has been consistently shown to outperform feature fusion in [58, 57, 109, 52].
Thus, in this study we only performed the decision fusion method
Assuming that EA is the prediction given by regressor for audio features and
EV is the regressor for the video features, we calculated the overall output of
the regression with EO defined as:
EO = α× EA + (1− α)× EV where 0 6 α 6 1
The estimation of best parameter of α is performed through an inner one-
video-out cross-validation loop on the training movie clips with the following
criterion: (i) maximizing the mean of R-squared measure for the training videos
(obtained over the inner loop cross validation) while the number of significant
(p < 0.05) correlations between predictions and actual annotations must be
more than 80% of the training clip size.
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4.4.10 Prediction Post-processing
Hanjalic et al. [37] used a Kaiser window of width = 1500 with the shape
parameter of β = 5 to post process the predictions. The purpose of applying the
filter is to smooth the prediction and estimate the dynamic emotional profile of
the movie. Similar to Section 4.4.6, we set the parameters of the Kaiser window
to width = 150030 and β =
5
30 . The effect of applying the Kaiser window on the
predictions can be seen from Fig.4.7(b).
4.4.11 Results
Our reports include the unimodal regressions over audio/video features inde-
pendently, and decision fusion of the unimodal regressors. We report regression
performance for two aggregation methods reported in [75], (i) using mean of
annotations and (ii) median of annotations. As in Table 4.5 and Figure 4.8, our
results suggest that using the mean is more effective for aggregating the anno-
tations. Obtained results suggest that all three methods yield reasonable (R¯2)
measures, but the results obtained with crowd annotations are better. In particu-
lar, using affective ground truth for the video is the best way to get high quality
time-continuous affect annotations.
The audio features, in our setup, provided more accurate valence predictions.
However, the video features worked better than the audio features for the pre-
diction of arousal measures. Late fusion results are generally enhanced. The
number of significant predictions are more in early fusion, while in late fusion
the mean coefficient of determination (R¯2) is the highest among the the em-
ployed techniques.
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Figure 4.8: Plot of regression results using audio features (blue), video features (red), and
fusion (magenta). The representative emotion profile compiled from workers and experts is
shown in dashed black.
4.5 Applying a Multi-task Learning Framework
In this section2, as a preliminary step towards ensuring good quality VA labels,
we discarded those time-continuous annotations with (1) missing values more
than threshold, (2) standard deviation less than threshold, and (3) missing over-
all or general VA ratings.
As mentioned previously, Multi-task learning (MTL) models both similari-
ties as well as differences among a set of related tasks, which is more beneficial
as compared to learning task-specific models. Given a set of tasks t = 1..T ,
with X(t) denoting training data for the task t and Y (t) their corresponding
labels (ratings), MTL seeks to jointly learn a set of weights W = [W1..WT ],
2This section has been published in the proceedings of the ACM Workshop on Crowdsourcing for Multimedia,
2014 [45]
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Table 4.5: Regression results over one-video-out cross-validation for 12 videos. Mean and
p = 0.99 confidence interval measures over the R-squared (R2) measurements are presented
Modality
Annotation Valence Arousal
Type R¯2 CI p=0.99 R¯2 CI p=0.99
CS 0.69 [0.41, 0.96] 0.45 [0.19, 0.72]
Audio CSGT 0.72 [0.47, 0.98] 0.46 [0.13, 0.80]
Expt 0.60 [0.34, 0.86] 0.39 [0.16, 0.62]
CS 0.57 [0.27, 0.87] 0.46 [0.13, 0.79]
Video CSGT 0.66 [0.42, 0.89] 0.52 [0.19, 0.85]
Expt 0.49 [0.24, 0.75] 0.52 [0.18, 0.86]
CS 0.72 [0.50, 0.94] 0.51 [0.28, 0.73]
Fusion CSGT 0.69 [0.41, 0.97] 0.61 [0.36, 0.87]
Expt 0.58 [0.33, 0.83] 0.45 [0.22, 0.68]
where Wt models task t. For the problem of time-continuous VA prediction, the
12 movie clips used for crowdsourcing denote the related tasks. In this work,
we used the publicly available MALSAR library [142], which contains a host of
MTL algorithms for analysis. We were particularly interested in the following
MTL variants:
Multi-task Lasso: which extends the Lasso algorithm [119] to MTL, and as-
sumes that sparsity is shared among all tasks.
`21 norm-regularized MTL [6]: which attempts to minimize the objective
function
∑T
t=1 ‖W Tt Xt − Yt‖2F + α‖W‖2,1 + β‖W‖2F , where ‖.‖F and ‖.‖2,1
denote matrix Frobenious norm and `21 norm respectively. The basic assump-
tion in this model is that all tasks are related, which is not always true, and
α, β denote the regularization parameters controlling group sparsity and norm
sparsity respectively.
Dirty MTL [40]: where the weight matrixW = P+Q, where P andQ denote
the group and task-wise sparse components.
Sparse graph Regularization (SR-MTL): where a priori knowledge concern-
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ing task-relatedness is modeled in terms of a graph R in the objective function.
This way, similarity is only enforced between Wt’s corresponding to related
tasks. The minimized objective function in this case is
∑T
t=1 ‖W Tt Xt − Yt‖2F +
α‖WR‖2F + β‖W‖1 + γ‖W‖2F , where R is the graph encoding task relation-
ships, and α, β, γ denote regularization parameters as above.
4.5.1 Data Analysis and Experiments
Upon compiling VA ratings from crowdworkers, we firstly examined if any pat-
terns existed in the dynamic annotations. This examination was important for
two reasons– (1) predicting dynamic VA levels for a stimulus instead of the
overall rating is useful as it allows for determining the ‘emotional highlight’ in
the scene, and comparing dynamic vs static ratings could help us understand
how dynamic emotion perception influenced crowdworkers’ overall impression
of a scene, and (2) given the subjectivity associated with emotions and the un-
controlled worker population, patterns in dynamic VA annotations would indi-
cate that a reliable, gold standard annotation for a clip is achievable in spite of
these biases.
Figure 4.9: (Top) W matrix learnt for valence using (from left to right) `2,1, dirty and SR MTL
(HV, LV). (Bottom) W learnt for arousal using (from left to right) `2,1, dirty and SR MTL (HA,
LA). Larger weights are denoted using darker shades.
Given the 12 clips (tasks) related in terms of valence and arousal (from
now on, clips/tasks 1-3, 4-6, 7-9 and 10-12 respectively correspond to HAHV,
LAHV, LALV and HALV labels), we employed MTL to determine if some time-
points influenced the overall emotional perception for a movie clip more than
others? To this end, we used the time-continuous VA ratings to predict the over-
all VA rating for each clip. For dimensional consistency, we only used the VA
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ratings for the final 50 sec of each clip for this experiment, and so, the x-axis
in Fig. 4.9 denotes time to clip completion (between 50-1 sec). Weights learnt
using the different MTL variants consistently suggest that the continuous VA
ratings provided in the latter half for all of the movie scenes predict the overall
rating better. The third and fourth columns respectively depict learnt weights
for the six HV, LV/HA, LA clips, and represents the situation where a-priori
knowledge regarding task-relatedness is fed to SR-MTL. Examining SR-MTL
valence weights (cols 3,4 in row 1), one can infer that general affective im-
pressions are created earlier in time for high-valence stimuli as compared to
low-valence stimuli. Examination of SR-MTL arousal weights suggests that
the most influential impressions regarding high-arousal stimuli are also created
a few seconds before clip completion.
Therefore, MTL enables effective characterization of patterns concerning
dynamic VA levels of crowdworkers, and this in turn implies that deriving
a representative, gold standard annotation from worker annotations for each
movie clip is meaningful. While MTL has been used to learn from noisy crowd
data [42], we simply used the median value of the annotations at each time-
point to derive the ground truth emotional profile for each movie clip. Next,
we will briefly describe the audio-visual features extracted from each clip, and
show how the joint learning of the relationship between audio-visual features
and VA ratings allows for more effective dynamic emotion prediction.
4.5.2 Experiments and Results
In this section, we attempt to predict the gold standard (or ground-truth) dy-
namic V/A ratings for each clip from audio-visual features using MTL, and
show why learning the audio visual feature-emotion relationship simultaneously
for the 12 movie scenes is more effective than learning scene-specific models.
Fig. 4.10 shows the model weights learnt by the various MTL approaches when
they are trained with features and VA ratings over the entire clip duration for
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all clips. Here again, some interesting correlates between audio-visual features
and VA ratings are observed over all scenes. Considering video features, color
descriptors are found to be salient for valence, while motion and visual excite-
ment correlate with arousal better, especially for HA stimuli, as noted from SR
MTL (HA) weights (column 7). Among audio features, the first few MFCC
components correlate well with both V,A.
Table 4.6: RMSE-based V/A prediction performance of task-specific vs multi-task methods.
RMSE mean, standard deviation over five runs are reported. Best model RMSE is shown in
bold.
Front Back
5 s 10 s 15 s 5 s 10 s 15 s
Valence
Video
Lasso 0.429±0.041 0.816±0.583 1.189±0.625 0.584±0.024 0.881±0.057 1.125±0.064
MT-Lasso 0.191±0.028 0.319±0.064 0.549±0.042 0.206±0.014 0.443±0.067 0.593±0.108
`21 MTL 0.193±0.030 0.326±0.063 0.565±0.047 0.207±0.015 0.450±0.066 0.606±0.113
Dirty MTL 0.452±0.141 0.840±0.293 1.179±0.400 0.308±0.105 0.607±0.140 0.801±0.129
SR MTL 0.193±0.030 0.325±0.064 0.563±0.046 0.207±0.015 0.450±0.066 0.607±0.113
Audio
Lasso 0.475±0.030 0.712±0.069 0.851±0.081 0.634±0.016 0.860±0.027 1.174±0.034
MT-Lasso 0.241±0.023 0.348±0.014 0.487±0.038 0.237±0.024 0.400±0.039 0.527±0.033
`21 MTL 0.243±0.020 0.359±0.012 0.520±0.029 0.247±0.026 0.392±0.029 0.553±0.028
Dirty MTL 0.299±0.023 0.473±0.019 0.751±0.060 0.312±0.043 0.524±0.042 0.692±0.072
SR MTL 0.248±0.017 0.365±0.015 0.526±0.027 0.252±0.027 0.404±0.033 0.567±0.026
Arousal
Video
Lasso 0.429±0.041 0.816±0.583 1.189±0.625 0.584±0.024 0.881±0.057 1.125±0.064
MT-Lasso 0.191±0.028 0.319±0.064 0.549±0.042 0.206±0.014 0.443±0.067 0.593±0.108
`21 MTL 0.193±0.030 0.326±0.063 0.565±0.047 0.207±0.015 0.450±0.066 0.606±0.113
Dirty MTL 0.452±0.141 0.840±0.293 1.179±0.400 0.308±0.105 0.607±0.140 0.801±0.129
SR MTL 0.193±0.030 0.325±0.064 0.563±0.046 0.207±0.015 0.450±0.066 0.607±0.113
Audio
Lasso 0.435±0.038 0.599±0.050 0.727±0.058 0.556±0.033 0.807±0.037 1.004±0.033
MT-Lasso 0.212±0.026 0.339±0.020 0.406±0.019 0.243±0.039 0.353±0.028 0.464±0.029
`21 MTL 0.212±0.028 0.345±0.022 0.437±0.027 0.238±0.032 0.358±0.022 0.475±0.027
Dirty MTL 0.249±0.015 0.420±0.036 0.618±0.051 0.304±0.043 0.430±0.029 0.568±0.019
SR MTL 0.214±0.027 0.350±0.031 0.431±0.026 0.242±0.031 0.363±0.026 0.487±0.030
Then, we examined if learning prediction models for all movie clips was
more beneficial than training a Lasso regressor per movie clip. To this end, we
held out time-contiguous data of length 5, 10 or 15 seconds from the first half
(front) or second half (back) of each of the clips for testing, while the remain-
der of the clips were used for training. Optimal group sparsity regularization
parameter for the different MTL methods, as well as optimal Lasso parame-
ter were chosen from [0.01 0.1 1 5] employing 5-fold cross validation, and all
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other parameters (where necessary) were set to 1. The root mean square error
(RMSE) observed for V/A estimates over all clips (tasks) is shown in Table 4.6.
MTL methods clearly outperform single-task Lasso, and consequent to our ear-
lier finding that the latter half of all clips is emotionally salient, larger prediction
errors are observed for the back portion. Also, prediction errors increase with
the test clip size, and predictions are more accurate for arousal, and with au-
dio features. Finally, sophisticated MTL methods such as dirty and SR-MTL
outperform MT-Lasso and `2,1 MTL. Overall, these results are demonstrative of
efficient MTL-based learning utilizing relatively few training examples.
Valence Arousal
Figure 4.10: Predicting dynamic V/A ratings using (top) video and (bottom) audio features.
Order of illustrated W matrices for valence (cols 1-4) and arousal (cols 5-8) is identical to
Fig.4.9. Larger weights shown using darker shades (best viewed under zoom).
4.6 Conclusion and future work
The presented study confirms that crowd annotations are useful for continuous
affect analysis, and furthermore, are comparable in quality to expert annotations
or even better upon careful filtering. One of the drawbacks of the regression
method [37] we used is that, the method to filter out high frequency information
at the feature level, and at the prediction level is only able to capture the emo-
tion trends in the movie clips. Although the predictions are good to capture the
affective trend of the videos, our method is unable to capture finer affective mul-
timedia events as aggregation using the median criterion is worse than the mean
criterion. Another limitation is a strong assumption that the samples which are
fed in the regression algorithm are independent, while this is obviously not true
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as consecutive samples are obviously correlated in terms of both features and
annotations. We intend to employ unsupervised approaches for removing noisy
annotations as anomalies[139]. We also intend to explore hidden markov mod-
els (HMM) and conditional random fields (CRF) to model this phenomenon in
our future investigations.
The crowd facial responses were not analyzed in this study, and they could
be valuable based on the investigations of McDuff et al. [73]. We also intend to
make the crowd annotations publicly available in the near future.
The study also explores Multi-task learning to estimate dynamic VA levels
for movie scenes. Since time-continuous VA annotations are highly difficult to
acquire, we employ crowdsourcing for the same. Though emotion is a subjec-
tive feeling and the crowdworkers arose from varied demographics, MTL could
effectively capture patterns concerning their dynamic emotion perception .The
latter half of all clips was found to be more emotionally salient, and influenced
the affective impression of the clip. We again utilized MTL to model the rela-
tionship between the representative dynamic VA profile for each clip and un-
derlying audio-visual effects, and observed that MTL approaches considerably
outperformed clip-specific Lasso models, implying that jointly learning charac-
teristics of a collection of scenes is beneficial. Future work involves usage of
(1) MTL for cleaning crowd annotations, and (2) face videos compiled in this
work as an additional affective cue.
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Conclusion and Future Work
In this thesis, we have addressed the problem of automatic recognition of users’
psychological parameters via the analysis of their spontaneous responses to af-
fective multimedia content. We specifically tackled users’ emotion and per-
sonality recognition that could be applied in (i) user profiling for multimedia
recommender systems, as well as (ii) multimedia tagging.1
In chapter 2 , we presented DECAF, a multimodal dataset for decoding
user physiological responses to affective multimedia content. Different from
datasets such as DEAP [57] and MAHNOB-HCI [109], DECAF contains (1)
brain signals acquired using the Magnetoencephalogram (MEG) sensor, which
requires little physical contact with the user’s scalp and consequently facilitates
naturalistic affective response, and (2) explicit and implicit emotional responses
of 30 participants to 40 one-minute music video segments used in [57] and 36
movie clips, thereby enabling comparisons between the EEG vs MEG modal-
ities as well as movie vs music stimuli for affect recognition. In addition to
MEG data, DECAF comprises synchronously recorded near-infra-red (NIR) fa-
cial videos, horizontal Electrooculogram (hEOG), Electrocardiogram (ECG),
and trapezius-Electromyogram (tEMG) peripheral physiological responses.
To demonstrate DECAF’s utility, we presented (i) a detailed analysis of the
1Our contributions to the following publications and patents are not explicitly included in this thesis:[76, 95,
30, 47, 51, 46, 44, 48]
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correlations between participants’ self-assessments and their physiological re-
sponses and (ii) single-trial classification results for valence, arousal and dom-
inance, with performance evaluation against existing datasets. DECAF also
contains time-continuous emotion annotations for movie clips from seven users,
which we used to demonstrate dynamic emotion prediction.
In chapter 3 , we presented a multimodal databaASe for impliCit pERsonaliTy
and Affect recognitIoN using commercial physiological sensors. To our knowl-
edge, ASCERTAIN is the first database to connect personality traits and emo-
tional states via physiological responses. ASCERTAIN contains big-five per-
sonality scales and emotional self-ratings of 58 users along with their Elec-
troencephalogram (EEG), Electrocardiogram (ECG), Galvanic Skin Response
(GSR) and facial activity data, recorded using off-the-shelf market available
sensors while viewing affective movie clips. We first examine relationships
between users’ affective ratings and personality scales in the context of prior
observations, and then study linear and non-linear physiological correlates of
emotion and personality. Our analysis suggests that the emotion–personality
relationship is better captured by non-linear rather than linear statistics. We
finally attempt binary emotion and personality trait recognition using physi-
ological features. Experimental results cumulatively confirm that personality
differences are better revealed while comparing user responses to emotionally
homogeneous videos, and above-chance recognition is achieved for both affec-
tive and personality dimensions.
In the second section of chapter 3, we proposed and validated a system and
method that take into the consideration the quality of pyscho-physiological sig-
nals within a unified multi-modal emotion recognition inference system. We
particularly validated the approach on a user-centric implicit affective indexing
employing emotion detection based on psycho-physiological signals, such as
electrocardiography (ECG), galvanic skin response (GSR), electroencephalog-
raphy (EEG) and face tracking. We employed off-the-shelves market-available
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commercial sensors in a natural environment. However, real world psycho-
physiological signals obtained from wearable devices and facial trackers are
contaminated by various noise sources that can result in spurious emotion de-
tection, so that high signal quality is not guaranteed. Our proposed meth-
ods include the development of psycho-physiological signal quality estimators
for unimodal affect recognition systems. The presented systems perform ade-
quately in classifying users affect however, they resulted in high failure rates
due to rejection of bad quality samples. Thus, to reduce the affect recogni-
tion failure rate, a quality adaptive multimodal fusion scheme is proposed. The
proposed scheme yields no failure, while at the same time classify the users’
arousal/valence and liking with significantly above chance weighted F1-scores
in a cross-user experiment. Another finding of this study is that head movements
encode liking perception of users in response to music snippets. The study also
includes the release of the employed dataset including psycho-physiological
signals, their quality annotations, and users’ affective self-assessments.
In chapter 4, we presented the methods for the development crowdsourcing
(CS) platform for capturing time-continuous emotional (valence and arousal)
annotation of movie clips in order to gather adequate training data for dynamic
affect analysis. Upon systematically cleaning the crowd annotations using a fil-
tering procedure, we compared them with ratings obtained from seven experts
obtained in lab conditions. Aggregating the multiple (crowd and expert) anno-
tations using the mean/median score at each time instant, we obtained one rep-
resentative dynamic emotion profile for each clip. A Generalized Linear Model
(GLM) for dynamic valence/arousal estimation employing leave-one-out cross
validation predicted better with the crowd annotations as compared to expert
annotations. Overall, our results demonstrate that carefully conditioned crowd
annotations are comparable (or better) in quality to those obtained from a group
of experts.
In the same study, we also proposed Multi-task learning (MTL) for time-
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continuous or dynamic emotion (valence and arousal) estimation in movie
scenes. Since compiling annotated training data for dynamic emotion predic-
tion is tedious, we employed crowdsourcing for the same. Even though the
crowdworkers come from various demographics, we demonstrate that MTL can
effectively discover (1) consistent patterns in their dynamic emotion perception,
and (2) the low-level audio and video features that contribute to their valence,
arousal (VA) elicitation. Finally, we show that MTL-based regression models,
which simultaneously learn the relationship between low-level audio-visual fea-
tures and high-level VA ratings from a collection of movie scenes, can predict
VA ratings for time-contiguous snippets from each scene more effectively than
scene-specific models.
Over the past decade, new technologies became a constant and important
part of human life. The typical life and work style has changed, resulting in
people spending more time with their “smart” environments including smart
phones, smart wearables, smart cars and smart homes. Smart cities are being
born one after each other around the globe and Internet of Things is emerging
rapidly; sensors are getting everywhere in our environment, facilitating seam-
less users monitoring.
With the fast growth of polymer-technologies and nano-technologies, sensing
technolgies are getting much more accurate. Therefore, getting access to high
quality users’ psycho-physiological signals gets easier over time.
Emotions are among the most complex factors of human beings, from percep-
tion an emotion to presentation of an affect. How humans perceive emotions
from the stimuli in their environment could be under the impact of users’ sub-
jective parameters including their memories and background, personality, tem-
per, mood, age, gender, and culture. Such subjective parameter maybe inter
correlated with each other and they not only have impact on how users perceive
emotions within an interaction with a certain environment but also they have
influence on how users respond to certain stimuli[16, 51].
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CHAPTER 5. CONCLUSION AND FUTURE WORK
A set of responses of a user could be interpreted in different ways given dif-
ferent contexts[16, 51]; and hence the context of an interaction have impact on
determining a user’s emotion.
Being given the context and/or the subjective parameters, accuracy of an emo-
tion recognition system could be significantly improved[16, 51], and we suggest
this direction as the continuation of our research.
Some of the applications of knowing users’s emotion are listed below:
• Elderly monitoring, as elderly humans need care and attention. Elderly
monitoring is one of the most important applications in the context of well-
being.
• Monitoring patients who might suffer from bi-polarity, stress, depression
is another interesting application in the context of wellbeing.
• Work environment quality assurance, where monitoring employees’ affec-
tive states helps maintaining employees engaged better with their work that
results in building efficient and healthy work environments; in the context
of cooperate wellness.
• Monitoring users in the context of neuro-marketing, product testing and
of-course game-testing.
• Tracking the affective state of trainees in the context of athlete training,
education, soldier training (army), and aviation.
• Monitoring people with sensitive roles; first responders, police officers,
security officers, soldiers, fire fighters, construction workers, and truck
drivers.
• Drowsiness detection, drunkenness detection, engagement analysis syatems
that mainly focus on end users of various markets.
129
• Building affective profile of users in various end-user applications includ-
ing multimedia recommender systems.
• There are many more applications that relate to understanding the cogni-
tive load and affective state of a user.
Our research is among the first steps towards bringing lab-environment affective
computing technologies to real world environments where coarse emotion tags
could update to a transformative technology of 24/7 time-continuous emotion
monitoring2.
We believe many patterns on time-series of psycho-physiological that relate
to affect and cognitive states are complex non-linear patterns; and hence we
encourage researchers to develop large scale psycho-physiological corpora to
make artificial intelligence systems able to capture such patterns. Such large
scale psycho-physiological corpora could lead in building systems that (i) im-
plicitly infer subjective and contextual parameters from users’ spontaneous re-
actions to stimuli within their environment before (ii) such systems use the sub-
jective and contextual information as a prior to accurately recognize one’s emo-
tions in the wild.
2 Sensaura Inc. has shown that it is possible to perform 24/7 recognition of emotions via pattern analysis over
the user’s heart activity signal. Their innovative deep technologies has been validated by their industrial partners.
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