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Abstract
Good state of charge estimation in lithium-sulfur batteries (Li-S) is vital, as the
simplest convention methods commonly used in lithium-ion batteries – open-
circuit voltage measurement and ‘coulomb counting’ – are often ineffective for
Li-S. Since Li-S is a new battery chemistry, there are few published techniques.
Existing techniques based on the extended Kalman filter and the unscented
Kalman filter have shown some promise, existing work has explored only
one of many possible estimator architectures: a single filter based on a pre-
calibrated behavioural reparameterization of an equivalent circuit network
whose parameters vary as a function of state of charge and temperature. Such
filters have been shown to be reasonably effective in practical cases, but they
can converge slowly if initial conditions are unknown, and they can become
inaccurate with changes in current density. It is desirable to understand
whether other possible estimator architectures offer improved performance.
One such alternative architecture is the ‘dual extended Kalman filter’, which
uses voltage and current measurements to estimate into a short-term dynamic
circuit parameters then uses the outputs of this in a slower-acting state-of-
charge estimator. This paper develops a ‘behavioural’ form of the dual extended
Kalman filter, and applies this to a lithium-sulfur battery. The estimator is
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adapted with a term to model circuit current dependence, and demonstrated
using pulse-discharge tests and scaled automotive driving cycles including
some with initially partially discharged batteries. Compared to the published
state-of-the-art, the new estimators were are found to be between 16.4% and
28.2% more accurate for batteries that are initially partially discharged to
a 60% SoC level; the new estimators also converge faster. The resulting
estimators have the potential to be extended to state-of-health measures, and
the ‘behavioural’ circuit reparameterization is likely to be of use for other
battery chemistries beside lithium-sulfur.
Keywords: lithium-sulfur battery, state of charge estimation, extended Kalman
filter, online parameterzation, equivalent circuit network model
1. Introduction
1.1. Background and Context
Lithium-sulfur (Li-S) batteries have the potential to offer lightweight, cheap
and safe energy storage in the near future. There are problems that still
need to be solved in order to realize Li-S’s potential, such as relatively short
cycle life, low charging efficiency and power capabilities [1, 2]. Another
challenge for practical systems is the complex conversion reaction of elemental
sulfur S8, via the intermediates Li2S8, Li2S4, Li2S2, to lithium sulfide Li2S
[3] during discharge. Within the high plateau (see Fig. 1 top) soluble high
order polysulfides (L2S8, Li2S6) are predominant in electrolyte solution [4],
which leads to a small internal resistance but also to self discharge due to
the shuttle effect [5]. The low plateau is governed by insoluble species (Li2S4,
Li2S3) [6] that are likely to precipitate (Li2S2, Li2S) [7, 8]. Compared to Li-ion
batteries, the reaction path of Li-S cells is more complex, leading to challenges
for practical applications:
• Firstly, it is hard to predict the exact reaction path, as it depends on
the current profile and the short term availability of charge per cycle
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Figure 1: Behaviour and SoC estimation principles of Li-S batteries
can vary. The whole reaction path is by far less well understood than
for Li-ion batteries [9] . Practically achieved capacities depend on the
utilzation of the active sulfur within the cathode, which varies not only
with current density, temperature and age, but also – significantly – on
the current profile applied[10, 11, 12]. This can cause significant short-
term variations of the usable capacity, and in Li-S, and ‘rated capacity’
values determined at low constant discharge currents are rarely useful in
practical applications.
• Secondly, the complex reaction path with many dissolved species existing
in parallel makes it difficult to estimate the battery’s state of charge. In
some battery chemistries, this is easily determined from a monotonic
relationship between state-of-charge and open-circuit voltage (OCV).
In Li-S, the OCV curve has two voltage ‘plateaus’: a ‘high’ plateau,
characterized by a low internal resistance, a monotonically decreasing
OCV gradient and high rates of self discharge, and a ‘low plateau’ with
a near-constant OCV and limited power capabilities appearing towards
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the end of discharge (Fig. 1). In contrast to many Li-ion batteries, in
Li-S OCV is not an indicator for SoC over the whole discharge range.
Furthermore, the power capability and degradation are difficult to predict
accurately, since they are also less well understood and depend on cycling
parameters [13]. While attempts have been made to model self discharge
[14], capacity fade [15] and separate behaviour of both plateaus [16],
to date, most of the complex chemical processes remain unmodelled
for applications. That means that the validity of the currently existing
models is compromised by ageing and cycling conditions [13].
• Thirdly, as Li-S batteries are a new technology, there few experiences
with Li-S batteries in complex real world operating conditions and there
is no widespread body of knowledge to be readily drawn upon.
At present, there is one published Kalman-filter technique for state estima-
tion in Li-S batteries. This uses an ‘behavioural’ equivalent circuit network
model dependent on temperature and state-of charge, derived from pulse-
discharge tests [16]. This model is then incorporated directly into either an
extended Kalman filter, an unscented Kalman filter or a particle filter. This is
the first architecture illustrated in Fig. 1, and it is described in full in [17].
1.2. Contribution and Relevance to Application
As its key contribution, this paper presents an alternative estimator archi-
tecture for Li-S – the second illustrated in Fig. 1. In this, the problem of state
of charge determination is broken into two:
• Online parameter estimation (from voltage and current).
• SoC estimation (from online parameter estimates).
It will be shown in this paper that this provides greater accuracy than the
estimator described in [17]. The method published in this paper also contains
a novel and effective technique for making the method robust to varying
currents.
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This paper uses cycles representative of a target automotive application.
This is order to ensure validity for practical applications: it is important
that the current profiles applied to cells, modules and packs during testing
are reasonably close to what would be seen in practice. (Simple constant
discharge/charge profiles are unlikely to be a good representation of an electric
passenger car.) Consideration is also given to practical implementation: the
resulting methods are sufficiently computationally compact that they can be
run as an embedded algorithm on a standard electronic control unit (ECU)
such as might be incorporated in a battery management system (BMS).
1.3. Outline
This paper is structured in three main parts:
• Sec. 2 introduces the algorithm used for online parameter estimation.
This uses an extended Kalman filter together with a behavioural repa-
rameterization of a Thevenin model. This model is introduced briefly
and employed for parameter identification. This is demonstrated on real
Li-S data for two different automotive driving cycles.
• Sec. 3 explores the dependence of estimated parameters on current pro-
files with differing amplitudes; the relationship between current and
estimated internal resistance is discussed in Sec. 4; and a reduced-order
model of the dynamical resistance is developed in Sec. 5.
• Sec. 6 uses the results of the previous section to develop a SoC estimator,
which is demonstrated for the two automotive driving cycles.
2. Online parameter estimation via the extended Kalman filter
A framework for online battery parameter estimation for operational con-
ditions relevant to automotive applications (high current rates, temperature
variations and dynamic rate profiles [18]) was proposed by Chiang et al. in
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Figure 2: Thevenin model
[19]. There, an adaptive control method in combination with a Thevenin bat-
tery model [20], which has been proven to be a reasonable trade off between
computational effort and accuracy [21, 22], is used to identify the OCV and
internal resistance of lithium–iron-phosphate and lithium polymer cells. The
mathematical assumptions made by Chiang were incorporated by He et al. to
apply an adaptive Kalman filter-based online identification for realistic load
profiles in electric vehicles [23, 24] . The literature for lithium-ion batteries
uses a standard equivalent circuit network model, but in the literature the
has been published on lithium-sulfur, good results for offline identification
have been obtained using a behavioural reparameterization of that model [16].
A parameter estimator based on this behavioural reparameterization has not
appeared in the literature to date, so it will be described here.
2.1. Behavioural repararameterization of equivalent circuit network model
The basis for the modelling in this work and many others is the well-known
Thevenin model, illustrated in Figure 2. The Thevenin model describes the
voltage at the battery terminal as
U` (t) = Uoc −Up (t)− Ro I` (t) (1)
where the voltage over the RC circuit is described as






I` (t) , (2)
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which are couched in terms of the components of the electrical equivalent cir-
cuit. As shown in [16], recasting the system in terms of the observed behaviours
instead can help to separate the circuit parameters into an immediate part and
a lagging part after a current pulse. Therefore, we will start by defining the
corresponding parameters:











Rint is the steady-state (or quasi-static) internal resistance, ρ is the fraction of
the response that is not instantaneous, thus representing a dynamic lag and
Ω is the natural frequency of the response. With this new set of parameters,
equation (1) becomes
U` = Uoc −Up − (1− ρ)Rint︸ ︷︷ ︸
formally Ro
I` (3)
and equation (2) becomes
U̇p = −Ω Up + ρ Rint Ω I`. (4)
Where the model parameters are Uoc for the OCV, U` for the terminal
battery voltage and Up for the voltage drop over the parallel RC circuit. The
main advantage of these transformation is to easily constrain the behavioural
parameters to ‘sensible’ ranges since they are sufficiently decoupled from each
other: the dynamic portion of the model can be adjusted without altering the
steady-state response.
2.2. Model formulation for the extended Kalman filter
The behavioural model is particularly suitable for the online parameteriza-
tion because it can simplify the parametrization of the covariance matrices of
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the EKF. Since the model contains more variables than observable states, there
is no guarantee for the Kalman filter-based identification to converge towards
the anticipated values [18]. In [23] the difficult parameterization of the EKF
covariances is solved with an adaptive algorithm for estimating the covariance
matrix for the system noise Q and measurement noise R. Here, we assume
that the statistics of measurement noise, and battery parameters are constant
because it gives the user more flexibility to tune the filter. In the following, we
adapt the assumptions made by Chiang et al. [19] for Li-S batteries and the be-
havioural model. We start with the standard Thevenin model’s state transition
equation for the terminal battery voltage UL, the derivative of equation 1:
U̇` = U̇oc − U̇p − İ`Ro − I`Ṙo. (5)
Generally, the OCV of the battery is dependent on the SoC, the operating
temperature (T) and usage history (h). Therefore, the corresponding definition

















For the representation of the battery in a discrete-time manner, time steps
typically less than or equal to one second are often used. Due to the naturally
slow rate of change of parameters of common Li-ion batteries, the equation is
often simplified at each time step by a set of assumptions to remove parameter
rates of change [19]; however, since Li-S batteries have different properties to
common Li-ion batteries, , the applicability of these assumptions needs explicit
consideration for the Li-S battery chemistry:
• δSoCδt ≈ 0 holds for a small change in battery charge
Li-S cells are operated under much lower C rates, which makes this assumption
more justified than in the case of Li-ion.
• δUocδSoC ≈ 0 in low plateau
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Furthermore, there is no change in OCV over the SoC within the low plateau,
which approves the assumption.
• δTδt ≈ 0 when temperature changes slowly
The OCV of Li-S batteries depends more strongly on cell temperature [16] than
the OCV of Li-ion. However, the rate of heat generation is assumed to be lower
than that of heat dissipation, which is especially valid at low current rates and
environmental control.
• δhδt ≈ 0 for long term history
Li-S cells are influenced by the short term discharge history [25, 26], commonly
referred as the ‘history’ effect. The precise origins and extent for practical
applications are still unexplored. However, it is expected that history effects
occur at times longer than a time step of one second. Therefore U̇oc is approxi-
mated as 0. Despite the relatively quickly changes of the internal resistance
over the SoC between the two plateaus [16], we also assume it to be 0 (Ṙ0 ≈ 0)
for small periods. The conversion to the behavioural model can be done from
the resulting change of the terminal voltage over time:
U̇` = −U̇p − Ro İ`. (7)
Where the behavioural interpretation is
U̇` = −U̇p − (1− ρ)Rint İ`, (8)
for the terminal voltage and
U̇p = −Ω Up + ρ Rint Ω I` (9)
for the voltage drop over the RC circuit. By re-write equation 3 to bring Up on
one side, substituting it into Eq. 9 and including the result for U̇p in Eq. 8, the
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behavioural state transition equation can be derived as
U̇` = Ω Uoc −Ω U` −Ω Rint I` − (1− ρ)Rint İ`. (10)
2.3. Implementation of the extended Kalman filter
The Kalman filter is an efficient algorithm minimizing the error variance
between the true and the estimated state. It is often applied for battery state
estimation [27, 28] and for online parameter estimation [29]. The EKF is able
to predict battery states, using a nonlinear system model f . In the following,
the algorithm is summarized for a discrete system [30].
Nonlinear state space model
xk = f (xk−1, uk−1, wk−1), yk = h(xk, uk, vk).
Definitions
Âk =














Initialisation for k = 0
x̂+0 = E[x0], P
+




Computation EKF for k = 1, 2, . . .
State estimate update (assuming zero process noise): x̂−k = f (x̂
+
k−1, uk−1, 0)





Output estimate (assuming zero measurement noise): ŷk = h(x̂−k , uk, 0)








State estimate measurement update: x̂+k = x̂
−
k + Lk[yk − ŷk]
Error covariance measurement update: P+k = (I − LkĈk)P
−
k
The state vector, describing the transition to the next time step for the parame-
ters of the behavioural model is
x =
[




The input u is defined as the input current (u := I`). The standard-form state
equations can be populated from the equivalent-circuit network equations
(9, 10) with the assumption that the parameters vary only slowly with time:
(U̇oc ≈ 0, Ω̇ ≈ 0, ρ̇ ≈ 0, Ṙint ≈ 0).
The vector function describing the rate of change w.r.t. time of the state
vector (11) assuming zero process noise is written:
f (x, u) =
[
fUoc fU` fUp fΩ fρ fRint
]T
. (12)
The individual functions model the nominal dynamics of each state. For the

























The remaming equations come from the equivalent circuit network model
equations, again assuming that since w = 0, circuit parameters are sufficiently






≈ Ω Uoc −Ω U` −Ω Rint I` − (1− ρ)Rint İ` (17)






≈ −Ω Up + ρ Rint Ω I`. (18)
Since the measured terminal voltage of the battery is represented by the second
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state, the simplest measurement equation is
h = U`. (19)
The system can be linearized about the current state vector by evaluating the
Jacobians of f (x, u):
F̂ =

0 0 0 0 0 0
Ω −Ω 0 F̂2,4 Rint İ` F̂2,6
0 0 −Ω F̂3,4 Rint Ω I` ρ Ω I`
0 0 0 0 0 0
0 0 0 0 0 0




F̂2,4 = Uoc −U` − Rint I`,
F̂2,6 = −Ω I` − (1− ρ) İ`,
F̂3,4 = −Up + ρ Rint I`.
Â is found by converting F from continuous time to discrete time, e.g. by
Â ≈ I + Ts F̂ (21)
where Ts is the sampling period. (Other well-known conversion methods, e.g.
higher-order expansions, are equally permissible if computational resources
allow.)






















This model has a similar complexity to the models of section Sec. 2, the tuning
of the covariance matrices for process noise w ∼ (0, Q) and measurement noise
vk ∼ (0, Rk) is likely to be more intuitive. This will be elaborated on in section
Sec. 2.4.
2.4. Experimental validation
The validation of the proposed method is done by performing two experi-
ments. Firstly, the Li-S battery model presented in [16] generates the voltage
input for the EKF parameter estimation and the accuracy of the estimated pa-
rameters is evaluated by comparison to the known values from the model (Fig.
3 right). Secondly, the pulse test measurements and identification data from
the offline parameterization (Fig. 3 left) are compared to the online method.
In the following, the model parameters are shown in the ‘conventional’ ECN
format, since as it is customary to map them back with




The online parameterization uses the measurement error, i.e. the difference
between the measured and predicted battery terminal voltage, to correct six
parameters or states. While the model determines the separation into the
parameters (OCV, Ro, Rp Cp), the convergence to the right values also depend
on the right choices for the system and measurement uncertainties. The values
of R and Q determine the relative trust of model prediction and measurement,
as these both can generally be ridden with errors. The presented values for
R = 0.006, Q and P0 were derived iteratively to follow the charge dependent
changes without too many parameter fluctuations. They were found to deliver
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robust results for a wide range of experiments:
Q =

0.02 0 0 0 0 0
0 0.01 0 0 0 0
0 0 0.01 0 0 0
0 0 0 0.0002 0 0
0 0 0 0 0.3 0





0.02 0 0 0 0 0
0 1 0 0 0 0
0 0 1 0 0 0
0 0 0 0.00001 0 0
0 0 0 0 1 0
0 0 0 0 0 1

(25)
The initial values for the state vector are chosen to be close but not identical
to the known values of a fully charged Li-S battery, to account for a level of
uncertainty between different batteries.
x0 =
[
2.43 V 2.43 V 0 V 0.025 0.1 0.172 Ω
]T
(26)
2.4.1. Parameter identification results
For the simulation of the terminal voltage with the known data from the
battery model, the realistic but simple NEDC current profile [31, 32] is used
(Fig. 3 left). The identification is able to quickly adjust to the right values, even
if the initial conditions for R0, Rp and Cp are incorrect. Especially the OCV
and R0 can be identified precisely and without fluctuations, which makes this
algorithm suitable for the SoC estimation (Sec. 6).
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2.4.2. Comparison with offline parameterization methods
The offline identification data of the cell parameters over SoC was gathered
measuring the response of 3.4 Ah OXIS Energy long life chemistry cells to
a mixed current pulse profile (300 mA, 1450 mA and 2900 mA) [16]. In
order to identify current-related changes, the identification was done for each
pulse individually with a window of 300 s before and after. For parameter
identification, the prediction error minimization (PEM) algorithm, which is
described in full detail by Ljung [33].
Figure 3: Online parameter identification results
The parametrization results, presented in Fig. 3 right, illustrate that, despite
a significant improvement in computational time, the online estimation with
the EKF provides a comparable identification quality to the offline methods.
The zoomed in area demonstrates that parameter variations can be followed
accurately, expecially for the OCV and Ro . The EKF-based estimation method
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appears valid for the whole discharge range of Li-S batteries.
3. Application of online parameter estimator to driving cycle scenarios
The new EKF online parameterization method has been applied to two
realistic scenarios. Current profiles representing the New European Drive Cy-
cle (NEDC) [31] and the Urban Dynamometer Driving Schedule (UDDS) [34]
were used in a controlled environment at 20 °C (Thermal Chamber: Memmert
ICP260). Two cells were individually tested to reduce the impact of manufac-
turing variations. The tested cells are pre-cycled (C/10 charge, C/5 discharge,
30 °C) 3.4 Ah Li-S long life chemistry cells, developed by OXIS Energy.
To represent variation in power demands, each of the two current profiles
(NEDC and UDDS) has been scaled with three different gains. This allows
the testing of both the batteries behaviour as well as the SoC estimation
performance with different power demands (Fig. 4). Since both cells were
found to exhibit the same behaviours, for clarity, we have presented the results
of cell 1 in Sec. 4, Sec. 5 and most of Sec. 6. However, tests from cell 2 in Sec.
6.4. The details of the six tests and the measured usable capacities of both cells
are summarized in Table 1.
Table 1: Discharge experiments
Cycle Cap. Cell 1 Cap. Cell 2 Av. Current
NEDC 1.2 2.93 Ah 2.98 Ah 0.15 A
NEDC 1.8 2.69 Ah 2.68 Ah 0.22 A
NEDC 2.2 2.52 Ah 2.63 Ah 0.30 A
UDDS 1.2 3.11 Ah 3.13 Ah 0.13 A
UDDS 1.8 2.88 Ah 3.07 Ah 0.19 A
UDDS 2.2 2.58 Ah 2.53 Ah 0.26 A
For all the tests the capacities and reference SoCs are calculated by Coulomb
counting for each test separately. This is done by integrating the measured
current, following the cell’s recommended voltage range between 2.45 V (SoC
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= 100%) and 1.5 V (SoC = 0%)






Generally it is difficult to predict the capacity of the cell with Coulomb counting.
However, it can be calculated retrospectively for a given voltage window and
used as reference SoC in theory. This means that factors like self discharge
and capacity changes are included within the reference SoC, which makes it a
precise practical value for each scenario respectively.
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Figure 4: Experimental set-up and applied discharge currents
18
4. Relationship between current and online estimates of internal resistance
The results of the parameter estimation over time for all current profiles are
shown in Fig. 5.
Figure 5: EKF online parametrization results for different current profiles
Generally, the values of the online identification correspond well to the
offline obtained values presented in Fig. 3. However, the internal resistance
of the cell, Ro, has a different pattern. Towards the end of discharge Ro rises
more quickly than predicted by the pulse discharge tests [16] and shows a
relationship with the applied current density. The enlarged areas in Fig. 5 show
the normalized discharge current together with the identified Ro. While higher
rates increase the internal resistance, lower currents or relaxation periods lead
to a decrease in resistance. This is particularly visible in the NEDC cycle
test. The more uniform currents in the UDDS cycle, containing less relaxation
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periods, unveil a more persistent growth of Ro. Furthermore, it is visible that
while the internal resistance rises more quickly with higher currents, larger
values are reached with smaller rates towards the end of discharge. Here, the
high currents cause the battery voltage to drop to the cut-of voltage of 1.5 V
before the resistance values can grow further. The current dependencies in the
observed R0 suggest that it contains, next to the resistance of the electrolyte
and current collectors [35], a diffusion part, which has been also reported
and modelled in [36, 37] to fit impedance spectroscopy data. Here, high
currents build up stronger gradients of active species in the electrolyte and
fewer of them are available at the cathode surface to undergo the reaction. The
building up of internal gradients could also explain why this effect has not been
found as pronounced as here before. Common techniques, using identification
windows [38] with artificial current pulses [39, 16], leave long resting periods
in between the pulses to allow the battery to return to equilibrium state. The
relatively short current pulses, applied after this resting period, are therefore
not enough to build up the concentration gradients, observed in this study.
Because the pulses are not able to sufficiently represent a realistic case for
most applications, the data based on the continuously running EKF estimation
method in combination with realistic current profiles is used to enhance the
existing Li-S cell model.
5. Modelling the dynamic internal resistance for SoC estimation
The existing methods for parameter based SoC estimation for classic Li-ion
batteries use the relationship between (online identified) OCV and SoC [19],
since it contains sufficient information [40]. This is not the case for Li-S batteries
[41], which makes it necessary to employ another source of information. We
propose the combined information of OCV and internal resistance in a dual
Kalman filter, one estimating the OCV and Ro and the other using them for
the SoC estimation. For this we need a model predicting the internal resistance
over the discharge range as seen in previous section. A useful bit of information
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from the online identification is where the existing Thevenin model for the
pulse discharges is sufficient and where insufficient. For higher SoCs the
fluctuations of internal resistance are small, indicating a reasonable model
structure for the observations. The differences and fluctuations are mostly
located in the last third of the discharge. Therefore, we use the existing model
and suggest a simple addition of a dynamic resistance term Rdiff. To fit the
SoC estimation model to the observations, the previously used Ro is separated
into a charge transfer Rct and a diffusion Rdiff part. While Rct is similar to
the existing model, Rdiff is parametrized to reproduce the fluctuations of the
internal resistance towards the end of discharge. To reproduce the observed
behaviour of the internal resistance, we add a first order differential equation
with current as input and a dynamic resistance as output. Mathematically
this is similar to adding another parallel RC pair to the model, which is not
necessarily the most straight forward way to model the diffusion resistance.
However, here we remind the reader that our focus is to reproduce the dynamic
behaviour of the online identification results for the SoC estimation and not
a physically detailed model. Therefore, we implement the current dynamics
through a simple additional state within the existing battery model [16]. The
internal resistance is represented by
Ro︸︷︷︸
similar to EKF ident.
= Rct︸︷︷︸
from existing model
+ Rdiff.︸ ︷︷ ︸
introduced dynamics
(28)








RD and CD are varying parameters over SoC, with no physical meaning. They
are chosen to represent the dynamic changes of the internal resistance over
time in a similar manner to the identified values. For their parametrization we
subtract the static Ro, known from the model in [16] for 20 °C of the internal
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resistance identified by the EKF.
Rdiff = Ro − Rct (30)
The result (Fig. 6 A) shows the differences between the model parametrized
by pulse data and the online EKF method. Since the main purpose of the
identification is to capture the increase in Rdiff towards the end of discharge,
the parametrization of the dimensionless factors RD and CD is only done for
the positive values. The methodology is similar to the parameter identification
is Sec. 2, but simplified. Again we chose a behavioural interpretation of Eq. 29
and change the parameters to a steady state value and a time constant












and the state transition functions





Where f1 to f3 are
f1 = −x2x1 + x2x3u, f2 = 0, f3 = 0, (35)
similar to the Rp and Cp values defined in section Sec. 2. The measurement
equation is














To simplify the presented model, all curves from the drive cycles and current
densities are combined to one function over SoC (Matlab fitting tool [42]) for
RD and CD respectively to
fRD(SoC) = 0.9148 e
(−10.79SoC) (39)
and
fCD(SoC) = 3071 e
(5.036SoC). (40)
Therefore, the dynamic part has nearly no effect for high SoCs, but becomes
increasingly visible towards the end of discharge. The results of the improved
model for the internal resistance are presented in Fig. 6 B, together with the
parameter identification results. The dynamic part Rdiff and the static part Ro
are plotted separately to show the effects of different currents for each part
individually. Generally the added dynamic internal resistance supplements the
model well. However, for the lowest applied current density the model cannot
represent the growth of internal resistance as well as for the other scenarios.
This is due to the simplifications made and to some factors playing a role
at relatively low rates, such as precipitation [43]. For the SoC estimation we
accept this error in order to maintain the model’s simplicity.
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Figure 6: Modelling of Rdiff: Parametrizing RD and CD (A), Comparison of identification results
and dynamic resistance model Ro + Rdiff (B)
6. Using online parameter estimates for state of charge estimation
Now that we derived estimates of two necessary parameters, the OCV and
Ro, and a reasonable assumption about their behaviour over the discharge
range for practical applications, we can derive the second Kalman filter. The
main purpose of this EKF is to estimate a reasonable SoC from the batty
model parameters. The battery model presented in [16] uses two polynomial
functions for the static resistance Rct and OCV respectively to represent the
battery behaviour over the discharge range. For the sake of completeness they
are presented as follows





fRct(SoC) = (1− γm,c(SoC)) fRct−low(SoC)
+γm,c(SoC) fRct−high(SoC).
(42)








2 sin (2m(SoC− c)) if b
1 if c,
(43)
where the conditions a, b, c stand for the different ranges,
a : 2m(SoC− c) < −1
2
π,
b : − 1
2
π ≤ 2m(SoC− c) < 1
2
π,




Here m is a scaling factor for the maximal gradient of the sinusoidal function,
determining the transition region between the polynomials and c represents
the point where both functions are equally represented. Once the static internal
resistance and OCV are defined over the discharge range, the dynamic internal
resistance Rdiff can be included as a state for the SoC estimating EKF. This
leads to the following state space model
ẋ(t) = A(t)x(t) + B(t)u(t)
y(t) = C(t)x(t) + D(t)u(t).
(45)
The dynamic states x = [x1 x2]T of the system are the dynamic internal
resistance Rdiff, as presented in previous section, and the SoC, calculated
















with the current I` as an input.
6.1. State of charge estimation with dual EKF
For the application of the EKF algorithm with the presented Li-S battery
model, the Jacobians of the matrices A and C are needed. With the relat-
ing functions over SoC, denoted as x2, we therefore need the derivatives of
fOCV(x2), fRct(x2), fRD (x2) and fCD (x2). Using one exponential function for
























where ḟRD(x2) and ḟCD(x2) are simply the first derivations of Eq. 39 and Eq.
40, defined as
ḟRD(x2) = −9.875 e
(−10.79x2) (49)
ḟCD(x2) = 15465.556 e
(5.036x2). (50)
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Following the same principle for C, its Jacobian matrix is obtained as
Ĉ(1, 1) = 1 Ĉ(1, 2) = ḟRct(x2)
Ĉ(2, 1) = 0 Ĉ(2, 2) = ḟOCV(x2).
(51)
The derivatives of the combined functions ḟOCV and ḟRct with respect to x2 are
influenced by the introduced factor γ, here substituted by fγ(x2).
fOCV(x2) = (1− fγ(x2)) fOCV−low(x2)
+ fγ(x2) fOCV−high(x2)
(52)













m cos (2m(x2 − c)) , if b
0, if c
(54)
with same conditions for a, b, c as in Eq. 44. The derivation of the static
internal resistance Rct, given by the Eq. 42, follows the same pattern and is
not presented. Instead, the derivation of the covariance matrices R and Q is
examined thoroughly. In the process of finding the covariances, values were
found that improve the convergence time for wrong initial conditions within
the high plateau and values were found enhancing the correct estimation
towards the stable low plateau of the discharge range. As an advantage, the
dual filter offers the opportunity to distinguish between the high and low
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plateau, simply by evaluating the identified OCV. Therefore, R and Q are
varied between the plateaus, using an ’if’ function included in the second EKF.
If the identified OCV is larger than 2.15 V, Q and R are emphasized on the
OCV identification and if the identified OCV is lower than 2.15 V, Q and R rely
on the results for Coulomb counting and the internal resistance. The resulting
the parameterization of the covariance matrices for the two main discharge
regions were derived iteratively. They are chosen towards a quick convergence
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6.2. SoC estimation with an initially fully charged battery
The results of the proposed SoC estimation algorithms are evaluated by
their convergence time, tested with imprecise initial values for the SoC state,
and their estimation accuracy, measured by the root mean squared error (RMSE)









Where n is the number of data points, SoCt,i is the reference SoC from the
measurement and ˆSoCt,i is the estimated SoC by the proposed technique.
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Since the model does not include a current rate dependency for the dis-
charge capacity of Li-S cells, the presented SoC estimator uses the identified
capacity of 9778 As (2.72 Ah) for all applied currents. This value has been
obtained from a pulse current test at 20 °C in [16] and used for SoC estimation
in [17]. Therefore, it allows the comparability to previously suggested SoC
estimation methods. The initial conditions for the parameter identification part
of the estimation are similar for every example and the same as in Eq. 26.
The achieved actual cell capacities in the drive cycle tests vary from 2.52
Ah (for NEDC) to 3.11 Ah (for UDDS), which is a variation of 21% compared
to the rated capacity of the cell model. These variations between actual cell
capacity and predicted one is another indicator for the insufficiency of Coulomb
counting on its own for SoC estimation with the tested cells.
However, the estimation results of the dual EKF estimator are promising. As
shown in Fig. 7, the estimation results of the dual EKF method vary within 6.8%
for all the applied test cases as illustrated in Table 2. With this performance, the
dual EKF is superior to the standard EKF approach, presented in [17], for most
of the cases with precise initial conditions for the SoC state. However, the most
significant improvement of the dual EKF lays in its behaviour without precise
initial conditions. While the standard EKF takes the whole discharge process
to converge to the reference SoC when the starting point of the estimator is set
to SoC0 = 0.6, the dual EKF converges in all cases within seconds. This is the
reason why the dual EKF for SoC0 = 0.6 is not drawn as a separate line in Fig.
7. For the presented time scale, both graphs of the dual EKF, for the precise
and imprecise initial conditions, are similar. Here, the assignment of different
covariance values to the plateaus improved the convergence significantly, which
is possible due to the simple distinction of the two voltage plateaus of Li-S cells.
The relative constant values for the estimation error over the whole discharge
range for all tests and initial conditions is a sign for the robustness of the
estimation.
The largest estimation errors occur for the higher current density cases.
Here the SoC estimation slowly drifts to 9.5% error towards the end of discharge
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Figure 7: Results of the SoC estimation with different current profiles and rates
(NEDC x2). This is caused by the emphasis on the Coulomb counting within
the low plateau and could be improved by better utilisation of the internal
resistance growth. However, with an average error of about 6.8% in the worst
case of all six SoC estimation evaluation tests, the approach is considered as
sufficiently robust (see Table 2).
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Table 2: Root-Mean-Square Error (RMSE) in SoC estimation with UDDS and NEDC current profile
with different current scaling gains for an initially fully-charged battery. The estimator was



















1 0.0346 0.0827 58.2% 0.0257 0.0490 47.6%
×1 0.7 0.0346 0.0832 58.4% 0.0257 0.0519 50.5%
0.6 0.0455 0.3215 85.8% 0.0350 0.2600 86.5%
1 0.0118 0.0334 64.7% 0.0274 0.0217 -26.3%
×1.5 0.7 0.0118 0.0360 67.2% 0.0274 0.0263 -4.2%
0.6 0.0360 0.3370 89.3% 0.0336 0.2721 87.7%
1 0.0523 0.0478 -9.4% 0.0581 0.0580 -0.2%
×2 0.7 0.0523 0.0495 -5.7% 0.0581 0.0606 4.1%
0.6 0.0556 0.3463 83.9% 0.0680 0.2814 75.8%
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6.3. SoC estimation with an initially partly discharged battery
Improvements are also visible for the estimation with partly discharged
battery. Here, the simulation starts at 0.6 reference SoC, which is roughly 10%
lower than the transition point in between both voltage plateaus. This scenario
is more realistic since the Li-S battery is likely to self discharge when the SoC
monitoring system is switched off. For this simulation the initial conditions
of the online parametrization EKF are not changed (Eq. 26). For this scenario
however, the values are highly imprecise. Furthermore, the initial SoC of the
second EKF is set to 1.
The first output of the test is that the online parametrization is robust
against imprecise initial conditions. The OCV and internal resistance converge
in all six cases to steady values within 50 s to 100 s simulation time, which is
particular useful for the SoC estimation since it relies on precise parameters.
And indeed, the results presented in Fig. 8 and Table 3 show that the SoC
also converges within the same period. However, the convergence towards the
reference SoC stops at the transition point of the voltage plateaus, roughly 10%
over the reference SoC.
Figure 8: Results of the SoC estimation with different current profiles and rate densities with
partly discharged battery
After the identified OCV falls under 2.15 V the estimation changes its
emphasis on Coulomb counting. This means that the correction of the state
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Table 3: Root-Mean-Squared Error (RMSE) in SoC estimation with UDDS and NEDC current
profile with different current scaling gains for an initially partly-discharged battery. In all cases,
the estimator was initialized with a SoC estimate of 1, though the true initial SoC was 0.6.
current
scaling













×1 0.1061 0.1323 19.8% 0.1030 0.1232 16.4%
×1.5 0.1100 0.1421 22.6% 0.1214 0.1691 28.2%
×2 0.1422 0.1890 24.8% 0.1538 0.1860 17.3%
is slowly and can only be seen for the lower currents (UDDS ×1, NEDC×1).
Since the starting point of the simulation was chosen about 10% SoC beneath
the transition point, also the estimation errors for this case are in that region.
The slow convergence of the SoC estimation within the low plateau is one
disadvantage of the presented method. However, the properties of Li-S cells
help to keep the estimation error within reasonable rages. The self discharge
is expected to be present only in the high plateau [14], which founds the
assumption that a self discharged Li-S battery is likely to be near the transition
point between both plateaus for a long time. Therefore, the presented limitation
is expected to be small for most applications.
6.4. SoC estimation with multiple cycles
So far we presented the improved estimation accuracy and robustness
against initial conditions for the dual EKF approach. To emphasize the advan-
tages, we also present one of our experiments with three subsequent NEDC
cycles with a constant charge of 0.32 A in between. Here, we demonstrate the
usefulness of the dual EKF estimation, despite the lack of a charging model or
a deep understanding of the charging process.
As simple additions necessary for the estimator to cope with the charging
an assumed linear decay of the internal resistance, a coulombic efficiency of
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The slow descent of the Rint is assumed because the constant charge current
does not allow the parameter estimation to adjust automatically. Tests in Fig.
9 revealed a variation in the discharge capacity, variances in the charging
efficiency and an unknown (not modelled) charge curve. Here, it is visible how
powerful the concept of uncertainty is for the state estimation. During charge
the SoC estimator can roughly estimate the SoC through Coulomb counting,
while the uncertainties adjust for inaccuracies of the model or differences in
the battery behaviour. Especially in the high plateau the correction works well
and the drift from the crude charging assumptions is corrected within seconds
after the discharge starts again. After the second charge the single EKF method
has roughly the same error than the dual EKF, but needs considerable more
time to converge back to the reference SoC in the subsequent discharge. The
overall accuracy (RMSE) of the dual EKF for the entire test period is 0.0450 and
can be seen as accurate enough for most applications. However, it has to be
invested more effort to understand the charging process to ensure the results
are robust for more diverse user cases. Furthermore, the robustness has to be
proven with drive cycles that assume a recuperation of kinetic energy during
the drive cycle.
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Figure 9: Results of the SoC estimation with three NEDC current profiles with constant charge
7. Conclusion
This study has explored the potential for a previously unapplied architec-
ture for SoC estimation in Li-S batteries using a ’dual extended Kalman filter’
architecture, with a first-stage filter estimating model parameters online and
a second-stage filter using these parameter estimates to form a SoC estimate.
Key findings are as follows:
• It has been shown shown that an online parameter estimation with an
extended Kalman filter can identify the parameters of an behavioural
interpretation of a Thevenin equivalent circuit reliably. This method is
fast enough to operate in real-time, and can be used to identify model
parameters in continuous operation. The current profiles must change
dynamically for this method to work, but this will be the case with many
practical current profiles changes. The method has been demonstrated
with two automotive driving cycles, the NEDC and the UDDS.
• The new parameter estimation method has been applied to scaled driving
cycle current profiles: three different scaling factors were used for each
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of the NEDC and the UDDS. This showed the relationship between
discharge current rate and the real-time estimate of internal resistance.
The relationship discovered was consistent with that expected from the
electrochemistry, as described in the literature. To model these effects in
a practical BMS application and improve estimator accuracy with diverse
currents, a new model was developed incorporating a dynamic internal
resistance term.
• The new estimator was used within a ‘dual extended Kalman filter’
architecture to give robust SoC estimation: the online estimates of OCV
and internal resistance from the first extended Kalman filter were used
as inputs to a second Kalman filter, modelling the relationship between
equivalent circuit parameters and state of charge. The results were
compared to those obtained in the literature for a single-stage estimator,
and it was found that the new method offered greater accuracy in almost
all cases. Compared to the previous methods, the new methods were
particularly beneficial when there were large deviations in the current
scaling from the nominal level. The accuracy and robustness of the
estimation results demonstrate the effectiveness of employing battery
model parameters for SoC estimation.
There are a number of potential future directions that could be taken. One
would be to use better models with a stronger electrochemical basis. To date,
only equivalent circuit network models have been used for state estimation,
partly because they are computationally tractable, but also because there are
few fast-operating electrochemical models for Li-S. This situation is changing,
and it would be beneficial to explore the potential of new fast ’low dimensional’
electrochemical models for state of charge estimation. This would potentially
improve state estimation further, and it could also enhance understanding of
the ‘in application’ reaction path. Related to this, it would be beneficial to
extend state estimation from state of charge to state of health measures, giving
an indication of the degradation of capacity and power in operation. This could
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be done either through fast electrochemical models or through appropriate
adaptions to the behavioural model.
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