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Amorphous solids, or glasses, are distinguished from crystalline solids by their lack of long-range
structural order. At the level of two-body structural correlations, glassformers show no qualitative
change upon vitrifying from a supercooled liquid. Nonetheless the dynamical properties of a glass
are so much slower that it appears to take on the properties of a solid. While many theories of
the glass transition focus on dynamical quantities, a solid’s resistance to flow is often viewed as
a consequence of its structure. Here we address the viewpoint that this remains the case for a
glass. Recent developments using higher-order measures show a clear emergence of structure upon
dynamical arrest in a variety of glass formers and offer the tantalising hope of a structural mechanism
for arrest. However a rigorous fundamental identification of such a causal link between structure
and arrest remains elusive. We undertake a critical survey of this work in experiments, computer
simulation and theory and discuss what might strengthen the link between structure and dynamical
arrest. We move on to highlight the relationship between crystallisation and glass-forming ability
made possible by this deeper understanding of the structure of the liquid state, and emphasize the
potential to design materials with optimal glassforming and crystallisation ability, for applications
such as phase-change memory. We then consider aspects of the phenomenology of glassy systems
where structural measures have yet to make a large impact, such as polyamorphism (the existence
of multiple liquid states), aging (the time-evolution of non-equilibrium materials below their glass
transition) and the response of glassy materials to external fields such as shear.
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I. INTRODUCTION AND MOTIVATION
Glass has been an everyday material for 4000 years. A
trip to any respectable glassblower provides a glimpse of
how much information has been gleaned : trial and error,
though not efficient, has over time provided a clear set
of guidelines as to how to manipulate glass into all man-
ner of shapes, colours, etc. However beyond (“common”)
silica glass, materials in glassy, or amorphous, states fea-
ture an ever increasing role in daily life. Ceramic materi-
als are typically glasses of oxygen combined with one or
more other elements. Polymeric glasses are better known
as plastics [37]. Colloidal suspensions provide an impor-
tant class of glassforming materials, whose properties as
model systems make them particularly appealing to ex-
perimentalists [101, 185, 228, 234].
Key emergent amorphous materials include metallic
and chalcogenide glassformers. These have novel proper-
ties which make them technologically important. Metal-
lic glass, for example, does not possess grain bound-
aries unlike normal polycrystalline metal. Since the grain
size strongly affects the mechanical properties of a poly-
crystalline material, compared to conventional materials,
metallic glass (which may be viewed as possessing an ex-
ceedingly small grain size) has superior mechanical prop-
erties, such as increased hardness and tensile strength
[90, 162, 194, 564]. A second example is chalcogenide
glassformers. Here the optical and electronic contrast
between amorphous and crystalline forms is exploited.
Optical contrast underpins re-writeable optical media,
while electronic contrast is the key ingredient in phase
change memory, a potential replacement technology for
current hard disks which is on the brink of commerciali-
sation. Such rewriteable memory requires fast switching
between amorphous and crystalline forms, which neces-
sitates control of the delicate balance between crystalli-
sation and glass formation [298, 565].
Metallic and chalcogenide glassformers emphasize the
notion of a glass as a “failed crystal”, in that the mate-
rial is cooled from the liquid phase without freezing, and
so rests on the balance between vitrification and crys-
tallisation. There are thus two sides to the challenge of
understanding glasses, particularly with a view to de-
veloping new materials. On the one hand, we seek to
understand how solidification can be achieved without
freezing. Secondly, and in order to achieve conditions
appropriate for the first criterion, we need to understand
how to suppress freezing. Concerning the first, a number
of excellent reviews [37, 78, 123, 139, 491] and shorter
perspectives [58, 125, 145] of the glass transition from
a theoretical viewpoint have appeared recently. More
specific reviews focus on certain theoretical aspects such
as the energy landscape [191, 211, 454], dynamic het-
erogeniety [39, 146], Mode-Coupling Theory [85, 190],
random first-order theory [317], replica theory [392],
dynamic facilitation [81] and soft glassy rheology [477]
and the insights gained from phenomena such as phase
behaviour, interaction potentials and glassy crystals [11].
Regarding crystallisation, the situation is much less
clear. Crystallisation is of course much studied [22,
123, 264, 459], however the interplay of crystallisation
and dynamical arrest is only beginning to be tackled.
Here we shall discuss the current understanding of crys-
tallisation in key glassformers. However we emphasize
that the phase diagrams for the two most popular model
Lennard-Jones glassformers, the Wahnström [542] and
Kob-Andersen [275] models have not yet been deter-
mined. It is only recently that crystallisation in the the
Wahnström model has even been observed [394], while
for the Kob-Andersen model we have only predictions of
conditions under which it is expected to crystallise [525].
This underlines how much further we need to go in or-
der to understand the interplay between vitrification and
crystallisation.
Here we focus on the role of structure assumed by the
constituent particles in materials undergoing a glass tran-
sition. We shall begin by discussing the general phe-
nomenology of dynamical arrest before briefly outlining
those theories which relate to structure. We then pro-
3ceed to describe in some detail means by which struc-
tural measures can be extracted in computer simulation
and experiment before reviewing what contribution these
have made and how our understanding of the glass tran-
sition has been changed by such measurements. In par-
ticular we enquire as to the progress towards a structural
mechanism for dynamical arrest. Having discussed the
role of structure in the fundamental aspects of dynami-
cal arrest, we shall move on to consider some examples
of more applied materials. At this point we note that,
while the role of structure in glassforming liquids in more
fundamental studies is controversial [86], studies using
high-order structural measures of more applied systems
such as metallic [232] and chalcogenide [565] glassform-
ers are quite popular.
We close this brief motivation by emphasising again
the link between vitrification and crystallisation. Glasses
are non-equilibrium states. Unlike supercooled liquids
their properties are not stationary as a function of time
and given enough time, most would crystallise. “Enough
time” can here easily extend to durations which are so
long that they are hopelessly inaccessible. It is an open
question as to any link between liquid structure and a
material’s tendency to crystallise, but one which is just
beginning to be addressed.
Aims of this review — The large range of materials
that undergo dynamical arrest, coupled with the desire
for some “universal mechanism” presents a considerable
challenge. We have chosen to focus on our own field —
colloids and simulations of model systems. However, the
similarity in behaviour with metallic glassformers is so
clear that some work on metallic glass has also been re-
viewed. We also consider chalcogenide glassforming sys-
tems, because their applications rest on the competition
between crystallisation and vitrification. Where possi-
ble, we have referenced relevant review papers, but in
any case humbly ask for patience on the part of readers
from these and other fields, including our own, regarding
those papers we have missed, or where our opinion seems
at odds with theirs. We nevertheless hope to convey the
similar behaviour between these very different systems,
and in particular that it might be possible to improve the
transfer of ideas between these fields.
Is there a glass transition? — The nature of the glass
transition, if any, is not understood. Crystallisation, by
comparison is a first-order (discontinuous) phase tran-
sition between two equilibrium thermodynamic phases -
liquid and crystalline solid [37, 78]. On timescales acces-
sible to experiment and computer simulation, the glass
transition takes the form of a continuous increase in vis-
cosity, or structural relaxation time. In normal liquids,
the relaxation time occurs on the picosecond timescale.
When it rises to 100 s, liquids are termed glasses. This is
a purely operational definition (it is easier to time 100 s
than a divergent timescale!) which can obscure the fact
that at the temperature corresponding to a relaxation
time of 100 s, Tg, precisely nothing happens in a ther-
modynamic sense. Put another way, Tg could as well
S
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FIG. 1: Entropy S as a function of temperature.
Typically, entropy of liquids falls faster than that of crystals
as as function of temperature. This suggests that, at some
low temperature — the Kauzmann Temperature TK — the
liquid entropy would fall below that of the crystal. TK is
similar to T0, the temperature at which the structural
relaxation time τα is predicted to diverge by the
Vogel-Fulcher-Tamman law Eq. 6. Tg is the operational
glass transition temperature where the structural relaxation
time reaches 100 s. TMCT is the mode-coupling transition
(see section IIIA), Tm is the melting point and Tx denotes
a crossover temperature below which relaxation occurs
through local fluctuations.
correspond to a relaxation time of 10 s or 1000 s. Thus
whether we have a supercooled liquid or a glass depends,
not necessarily on the material or state point, but upon
how long we wait.
That the structural relaxation time grows to unman-
ageable timescales has significant consequences. The re-
laxation time is an indicative measure of how long it takes
a liquid to reach equilibrium. At least 10-100 relaxation
times are required before one can say that some liquid
is “in equilibrium”. As the relaxation time reaches 100
s, a material will appear solid. It will no longer flow on
short timescales. It is this gradual emergence of solidity
that characterises the glass transition which is so hard to
understand, but it obscures a further fundamental ques-
tion. That such glassy liquids cannot be equilibrated
below Tg means that it is very hard to answer questions
about whether there is a true thermodynamic transition
at some lower temperature T0 < Tg.
There are two main conjectures. Firstly, it is suggested
that there is a thermodynamic transition at or around the
Kauzmann temperature TK ∼ T0 where extrapolation
suggests that the liquid entropy would fall below that of
the crystal, leading to a singularity TK < Tg (Fig. 1).
Alternatively, there may be no transition until absolute
zero (where in the classical approach we shall pursue,
all motion ceases) [37, 78, 81]. For the present, despite
some recent developments, these remain conjectures. We
also note the mode-coupling transition at TMCT (see sec-
4tion IIIA) where a transition to a glass whose relaxation
time diverges occurs in mean field. Echoes of this mean
field transition can be observed in experiment, and it also
marks a crossover between single-particle and correlated
motion.
In this discussion, we have identified three relevant
temperatures : Tg the experimental transition, T0 a
possible thermodynamic transition and TMCT the mode-
coupling temperature. We shall encounter more temper-
atures as we continue, but an important point is that in
considering dynamical arrest, one should think of glass
transitions, or that at least we must specify what we
mean by “glass transition”. Before proceeding, we briefly
review the phenomenology of dynamical arrest. Glasses
emerge from the liquid state and a number of theories of
the glass transition may be viewed as extensions of liquid
state theory. Most of our discussion will focus on glasses,
but we shall also consider their soft matter relatives, gels.
II. PHENOMENOLOGY
The glass transition can be approached from the low-
temperature (solid) or high-temperature (liquid) side.
Whilst an approach from the solid side is often carried out
[211, 562], given that glasses are non-equilibrium states,
it can be attractive to approach the transition from the
supercooled liquid side. We therefore begin our descrip-
tion of the phenomenology of dynamical arrest starting
from the liquid state. Our discussion reflects the fact that
the glass transition is often treated as a predominantly
dynamic phenomenon (unlike the other mode of solidifi-
cation, crystallisation). Thus we shall focus on dynamical
quantities, leaving the role of structure to be introduced
in section III. We shall concentrate on simple liquids, by
which we mean liquids comprised of spheres with no pref-
erential orientation. The measures we discuss may also
be applied to more realistic models of practical materials
where directionality in bonding is important, which we
consider in section VI.
A. Critique of experimental and simulation
techniques
We shall be dealing with three sources of data : exper-
iments on atomic and molecular systems, experiments
on colloidal systems, and computer simulations. For the
purposes of elucidating structure and its role in dynam-
ical arrest, each has its own strengths and weakness,
which we now outline.
Experiments on atomic and molecular systems — Of
course this technique has the longest history in studies
of the glass transition, and has provided many of the
benchmarks by which the phenomenology is measured.
Not least, the relaxation time of 100 s being identified as
the experimental glass transition. In this way, molecular
experiments define the nature of the problem, i.e. the 14
decades in relaxation time that lie between a glass and its
“normal” liquid. From a point of view of local structure,
molecular systems are exceedingly challenging to work
with. Only very recently has it become possible to re-
solve individual atoms [17, 227] and then only on the top
surface whose dynamics are generally not representative
of the bulk material. This can be circumvented by imag-
ing instead a 2d material [227]. Indirect measurements
of structure are possible and discussed in section IV,
as are measurements of dynamic lengthscales, which are
important to distinguish between competing theoretical
approaches [38, 100, 133, 146, 517]. However, the chal-
lenges associated with determining the coordinates upon
which many structural measures are predicated limit the
use of atomic and molecular systems to tackle the role of
structure in the glass transition.
Computer simulation — Molecular simulation resolves
the lack of knowledge of the atomic coordinates. By their
very nature, the coordinate of every constituent particle
in the system is known at all times [8, 179]. However,
simulation is limited by computer power, and in the case
of the glass transititon, this limitation is severe. Only
the first four or five of the 14 decades of dynamic slow-
ing are accessible to simulation. This leaves the more
interesting behaviour at deeper supercooling to the imag-
ination, although (depending on the theory or approach
one believes), some recent developments show promise to
access states more deeply supercooled states than acces-
sible to brute force simulation [67, 476, 484, 485]. Simu-
lations use a variety of dynamic schemes. Molecular dy-
namics which integrates Newton’s equations of motion is
appropriate to atomic and molecular systems, Brownian
dynamics follow the Langevin equation and is appropri-
ate for colloids while dynamic Monte Carlo approaches
Brownian dynamics in the limit of small step length. In
supercooled liquids, the frequency of collisions is such
that momentum is lost on timescales far shorter than
the structural relaxation time. Under these conditions,
the three methods give very similar dynamical behaviour
[40, 315, 435].
The above comments hold for classical simulations of
particles with simple, spherically symmetric interactions,
such as the models mentioned below in section II B. For
example many studies of oxide or chalcogenide glassform-
ing systems are carried out with more sophisticated ab
initio techniques which (under a range of approxima-
tions) solve the electronic wavefunctions of the system
using density functional theory [71, 284]. As elegant
and accurate as these methods are, the increased compu-
tation cost carries a high penalty. At best, around 100
ps for system sizes of order 100 atoms can be calculated,
which severely limits the ability to tackle the time- and
length-scales inherent in the glass transition [90].
Experiments on colloids — Colloidal dispersions follow
the same rules of equilibrium statistical mechanics as do
atoms and molecules, and thus these particles form crys-
tals, liquids and glasses in much the same way [405].
Colloids have three properties which make them useful
5to the experimentalist [101, 185, 228, 234]. Firstly,
their relatively large size means they are readily visu-
alised in an optical microscope. Indeed with confocal
microscopy, the structure of colloidal (supercooled) liq-
uids can be accessed at the single-particle level, yield-
ing data at the level otherwise available only to simula-
tion [115, 414, 535]. Secondly, their large size leads to
sluggish dynamics, so time-resolved data can be taken
[263, 545] (ironically this very strength means that it
is hard to model the kind of timescales associated with
the molecular glass transition with colloids, see section
II F). Thirdly, the interactions between the colloidal par-
ticles can be tuned, and only classical interactions need
be considered. This means that they form sought-after
model systems against which theories based on, for ex-
ample hard spheres can be readily compared.
Colloidal dynamics are diffusive, and their motion is
approximately described by Langevin dynamics. The ap-
proximation here stems from hydrodynamic interactions
between the colloids which are mediated by the solvent
[127]. However, at the packing fractions appropriate for
the glass transition, the effects of such hydrodynamic in-
teractions appear to be weak enough to be neglected,
apart from a simple time scaling correction. One hydro-
dynamic effect which does come into play at high pack-
ing fraction is lubrication which would further slow down
the dynamics. However, lubrication becomes important
when particles are around 10−3 diameters apart. This
corresponds to a volume fraction within ∼ 3 × 10−3 of
random close packing. This is dynamically inaccessible
regardless of lubrication, thus this effect does not play a
major role in vitrification. Given that systems obeying
Langevin dynamics give similar behaviour to molecular
dynamics under supercooled conditions [40, 315], colloids
form a good model system for atoms and molecules.
Although the interactions in colloidal model systems
can be tuned, it is important to emphasise that precise
control over their interactions is very limited. More work
has been carried out on colloidal “hard” spheres than any
other system. Ironically, hard spheres do not exist in
nature — there is always some softness [417]. How
much softness and how important this is depends on the
state point. However, the softness changes the value one
should take for the particle diameter from the true value,
and thus the effective colloid volume fraction φ changes.
A glance at Fig. 2 indicates that, for the glass transition,
accurate knowledge of φ is absolutely essential. Worse,
regardless of softness, the relative precision with which
φ can be measured is around 6% [404]. Again, Fig. 2
indicates that, as far as the glass transition is concerned,
such uncertainty is quite sufficient to yield data quanti-
tatively meaningless. We thus argue that any data from
colloidal experiments that pertains to phenomena whose
behaviour is highly dependent on state point should be
supported by simulation. Any data not thus supported
should be treated with extreme caution.
B. Common model systems
While acknowledging that glasses are formed in a great
many systems, we consider three kinds of popular model
system. Atomic and molecular systems are frequently
modelled with the Lennard-Jones interaction. The one-
component Lennard-Jones model readily crystallises (i.e.
is an extremely poor glass-former), therefore binary mix-
tures are usually employed. Two such mixtures which see
frequent use are the Wahnström [542] and Kob-Andersen
[275] models. In both, the two species of Lennard-Jones
particles interact with a pair-wise potential,
uLJ(rij) = 4εαβ
[(
σαβ
rij
)12
−
(
σαβ
rij
)6]
(1)
where α and β denote the atom types A and B, and rij
is the separation. The Wahnström mixture is equimo-
lar (50:50) and the energy, length and mass values are
εAA = εAB = εBB , σBB/σAA = 5/6, σAB/σAA = 1112 and
mA = 2mB respectively. The Kob-Andersen binary mix-
ture is composed of 80% large (A) and 20% small (B) par-
ticles possessing the same massm [275]. The nonadditive
Lennard-Jones interactions between each species, and the
cross interaction, are given by σAA = σ, σAB = 0.8σ,
σBB = 0.88σ, εAA = ε, εAB = 1.5ε, and εBB = 0.5ε.
The Kob-Andersen system is loosely based around the
metallic glassformer Ni80P20 but using Lennard-Jones in-
teractions [155, 195] with the non-additivity where the
cross-attraction is stronger than the attraction between
each species [544]. We note here that “soft-sphere” or
inverse power law systems are also frequently employed.
This refers to taking the first term in Eq. 1 only, some-
times with an exponent other than 12.
Silica glass is frequently modelled with “BKS” silica,
introduced by van Beest, Kramer and van Santen [533].
This is a parameterisation of ab initio and experimental
data.
uBKS(rαβ) =
qαqβ
rαβ
+Aαβ exp (−bαβrαβ)− cαβ
r6αβ
(2)
where q is electrostatic charge and A, b and c are species-
specific constants. Silicon and oxygen are denoted by
α and β. Large-scale simulations show good agreement
with experimental data, at least at the two-body level of
the static structure factor (see section IVA for a discus-
sion of the merits of two-point correlations) [224].
In recent years, colloidal dispersions have come to
play an increasing role in studies of the glass transition.
Colloids are epitomised (if only approximately realised
[64, 404, 417]) by the hard sphere model. The require-
ment here is that no particles may overlap with one an-
other, i.e. be separated by a distance less than σ. Oth-
erwise the interaction energy is zero. In this athermal
system, in the absence of potential energy, entropy is the
6only contributor to the free energy, which determines the
equilibrium phase.
The phase behaviour of hard spheres as a function of
φ is similar to those of simple atoms, as a function of
1/T [405]. Thus hard spheres feature a glass transi-
tion analogous to that which simple atoms exhibit as a
function of 1/T (see Fig. 2). However, a direct anal-
ogy may be obtained from the compressibility parameter
Z = Π/(ρkBT ) where Π is the (osmotic) pressure [47],
but this is hard (though not impossible [560]) to measure
in colloid experiments.
Hard spheres have a crystalline phase. To form a
glass, crystallisation is avoided by the use of two (or
more) species of particles of different sizes (similar to the
Lennard-Jones mixtures outlined above), or polydisperse
systems, where the particle size follows a distribution. In
hard spheres, when the standard deviation of this distri-
bution exceeds around 6% of the mean, crystallisation is
not observed [208, 279]. Here we shall often refer to tem-
perature T , but as Fig. 2 shows, a suitable parameter
for hard spheres is 1/φ [378].
A basic model of anisotropic interactions is that of
Stillinger and Weber, originally introduced to describe
silicon [494]. The model features 2- and 3-body terms.
The former takes a much softer form than the Lennard-
Jones model, which is appropriate to the semimetallic na-
ture of silicon. The latter has a minimum at bond angles
appropriate to tetrahedral bonds. This model can then
be parameterised to silicon [494] and has more recently
been applied as a monatomic model for water (mW) with
considerable success [364].
C. Dynamics approaching the glass transition : the
Angell Plot
Approaching the glass transition, the single most re-
markable feature is that the structural relaxation time
τα increases by many orders of magnitude over a modest
change in temperature (or density in the case of systems
such as hard spheres). One can quantify the dynamic
slowdown using the (self) intermediate scattering func-
tion (ISF) F (t, k) which is the Fourier transform of the
self van Hove function G(r, t) (Fig 3).
F (k, t) =
1
ρ
〈ρk(t)ρ−k(0)〉 =
∫
dr G(r, t) exp (−ik · r)
(3)
This characterises time decay of density-density corre-
lations on the lengthscale related to a certain wavevec-
tor k which is often taken close to the first peak in the
static structure factor S(k). The ISF typically exhibits a
stretched-exponential decay which can be fitted as
F (t,k) = c exp
(−(t/τα)b) (4)
the Kohlrausch-Williams-Watts (KWW) law with 0 <
c ≤ 1 and 0 < b ≤ 1. The KWW form is used to fit
SiO2
OTP
KA
Wahn
HS
FIG. 2: The Angell plot : Arrhenius representation of
liquid viscosities, with inverse temperature scaled by Tg.
Strong liquids exhibit Arrhenius behaviour characterised by
an approximately straight line, indicative of a
temperature-independent activation energy. Fragile liquids,
on the contrary, reveal super-Arrhenius behaviour, where
activation energy grows as temperature decreases [9]. Data
for SiO2 and orthoterphenyl (OTP) are quoted from Angell
[10] and Berthier and Witten [47]. The other data concern
model systems discussed in section II B : KA denotes
Kob-Andersen and Wahn denotes Wahnström binary
Lennard-Jones systems while HS denotes hard spheres where
the control parameter is the volume fraction φ. In these
cases, τ0 is scaled to enable data collapse at Tg/T = φ/φg
[416].
FIG. 3: Intermediate scattering functions at different
temperatures in the Wahnström model. Note the
characteristic two-step decay which distinguishes short-time
β− and long-time α−relaxations [326].
the ISFs in Fig. 3. At temperatures lower than the glass
transition point, long-time α-relaxation does not occur
on the experimental timescale. This is accompanied by
complete arrest of structural relaxations and only local
7“in-cage” motions remain. Different relaxation regimes
are illustrated in Fig. 3 showing typical ISFs from MD
simulations of the Wahnström model.
Angell [9] made the assumption that the α-relaxation
timescale follows an Arrhenius-like behavior.
τα ∝ exp
(
Ea
kBT
)
, (5)
where Ea may be viewed as an activation energy. Then
in the plot shown in Fig. 2, the logarithm of the viscosity
which, (neglecting Stokes-Einstein breakdown [37]), is
proportional to τα should be represented by a straight
line. For some materials, notably silica, it is indeed close
to a straight line. However, for many a fragile or super-
Arrhenius behavior is found. The increase in relaxation
times is often well described by the semi-empirical Vogel-
Fulcher-Tamman (VFT) law,
τα = τ0 exp
[
E˜a
kB(T − T0)
]
(6)
where T0 (' TK) is rather lower than the experimental
glass transition temperature Tg and E˜a is a measure of
the fragility – the degree to which the relaxation time
increases as Tg is approached. Furthermore, Eq. 6 can
be rationalised by both Adam-Gibbs (section III C) and
random-first order transition (section IIID) theories.
Remarkably, T0 ≈ TK for a large number of glassformers,
fuelling the idea of a thermodynamic phase transition at
TK . See Cavagna [78] for an interpretation of T0 ≈ TK .
As successful as Eq. 6 has been, it is not the only op-
tion. Dyre and co-workers showed that it is not the best
fit to experimental data [205], and other forms, for exam-
ple one also related to the Adam-Gibbs theory [341] pro-
vide better agreement with experimental data. Other ap-
proaches include identifying an activation energy Eact(T )
related to the temperature [513],
τα = τ0 exp [Eact(T )] . (7)
This approach is discussed in more detail in section IIIG,
for now we note that at higher temperature, Eact(T ) →
E∞ where E∞ is a constant leading to Arrhenius (strong)
behaviour in τα. For fragile behaviour at lower temper-
ature, the theory of geometric frustration predicts the
behaviour of Eact(T ).
D. Dynamic heterogeneity and dynamic length
scales
Approaching the glass transition, dynamic heterogene-
ity becomes a significant feature: Particles move in an in-
creasingly cooperative manner creating dynamically cor-
related mesoscopic domains [276, 398]. A dynamic length
FIG. 4: Dynamic heterogeniety in a simulation of binary
hard discs with a size ratio of 1:1.4. Blue particles have
moved the least (mean squared displacement
〈r2〉 < 0.01σ2large) and red have moved the most
(〈r2〉 > σ2large). Here the timescale is taken over the
structural relaxation time τα.
scale can be associated with the increasing dynamic het-
erogeneity – a measure which characterizes the size of
growing cooperative motion. This lengthscale can be
quantified by using so-called four-point correlation func-
tions: A time-dependent order parameter which mea-
sures the overlap between two configurations separated
by time t is represented by the following binary correla-
tion function:
W (t) =
∫
drρ(r, t)ρ(r, 0) =
N∑
i,j
δ [ri(t)− rj(0)] . (8)
The quantity 〈W (t)〉/N is equal to the probability of
finding a particle at time t at a given position that was
occupied by a particle at time zero. Initially we have
〈W (0)〉 = N which starts to decay rapidly once the
particles have moved more than some lengthscale, often
0.3a where a is the particle interaction radius. If we ex-
tend this length then 〈W (t)〉 decays rapidly towards zero.
Thus W (t) is sensitive to whether the particles are slow-
moving or not. The fluctuations are then characterised
by the dynamic susceptibility,
χ4(t) =
1
NρkBT
[〈W 2(t)〉 − 〈W (t)〉2] , (9)
which is obtained by integrating a four-point time-
dependent density correlation function over volume [291].
For a given temperature T (or packing fraction φ), the
8fluctuations (i.e., the susceptibility) attain a maximum
at certain t = τh, and then die away, as illustrated in
Fig. 5. The time where χ4(t) is maximised τh has a value
similar to τα.
FIG. 5: The dynamic susceptibility χ4(t) in the
Wahnström binary Lennard-Jones glassformer. Colours
correspond to different temperatures [326].
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FIG. 6: Determining the four-point dynamic lengthscale.
(a) The “four-point” structure factor S4 in the Wahnström
binary Lennard-Jones glassformer. τh is the time
corresponding to the peak in the dynamic susceptibility χ4
and is close to τα . Colours are different temperatures as in
Fig. 5. (b) the dynamic correlation length ξ4 as fitted to S4
[lines in (a)] following Eq. 11. [326].
The exact nature of the increase of the dynamic length
scale remains unclear, and depends upon the system un-
der consideration. In simulations of the Wahnström bi-
nary Lennard-Jones glassformer, this increase of a dy-
namic lengthscale was likened to divergence of the static
density-density correlation length observed in liquid-gas
critical phenomena [291]. In this spirit, one can define a
four-point structure factor S4(k, t), so that the dynamic
heterogeneities are maximised at t = τh. The four-point
dynamic structure factor S4(k, t) reads
S4(k, t) =
1
Nρ
〈
∑
jl
exp[ik · rj(0)]w(|rj(0)− rl(t)|)
×
∑
mn
exp[ik · rm(0)]w(|rm(0)− rn(t)|)〉,
(10)
where j, l, m, n are particle indices. For time τh, the ori-
entationally averaged version is S4(k, τh). This may then
be fitted with the Ornstein-Zernicke relation to obtain a
dynamic correlation length ξ4,
S4(k, th) =
S04
1 + (kξ4)2
, (11)
where S04 is a fitting parameter. Equation 11 is thus fitted
in Fig. 6(a) and the resulting ξ4(T ) is plotted in Fig.
6(b), showing the increase with 1/T . ξ4(T ) also has been
fitted to critical-like exponents where the Mode-Coupling
transition (see section IIIA) was taken as the transition
temperature [291]. We emphasise that a number of other
“scalings” are possible with divergences at T = 0 [552],
T = T0 [507] and scalings which couple to the relaxation
time [172, 174, 175, 269], thus divergence of ξ4 can be
coupled to where one imagines τα to diverge. Such a
variation reflects the fact that the observable range over
which ξ4 varies is less than one decade, so discussions of
divergence require a considerable degree of faith. In other
words, measuring ξ4 from simulation data does not enable
discrimination between different theories. We return to
this discussion in section VC.
We remark that Fig. 4 indicates that a single relax-
ation time - τα- may be too simple to describe such a
complex system where different regions relax on different
timescales. Indeed, it is this local variation in relaxation
times which means that the intermediate scattering func-
tion (Fig. 3) effectively becomes a superposition of many
different local ISFs, each with its own τα. This super-
position leads to stretching in the overall form, and the
stretching exponent b in Eq. 4 can be used to determine
the degree of dynamic heterogeity. One may also enquire
as to whether it is appropriate to suppose that a single
dynamic correlation length properly describes a deeply
supercooled liquid.
E. Crystal nucleation and the limit of metastability
To form a glass, it is necessary that the system does
not crystallise upon cooling (or compression). Upon suffi-
cient cooling below the freezing point, in some marginally
stable liquids crystallisation on timescales shorter than
the relaxation time can be observed. This has been
found for the one-component Lennard-Jones model [529],
9hard spheres as shown in Fig. 7 [437, 499, 531, 578],
BKS-silica [428] and suggested for the Stillinger-Weber
model [365]. When crystallisation occurs on such short
timescales (relative to τα), it has been termed “spinodal
crystallisation”.
This balance of crystallisation and vitrification is cru-
cial to the exploitation of metallic glassformers (where
crystallisation places a fundamental limit on the size of
metallic glass items), and in materials based on chalco-
genide glassformers where it underlies their function.
The competition between crystallisation and vitrification
is explored further in section VII.
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FIG. 7: The limits of metastability in a (nearly) hard
sphere fluid. Above volume fraction φ ≈ 0.58, the time to
crystalise τX falls below the structural relaxation time τα
(shaded region). In other words, it becomes impossible to
prepare a metastable fluid. Here φm denotes the melting
volume fraction, which for the hard sphere system does not
coincide with freezing (τX diverges at the latter) [499].
F. Dynamic arrest and soft matter
A common misconception is that the experimental
glass transition Tg is somehow absolute. This is con-
nected to a drastic difference in timescales between soft
matter and molecular fluids, and can be illustrated with
Fig. 2. Molecules are said to vitrify when the relaxation
time exceeds 100 s, which is an entirely anthropocentric
quantity. This is around 14 orders of magnitude longer
than relaxation timescales in high-temperature liquids.
On the other hand, for instance colloids can have relax-
ation times of ∼ 100 s without exhibiting any traces of
slow dynamics. This obviously presents a major prob-
lem: If we employ for colloids the same criteria as those
applied to molecular fluids, we find that the “molecular”
100 s corresponds to ∼ 108 years. In other words, in or-
der to complete the equivalent dynamic range of 14 orders
of magnitude in particle-resolved techniques on colloids,
the measurement would have to have commenced in the
Jurassic period!
This dynamic disparity between soft matter and molec-
ular systems has led to states being termed “glasses”,
which have similar relative relaxation times to moder-
ately supercooled liquids (with the viscosity of honey
[184], for example) [101]. None the less the typical cor-
relation functions for soft matter glass formers do exhibit
the characteristic glassy two step decay (as a function of
logarithmic time), albeit over a narrower time window.
Based on results from dynamic light scattering exper-
iments being fitted to power law behaviour consistent
with mode coupling theory (MCT), a packing fraction
of around φMCT ' 0.58 was widely accepted [537]. It
turns out this narrower time window coincides with the
mode-coupling transition, which led to an identification
of MCT as some kind of absolute transition (as might
occur in mean-field).
More recent experiments, which nominally [417] ac-
cessed higher packing fractions than previous work, con-
cluded that colloidal hard spheres could relax at densities
higher than the mode-coupling transition [62]. However
these systems had a rather larger polydispersity than the
earlier studies [536] and appear to slow down far less dra-
matically at the highest volume fractions. It was found
that the power-law divergence of the mode coupling the-
ory did not fit the data, while a generalised VFT form
did. The importance of this work is that it showed con-
vincing deviation from MCT in a colloidal system. This
is in line with what has long been known in the case
of molecular glasses where dynamic ranges of 1014 are
routine [9, 10, 37]. The detailed extent to which these
findings are affected by the large polydispersity is worthy
of further experimental investigation. It is important to
know to what extent these conclusions stand up as the
polydispersity is reduced down to something more like
6% and whether longer time scales are needed to observe
the break down of MCT as the polydispersity is reduced.
As discussed in section VB polydisperse systems are less
fragile which is consistent with the findings of van Megen
and Williams [536] and Brambilla et al. [62].
G. Gelation
Before concluding this discussion of the phenomenol-
ogy of dynamical arrest, we mention a mode of arrest
predominantly exhibited by multicomponent soft mate-
rials [577]. We shall be dealing with gelation of colloidal
particles which pertains to a dynamically arrested net-
work. Gelation of colloids comes in two “flavours”, ar-
rested phase separation (non-equilibrium gelation) and a
network stabilised by anisotropic or competing interac-
tions (for example short range attraction and long-range
repulsion) which may be regarded as equilibrium gela-
tion. This latter scenario, particularly in the case of
anisotropic interactions [52, 88, 423], where particles
form a network, can be thermodynamically similar to
network glasses such as silica [429, 455]. Such systems
may behave as strong liquids (Fig. 2) as shown recently
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in experiments on limited valence DNA oligomers [54].
In the former case, non-equilibrium gels are formed
when a system becomes thermodynamically unstable to
demixing into colloid-rich (“colloidal liquid”) and colloid-
poor (“colloidal gas”) phases, but the ensuing spinodal
decomposition is arrested by vitrification of the dense
phase [316, 522, 539, 577].
H. Jamming and the glass transition
T
φ
φg φj
Liquid Glass
FIG. 8: The relation of jamming to the glass transition for
soft spheres. Jamming lies within the dynamically arrested
region (shaded), i.e. the glass transition occurs without
jamming. Based on [47].
The jamming transition is a 20-year-old phenomenon
of athermal systems. It occurs when sufficient contacts
between particles have been established that the system
becomes rigid [77, 312, 524]. For spheres in three di-
mensions, isostatic jamming corresponds to six contacts
per particle. Berthier and Witten [47] investigated the
relationship between jamming and the glass transition
in a system of soft spheres, which become hard spheres
in the limit that temperature T → 0. Jamming occurs
around random-close-packing, φj ≈ φRCP ≈ 0.64. The
“around” we will expand upon below, but pertains to the
fact that random close packing is ill-defined [524]. In
the case of hard spheres, a key question was whether the
glass transition, by which we refer to the packing frac-
tion predicted by for example VFT, fits to an “ideal glass
transition” at φ0 = φRCP or φ0 < φRCP. The signif-
icance of the results, that the latter case held, is that
jamming is decoupled from the glass transition. At finite
temperature, the glass transition occurs at higher pack-
ing fraction, however, as shown in Fig. 8 the jamming
transition φj lies within the glass.
This means that jamming is an intrinsically nonequi-
librium phenomenon. Consequently φj is protocol depen-
dent and even repeats of the same protocol give different
values. However, they are all close to φj ≈ 0.64 [88, 253].
Soft spheres can be compressed above φj . Approach-
ing φj from the high density side, a number of scaling
laws emerge, and parallels may be drawn with the nor-
mal mode analysis discussed in section VE [566, 569].
Jamming is thus distinct from vitrifcation, moreover any
role of local structure in the transition has seen relatively
little attention. We refer the interested reader to the re-
cent review on jamming by Liu and Nagel [312] and
packing by Torquato and Stillinger [524].
III. THEORIES OF THE LIQUID-TO-GLASS
TRANSITION
Here we mention a few key theories of the glass tran-
sition, and refer the reader to the relevant reviews for
each. We seek only to give the briefest essence of each
theory, and in particular its relation to structure, in or-
der to facilitate the review. Some of these theories link
explicitly to the thermodynamics of the system (and thus
are coupled to the structure). These include the energy
landscape, Adam-Gibbs and random first order transition
theories. Some, such as geometric frustration, make ex-
plicit reference to local structure. Others are decoupled
from the thermodynamics, such as dynamic facilitation.
A. Mode-coupling theory
The mode-coupling theory (MCT) of Götze and co-
workers [190] provides a description of dynamics which
is based on liquid state theory. The idealised MCT deals
with the dynamics of simple liquids. A self-consistent
treatment of the cage effect of particles prevented from
moving by the proximity and immobility of their neigh-
bours, leads to a closed set of integro-differential equa-
tions for the density correlator Φk(t) = F (k, t)/S(k), i.e.,
for the intermediate scattering function (ISF) (Eq. 3)
normalised by the structure factor S(k, t). By taking the
static structure factor as its input, MCT is thus coupled
to the (two-body) structure of the liquid. We explore
this connection further in section IV. At a certain tem-
perature (or packing fraction), the density correlator no
longer decays to zero, which signifies the mode-coupling
transition to a non-ergodic state (a glass).
Regarding systems such as those outlined in Section
II B, MCT has been directly tested in the Kob-Andersen
[275] and Wahnström [291] mixtures, colloidal hard
sphere experiments [62, 536] and for BKS silica [540].
In hard spheres, MCT predicts a transition at a critical
packing fraction of φMCT ' 0.52, which can be rescaled
to “fit” with experimental data at φMCT ' 0.58 (this fit
holds only for the first few decades of dynamic slowing,
see the discussion in section II F).
In its basic form MCT is a mean-field theory. Thus
the transition it predicts takes no account of local fluctu-
ations but in mean field there is a true dynamical tran-
sition to a state where the density correlator does not
decay as a function of time Fig. 4 [85]. In d = 2, 3,
it turns out that local fluctuations, such as dynamical
heterogeneity, only really start to matter when the re-
laxation time increases by about four decades above the
value of the normal liquid. Thus, MCT provides a rea-
sonable description of the onset of slow dynamics, but
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FIG. 9: A schematic illustration of the potential energy landscape. The x-axis represents configurations of all 3N
coordinates. (a) High temperature liquid, the typical barrier height is less than the thermal energy, and all configurations can
be accessed as indicated in blue. (b) Low temperature glass. The barrier height between basins is now much higher than
kBT , and the system is no longer able to explore all configurations and has become a glass but can only access local states, as
indicated by the blue shading.
at deeper supercoolings, deviations are found in simula-
tions [175] and experiments [62, 94]. MCT is, moreover,
the only analytic route to predict a dynamical transition
given an interaction potential. More recently extensions
to incorporate fluctuations have been made [56, 497]. For
a review see [85].
B. The energy landscape
Goldstein’s energy landscape picture of the equilibrium
dynamics of a deeply supercooled liquid is so intuitive,
that it is almost obvious in retrospect [37, 191]. The in-
fluence of this piece of work on the understanding of the
glass transition cannot be overstated. Goldstein put the
emphasis on the evolution of the system in phase space,
i.e. the space of all the configurational degrees of free-
dom, thus establishing an intimate link between structure
and the glass transition. In the case of a simple liquid
in three dimensions, this is the space of all 3N coordi-
nates of the particles. The total potential energy is then
U(r0, r1..rN ) where the ri are the coordinates of the N
particles which comprise the system. Each configuration
is represented by a point in phase space, and the dy-
namics of the system can be thought of as the motion of
this point over this potential energy landscape. In other
words, such a classical system is entirely described by its
energy landscape [78].
The local minima of the potential energy correspond
to locally stable configurations of the particle system.
One of these is the crystal, and this will usually be the
absolute minimum (Fig. 9). Introducing defects, disloca-
tions, not to mention other polymorphs represent other
minima. Beyond the crystal-related minima, there will
be many local minima corresponding to particle arrange-
ments that lack crystalline order. These are amorphous,
or glassy, minima, and have a potential energy that is
extensively larger than the crystal one.
Below some crossover temperature (Tx in Fig. 1), a su-
percooled liquid explores the phase space mainly through
activated hops between different amorphous minima,
which are separated by potential energy barriers. Note
that the system is here in (meta) equilibrium (metastable
to crystallisation), so the potential energy is constant in
time (we assume there is no aging) and the system is er-
godic [78]. In an idea that links to the random first order
transition theory (RFOT) outlined below in section IIID,
one should note that these hopping events involve only a
few particles (the typical number of dynamically corre-
lated particles can be estimated by χ4(t), Eq. 9, Fig. 5).
Particles far from rearrangement events are essentially
unaffected by the hopping event. Significantly, the num-
ber of particles involved in the re-arrangement, n is sub-
extensive, so the (free) energy barrier to re-arrangement
is also sub-extensive, and thus the system can relax [78].
It has recently been shown that the energy landscape (for
hard spheres) splits in a fractal way [84]. That is to say
each basin has sub-basins and these have smaller basins
within them and so on, until one reaches the force chains
related to the contacts between the particles. This con-
nection to force chains then allows a direct relation to be
made to the local structure and to jamming. The frac-
tal nature of the energy landscape means that, where it
comes into play (for deep quenches) it is not clear that it
is meaningful to talk of single relaxation mechanisms.
There is little doubt that the energy landscape ap-
proach provides a very comprehensive picture [543].
Moreover its connection with the structure of the liq-
uid, exemplified in the ideas of Sir Charles Frank (section
III F), is so clear as to need no emphasis. The catch is
that it is challenging, to put it mildly, to tackle 3N posi-
tion coordinates in all but the smallest (low N) systems.
C. Adam-Gibbs theory
The theory of Adam and Gibbs is among the first mod-
ern theories of the glass transition [3]. The basic idea
is the assumption that liquids in the supercooled state
organise themselves into cooperatively re-arranging re-
gions whose size ξ(T ) increases as the temperature goes
down. Next, it is supposed that each cooperative region
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has a few preferred states M independent of ξ. Rear-
rangement between these states then corresponds to α
relaxation. Then the configurational entropy per unit
volume is given by
Sconf(T ) ∼ kBξ−3 lnM. (12)
The final assumption is that an energy barrier Ea for
rearranging a cooperative region – which enters the Ar-
rhenius scaling of the α-relaxation time – is proportional
to region’s volume, Ea = C0ξ3. This yields a super-
Arrhenius (VFT-form) form for the relaxation time,
τα = τ0 exp
[
C0 lnM
TSconf(T )
]
, (13)
leading to reasonable agreement with experiments [59].
Due to several strong assumptions made in the Adam-
Gibbs theory it cannot be considered as a completely
quantitative approach: Indeed, it is unlikely thatM does
not depend on ξ, and that the energy barrier is pro-
portional to ξ3. Nevertheless, the Adam-Gibbs theory
follows a simple and intuitive framework and introduces
several key concepts, such as cooperative relaxation and a
growing dynamic length scale. Like the energy landscape
picture, the Adam-Gibbs theory is intimately related to
the structure of the supercooled liquid.
D. Random first-order transition theory
An alternative view, proposed by Kirkpatrick, Thiru-
malai and Wolynes [270] is random first-order transition
theory. RFOT provides a mechanism for activated relax-
ation in a temperature regime between a low temperature
(∼ TK), where there is a thermodynamic phase transi-
tion to a true glass (which is a solid and whose dynamic
correlation functions do not relax on any timescale) and
a higher crossover temperature TA, at which activated
dynamics become the dominant mechanism of relax-
ation. This occurs around the mode-coupling temper-
ature TMCT [317]. Thus, around TA, the system crosses
over to an energy-landscape dominated regime (see sec-
tion III B). Rather than a first-order transition to a crys-
tal (as would occur in the freezing transition), RFOT
envisages that the transition is to a vast number of ran-
dom, aperiodic states. However there is a good deal in
common with the freezing transition, not least that par-
ticles become localised under the Lindemann criterion
[311] which states that around melting, the mean square
displacement saturates at around a∗ ∼ 0.1aL where aL is
the crystal lattice constant. For materials such as glasses
the “lattice constant” aL ∼ σ [317].
To explain how entropy can drive relaxation in thismo-
saic state of cooperatively re-arranging regions (CRRs)
where relaxation is activated, the concept of local and
global libraries of states is introduced, Fig. 10. Here the
CRRs have the same interpretation as in the preceding
section, that is, a rearrangement in a CRR corresponds to
α relaxation. The global library corresponds to the spec-
trum of states accessible to a large system. Now consider
a small cooperatively re-arranging region of that system,
of 5 particles (Fig. 10). Re-arranging a few particles
leads to mostly highly overlapped configurations, which
are energetically unfavored, thus only a few states are en-
ergetically accessible — the local library. Larger regions,
in this case 8 particles (Fig. 10), lead to rather more
states being energetically accessible, i.e. larger local li-
braries. Sufficiently large local libraries have accessible
states within ∼ kBT of the state the system is in, so
relaxation via re-arrangements becomes possible.
Thus the supercooled regime corresponds to a mo-
saic of cooperatively rearranging regions (reminiscent
of the Adam-Gibbs picture, section III C), in which on
timescales much less than the structural relaxation time
τα, the particles are localised much like those in a crys-
tal [317]. In higher dimension, where mean field theories
become more accurate, the transition from the liquid to
the mosaic state is sharp, in low dimension, it is blurred
out to become a crossover [379].
The size of a CRR is then determined by the balance
of entropy gain (the increase in accessible states from the
local library) and effective surface tension. For a CRR of
size ξ the gain in free energy due to the configurational
entropy is TSconf(T )ξ3. Meanwhile the free energy loss,
which is due to mismatch between the nucleating and am-
bient states, is proportional to an effective surface tension
which expresses the energetic penalty of rearrangement
γeff and scales as γeffξθ. Note that, because some states in
the library are better matched to the cavity in the sense
that the potential energy is smaller due to fewer overlaps
θ ≤ 2 (in d = 3). See [317] for more details. The char-
acteristic length of this mosaic state is determined from
the balance of the two processes,
ξa ∼
(
γ
TSconf(T )
)1/(3−θ)
. (14)
The resulting α-relaxation time is then given by a gen-
eralized VFT law which coincides with the Adam-Gibbs
results for θ = 3/2. Both Adam-Gibbs and random first-
order transition theories lead directly to dynamic hetero-
geneity [37, 59, 317].
Pinning — On the basis of RFOT, Biroli and cowork-
ers have argued that the existence of a length-scale ξ over
which motion is coupled enables a new approach to ac-
cess the “ideal” glass transition (around T0). A cavity
can be identified, outside which all particles are frozen or
pinned. The pinning of the particles on the edge of the
cavity reduces the configurational entropy of those inside,
biasing the system in favour of arrest. If the radius of the
cavity is larger than ξ, the particles at the centre remain
mobile, if the cavity is smaller than ξ, the entire cavity
is immobilised [55].
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FIG. 10: The “local library” as a mechanism for entropically-driven re-arrangements. (a) A configuration from a global
energy landscape. (b) A cooperatively re-arranging region of m = 5 particles. (c) A larger CRR of m = 8 particles. (d) The
huge (global) density of states (DOS) of the system prior to re-arrangement. (e) The DOS found in the local library
originating from a given initial state with m = 5 particles moving locally. The resulting energy typically corresponds to an
increase over the original state owing to the mismatch between the two structures. (f) The larger DOS with the m = 8
particles re-arranging. As the library grows in size, we still find the states as a whole at higher energies, but the width of the
distribution grows. Eventually with growing m, we find a state within an energy range of order of the thermal energy, thus in
practise we expect CRRs to be typically of this size corresponding to energy changes of order kBT . Based on [317].
Rather than pinning all particles outside a cavity, one
can instead pin a certain proportion throughout the sys-
tem [48]. The concentration of this pinned population
of particles c leads to a mean separation dm = c−1/d
(where d is dimension). When dm < ξ, it is argued that
an ideal glass transition corresponding to that predicted
by RFOT around TK is found [41, 67]. It is important
for our purposes to note that pinned configurations are
(with sufficient sampling) formally structurally indistin-
guishable from their unpinned counterparts at the same
temperature [380]. However, that the concentration of
pinned particles required to drive the glass transition de-
creases upon cooling indicates that the CRRs become
larger as predicted by RFOT. It is thus inescapeable that
upon cooling something must change in the structure in
atomistic glassformers to enable this reduction in config-
urational entropy.
E. Montanari-Semmerjian and the rationale for a
static lengthscale
Montanari and Semmerjian imagined a cavity in which
re-arrangements are possible, but which is pinned by im-
mobile particles outside in much the same way as the
RFOT ideas outlined above [366]. Now, at the length-
scale — the size of the cavity — where re-arrangements
1/T
log
 
max
FIG. 11: Montanari and Semerjian’s argument for an
increasing lengthscale. Were the cavity to have a fixed size ξ
(i.e. the dynamic correlation length is fixed), then the
maximum possible relaxation time τmaxα would be Arrhenius
(solid line). Of course, the system may relax much faster
than this, but, if the increase is super-Arrhenius (dashed), it
must cross the solid line at some very low but finite
temperature.
are just possible (see section IIID), they occur and τα
is finite, i.e. a supercooled liquid. The requirement for
such a cavity is simply that there is more than one way
to arrange the particles in the cavity.
Under these conditions, the system must be able to
relax. There is some maximum possible relaxation time
τmaxα , which corresponds to the transition between these
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different configurations. Now let us cool the system
down. This cavity has a fixed lengthscale, and, under
these assumptions, τmaxα should be Arrhenius, as we have
that there are multiple configurations inside the cavity
and there is some activation barrier — whose height fixes
τmaxα , as shown in Fig. 11.
Of course, especially in the liquid T > Tm, the system
relaxes much faster than τmaxα . However, if τα follows
a super-Arrhenius behaviour, it must, eventually, cross
τmaxα (T ). This would mean that the assumption of a
cavity in which the number of configurations available is
fixed with respect to temperature, is flawed. In other
words, under super-Arrhenius dynamics some structural
change must occur.
F. Frank and frustration
We now turn to theoretical approaches which explic-
itly consider particular structures in connection with dy-
namical arrest. It is conceptually helpful to begin with
the ideas of Sir Charles Frank [177]. Frank showed that
the ground state of 13 atoms of the monatomic Lennard-
Jones model was the icosahedron [see Fig. 12(c) and (d)],
rather than the FCC or HCP crystal. Thus, upon cool-
ing, such atoms should first form icosahedra rather than
crystals. Now icosahedra are five-fold symmetric, and
thus do not tile Euclidean space. This introduces geo-
metric frustration, and the system cannot reach thermo-
dynamic equilibrium. Put another way, what Frank did
was to consider the energy landscape, not of the whole
N -particle system, but of a subset of m = 13 particles.
As mentioned in section III B, the limitation of the en-
ergy landscape is that it is intractable for large N but
one way around this is to make N small (as we shall see
below in section IVE).
With Kasper, Frank built upon these ideas with the
objective of better understanding complex alloy crystal
structures now known as Frank-Kasper phases. Much of
the content of their original paper [178] contains ideas
and results that are also relevant to amorphous phases
and have been an important influence for subsequent
work on geometric frustration. A system of atoms was
considered in terms of a bond network with an atom
located at each vertex and the various edges between
bonded pairs of atoms (i.e. nearest neighbours) form-
ing faces, which in turn form polyhedra. Based on ar-
guments about the efficient packing of equally or nearly
equally sized spheres it was assumed that all faces were
triangles. Further, upon the same basis, it was assumed
that all atoms had from 12 to 16 bonds (i.e. coordina-
tion number, or number of nearest neighbours). They
then considered the network between each set of near-
est neighbours in isolation and again, based on the same
packing efficiency arguments, assumed that each of the
vertices in this reduced subset could have only either of
5 or 6 edges, termed 5-fold and 6-fold vertices, S5, S6.
Given this they were able to limit themselves to 4 possi-
ble topological structures in terms of the nearest neigh-
bour network. The first of these is the icosahedron which
has no S6 vertices, thus for coordination number Z = 12
we have n6 = 0, there is no Z = 13 satisfying the above
assumptions, there is one possible Z = 14 with n6 = 2, a
Z = 15 with n6 = 3, and finally a Z = 16 with n6 = 4. In
all cases the S6 vertices are arranged in a specific relation
to each other, making each of these structures unique.
These structures all obey the simple relation n6 = Z−12.
From here the implications on the entire condensed
phase were considered. The atoms with a coordination
number of 12 are termed minor sites and those with more
are termed major sites. An atom at a minor site has no
neighbour for which it has a further 6 neighbours in com-
mon, therefore the edge between any two atoms which
have 6 neighbours in common is termed a major ligand.
The entire systems bond network may then be specified in
terms of the major ligands. The major ligands obey a va-
lence type principle, as used in chemistry. However there
is no case with n6 = 1 and thus the major ligands cannot
be terminated. This means that long strings of major
ligands must run through the condensed phase which are
termed the major skeleton. In terms of crystal phases
the possibility of long strings, which come around and
close themselves, was ruled improbable and it was there-
fore concluded that layering of the major skeleton must
occur. This leads directly to the Frank-Kasper phase.
G. Geometric frustration
a
7.4o
1.05a
a c
b d
FIG. 12: Frustration in polytetrahedra in Euclidean d = 3.
(a) The pentagonal bipyramid “7A” is constructed with five
tetrahedra (b) which leads to a gap of 7.4◦. (c) 13-membered
icosahedron. (d) Icosahedra have bonds between particles in
the shell stretched by 5% with respect to the bonds between
the central particle and the shell particles.
The theory of geometric frustration develops Frank’s
ideas in a more formal manner [271, 514]. In essence, it is
assumed that the system “wants” to form locally favoured
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structures, such as icosahedra but considerations of Eu-
clidean geometry prevent a transition to a fully icosahe-
dral state. However, in curved space it is possible to have
a fully icosahedral state [375]. So one can consider a sys-
tem in curved space, and extrapolate back to Euclidean
space. Geometric frustration boils down to the following
[514] :
1. A liquid is characterised by locally favoured struc-
tures (LFS) which minimise the (free) energy of a
small number of particles (13 in the “canonical” case
of icosahedra).
2. These LFS do not tile Euclidean space. The growth
of domains of LFS, which induces strain, is thus
the essence of frustration. This strain (free) energy
suppresses the formation of an “LFS-state”.
3. There exists a reference system (which may not be
experimentally realisable, for example it may reside
in curved space) in which the LFS do tile space. In
that system there is a “critical point” Tc at temper-
atures below which there is a transition (which is
continuous or weakly first-order) to the LFS-state.
Let us explore the meaning of these concepts by anal-
ogy to known systems [514]. Locally favoured structures
adopted in the liquid become prevalent below Tc. Ex-
amples of systems where the LFS is unfrustrated in Eu-
clidean space include discs in 2d, where the 2d simplex,
a triangle of discs, tesselates to form the hexatic phase in
a weakly first-order transition from the disordered fluid
[36, 154]. Another example is cubes whose orientation
is constrained to follow Cartesian axes. In that case the
freezing transition is continuous [241].
Now the simplex in 3d is the tetrahedron. As Fig. 12
shows, placing 5 tetrahedra together to form a pentagonal
bipyramid leads to a gap of 7.4◦. In the case of icosahe-
dra, the separation of particles in the first shell is around
1.05 times that of the central particle and the particles in
the shell. As a consequence, strain is induced, and in fact
for short-ranged interactions (such as those prevalent in
colloidal systems [15, 308]), the strain is sufficient that
the icosahedron is not the minimum energy configuration
[135, 498]. For the longer-ranged Lennard-Jones interac-
tion, icosahedra and variants such as Mackay icosahedra
are the minimum energy stable structure for clusters of
up to ∼ 500 atoms. For larger sizes, strain leads to the
adoption of FCC clusters [25, 543].
In curved space, the situation is rather better. As de-
scribed by Coexeter [103, 104] and later by Sadoc with
reference to glassformers [425], 600 perfect (strain-free)
tetrahedra comprising 120 particles can be embedded on
the surface of a four-dimensional hypersphere. Each par-
ticle in this 4d Platonic solid or “polytope” is at the cen-
tre of a 12-particle icosahedrally coordinated shell. This
polytope is denoted 3, 3, 5 because three equililaterial tri-
angles meet at every vertex with five tetrahedra wrapped
around every bond [373, 375, 495]. Mapping from curved
space back to Euclidean space, defects in the tiling of
icosahedra are introduced.
It is convenient to explore frustration in dimension
d = 2. This has been implemented elegantly by Modes
and Kamien [362] and Tarjus and coworkers [442–
444, 515] as described in Section VB. As noted above,
in d = 2 Euclidean space, discs are not frustrated. Frus-
tration is introduced with hyperbolic curvature (equal to
−κ2), which (unlike curving onto a spherical surface) en-
ables the thermodynamic limit to be tackled. One can
express the free energy of defects in the curved space in
a Ginzburg-Landau form, where the curvature −κ is on
a lengthscale much larger than the particle size, and the
degree of frustration is “small” [374, 514]. Frustration
in this curved d = 2 space amounts to the free energy
of growing a defect-free domain of lengthscale ξD. Thus
if we impose perfect order within a domain of LFS and
take leading order contributions to the free energy it can
be shown that the free energy scales as κ4ξ4D [514] and
this ξd+2D scaling holds in d = 3 also.
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FIG. 13: Schematic of geometric frustration limiting the
growth of domains of locally favoured structures. Solid line
is conventional CNT with the first two terms in Eq. 15
which would occur in the non-frustrated case. Dashed line
denotes the effect of the third term, leading to a preferred
lengthscale for the LFD domain ξ∗D.
Frustration-limited domain theory. — These argu-
ments lead to scaling relations for the growth of do-
mains of locally-favoured structures. Geometric frustra-
tion imagines an avoided critical point, at Tc in the un-
frustrated system (Fig. 14). At temperatures below this
point, growth of domains of the LFS in the frustrated
system would follow a classical nucleation theory (CNT)
like behaviour, with an additional term to account for
the frustration. Since the free energy cost induced by
frustration scales as d+ 2, in d = 3 we have
FD(ξD, T ) = γ(T )ξ
θ
D − δµ(T )ξ3D + sfrust(T )ξ5D (15)
where the first two terms express the tendency of growing
locally favoured order and they represent, respectively,
the energy cost of having an interface between two phases
and a bulk free-energy gain inside the domain. In 3d,
θ ≤ 2, and may be related to Adam-Gibbs theory or
RFOT (sections III C and IIID). As shown in Fig. 13,
the inclusion of the third term leads to a preferred do-
main size. Without the last term long-range order sets
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in at T = Tc. Geometric frustration is encoded in this
third term which represents the strain free energy re-
sulting from the frustration. This strain free energy is
responsible for the fact that the transition is avoided and
vanishes in the limit of zero frustration [514].
Frustration
T
Frank-Kasper phases
Tc
FIG. 14: Avoided criticality. In the case of no frustration
(here the y−axis), the system transforms to an ordered
phase below Tc. When frustration is present, “critical” point
is avoided, and there is no transition: the frustration-limited
domain growth scenario. Frank-Kasper phases are formed at
low temperature.
Avoided Criticality. — The existence of a “critical
point” is argued in terms that the frustration-induced
lengthscale implicit in Eq. 15 should diverge as frus-
tration vanishes. Now defects resulting from the frus-
tration of the LFS usually interact in a Coulombic or
screened Coulombic fashion from which a critical scal-
ing can be determined, for varying degrees of frustra-
tion [514]. In the case that the critical point is narrowly
avoided (weak frustration), the LFS domains exhibit an
increasing lengthscale as Tc is approached from either
above or below in a manner reminiscent of liquid-gas crit-
ical phenomena. The reader is referred to Tarjus et al. for
a more complete discussion of the expected scaling [514].
In the spirit of RFOT (section IIID), one can imagine
a “mosaic” of domains of characteristic size ξ∗D. Assuming
their interactions are weak, one can obtain a free energy
density [513]
F (ξD, T )
ξ3D
=
γ(T )
ξD
− φ(T ) + sfrust(T )ξ2D (16)
where γ, φ and sfrust are renormalised with respect to
the case of an isolated domain. Minimising leads to
ξ∗D(T ) ∼ (γ/sfrust)1/3. In addition to ξ∗D(T ), the correla-
tion length associated with the critical point in the un-
frustrated system, ξ0D(T ) may also influence the length-
scale of domains of LFS, in the case that criticality is
narrowly avoided, or that frustration is weak. Note that
decreasing temperature below Tc, ξ0D(T ) should decrease
while ξ∗D(T ) increases.
Now structural relaxation requires the re-arrangement
of the domains comprising the mosaic, and the associated
energy should scale as ∆E∗(T ) ∼ γ(T )ξ∗D(T )2. If we
consider Eq. 15, in the mean field regime, the surface
tension should vanish as γ(T ) ∼ (ξ0D)−2 ∼ Tc − T is
approached in analogy with liquid-gas critical phenomena
[385]. Thus
∆E∗(T ) ∼ (T c(0)x − T )ψ (17)
where for the simple mean-field picture ψ = 3. Including
an Arrhenius contribution to the structural relaxation
within the domains, around Tc one expects a crossover
to a super-Arrhenius dependence in the relaxation time
as
τα(T ) = τ∞ exp
(
E∗(T ) + E∞
kBT
)
(18)
where E =∞ is the Arrhenius contribution. The super-
Arrhenius contribution then follows
∆E∗(T ) =
0 for T > Tc,kBTc (1− TTc)ψ for T ≤ Tc, . (19)
We close this summary of geometric frustration by em-
phasising that it makes explicit reference to experimen-
tally (or computationally) measurable structural entities.
In section VB, we shall see that frustration appears to be
strong, at least in the regime of supercooling accessible to
computer simulation and particle-resolved experiments.
H. Crystal-like and competing ordering
a b
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FIG. 15: Gaskell’s picture of local structural motifs in
metallic glasses, with local structure of the crystal. Shown
in (a) is the tricapped trigonal prism structure centred on a
non-metal (NM) with metal atoms at the corners (MI) and
a further three next-nearest neighbours (MII). Such motifs
can connect together in a non-crystalline fashion to form the
glass, as shown in (b), with MI atoms at the vertices
indicated by the letters. Based on [182].
A related, though distinct approach has been advanced
by Gaskell [182, 183] and also more recently by Tanaka
[502–506]. Gaskell considered metallic glasses with one or
more metallic species and a non-metal. In particular, in
the case of Fe3C the tricapped trigonal prism unit cell of
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the crystal shown in Fig. 15(a) can link together to form
non-crystalline arrangements in the glass Fig. 15(b).
Thus Gaskell placed a strong emphasis on the chemical
nature of the system, as of course different materials have
different unit cells. While Gaskell’s approach certainly
was appropriate for a number of materials, such as certain
metal oxides [182, 183], by virture of the emphasis placed
on specific materials it was not intended as any kind of
universal description. Indeed more recent developments
show that some metallic glasses have amorphous order
even at local lengthscales (see section VIIC) [467].
Competing ordering : crystal versus amorphous Using
his two-order parameter model, Tanaka has placed more
emphasis on model systems than the more specific mate-
rials considered by Gaskell [502–506]. The two-order pa-
rameter model emphasises the relationship between com-
peting forms of ordering, one of which being the under-
lying crystal order which competes with liquid order and
other possible (amorphous) locally favoured structures.
The crystal order may organise into regions of “medium-
range crystalline order” (MRCO). These MRCO regions
are distinct from the crystal in that there is no long-
ranged translational order. The system is prevented from
freezing by frustration, though this can be more gen-
eral than the curved space scenario considered in section
IIIG. At sufficient supercooling (perhaps below TMCT,
see section VB), the lengthscale of these regions of
medium-range order should scale with the dynamic cor-
relation length.
More recently Miracle devised another model for struc-
ture particularly relevant to metallic glasses [353, 354].
In a sense, this turned Gaskell’s and Tanaka’s ideas on
their head. Rather than local crystal-like order randomly
arranged, Miracle proposed local amorphous order ar-
ranged at medium range (a few atomic spacings) in an
ordered fashion as is illustrated schematically in Fig. 16.
This was found to reproduce certain metallic glasses at
the level of two-body structural correlations. See the
discussion in section IVA regarding two-point structural
correlations. However, as visually appealing as Miracle’s
approach, for certain size ratios, it has been shown to
be unstable to amorphous arrangements of the ordered
particles, and thus its utility in describing the structure
of glasses and supercooled liquids might be called into
question [7].
I. Quasispecies
The quasispecies approach is a recently developed
structural method for reconstructing the system in a
tractable statistical mechanical model [61, 301]. One
decomposes the system into quasispecies (for example
Voronoi polyhedra). These are then measured as a func-
tion of temperature. This enables construction of a
predictive model of quasispecies populations, which is
tractable under the significant assumption that the quasi
species do not interact. The model can then predict the
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FIG. 16: Miracle’s local structural motifs in metallic
glasses, with amorphous local structure and regular medium
range order. Illustrations of portions of a single cluster unit
cell for the dense cluster packing model. 2d representation of
a dense cluster-packing structure in a (100) plane of clusters
illustrating the features of interpenetrating clusters and
efficient atomic packing around each solute [353].
populations at all temperatures. Then one observes that
certain (solid-like) quasispecies become poplar at low T
and other liquid like ones become popular at high T. Re-
markably, the model even predicts the potential energy
of the original system with considerable accuracy [61]. A
structural correlation length ξqs can then be constructed
based on the distance between the reducing population
of liquid-like quasispecies in the deeply supercooled state.
This resulting correlation length can then correlated with
the alpha relaxation time as τα = τ0 exp[βµξqs(T )] where
µ is a constant whose value is around 0.3. The fits of this
equation with numerical data are excellent. The quasis-
pecies picture can be related to dynamic facilitation in
the sense that the population of liquid-like quasispecies
(excitons in the language of facilitation) drops upon cool-
ing. Like dynamic facilitation (see next section), the qua-
sispecies picture of Procaccia and coworkers suggests no
thermodynamic glass transition, just continuous dynamic
slowing to T=0 [61, 301].
J. Facilitation and dynamical phase transitions
Before concluding this section, we emphasise that the
proposition that structure plays an important role in the
glass transition is far from universally accepted. The
dynamic facilitation approach posits that the glass tran-
sition is a predominantly dynamical phenomenon, and is
not dependent upon a thermodynamic or structural com-
ponent. Facilitation places much emphasis on the mobil-
ity of particles. It notes that motion in deeply super-
cooled liquids occurs through local events termed exci-
tons whose timescales are much shorter than the (overall)
relaxation time. Upon cooling, these relaxation events
become rarer, but remain essentially unchanged. Thus,
an increasing dynamic lengthscale ξfac corresponds to
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larger separations between these events as their popu-
lation falls. Within this picture there is no actual glass
transition as such, as absolute zero is approached, the
number of events drops to zero [81].
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FIG. 17: The Elmatad-Garrahan-Chandler form for the
structural relaxation time. Equation 20 describes relaxation
dynamics at least as well as VFT in the temperature regime
of interest and collapses all glassformers onto a single curve
(unlike the Angell plot, Fig. 2) [153]. Reprinted with
permission from Y. Elmatad et . al. J. Phys. Chem. B 113
5563 (2009) Copyright 2009 American Chemical Society.
Coupling between excitons is achieved through “surg-
ing” events, which are long-ranged, string-like motions of
very small displacements (around 0.1σ). The motion is
very often reversed, such that many surging events are
required before another exciton is “facilitated”. Through
surging events, excitons are coupled to one another loga-
rithmically such that the activation energy for relaxation
follows Efac ∼ log ξfac [81]. Now the Boltzmann fac-
tor suggests that the concentration of excitons goes like
c ∼ exp(−Efac/kBT ) so log c ∝ 1/T . The mean separa-
tion between excitons is ξfac ≈ c−1/d. Thus to leading or-
der the activation energy scales as 1/T and the timescale
for relaxation log τα ∼ Efac/kBT ∼ exp(1/T 2). These ar-
guments underlie the Elmatad-Garrahan-Chandler form
for the relaxation time [153]
log τα =
(
J
Ton
)2(
Ton
T
− 1
)2
(20)
where Ton is the onset temperature for slow dynamics
and J is a parameter to scale the activation energy. A
number of glassformers, with varying fragility, are shown
in Fig. 17. All collapse onto a single curve described by
Eq. 20 which fits the data at least as well as the VFT fit
(Eq. 6).
Facilitation is a mechanism by which kinetically con-
strained models relax. That these are often ideal gases
indicates that facilitation can be decoupled from the ther-
modynamic aspects of the glass transition [37] (there is
no potential energy landscape, for example). Facilitation
has been investigated in atomistic models [268], where
similar behaviour to the kinetically constrained models
has been found. However, facilitation need not necessar-
ily rule out a role for structure. One can enquire as to
whether excitons have different local structure from the
rest of the system, which may facilitate motion. Indeed it
is hard to believe that if certain regions are predisposed
to relax, such predisposition is not somehow encoded in
the structure.
The s-ensemble — Following developments with ki-
netically constrained models [181], Chandler and Garra-
han and coworkers were able to identify a phenomenon
which may have significant implications for our under-
standing of the glass transition [207]. They used small
systems (N ∼ 100 particles) of the Kob-Andersen model
to demonstrate a first-order dynamic phase transition in
trajectory space. To demystify this sentence, what is
meant is that, upon weak supercooling, trajectories (of
the entire system) of length a few τα are analysed. The
distribution of mobilities in trajectories which amounts to
the sum of the mean-squared displacement, is not Gaus-
sian, rather there are many more slow trajectories than
expected as shown in Fig. 18(a). Such “fat tails” in the
distribution are akin to a thermodynamic transition in
a small system (say the liquid-vapour transition) where
the system samples configurations from both phases with
some probability.
In this dynamical ensemble, rather than density (liquid
or vapour), it is the mobility c of the trajectories which
form the two “phases”. The fraction of mobile particles, c,
are those which have moved further than some criterion.
The distribution in Fig. 18(a) shows that low-mobility
trajectories are much more likely than expected, and is
taken as evidence for an “inactive phase”. The implica-
tion is that dynamical heterogeneity is a manifestation of
these two phases, fluctuating in and out of existence like
density fluctuations in liquid-vapour critical phenomena.
Histogram reweighting can be carried out, such that two
peaks are found [Fig. 18(b)], which represent the two
phases. This reweighting is achieved through the appli-
cation of the s field (and the ensemble is thus termed
the s-ensemble), where trajectories are biased towards
those with slow dynamics. In other words, the dynam-
ical transition occurs under non-equilibrium conditions,
and whether it occurs in the s = 0 case relevant to exper-
iments remains unclear, although there is some evidence
supporting an s = 0 transition in certain spin-glasses
[238].
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FIG. 18: Phase transitions in trajectory space. Left
column: s-ensemble (a) Probability distributions p(c) for the
density of mobile particles c for two trajectory lengths. The
non-concave shape indicates a phase transition in trajectory
space as becomes obvious from the bimodal distribution (b)
at the field s∗ that maximises the fluctuations 〈c2s〉 − 〈cs〉2.
(c) Average fractions of mobile particles (solid lines) and
bicapped square antiprism cluster population (dashed lines)
vs. the biasing field s. Right column: (d-f) as left column
but for the µ-ensemble (see section VD). Throughout, red
and blue lines refer to K = 100 and K = 200, respectively.
K denotes the length of the trajectory. Here K ≈ 0.2τα
[484].
IV. IDENTIFYING STRUCTURE IN
AMORPHOUS SYSTEMS
A. Two-point correlation functions
We now review methods to measure and interpret
structure in amorphous systems. The principle means
of studying structure in atomic and molecular systems
is by scattering of x-rays or neutrons, which enables the
two-point correlation function, the static structure fac-
tor S(k) to be measured. Its real-space counterpart g(r)
may be obtained in real space from particle-resolved sys-
tems, where the coordinates of the constituent particles
are known. This is the case for the “ball-bearing” models
of liquids in the pioneering work of Bernal [34, 35], Scott
[458], Finney [168] and Bennett [33]. Of course for such
large particles, kBT is meaninglessly small and thus the
structures formed are in no sense equilibrated. On the
other hand colloidal systems obey the laws of statistical
mechanics [234], and although it must be driven and
is thus far from equilibrium, nonetheless granular mat-
ter can exhibit “thermal” behaviour [42, 70]. One fur-
ther approach which delivers fully particle-resolved data
is of course molecular simulation. Here we focus on some
more recently developed and popular measures and ex-
perimental techniques rather than attempting to provide
an exhaustive list. Other measures may be found for
example in [524].
An example of S(k) is shown in Fig. 19(a) for deuter-
ated propylene glycol, a molecular glassformer. Here it
is clear that the two-point structure measured by neu-
tron scattering shows very little change going through
its glass transition (Tg = 160 K) [296]. However, al-
though there is little change in S(k), that does not mean
there is no change. Indeed, since mode coupling theory
takes S(k) as its input, there must be some change and
that change, given the considerable success of MCT in
predicting the initial stages of dynamical arrest, should
somehow be linked to the dynamics. Indeed, MCT even
predicts, qualitatively, the dynamic speedup upon remov-
ing the attractive part of the Lennard-Jones interaction
(Fig. 20) [45]. The fact that removing the attraction
from the Lennard-Jones model even leads to any mea-
surable changes in dynamics at all is surprising. This is
because attraction-less Lennard-Jones, better known as
the Weeks-Chandler-Andersen (WCA) model [546], is
notable for reproducing many properties, including the
two-body structure, of the full Lennard-Jones liquid with
remarkable accuracy. However, although qualitatively in
the right direction (WCA is faster than Lennard-Jones),
MCT fails quantitatively to predict the change in TMCT
with density. Other microscopic theories also exhibit sig-
nificant shortcomings [46]. Regardless of the limitations
of MCT in reproducing some aspects of the dynamical
behaviour (see section IIIA), it is clear that looking at
the two-point S(k) or g(r) is a challenging (though fruit-
ful, see section IVH [433]) way to tackle the question
of how structure changes in the liquid to glass transition
because the two-point structural measures change so lit-
tle. However, one clear feature in g(r) that is common
as a liquid is cooled to a glass is the emergence of a split
second peak [215, 406]. There are also occasions where
the pair correlation functions can reveal significant ef-
fects in structure. One such is the re-entrant melting of
soft sphere glasses. Usually, upon increasing density, g(r)
becomes more sharply peaked. Certain classes of soft sys-
tems, harmonic spheres in this case, actually show a drop
in the g(r) peak, which is related to particles overlapping
at sufficient density. This drop in the peak is accompa-
nied by a strong increase in mobility, i.e. melting [43].
Another two-body property which may be obtained
from two-point correlation functions is the so-called
structural entropy [530]:
s2 = −kBTρ
2
∫ ∞
0
dr [g(r) ln g(r)− {g(r)− 1}] . (21)
Using a slightly modified version, Truskett et al.
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FIG. 19: Two-point measures of structure. (a) The static structure factor S(k) measured in propylene glycol, where Tg ≈ 160
K [296] Reproduced with permission from American Institute of Physics Copyright 1996. (b) The complete radial distribution
function g(r) measured in a suspension of colloidal “hard” spheres. Indicated is the effective volume fraction [417].
showed that confined hard spheres lost structural entropy
upon approaching the glass transition [361], and that
the change was markedly stronger than other two-point
structural measures such as g(r) [283, 361]. It is then
possible to relate this to such entropic measures to the-
ories such as Adam-Gibbs or RFOT (sections III C and
IIID) and also to obtain structural correlation lengths
[138, 299, 507], but their interpretation is not always
straightforward [138].
We now detail some popular higher-order measures for
structure in amorphous systems, focussing on particle-
resolved approaches. Then in sections IVH, IV I and
IVL we discuss ways in which higher-order data may
be extracted from reciprocal space data appropriate to
molecular systems. The next highest order from pair
correlations is three body correlations. While these show
stronger changes in structure approaching the glass tran-
sition [106], see also section IV I, here we will focus
on still higher-order correlations, specifically those in-
tended to extract structural motifs such as icosahedra.
Before proceeding we note three popular structural mo-
tifs which are illustrated in Fig. 21. The “10B” clus-
ter, bicapped square antiprism are found in hard spheres
[416, 499], the Kob-Andersen model [108, 327] and the
Wahnström model [108, 326] respectively. Despite their
differences, these structures are related : the icosahedron
is the “canonical” local structure predicted by Frank (sec-
tion III F) which minimises the interaction energy for 13
particles if a variety of systems [135]. The 10B is actually
an icosahedron missing three particles and thus may be
thought of as an imperfect icosahedron. The bicapped
square antiprism may be thought of as an icosahedron
with two four- rather than five-membered rings. As such
the shell is therefore tighter and this structure can form
in the case of non-additive interactions, as is the case
of the Kob-Andersen model and certain metallic systems
discussed in section VIA.
FIG. 20: Comparison of the relaxation times obtained for
the LJ and WCA models. Note that WCA is “faster”. MCT
predicts this speedup in a qualitative fashion (but fails
quantitatively) [45]. Reproduced with permission from
American Physical Society Copyright 2010.
B. Voronoi polyhedra
Section IVA makes it clear that something more than
the two-point structural measures — S(k) and g(r) — is
desirable to fully understand the change in structure as a
liquid is cooled towards a glass. For example, we should
like to be able to directly count the icosahedra predicted
by Frank. Clearly, counting icosahedra requires a higher-
order structural analysis than the two-point S(k) or g(r).
This is possible using the Delauney triangulation to con-
nect the centres of spheres and the subsequent Voronoi
decomposition which divides space into polyhedra such
that each polyhedron encloses the volume around each
particle which is closer to that particle than any other.
Such Voronoi polyhedra were identified in the con-
text of liquids by Bernal [34, 35], and Finney in “ball-
bearing” models [168] and in computer simulation [169].
Both Bernal and Finney observed a tendency for five-
membered rings, i.e. pentagonal faces of the Voronoi
polyhedra. Bernal also emphasised the nature of the
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FIG. 21: Popular structural motifs in glass forming
systems and their point group symmetries. The “10B”
cluster is found often in hard sphere systems [416, 499] and
colloidal gels [415]. The bicapped square antiprism is found
in the Kob-Andersen Lennard-Jones model (section II B)
[108, 327]. The icosahedron found in the Wahnström
Lennard-Jones model [108, 326].
holes in the centres of the Voronoi polyhedra. The differ-
ing shapes of polyhedra gave rise to holes of differing size,
with tetrahedra featuring the smallest holes. Tanemura
et al. [511] categorised the faces of the Voronoi poly-
hedra as a sequence of numbers counting the vertices of
polyhedra of 3, 4, 5...sides. Now, as shown in Fig. 12(d)
the icosahedron is expressed as [20,0,0] for its faces are
comprised of 20 triangles. However, the Voronoi polyhe-
dron containing the central particle has 12 faces (one for
each neighbour) which are pentagonal, thus an icosahe-
dral environment is expressed as [0,0,12].
One point to note is how perfect a polyhedron need
be. The Voronoi construction provides robust topolog-
ical criteria for the identification of certain structures.
However in dense assemblies of hard spheres for example
(almost) every particle will be identified as the the ver-
tex of a tetrahedron. By considering regular tetrahedra it
is possible to discriminate even the simplex and we find
an increase in regular tetrahedra with packing density
[12, 13]. The “perfectness” of the tetrahedra was used as
a measure of configurational entropy (see sections III C,
IIID and VG).
C. Bond-orientational order parameters
An alternative to the Voronoi polyhedra was intro-
duced by Steinhardt et al. in 1983 [488] in the form of
bond-orientational order parameters. These decompose
a particle’s bond symmetry onto spherical harmonics Ylm
:
qlm ≡ 1
Zj
Nb(i)∑
j=1
Ylm(rij). (22)
where Zj is the number of bonds (coordination number)
of particle j. We discuss ways to define bonds in section
IVF.
In isotropic systems, one needs rotationally invariant
measures
Ql =
4pi
2(l + 1)
Σlm=−l|〈qlm〉|2 (23)
and
Wl ≡
∑
m1,m2,m3,m1+m2+m3=0
(
l l l
m1 m2 m3
)
q¯lm1 q¯lm2 q¯lm3
(24)
where the coefficients
(
l l l
m1 m2 m3
)
are the Wigner 3J symbols.
Steinhardt et al. [488] used W6 to produce a kind
of “order spectroscopy” to distinguish icosahedra (W6 =
−0.18) and FCC or HCP crystalline geometries (W6 ≈
0). Bond orientational order (BOO) parameters thus pro-
vide a means to investigate how “icosahedral” a super-
cooled liquid is, as discussed in section VA. Lechner and
Dellago [293] have recently emphasised the importance
of considering the environment of neighbouring particles
and including multiple values of l in the use of BOO to
identify particular local structures.
In 2D, BOO parameters may be defined in an analo-
gous fashion. Since local order is typically hexagonal, an
often-used BOO is ψ6 defined as follows:
ψ6 =
∣∣∣∣∣ 1Zj
zj∑
m=1
exp
(
i6θjm
)∣∣∣∣∣ (25)
where Zj is again the co-ordination number and θjm is the
angle made by the bond between particle j and its mth
neighbour and a reference axis. For perfect hexagonal
ordering, ψ6 = 1, while disordered but locally hexago-
nal systems the orientations to the reference axis of each
particle add incoherently such that the sum of ψ6 for the
whole system tends to zero. This is analogous to the role
of the rotational invariant Wl as opposed to the Ql 3d
BOO parameters.
D. The common-neighbour analysis
Honeycutt and Andersen introduced another develop-
ment in structural analysis of amorphous systems in the
form of the common neighbour analysis (CNA) [222].
Here one considers the number of neighbours common to
two particles. A common motif is the pentagonal bipyra-
mid [Fig. 12(a) and (b)]. In the CNA nomenclature, this
is 1551. The first 1 specifies that there is one bond be-
tween the two “spindle” particles, the first 5 refers to the
5 common neighbours between the two spindles and the
second 5 is the number of bonds between the neighbours.
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E. The topological cluster classification
Frank’s conjecture that icosahedra should be formed
in the Lennard-Jones model, because this structure
minimises the potential energy for 13 atoms was ex-
tended in the topological cluster classification (TCC)
[328, 419, 561]. In other words, rather than consider-
ing only the m = 13 icosahedron for the monodisperse
Lennard-Jones model, the TCC considers all clusters of
size m ≤ 13 particles in a variety of model systems. Un-
like the methods outlined above, which are purely ge-
ometric in nature, the TCC considers the ground state
clusters of the system. In the TCC bonds are identi-
fied, for example by using a Voronoi construction. The
TCC detects all 3, 4 and 5 membered shortest-path rings
within the network of bonded particles, and from these
the clusters which minimise the potential energy for a
variety of model systems [134–136] are identified. These
clusters are shown in Fig. 22.
The main assumption the TCC makes is that isolated
clusters are relevant for bulk systems. Although this need
not be the case, Mossa and Tarjus [372] investigated the
effect that immersion in a bulk mean-field Lennard-Jones
liquid had on the energy landscape of 13 Lennard-Jones
atoms. The icosahedron remained the locally favoured
structure, but the difference in potential energy with re-
spect to the crystal was less than that of an isolated clus-
ter.
The TCC typically identifies a number of different clus-
ters illustrated in Fig. 22 in a given system. In dense
liquids, almost all particles are part of one cluster or an-
other, thus it is desirable to identify those clusters which
might be related to slow dynamics. By measuring the
cluster lifetime, with the dynamic TCC it is possible to
identify long-lived clusters which can then be correlated
with regions of low mobility (i.e. with dynamic hetero-
geneity) [326, 327, 416].
F. Strategies for identifying a bond network
The above methods, Voronoi polyhedra, bond-
orientational order parameters, the common neighbour
analysis and the topological cluster classification are
based on the identification of a bond network between
the particles. Here we briefly discuss strategies by which
this bond network may be identified. In the case of the
TCC the reader is directed to [328] in which a detailed
discussion is presented.
There are two common methods, one is a Voronoi
construction and the other is to set a bond length and
consider particles closer than the bond length to be
bonded. In the latter, so-called simple bond approach,
clearly whether particles are bonded depends on the bond
length. Typically one aims to consider all particles in the
first neighbour shell as bonded, thus the bond length is
typically set to be a little larger than the first maximum
on the radial distribution function, and the first mini-
mum is often chosen. Of these two methods, the Voronoi
construction is better defined and leads to a unique bond
network under certain criteria, on the other hand in the
case of the simple bond the network is clearly dependent
on the bond length. In practise this often makes little
difference. One can combine the Voronoi method with
a simple bond, in particular to define a maximum bond
length. This can be very useful in the case of colloidal
gels, for example, where particles far apart on opposite
sides of a void for example would be considered to be
bonded. In dense liquids as well the use of a maximum
bond length can be useful to accelerate the computational
time to analyse the data. We have found that there are
no bonds longer than 1.8σ in a monodisperse Lennard-
Jones liquid and that there are very few longer than 1.4σ
[328].
G. Order-agnostic approaches
All the methods discussed so far have some specific
structure in mind. However, in general one does not
know the locally favoured structure a priori, and these
are only known in a few systems in any case. The dy-
namic TCC outlined in the previous section provides one
means to identify structures relevant to dynamic arrest
from a pre-specified set of clusters (Fig. 22). Other more
general “order-agnostic” methods have been developed,
which rely not on a specific structure but on generic prop-
erties. Often these methods amount to extracting a struc-
tural lengthscale. Kurchan and Levine [285] used the
Renyi entropy to identify a lengthscale where the struc-
ture changes from non-extensive (regime of local order)
to extensive. Dunleavy et al. [138] used mutual infor-
mation to determine structural lengthscales in 2D glass-
formers, Cammarota and Biroli used related methods in
a lattice (placquette) model [67]. Mutual information is
an information theoretic quantity based on the Shannon
entropy H [462]. The Shannon entropy of a random vari-
ableX with a probability distribution p(x) over a support
(here the support is the configurational phase space) X
is given by H(X) = −∑x∈X p(x) log2 p(x). This quan-
tity is larger for a uniform probability distribution over
a broad support and smaller when the distribution be-
comes more peaked. It is a measure of the uncertainty of
the outcome of drawing a sample from the distribution.
Mutual information can be used to investigate how the
structure in one part of a system affects the structure in
another. In other words, it is a general means of accessing
structural correlations. If the structure, X, in some part
of the system influences that in another part, Y , then it
will be the case that when X is held constant the range of
possible values of Y is smaller than when X can take any
value. This reduction in uncertainty can be quantified
by treating configurations as random variables and tak-
ing the mutual information [67, 113, 138]. The mutual
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FIG. 22: Some of the structures detected by the TCC. Letters correspond to different models, numbers to the number of
atoms in the cluster. K is the Kob-Andersen model, W is the Wahnström model [326]. Other letters correspond to the
variable-ranged Morse potential, letters at the start of the alphabet are long-ranged interactions, letters at the end are
short-ranged interactions, following Doye et al. [135]. Also shown are common crystal structures.
information between two random variables measures the
entropy difference between the marginal probability dis-
tribution of a variable, and its conditional distribution.
I(X;Y ) = H(X)−H(X|Y ) = H(Y )−H(Y |X) (26)
= H(X) +H(Y )−H(X,Y ) (27)
=
∑
x∈X ,y∈Y
p(x, y) log2
p(x, y)
p(x)p(y)
(28)
The mutual information between two regions can then
be computed as a function of separation. In amorphous
systems the mutual information decays as a function of
distance, and the rate of this decay enables a structural
correlation which requires no a priori knowledge of the
structure to be computed [138].
Another approach is to analyse a network (for example
the bond network) with graph theoretic methods. This
method seeks to divide the network into an ideal gas of
non-interacting isolated communities. Multiple length-
scales are considered, and lengthscales which minimise
interactions between communities lead to the identifica-
tion of clusters. These clusters are not specified before-
hand, thus the method may be regarded as order-agnostic
[412]. Alternatively, one may consider the local structure
around each particle and seek a measure of the typical
structure [161, 441]. This local structural similarity can
expressed as “patches” from which a “patch correlation
length” can be defined. This lengthscale has been shown
to exhibit similar behaviour to other lengthscales in the
system [441].
Pinning, or point-to-set measures as they are also
known, can similarly be used to extract structural length-
scales [218, 277] (see section IIID). However, these pin-
ning techniques are “invasive”, in that particles must be
pinned, i.e. immobilised.
A further method is to introduce an external, static
perturbation in the form of an affine deformation of
coordinate data [368, 369]. A configuration may be
affinely deformed, and both non-deformed and deformed
configurations are subjected to a steepest descent en-
ergy quench to yield an inherent structure. Displace-
ment vectors between the two inherent structures are de-
fined. The displacement vector for the jth particle is then
dj = r
deform
j −E ·r0j where the 0 denotes the undeformed
case and E = 1+γe1e2. Here e denotes a Cartesian unit
vector and γ is the amplitude of the deformation. Av-
eraging over neighbours then yields regions with similar
displacement vectors which are then structurally corre-
lated in the sense that they are “relatively solid” because
across the region the response to the deformation is cou-
pled. Clearly the quantity extracted here is structural be-
cause it depends only upon configurational information.
Its nature is not as clear as the structures identified by
Voronoi polyhedra, for example. We see that “something”
in the structure makes the material “more solid” and it
is possible to extract an associated structural lengthscale
with this [368, 369].
H. Details in two-point correlation functions :
analysis of reciprocal space data
The methods discussed in sections IVB-IVE, based
on particle-resolved studies, have the attraction that such
data delivers a remarkable degree of information. How-
ever, these approaches are restricted to model systems
such as colloids [234], and computer simulations. For
atomic and molecular systems in the supercooled liquid
state, scattering of x-rays and neutrons can access the rel-
evant lengthscales (Fig. 19). Using isotope substitution,
with neutron scattering it is possible to “highlight” the
correlations in one particular species. Salmon and Zei-
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FIG. 23: Regions of similar displacement vector (as
indicated by the colour bar right) in the deeply supercooled
Kob-Andersen mixture. This provides a static lengthscale
found to increase significantly with supercooling. [368].
Reproduced with permission from American Physical
Society Copyright 2010.
dler have recently published a review of reciprocal space
techniques, particularly isotope substitution [433]. Of
course, such an approach is also open to particle-resolved
studies, in particular the correlations between the minor-
ity species gBB(r), have been shown to show a compara-
tively large change in the Kob-Andersen model using the
s-ensemble to access very deeply quenched glassy states
(see section III J) [483].
Combined with intuition as to the nature of structures
the system is likely to form upon cooling (tetrahedra for
example [433]), analysis of two-point correlation func-
tions can reveal whether those tetrahedra share edges or
corners. Of course, this kind of approach requires some
prior knowledge of the likely structural motifs, which is
typically itself gained in real space (simulation or mod-
els). Another approach is to calculate the static structure
factor S(k) for some expected structural motifs, and to
assume that the measured S(k) is a superposition of these
structures [551]. Related to this is the identification of
the first sharp diffraction peak in S(k). If this is sig-
nificantly less than the wavevector associated with the
atomic size (∼ 2piσ−1), then the first sharp diffraction
peak provides evidence for structure on longer length-
scales, i.e. medium range ordering. Such approaches are
often associated with more complex glassforming systems
than the simple models outlined in section II B such as
oxides and metallic glassformers [433].
A further powerful (if brave) approach is to combine
two-point structural correlations with computer simula-
tion through “reverse Monte Carlo” or RMC [157, 348,
467]. Here configurations in computer simulations, of-
ten with a simple model interaction, are successively
refined by comparison with two-point (or in principle
higher-order) experimental data. Thus one can “extract”
particle-level data from atomic and molecular systems.
As rich as such data is, enabling the kind of analysis
otherwise available only to simulation and colloid ex-
periment, one should not overlook that fact that the
“true” experimental data is typically of a two-body level.
In principle, this only determines the system to a two-
body level (there is no more information) leaving higher-
order correlations underdetermined [202], moreover ex-
perimental uncertainties lead to limitations in the accu-
racy with which even this two-body interpretation can be
made. In short, there are many higher-order correlations
which give two-body correlations which are indistinguish-
able, as recently explicitly demonstrated [106, 325].
A cautionary tale — That reciprocal space methods
only measure the intensity of the scattered radiation and
not the phase can lead to multiple interpretations of real
space data. Additionally a two body distribution anal-
ysis can result in the same underdetermined outcome.
For example, the relationship between the wavevector of
the first sharp diffraction peak kFSDP and atomic volume
va ∼ σ3 are related by kFSDPvηa = C where C is a con-
stant. In crystalline solids, η = 1/3. The finding that
η = 0.433 in a range of metallic glasses was interpreted
as the fractal nature of their structure [320]. However it
was later shown via a pole analysis which describes de-
cay of two-point correlation functions at large distances
[129, 158], that such scaling was consistent with a more
conventional non-fractal structure [97]. A second ex-
ample of the limited accuracy of two-point correlation
functions to describe structure in amorphous materials is
the work of Treacy and Borisenko [527], who used fluc-
tuation electron microscopy (see section IV J) to resolve
higher-order structure in silica. Although silica is often
thought of as a random network, their work showed some
small nanocrystalline regions which were not apparent in
bulk, averaged, two-point data.
I. Higher-order structure from reciprocal space
data
Beyond the analysis of two-point correlation functions,
higher order measures of structure in atomic and molec-
ular glassformers have been developed, though may re-
quire special analysis or sample geometry. Total internal
reflection of x-rays was used to create evanescent rays in
liquid lead close to an interface. The in-plane scattering
of the evanescent rays in the liquid gives higher order
structural information, and was used to infer five-fold
local symmetry in liquid lead [407] and more recently
in AuSi [453]. However computer simulation of hard
spheres by a wall [209] found no evidence for five-fold
symmetry, inferred through bond-orientational order pa-
rameters, unless a strong (unphysical) field was applied
to artificially increase the layering by the wall. More re-
cent simulations [189] of a variety of models at a free
liquid-vapour interface found a suppression of five-fold
symmetry (evidenced by the population of pentagonal
bipyramids identified with the topological cluster classi-
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fication, section IVE). However those five-fold symmet-
ric structures that were identified close to the interface
tended to oriented their five-membered rings parallel to
the interface. This may provide some explanation for the
experimental result [407], which explicitly probed struc-
ture in the layer by the wall and did not average over all
orientations.
X-ray absorption spectroscopy (XAS) is an indirect
technique by which higher-order structure may be in-
ferred. In XAS, a photoelectron excited from a deep core
level behaves as a local structural probe which interacts
with the surrounding atoms leading to scattering effects
which are observed as oscillations in the absorption cross
section [128, 167]. The XAS signal is given as
〈χ(k)〉 =
∫ ∞
0
dr4pir2ρg2(r)γ2(r, k) (29)
+
∫ ∞
0
dr1dr2dθ8pi
2r21r
2
2 ×
sin θρ2g3(r1, r2, θ)γ3(r1, r2, θ, k) + . . .
where θ is a bond angle and the γ are XAS n-body sig-
nals and the gn are n−body density correlation functions
[128].
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FIG. 24: Frequency distribution of the W6 invariant
supercooled liquid Cu. The histogram related to the FCC
solid Cu, limited to a very narrow region around W6 = 0.013
(corresponding to a FCC 13-atom cluster), is shown. The
W6 distribution is found to be very broad and includes a
region (shaded area) corresponding to fivefold symmetry
(icosahedra have W6 = −0.18). [128]. Reproduced with
permission from American Physical Society Copyright 2003.
Since there is an explicit contribution from higher-
order terms, which is dominated by the three-body term,
it is possible to carry out RMC on both two- and three-
body contributions separately [128]. With the three-
body information, in particular the bond angle distribu-
tion, it is possible to construct theW6 bond-orientational
order invariant (section IVC). As shown in Fig. 24,
the W6 distribution was indeed found to show a negative
trend associated with five-fold symmetry [488]. This con-
siderable achievement aside, the complete understanding
of the XAS signal remains a challenging theoretical prob-
lem involving the many-body-electron response [167].
J. Fluctuation electron microscopy
Measuring the fluctuations in transmission electron mi-
croscopy (TEM) allows mixed real- and reciprocal space
higher-order correlations to be measured [528]. Essen-
tially the fluctuation electron microscopy (FEM) method
combines electron diffraction with microscopy, such that
local fluctuations in diffraction can be measured. Thus
the technique removes one of the limitations of many re-
ciprocal space techniques in that they can often be sensi-
tive to bulk, rather than locally varying, structure. The
principle quantity is the intensity of the scattered elec-
tron signal as a function of wavevector and real space
position in the sample I(k, r). For example one may
measure the normalised variance :
V (k, r) =
〈I2(k, r)〉
〈I(k, r)〉2 − 1. (30)
Two lengthscales are important, the resolution of the
incident beam, and the scattering vector. If the beam is
much larger than the structures of interest, one recovers
the bulk scattering scenario and the technique is reduced
to two-point scattering information. If on the other hand,
the incident beam is very narrow, the signal-to-noise ratio
is poor. Thus by tuning the size of the incident beam
(and sweeping through the appropriate wavevectors) one
can identify the size of structural units by seeking the
maximum in the normalised variance V (k, r).
Fluctuation electron microscopy is suitable for access-
ing structure at the 1 nm lengthscale, and is particu-
larly good for picking out small crystal-like structures
[288, 294]. However, modelling of V (k, r) shows that
fully amorphous structures (such as icosahedra and do-
mains of icosahedra) exhibit a much weaker signal, sug-
gesting that FEM may be more suited to those glass-
formers whose local structural motifs contain crystalline
symmetries [550].
K. Nanobeam electron diffraction
Another solution to the problem that reciprocal space
techniques provide only averaged information has been
demonstrated very recently [212]. Conceptually beau-
tiful in its simplicity, nanobeam electron diffraction
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(NBED) circumvents the bulk averaging problem by us-
ing a remarkably finely focussed electron beam, whose
full-width half-maximum is a mere 0.72 nm [212]. Like
fluctuation TEM, NBED must still be combined with
simulation to extract the details of the structure, but
it is a powerful technique as Fig. 25 makes clear. One
observation regarding NBED is that it must take quite
some time to scan a bulk sample.
FIG. 25: 3d amorphous structure resolved with nanobeam
electron diffraction. Here two face-sharing polyhedra are
identified in Ni66.7Zr33.3, a model metallic glassformer (see
section VIA). (a), Two face-sharing [0,2,8,1] Voronoi
polyhedra with a common on-axis orientation for Bragg
diffraction. (a’) The cluster pair viewed from a direction
showing the face-sharing configuration. (b) Experimental
NBED pattern including two sets of possible rectangle
diffraction patterns.(c) Simulated NBED pattern obtained
from the super-cluster shown in a with the on-axis electron
incidence. (d) Simulated NBED pattern obtained only from
cluster A in the super-cluster. (e) Simulated NBED pattern
only from cluster B. [212]. Reproduced with permission
from Nature Publishing Group 2010.
L. Measuring lengths close to Tg in molecular
glassformers
In addition to structure, dynamical lengthscales have
been probed in molecular glassformers. In 2005, Berthier
et al. [38] used a sequence of arguments to obtain esti-
mations of dynamic susceptibility χ4 (Eq. 9, Fig. 5) from
experimentally accessible quantities such as the dielectric
susceptibility. The following inequality was derived
χ4(t) ≥ kB
cP
T 2χ2T (t). (31)
where χT is an experimentally accessible quantity. Thus
a lower bound for χ4 was obtained. Recall that in Fig. 5,
we saw that χ4(t) has a characteristic peak value, χmax4 .
With some more assumptions [38] one expects that
χmax4 ≈
(
ξdyn
σ/2
)ζ
(32)
where 2 . ζ . 4. Thus one can find an estimate for the
lower bound of the dynamic correlation length in molec-
ular experiments via dielectric spectroscopy. As shown
in Fig. 26, the length extracted is not in any sense large,
compared to expectations from Fig. 6, for example. Re-
call, in simulation or colloid experiment ξ4 is typically
measured around TMCT, so a large increase might be ex-
pected by Tg. Now of course, the data presented in Fig.
26 only represents a lower bound, but the difference is
so large that it might lead one to think there is a differ-
ent regime between TMCT and Tg compared to that for
T > TMCT.
The method we have outlined is by no means the only
possibility for detecting dynamic lengthscales in molecu-
lar systems. It is possible to deduce such lengthscales in-
directly from heat capacity measurements [517] and more
directly from measurements of fluorescent molecules em-
bedded in the glassformer [100] and even by direct imag-
ing [18], though the latter technique is limited to the sur-
face, whose dynamics may not be representative of the
bulk. As indirect as these techniques are, all give very
comparable values that ξdyn . 10σ at Tg. We return to
this issue in section VC.
V. STRUCTURE IN MODEL GLASSFORMERS
Having discussed various techniques to measure struc-
ture (and dynamics) in glassforming systems, we now de-
scribe the broad picture of structural changes in model
glassformers approaching dynamical arrest. Such a pic-
ture was conceptualised by Richert and Angell [408],
who suggested that more fragile glassformers should be
expected to exhibit a greater change in structure, as evi-
denced by the jump in specific heat capacity upon falling
out of equilibrium at Tg.
Another way of looking at this is to consider the An-
gell plot (Fig. 2). In the case that there is no structural
change in the system approaching arrest, one might ex-
pect Arrhenius-like behaviour (a strong liquid, a straight
line on the Angell plot) [233, 336, 376]. Indeed strong
liquids such as silica [110] and GeO2 [433] exhibit lit-
tle structural change upon cooling. Other more fragile
systems exhibit more change [108, 326]. However, that
kinetically constrained models, which are thermodynam-
ically ideal gases, can exhibit fragile behaviour [390] as
do higher-dimensional systems where structure is less rel-
evant [86] suggests that structure need not be invoked to
observe fragility, and indeed the interpretation of some
molecular glassformers is not trivial [233, 336, 376]. Fur-
thermore, different classes of molecular glassformers are
found to exhibit differing correlations between the jump
in specific heat at Tg and fragility [225] and the num-
ber of particles involved in dynamic correlations inferred
from dielectric spectroscopy has been found by some to
be independent of fragility [117] although more recent
work does suggest a link between the size of correlated
regions and fragility [31]. In any case the more simple
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FIG. 26: Lower bounds for χ4 and ξdyn obtained from experiments on molecules at Tg. m is fragility obtained from VFT fits
to Angell plots. [38]. Reproduced with permission from The American Association for the Advancement of Science Copyright
2005.
classes of materials, metal-oxide and metallic alloy glass-
formers do exhibit the expected positive correlation be-
tween a jump in specific heat (a proxy for configurational
entropy) and fragility [225, 408]. Most of the early work
on measuring structure in glassformers was carried out
on hard spheres or Lennard-Jones models. Assessing the
fragility of these models can be limited by the dynami-
cally accessible range, but the degree of structural change
is correlated with fragility [108, 109, 416].
A. Early measurements in amorphous systems
We have already noted the pioneering work of Bernal
[34, 35], Scott [458], Finney [168] and Bennett [33]
of building models of hard spheres. These established
a tendency for the formation of five-membered rings,
in the form of pentagonal faces of Voronoi polyhedra.
Finney also carried out computer simulations [169] which
showed similar behaviour upon supercooling.
Simulations showed evidence for a split second peak in
g(r) [169, 215, 406], characteristic of metallic glasses, yet
absent from liquids [74]. Indeed the radial distribution
function calculated from hard spheres gave reasonable
quantitative agreement with experimental data on NiP,
at the expense of having the model at an unphysically
high density to fit the experimental data [74]. As signif-
icant as this early result undoubtedly was, that monodis-
perse hard spheres gave such good agreement with NiP
may also be interpreted as a reason to treat interpre-
tations from two-body data with a pinch of salt. An
improvement was obtained by Polk [399, 400] who con-
sidered the possibility of fitting atoms into the holes in
the polyhedra considered by Bernal [34, 35] in his ran-
dom packings of hard spheres. Polk observed that in-
teractions between metals and metalloids such as Ni and
P are weaker than those between each species, in other
words that such interactions are non-additive [381]. In
this way it might be possible to fit more of the metal-
loid atoms into the system than would be the case for
additive hard spheres, which would relieve the density
discrepancy found by Cargill [74]. The next step was to
take hard sphere coordinates and to relax them using a
more realistic (Morse) interatomic potential [170, 541].
Pioneering work on binary systems, usually crucial to
prevent crystallisation, was carried out by Sadoc et al.
[426]. In 1984, Hiwatari et al. [216] decomposed the soft-
core (repulsive part of the Lennard-Jones interaction, Eq.
1) glasses into Voronoi polyhedra. Almost at the same
time, the bond-orientational order parameters were in-
troduced by Steinhardt et al. [488] in considering the
Lennard-Jones model. These two pieces of work appear
to be the first which systematically consider structure
upon passing from a liquid to a glass. Both find increas-
ing five fold symmetry approaching the glass. However
Steinhardt et al. went even further, and determined an
orientational correlation length ξm=6 by exponential fits
to G6 defined as
Gl(r) =
4pi
2l + 1
∑l
m=−l〈Qlm(r)Qlm(0)〉
G0
(33)
where
G0(r) = 4pi〈Q00(r)Q00(0)〉. (34)
As shown in Fig. 27, the correlation length ξ6 in-
creases upon cooling. This was interpreted by the au-
thors as a possible transition to an icosahedral phase.
However, given their use of a monodisperse Lennard-
Jones, which is very prone to crystallisation (and some
of their runs did indeed crystallise) some of the deeper
quenches would not have been able to equilibrate prior
to crystallisation (see section II E). Moreover subsequent
work using a similar approach in a binary system found
no evidence of an increasing structural lengthscale [155].
With the advent of the common neighbour analysis
[222], another structural tool was available to seek struc-
tural changes in a model glassformer. This coincided
with the use of binary systems to prevent the crystallisa-
tion that must have plagued early work on supercooled
liquids. Jonsson and Andersen used an additive binary
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FIG. 27: An early measure of amorphous order. Q6
increases upon cooling (squares), as does the orientational
correlation length ξ6 (triangles). The “divergence” of this
length is likely related to finite-size effects - the system size
was N = 864. [488]. Reproduced with permission from
American Physical Society Copyright 1983.
Lennard Jones model and investigated its structure ap-
proaching the glass transition. As shown in Fig. 28, the
population of 1551 pentagonal bipyramids increases upon
cooling in a binary Lennard-Jones system [248]. That an
icosahedron is two 1551’s sharing a spindle means that
the CNA provided strong evidence in support of Frank’s
conjecture. While it is not always a priori clear when the
icosahedron is the minimum energy structure for a binary
Lennard-Jones system, it is the minimum for moderate
size asymmetry [136]. Jonsson and Andersen further
identified a network of icosahedra spanning their simu-
lation box (recall icosahedra do not fill space). Tomida
and Egami [523] used a model for iron, and by detect-
ing local fivefold symmetry using BOO parameters also
found evidence for an icosahedral network.
FIG. 28: Populations of pentagonal bipyramids (1551) and
related structures in a binary Lennard-Jones glassformer
[248]. Reproduced with permission from American Physical
Society Copyright 1988.
The early 90s marked a number of developments. The
first was the development of real-space analysis of col-
loidal glasses in 3d with confocal microscopy by van
Blaaderen and co-workers [534, 535]. In these hard
sphere suspensions, evidence was found, corroborating
the earlier simulation work, of five-fold symmetry in the
form of a negative W6 distribution. More recently in
2d experiments on a binary colloidal system with dipo-
lar interactions, bond-order parameters have been used
to identify a variety of local structures associated with
vitrification [282, 346].
Another development was Dzugutov’s introduction of
a monatomic model (though admittedly somewhat ide-
alised) which was designed not to crystallise. This
Dzugutov potential has a repulsive hump where the sec-
ond neighbours of an FCC lattice lie, and thus crystalli-
sation is suppressed [141]. Indeed it was believed instead
to form quasicrystals [142], although it is thought these
may be quasicrystal approximants [266] and in any case
the equilibrium state is a regular crystal [413]. What-
ever its equilibrium state, the Dzugutov model certainly
forms icosahedra efficiently [143]. Before moving to the
search for a structural mechanism for vitrification, we
note the work of Pan et al. [391] who used a simulation
of CuZr to correlate Voronoi polyhedra with the split sec-
ond peak of the pair correlation function long associated
with vitrification.
B. Towards a structural mechanism?
0.5 1.0 1.5
0.0
0.2
0.4
1/T
N13A(τ ≥0)/Nℓ
N 13
A(τ
 ≥0
)/N
ℓ
(b)(a)
Arrhenius
Super-
Arrhenius
FIG. 29: Frank’s conjecture demonstrated. (a) A network
of icosahedra in the Wahnström Lennard-Jones model
formed upon supercooling. (b) The increase in particles in
icosahedra upon cooling [326].
Thus far, it had only been possible to identify struc-
tural changes upon supercooling. No suggestion of a
mechanism had been made, beyond a verification of
Frank’s original conjecture, which focussed on the avoid-
ance of crystallisation, not on a mechanism for dynamical
arrest. That changed in the 1990s, with the discovery of
dynamical heterogeneity by Harrowell and co-workers in
simulation [229, 398], and by Schmidt-Rohr and Speiss in
experiment [450]. It was now possible, if one could cor-
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relate the dynamically slow particles with those in icosa-
hedra (for example) to suggest that the formation of such
structures was somehow responsible for dynamical arrest.
Among the first to do this were Dzugutov et al. [143]
in 2002 who identified icosahedra with dynamically slow
particles. They were followed by Coslovich and Pastore
[108] whose careful Voronoi analysis of the small particles
in a variety of binary Lennard-Jones systems found that
not only was the icosahedron a locally favoured struc-
ture (for the Wahnström model) but so was the bicapped
square antiprism in the case of the Kob-Andersen model.
This was also found using the topological cluster classifi-
cation by Malins et al. [326, 327]. Pedersen et al. [394]
emphasized the role of Frank-Kasper bonds (here tak-
ing the form of hexagonal bipyramids) in the Wahnström
model and showed that particles within such structures
had unusually long relaxation times. Interestingly, these
Frank-Kasper bonds are implicated in the crystallisation
of the Wahnström model which forms a complex unit
cell, equivalent to the MgZn2 Laves phase. This crys-
tal is based on icosahedra combined with Frank-Kasper
bonds which have the effect of enabling the former to tile
Euclidean space [394]. Moreover Pedersen et al. showed
that those particles involved in Frank-Kasper bonds had
slower dynamics than the average. However, in the super-
cooled liquid the fraction of particles involved in Frank-
Kasper bonds is around 5% of the total and of these 83%
are also found in icosahedra. Indeed particles in icosa-
hedra are also slower than the average and moreover ac-
count for around 1/3 of the system. This suggests that
icosahedra may be more significant in influencing the dy-
namics of the system [326]. Conversely, working in 2d,
Eckmann and Procaccia [144] used geometric motifs to
argue that, although the population of these changed as
a function of temperature, there was no evidence for any
divergence at finite temperature (unlike the assumptions
in theories such as Adam-Gibbs III C and random first
order transition IIID).
In colloid experiments also, correlations were found be-
tween slow dynamics and locally favoured structures us-
ing the topological cluster classification [419] and BOO
parameters [300]. In 2d colloid experiments, a correla-
tion has been found between locally favoured structures
and a reduced mean squared displacement relative to the
average [346, 500]. Unusually for colloid experiments,
where typically errors in particle coordinates prevent ac-
curate determination of the potential energy for each par-
ticle [404, 417], due to the large size of their colloids and
the long-ranged interactions, Mazoyer et al. were able to
measure the potential energy of each particle and corre-
late this too with the mobility [346].
In 2006, Shintani and Tanaka [473] devised a 2d model
whose structure could be tuned from hexagonal to five-
fold symmetric (Fig. 30). In Tanaka’s picture (Section
IIIH) the locally favoured structure can often have the
same symmetry as the crystal. In 2d, this hexagonal
structure (identified using BOO parameters) is also the
locally favoured structure in the liquid [in the parlance
FIG. 30: The frustrated spin model of Shintani and Tanaka
[473]. In this model five-fold symmetric clusters (blue)
compete with hexagonal symmetry (red). Reproduced with
permission from Nature Publishing Group Copyright 2006.
of Geometric Frustration (section IIIG), 2d systems are
unfrustrated]. As a consequence, in 2d, the liquid locally
favoured structure has to be suppressed to avoid crys-
tallisation. In their tunable model, Shintani and Tanaka
found that the more hexagonal system had a higher de-
gree of structural change approaching the glass, and was
more fragile. This seems like a direct confirmation of
Angell’s suggestion of the relationship between struc-
ture and fragility. 2d hard discs, where the degree of
hexagonal ordering was controlled through polydisper-
sity showed a similar behaviour [261]. However in 3d
no obvious correlation between diffusivity and polydis-
persity was found [578] although the response of the
structural relaxation time to changes in volume fraction
φ is sensitive to polydispersity [260, 262, 505].
This correlation between higher-order structure and
slow dynamics enabled insight into previous observations.
As mentioned in section IVA, Berthier and Tarjus had
found that very subtle changes in the two-point structure
resulted in large changes in dynamics when attractions
were removed from the Lennard-Jones interactions in the
Kob-Andersen model via truncation at the bottom of the
potential energy well. Having already identified the lo-
cally favoured structures for the full systems with attrac-
tions [108], Coslovich proceeded to investigate the pop-
ulation of bicapped square antiprisms in the KA system
with and without attractions, and carried out a similar
analysis for icosahedra in the Wahnström model [111].
In both models, the population of locally favoured struc-
tures was suppressed when attractions were removed, as
shown in Fig. 31, providing evidence for a link between
structure and fragility. Coslovich has also shown that
30
LFS
 
FIG. 31: Structural relaxation time τα as a function of the
average number NLFS of particles in locally favoured
structures. K denotes the fragility index and increases with
fragility according to a fit to the VFT equation. LJ is the
full LJ system while WCAS is the variant without
attractions [111]. Reproduced with permission from
American Physical Society Copyright 2011.
significant differences are found at the three-body level
between the Lennard-Jones and the WCA variant [106].
This direction of study was extended by the Roskilde
group [394] whose work explores the concept of “highly
correlated” or “Roskilde” liquids [23, 24]. This pro-
vides a protocol by which liquids at different macroscopic
states may be described as “isomorphic”, i.e. having in-
distinguishable structure. The isomorphic concept can
be traced back to early work on inverse power law (IPL)
potentials [223], φij(rij) = (σ/rij)n, where it was shown
that the excess thermodynamic properties are a function
of the property ρn/3/kBT only. If we follow a line in
macroscopic state space given by ρn/3 = akBT , where a
is some arbitrary constant, then the reduced equilibrium
structure remains invariant, i.e. we have an isomorphic
line. In the limit where n → ∞ we recover the hard
sphere potential and the isomorphic line becomes a line
of constant density as the temperature is increased. That
is we recover the result that hard spheres are athermal.
Indeed at low pressure and temperature, the dynamical
behaviour and equation of state of soft spheres can be
mapped onto hard spheres with high accuracy [568].
These ideas were extended by considering the correla-
tion between the potential energy, U , and the virial com-
ponent of the pressure, W , in the NVT ensemble [188],
the latter being given by
W (rN ) = −1
3
N∑
i=1
N∑
i<j
riju
′(rij). (35)
If the Pearson’s correlation coefficient in the fluctua-
tions of U and W exceeds 0.9, the liquid is termed a
“strongly correlated” (“Roskilde”) liquid [24, 140]. For
the special case of an IPL the correlation will be unity
and the exponent given by γ = n/3 while more gener-
ally for a strongly correlated liquid the exponent may be
obtained as
γ =
√
〈∆W 2〉
〈∆U2〉 . (36)
A key idea here is that the structure of a liquid is dom-
inated by the short range repulsive part of the potential,
as established by Barker and Henderson [28]. This may
be rationalised upon considering how many more par-
ticles there are in a spherical shell upon increasing the
shell’s radius. The equilibrium distribution function de-
pends explicitly upon the energy, and due to the law of
large numbers the contribution to the energy of the par-
ticle pairs in close proximity to each other dominates the
fluctuations in the energy. This close range repulsive in-
teraction can be accurately modelled in terms of the IPL
potential [223] leading us directly to strongly correlated
liquids and the resulting isomorphic states. Two states
which are on the same isomorphic line may have their
static and dynamic properties mapped onto each other
through the use of the appropriate reduced units [188],
thus enabling the collapse of a two-dimensional phase di-
agram to one dimension. This approach is far from lim-
ited to simulation of model systems. For example, such
density-scaling has been used to describe the dynamical
behaviour of number of molecular glassformers with a
single parameter [200]
Pedersen et al. [395] employed this approach to
investigate the effect of removing attractions from the
Lennard-Jones Kob-Andersen model, not under the
Weeks-Chandler-Andersen approach which truncates the
interaction at the bottom of the energy well, but instead
by mapping to an inverse power law reference system.
The result was intriguing : where Berthier and Tarjus
[44–46] found that the two-point structure was essentially
identical between the Lennard-Jones and WCA variant,
but the dynamics were markedly different, Pedersen et
al. [395] found both structure and dynamics were al-
most identical between the full Lennard-Jones and the
WCA variant. As successful as this approach was, only
two-point dynamics in the form of intermediate scatter-
ing functions and two-point structure were considered.
Malins et al. [325] considered higher-order dynamics
in the form of the four-point dynamic susceptibility χ4
(Eq. 9). The χ4 revealed increasing discrepancies be-
tween the IPL and full Lennard-Jones approaching vit-
rification. As shown in Fig. 32, higher-order struc-
tural correlations, such as the population of bicapped
square antiprism “11A” clusters, the LFS for the Lennard-
Jones system were found to exhibit population differ-
ences increasing to some 40% between the LJ and IPL
systems. Furthermore, these clusters were significantly
longer-lived in the full Lennard-Jones system at an equiv-
alent state point. This work underscores the importance
of higher-order correlations than two-point, both in struc-
ture and dynamics to have a clear picture of how similar
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FIG. 32: Analysis of the statistics and dynamics of bicapped square antiprism (11A) clusters in the Kob Andersen
Lennard-Jones and KA IPL mixtures for T = {1.0, 0.75, 0.6, 0.525, 0.5, 0.45}. (a) 11A population N11A/N and (b)
P11A(τ` ≥ t). Inset shows the ratio of the lifetimes of 11A clusters 〈τLJ` 〉/〈τ IPL` 〉 obtained by scaling the curves in the main
figure onto one another at the temperatures indicated on the abscissa [325].
two systems are. This further casts doubt over the use of
methods such as reverse Monte-Carlo to obtain structure
of higher-order than two-body.
Another approach has been to directly test geometric
frustration in 2d (see section IIIG) [362, 444]. Effec-
tively this implements the reverse of the 3d case, where
curved space is commensurate with the locally favoured
structure. In 2d, Euclidean space is commensurate with
the (hexagonal) locally favoured structure, thus one must
curve space to introduce geometric frustration. This can
be done by curving in hyperbolic space, where the de-
gree of curvature can be continuously varied. Weakly
curved systems had a strong tendency to hexagonal or-
dering, which was controllably frustrated by the curva-
ture. However, all correlation lengths were dictated by
the curvature in this system. Thus both static, ie struc-
tural, and dynamic, ie ξ4, (Eq. 11) correlation lengths
scaled together. So the frustration-driven term in Eq.
15, sfrust(T )L5, prevents the growth of any LFS domains
and the dynamic correlation length beyond the length-
scale set by the curvature [442, 443]. Thus no divergent
structural correlation lengths could be found of the type
imagined in the Montanari-Semmerjian picture (section
III E).
C. Static and dynamic correlation lengths :
coupled or decoupled?
To recapitulate the preceding section, we have seen
in sections VA and VB that, at least for systems of
the Lennard-Jones, hard and soft sphere type, there
are considerable changes in higher-order structure upon
approaching dynamical arrest and that these can be
measured in particle-resolved studies. However this
does not indicate that local structure is responsible for
dynamical arrest, merely that there is a correlation.
Some more evidence in favour of a structural mecha-
nism is given by the finding that particles in locally
favoured structures, be they amorphous or crystalline,
are dynamically slower than the average [108, 260–
262, 300, 326, 327, 394, 419, 473, 500, 507]. These and
other approaches to determine lengthscales, both static
and dynamic have recently been extensively discussed an
a review by Karmakar et al. [256] to which we direct the
interested reader.
One key piece of evidence in favour of a structural
mechanism would be dynamic lengthscales (for example
ξ4) scaling with some structural lengthscale [for exam-
ple ξ6 (Fig. 27) ]. To identify structural lengthscales,
a variety of approaches have been pursued. Over a lim-
ited range, ξ6 used now to measure crystalline order has
been found to scale with ξ4 in Tanaka and Shintani’s frus-
trated 2d system [473], 2d polydisperse hard discs [261],
3d polydisperse hard spheres [260] and 3d polydisperse
Lennard-Jones [507]. On the basis of these results, a
link was made with Ising critical scaling, using the same
exponents, where the critical point was the VFT tem-
perature T0, or packing fraction φ0 in the case of hard
spheres or discs. However, others have not found that ξ6
scales with ξ4 in simulations of 2d binary hard discs [138]
nor with a dynamic correlation length based on correla-
tions in the mean square displacement in 2d polydisperse
colloids [500].
It is also possible to define a structural correlation
length via a point-to-set, or pinning approach (section
IIID) [55]. This is an order-agnostic approach, so it
should be insensitive to any particular locally favoured
structures. The exact protocol varies [48], but a con-
sistent picture has emerged from a number of different
groups [218, 256, 277]: the structural correlation length
extracted from pinning increases much more slowly than
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the dynamical length ξ4. The point-to-set length is also
compatible with lengthscales extracted from the quasis-
pecies approach [57, 258]. Other order-agnostic meth-
ods based on mutual information, which also pick up
whatever structural correlations are present, also produce
structural lengths which do not scale with ξ4 [68, 138].
Another approach to obtain a static length is the
lengthscale at which a crossover occur between two con-
tributions to the eigenvalues of the Hessian (see section
VE [258]. The contributions correspond to plastic events
(which occur at short lengths) and elastic contributions
at longer lengths. The resulting lengthscale follows oth-
ers in that it increases by a small amount in the dy-
namically accessible regime [57, 258] and turns out also
to be the lengthscale required to collapse the configura-
tional entropy as a function of system size [255]. Very
recently, this length has been measured at exception-
ally deep supercoolings generated by swapping particles
[201]. The increase in the static length seems compara-
ble with measurements of dynamic lengths in molecular
system at the experimental glass transition [see section
IVL]. One final order-agnostic length to mention is that
developed by Mosayebi et al. [368, 369] (section IVG)
which found critical-like scaling for a structural correla-
tion. Like Tanaka and coworkers [507], the lengthscales
over which the correlation length was measured was a
factor of ∼ 5 [368, 369].
Charbonneau and Tarjus have investigated hard
spheres in a variety of dimensions and with a number of
structural measures [82, 83, 86]. Appealing to geometric
frustration (section IIIG), they investigated the spac-
ing between defects. In the case that the curved space
tiled by the LFS is close to Euclidean space, one expects
that defect density might be small, and that the space
between defects might become large leading to a long
structural correlation length [514]. This and other mea-
sures of the structural correlation length however showed
little increase in the simulation-accessible regime. This
points to geometric frustration being “strong”, and the
third term in Eq. 15 preventing any significant growth
of domains of LFS.
Other techniques to extract a structural lengthscale in-
clude an Ornstein-Zernike fit to particles in a structure
factor comprised of particles in locally favoured struc-
tures SLFS(k). This yields a correlation length ξLFS in
the same spirit as ξ4 in Eq. 11
SLFS(k) =
1
Nρ
〈
NLFS∑
j=1
NLFS∑
l=1
exp[−ik · rj(0)] exp[ik · rl(0)]〉,
(37)
where j, l index particles that are detected within a lo-
cally favoured structure and NLFS = NLFS(τ` ≥ 0) is the
total number of particles in LFS. The correlation length
ξLFS is found by fitting the Ornstein-Zernike (OZ) equa-
tion [326, 327, 416]. However plots such as Fig. 33 make
it clear that the linear ξLFS does not scale in the same
fashion as ξ4. However, although the actual lengthscale
of the LFS domains themselves is less than that of ξ4, it
is worth noting that LFS retard the motion of surround-
ing particles [326, 327], so the discrepancy may not be
as stark as Fig. 33 indicates. Thus it is possible that
particles stuck between two “strands” of LFS could be
dynamically slowed, so in fact although the linear mea-
sure ξLFS does not increase much, in fact through the
fractal nature of the LFS network, structure does lead to
dynamically slow regions on the length scale of ξ4 [1].
This could explain why the work by Mosayebi et al.
[368, 369] identified a larger structural lengthscale than
most others.
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FIG. 33: Scaling of various lengthscales in the Wahnström
binary Lennard-Jones glassformer. ξ4 is the dynamic length
from Eq. 11. ξLFS is the same measure applied to particles
in icosahedra, the LFS for this system (Fig. 29), ξRg is the
radius of gyration of clusters of icosahedra [326].
If we focus on the lengths only, the picture that
emerges is one of disparity between ξ4 and the major-
ity of structural lengths, as illustrated in Fig. 34. This
leaves at least three possibilities :
1. Dynamic and structural lengths decouple as the
glass transition is approached. And thus although
structural changes are observed in many fragile
glassformers, these are not the only mechanism of
arrest and that other mechanisms play an impor-
tant role.
2. ξ4 is not representative of dynamical lengthscales.
Or dynamics are perturbed at lengthscales beyond
that of the LFS.
3. The vast majority of data so far considered is in
the range T > TMCT and thus is not supercooled
enough for RFOT or Adam-Gibbs-type coopera-
tively re-arranging regions to really matter.
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We believe that a combination of all three, weighted
differently depending on the system, is the most likely
outcome. Some evidence for the first scenario is given
by the fact the kinetically constrained models [390], and
hyperspheres in high dimension [86] undergo arrest. In
sufficiently high dimension, all structure is lost as the sys-
tem becomes more mean-field like, although fragility in-
creases [460]. Other mean-field like systems include very
soft “gaussian core” potentials which allow core overlap
for a moderate energy cost. Thus each particle inter-
acts with many neighbours and little correlation between
structure and dynamics is found [217]. The system is
moreover well described by MCT and thus may be ex-
pected to be very fragile [230]. If one accepts these (some
admittedly abstract) models, structure cannot be a uni-
versal mechanism for dynamical arrest, although for the
higher-dimensional work we are numerically restricted to
d . 12 which may still be low enough.
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FIG. 34: Schematic of possible behaviour of dynamic
(ξdyn) and static (ξstruct) lengthscales as the glass transition
is approached. Particle-resolved studies data is available for
T & TMCT (solid lines). Dashed lines represent a possible
scenario at lower temperatures, extrapolated from recent
simulations [277]. Green dot is dynamic length ξ3 deduced
from molecular experiments close to Tg (section IVL).
Purple dashed line represents coincidence of structural and
dynamic lengths of cooperatively re-arranging regions
envisioned by RFOT and Adam-Gibbs.
However, the comparatively rapid increase in ξ4 is not
without question [204]. Firstly, as indicated in Fig. 34
ξ4, seems to increase rapidly in the regime accessible to
particle-resolved studies above ∼ TMCT [204]. Indeed,
a free fit to measurements of ξ4 for the Kob-Andersen
model yielded divergence close to the Mode-Coupling
temperature for this model [327]. Moreover among early
papers involving ξ4, Lačević et al. showed divergence of
this dynamic length around TMCT [291]. This may in-
dicate an echo in d = 3 of the mode-coupling transition
which would lead to a divergence of dynamic lengthscales
in mean field. A recent paper by Kob et al. [277] indi-
cates non-monotonic behaviour of a dynamic correlation
length based on pinning with a maximum around TMCT,
as indicated in Fig. 34. These results are not without
controversy [173, 278], but it has since been shown that,
just below TMCT, at the limit of the regime accessible to
simulations, ξ4 at least exhibits a different scaling with
temperature upon approach to the glass [174]. Perhaps
ironically, given the challenges of measuring ξ4 in recip-
rocal space [175, 255], the early real space measurements
of Lačević et al. [292] show a very much weaker increase
for the same system as their later (seminal) reciprocal
space measurements [291]. Nor is this discrepancy be-
tween real and reciprocal space measurements unique :
in conventional critical phenomena, the “true” correlation
length is given in real space and only close to criticality do
the real and reciprocal space calculations converge [516]
and in supercooled liquids, approach to any transition is
challenging to say the least.
Further evidence that the dynamic correlation length
might not diverge as fast as data from the T > TMCT
range would indicate is given by experiments on molec-
ular glassformers close to Tg, an increase of some 8-
10 decades in relaxation time compared to the particle-
resolved studies. This approach measures a lower bound
for the dynamic correlation length (section IVL) [38].
The lengths obtained by this approach correspond to a
few molecular diameters [31, 38, 63, 114, 117]. Other ap-
proaches include nuclear magnetic resonance [526], di-
rect imaging of surface mobility in metallic glass [18],
deductions from heat capacity and related quantities
[133, 517, 573] and fluorescence measurements [100, 146].
All suggest comparable lengthscales of a few diameters
at Tg. Such a small dynamic correlation length (albeit a
lower bound in some measures, section IVL) certainly
necessitates at the very least a drastic slowdown in the
rate of increase of ξdyn followed by a levelling off.
Dalle-Ferrier et al. [117] identified two regimes in the
behaviour of the number of correlated particles. Experi-
mental data on a number of molecular glassformers was
considered. Above the mode-coupling temperature there
was a relatively rapid increase in the number of parti-
cles undergoing correlated motion. Ncorr ∼ τ1/γα with
γ = 2− 3. This is consistent with mode-coupling theory.
Below the TMCT the increase in the number of correlated
particles and thus the dynamic lengthscale seems much
slower. However even in the high-temperature regime ac-
cessible to computer simulation, the lengthscales implied
by these technique are very much less than ξ4.
Theoretical work within the RFOT picture suggests
that the picture of a unique length to characterise dy-
namic motion might obscure a change in the nature
of co-operatively re-arranging regions [490]. Here it
was shown that the CRRs should become more com-
pact upon deeper quenching, with their fractal dimen-
sion approaching the dimension of the system. Around
the mode-coupling temperature one expects more fractal
CRRs, which is consistent with observations of strong-
like motion [276, 452, 486]. Around the mode-coupling
crossover, it can be hard to distinguish individual CRRs,
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there can be connectivity and even percolation of these
regions [137]. Thus defining a dynamic correlation length
is not necessarily straightforward. We also note that do-
mains of locally favoured structures have also been found
have a fractal dimension df ≈ 2 in a 3d system [326].
One possible way to reconcile these two regimes, ∼ Tg
of molecular systems and T & TMCT of simulations
and colloid experiments would be to extract correla-
tion lengths from decay of pair correlations in molec-
ular systems. Salmon and coworkers have shown that
such decays may be described by a pole analysis (see sec-
tion IVH), and obtained a structural correlation length
around 0.5 nm for GeO2 (a strong liquid) below its ex-
perimental glass transition temperature [432]. We fur-
ther note that, small as these dynamic correlation lengths
may be, recent work has linked the dynamic correla-
tion length inferred from dielectric spectroscopy (section
IVL) with fragility, in that strong liquids are found to
have essentially no change in their very small dynamic
correlation length approaching Tg whereas fragile liquids
show a (modest) increase [31].
It is tempting to imagine that in the TMCT > T >
Tg range (or even in the regime below Tg), structural
and dynamic lengths might scale together, correspond-
ing to well-defined cooperatively re-arranging regions
(Fig. 34). For now, however, the jury is well and
truly out as to whether it is possible to demonstrate a
structural mechanism for dynamical arrest via the co-
incidence of structural and dynamic lengthscales. The
discrepancy observed by most between structural and
dynamic lengthscales in the T & TMCT range is indica-
tive that more is at play than structure, at least in the
first few decades of dynamic slowing which are described
by mode-coupling theory. However, it has been shown
again and again [82, 83, 86, 143, 248, 260, 261, 326, 327,
368, 369, 394, 442, 473, 488, 507, 570] that the struc-
ture of deeply supercooled liquids is distinct from that
of high temperature liquids and that particular locally
favoured structures correspond to dynamically slow par-
ticles [300, 326, 327, 394, 473, 507]. Along with oth-
ers [86], we believe any coincidence in structural and dy-
namic lengthscales in the dynamical regime accessible to
simulation may be obscured by the mode-coupling transi-
tion and that to resolve this question deeper supercooling
is required. The recent work of Gutiérrez et al. [201]
which studied static correlation lengths at exceptionally
deep supercooling also produced lengthscales comparable
with those dynamic lengthscales inferred in the experi-
ments. We now turn to other approaches to investigate
the role of structure in model glassformers.
D. A structural-dynamical phase transition
Inspired by the dynamical phase transition revealed
in the s-ensemble, section III J, one can enquire as
to whether there is some structural difference between
the inactive and active states observed. Evidence in
this direction came from Jack et al. [240] who used
the s-ensemble to produce very stable states. These
were apparent in that running normal (unbiased) dy-
namics from these configurations produced trajectories
where essentially no relaxation was observed until “melt-
ing” to the normal (mobile) supercooled liquid. In other
words, something in the configurations produced in the
s-ensemble encodes slow dynamics.
Indeed the first-order transition may be seen in terms
of structure as well as dynamics (Fig. 18) [484]. Here
the structural change takes the form of an increase in
the population of bicapped square antiprisms which are
known to be the locally favoured structure for the Kob-
Andersen model [108, 327]. However, we may go further.
Rather than sampling a biased distribution of trajecto-
ries with the mobility (the s-ensemble), one may instead
apply similar methodology using structure rather than
mobility to bias the ensemble of trajectories. This ap-
proach is termed the µ-ensemble because it uses a “dy-
namic chemical potential” to drive the transition. There
is a similar fat tail in the distribution of trajectory clus-
ter population (Fig. 18 d) in the unbiased data. Biasing
trajectories with the number of clusters (Figs. 18 e,f)
leads to a transition which appears more dramatic than
the dynamic s-ensemble transition. Closer investigation
revealed that both are in fact the same transition, but
driven in different ways [484]. Thus time-averaged struc-
ture may be used to drive a first-order phase transition
to an inactive state. The µ-ensemble may provide a way
to prepare very stable glasses, which may be similar to
those recently produced by chemical vapour deposition
[319, 476]. The µ-ensemble is essentially a liquid-liquid
transition in trajectory space (see section VIII for a dis-
cussion of conventional liquid-liquid transitions). Like
pinning (section IIID), at lower temperature a smaller
value of the µ field is required for the transition. One
may enquire as to the zero-field limit of the transition.
Very recently evidence has been found in support of a
liquid-liquid transition in the zero field case, i.e. a con-
ventional LLT [485].
E. The isoconfigurational ensemble and normal
modes
The isoconfigurational ensemble was introduced as a
means to probe predictability and the role of struc-
ture in an order-agnostic manner. As its name implies,
in this ensemble many simulation trajectories are run
from the same initial configuration, with randomised mo-
menta sampled according to the Boltzmann distribution
[554, 556, 557]. This ensemble is not preserved by the
equations of motion and as time progresses the differ-
ences between the configurations of the various ensemble
members grow with the system relaxing towards the equi-
librium specified by the equations of motion. Widmer-
Cooper and Harrowell used this ensemble to define the
propensity, a measure that ascribes a value to each parti-
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cle in the system, typically the mean square displacement
for each particle at 1.5 τα averaged across the ensemble
of trajectories. They found that the propensity in their
new ensemble was highly inhomogenous in a binary soft
disc model upon supercooling [556]. Because the simu-
lations are run from the same initial configuration, that
some particles have a high propensity (are inclined to
move) and some have a low propensity (are inclined to
stay put) provides strong evidence that something in the
structure is responsible. The question is what? Not the
free volume around each particle [554], nor the poten-
tial energy [338, 555]. We are unaware of any locally
favoured structures for the 1:1.4 size ratio binary soft
disc system studied, though a similar 1:1.4 size ratio bi-
nary hard disc system showed a characteristic discrep-
ancy between structural and dynamic correlation lengths
[138]. Moreover in the Kob-Andersen system, Berthier
and Jack found that structure at longer lengthscales than
the particle-level was much more effective in predicting
the ensuing dynamics [40]. Jack et al. [237] and Hocky
et al. [217] have recently revisited the degree to which
local structure predicts dynamics and found a limited de-
gree of correlation.
Propensity has been identified with low-frequency
“soft” modes [558]. Soft modes had been studied previ-
ously in the context of the jamming transition and have
recently been connected to glasses [569]. Soft modes re-
fer to low-frequency modes, obtained from a normal mode
analysis on the Hessian matrix [166] H which is given
in terms of the second derivative of the potential energy
Hij = ∂
2Φ/∂qi∂qj where there are dN coordinates qi rep-
resenting the positions xi, yi etc. with d the dimension
of the system. The Hessian is a symmetric matrix and
so it has orthogonal eigenvectors which are given by the
orthonormal coordinates en and the corresponding eigen-
values λn. A displacement along any direction specified
by one of these eigenvectors results in a Hookean force
in the opposite direction. Because the eigenvectors are
all mutually orthogonal we obtain an independent vibra-
tional mode in each of the directions given by the eigen-
vectors ei. The eigenvalues λn form the spring constant
for each of these modes with the frequency ωn =
√
λn/m
where m is the particle mass . The low frequency modes
have a weak spring constant, λn, and are termed soft
modes.
In reference [558] a connection between the soft modes
and a new variable closely related to the propensity was
made using contour plots for the d = 2 simulation results.
The key point being that by taking the initial configu-
ration, a connection or causal relationship was found for
what would happen when the equations of motion were
used to propagate the system forward in time. To do
this the participation fraction of each particle in a given
mode pij was considered. This was given as the square
of the component due to jth particle in the ith mode. So
given eij = ei · qˆj where qˆj is the unit vector in the direc-
tion given by summing the d unit vectors in the Carte-
sian directions given by jth particle, then the participa-
FIG. 35: Correlation between normal-mode structure and
propensity in the isoconfigurational ensemble. Contour plots
of the low-frequency mode participation, overlaid with the
location of particles (white circles) where the
iso-configurational probability of losing four initial nearest
neighbours within 0.3τα is greater than or equal to 0.01.
[558]. Reproduced with permission from Nature Publishing
Group Copyright 2008.
tion fraction is pji = e2ij . Contour maps were produced
for the participation fraction of the various particles in
the 30 softest modes. One of these maps is shown in
Fig. 35 where a comparison is made with a variation
in the propensity. Here the particles that lose 4 near-
est neighbours at 1.5 τα with a probability of more than
0.01 using the isoconfigurational ensemble are also plot-
ted. This shows a causal relationship between the par-
ticles which contribute most substantially to the softest
modes at the initial time and the likelihood to loose near-
est neighbours in the future, which is closely related to
a larger dynamic propensity. Thus soft small oscillations
are causally related to how likely the particles are to un-
dergo large excursions in the future. This was explored
further by Candelier et al. [70] who connected normal
modes with “avalanches” which are cooperative relaxation
events spanning many particle diameters. Thus structure
can influence dynamics over long lengthscales.
The connection between modes and propensity is given
further significance by Coslovich and Pastore [107, 109],
who showed that the modes undergo a transition to lo-
calised saddles in the energy landscape around the mode-
coupling temperature. Furthermore local structural mea-
sures (in the form of two-point correlation functions) were
correlated with propensity. Higher-order structure in the
form of LFS have also been quantitatively correlated to
propensity by Jack et al. and Hocky et al. along with the
normal modes [217, 237]. The latter are strongly pre-
dictive of particle propensity at short times < τα [237],
while LFS are correlated with the propensity at longer
times ∼ τα [217, 237]. Normal modes have proved very
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useful in connection with sheared systems. In particular
they have been shown to correlated with so-called shear
transformation zones where the first plastic events occur
when a glass yields. We discuss these in section X.
F. A structural origin of the Boson peak ?
FIG. 36: Phonon driving frequencies Ω (circles) and
full-width-half maxima piΓ (squares) with the Boson peak
frequency shown as the grey bar. Unfilled symbols are
longitudinal modes, filled are transverse modes. Note the
conicidence of the Boson peak frequency with the transverse
Ioffe-Regel limit above which phonons no longer propagate.
[474]. Reproduced with permission from Nature Publishing
Group Copyright 2008.
The Boson peak is one of the mysteries of glasses. Note
that here we consider solid glasses, rather than super-
cooled liquids, thus full structural relaxation does not
occur on the experimental timescale. Now the Boson
Peak refers to an excess vibrational density of states,
at low frequency, over and above the usual Debye ω2
scaling, where ω is the vibrational frequency, which is
typical of solids [37]. Xu et al. investigated normal
modes in the Kob-Andersen model and a WCA model
[569]. They found an excess of soft modes (the same
kind of soft modes as Widmer-Cooper et al. considered
in the preceding section) which they correlated with the
Boson peak. This low-temperature extension of glasses
ultimately crosses over into the zero-temperature domain
of jamming, which we discuss further in section IIH.
With their classical model of NiZr (see section VIA),
Guerdane and Teichler [197] investigated the relation-
ship between local structure and the boson peak. In
their model, atoms with a high tendency to be involved
in “local environment transitions” (bond network re-
arrangement) contributed much more to the Boson peak
that other atoms. These atoms tended to be located in
[0,3,6,0] Voronoi polyhedra of one atom and nine neigh-
bours.
Shintani and Tanaka used their 2d model (discussed
in section VB and Fig. 30) to investigate the struc-
tural origins of the Boson peak. They found that the
peak frequency for their model corresponded to the Ioffe-
Regel limit. This latter quantity is the upper limiting
frequency at which phonons propagate and is given by
Ω(k) = piΓ(k) where Ω is the phonon excitation frequency
and Γ is the full-width half maximum of the phonon spec-
trum. Thus the Boson peak corresponds to the upper
limit for the propagation of transverse phonons [474].
Knowing the local structure from their previous work
[473], Shintani and Tanaka correlated the amplitude of
the particle vibrations at the Boson peak frequency.
There are three kinds of local structure in this system,
crystal-like structure (which contributed little to the vi-
brations at the Boson peak frequency), local fivefold sym-
metry and liquid-like disorder. The latter two quantities
were found to contribute to the excitations at the Boson
peak frequency [474], similar to the work of Guerdane
and Teichler [197].
Related behaviour has been observed in molecular
glassforming systems. Carini et al. [75] showed that
upon decreasing the charactistic structure in B2O3 glass,
groups of three corner sharing BO3 triangles, the bo-
son peak was reduced. However, whether such structures
play a similar role as the local structures in Shintani and
Tanaka’s model in the supercooled liquid regime [473] is
unknown for these molecular glassformers.
G. Evaluating the energy landscape
In recent years, improvements in computational pro-
cessing power have enabled development of techniques to
investigate some of the predictions of the energy land-
scape concept (section III B) [191, 454]. Among the
first developments [492, 493] was to establish the “inher-
ent structure”. The inherent structure is the result of a
steepest-descent quench to T = 0, which thus takes the
system to its nearest local minimum in the potential en-
ergy landscape (Fig. 9). Stillinger and Weber [492, 493]
further showed that for low temperatures (where the sys-
tem is confined to a particular basin for long periods),
the entropy could be expressed as a sum of a configu-
rational and vibrational part, S = Sconf + Svib. This
holds for spherically symmetric simple liquids such as
the model systems discussed in section II B. The vi-
brational part can be treated harmonically, and com-
bined with the inherent state contribution Sconf , it is
possible to “numerically evaluate the energy landscape”
[211, 255, 438, 440, 452, 456].
Such investigations have largely confirmed Goldstein’s
energy landscape picture, that the system can be viewed
as residing in basins for times of order of the α relax-
ation time before undergoing rapid transitions between
basins [191]. In particular, Doliwa and Heuer [131]
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have related local structure in the basins (via the poten-
tial energy). Basins with high activation energy barriers
for escape corresponded to low potential energy. They
found that escape from a particular basin corresponds to
a complex multistep process involving a succession of en-
ergy barriers. Interestingly from the point of view of local
structure, some work has suggested that such transitions
involve small compact clusters (which might correspond
to co-operatively re-arranging regions) [14], unlike the
string-like motion identified in earlier studies [132, 452].
Very recently the three-boy version of the structural
entropy s2 (Eq. 21), s3, was invoked to capture higher-
order contributions to the entropy [27]. Banerjee
et al. found that, via the Adam-Gibbs theory, that
the two-body structural entropy indicated a transition
around the mode-coupling temperature, consistent with
the idea that MCT describes two-body correlations (sec-
tion IVA). Meanwhile including s3 indicated a vanishing
of structural entropy at lower temperature, thus higher-
order contributions to the structure, this time in the form
of the configurational entropy, were invoked to explain
the dynamical behaviour below the mode-coupling tran-
sition.
Wales and coworkers have developed powerful numeri-
cal techniques to enable the energy landscape of systems
with a few hundred particles to be explicitly calculated
[543]. This is sufficient to explore glassy behaviour, such
that the energy of a representative set of basins in the
energy landscape can be expressed in a “disconnectiv-
ity graph” (Fig. 37) [66, 121]. Such analysis yields the
minimum energy structure, which, in the case of the Kob-
Andersen system is crystalline [352] with a striking struc-
tural similarity to the bicapped square antiprisms which
the locally favoured structure for this model [108, 327].
Another means to evaluate the energy landscape, empha-
sising the dynamics, has been advanced by Ma and Stratt
[321] through their geodesic approach to hard spheres.
This approach emphasises dynamical aspects of the en-
ergy landscape. In particular, the distance between two
configurations is considered, such that a non-overlapping
pathways is found. The shortest path, or geodesic dis-
tance becomes large upon the onset of slow dynamics.
These geodesic paths may be related to the diffusivity
with high precision. Given that the geodesic properties
are encoded in the structure of the system, this approach
would appear to allow a means to connect structure and
dynamical arrest. One may think of it as quantifying the
“distance” between two minima in the energy landscape.
H. Gelation : a structural mechanism
It is fair to say that, regarding the glass transition,
the role of structure is not yet resolved. However some
progress has been made regarding spinodal-type gelation
(section IIG) [415, 418, 419]. Here the role of LFS is
much more clear-cut. Upon condensing out of solution,
as the system is quenched through the liquid-gas spin-
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FIG. 37: The energy landscape of a N = 320
Kob-Andersen system represented as a disconnectivity
graph. Three low-lying minima which have a crystal-like
appearence are rendered [66, 352]. Note the similarity of
these crystals to the bicapped square antiprism which is
known to be locally favoured structure for this system
[108, 327]. Reproduced with permission from American
Institute of Physics Copyright 2007.
odal, the structures formed in the dilute colloidal sus-
pension are precisely those small (m < 14) structures
identified by the topological cluster classification. These
are geometrically resistant to motion and the resulting
gel network (which is solid on experimental timescales)
can be entirely decomposed into these minimum energy
clusters (Fig. 38). Thus spinodal gelation corresponds to
a local free energy basin via decomposition of the system
into small groups of particles [415, 419]. Moreover while
gels of this nature have typically been found in colloids,
molecular gels (for example C60) could also form by the
same mechanism [418].
VI. STRUCTURE IN APPLIED
GLASSFORMERS
So far we have mainly discussed structure in model
glassformers. We now turn our attention to the vast num-
ber of materials which find application as glasses. Here
we consider some pertinent structural aspects of such ma-
terials, noting first their many different classes: oxides
[433], small molecules, metallic glasses [90, 162, 194],
chalcogenides [298, 565] and polymer glasses. Here the
focus is often on identifying structural motifs in the glass,
rather than trying to relate structure to the emergence
of solidity in the supercooled liquid (as in section VB).
We will focus on metallic glasses, and also briefly dis-
cuss phase change materials based on chalcogenide glass-
formers, referring the reader to the reviews above for
38
FIG. 38: A colloidal gel decomposed into clusters (LFS)
using the topological cluster classification (section IVE)
[419]. (a) cluster population as a function of polymer
concentration cp which plays the role of inverse temperature.
The population increases suddenly at gelation (cpg) leading
to dynamically arrested networks of LFS.
other classes of glassformers. Firstly, however, we re-
call the discussion at the beginning of section V, re-
garding fragility and jump in specific heat upon the
material falling out of equilibrium at the glass transi-
tion [233, 336, 376, 408]. Metallic glasses are among the
materials where fragility is positively correlated with the
jump in specific heat. The implication here is that more
fragile materials require a higher degree of co-operativity
to relax and are thus “more structural” in their relaxation
mechanisms.
A. Structure in metallic glassformers
Structure in metallic glassformers has been extensively
reviewed by Cheng and Ma [90]. Here we give a brief
overview of studies which have focussed on local structure
and correlated it with dynamical behaviour. The interac-
tions of metal atoms are approximately spherically sym-
metric and have a reasonable amount in common with
hard spheres and the Lennard-Jones systems. Both are
often invoked to describe metallic glasses and indeed the
Kob-Andersen model is loosely based on Ni80P20 [275].
Metallic glassformers present a zoo of possibilities. Most
elements are metallic, and may be combined with non-
metallic elements to produce glasses which are themselves
metallic. Given that there is no limit to the number of
components a glass may have, the range of possible ma-
terials is immense. Here we shall consider a few well-
studied systems. We refer the interested reader to the
more in-depth analysis of Cheng and Ma [90].
Often more elaborate schemes than the simple mod-
els we described in section II B are used to model spe-
cific metallic glassformers. These include the embedded
atom model (EAM) in which the interaction between the
atom and electron charge density is included with pair-
wise terms [30] and full ab initio simulations of the Car-
Parrinello variety [284]. However, the primary difference
between interactions in metallic systems and the model
systems discussed in section II B is that metals are much
softer [79].
Early insights into the structure of metallic glasses in-
clude those of Egami and Waseda [148] who considered
that the minimum concentration of the minority species
in binary alloys required to form a glass (to suppress crys-
tallisation) was inversely correlated with the mismatch in
atomic volumes [vA − vB ]/vA where vα = piσ3α/6 and B
is the minority species or solute. They attributed this
result to solid solutions (crystals where lattice sites are
substitued by another species) being destablised geomet-
rically by the inclusions of the B atoms.
Subsequently, Senkov and Miracle [461] noted that
for larger size ratios (larger than around 0.8), smaller
atoms could locate in the interstices between the larger
atoms without disrupting the crystal and thus a higher
concentration of the minority species would be required
to suppress crystallisation as the size disparity increased
further. The same group then went on to consider clus-
ters of various geometries, noting the size disparity in
a method reminiscent of the coordination Z introduced
by Frank and Kasper [178] discussed in section III F.
The idea was that when the minority species were larger
than the hosts, more atoms were found in the shell, and
that there were certain particularly favoured size ratios
for each Z. In fact stable metallic glasses seem well-
correlated with such stable size ratios [358], which can
depend on the value of Z [357]. Miracle and cowork-
ers subsequently developed the cluster model (see sec-
tion IIIH) [353] to consider interconnected clusters of
Bergman and Mackay icosahedra which are comprised of
more layers on an m = 13 icosahedron [355]. At the
level of pair distribution functions these larger icosahe-
dra provide some agreement with experimental data.
Pure metals — Identification of icosahedral order be-
gan with neutron diffraction in (pure) Ni, Fe and Zr [447]
and Co [219]. Here the static structure factor obtained
from neutron scattering is compared to static structure
factors calculated from specific structures. In this case,
those calculated from icosahedra were found to provide
good agreement with the experiments, thus evidence was
presented in favour of icosahedral short-ranged order in
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(monatomic) metallic melts. Later, the same group went
on to demonstrate similar behaviour (in terms of the
shape of the static structure factor) in suspensions of
charged colloids [551], which underscores the similar-
ity between colloids with soft electrostatic repulsions and
metals. Other approaches include the X-ray absorption
spectroscopy (XAS) of di Cicco et al. [128] (see section
IV I). Subsequent ab initio simulations of liquid Cu con-
firmed these results [180]. Li et al. found a higher degree
of icosahedral order [as determined by the W6 BOO in-
variant (section IVC), which also picks up, for example
pentagonal bipyramids] in embedded atom model simula-
tions of Al [306]. Other more complex scenarios are also
observed. For example, in ab initio molecular dynamics
simulations Jakse and Pasturel found that Boron forms
parts of empty icosahedra “inverted umbrellas?? i.e. pen-
tagonal bipyramids (Fig. 12) missing one particle [246].
FIG. 39: Increase in population of icosahedra upon cooling
in CuZr [92]. Note the similarity with Fig. 29. Reproduced
with permission from American Physical Society Copyright
2008.
Copper-Zirconium : a model binary alloy — Amor-
phous alloys of early-late transition metals are often
around 50-50 in composition. Here the prototype is CuZr
(Cu is an early transition metal, Zr is late). The simi-
larity in generic behaviour between this metallic glass-
former and the model systems discussed in section V is
exemplified in Fig. 39. Here simulations of an embed-
ded atom model of CuZr exhibit an increasing population
of icosahedra upon cooling [92] in very much the same
way as does the Wahnström model as shown in Fig. 29
[108, 326]. This generic behaviour for CuZr is further
supported by ab-initio simulations which also find a large
number of icosahedra centred on Cu [244]. The popula-
tion of icosahedra appeared to peak around Cu0.64Zr0.36
[245]. Experimental data (X-ray scattering) was fitted at
the two-point level by reverse Monte Carlo. The RMC
data were then compared against ab initio simulations
which were equilibrated at 1500 K and cooled to 300 K.
In Cu-rich compositions strings of Cu-centred icosahedral
clusters were formed [305].
A combined study of embedded atom model simulation
and X-ray diffraction in the same system was made by
Mendelev et al. [351]. Here it was found that there was
a maximum in the diffusivity at a composition around
Cu0.7Zr0.3, and the simulation revealed larger volumes
around the Cu at this composition. This was thought
to underly the change in Tg with composition for CuZr.
Peng et al. [397] considered Zr-centred clusters. These
took the form of [0,1,10,4] and [0,1,10,5] Voronoi poly-
hedra, and the atoms in these Zr-centered clusters were
found to exhibit slower dynamics than the average and
the presence of these clusters was correlated with the
glass forming ability (GFA). The same group [203] then
found a change in Zr-Zr order as Cu composition in-
creased, and also found a drop in diffusivity under the
same conditions.
The work of Hao et al. [203] is an example of a differ-
ence in perspective between those working in the metallic
glass community and those working with model systems.
Hao et al. write “our analysis for the dynamic proper-
ties of high temperature liquids of ZrCu metallic alloys
shows that the icosahedral clusters together with some
other pentagon-rich Voronoi clusters are responsible for
slowing dynamics”. They based this statement on their
observation that icosahedra last longer than other clus-
ters, and that particles at the centre of icosahedra are
slow. Qualitatively identical findings were obtained by
Coslovich and Pastore [108] and later by Malins et al.
[326] for the Wahnström Lennard-Jones model. Yet such
is the emphasis laid upon the coincidence of structural
and dynamic lengthscales (see section VC) that because
the lengthscale associated with domains of icosahedra did
not match the dynamic lenghscale of ξ4 (Eq. 11), Malins
et al. concluded that the formation of icosahedra was not
in itself the (only) origin of the slow dynamics.
In CuZr, a near-perfect correlation was found between
the density change between the crystal and amorphous
form and the glassforming ability, as shown schematically
in Fig. 40 [307]. The GFA was taken as being deter-
mined by the maximum thickness which did not crys-
tallise. Thus small changes in density between the glass
and crystal (around 2%) would indicate good glassform-
ing ability (GFA), implying that the structure of the glass
might be similar to that of the crystal. While a number of
the papers cited above focussed on icosahedra in CuZr,
the order-agnostic approach of Fang et al. used their
order-agnostic methods to identify so-called Bergman tri-
acontahedra, which are combinations of icosahedra, do-
decahedra. This work indicates structural lengthscales of
order four particle diameters. While this is not a spec-
tacular length in itself, it is rather larger than many of
the lengthscales discussed in section VC.
Introducing impurities — Using EAM potentials,
Cheng et al. [91] found that inclusion of a small amount
of Al enhanced the GFA. They attributed this to the
shorter interatomic distances in the case of Al-centred
icosahedra, which have the potential to reduce the strain
as an icosahedron of like-sized atoms has a strained shell
(see Fig. 12). Fujita et al. used ab initio simulation and
k-edge extended X-ray absorption fine structure (EX-
AFS) to investigate the addition of a small amount of
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FIG. 40: Correlation between density change between
amorphous state and crystal (ρx − ρa)/ρa and glass-forming
ability for which the proxy is the largest thickness of
material which does not crystallise. These quantities are
almost perfectly correlated, and exhibit three clear peaks.
Schematic based on Li et al. [307].
Ag to CuZr. Their results indicated this led to local
structural inhomogeneities which promoted GFA. In par-
ticular, they found Zr-rich clusters surrounding a pair or
string of Ag atoms, along with Cu dominated icosahedra.
The polyhedral nature of these clusters were held to sup-
press crystallisation. Similar conclusions were reached by
Kang et al. [254] using an EAM model, suggesting this
tendency to microphase separation is at least reasonably
robust.
Nickel-Zirconium — In NiZr a pairwise, spherically
symmetric pair potential treatment for the interactions
between the atoms has been developed by Teichler and
coworkers [520]which provides a reasonable description
of the glassforming behaviour. For example using ab
initio simulations, Huang et al. [226] found that for
Ni36Zr64 the Ni follow an Arrhenius like behaviour and
do not stop moving, but the larger Zr do, which is not
predicted by standard mode-coupling theory, which in-
stead predicts the dynamics of both scale together. The
same behaviour was found in Teichler’s classical model
[520]. Interestingly, in another field, soft matter, such
behaviour in a binary system is interpreted rather differ-
ently. NiZr is not a world away from a mixture of star
polymers (which are treated as soft colloids) [345]. There
also one species can undergo arrest before the other. In-
deed, Mayer et al. [345] went so far as to classify the case
where one species arrested as a single glass, and where
both arrested as a double glass. Moreover, precisely this
kind of behaviour can be interpreted in terms of the mul-
ticomponent self-consistent generalized Langevin equa-
tion theory of dynamic arrest, which is related to MCT
[249]. Teichler and coworkers went on to perform a struc-
tural analysis of the classical model of NiZr at a compo-
sition of Ni30Zr70 in which Z = 9 coordination polyhe-
dra were the most plentiful [197], however the analy-
sis notation differed from that of Huang et al. [226].
A direct comparison of these two models of the same
system would be most attractive in order to assess how
accurate the classical two-body model of Teichler and
coworkers is. Some moves in this direction were taken by
Yang et al. [574] who combined k-edge x-ray diffraction
with RMC to investigate the structure of Ni30Zr70. Their
RMC analysis suggested a combination of coordination
number Z around 11 and Z = 12 icosahedra. However,
at a similar composition Ni36Zr64 with neutron scatter-
ing Holland-Moritz et al. [220] found a non-icosahedral
mean coordination number of < Z >= 13.9. Ye et al.
[575] showed with many-body classical simulation that
the Ag-Ni-Zr system has an increasing population of Ni-
centred icosahedra as a function of [NiZr] concentration.
Other alloys — In NiAl, Ahn et al. [4] found local
Ni induced ordering in experiments on Al87Ni7Nd8, in
the form of a stronger first sharp diffraction peak. AlFe
systems have poor glassforming ability. What little they
do have seems related to the Al-Fe interaction which has
a shorter range than the mean of the Al-Al and Fe-Fe, ie
the system is non-additive and as a consequence the coor-
dination number is 36% less than assuming hard spheres
with the same atomic radii [431].
Bicapped square antiprisms were found in parame-
terised models of FeM (where M is C,B,P) [159], but not
in Ni80P20 RMC fitted data, which found a coordination
of 9 for the P. Here random clusters with 9 neighbours
were the most significant structure found [290]. This is
perhaps ironic, given that Ni80P20 is the very material
on which the Kob-Andersen model is based, and in the
extensively studied model system, bicapped square an-
tiprisms with coordination Z=10 are the locally favoured
structure [108, 327].
Using ab initio simulations Jakse et al. considered
AlMn and AlNi [243]. Their treatment of Mn’s mag-
netic moment indicated it was important in determing
its (icosahedral) local order, meanwhile Ni had a close-
packed local order. However at the two-body level, both
systems appeared very similar. This emphasises once
more the importance of higher-order correlations, and
also the need (for Mn) to carry out an ab initio treat-
ment [243]. Sheng et al. [465] compared RMC and ab
initio simulations of Al-rich metallic glasses. They found
the geometries of the clusters found were correlated with
the Al-X bond length (X being the minority species). Im-
proved glassforming ability was correlated with the use of
more than one minority species. Minority species tended
to be found at the centre of clusters, of geometry specific
to the particular minority species. The use of multiple
minority species thus led to clusters of multiple geome-
try, which suppressed crystallisation better than clusters
of one geometry, as would be the case with a single mi-
nority species.
This brings us to the point of noting that many
metallic glassformers exhibit local icosahedral order [92].
Others, particularly those in which the interactions are
non-additive, with the cross interaction (in a binary
system) being shorter-ranged than the mean of like-
species interactions have bicapped square antiprisms as
the local structure [159]. Now this behaviour is cap-
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tured by the additive Wahnström model (icosahedra)
and non-additive Kob-Andersen model (bicapped square
antiprism) models [108, 326, 327]. At least in these
Lennard-Jones systems, the different LFS can be related
to the interactions, as the 12 shell particles of the icosa-
hedron enclose a larger central particle than do the 10
shell particles of the bicapped square antiprism. Both
these clusters may be broken down into two layers of
5- and 4-membered rings with two “spindle” particles
in the nomenclature of the topological cluster classifica-
tion (see section IVE). The central particle is a shared
spindle between both rings [328]. In the case of hard
spheres, such bipyramids as are formed by m-membered
rings have been considered by Miracle and Harrowell
[356] who found that compact (all neighbours at con-
tact) bipyramids with ratios R > 2/3 exist only for pen-
tagonal bipyramids. Given that compact quadrilateral
bipyramids only occur for a size ratio 0.5 [356] with
small spindle particles, bicapped square antiprisms re-
quire some degree of non-additivity, strong size asymme-
try or are not compact.
Gelation-like behaviour in metallic glass — The range
of metallic elements might be expected to produce rather
varied behaviour. Although Inoue has noted that good
metallic glassformers exhibit a negative enthalpy of mix-
ing [232], (as captured in the Kob-Andersen model
through its non-additivity, section II B), there are ex-
amples of more exotic behaviour. One such example is
glass formation by a gelation-like process. Here, using
molecular dynamics simulations with an embedded atom
model, the phase-separating system of Cu50-Nb50 was
found to undergo arrested phase separation, which ap-
pears to result from the formation of icosahedra on the
interface of the Cu and Nb phases [32]. This is unlike
normal colloidal gelation, where the arrest is associated
with vitrification of the colloid-rich phase (section VH).
In gels that would correspond to vitrification of either the
Cu or the Nb, rather than the interface between them.
However the soft material of bigels [102] certainly shares
some characteristics with these intriguing metallic glass-
formers. One question that naturally arises is how uni-
versal this mechanism is, does it only occur in Cu-Nb?
The presence of fivefold symmetry at liquid interfaces is
a controversial topic, with indirect experimental evidence
in support [407] and simulations with a variety of models,
including models of metals [189], indicating no increase
in five-fold symmetry at the interface except under the
addition of an (unphysical) field [209], see section IV I.
This stabilisation of metallic glasses during phase sepa-
ration represents a complementary technique to already
existing methods where (like the colloids [415, 518, 581]),
phase separation can be controlled by a judicious selec-
tion of experimental parameters such as composition and
quench rate [118]. Alternatively, in FeCo based alloys,
spinodal demixing can act as a trigger for crystallisation
[344].
Metallic glassformers present a wide range of possible
behaviour. Our small survey suggests a strong empha-
sis on the identification of local structural motifs, perhaps
guided by the practical desire to avoid crystallisation (see
section VII). Influenced by the work on model systems,
where attempts have been made to link such local struc-
tures to dynamical arrest, we speculate that it may be
fruitful to employ such methods in models of metallic
glass forming systems.
B. Structure in chalcogenide glassformers
Chalcogenide glasses are based on elements such as Se
and Te. These form the basis of phase change materials,
which exhibit a rather unusual combination of properties.
They crystallise very rapidly, yet the change in their op-
tical and electrical properties upon freezing is large. The
former property enables rewriteable optical data storage,
the latter makes phase change materials prime candidates
for use as solid state memory in next-generation comput-
ers [298]. Regardless of the role of structure in vitrifi-
cation, which is complex enough in better understood
materials, Akola and Jones noted “it is remarkable that
phase-change materials could become the basis of com-
mercially successful products with so much uncertainty
about the structures of the phases involved” [5]. A “map”
of the compositions of phase change materials is shown
in Fig. 41.
Ge(In,Ag,Sn)
Te Sb(Bi,Au,As)
GeTe
Te85Ge15
Sb2Te3AuTe2 Sb70Te30
GeTe-Sb2Te3
1998 DVD-RAM v1 (2.6 GB)
2000 DVD-RAM v2 (4.7 GB)
2004 Blu-Ray (23.3 GB)
2011 Blu-Ray 2x (100 GB in 2cm)
1997 CD-RW (650 MB)
1999 DVD-RW (4.7 GB)
2003 Blu-Ray (23.3 GB)
GeSbMnSn
FIG. 41: Compositions of phase change materials. Shaded
blue regions are those from which phase change materials
have been produced. Indicated are particular compositions
which have been commercialised and the relevant
technology. Based on [565]
The structural complexity of chalcogenides cannot be
reproduced even qualitatively by spherically symmetric
pair potentials of the type discussed in section II B. Often
one uses full ab initio simulations. While their timescales
and system sizes are limited, crystalisation kinetics are so
fast in phase change materials that ab initio techniques
can capture the crystallisation mechanisms [314]. Never-
theless, classical simulations can access far larger system
sizes and timescales and for this purpose Bernasconi and
coworkers developed their neural-net based N -body in-
teraction approach. Here an N -body potential is mapped
to DFT energy calculations for systems small enough
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to be tackled by full DFT. The resulting classical N -
body potential then accurately reproduces the DFT re-
sult, both in the amorphous and crystal states [527].
Before considering the Te-based phase change mate-
rials, we discuss Se-based glasses, which find use in for
example infra-red optical equipment such as night sights.
The principle consequence of the directional bonding is
to reduce the coordination number. Rather than taking
a Voronoi cell (see section IVB) to define the number
of neigbours, here the coordination number is taken as
the integral under the first peak of g(r), which reflects
covalent bonding rather than the packing considerations
typical in model systems and metallic glasses.
FIG. 42: The pair-correlation function in Se. The
coordination number is taken as the integral under the first
peak of g(r). Here it is equal to two, indiicating that Se
tends to form chains [340]. Reproduced with permission
from American Physical Society Copyright 2005.
One example of the exotic behaviour of chalcogenides
is pure Se. Here Molina et al. [363] showed using sim-
ulations based on an ab intitio approach that Se tran-
sitions from 2-fold to 3-fold coordination upon vitirifi-
cation. Another example is that liquid As2Se3 has a
structural transition. At low temperatures, As and Se
have three- and two-fold coordination, while upon heat-
ing there is a structural transition in the liquid state to
twofold connected chainlike structures. This structural
transition is accompanied by a transition from a semi-
conductor to a metal upon heating [472]. Interestingly,
the same group showed that such a structural transition
is absent from As2Te3 [471], which is significant in under-
lining the different bejaviour of Se and Te, despite their
chemical similarity. This is of particular interest given
the latter’s relevance to phase change materials. Before
leaving the Se-based glassformers, we note the fragility
(in the Angell sense) of GeSe glassformers is extremely
low, and seems likely related to the rather open struc-
tures of these materials [199].
Phase change materials — Henceforth we consider
chalcogenide glassformers based on Te, the phase-change
materials. The origin of the difference in optical proper-
ties between glasses and crystals of phase change materi-
als has been attributed to “resonant bonding” [298, 475].
Resonant bonding refers to covalent bonds with fewer
than two electons. These can result from crystal lattices
of Ge (with fourfold valency) and Te (with threefold va-
lency) : the crystal lattice of GeTe, has insufficient va-
lence electrons to go around, compared to a pure Ge lat-
tice. Such resonant bonding leads to profound changes
in reflectivity which underlies the use of phase change
materials in rewriteable optical media.
Welnic et al. [548] used DFT to identify the orgin
of the change in optical properties upon crystallisation
in GeTe. They found that the changes in the number
of bonds and in the local order lead to changes of the
strength of electronic oscillations which in turn result in
the unusually pronounced optical contrast between the
crystal and glass. Thus Te based materials differ signif-
icantly from simple tetrahedral semiconductors such as
Si or Ge, which retain the local order in the amorphous
state and therefore only exhibit minor changes in their
optical properties.
Crystalline Ge2Se2Te5 (c-Ge2Se2Te5) has the rocksalt
(NaCl) structure. One of the FCC sublattices is formed
of Te, so the stochiometry means the Ge-Se sublattice
has 20% vacancies. The Raman Spectrum broadens upon
crystallisation due to the large number of vacancies. 73%
of Ge atoms were found to be in defective octahedra [481].
The same group went on to show that liquid GeTe fea-
tures high mobility almost to the glass, ie that it is fragile
[480]. In fact, for many phase change materials Tg lies
within 10 K of the crystallisation temperature [251].
Kolobov et al. [281] made a breakthrough in under-
standing Ge2Sb2Te5, which is used in DVD-RAM. Using
a combination of X-ray absorption fine-structure spec-
troscopy (XAFS) and ab initio simulation they found
that crystalline Ge2Sb2Te5 does not possess the (crys-
talline) rocksalt structure but rather randomly oriented
domains consistent with cubic symmetry with a high
number of voids due to the stochiometry. More specif-
ically, crystalline Ge2Sb2Te5 is rocksalt, amorphous is
“spinel”, a combination of octahedral (rocksalt) and tetra-
hedral bonding [382]. These two structures have very
similar ground state energies and compete with one an-
other [549]. Wuttig and coworkers used laser-induced
amorphization which resulted in drastic shortening of co-
valent bonds and a decrease in the mean-square displace-
ment, leading to an increase in the short-range order-
ing. This order-disorder transition was attributed to an
“umbrella-flip” of Ge atoms from an octahedral position
into a tetrahedral position without rupture of strong co-
valent bonds. Thus fast crystallisation is possible (with-
out bond breaking), but significant change in structure
and hence optical and electronic properties accompany
the transition [281]. On the basis of RMC analysis,
Kohara et al. [280] showed that amorphous Ge2S2Te5
could be interpreted as being comprised of a combination
of 4- and 6-membered rings. These even numbered rings
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then facilitated crystallisation (compared to 5-membered
rings, which can suppress crystallisation). Other inter-
pretations, such as amorphous Ge2S2Te5 being built of
four-membered rings are also possible [571].
Akola and Jones [5] carried out ab inito simulations
of amorphous GeTe and Ge2Sb2Te5. Long-ranged order
was found in the form of a four-membered ring with al-
ternating atoms of types Ge or Sb and Te. The freezing
transition took the form of organisation of these squares
into a crystal lattice. The local environment of Ge and Sb
was typically octahedral. Vacancies assist phase change,
and comprise much more of the space in Ge2S2Te5 (11%)
than in GeTe (6%), which may explain why the for-
mer has superior properties. Kwon et al. investigated
Ge2Sb2Te5 with fluctuation electron microscopy. They
found that thermal annealing below the crystallization
temperature increased the nanoscale order, with a de-
crease in crystallisation time, which they attributed to
the increase in order [288]. Such an increase in or-
der prior to crystallisation seems to flout classical nu-
cleation theory, where the actual nucleation and sub-
sequent growth of nuclei is assumed to be very rapid.
Mazzarello et al. [347] used a combination of ab ini-
tio and bond polarisability model simulations to investi-
gate glassy GeTe. Their work revealed both tetrahedral
and defective octahedral structures, similar to previous
work by the same group on Ge2Sb2Te5 [72]. Further
profound differences were found in Ag3.5In3.8Sb75.0Te17.7
[339]. Glassy Ag3.5In3.8Sb75.0Te17.7 shows a range of
atomic ring sizes, unlike Ge2Sb2Te5 in which the rings
are small and the number of cavities reaches 11% [5].
The local environment of Sb in both crystalline and
glassy Ag3.5In3.8Sb75.0Te17.7 is a distorted octahedron.
Matsunaga et al. [339] suggested a bond-interchange
model, where a sequence of small displacements of
Sb atoms accompanied by interchanges of short and
long bonds is the origin of the rapid crystallization of
Ag3.5In3.8Sb75.0Te17.7, which is unlike that in Ge2S2Te5.
Crystalisation kinetics in phase change materials —
Among the challenges for phase change materials are
their crystallisation times. These set an upper bound on
data writing rates in memory applications, which is cur-
rently a key limitation in the exploitation of phase change
materials for application in non-volatile hard disks. Kalb
et al. carried out a study of the crystallisation kinetics
in AgInSbTe, Ge2S2Te5 and Ge4S1Te5 using a posteri-
ori atomic force microscopy [250]. In the thin films in
which phase change materials find application, nucleation
is heterogeneous. Crystal growth rates in all three mate-
rials were found to be Arrhenius (though later work using
direct measurements with high speed differential scan-
ning calorimetry has imdicated that they are not [386]).
Remarkably, growing crystallites in AgInSbTe were simi-
lar in size, while those in Ge2S2Te5 and Ge4S1Te5 showed
a large size distribution. This is interpreted as a con-
tinuous formation of new crystals in the latter and the
absence of any nucleating sites at longer times for the
former. The same group went on to determine the criti-
cal work for nucleus formation, i.e. the barrier height, as
76 kBT and 65 kBT for Ge4S1Te5 and Ge2S2Te5 respec-
tively [252]. By considering the role of film thickness
in TeSb films, Martens et al. [335] identified an opti-
mum film thickness which minimised the height of the
energy barrier to crystallisation. Elliot and coworkers
[206, 314] showed that four-membered rings could facil-
itate and accelerate crystallisation in the phase change
material Ge2Sb2Te5. Such four-membered rings, which
form the basis of the rocksalt (NaCl) crystal structure are
also present in the amorphous form, thus crystallisation
can proceed rapidly without significant rearrangement of
atomic positions. This kind of crystallisation behaviour
is likely to be related to spinodal nucleation discussed in
sections II E and VII which is exhibited by hard spheres
and BKS-silica.
Caravati et al. [73] used ab initio techniques to de-
sign phase change materials. They considered Sb2Te3
in which local geometries of Sb and Te atoms in glassy
Sb2Te3, in terms of chain lengths of homopolar bonds
were found to be similar to that found in Ge2Sb2Te5 and
GeTe.
In summary, the understanding of the role of structure
in vitrification and crystallisation mechanisms in chalco-
genide glassformers is a fast-developing field. The recent
discovery of these materials and their extraordinary com-
plexity make for a rich field of research. We expect that
within a few years, it may be possible to carry out the
kind of analysis to identity the dynamical role of local
structural motifs as has been done for model systems.
VII. CRYSTALLISATION VERSUS
VITRIFICATION : WHAT MAKES A GOOD
GLASSFORMER?
Practical glassformers by definition must not crys-
tallise. High “glassforming ability” equates to a strong
disinclination to crystallise — a good glassformer. Poorer
glsssformers require stronger quench rates to ensure vitri-
fication. As Fig. 7 in section II E shows, crystallisation
times can drop below τα : if the quenching protocol is not
fast enough, crystallisation may be unavoidable. Further-
more, crystallisation can be driven by nucleation, such
that the rate-limiting step is the formation of a stable
nucleus. This is of course more likely in a larger system.
For this reason, the largest piece of “bulk” metallic glass
yet produced is 7 cm in the longest dimension [232]. Im-
proved understanding of how to suppress crystallisation
is thus essential for the exploitation of metallic glass-
formers. Here we review crystallisation in glassforming
systems and their variants. Beginning with model sys-
tems and we shall see that even in the most studied of
these, hard spheres, that crystallisation is a bewildinger-
ingly complex process. Even in this case crystallisation
mechanisms tare much debated. Thus in producing for
example metallic glasses with high GFA, we are still some
way from general design rules or even guidelines.
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A. Crystallisation in model glassformers
We begin this discussion by considering model glass-
formers, such as those discussed in section II B. Per-
haps the most important observation about typical model
systems is that they tend not to be good glassformers
and a number have been crystallised on the simulation
timescale. Although the Kob-Andersen model itself is
hard to crystalise, variants have been crystallised, and
then extrapolated to the normal KA model. In this way
it is suggested that the Kob-Andersen model crystallises
by forming pure face-centered cubic crystals of the ma-
jority (large) component [525]. Meanwhile minimum en-
ergy calculations using the energy landscape techniques
discussed in section III B indicated the importance of
four-fold symmetric structures VG [66]. It is possible
these results reflect the difference in the system size, the
latter calculations were carried out for a relatively small
320 particle system. Now at different compositions KA
forms other crystal structures [26, 163–165]. Therefore
it is possible that the FCC which formed in [525] is one
of a number of competing crystal structures. The Wahn-
ström mixture forms a crystal of the MgZn2 structure
[394, 525]. When crystallising relatively quickly hard
spheres form a random hexagonal close packed struc-
ture for polydispersities less than 8% [437, 578] as the
free energy favours FCC over HCP by a meagre 10−4
kBT per particle [22]. However at weak supercooling
(and in microgravity) hard spheres form the slightly more
stable FCC [93]. The examples listed so far concern
spontaneous crystallisation encountered during conven-
tional simulations, without recourse to biasing techniques
specifically adapted to calculate equilibrium phase dia-
grams. No such equilibrium phase diagrams exist for the
two popular Lennard-Jones systems, but the challenging
case of polydisperse hard spheres has been determined by
Sollich and Wilding, who predict segregation into a hier-
archy of coexisting FCC lattices with successively smaller
polydispersity than the original system [478, 479]. As
insightful as such calculations are, for practical purposes
crystallisation can be neglected in hard spheres when the
polydispersity is more than around 8% [404, 437, 578].
At high density (4.38 gcm−3), even BKS silica can-
not be equilibrated in the liquid state below 2800 K
[428, 430]. This is significant because silica, as a strong
liquid, exhibits relatively little structural change upon
supercooling, and structural change has been negatively
correlated with glassforming ability in some systems as
we describe below. Before proceeding, we note that in the
only system in which prediction and measurement of nu-
cleation rates have been directly compared, hard spheres,
wild discrepancies in excess of ten orders of magnitude
have been found [20–22]. A decade after this was dis-
covered, the puzzle remains unsolved.
B. Glassforming ability and structure
While model systems are observed to crystallise (and
necessarily on timescales much shorter than atomic and
molecular glassformers), we now address any relationship
between structure and glassforming ability. As Fig. 2
shows, three key model systems (the Kob-Andersen and
Wahnström binary Lennard-Jones glassformers and hard
spheres) exhibit differing fragility [47, 108, 416], with the
least fragile of the three, KA, showing similar behaviour
to ortho-terphenyl, which lies at the most fragile end of
molecular glassformers. Of the three model systems con-
sidered in Fig. 2, hard spheres with more than 8% poly-
dispersity have never been crystallised, and a systematic
study of crystallisation behaviour in the Wahnström and
KA models, while desirable, has yet to be carried out,
perhaps due to the fact that crystallisation of glassform-
ers while encountered, is not straightforward in simula-
tion. Furthermore, except in the case of polydisperse
hard spheres [478, 479], the lack of an equilibrium phase
diagram makes quantitative statements about nucleation
rates very hard.
T0/T
FIG. 43: Fraction of particles in locally favoured structures
NLFS/N for three model systems. The locally favoured
structure in each system was found with the dynamic
topological cluster classification (see section IVE). HS
denotes hard spheres, Wahn the Wahnström model and KA
the Kob-Andersen model. The different growth rates of the
population of particles in locally favoured structures reflects
the differing fragilities of these systems (see Fig. 2). Here,
in the case of hard spheres, Z is the compressibility
parameter (see section II B [416]).
What we do know is that structural changes in
these systems upon supercooling are correlated with
the fragility : stronger liquids exhibit weaker structural
change upon supercooling as shown in Fig. 43. However,
the mechanism of crystallisation is highly dependent on
the model. The crystal the Wahnström model forms in-
corporates the locally favoured structure of the system
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(the icosahedron) into a large unit cell of around 50 par-
ticles [394], although the actual composition (the ratio of
large and small particles) of icosahedra formed in the su-
percooled liquid only rarely corresponds to that of icosa-
hedra found in the crystal [326]. Whether this Frank-
Kasper phase which forms in the Wahnström model cor-
responds to equilibrium is of course open to question.
Evidence has been presented for a closely related binary
Lennard-Jones model (with size ratio 0.85 compared to
0.83333) freezing to an FCC at around T=0.5 [214].
Ronceray and Harrowell [410] investigated the role of
unit cell size and crystallisation with a lattice model
whose local structure could be varied to produce eight
distinct local structures of varying symmetry. Signifi-
cantly, they found that low-symmetry structures were
found at high concentration in the stable liquid, and
could be associated with a large unit cell size, mimicking
the icosahedra formed in large unit cells in the crystalli-
sation of the Wahnström model [394]. Freezing tended
to be more strongly first-order in the case of liquids with
few LFS, while those liquids with many LFS tended to
show only a weakly first-order transition upon crystalli-
sation [410].
We now consider the case of hard spheres, whose crys-
tallisation mechanism has attracted considerable atten-
tion recently, [260, 262, 384, 420, 422, 434, 448, 449, 499,
563]. A variety of mechanisms have been proposed, such
as the formation of locally dense regions in which the
crystal nuclei form [449], ordering to crystal-like struc-
tures prior to local densification [420] and a competition
between local structures with a number of five-membered
rings (“10B” in Figs. 21 and 22) and crystal nuclei [499].
These 10B are the LFS of the hard sphere system [416].
While the latter two mechanisms may be related to dif-
fering structural interpretations, the former seems to be
at odds with them. One comment that can be made is
that any density fluctuations without structural change
in the metastable hard sphere fluid would be expected to
be small, due to its relatively high density and the to-
tal absence of a critical point in the hard sphere system.
Having said that, nucleation rates are predicted to be
extremely strong functions of density [20–22], so it is en-
tirely possible that only tiny fluctuations are required for
a strong impact on nucleation rate. Finally, the mech-
anism is likely to depend on supercooling. Schilling et
al. [449] worked at comparatively weak supercooling
(packing fraction φ = 0.54) where the nucleation rate is
a stronger function of density than at higher degrees of
supercooling as was the case for some of the other work
[499].
Indeed at high supercoolings (above φ ≈ 0.57), it was
shown that crystallisation in monodisperse hard spheres
occurred on timescales less than the structural relaxation
time, “spinodal nucleation” [499, 578]. In a series of pa-
pers using event-driven molecular dynamics, Sanz and
Valeriani and coworkers identified a mechanism for this
crystallisation they termed “avalanches” [436, 437, 531].
Here some particles are predisposed to motion (high
propensity, see section VE) and initiate avalanches which
lead to crystallisation with very little motion of most
of the particles. Interestingly, those more mobile parti-
cles appear not to be directly related to forming crystal-
lites [436]. These are somewhat similar to the avalanches
found in supercooled liquids (section VE) [70]. Before
concluding our discussion of hard spheres, we emphasise
that we have focussed on homogenous nucleation. Het-
erogeneous nucleation, where the crystal is formed at a
wall or inclusion has also been considered in hard spheres
and good agreement between experiment and Brownian
dynamics simulation was found [434].
The Kob-Andersen model, like hard spheres, is ex-
pected to crystallise into a structure distinct from that of
the liquid, an FCC crystal [525]. Now of these models we
consider that KA is the strongest while hard spheres and
the Wahnström model appear more fragile [108, 416].
Given the correlation of fragility and structural change
upon supercooling noted above, one may enquire of the
structural change of stronger liquids upon supercooling.
Silica is of course the canonical strong liquid, in which be-
yond two-point correlations, studies of structural changes
are rather rare [224]. A related (simpler) model of
silica developed by Coslovich and Pastore showed lit-
tle structural change upon cooling [110]. Such obser-
vations might suggest that the more fragile the liquid,
the stronger the change in structure upon cooling. As
noted in section VC, this is not always so. It has been
shown that, in systems with effectively identical fragility,
the change in structure upon cooling need not be same
[325]. In higher dimension, structure becomes less impor-
tant, but fragile behaviour persists [86]. Finally, some
kinetically constrained models, which are thermodynami-
cally equivalent to ideal gases by construction (see section
III J), exhibit fragile behaviour [390].
This discussion illustrates that crystallisation mecha-
nisms, which underlie the stability of the supercooled liq-
uid and hence its glassforming abililty, are highly system-
specific, and may even depend upon state point. Thus
any kind of “universal prescription” seems very challeng-
ing. However, as we have seen above, and consider fur-
ther below, there is some evidence that stronger liquids
may be better glassformers, although this is not a univer-
sal phenomenon. We now move on to consider the inter-
play between vitrification and crystallsiation in metallic
glassformers. This behaviour is intrinsic to phase change
materials, and thus for chalcogenides, the reader is di-
rected to section VIB.
C. Glassforming ability in metallic systems
The commerical pressures to develop true “bulk” metal-
lic glasses have led to a considerable amount of work
in trying to understand how glassforming ability might
be enhanced. Much of this work is empirical [130].
This is perhaps an inevitable consequence of the lack
of generic mechanisms that might otherwise have come
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from the work on model systems noted above. In any
case given the system-dependent nature of crystallisa-
tion mechanisms, such an empirical approach seems rea-
sonable. Much thinking harks back to Frank’s original
suggestion that icosahedra suppress crystallisation [177].
Some work has indicated a link between a high nucle-
ation barrier to crystallisation [and thus a high glass-
forming ability (GFA)] with metallic glasses which crys-
tallise into icosahedra-based quasicrystals, compared to
those which crystallise into (hexagonal) Laves phases
[265, 295]. Other work equates strong liquid behaviour
(i.e. a weak change in structure) with high glassforming
ability [342, 343].
Dense random packing (of hard spheres) with some
short-range order provides good agreement with x-ray
scattering data for Pd-Ni-P [147]. The high GFA ap-
pears to stem from competing crystal structures. In par-
ticular a symmetric Pd-Ni composition suppresses crys-
tallisation. Here therefore, the very high GFA is not
related to an absence of a change in structure but rather
how difficult it is to form the crystal. Similar conclusions
regarding the same system were made by Alamgir et al.
[6] who additionally suggested that the structure of the
high GFA Pd40P20Ni40 system could be treated as a lin-
ear interpolation of the Pd-rich or Ni-rich systems. In
other words, nothing special was going on with the struc-
ture. Rather, as Egami et al. [147] had suggested, the
weak Pd-Ni interactions made the mixed crystal unsta-
ble. Hirata et al. [213] then used high-resolution TEM to
find (on the surface) nanoscale regions of FCC crystalline
order, whose size was sufficiently small that the reciprocal
space data nevertheless gave an amorphous signal (Fig.
44). This system at least is able to tolerate some incip-
ient crystallisation, far more than that contemplated in
the small systems available to computer simulation. The
same group [196] went on to show that the symmetric
composition Pd40P20Ni40 appeared to contain both icosa-
hedra and P-centered trigonal biprisms suggested origi-
nally by Gaskell [182, 183] (section IIIH) and previously
surmised from experimental work on the same system
[393].
In another metallic glassformer, Li et al. showed that
tiny amounts of Cu (0.3%) could massively enhance the
glass forming ability (suppress crystal nucleation) in Fe-
rich (Fe>70 %) Fe-C-Si-B alloys [304]. This is believed
to be due to the need to redistribute the Cu in order to
enable the nucleation of Fe into clusters of α−Fe lattice
that is the usual mechanism for crystallisation in these
systems. Higher concentrations of Cu lead to Cu clusters
which themselves act as nucleation sites for the α−Fe.
Cu has a positive enthalpy of mixing, ie Cu and Fe tend
to segregate - precisely the opposite behaviour for nor-
mal attempts to suppress crystallisation, where mixing is
sought.
Guerdane et al. recently [198] used their classical
two-body model of NiZr to investigate the relationship
between crystallisation and local structure in the liquid.
They found that the 100 crystal surface grew faster than
FIG. 44: High-resolution TEM image showing crystalline
region in Ni40-P20-Pd40 around 1 nm in extent. The
reciprocal space data of this system shows an amorphous
signal [213]. Reproduced with permission from Elsevier
Copyright 2006.
the 111 surface due to bicapped square antiprism struc-
tures formed in the liquid whose geometry is commensu-
rate with the 100 plane. Schülli et al. have found in ex-
periments on AuSi that crystallisation can be suppressed
by Au which they suggest promotes five-fold symmetry
in the plane of the interface [453]. However given the
uncertainties raised about the validity of experimental
evidence for such five-fold symmetry [189, 209] (section
IV I), simulations of this system would certainly be de-
sirable.
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FIG. 45: Atomic population in liquids with a frozen crystal
interface. “(100) Ni” means the interface (0) is the Ni 100
plane (a) and similarly for the Cu crystal (b). TL is the
liquid temperature, and scaled to similar undercooling for
each system. Small (red) circles are for Ni or Cu, large
(black) circles are for Al or Zr, and dashed lines are guides
for the eye. dc is the decay length of the exponential fit
whose prefactor is h1 [512]. Reproduced with permission
from Nature Publishing Group Copyright 2013.
A very recent development in understanding of mecha-
nisms of GFA has come from Tang and Harrowell [512].
Here two binary metallic glassformers, NiAl and CuZr
with similar size ratios and identical crystal structures,
yet very different GFA (CuZr is a much better glass-
former) were investigated. By preparing a crystalline
surface, it was possible to directly observe the growth
mechanism in EAM simulation. As might be expected,
the CuZr exhibited a much lower growth rate. More re-
markably, the liquid structure around the NiAl liquid-
crystal interface seemed to be much more perturbed than
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the ZnCu, and density oscillations persisted much further
from the interface. The implication is that these some-
how lead to a crystal-like structure penetrating into the
liquid and facilitating growth.
D. So what makes a good glassformer?
We now summarise how the question with which we
opened this section may be addressed. In metallic glass-
formers, the plethora of systems and behaviours under-
lines the point that as yet there is no general prescription
by which a high-GFA metallic system can be “designed”.
Perhaps the nearest to such a prescription is the cor-
relation between limited change in structure upon cool-
ing (few LFS) and high glass forming ability [342, 343].
We have noted some systems which behave in a different
manner, thus this correlation should be thought of as a
rule of thumb.
One might reasonably imagine that if we sought some
universal understanding of the relationship between LFS
and crystallisation then we should turn to model systems
(section VIIB). Let us summarise the situation. The
Kob-Andersen model is thought to crystallise into struc-
tures distinct from the liquid [525] and there is some evi-
dence of polymorphism [26, 163–165, 352]. Some possible
polymorphs might even incorporate the bicapped square
antiprism LFS [163, 352]. The Wahnström model on the
other hand incorporates its icosahedral LFS into the crys-
tal [394]. One imagines it is “harder” for the system to
do this than to simply form an FCC crystal as in the case
of the one-component Lennard-Jones model. So indeed
it is possible to suggest that LFS influence the crystalli-
sation mechanism much as Frank suggested [177]. In
the case of hard spheres, Taffs et al. [499] discuss the
competition between an LFS with five-membered rings
and the nucleation of FCC crystals. However other work
on the same system emphasises the role of crystal-like
structures in the supercooled liquid [260, 262, 420].
A more generic approach has been pursued by O’Hern
and coworkers who tackled the question of GFA metallic
glasses using computer simulation of model systems. The
authors emphasise that computer simulation can only ac-
cess very high (several orders of magnitude higher than
experiment) rates of cooling and thus any crystallisation
corresponds to very poor glassformers. However they
found that for additive binary Lennard-Jones models, the
Eutectic lay at a 50% mass fraction of each species. In-
terestingly, and counter to some of the prevailing ideas in
the metallic glass community [232], they found that non-
additivity had little effect on their cooling rates. That is
to say the enthalpy of mixing has no effect. However
they could only access weakly size-assymetric mixtures
(size ratio >0.92) so it is possible that the enthalpy of
mixing could play a more significant role for larger size
ratios such as 0.8 [581]. The same group also looked
at binary hard spheres where they found two competing
effects : larger size asymmetries (<0.8) suppress crys-
tallisation but enhance the tendency to phase separate.
Furthermore the densest crystal structure played no role
in the GFA [49].
In short, while some progress has been made in con-
sidering the role of structure in crystallisation, it can be
highly system-specific. There seem to be at least two
possibilities: either the LFS can be incorporated in the
crystal (which then has a complex geometry and would
require much organisation to nucleate) or the crystal can
be very different from the liquid structure and thus frus-
trated by the LFS. In designing metallic glasses both
mechanisms must be suppressed. A key question is which
mechanism should one focus on for a given mixture? We
believe that more work is required here to elucidate which
of these approaches might be preferable if we are to be-
come proficient in designing glassformers. A further key
question to be tackled is to consider the stability of LFS
in the supercooled liquid. High GFA would be correlated
with stable (long-lived) LFS which are not incorporated
into the crystal.
E. Crystallisation in gels : self-assembly
Spinodal type gelation (sections IIG and IXC)
[316, 577] relates to a different perspective on the role
of crystallisation : self-assembly. Contrary to the case of
many glassformers, gelation is often undesireable. Here
we consider the relationship between gelation and self-
assembly.
The recent explosion in nanoparticles with tuneable
properties [187] has led to considerable interest in
“bottom-up” self-assembled nanodevices. However, for
every case of successful self-assembly, there exist many
more examples where kinetic arrest prevented formation
of the desired product [553]. “Sticky spheres”, with
short-ranged attractions readily undergo gelation (sec-
tion IXC) which suppresses their self-assembly to face-
centred cubic crystals. So strong is this suppression that
locally crystalline gels have only recently been observed
in experiment [582]. Thus gelation of these systems
forms a suitable testbed for self-assembly. It had been
known for some time that critical fluctuations [ie close to
the (metastable) spinodal line] massively enhance crys-
tallisation rates, by providing an alternative route to self-
assembly [176, 445, 521].
Deeper quenches were shown to suppress crystallisa-
tion, despite the increased thermodynamic driving force
both in simulation [176, 273] and experiment [120, 231].
It was possible to interpret this in terms of the system be-
ing pushed far from equilibrium, locally. Such behaviour
is thought to prevent successful self-assembly and thus
to promote gelation or indeed vitrification [553]. Jack et
al. introduced the use of fluctuation-dissipation ratios as
a means to quantify the extent to which a system devi-
ates from local equilibrium [239]. Quantifiying this for
sticky spheres [273] enabled predictions about the abil-
ity to optimally assemble this model system to be made.
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Another approach is to vary the attraction between the
particles as a function of time [415, 418, 518].
Now self-assembly is of course by its nature a non-
equilibrium process, and the system evolves, which led
Klotsa and Jack to introduce feedback to their methods
to identify time-dependent optimal protocols for assem-
bly [274]. Such methods could be implemented in col-
loidal systems where interactions between the particles
can be tuned in-situ [518].
F. Quasicrystals
Somewhere between the amorphous glasses and rigidly
regimented periodic crystals lie the quasicrystals — Stein-
hardt, [489]. Such an introduction would imply that in
the fine balance between crystallisation and vitrification,
quasicrystals might be encountered [463]. Thus a dis-
cussion of the role of local structure in these materials
which “live on the edge” is natural to our enquiry. In-
deed, a number of metallic glassformers form quasicrys-
tals [265, 303], in the sense of a first-order transition
to a solid rich in icosahedra occurring via homogenous
nucleation [427]. Kelton and coworkers investigated nu-
cleation in such materials experimentally using x-ray and
TEM diffraction [464]. They found agreement with clas-
sical nucleation theory, but with a very low surface ten-
sion. This they interpreted as evidence that the solid
form was structurally similar (dominated by local five-
fold symmetry) to the liquid.
In simulations of model systems, the Frank-Kasper
phase found in the Wahnström model [394] discussed
above in section VIIA shares many properties with qua-
sicrystals (for example, the large number of icosahedra in
the structure). Indeed in finite sized simulation boxes, it
can almost be thought of as a quasicrystal forming sys-
tem. Keys et al. [267] considered the Dzugutov model,
which we have noted forms a network of icosahedra (see
section VA) and was found to have a quasicrystalline
phase [142], which is metastable to FCC and BCC phases
[413]. Keys et al. [267] investigated the growth of the
quasicrystal and found that the mechanism was the ad-
dition of icosahedral clusters which transformed into the
dodecagonal symmetry of the quasicrystal with minimal
rearrangement.
VIII. POLYAMORPHISM
Polyamorphism is the disordered equivalent of poly-
morphism, the formation of multiple crystal structures
which is exhibited by most materials [401]. Polyamor-
phism is amongst the most controversial topics in con-
densed matter physics. Even demonstrating the existence
of polyamorphism inspires heated debate in a number of
systems. It is clear that more work is required before
insights from polyamorphic systems can shed a signifi-
cant amount of light on the role of structure in the glass
transition. Nevertheless, the nature of polyamorphism
inherently implies a defining role for structure in (su-
percooled) liquids and we therefore include some brief
comments on the (supposed) polyamorphic glassformers
pertinent for our purposes and refer the reader to McMil-
lan et al.’s review of polyamorphism [350], Tanaka’s dis-
cussion emphasising the role of local structure [501, 508]
and Angell’s review of the relationship between polymor-
phic systems and dynamical arrest [11]. We consider
polyamorphism in one-and multi-component systems, fo-
cusing on coexisting amorphous states. We then briefly
discuss transitions between different liquids as a function
of temperature and possible connections to transitions
between fragile and strong dynamical behaviour.
A. One-component systems
 r
u J(
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FIG. 46: The Jagla potential. A two-scale potential with
attractive and repulsive ramps which features coexisting
liquids with differing densities. [567].
A handful of elements have been shown to be
polyamorphic. A moment’s thought makes it clear that
polyamorphism is not generally expected. In equilibrium,
polyamorphism implies a liquid-liquid transition (LLT),
which necessitates a second critical point, and this will be
our focus, rather than non-equilibrium solid glasses of the
same substance with more than one structure. Consider
the Lennard-Jones potential. Formation of a liquid im-
plies that atoms should attract one another sufficiently to
undergo condensation, but not so much as to crystallise.
In the case of the Lennard-Jones model, the typical pair
separation is then around 21/6σ, which is the minimum
of the potential. It is thus difficult to imagine a situa-
tion which can give rise to any energetic gain that might
favour two coexisting liquids presumed to be at different
densities, which would necessitate differing mean inter-
atomic separations.
There are two possibilities, either the potential must
somehow introduce two lengthscales, facilitating the co-
existance of two liquids at differing density, or some kind
of directionality in the interaction is required. From a
perspective of simulation, the former is more straightfor-
ward to implement and has been realised in the Jagla po-
tential which is illustated in Fig. 46 and which exhibits
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two coexisting amorphous phases [242, 567]. In atomic
systems, directional bonding can lead to polyamorphism.
Among the simplest models to capture directional bond-
ing, Stillinger and Weber’s treatment of silicon [494],
has been shown to possess an LLT in the supercooled
state [439]. Experimental studies of the resistivity, op-
tical and Raman spectra, along with x-ray diffraction
indicate an LLT which features a semiconductor-metal
transition, which is also supported by simulations with
the Stillinger-Weber model [122, 349].
Other elements in which an LLT has been identified
in experiments include phosphorous [259]. The low-
density liquid features tetrahedral structures while the
high-density liquid is dominated by a polymeric struc-
ture, with a coordination of two. In carbon, sp3 hybriza-
tion enables the liquid-liquid transition, the low-density
liquid is sp dominated, the high-density liquid is sp3 dom-
inated [186]. In molecular systems, evidence for an LLT
in triphenyl phosphite (a glass former) has been obtained
[287], and also in n-butanol [286]. In triphenyl phos-
phite, the dense liquid structure is believed to be related
to the molecules being able to stack on top of one another.
In other words, such an LLT is thought to be driven by
anisotropic interactions between the molecules. In triph-
enyl phosphite, the LLT competes with dynamical arrest,
and whether there is any connection between structure
and arrest in the two liquids would be an interesting line
of enquiry.
Water — The existence or otherwise of an LLT in wa-
ter is highly controversial. Any LLT that exists does so
deep in the supercooled regime. The putative LLT was
first predicted in computer simulations of the (classical)
rigid three site ST2 model [402]. However, at ambient
pressure liquid water is only metastable to -40 ◦C, at
lower temperatures it undergoes “spinodal nucleation” to
form crystalline ice (see section II E), and the supposed
LLT lies deep within this “no man’s land” region of the
phase diagram. Thus any LLT is inaccessible to direct
experiments, although crystallisation can be suppressed
by working with amorphous ice [116, 360] which has
the obvious detraction that even local equilibrium is not
reached. Alternative approaches include seeking signs of
the LLT in water at negative pressure [387]. The ex-
perimental evidence for and against an LLT in water has
recently been reviewed by Holten et al. [221]. Other
reviews include those of Debenedetti [124] and Mishima
and Stanley [359]. Given that direct observation in ex-
periment is currently impossible it is hard to be sure of
an LLT to put it mildly. However the bulk of the ex-
perimental evidence seems to favour a transition (were
crystallisation not to intervene).
One might imagine, especially given that the LLT in
water was first reported following computer simulation,
that this might form a suitable means to investigate the
phenomenon. Here the situation is also very unclear,
due in no small respect to the extremely glassy nature
of water in the vicinity of the (supposed) second criti-
cal point. A study of criticality in the ST2 model with
histogram reweighting identified the location of the sec-
ond critical point [313]. Recently evidence has been
presented by Limmer and Chandler that simulations are
unstable against crystallisation in this regime [309, 310],
although work by other groups indicates sufficient sta-
bility to identify a metastable liquid on computational
timescales [388, 389, 457]. The dispute continues [80].
High pressure liquid water has a structure similar to
a simple liquid as shown in both simulations [364] and
experiment [496]. Meanwhile the low density liquid is
well-known to have a tetrahedral arrangement driven by
hydrogen bonding. Both glasses exhibit corresponding
structural differences [98], and reproduce S(k) deter-
mined in experiments [171]. The lengthscale of domains
of tetrahedra in the low density liquid has been shown
to grow, approaching the LLT transition temperature,
which is accompanied by a strong dynamical slowdown.
This might indicate a second critical point, but the ex-
ponent of the power law growth of the structural corre-
lation length, 0.3, is much less than that associated with
criticality. This might be related to the modest twofold
increase in the correlation length of the tetrahedral do-
mains [367]. Even such a twofold increase is markedly
more than that usually observed approaching the glass
transition (see section VB). Recently, Russo and Tanaka
[421] have introduced a new order parameter which quan-
tifies the degree of order in the second shell around each
molecule. A two-state model based on this parameter
can explain the well-known anomalous behaviour of wa-
ter, and is compatible with (but does not insist upon)
the LLT. However, apart from the work of Moore and
Molinero [367], which in any case focusses more on the
LLT, we are unaware of any studies investigating the role
of structure in vitrification in water, in the spirit of those
discussed in section V.
B. Multi-component systems
Liquid-liquid coexistence at fixed temperature.
Since LLTs intrinsically imply a key role for local struc-
ture, here we review briefly LLTs exhibited by metal-
lic glass forming systems. Soon after the first simula-
tions indicating an LLT in water, Aasland and McMil-
lan [2] presented experimental results which puported
coexistance of two liquid states of identical composition
at temperatures around Tg in Yttria-Alumina [(YO)x-
(AlO)1−x]. Later, high-temperature experiments in the
Yttria-Alumina liquid [192, 193] found evidence of
nanoscale fluctuations in the form of a rise in S(k) at low
k which they probed with x-ray diffraction. Barnes et al.
[29] investigated these findings with high energy x-ray
diffraction, small angle neutron scattering, and pyromet-
ric cooling measurements for [(YO)20-(AlO)80]. Their
S(k) are notably devoid of any rise at low k which lead
them to conclude that “no evidence” of any LLT could
be found. Very recently, Wilding et al. [559] have
performed x-ray diffraction at small temperature inter-
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vals also for [(YO)20-(AlO)80]. They find a discontinuous
change in both position and intensity of the first peak in
S(k). Volume fluctuations in molecular dynamics simula-
tions further support their claim that there is an LLT in
Yttria-Alumina. To the best of our knowledge, detailed
structural analysis of the simulation data for this system
have yet to be carried out. In another system, Sheng et
al. provided experimental and ab initio numerical evi-
dence for polyamorphism in the Ce55Al45 metallic glass-
former. In this case, the density change was attributed
to f-electron delocalisation [466].
Liquid-liquid transitions as a function of temperature.
Rather than coexistence similar to liquid-gas, another
scenario for polyamorphism is that instead of freezing
into a crystal as the temperature is lowered, some sys-
tems could “freeze” into another amorphous state. Re-
cent years have seen growing evidence for such a phase
transition between two amorphous states. This may be
related to a fragile-to-strong transition where the super-
cooled liquid exhibits fragile behaviour at higher temper-
ature and strong behaviour at lower temperature. Such
a fragile-to-strong transition has been observed in some
molecular glassformers [233, 329]. Amongst these is wa-
ter [233] in which the fragile-to-strong transition is en-
tirely distinct from the putative liquid-liquid transition
at low temperature. Metallic glassformers based on Al
and Gd or Pr, Ce and La have also been shown to ex-
hibit such a transition [580].
Given the complex structural behaviour in metallic
glassformers (section VIA), it is natural to expect that
structure may be connected to the fragile-to-strong tran-
sition. Lad et al. [289] considered the fragile-strong
transition in NiZr. Some evidence was found of differ-
ent regimes in diffusivity but in simulations it is hard
to equilibrate the system below the mode-coupling tran-
sition. As the temperature is dropped towards TMCT
clustering of icosahedra is found in that these are more
strongly grouped and have more neighbours.
Dzugutov and coworkers [151] showed evidence for
a transition to low-entropy liquid with fewer icosahe-
dra at lower temperature. By considering the entropic
behaviour, Dzugutov and coworkers concluded that the
transition was first-order. The structure of the low tem-
perature liquid is based around tetrahedra condensed
into spirals which form linear chains and is somewhat
reminiscent of colloidal gels [69]. The data showed a clear
structural liquid-liquid transition. One question arises as
to whether this can be related to LLTs in metallic glasses?
Dzugutov’s one-component model is idealised, and is in-
tended to capture Friedel oscillations (though these also
lead to rather lower densities than Lennard-Jones models
[469] and a “gel-like” behaviour). However the low tem-
perature liquid is Arrhenius, while the high temperature
one is super-Arrhenius, i.e. a fragile-to-strong transition
is found. Of the other popular model systems, evidence
for a LLT at very deep supercooling has been found in
the Kob-Andersen model [485]. Details are discussed in
section VD in the context of a “dynamic” LLT. Other
systems with liquid-liquid transitions include Se [363]
and As2Se3 [472] (see section VIB).
FIG. 47: The full-width-half maximum (FWHM) of the 1st
peak of S(k) (see inset) versus temperature during thermal
cycles of a metallic glass. The arrows indicate slope changes
in the temperature range 760-830 K during cooling and
1,100-1,200 K upon reheating. The dashed line is the
assumed heating data on reheating [547]. Reproduced with
permission from Nature Publishing Group Copyright 2013.
Among the most convincing pieces of experimental ev-
idence for a first-order LLT in metallic glasses is that
of Busch and coworkers [547]. These workers consid-
ered Z41.2Ti13.8Cu12.5Ni10Be22.5 which is a strong metal-
lic glass former. A fragile-to-strong transition and a peak
in the specific heat capacity were identified, for which an
LLT is overridingly best explanation. This LLT is accom-
panied by structural changes in the first peak of S(k) (see
Fig. 47), indicating a transition to a different kind of
structural ordering.
On the other hand, such behaviour is far from uni-
versal, even in the subset of metallic glassformers. Kel-
ton and coworkers [343] have shown that CuZr shows
anomalous behaviour in that the S(k) peak continues to
increase up to Tg, which is interpreted as indicating that
it is fragile all the way, there is no fragile-to-strong tran-
sition, indeed the increase in structural change acceler-
ates heading towards the glass. CuZr is moreover a poor
glassformer. An interesting consequence of the fragile-
to-strong transition is that structure need not play an
important role in the strong regime [233, 408]. The con-
siderations of Montanari and Semmerjian (section III E)
make it clear that strong behaviour at low temperature
does not require any structural change. It is possible that
the fragile to strong transition corresponds to the system
“running out” of possibilities to change its structure. For
example the population of LFS is of course limited by
the total number of particles and can saturate.
Finally we note that very recently, a LLT has been
found in a simple lattice model system, by Ronceray and
Harrowell [411]. These authors used a lattice model with
energetically favoured local enantiomers, with a chiral
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Hamiltonian. The system is stable in the (disordered)
liquid to low temperature, and undergoes a LLT to a
state where the populations of the two enantiomers is
not equal, but there is not long-range order so it remains
a liquid.
Liquid-liquid transitions seem to invite controversy.
However it seems inescapable that LLT occur, the ques-
tion is rather as to which materials exhibit them. We
stress that by their very nature, LLTs must feature a
strong structural element. Yet except in cases such as
phosphorous [259] with its polymerisation transition, the
role of local structure in LLTs should be further explored,
likely from simulation data.
IX. AGING
A. Aging phenomenonology
An important yet challenging behaviour in the phe-
nomenology of dynamical arrest occurs when the struc-
tural relaxation time exceeds the measurement time, and
the system is classified as a glass (or gel). As is clear from
Fig. 1, this experimental glass transition temperature
depends on the cooling rate. In other words, the sys-
tem falls out of of equilibrium at the experimental glass
transition and its properties are non-stationary functions
of (waiting) time. In the case of dynamical arrest, this
variation is termed aging [37]. Here we consider the
role of local structure in aging. In particular we focus
on evidence for the system “sinking lower” in its energy
landscape.
Dynamics in aging systems have received a consider-
able amount of attention [149, 150, 337]. In particular,
the relaxation time increases as a function of time as
shown in Fig. 48. At short times, in some systems such
as “hard” spheres τα ∼ exp(ctw) where c is a constant
and tw is the waiting time. In the long-time asymptotic
aging regime, τα can increase linearly with waiting time.
Relaxations are characterised by local events, and single-
particle motion can be non-Fickian [149].
Within the context of the energy landscape (section
III B), aging corresponds to the system exploring deeper
and deeper minima. Note that as Fig. 1 suggests, at
the experimental glass transition, in falling out of equi-
librium the glass ceases to have a well-defined tempera-
ture. One can construct a “fictive temperature”, the tem-
perature the system would have were it in equilibrium
in the context of some quantity. For example, Speck
et al. [484] suggested that the population of bicapped
square antiprism clusters in their biased simulation cor-
responded to a fictive temperature of T ≈ 0.35 in the
Kob-Andersen model, which is close to the VFT temper-
ature, and certainly well below temperatures at which
the system can be equilibrated in conventional simula-
tions (around T ≈ 0.43).
FIG. 48: Aging behaviour in structural relaxation. Upon
increasing the waiting time (different symbols correspond to
different waiting times), the intermediate scattering function
decays more and more slowly as a function of time (here τ).
This corresponds to the system “sinking lower and lower in
its energy landscape”. From Ref. [149].
B. The role of structure in aging
Relatively little work has been carried out concerning
the role of structure in aging. Following the discussion
above, one might expect that structures corresponding
to low local free energy would become more prevalent as
the system ages. Indeed, the mechanism of hard sphere
crystallisation at very high volume fraction mentioned in
section VIIA is entirely compatible with such a picture.
Aging is an example where colloid experiments have an
advantage over computer simulations. Although the ac-
cessible timescale for quantities such as the structural re-
laxation time, which require continuous data acquisition,
is around one or a few days, which leads to the same ef-
fective timescale (an increase over the normal liquid of 4
or 5 orders of magnitude) as that accessible to computer
simulations run for months. However, leaving the exper-
imental systems to equilibrate for months (or even years
[423]) enables much longer waiting times to be accessed
than is currently possible in simulation.
Following the pioneering work of Courtland and
Weeks, which demonstrated the applicability of particle-
resolved studies to access structural changes during aging
[112], we note four papers, all of which concern particle-
resolved studies on colloidal systems. The first is also by
the Weeks group [99], where 3d particle resolved stud-
ies were employed to consider both structural and dy-
namic behaviour of aging systems. The dynamics slowed.
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FIG. 49: Structural changes in an aging binary 2d colloidal
model system with dipolar interactions. (a) Fraction of B
particles belonging to a crystalline square surrounding (see
inset) and (b) fraction of A particles belonging to a
crystalline triangular surrounding (see inset) versus reduced
time for an ultrafast quench. The lines are experimental
data while the symbols (∗) are data from BD simulations.
Two experimental snapshots for a time t/τ = 0.6 just after
the quench (left configuration) and a later time t/τ = 60
(right configuration) are shown. Large particles are shown in
blue if they belong to a triangular surrounding and in red if
they belong to a square surrounding. All other large
particles are shown in white color. The few big particles
belonging to both triangular and square surroundings are
shown in pink. The small particles are shown in green if
they belong to a square center of big particles, otherwise
they appear in yellow. From Ref. [19].
As for the structure, by decomposing it into tetrahedra,
little change was observed, although a weak correlation
between tetrahedra and mobility was found. The same
group later considered a highly size-asymmetric mixture
(1:2.1) in which the small particles were found to be much
more mobile and appeared to facilitate the motion of the
larger particles, although both species exhibited compa-
rable aging dynamics [318].
A third study, this time in 2d by the Konstanz group
[19] looked at local structures relevant to their 2d sys-
tem (Fig. 49), and noted systematic structural changes,
both in their specific local structures and even in quan-
tities such as the peak of the pair correlation function
g(r). Note that the latter can be accessed in reciprocal
space measurements on atomic and molecular systems.
Because in this system, these local quantities have been
directly identified with low potential energy (see section
VB [346]), Fig. 49 thus provides direct evidence in
favour of the system settling deeper in its energy land-
scape during aging.
Also in 2d, with long-time experiments on a bidisperse
hard-sphere-like microgel system, Yodh and coworkers
a b
FIG. 50: Increase in local bond order parameter ψ6 and
structural correlation length of ψ6-ordered regions ξ6 in an
aging 2d binary hard disc colloidal glass. From [576].
[576] identified irreversible structural relaxations, Fig.
50. These could be identified with the growing struc-
tural lengthscale ξ2D6 , the 2d analogue of the structrial
length defined in Eq. 33, section VA. Thus evidence
was found of increasing structural co-operativity during
aging. However, the discussion in section VC suggests
that, if we believe that structural and dynamic lengths
should be coupled, and that the latter are of order a few
diameters even at the experimental glass transition, then
the increase seen in Fig. 50(b) would be expected to
plateau eventually. One noteworthy feature of Fig. 50
is the temporal decoupling of the local structural order
parameter ψ6, which reaches an approximately constant
value quickly, and the structural lengthscale.
C. Aging in gels
The effects of aging upon the structure of equilibrium
gels (see section IIG) have been little investigated, while
certain classes of non-equilibrium or “spinodal” gels have
been studied in some depth. Among the systems to have
received attention (and plenty of it) is laponite, which is
an inorganic colloidal clay.
A model system for all eventualities — Laponite con-
sists of colloidal platelets, around 20 nm in diameter and
1 nm thick. These are highly polydisperse, in both size
and shape. Moreover, the electrostatic interactions be-
tween the particles are poorly understood, although it
is known that under certain conditions the rim and sur-
faces of the platelets can carry opposite charges. Further-
more, different batches of laponite can behave in different
ways, leading to a bewildering range of phenomena. It
has even been claimed (backed up with experimental ev-
idence) that this system can take two distinct states —
glass or gel — from indistinguishable starting conditions,
an unusual behaviour for bulk materials [236]. What is
clear is that laponite exhibits aging behaviour consistent
with a glass (where the intermediate scattering function
drops at short times, reflecting “in-cage” β-relaxation as
in Figs. 3 and 48) and with a gel where the attractive
interactions lead to bonds which are much less than a
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FIG. 51: Gelation in short-ranged attractive systems.
Gelation results upon quenching, provided the quench rate is
sufficient to avoid phase separation (pink region). Slow
dynamics at high density may be tuned (shaded region) by
quench depth and interaction range [522, 581]. “Crunching”
of isolated clusters provides an additional route to form a gel
where accessible quench rates are too slow to prevent
demixing, as is the case in molecular systems [418]. Here
“C” denotes isolated clusters, “G” gas, “F” (supercritical)
fluid.
particle diameter, thus any β-relaxation occurs on tiny
lengthscales which are not apparent in the ISF. However
in laponite, such gels are stablised by long-ranged electro-
static repulsions. Despite sometimes carrying charges of
both signs, the particles nevertheless carry a net charge
and thus experience an electrostatic repulsion [235].
Less controversial are the results from computer sim-
ulations, where laponite has been treated as platelets
with electrostatic interactions [371], in which a “Wigner”
glass is formed. Wigner glasses are those formed through
compression of systems which interact strongly through
repulsive electrostatic interactions. Later work found
quantitative agreement with experiment, at the two-body
level [424].
Before leaving this intriguing system, we note that
laponite was the first experimental system found to have
an “empty liquid” state [423]. Empty liquids are ther-
modynamically indistinguishable from liquids, but upon
reducing the number of bonds per particle asymptotically
towards two (in practise by mixing in a small number of
particles with three bonds), the density of the liquid ap-
proaches zero [52, 53]. Laponite gels aged for years were
found to have phase separated into a colloidal gas and
“empty liquid”, whose density, although very low, was
nonetheless larger than that of the gas [423].
In addition to laponite, the effects of aging in other
stable gels have received some attention. In a system
of competing interactions, Klix et al. [272] identified
a novel aging mechanism by which clusters underwent
fission over time due to electrostatic charging.
Aging in spinodal gels — Gels formed by quenching
through the liquid-gas spinodal have an intrinsically dif-
ferent nature (Fig. 51) [316, 522, 539, 577, 579]. Here,
given sufficient time (in the absence of gravity, which can
lead to sudden collapse of the gel [332, 487, 519]), the
gel network will gradually coarsen. In fact the process of
gelation, as arrested spinodal decomposition, follows con-
ventional spinodal decomposition for short times prior to
arrest [65]. If neither phase exhibits slow dynamics,
complete fluid-fluid phase separation ensues. The mech-
anism of arrest thus relies on at least one of the emergent
phases exhibiting slow dynamics. Indeed, were both to
exhibit similarly slow dynamics, normal phase separa-
tion would proceed, albeit at a snail’s pace [509]. In
practise one phase, the colloid-rich phase in the systems
we shall consider, is the phase which slows the demixing
and leads to gelation. Thus the demixing is dynami-
cally asymmetric, and is termed “viscoeleastic phase sep-
aration”. This exhibits a zoo of different morphologies,
notably the bicontinuous network characteristic of gels
[509, 510]. Note that spinodal gelation need not be re-
stricted to multicomponent systems : phase separation of
molecules, where the dense phase is dynamically arrested
can similarly produce gels [418, 522].
Once the initial network has formed, it ages following
spinodal decomposition, with dynamics limited by the
slower phase [76, 509]. Colloid-polymer mixtures are a
model system in which to explore this behaviour [403].
In these systems, the range of the effective attraction be-
tween the colloids can be tuned by varying the size of the
polymers which induce the interaction [15, 16]. Now it
is known that, upon decreasing the range of the attrac-
tion, that the density of the liquid increases (Fig. 51)
[152]. For long-ranged interactions (greater than around
0.3 colloid diameters), complete phase separation to a col-
loidal liquid and gas is found, but shorter ranged attrac-
tions lead to gelation [231]. Since colloidal hard spheres
undergo a glass transition at high volume fraction, this
vitrification due to increased density of the colloid-rich
phase has since been identified as a mechanism of gela-
tion [581]. Despite the slow dynamics, gels nonetheless
age. The predominant structural change is an increasing
thickness in the width of the “arms” of the gel. This has
been observed to follow the same scaling as normal spin-
odal phase separation [76], and also a weaker, logarith-
mic increase [316, 522]. The dynamics of hard spheres is
a strong function of their density (Fig. 2). Thus quench
depth can be used to control the density of the “liquid”
and thus the rate of phase separation in colloidal [581]
and in principle molecular [418, 522] systems.
X. SHEAR
Here we consider the role of local structure in the re-
sponses of glass forming systems to shear. The effect of
shear is a vast field, and here we briefly focus on the in-
terplay between shear and local structure. Much of the
relevant literature concerns metallic glasses [90]. We
shall first discuss the response of glasses, where the ma-
terial is already assumed to have undergone dynamical
arrest and to be in the solid state. Arguably in this
state the importance of structure will be most preva-
lent. We will also consider some work involving shear
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FIG. 52: A schematic of a shear transformation zone.
Particles are shaded depending on their deviation from
affine deformation. The direction of the externally applied
shear stress is shown by the arrows. The ovals are guides for
the eye. [160].
on deeply supercooled liquids. An area that we will fo-
cus on is the onset of plastic (irreversible) deformation
in response to an applied strain. Here structure plays an
important role. At some point after the initial plastic
deformation the material yields or melts. The material
property associated with this is the yield stress. This is
an engineering type material property i.e. it is defined
in terms of a nonequilibrium process that depends upon
the details of the protocol. It is hoped that given the
protocol (e.g. the applied stress as a function of time)
is slow enough then the response (the resulting strain,
the amount of plastic deformation and the yield stress)
is merely a function of the applied stress and not depen-
dent on the rate of the protocol, i.e. how rapidly the
stress has been increased, as would be the case in the
quasistatic (equilibrium) limit. Obviously the very slow
shear leading to a yield event is not thermodynamically
quasistatic, but it is commonly assumed (with empirical
justification) to be independent of the rate of the slow
protocol.
At low temperatures the plastic deformation occurs
non-uniformly in local regions known as shear transfor-
mation zones (STZ) (Fig 52) [90]. These are local
regions which, upon the application of sufficient stress,
have undergone a plastic deformation. Their definition
remains vague and we note the following description “...
plastic events are carried by some sort of microstructural
defects referred to as ‘shear transformation zones’ STZ.
While the precise nature of these STZ or how to measure
them experimentally or even in simulation has never been
fully clarified, their existence as the source of ‘quanta’
of plastic relaxation carried by a small number of atoms
was taken as a basis for developing mean-field models of
elastoplasticity” [302].
Direct imaging in colloids — In colloidal dispersions,
particle-resolved studies make it possible to access local
phenomena. 3d imaging of sheared systems, which is
perhaps the most technically challenging of all particle-
resolved studies, has required the development of special
techniques [50, 51]. It is then possible to directly visualise
strain at the single particle level [446].
FIG. 53: Experimental shear strain at yielding (τY /G) as a
function of T/Tg. Small open circles show results at room
temperature on 30 metallic glassformers. Solid symbols show
the T/Tg dependence of τY /G for various individual alloys
as indicated. Dashed line is Eq. 38. Reproduced from [247].
A. Shear Transformation Zones
Among the early treatments of the response of solid
materials to strained inclusions (i.e. STZ) was that of
Eshelby [156]. Eshelby showed that the stress field em-
anated from a (ellipsoidal) strained inclusion that had
a quadrupolar form. Such strain fields have been iden-
tified in simulation [87] and directly imaged in col-
loidal suspensions [96, 538]. Spaepen [482] took a lo-
calised approach to homogenous (liquid) and inhomoge-
neous (glassy) flow using results from free volume theory
[383] which was introduced long ago to describe vitrifica-
tion in quiescent liquids [105]. He identified competition
between shear stress which leads to disorder, ripping re-
gions apart and diffusion where they equilibrate and come
back together again. Spaepen’s approach was developed
by Johnson, Samwar and coworkers [126, 247] who con-
sidered plastic yielding of metallic glasses. Here the yield
stress follows a simple linear form with respect to the
shear modulus which led to the development of a simple
model for yielding using the elastic energy per atom and
assumed that plastic events correspond to cooperatively
rearranging regions (see sections III C and IIID) to ob-
tain an energy barrier density corresponding to the STZ.
A rate of STZ yielding then followed given an attempt
frequency in the barrier height which gave for the yield
stress
τCT = τC0 − τC0
[
kB
A
ln
(
W0
cγ˙
)
G0(T )
G0(Tg)
]2/3(
T
Tg
)2/3
(38)
where A and c are constants, τC0 is the yield stress at
T = 0, W0 is the elastic energy at T = 0 and G0 is the
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shear modulus of the unstressed material which has a
weak temperature dependence. Treating the contents of
the square brackets as a fitting parameter, this gave rea-
sonable agreement with experimental data over a range
of temperatures as indicated in Fig. 53. The model
was later extended to obtain nonlinear viscosity (during
shearing) for metallic glasses [126].
Falk and Langer [160] carried out simulations at very
low (almost zero) temperature of a 2d binary Lennard-
Jones glassformer. Three regimes of response to an
applied stress were identified: reversible plastic defor-
mation, irreversible plastic deformation and unbounded
flow. The local origin of deformation was via STZ, as
shown in Fig. 52. These hark back to ideas introduced
in free volume theory [105]. Falk and Langer introduced
an equation of motion for the STZ [160]. This equa-
tion qualitatively reproduces the behaviour of the time-
dependent onset of plastic deformation over a range of
applied stresses below the yield stress and stress-strain
hysteresis. Manning et al. [333] have parameterised the
STZ model to give good agreement with simulation data
with physically reasonable parameters including a “dis-
order temperature?? which as been tested in simulation
by Shi et al. [470] with good collapse of data assuming
linear relationship between energy of atoms and disorder
temperature in shear band. By considering a range of
STZ energies, Procaccia and Langer argued that is pos-
sible to have plastic events even before the nominal yield
stress [60]. Procaccia and coworkers then extended this
viewpoint to show that only infinitesimal strains have an
elastic response. Otherwise, higher-order contributions
to the elastic modulus dominate. Now the first of these
does not converge to a well-defined value in the thermo-
dynamic limit and others diverge. The upshot is that
even for very small strains plastic events occur and thus
solid-like (reversible under strain) behaviour is not found
[210].
The athermal quasistatic limit — The athermal qua-
sistatic (AQS) limit holds the system on the local energy
minimum upon applying a shear rate. As the system is
sheared the periodic boundary conditions change, caus-
ing the local energy minimum to move. In a crystal that
does not yield this follows affine transformation, but in
a disordered system it does not. The AQS trajectory is
advanced solely as a function of the changing strain, re-
maining slaved to the local energy minimum due to the
extremely low temperature. This is different to the com-
mon usage of the term quasistatic (in thermodynamics)
where the protocol is assumed to be so slow that the
system is ergodic. Over a limited range the trajectory
is reversible, but it eventually reaches a saddle point in
the energy landscape. This is an unstable point and the
trajectory drops to a new energy minimum causing a sud-
den change in the energy and a singularity in the stress
[257, 302]. The crossing of a saddle point is irreversible,
with the trajectory falling onto a new energy minimum
having different saddle points. We expect that this cor-
responds with (or at least is related to) the irreversibility
of the STZ’s studied by Falk and Langer discussed above.
Obviously the crossing of the saddle points corresponds
to some sort of yield stress and is responsible for plas-
tic deformation in the AQS limit. The AQS simulations
have shown that plastic deformation in solids is subex-
tensive and not localised [302]. This work supported the
earlier work on the nonlocal nature of plastic events in
amorphous solids by Maloney and Lemaître [331]. It has
also been concluded, in the AQS limit, that the first non-
linear coefficient has anomalous fluctuations upon taking
the thermodynamic limit and all higher coefficients di-
verge [210]. This calls into question the existence of
solidity in amorphous solids at zero temperature. The
AQS method does not necessarily sample the same re-
gions of microscopic phase space that an equilibrated or
well aged glass does. Whether this seriously affects the
above conclusion about solidity is not known.
Now Eshelby’s work suggested quadrupolar energy re-
laxations [156], but these were not initially identified
in simulation. In particular in Malandro and Lacks’
[322, 323] energy landscape picture shear leads to the an-
nihilation of local minima which are elementary events.
With these considerations, Maloney and Lemaître [330]
pondered whether the STZ should be local, working in
the AQS limit [330]. The picture Maloney and Lemaître
paint is one of localised events of plastic (irreversible)
re-arrangements which are linked by reversible (elastic)
branches. The plastic events can be interpreted as su-
perpositions of quadrupolar energy fluctuations, or a cas-
cade of elementary events leading to a superposition of
quadrupolar fields. The distribution of numbers of parti-
cles participating in these events scales with system size.
The energy dissipated apparently follows E0L where E0
is an elementary excitation energy and L is the box size.
Now the earlier work of Malandro and Lacks [322, 323]
had participation number independent of system size.
Subsequently, Caroli and Lemaître [297] identified the
plastic events as Eshelby-type quadrupoles which align
with the shear field and soften. Here “soften” means that
the non-affine field becomes concentrated in the lowest
eigenvalue of the Hessian, i.e. in the softest normal mode
(see section VE). Thus we find a connection between
soft modes and dynamical heterogeneity. This is encap-
sulated by Goldstein’s observation that “rearrangements
are of course occurring all the time in the absence of an
external stress; the external stress, by biasing them, re-
veals their existence” [191, 297]. We note that Lemaître
and coworkers worked in 2d [297, 330], in which there is
“less dimensionality” for the deformation to “leak away”
while Malandro and Lacks worked in 3d. Maloney and
Lemaître’s non-extensive scaling suggests cracklike pat-
terns and cascading events. However, Rodney and Schuh
found little correlation between those events which per-
colated through the simulation box of event and the cor-
responding potential energy [409].
Rodney and Schuh [409] considered STZs from the
point of view of thermal activation. In a similar manner
to the above they considered trajectories slaved to a lo-
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cal energy minimum at low temperature. However they
also considered the rate at which trajectories could leave
the minimum over the many possible saddle points us-
ing transition state theory. The traversal of the various
saddle points is due to thermal fluctuations that become
more important as the temperature is increased. This
is still very much a low temperature approach and re-
quires the computation of the barrier heights in the lo-
cal energy landscape (section III B) between the energy
minimum and the saddle point. The rates at which the
various saddle points are traversed to escape the current
inherent state are thus obtained and these rates change
with the strain due to the strain dependence of the en-
ergy landscape. Plastic deformation in particular led
to higher energy and lower stability. In order to eval-
uate the energy landscape for a sheared system, Rodney
and Schuh used the activation-relaxation technique (ART
Nouveau) of Malek and Mousseau [324]. In ART Nou-
veau one starts from an inherent structure, where the
system is in a local energy minimum (see section III B)
[492, 493]. Particles in a local region are displaced in such
a way that a saddle in the energy landscape is reached,
and the system is then allowed to relax. Relaxations
back to the original minimum are discarded. With Vali-
quette, Mousseau applied ART Nouveau to amorphous
silicon [532]. The activation events, at least in amor-
phous silicon, were found to be essentially local with a
barrier height limited by the cost of breaking one single
bond. Valiquette and Mousseau also found that there
was very little variation in the entropic barrier despite
a wide spread in energy. These observations might be
reconciled with those of Maloney and Lemaître because
silicon is a strong liquid with relatively little structural
change.
The athermal limit corresponds to granular matter
(section IIH). While a serious discussion lies beyond our
scope, we note that in the context of granular matter,
Manning and Liu [334] argued that soft spots are the
amorphous equivalent of dislocations in crystals. Their
study of the normal modes showed that it is not clear
how the modes in the quiescent system without shear
correspond to the critical re-arrangement, in particular
it is not always the lowest frequency mode. However a
strategy for identifying which modes are important and
how many particles participate in each mode was devel-
oped. Crucially, rearrangements were found to occur at
soft spots whose lifetime is long compared to the time
between re-arrangements. The soft spots are structurally
distinct because the analysis by which they are identified
is purely structural in nature with no dynamical compo-
nent. However (like the high-propensity particles in the
isoconfigurational ensemble, section VE) the nature of
the structural distinction is subtle.
These connectivity arguments chime with findings of
Yamamoto and Onuki [572]. These authors identified
broken bonds to define a static structure factor deter-
mined from particles with such broken bonds Sb(k). This
enabled a dynamical correlation to be obtained in a sim-
ilar spirit to the four-point structure factor S4(k) [Eq
(10)]. Like S4(k) their Sb(k) is described well by a
Lorentzian (appropriate for critical behaviour). Thus the
regions of broken bonds increase in size with shear rate,
so STZs are delocalised in this means of measurement.
Barrat, Bocquet and coworkers [377] developed a gen-
eralised coarse-grained model for flow in glasses. Their
elastoplastic model emphasised spatial correlations and
time fluctuations of local stresses. This gave local al-
ternation between an elastic regime and plastic events
during which the local stress is redistributed. Notably,
at low shear the dynamic correlation length scaled with
system size, in a similar way to the results of Maloney
and Lemaître [330]. Thus a connection is made with the
energy landscape. At higher shear, the dynamic correla-
tion length dropped, scaling as γ˙0.6.
Another key parameter in determining the strength of
glasses is the quench rate. Shi and Falk [468, 469] con-
sidered the role of quench rate on some model glassform-
ers: the Wahnström, Kob-Andersen and Dzugutov mod-
els. In all cases, for low quench rates the yield stress was
higher, however plastic deformation appeared to occur at
a rather constant stress. Quickly quenched systems ex-
hibited homogenous deformation, with the stress-strain
curve reaching a plateau without any significant peak.
Slowly quenched systems showed a peak in the stress-
strain curve at the yield stress, at higher strains the stress
approached that of the quickly quenched systems. Shi
and Falk also considered the local structure in the Wahn-
ström model, which was shown to exhibit a percolating
network of Frank-Kasper polyhedra (section III F) that
was destroyed upon yielding [469]. In the KA model,
no percolating network was found. However more recent
studies [108, 111, 327] have found a network of locally
favoured structures (distinct from those investigated by
Shi and Falk) suggesting that the approach of Shi and
Falk might be revisited in the case of the KA model, to
investigate any generality of a network of LFS which is
resistant to shear.
B. Shear in supercooled liquids
While most work focussed on the glass regime, i.e. at
temperatures far below those at which the system can be
equilibrated, Chattoraj and Lemaître [87] considered the
behaviour around the temperature at which equilibration
can be achieved, T simg . Recall that this concerns simu-
lation, so the relevant temperature is rather higher than
would be the case for molecular experiments. In short,
Chattoraj and Lemaître showed that supercooled liquids
behave as solids which flow. They obtained two major re-
sults : (i) Eshelby strains [156] are observed around and
above T simg , in the Newtonian regime. This was a sur-
prise, as such quadrupolar strains are usually thought to
be peculiar to low-temperature, plastic, deformation; (ii)
correlations between shear relaxation centres emerge as
soon as the temperature is decreased enough that the sys-
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tem enters the shear-thinning regime. The Newtonian-
to-shear-thinning crossover thus appears to be controlled
by the competition between the flow events needed to re-
lax shear and randomly oriented shear events triggered by
thermal activation. Very recently Schoenholz et al. [451]
have extended the soft spot approach of Manning and Liu
[334] to thermal glasses. They found that soft spots, iden-
tified via a normal mode analysis provided a reasonable
correlation with the shear transformation zones identi-
fied following Falk and Langer [160]. The correlation ex-
tended well into the supercooled regime where the system
could be equilibrated and the lifetime of the soft spots
was comparable to τα. In colloid experiments, Schall
and coworkers have investigated spatial correlations of
non-affine displacements. These correlations are found to
be anisotropic in the glassy regime (weak thermal fluc-
tuation) and isotropic in the supercooled liquid regime
(thermal fluctuations dominate shear) [95]. Recently,
Mosayebi and coworkers combined normal mode analy-
sis with their non-affine displacements approach (see sec-
tion IVG) [370]. The non-affine displacements detect
plastic events in a supercooled liquid. What is far from
intuitive about their findings is that the normal modes re-
lated to non-affine displacements are distinct from those
related to propensity, i.e. regions of the system inclined
to undergo relaxation in the isoconfigurational ensemble
(section VE). In other words there are two populations of
normal modes in the inherent structure related to solidity
(the non-affine displacements) and mobility.
FIG. 54: Shear transformation zones in Cu64Zr36 at a
shear strain of 7%. Cu atoms only are rendered. The colors
are mapped to the various levels of non-affine (plastic)
atomic strains. In particular, purple regions correspond to
elastic deformation while yellow are STZs. Two elastic
regions and one STZ are indicated and their local structure
shown in the insets. For the elastic regions, full icosahedra
(blue) are dominant, while in the STZ, more Cu atoms are
found in non-icosahedral polyhedra (red). Smaller green
dots are in small polyhedra [89].
C. Shear and local structure in metallic glass
Cheng et al. [89] have shown that the local order
in Cu-Zr and in Cu-Zr-Al can be controlled through
the composition. The population of icosahedra increases
with Cu content and on substitution of Zr with Al. Upon
increasing the population of icosahedra, the resistance to
the initial yielding is increased, as is the softening after
the initial yielding and the inclination towards strain lo-
calisation. The critical stress (that before the onset of
bulk plastic flow) was found to be proportional to the
elastic modulus at different compositions. Cheng et al.
went on to suggest that this might mean a universal crit-
ical strain, at least for the Cu-Zr-Al systems they con-
sidered [89]. A snapshot (Fig. 54) from Cheng et al.’s
work shows the relationship between icosahedra, which
tend to resist plastic flow, and STZ. Regions undergoing
elastic deformation are rich in icosahedra compared to
STZ. These results may be contrasted with those of Shi
and Falk [470] where nanoindentation of the Wahnström
model in 2d was considered at low temperature, deep in
the glass. Short range order, in the form of polygons,
showed some correlation with regions which underwent
high shear under indentation, but the correlation is weak.
Considering local free volume [105], little correlation was
found.
In experiment, Das et al. [119] also investigated CuZr
which, like a number of metallic glasses, has poor ductil-
ity. They found that CuZr has nano crystals, crystalline
regions whose size was less than a nanometre but which
accounted for up to 10% of the volume. Introducing a
small amount of Al is known to change the local struc-
ture (see section VIA). In this case, Cu47.5Zr47.5Al5 was
found to increase the yield strength and ductility. Upon
failure, shear bands were observed. However these tended
to intersect, providing a possible mechanism for suppres-
sion of catastrophic failure and increased strength. Also
in CuZr, with embedded atom model simulations, the
work of Peng et al. [396] is among the few papers to di-
rectly focus on local structure and its role in deformation,
in this case compression. They found a degree of corre-
lation between pentagonal bipyramids and locally “solid”
regions, i.e. those more resistant to deformation.
XI. OUTLOOK
We have considered a number of ways of measuring
structure and its implications in various aspects of dy-
namical arrest. In closing, we consider what we believe
to be the current state of the art regarding the role of lo-
cal structure in arrest. In our introduction we noted that
there were two main questions. The first being the role
structure might play in the dynamical slowdown, and the
second being its role in preventing crystallisation.
Perhaps the first task is to enquire as to which classes
of materials there is enough evidence to meaningfully dis-
cuss the role of local structure. Of the model systems en-
countered in section II B, BKS silica and related models
exhibit relatively little change in structure upon super-
cooling [110]. The others we have emphasised (Lennard-
Jones models and hard spheres) do exhibit a considerable
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change in higher-order structure. This seems to be mir-
rored in variants of these models (such as soft spheres)
in 2- and 3-dimensions. We have seen in section V that
model systems often form closed-shell Voronoi polyhedra
(such as icosahedra and bicapped square antiprisms and
sometimes crystalline order) [108, 300, 326, 327, 416].
Similar or identical structures are encountered in models
of metallic glasses although we note that the latter field
sometimes places emphasis on the Frank-Kasper poly-
hedra [90] (see section VIA). It appears that bicapped
square antiprisms are associated with non-additive in-
teractions between the species. This seems clear in
the case of the Lennard-Jones models, where the non-
additive Kob-Andersen mixture forms bicapped square
antiprisms, while the additive Wahnström mixture forms
icosahedra (section II B, Fig. 21). Bicapped square
antiprisms are also encountered in metallic glassformers
where interactions can often have a significant degree of
nonadditivity [159]. This suggests that it may be possi-
ble to interpret metallic glassformers along the same lines
as Lennard-Jones models and perhaps hard spheres.
We believe that, at the present time, too little is
known of the structure in more complex systems, such
as chalcogenides (see section VIB) to make similar state-
ments. These materials are undoubtedly fascinating and
as their interplay between crystallisation and vitrifica-
tion is unravelled, we expect that parallels with the
simpler systems based on spherical interactions may be
made. But for now, it is unclear how exactly to think
of structure during vitrification in chalcogenide glass-
formers, save to note that the process is more complex
than the Voronoi polyhedra relevant to the model sys-
tems and metallic glassformers. Similar observations may
be made concerning polyamorphic systems. At present,
while their interactions may not exhibit the complexity
of the chalcogenides, the current focus rests on demon-
strating a liquid-liquid transition, rather than upon any
relationship between local structure and slow dynam-
ics. However, by definition, structure must play a role
in polyamorphic systems, so these seem a rich field in
which to investigate the role of structure in slow dynam-
ics. Likewise structural changes in aging seem an attrac-
tive way of elucidating a system’s route as it settles down
its energy landscape, should one choose such an interpre-
tation. We now summarise our opinion of the state of
the art regarding the role of local structure in dynamical
arrest.
Locally favoured structures — Supercooling leads to
a high population of particles in locally favoured struc-
tures but this by itself does not demonstrate a complete
structural mechanism for dynamical arrest. However evi-
dence is provided by correlating those particles in locally
favoured structures with dynamical heterogeneity in the
sense that dynamically slow regions have a higher popu-
lation of locally favoured structures than the dynamically
fast regions.
Simultaneous increases of dynamical and structural
lengthscales would provide strong evidence for a struc-
tural mechanism for dynamical arrest. However, as dis-
cussed in section VC, this simultaneous increase has
certainly not universally been found, especially in d =
3. Indeed, while some groups have identified a con-
current increase of structural and dynamic lengthscales
[261, 300, 368, 369, 442, 507], the majority seem to find
that the dynamic correlation length as determined by
the four-point correlation length ξ4 increases faster than
the static length, sometimes even in the same system
[86, 138, 218, 255, 256, 277, 326, 416, 500].
Where does this leave the case for a structural mecha-
nism for arrest? As discussed in section VC, there are at
least three possibilities for the discrepancy between static
and dynamic lengths, the first of which is that structure is
not the dominant mechanism. Another possibility is that
either the four-point dynamic correlation length ξ4 or the
LFS lengthscale are not the “right” length scale to con-
sider. The latter point is rationalised by noting that the
structure influences dynamics on lengthscales longer than
the LFS themselves [326, 327], which could lead to arrest
in non-LFS gaps between in the LFS network (Fig. 29)
[1]. Another possibility is to question the use of ξ4 and
to enquire as to whether simulation and colloidal experi-
ments (the main techniques from which these quantities
can be computed) actually access enough of the super-
cooled regime. As the Angell plot makes clear, (Fig. 2),
this runs to much more than the five or so decades probed
by these particle resolved techniques.
Considering the use of ξ4, we note that the mode-
coupling transition marks, loosely, the end of the particle-
resolved studies regime accessible to simulation and col-
loid experiment. We cite two pieces of evidence before
speculating. The first is the observation that the diver-
gence of ξ4 correlated rather well with the mode-coupling
temperature [291], and indeed a free fit suggests diver-
gence of ξ4 at the mode-coupling temperature [327].
Furthermore, the behaviour of ξ4 as a function of su-
percooling changes around the mode-coupling transition
[174, 327] as do certain other dynamic lengthscales [277].
The second piece of evidence comes from (indirect) mea-
surements of dynamic lengthscales around the molecular
glass transition Tg, which are no bigger than ξ4 in the ac-
cessible regime [18, 38, 100, 117, 133, 146, 517, 526, 573]
and indeed appear rather smaller than ξ4 in this accessi-
ble regime [117]. This corresponds to nine decades change
in relaxation time between the limit of particle resolved
studies and the molecular glass transition [204]. This in
our opinion casts doubt over the use of ξ4 as the dynamic
correlation length unless the mode-coupling transition or
some other phenomenon is invoked to explain a drop in
ξ4 at deeper supercooling. Thus even if the structural
correlation length does not exhibit the same scaling as
ξ4 in the regime accessible to particle-resolved studies
T & TMCT, this doesn’t by itself rule out local struc-
ture as a mechanism for slow dynamics, especially in the
T < TMCT regime.
Other pieces of evidence in favour of structure (some-
how) controlling dynamics include the following.
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FIG. 55: Structure encodes slow dynamics. Intermediate
scattering functions for the Kob-Andersen mixture run at
T = 0.5 and T = 0.6 is indicated. The thick black line
corresponds to configurations prepared at T = 0.6 in the
µ-ensemble (section VD) run with normal dynamics at
T = 0.6. Clearly, something in the configurations produced
by the µ-ensemble encodes slow dynamical behaviour. [484].
1. The isoconfigurational ensemble (section VE).
That the dynamics in the isoconfigurational en-
semble are non-trivial [556] demonstrates that
something in the structure can at least influence
dynamic heterogeneity. If one believes that dy-
namic heterogeneity is related to vitrification, then
it seems that something structural can, at the very
least, influence vitrification. The question the iso-
configurational ensemble raises is exactly what as-
pect of the structure connects to the dynamics?
The correlations of locally faroured structures so far
identified with the dynamics seem somewhat weak
[217, 237, 555], normal modes are correlated with
the dynamics more strongly [558] but only at short
times [237].
2. The s- and µ-ensembles (sections III J and VD).
Figure 55 illustrates the case that something in
the structure of configurations produced by the
ensembles which drive phase transitions in trajec-
tory space influences the dynamics. Here configu-
rations are run from the µ-ensemble at T = 0.6.
The resulting intermediate scattering function (av-
eraged over many independent runs) decays much
slower even than conventional simulations even at
the lower temperature of 0.5 [484]. Given that
the µ-ensemble configurations are rich in bicapped
square antiprisms (the locally favoured structure) it
might be tempting to suggest these are responsible
for the change in dynamical behaviour. However
in reality the situation is not so straightforward.
Firstly, similar behaviour has been observed in the
s-ensemble which biases dynamics and also changes
the structure [240, 484]. Now s-ensemble inactive
configurations are also rich in bicapped square an-
tiprisms [484], so one could claim the same cause.
However the fact that in the µ-ensemble the trajec-
tory length must be nontrivial to see any transition
indicates that this effect is at least partly dynami-
cal in origin.
Put another way, simply biasing a Monte-Carlo
simulation to produce more bicapped square an-
tiprisms without recourse to trajectory sampling
leads to configurations rich in the LFS. Crucially,
unlike the µ-ensemble, these LFS-rich configura-
tions exhibit similar dynamical behaviour to unbi-
ased simulations [484]. Thus, again, something in
the structure controls the dynamics, but it is not as
straightforward as being perfectly correlated with
LFS. Perhaps there is something “special” in the
LFS generated in the µ−ensemble that is not gen-
erated upon structural biasing. Certainly, not all
LFS are the same : they have a wide distribution
of lifetimes [326, 327, 416]. One possibility here
is that the stochiometry of the LFS may be impor-
tant. As discussed in section VIIB, Malins et al.
[326] emphasised the role of LFS stochiometry in
the Wahnström model.
3. Our final piece of evidence comes from tests of
RFOT by pinning [67] and measuring overlaps [41]
discussed in section IIID. Both indicate a transi-
tion of a thermodynamic nature, and thus imply a
role for structure. However, these approaches are
order-agnostic (section IVG) so do not rely on
a particular type of structure. In this way, there
is some similarity with observations from the iso-
configurational ensemble and indeed from the dy-
namical phase transitions discussed in the preced-
ing paragraph : there is something in the structure
but we do not yet know what.
It is the authors’ opinion that something in the struc-
ture plays a very significant role in determining the dy-
namics in systems undergoing arrest. Identifying the
nature of the “something” remains a major challenge.
Perhaps the closest we have to such a realisation at
the moment, in the sense of tangible structures, are lo-
cally favoured structures, identified via Voronoi analy-
sis, bond-orientational order parameters [488], the com-
mon neighbour analysis [222] and the topological cluster
classification [328]. However, as our discussion makes
clear, these do not yet form a complete description for
dynamical arrest in glassformers. Finally the situation
in spinodal gelation seems clearer where local structure
can claim victory as a mechanism for dynamical arrest
[419].
The role of structure in suppressing crystallisation —
The current state of the field appears to be a rather dis-
parate collection of studies on individual systems. Even
in the much-loved hard spheres, the absence of a consen-
sus on a mechanism for crystallisation (not to mention
the wild discrepancy on nucleation rates between experi-
ment and simulation, section VIIA) suggests that identi-
fying some kind of universal mechanism will be challeng-
ing. It is the authors’ view that the crystallisation mech-
anism in each class of glass forming material needs to be
treated separately, until such time as different classes of
material may be identified. One possible way forward
would be to investigate any link between common locally
favoured structures in the liquid and crystal structures.
However the work of Tang and Harrowell [512] (section
VIIC) already shows that care must be exercised with
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such an approach. One thing that would greatly further
our understanding of the role of crystallisation would be
the determination of full phase diagrams for model glass-
formers.
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