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Abstract
A large document collection that builds up over time usually contains a number of different
themes. All of these themes or topics are not equally important at the same time. One
topic might have high probabilities in some years due to some relevant events, and low probabilities in other years. Analyzing the evolution of such topics has useful applications in a
variety of domains, for example, helping researchers to quickly see the changes of research
topics in an area, assisting intelligence agents in tracking the activities of a terrorist group,
or monitoring damages caused by a natural disaster. In this dissertation, I present three
different models that I developed to capture the evolution of topics in dynamic corpora in
different domains. First, I present a novel algorithm for finding the lineage of a scientific
article. The algorithm provides a unique way of encoding temporal information in a document that helps discovering more interesting lineage compared to the other state-of-the-art
models. Then, I propose a topic model called STEM that accurately extracts high-level
themes from a corpus, and also simultaneously captures the evolutionary patterns of those
themes. Topic models have been used for summarizing text corpora for a long time, but
STEM is the first model that combines the ideas of supervised inference and topical evolution. In many contexts – political conflicts, for instance – topics don’t evolve only over
time, they have different degrees of impact in different geolocations as well. Therefore, I
finally developed a new spatiotemporal topic model that can track geopolitical conflicts
over the temporal and geographical dimensions. For each of these models, I present results
of qualitative and quantitative analysis on multiple real-world datasets demonstrating the
effectiveness of the model.
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Chapter 1
Introduction
With the rapid growth in digital media, especially in the last couple of decades, we have a
large number of corpora from a variety of domains such as newspaper archieves, scientific
publications, social media posts, etc. Many of these text collections grow over time and
usually contain a number of hidden themes or topics. Being able to capture the latent
topics of such a corpus, and track the evolution of those topics can be extremely helpful
in many domains. As an example, consider the case of a researcher who wishes to explore
a new research area. A high-level summary of the important topics in that area extracted
from related publication archives, along with the evolution of those topics over time, would
help her detect the emerging topics and narrow down the scope of the area that she is
interested in. For example, Figure 1.1 shows the evolutionary patterns of 10 computer
science and engineering-related topics extracted by STEM model, which I am going to
describe in detail in Chapter 3, from a scientific publication archive. This figure reveals,
for instance, the fall of “Filtering Theory” followed by the rise of “Artificial Intelligence”
in the last decade, which rightly indicates the paradigm shift that took place in the area
of prediction and estimation. Another useful application of such evolutionary topic models
can be in the intelligence analysis domain. Instead of going over hundreds of articles from
multiple sources, analysts can use a spatio-temporal topic model to conveniently analyze
recent topics and their activity levels at different geolocations and time periods. That
information would help them achieve situational awareness to aid better decision making.

1

Wireless LAN
Pattern Classification

Filtering Theory
Mobile Radio
Error Statistics

Image Segmentation
Pattern Clustering

Speech Recognition

Figure 1.1:

1.1

Evolutionary patterns of 10 different topics inferred by STEM from the
IEEE publication dataset.

Document-level evolution of concepts

There have been several ideas [11, 14, 41] on capturing the evolution of concepts at the
document level. In this line of work, the general scenario is: an article that discusses a
particular concept is picked as a seed document, then the proposed method choose a set of
past articles that are most likely to have influenced that seed article, and this procedure
keeps repeating using those older articles as the new seed documents. At the end of this
process, we get a lineage of the seed article in the form of a tree, where every path in that
tree gives us a picture of merging, splitting and evolution of different ideas. Shaparenko and
Joachims [41] explain a mechanism named information genealogy that heavily depends on
textual similarity to compute dependence between documents while forming a lineage. As
a result, their approach does not capture influential documents that do not contain much
textual overlap with the initial set of documents. In practice, two scientific articles may
contain different textual content but one may influence or relate to the other historically.
2

For example, with the use of terms related to bipolar junctions in physics the vocabulary
in electrical engineering started to change which eventually resulted in a strong branch
of scholarly endeavor — computer engineering. Similarly, the innovations as well as the
vocabulary in laser physics fostered the area of cancer treatment influencing the literature
in biomedical science. This brings up my first research question.
Research question 1: Is it possible to develop a model for discovering the lineage of a
document which cannot be captured by mere textual similarity? What additional features
than textual contents of the documents are needed for such a model?
To address Research question 1, I propose an algorithm that encodes historical trends
of the entities used in an article in the form of a temporal series that is used to detect
causality with other articles avoiding direct similarity computation between documents
while discovering a lineage. The details of my approach is described in Chapter 2. Figure 1.2
shows an example of a lineage identified by the proposed method for a document in the
IEEE Xplore library (Article Reference Number: 6729600). The seed document embeds
the concepts of spatio-temporal data, social media, and recommender system in one article.
The paths shown in the lineage illustrate that the topics of this document were influenced by
different areas of research including relational database with temporal aspects, association
rule mining, network analysis, and viral marketing in social media. Though I applied my
methodology in the domain of scholarly articles, it is a general-purpose framework and
can be applied to document collections in other domains, for example, discovering chain of
previous events from newspaper articles that led to a given current event.

1.2

Tracking topical evolution

Another approach towards studying the evolution of concepts in a document collection is
through topic modeling. Topic modeling is an Information Retrieval (IR) technique that
3
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Figure 1.2: Lineage of a sample article from IEEE publication archive.
extracts high level concepts (or topics) from a collection of documents. Topic modeling
techniques are based on the expectation that logically related words will co-exist in the
same document more frequently than words from different topics. For example, in a document about the outer space, it is more possible to find words such as planet, satellite,
universe, galaxy and asteroid. Whereas, in a document about the wildlife, it is more likely
to find words such as ecosystem, species, animal, and plant. Latent Dirichlet Allocation
(LDA) [5] is one of the most fundamental topic models for inferring such latent topics.
LDA is a generative model that assumes that a corpus has a fixed number of latent topics
and each document is a mixture of all those topics, while each topic in turn is a probability distribution over all the words. This model results in very concise representations of
the documents which are shown to be very useful in information retrieval, document sum4

marization, and classification tasks. A number of variations [2, 3, 13, 47] were proposed
subsequently to improve different aspects of LDA.
All these topic models operate in an unsupervised manner and the topics are learned
mostly based on co-occurrences of words. As a result, many topics become difficult to interpret, and the models provide no method to tune the topics to fit an end-user application.
To make the topics more interpretable, several supervised techniques [25, 21, 34, 35] have
been proposed in the literature. However, one major limitation of these supervised model
is that they consider the corpus as a static collection. In reality, most text collections grow
over time and different topics may have varying degree of influence at different periods of
time. By ignoring the dynamics of the corpus, static models miss the opportunity for the
topics to be guided by the documents’ temporal information. A few models [4, 51] try to
leverage timestamps of the documents to capture the evolution of the topics. However,
being unsupervised, these models suffer from the lack of flexibility in incorporating domain
knowledge and from the difficulty in interpretation of the resultant topics. This takes us
to my second research question.
Research question 2: How can we build a topic model for simultaneously learning
highly interpretable topics and their evolution over time?
To address Research question 2, I propose a novel graphical model, Supervised Topical Evolution Model (STEM), in Chapter 3 that incorporates both labels and timestamps
of each document in the topic inference process. We demonstrate through extensive experiments on three different datasets that the proposed model is able to effectively infer
high-quality, distinctive topics, and also to capture their evolutionary patterns.

5

1.3

Spatio-temporal topic modeling

Though some document collections like scholarly publication archives might not be interesting for exploiting the location information of the documents, there are many important
domains where topical evolution over geographical locations is of great interest. For example, impact of a geopolitical conflict usually evolves over different locations as well as
over time. Being able to model the evolution of such conflicts from public document collections like news articles helps intelligence analysts to track the conflicts and take necessary
steps. Social networking and micro-blogging services such as Facebook, Twitter, Tumblr
and Weibo also have become very important tools for online users to share breaking news
and interesting stories. They are even used for organizing flash mobs and protest groups.
For example, Twitter was used extensively in a number of events and emergencies, ranging
from elections, earthquakes and tsunamis to playing an instrumental role in facilitating
political upheavals in the Middle East. Due to the availability of such a massive amount of
geo-tagged textual content, there have recently been many works [10, 56, 17] in the area of
geographical topic modeling. Though these models are shown to be effective in capturing
geographical distributions of topics, they lack the temporal elements and therefore fail to
track the continuous change in the location distribution of a topic. Tracking a topic simultaneously in temporal and spatial domains poses a number of challenges. The model needs
to infer a lot more variables due to the added dimension. Also, with only a few documents
in each location and timestamp pair, the model needs to solve the data sparsity issue. On
top of that, the topics themselves are not usually very interpretable if the inference process
is unsupervised; so, inferring evolution of such topics becomes even more confusing. There
is no single model in the literature that aims to handle all these challenges at the same
time. Therefore, my final research question is
Research question 3: How can we develop a spatio-temporal topic model to effectively capture the evolution of topics over time and over different geographical locations?
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In Chapter 4 I present our proposed model, GTCon, for addressing this research question. GTCon extends the STEM model to incorporate geographical information in its
inference process. I particularly focus on tracking geopolitical conflicts from news articles
as the use case of this model. The model also includes our observation that political conflicts tend to have more impact in its nearby geolocations and immediate time periods than
in the ones far apart.

1.4

Related Work

In this section we review the literature related to different aspects of our work to put our
contributions in perspective.

1.4.1

Evolution of Scholarly Articles

Big collections of scholarly articles from digital libraries have been exploited in multitude
of applications including keyword extraction [6], citation recommendation [20] and summarization of new contributions [46]. In an attempt to find the influential articles of a current
document, Shaparenko and Joachims [41] try to explain the content of a document using
the textual content of previously published articles. The premise for this paper is that
ideas manifest themselves in statistical properties of a document, and that these properties
can act as a signature for an idea which can be traced through the database. Following
this premise, the authors present a probabilistic model of influence between documents and
design a content-based significance test to detect whether one document was influenced by
an idea first presented in another document. Though this method performs well to identify
influential articles in the literature, it is heavily dependent on textual similarity of the documents, and therefore, fail to identify influence where there is less or no textual overlap.
El-Arini and Guestrin [11] and Hasan et. al. [14] go beyond the keyword matching and
utilize other meta-information like citations to find the related articles for a given set of
7

papers. In Chapter 2 we introduce the concept of causality to understanding the evolutionary nature of research. Though the idea of causality has been successfully used in the
fields of economics [12, 7] and neuroscience [37], this is the first attempt, to the best of
our knowledge, to exploit Granger causality [12] for understanding the lineage of scientific
documents.

1.4.2

Evolutionary Topic Models

Finding hidden themes in a document collection has been of great interest to data mining
and information retrieval researchers for more than two decades. An early work in the
literature is latent semantic indexing (LSI) [9] that maps document and terms in a special
“latent semantic” space by applying dimensionality reduction on traditional bag-of-words
vector space representations of documents. A probabilistic version of LSI, pLSI [16], introduces a mixture model where each document is represented by a mixing proportion of
hidden topics. Latent Dirichlet Allocation (LDA) [5], a somewhat generalized but more sophisticated version of pLSI, is one of the most notable models in the literature. It provides
a generative probabilistic approach for document modeling assuming a random process
by which the documents are created. LDA spawned a deluge of work exploring different
aspects of topic modeling. For example, Online LDA (OLDA) [2] handles streams of documents with dynamic vocabulary, Wallach [47] and Griffiths et al. [13] exploit the sentence
structures of documents and Correlated Topic Model (CTM) [3] captures the correlation
between topics. Neural network based topic models [22, 40, 48] also have received great
attention recently. These models generally replace the traditional generative process by
backpropagation based learning algorithms.
One important limitation of these models is that they infer the hidden topics in an
unsupervised manner, mostly based on word co-occurrences. This makes the topics hard to
interpret for the end users. A number of supervised learning models have been proposed to
address this interpretability issue. Supervised LDA [25] adds a response variable associated
with each document, and jointly models the documents and the responses in order to find
8

latent topics that will best predict the response variables for future unlabeled documents.
DiscLDA [21], which is a discriminative variation of LDA, associates a class label with each
document and learns a topic mixture for each label. Unlike these two models, MM-LDA
[35] is not limited to one label per document. It assumes multiple tags for each document
and learns the topics by observing both the words and tags simultaneously. Labeled LDA
[34] is also a multi-label supervised model which brings even more interpretability to the
topics by defining an one-to-one correspondence between the labels and the latent topics.
Maximum entropy discrimination LDA (MedLDA) [59] model integrates the mechanism
behind the max-margin prediction models like SVM with the mechanism of LDA under a
unified constrained optimization framework. The latent topics generated by MedLDA are
more discriminative and suitable for prediction tasks such as document classification or
regression. There are also a few semi-supervised topic models that handle the situations
where labels for many of the documents in the corpus are not available. SSHLDA [24] is a
semi-supervised hierarchical topic model that automatically explores new topics from the
corpus while incorporating information from observed hierarchical labels into the modeling
process. Partially Labeled LDA (PLDA) [36] introduces models that make use of the
unsupervised learning style of topic models to discover the hidden topics within each label,
as well as unlabeled, corpus-wide latent topics.
Although these supervised models leverage explicit annotations of the documents to
improve the quality of the topics, they all consider the document collections as static. A
number of models such as Dynamic Topic Model (DTM) [4], Topics Over Time (TOT) [51]
and Evolutionary Theme Pattern [26] were proposed to address the dynamics of the corpus.
DTM divides the corpus into a fixed time slots and applies topic modeling on the subset
of documents in each time slot while learning the topical transition in consecutive time
slots by a Gaussian noise. The evolutionary theme pattern model also divides documents
into time slots but tries to capture evolution by computing topic similarity in close time
intervals. TOT model alleviates the problems related to discretization of time by learning
a Beta distribution over continuous time space for every topic. Our proposed model STEM
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in Chapter 3 also treats time as a continuous phenomena, but by adopting a supervised
approach it is able to produce more crisp and interpretable topics while capturing the
topical evolutions more effectively.
There are existing efforts on improving the runtime of classic LDA to make it feasible
for large web-scale datasets. Yan et al. proposed a parallel inference method [55] for
LDA using Graphical Processing Units (GPU). Newman et al. [30] introduced another
parallel version of LDA that can provide substantial memory and time savings. The method
proposed by Newman et al. is fully synchronous requiring a global synchronization at each
iteration. Asuncion [44] proposed an asynchronous sampling approach where the data
pieces are distributed across P processors. The processors independently perform Gibbs
sampling on their local data and communicate in a local asynchronous manner with other
processors. PLDA [52] is a distributed, MapReduce based solution that resolves storage
and computation bottlenecks of LDA and provides fault recovery for lengthy distributed
computations. Smola and Narayanamurthy [43] proposed a similar distributed method but
achieved a much better throughput by avoiding separate computation and synchronization
phases. Liu et al. [23] provides another improvement over PLDA by suggesting a number
of new strategies like data placement, word bundling and priority-based scheduling. Our
STEM model is unique in this comparison due to the fact that we infer not only the topics
but also their evolution, and use an in-memory, asynchronous approach to parallelizing the
inference.

1.4.3

Geographical Topic Models

Most of the work in geographical topic modeling are intended to tracking the topics over
geo-locations. Location Aware Topic Model (LATM) [50] is a probabilistic graphical model
that explicitly models the relationships between locations and words by employing a variational EM algorithm. The framework utilizes named entity recognizer like [58] to extract
location information from the content of the documents, in addition to the explicit geographical information available as meta data. Eisenstein et al. [10] presents a model that
10

jointly identifies words with high regional affinity, geographically coherent linguistic regions,
and the relationship between regional and topic variation. The key modeling assumption
here is that the regions and topics interact to shape observed lexical frequencies. Yin
et al. [56] propose three different models for geographical topic discovery – a text driven
model, a location driven model and a novel location-text joint model called LGTA (Latent
Geographical Topic Analysis), which combines geographical clustering and topic modeling
into one framework. They showed that the joint model not only is able to discover the
geographical topics of high quality, but also can estimate the topic distribution in different geographical locations for topic comparison. Hong et al. [17] address the problem of
modeling geographical topical patterns on Twitter by introducing a novel sparse generative
model. It utilizes both statistical topic models and sparse coding techniques to provide a
principled method for uncovering different language patterns and common interests shared
across the world. GeoFolk [42] is another approach for multi-modal characterization of social media by combining text features (e.g. tags as a short, unstructured text labels) with
spatial knowledge (e.g. geotags and coordinates of images and videos). This framework
combines these two aspects in order to construct better algorithms for content management,
retrieval, and sharing. The approach is based on multi-modal Bayesian models that allow
the integration of spatial semantics of social media in a well-formed, probabilistic manner.
In contrast to all these methods, we do not limit topical distributions to only geographical
locations. We like to model topical evolutions over time and geolocations simultaneously
to understand the spread of ideas better.
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Chapter 2
Encoding Lineage in Scholarly
Articles
Majority of the content of this chapter has been published in “Naim, S. M., Kader, M. A.,
Boedihardjo, A. P. and Hossain, M. S. (2016). Encoding Lineage in Scholarly Articles. In
the Scholarly Big Data Workshop of the AAAI Conference on Artificial Intelligence. pp.
677-683”. In this chapter when I use plural terms like ‘we’, ‘our’ and ‘us’, they refer to all
the authors of that paper [28].

2.1

Introduction

With the rapid growth in electronic publication of scientific articles, we now have many
digital libraries richer than ever. For example, both IEEE Xplore (ieeexplore.ieee.org) and
Pubmed Central (ncbi.nlm.nih.gov/pmc) have over 3.6 million full-text articles in their
collection while ACM Digital Library (dl.acm.org) contains more than 400 thousands publications in computing and information domain. Due to such vast collection of searchable
scientific articles, researchers in any domain find it much easier to retrieve documents related to a particular topic in the literature. Almost all of the available digital libraries
return search results based on the textual similarity of the initial query. However, results
returned against a search query are not enough to realize how the topic evolved and conceptually diffused over time from another topic. The topics of other domains that caused or
influenced the state in the past may not contain the same keywords that were used for the
query. In this chapter, we describe a mechanism that goes beyond similarity to capture the
12

actual dependencies between scientific articles to understand how a document published
recently has reached its current state.
Our framework, through a number of experiments conducted over 400,000 publication
abstracts from IEEE Xplore digital library, discovers lineage of documents that similaritydependent methods cannot detect. The main contributions of this work are as follows:
1. We represent a document as a time series that encodes historic importance of the
terms of the document from the entire vocabulary perspective.
2. Our framework provides a mechanism to cluster documents with high causal relationship.
3. We propose a systematic way to track the lineage of any published article in the form
of a chain of causal documents.

2.2

Problem Formulation

Let D = {d1 , d2 , . . . , dN } be the scholarly dataset of N articles containing M words W =
{w1 , w2 , . . . , wM }. Each article may contain an arbitrary number of words in any sequence.
The publication dates of the documents span over a time frame Y = {y1 , y2 , . . . , yl } where
yi is ith year and yi+1 = yi + 1. We denote the set of articles published in and before year
yi as Di . The tasks are:
• Identify the set of all causal dependencies in the corpus,
R = {(di , dj ) : dj has a causal dependence on di }.
• Construct a causal chain Hi = {h1i , h2i , . . . , hi

|Hi |

} for each article di ∈ D where h1i =

{di } and hqi is the set of documents each of which has causal influence on at least one
of the documents in hq−1
.
i
• Compute a clustering, C = {C1 , C2 , . . . , C|C| } of the corpus where documents in each
group Ci ∈ C demonstrate strong causal dependence among themselves.
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Methodology

The objective of the proposed framework is to identify causal dependency structure of all
the publications. The following subsections describe the functionalities of the proposed
framework: 1) represent documents as time series, 2) identify causal groups of articles, and
3) discover causal chains.

2.3.1

Document Representation as a Time Series

Our framework captures the change of the distribution of the vocabulary W over time by
reading the articles in a sequence as they were published. We compute the term distribution
at the end of every year to capture this evolving nature of the vocabulary. Let the term
distribution after the ith year be γi = {γi1 , γi2 , . . . , γiM } where γij is the frequency of the
jth term of the vocabulary W in all the document published in or before the ith year and
PM j
j=1 γi = 1.
This evolving distribution of the vocabulary enables us to generate a time series for each
document based on the relative novelty of that article. If an article d ∈ D published in the
jth year contains entities that have already been published in the literature in any ith year
14

where i < j, then d will not introduce much change in γi since the distribution already
contains some values for those entities. Based on this concept, we replicate document d and
place it in the partial corpus Di . Let the extended corpus for document d in the ith year
be D̄i = Di ∪ d and the term distribution of the extended corpus D̄i be γ̄i . The amount
of perturbation that document d creates in the distribution of the ith year is estimated as
the Kullback-Leibler divergence between the original distribution γi and the distribution
of the extended corpus γ̄i .

πdi

=

l
X

γi ln

i=1

γi
γ̄i

(2.1)

The order of two distributions γi and γ̄i in Equation 2.1 is important due to the asymmetric
nature of KL-divergence. Since our intention is to measure the extra information added to
the corpus Di by the inclusion of document d, we always compute the KL-divergence from
γi to γ̄i , not the other way around.
By placing d in each year yi ∈ Y we get a time series πd = {πd1 , πd2 , . . . , πdl } for d that
represents the document’s influence on the vocabulary over all the years. The red line in
Figure 2.1(a) shows this perturbation-based time series of a sample document.
In the next step, we create a synthetic document d0 that is an identical copy of d but
each of the terms being encoded by a unique identifier. That is, the terms in the synthetic
document do not appear in any of the documents in the entire corpus D. This ensures
that d0 independently holds the properties of d as a single document but it is a novelized
one since none of the documents contains the synthetic terms. Now following the same
procedure as we used for d, we add d0 to Di to form an extended corpus D̄i0 , calculate
the term distribution γ̄i0 for that corpus, and estimate the amount of perturbation d0 could
introduce. We construct πd0 = {πd10 , πd20 , . . . , πdl 0 } for d0 the same way as we computed πd .
The blue line in Figure 2.1(a) is the signal generated by placing d0 in every year. Since the
content of d0 is unique, the line for d0 will always have larger (or equal) value in every year
than the line for the real document d.
The time series πd0 is a representation of the degree of influence the document d would
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have had on the vocabulary had it be a completely unique document. Therefore, the
difference between the two time series πd and πd0 gives us an estimation of the amount
of uniqueness of document d in every year of the corpus — the smaller the difference the
closer it is to the extremely unique document. Figure 2.1(b) shows the signal for d that is
derived from the difference between πd and πd0 . We denote this signal as Sd and calculate
its magnitude in ith year as the difference between the angles created by the time series πd
and πd0 at the ith year.

2.3.2

Identification of Causal Clusters

The information provided by an article published today is an outcome of knowledge accumulated over time in the past. Each article in a corpus of a certain domain is very likely
to have a few articles to which it is causally dependent. We use the signal Sd generated for
each document d ∈ D to compute the causalities between all articles. We leverage Granger
causality test in this purpose. Granger causality [12] is a statistical hypothesis test which
estimates the usefulness of one time series in predicting the future values of another time
series. A time series X is said to Granger-cause another time series Y if it can be shown
that those X values provide statistically significant information about future values of Y .
We use Granger causality to test if there exists any causal relationship between two documents. Assuming that the document di was published before the document dj , we test the
following hypothesis to identify a causal effect from di to dj :
P[dj (t + 1) ∈ A|I(t)] 6= P[dj (t + 1) ∈ A|I−di (t)]

(2.2)

where P indicates probability, A is an arbitrary non-empty set, and I(t) and I−di (t) respectively denote the information available as of time t in the corpus, and that in the corpus
excluding di . If the above hypothesis is accepted, we say that document di Granger causes
document dj . Figure 2.2 demonstrates the causal relationship between two documents
based on their time series.
Once we identify the set of all the causal relationships R in the corpus, we can build
16
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a causality network or a causality matrix. In practice, for large corpus we limit causality
computation for any document to the documents published in r previous years only. The
set of IEEE publications that we use in the experimental results section spans over 54 years,
and we vary the value of that look-back threshold r from 8 to 10 years for our experiments.
The strengths of the causal relationships in R allow us to use clustering algorithms to
find causal groups of articles. We use a density based clustering algorithm DBSCAN to
group causal documents. The motivation behind the use of a density based clustering is
that this specific family of clustering algorithms does not require the number of clusters k
as an input (unlike k-means clustering). DBSCAN is a logical choice for causal partitioning
since there is no metadata that can help us identify possible number of causal clusters.

2.3.3

Computing Causal Chains

Algorithm 1 provides a chain of causal documents for a given document di . Each chain is
a graph or tree containing causality flows from leaf documents toward the document for
which the lineage is generated. The chain is initialized in line 1-2 with the given document
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Algorithm 1: ComputeLineage – algorithm to compute the causal chain of a
document.
input

: Document di

parameter: Set of causal pairs, R
Look-back threshold, r
Branching factor, b
output

: Lineage of di , hi

1

create an empty list hi ;

2

append {di } to hi ;

3

do

4

create an empty set Sp ;

5

S ← read the last set from hi ;

6

for each document d ∈ S do

7

Rd ← {(dp , dq ) : (dp , dq ) ∈ Rd and dq = d} if |Rd | > b then
Rd ← top b pairs of Rd ;

8
9
10

end
for each causal pair (dp , dq ) ∈ Rd do
if yearOf(dq ) - yearOf(dp ) ≤ r then

11

add dp to Sp ;

12

end

13
14

end

15

end

16

if |Sp | 6= 0 then

17
18

append Sp to hi ;
end

19

while |Sp | 6= 0;

20

return hi
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di . We expand the chain by adding new set of documents that have causal influence on
the documents of the previous set. Each document d in a level is expanded to b articles
with highest causalities on d which were published within r years of the publication date
of d. The procedure terminates when there is no more causal parent left to expand from a
certain level.

2.4

Evaluation

We evaluate our framework by evaluating the quality of causal clusters, how much information is diffused over time in a lineage, and comparing the lineage produced by our approach
with a similarity based model, information genealogy [41], and a citation network based
lineage.
One of the evaluation metrics we use is diffusion coefficient, which estimates a quantity
of how the theme changed over time. The basic assumption here is that a lineage of
scholarly articles should diffuse a concept over the years and generate new ideas. Let
P = {p1 , p2 , . . . , p|P | } be the set of paths in the lineage of a document d ∈ D, and pk =
k
{dp0k , dp1k , . . . , dpn−1
} be the kth path in P containing n documents and dp0k refers to the

source document d. Diffusion coefficient D(d) of lineage of the document d is then defined
as

|P |
n−3 n−1
1 X
1 X X
D(d) =
1−
disp(dpi k , dpj k )
|P | k=1
n − 2 i=0 j=i+2

where
disp(dpi k , dpj k )

=





1
n+i−j


0

!

(2.3)

dpi k and dpj k have term overlap
otherwise.

Larger values of D(d) indicate better diffusion over time while smaller values will refer to
lesser conceptual drift.
In addition, we examine how much of the lineage generated by our approach overlaps
with the citation tree formed for a document. Let T citation (d) and T causality (d) are the
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ancestor trees of depth L of a document d ∈ D generated using the actual citations and
causal relationships, respectively. Then a citation overlap score for article d can be defined
as:
causality

A

(d) =

L
X

T citation (d)

ηl

T causality (d)

∩ η̂l

×

l=1

where ηl

T citation (d)

and η̂l

T causality (d)

l
L

(2.4)

are the set of references of documents at level l of the

tree T citation (d) and T causality (d) respectively. The same equation can be used to compute
citation overlap score Asimilarity for a similarity based lineage as well as Agenealogy for an
information genealogy based approach.
We express the degree of causality within the documents in the same topical group t as
causal density score ρ(t):
2 × |Rt |
nt × b

ρ(t) =

(2.5)

where b is the maximum number of causal parents considered for each document, Rt ⊂ R
is the set of causal relations within topic t and nt is the number of documents in t. We also
calculate the causal influence of a topic t1 on another topic t2 as:
φ(t1 , t2 ) =

|{(di , dj ) ∈ R : di ∈ Dt1 , dj ∈ Dt2 }|
nt1 + nt1

(2.6)

where Dt1 and Dt2 are the set of documents in topic t1 and t2 respectively. Finally, the
causal dominance ψ(t) of a topic over the other topics in the corpus is calculated as


0
1 X X X 1 (d, d ) ∈ R
ψ(t) =
(2.7)

nt
d∈Dt t0 ∈T d0 ∈Dt0 0 otherwise.
where T is the set of all topics

2.5

Experimental Results

In this section, we seek to answer the following questions to justify the capabilities and
correctness of the proposed model.
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1. How does the causality based clustering mechanism compare to a baseline similarity
based clustering approach? (Section 2.5.1)
2. Can the proposed lineage formation approach identify genealogies drifted from other
topics? (Section 2.5.2)
3. Which topical groups have most causal influence on the other topical groups in the
entire corpus? (Section 2.5.3)
We collected a publication dataset of titles and abstracts along with some meta-data
that includes publication year and citations of each paper. The collection contains 412,484
computer science articles from the IEEE Xplore digital library. The computer science
articles are recognized by entries available in the DBLP computer science bibliography
database. This collection contains documents from the year 1961 to 2014. We extracted
over eight hundred thousand entities from the titles and the abstracts using lingpipe, Stanford NER and openNLP entity detectors [18]. The entities were then tokenized to construct
the feature set for each document.
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2.5.1

Causality based vs. Similarity based clustering

One may argue that one particular scholarly article is only motivated by similar articles
published in the past. While similarity is a good way to discover articles published on the
same topic, the inter-topic influence cannot be captured using similarity search. To verify
whether highly causal document clusters are always similar or not, we analyze the similarity
between the documents of each of the causal clusters detected by density based clustering
(as described in Section 2.3.2). Figure 2.3 shows the percentage of documents that share
certain terms in two different causal clusters. The terms in the x-axis are ordered based on
percentage of documents in a cluster containing those terms. The top twenty frequent terms
are shown for each cluster. The plot in the left shows that the documents in a highly causal
cluster have large amount of term overlaps. For example, 32% and 23% of the documents
contain the terms cluster and structure, respectively. In contrast, the plot at the right side
illustrates that the documents in a highly causal cluster can have comparatively low textual
similarity. The most frequent term “way” appears in just 12.5% of the documents of the

Percentage of document
clusters distributed to T term
clusters

causal cluster represented by the plot at the right side of Figure 2.3. This stipulates that
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a causal cluster of documents may or may not be similar in terms of textual contents.
While Figure 2.3 shows an evidence that similarity is not the key indicator of causality,
it does not confirm that highly causal documents grouped in a cluster are causal at the
feature level. To examine whether a causality based grouping of documents brings more
causal items together than a similarity based grouping, we cluster all the documents based
on causality and similarity separately. Then we cluster all the terms of the corpus based
on term causality considering the frequency of each term in each year as the amplitude
of the corresponding term signal. Additionally, we apply topic modeling to the corpus
and assign a topic to each of the articles. We seek to verify the causality of the terms
of the documents of a causality based cluster by examining the dominant terms of the
topics of the documents of that causal cluster. Those dominating terms should come
from a small number of causality based term clusters. In contrast, the dominant topical
terms of a similarity based cluster of articles will tend to come from multiple causal term
clusters if causality and similarity are less relational. Figure 2.4 shows that the dominant
topical terms of causality based document clusters are distributed to small number of causal
term clusters indicating that causality based document clusters are highly causal at term
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0.035

(left) Average citation overlap scores for three approaches: 1) our
causality based approach, 2) similarity based lineage, and 3) information genealogy based approach. (right) Our causality based framework
demonstrates the highest form of conceptual diffusion over time.
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level. The similarity based document clusters exhibit a different trend. The topical terms
of the similarity based article clusters spread into comparatively large number of causal
term clusters. This indicates that the documents inside the causal groups identified by
our proposed framework are more causal at feature level than a grouping discovered by a
similarity based baseline approach.

2.5.2

Lineage Formation

Figure 1.2 shows an example of a lineage identified by Algorithm 1 for a document in the
IEEE Xplore library (Article Reference Number: 6729600). The branching factor we used
for this lineage is b = 4 and the look-back threshold r = 10. The initial document for
which the chain is formed embeds spatio-temporal data, social media, and recommender
system in one paper. The causal paths shown in the lineage illustrates that the topic of this
document was influenced by different areas of research including relational database with
temporal aspects, association rule mining, network analysis, and viral marketing in social
media. The chain discovers more causal articles than similar ones to form the lineage.
Overall, we evaluate the lineage in terms of diffusion coefficient (Equation 2.3) and
citation overlap (Equation 2.4). Figure 2.5(left) compares average citation overlap scores
at different levels of all the lineages detected for all documents using three approaches (1)
our causality based approach, (2) similarity based approach, and (3) information genealogy
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based approach. The figure shows that the similarity based approach has the highest overlap
with the citation lineage. This matches the fact that citations are generally outcomes of
keyword search resulting in similar topics. Our approach exhibits the least amount of
overlaps with the citation network among three approaches. In contrast, Figure 2.5(right)
shows that our approach has the highest average conceptual diffusion over time than all
other methods, even when compared to the original citation network. This indicates that
our approach has the ability to detect how the lineage drifted from another topic and
formed the current literature, which other methods do not possess.

2.5.3

Analyzing Topical Causality

In this section we infer the notion of document-level causality to understand topic-level
influential relationships in the literature. For the experiments in this section we used the
documents published in ICDM conferences and workshops from 2001 to 2014, which is a
subset of the IEEE dataset used in the preceding experiments. We apply LDA [5] with
20 topics on this ICDM data set to get the distribution of topics in each document. We
categorize a document to be under the topic which has the highest probability in that
document.
If the documents under a particular topic are mostly caused by the other documents
in that topic, the topic is supposed to depict more causal density (Equation 2.5). Figure
2.6(left) shows the causal density of different topics for b = 5. From the figure we can see
that documents related to outliers detection (topic no. 8) and association rule and subgraph
mining (topic no. 10) are mostly caused by the documents under the same topic. On the
other hand, the research areas that inspired or were inspired by a variety of other fields
should demonstrate strong causal relations across the topics. Figure 2.6(middle) shows the
pairs of topics that have most causal influence calculated by Equation 2.6. Each edge in
the figure is labeled with the value of φ(t1 , t2 ). There are some areas in the literature that
are more dominant than others and hence cause more documents within and across the
topics. Figure 2.6(right) shows the top five dominant topics with their causal strengths
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computed by Equation 2.7.
Based on the causal relationships found among the topical groups of documents, our
observation is that the topics with higher cross-topic causality has low causal density (e.g.
topic number 5 and 18). Topic 10 is an exception in that sense, which is the reason behind
its being the most dominant topic in the entire corpus.

2.6

Conclusion

In this chapter we present a novel time series based representation for scientific articles that
enables searching beyond mere content similarity. Though such representation is intuitive
and has shown superior ability in identifying actual causal relationships between the documents, we are yet to comprehend all of the characteristics of these signals. We also have
shown a mechanism to find a causal chain of documents for any given document and then
inferred those chains to topical groups of documents in order to see the causal relationships
between different topics. In the next chapter, we take a more holistic approach towards
understanding the topical evolution – capturing high-level concepts from the whole corpus
and learning their temporal patterns at the same time through a uniform probabilistic
model.
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Chapter 3
Modeling Topical Evolution with
Supervised Inference
Majority of the content of this chapter has been published in “Naim, S. M., Boedihardjo,
A. P. and Hossain, M. S. (2017). A scalable model for tracking topical evolution in large
document collections. IEEE International Conference on Big Data. pp. 726-735”. In this
chapter when I use plural terms like ‘we’, ‘our’ and ‘us’, they refer to all the authors of
that paper [27].

3.1

Introduction

Though the web is an ever increasing source of information of every type — text, imagery,
audio, video, and graph, most of the explanatory information on the web are still in text
format. Therefore the necessity of new models to enhance explanatory capabilities using
large text collections is still increasing. In this chapter we particularly focus on the domains
where a text collection grows over time and the documents are annotated through labels or
hand-coded tags. Some examples are — online question-answer or discussion forums like
Stack Overflow (stackoverflow.com) where questions (and some answers) are associated with
relevant tags; social networks like Twitter (twitter.com) where posts are usually marked by
multiple hashtags; digital libraries like IEEE Xplore (ieeexplore.ieee.org) and ACM digital
library (dl.acm.org) where scientific publications from different conferences and journals
are being added every year, and each paper is tagged with author-defined keywords and
publisher-defined categories.
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In this chapter we present a novel graphical model that incorporates both annotations
and timestamps of each document in the topic inference process. The proposed model,
Supervised Topical Evolution Model (STEM), is a generative process where the topics in
a document are constrained by its set of labels and each topic is considered as a Beta
distribution over time. Unlike some temporal topic modeling methods that divide the
documents into fixed time slots, we consider time as a continuous phenomena and model
it as such. This enables us to predict future trend of a topic, estimate timestamp of
a document from its content, and also to avoid the issues related to choosing a proper
discretization window size. We derive a sampling algorithm using Collapsed Gibbs Sampler
to simultaneously infer the topic distributions of the documents, term distributions of the
topics, and topical changes over time. Table 4.1 shows a comparison of capabilities of the
proposed model with the state-of-the-art models.
In summary, the main contributions of this work are:
1. We propose a probabilistic graphical model, STEM, that incorporates both temporal
information and annotations along with the textual content of documents.
2. We derive an efficient sampling algorithm to infer the latent variables of the model.
3. We show a multiprocessor and shared memory approach to significantly accelerate
the inference process for large scale datasets.
4. We demonstrate that STEM is able to effectively learn highly interpretable topics
and their evolution.
5. Through extensive experiments on synthetic and real-world datasets we show that
STEM can model the labels and topical patterns very efficiently.
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Table 3.1:

Properties of different state-of-the-art topic models. The proposed
STEM model is the only one that can produce highly interpretable
topics, and track their evolutionary patterns simultaneously by incorporating document labels and continuous timestamps of the dynamic
corpus.
Model

Incorpo-

Dynamic

rates labels

3.2

Continuous
time

LDA

×

×

×

Labeled LDA

X

×

×

MM-LDA

X

×

×

DTM

×

X

×

TOT

×

X

X

STEM

X

X

X

Methodology

The proposed Supervised Topical Evolution Model (STEM) is a probabilistic graphical approach for modeling dynamic document collections with explicit labels. Similar to LDA,
STEM views each document as a mixture of underlying topics, and each topic as a distribution over the words. However, STEM learns the topics and their evolution over time by
guiding its inference procedure through the incorporation of timestamp and label information of the documents. We first derive the sequential STEM model in the three following
subsections. Then in the fourth subsection, we describe how we parallelize the operations.

3.2.1

The Generative Process

Let the corpus D = {d1 , d2 , . . . , dD } be a set of D documents, where each document d ∈ D
consists of a list of words Wd = [w1 , w2 , . . . , wNd ], a timestamp td and a list of binary
variables Λd = [l1 , l2 , . . . , lK ] to represent the labels of the document. Each word wi comes
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from a vocabulary of size V and each lk ∈ {0, 1} is an indicator of the presence or absence
of the k-th label in this document. Nd is the length of document d, and K the total number
of unique labels in the corpus. Number of topics in STEM is the number of unique labels
K, making an one-to-one mapping between topics and labels. The generative process for
the model is as follows:
1. For k = 1 to K :
(a) φk ∼ Dirichlet(β)
2. For each document d ∈ D :
(a) For k = 1 to K :
i. Λdk ∼ Bernoulli(γk )
(b) Compute Ld from Λd
(c) αd = Ld × α
(d) θd ∼ Dirichlet(αd )
(e) For each word wdi ∈ d :
i. zdi ∼ M ultinomial(θd )
ii. wdi ∼ M ultinomial(φzdi )
iii. tdi ∼ Beta(ψzdi )
List of all the symbols used in the generative process is provided in Table 4.2.

3.2.2

Modeling Labels and Timestamps

In step 1 of the generative process above, a multinomial topic distributions over vocabulary
φk is drawn for each topic indexed by k from a Dirichlet prior β. In the conventional
LDA model, a multinomial mixture distribution θd is then drawn over all K topics from a
Dirichlet prior α for each document d. However, STEM restricts θd to be distributed over
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only the topics that correspond to its labels Λd . With this restriction we ensure that all
the topic assignments zdi to the words in document d are limited to the document’s labels,
since zdi are drawn only from θd .
In step 2, at first a Bernoulli coin toss is used to generate the document’s labels Λd for
each topic k, with a labeling prior probability γk . Now, we define λd = {k|Λdk = 1}, which
is a vector of the document’s labels and helps us to compute a document-specific label
projection matrix Ld for each document d. Size of this matrix is Md × K, where Md = |λd |.
The projection matrix is defined as:
Lij
d =



1 if λdi = j

0 otherwise.

(3.1)

which means the i-th row would have an entry of 1 in column j if and only if the i-th
document label λdi is equal to the j-th topic, and zero otherwise. We use the Ld matrix
to project the parameter vector of the Dirichlet topic prior α = [α1 , α2 , . . . , αK ] to a lower
dimensional vector αd as αd = Ld × α. Here, the dimensions of the projected vector
correspond to the topics represented by the labels of the document, which fulfills our
requirement that the document’s topics are restricted to its own labels. In the plate notation
in Figure 3.1, the dependency of θ on both α and Λ is shown by directed edges from Λ and
α to θ .
In the proposed model, topic inference is influenced not only by word co-occurrences like
LDA, or the documents’ labels as discussed above but also the temporal information in the
documents. To account for the changes in topical influence over time, we model continuous
timestamp values instead of modeling a sequence of state changes with a Markov assumption
on the dynamics. Time is naturally continuous, and discretization of time always creates
the problem of selecting the slice size. The slice size is certainly too small for some regions
and too large for others. Some temporal topic models like DTM [4] adopted this fixed time
slot based approach. However, we model each topic as a continuous distribution over time
and thus avoid discretization. Here we choose Beta distribution, since it can take diverse
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Plate representations for the generative process of (left) the proposed
STEM model and (right) the traditional LDA model.

shapes unlike most other standard distributions, e.g., Gaussian. For the Beta distribution,
range of timestamps of the documents in the corpus is normalized to a range from 0 to
1. Although a timestamp is generated for each word in document d in step 2(e) of the
generative process described in the previous subsection, all these timestamps are observed
as the same as of that document. Eventually that generative process gives us the following
joint distribution:
p(w, t, z, θ, φ|α, β, ψ)

(3.2)

= p(φ|β)p(θ|α)p(z|θ)p(w|z, φ)p(t|z, ψ)
Here α represent the distribution after the projection made by Ld . For the sake of
simplicity, we will refer to the projected vector αd by just α in the rest of this paper.

3.2.3

Posterior Approximation

Now, from the joint distribution in Equation 4.1, we are interested in inferring the unobserved variables z, θ and φ. This can be done by reversing the defined generative process
and learning the posterior distributions of the latent variables given the observed data,
which translates to solving the following equation:
p(z, θ, φ|w, t, α, β, ψ) =
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p(z, θ, φ, w, t|α, β, ψ)
p(α, β, ψ|w, t)

(3.3)

Table 3.2: List of symbols
Symbol

Description

D

Number of documents

V

Number of unique words

K

Number of unique labels

Nd

Number of words in document d

α, β

Dirichlet prior for the document-topics and topicwords distributions, respectively

γ

Prior probabilities for the Bernoulli distribution of
labels

θd

Multinomial distribution of topics specific to the document d

Λd

Binary distribution of labels specific to the document
d

Ld

Projection matrix for labels in document d

φz

Multinomial distribution of words specific to topic z

ψz

Beta distribution of time specific to topic z

zdi

The topic associated with the i-th token in the document d

wdi

The i-th word in the document d

tdi

The timestamp associated with the i-th token in the
document d

However, this distribution is infeasible to compute; particularly, the normalization factor, p(α, β, ψ|w, t), cannot be computed exactly. Fortunately, a number of approximate
inference techniques including variational inference and Gibbs Sampling are available which
can be applied to the problem. In this paper we will use the Gibbs Sampling method to
approximate the posterior probabilities of the hidden variables. While we can derive conditional distributions for each of these hidden variables, it is interesting to see that topic
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assignment variable zdi is a sufficient statistic for both θd and φz . We can compute these
two distributions by the following equations:
ndz + α
θdz = PK
z=1 (ndz + α)
φzv = PV

nzv + β

v=1 (nzv

+ β)

(3.4)
(3.5)

where ndz is the number of times words in document d are assigned to topic z and nzv is the
number of times the v-th word in the vocabulary is assigned to topic z in the whole corpus.
This allows us to use a simpler algorithm called Collapsed Gibbs Sampler that integrates
out the multinomial parameters and simply samples zdi . The collapsed Gibbs sampler for
STEM computes the probability of a topic zdi being assigned to a word wdi , given the topic
assignments to all other words in the corpus. More formally, STEM needs to compute the
following posterior up to a constant:
p(zdi |w, t, z−di , α, β, ψ)

(3.6)

where z−di means all topic allocations except for zdi . Applying the rules of conditional
probability:
p(zdi |z−di , w, t, α, β, ψ) =

p(zdi , z−di , w, t|α, β, ψ)
p(z−di , w, t|α, β, ψ)

∝ p(zdi , z−di , w, t|α, β, ψ) = p(z, w, t|α, β, ψ)
Z Z
=
p(z, w, t, θ, φ|α, β, ψ)dθdφ

(3.7)

Following the generative process defined by Equation 4.1, we can expand the above
equation to get:
p(z, w, t|α, β, ψ)
Z Z
=
p(φ|β)p(θ|α)p(z|θ)p(w|z, φ)p(t|z, ψ)dθdφ
Z
Z
= p(t|z, ψ) p(z|θ)p(θ|α)dθ p(φ|β)p(w|z, φ)dφ
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(3.8)

In the above equation, both integration terms are multinomials with Dirichlet priors.
Since the Dirichlet distribution is conjugate to the multinomial distribution, we can simply
multiply the two results in a Dirichlet distribution with an adjusted parameter. Applying
this idea and the chain rule, we can derive the conditional probability as follows.
p(zdi |z−di , w, t, α, β, ψ)
nz w + β − 1
∝ (ndzdi + α − 1) PV di di
v=1 (nzdi v + β) − 1
ψz

(3.9)

1 −1

t di (1 − tdi )ψzdi 2 −1
× di
B(ψzdi 1 , ψzdi 2 )
For the sake of speed and simplicity, we update ψ after each Gibbs sample using the
method of moments as follows:


ψ̂z2


t̄z (1 − t̄z )
ψ̂z1 = t̄z
−1
s2z


t̄z (1 − t̄z )
= (1 − t̄z )
−1
s2z

(3.10)

where t̄z and sz indicate the mean and standard deviation of all the timestamps belonging to
topic z, respectively. Algorithm 3 describes the steps to compute the posterior probabilities
of the hidden variables.

3.2.4

Parallel Inference

Now we describe how the inference process of the STEM model is distributed over multiple
processors to reduce overall convergence time. At first, the distributions θ, φ and ψ are
initialized by assigning uniformly random topic to each word. These distributions are kept
global to the whole process, and are shared by all the processors. Then the documents
are distributed to the processors evenly, where each processor receives

1
P

documents (P

is the number of processors). Each processor goes over its share of documents, and for
every word wdi , it samples a topic zdi using Equation 4.6. Each processor asynchronously
updates θ and φ after every sampling and updates ψ after a full iteration over its documents.
The key point here is that all these updates are done asynchronously — we do not need
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Algorithm 2: InferSTEM – algorithm to compute the posterior probabilities.
input
: Document set D; List of words of each document, Wd
Timestamp of each document, td ; Set of labels of each document, Λd
parameter: Dirichlet prior α and β
output

: Document-topic distribution, θ; Topic-word distribution, φ
Topic distribution over time, ψ

1

Randomly initialize topic assignment z for all words

2

Compute the count variables ndz and nzv

3

for d = 1 to D do

4

Compute Ld using Equation 3.1

5

αd = Ld × α

6

end

7

for iter = 1 to Niter do

8

for d = 1 to D do
for i = 1 to Nd do

9
10

v = Wdi ; ndzdi -= 1; nzdi v -= 1

11

draw new zdi using Equation 4.6

12

ndzdi += 1; nzdi v += 1
end

13
14

end

15

for z = 1 to K do
update ψz using Equation 3.10

16
17

end

18

end

19

Compute θ and φ using Equation 4.2 and 4.3

20

return θ, φ and ψ
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to maintain a global queue or one processor do not have to wait for others to finish —
giving a almost linear speedup in sampling rate with respect to number of processors. One
prospective downside of such asynchronous sampling could be the concurrency issue —
multiple processors might be reading and updating the same probability, causing some
processors getting a slightly older value. However, such issues are mitigated quickly for big
data since we usually do millions of samplings for reasonably large datasets.

3.3

Experimental Results

In this section we seek to answer the following questions.
1. Are the topics generated by STEM more interpretable than those of an unsupervised
temporal topic model? (See Section 4.6.1)
2. Do the topics inferred by the STEM method capture the original temporal information? (See Section 4.6.5)
3. How do the topics evolve over time with respect to each other? (See Section 3.3.3)
4. Is the proposed model able to automatically annotate unlabeled documents effectively.
(See Section 3.3.4)
5. How much speedup in convergence time is achieved due to the parallelization of the
inference process? (See Section 3.3.5)
We implemented a sequential and a parallel version of the STEM model following the
methodology described in Section 4.3. The parallel version uses 12 processors, and is
referred to as STEM-P in the rest of this section. We conducted a set of quantitative
and qualitative experiments using these models to answer the preceding questions. We
have prepared a synthetic dataset and two real world datasets – a publication archive from
IEEE Xplore and a collection of posts from StackOverflow.com website – to facilitate the
37

Term set
1

Term set
2

Term set
3

Term set
5

Term set
4

Term set
6
Term set
7

Document
set, G1

Document
set, G2

Document
set, G3

Document
set, G4

Figure 3.2: Formation of the synthetic dataset.
experiments. We compared our model with two state-of-the-art models – Topics Over
Time (TOT) [51], which models topical evolutions over continuous time, and Labeled LDA
(LLDA) [34], which uses labels to guide the model inference process.
Synthetic Dataset: The synthetic dataset has four separate groups of document,
namely G1, G2, G3 and G4, each group containing 100 documents. Each of these 400
documents takes terms from seven mutually exclusive sets of terms, each set having 100
unique terms. The way terms from different sets are shared by the documents of various
groups are shown in Figure 3.2. For example, each document in document set G1 is a
mixture of terms from term set 1, 5 and 7. Timestamps span 20 years and are distributed
in a linear uniform manner, i.e., first 20 documents of G1 belong to year 1, the next 20
belong to year 2, and so on.
IEEE Publication Dataset: This academic dataset contains 412,184 computer science and engineering related papers published between 1989 and 2013. Links to all these
IEEE publications are found in the DBLP archive 1 . We collected the title and the abstract
of each of these publications using the IEEE Xplore search gateway 2 . We then extracted
the entities from these documents by removing the stop words and applying stemming,
1
2

http://dblp.uni-trier.de/
http://ieeexplore.ieee.org/gateway/
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Figure 3.3:

Ten topics in IEEE publication dataset inferred by four models – (top
row) STEM and STEM-P, (middle row) LLDA and (bottom row) TOT.
Almost all the topics generated by the STEM methods are easily interpretable and very distinctive. Similar topics are found by the LLDA
model as well. However, most of the topics of TOT method are carrying
multiple themes.

and represented each document as a bag of entities. We ignored the documents with less
than 10 entities since they do not contain enough discriminative information. There are a
number of labels associated with each publication given by the publisher. We have selected
the most frequent 50 labels, and also ignored the documents with less than three labels.
Stackoverflow Post Dataset: Stackoverflow 3 is a popular online forum for computer
programming related problems. We have collected a dump of all of its 32 million posts
ranging from July 2008 to September 2016. Each post here is a question or an answer.
From this collection, we selected only the questions which have accepted answers, and
3

http://stackoverflow.com/
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concatenated a question and it’s accepted answer to make a single post. We then randomly
selected 20% of the posts from each month, which gives a total of 1.5 million posts. After
that we processed those post following the similar steps we performed for the IEEE dataset.
The only difference is, we took top 100 labels here since this dataset is much larger compared
to the IEEE dataset. For the purpose of reproducibility, we kept all our data sets and codes
in a public domain 4 .

Avg. KL Divergence
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Figure 3.4:

3.3.1

IEEE

Stackoverflow

Average KL divergence among the topics learned by STEM, STEM-P,
LLDA and TOT methods from three datasets. STEM methods show
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Quality of Topics

The primary concern of any topic modeling algorithm is to produce high quality topics
where, ideally, the most probable terms of each topics should give a clear idea about the
theme of the topic. Also each topic should be carrying only one theme and be distinguish4

https://www.dropbox.com/sh/ytymir7lu06g089/AAD26Z2mNiza

WuAD2BKdyBjCa?dl=0
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Timestamp prediction errors of the four models on (left) the synthetics
dataset, (middle) the IEEE publication dataset and (right) the Stackoverflow post dataset.

able from others. Figure 3.3(top) shows the top 10 terms, in descending order of their
probabilities, of some of the topics inferred by the proposed methods from IEEE publication dataset. Top terms of STEM and STEM-P are shown together, since they are almost
same, except for the order of a couple of words. It is easy to get the themes of these topics
by looking at the top terms, and every topic mostly has a unique set of terms. For example,
the topic with label ‘wireless LAN’ has ‘wlan’, ‘ap’, ‘wifi’, ‘edca’ and ‘dcf’ among the top
terms, whereas the ‘cellular radio’ topic includes the terms like ‘cellular’, ‘bs’, ‘bss’, ‘d2d’,
‘gsm’, ‘lte’.
The corresponding topics discovered by LLDA in Figure 3.3(middle) are also more or
less similarly interpretable. However, the topics produced by the TOT method shown in
Figure 3.3(bottom) are not easily interpretable and most of them involve multiple themes.
For example, the list of top terms in Topic 43 contains wireless LAN related terms but also
has some unrelated terms. Topic 17 contains similar mixtures with network routing.
The topics inferred from the Stackoverflow posts by those three methods also show
similar characteristics. For example, STEM finds the terms ‘lock’, ‘queue’, ‘worker’, ‘wait’
and ‘mutex’ as the most probable terms for the topic ‘multithreading’, while the top terms
of the topic ‘security’ were found to be ‘attack’, ‘hash’, ‘authentication’, ‘encryption’ and
‘cookie’. All these top terms of each topic carry a single theme which coincides with the
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topic’s label.
We also computed all-pair average Kullback-Leibler (KL) divergence among the topics
to quantitatively measure the diversity in the topics learned by STEM, STEM-P, TOT and
LLDA models. In Figure 3.4 we see that the KL divergence in case of the STEM topics is
larger than that of the TOT topics, and also the LLDA topics, in all three datasets. That
means STEM models are able to infer topics which are more distinguishable and have less
overlap of multiple themes. This is the desired property of STEM model, since we are not
seeking hierarchical topics in this paper.

3.3.2

Timestamp Estimation

While generating the topics underlying the document collection, STEM makes use of the
temporal information of each document. To verify if the topics inferred by the proposed
method can capture time, we attempt to estimate the timestamp of each document from
its topic distribution. We use Support Vector Machine regression to predict the timestamp considering the topic distribution in documents as the feature vectors. We compared
our proposed model with the Topics Over Time (TOT) model and a baseline model that
randomly predicts a timestamp between 0 and 1 for each document. We measured Root
Mean Squared Error (RMSE) of each model using cross-validation for comparison. Figure 4.14 shows the performance of different models at various training/test split of the
dataset (marked by the number of folds in cross-validation) on the three datasets.
In Figure 4.14(left) we see that the proposed models incurs much less prediction error
than the TOT model at every training/test split. Similar behavior from both the models are
also found for the IEEE publication dataset in Figure 4.14(middle) and the Stackoverflow
dataset in Figure 4.14(right).
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3.3.3

Evolution of the Topics

One crucial aspect of the proposed model is its ability to learn the change of influence of
each topic over time. Such evolutionary behavior is represented by the beta distribution ψz
for each topic z. After inferring the two parameters ᾱz and β̄z of ψz through Algorithm 3,
we can compute the probability of topic z at each timestamp t (normalized) by the following
equation:
p(z, t) =

1
tᾱ−1 (1 − t)β̄−1
B(ᾱz , β̄z )

(3.11)

Figure 1.1 shows the relative probabilities of 10 topics learned by STEM from the IEEE
publication dataset. We observe that the speech recognition topic has lost its influence
gradually in last 20 years. Similar pattern is seen for the filtering theory. The image
segmentation topic has shown more or less steady traction during this time period. On
the other hand, interests in topics such as artificial intelligence, pattern clustering, pattern
classification, wireless LAN has grown continuously after year 2000. The mobile radio topic
started getting more importance after 2000 but seem to be eclipsed by other topics within
a decade.

3.3.4

Label Prediction

In many cases a corpus contains a large number of documents with no or insufficient labels.
Manually labeling large number of documents would always be expensive. In this section,
we demonstrate how the proposed model can be used to annotate new documents. We
first divide the whole set of documents in the corpus into a training and a test set —
training set containing two-third of the documents and the test set the rest — and learn
the models only from the training documents. Now, for each test document we compute
its topic distribution without using the labels. For each word token w in test document d,
we obtain a vector of probabilities φ·w where φzw is the probability of w being chosen from
the topic z. Now, by adding the probability vectors of all the words in document d, we get
a distribution of topics in this document. From this distribution, we choose top n topics
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Label prediction performance of different models on (left) the IEEE
publication dataset and (right) the Stackoverflow dataset. STEM models are able to correctly estimate more labels per document on average.

with the highest probabilities as the predicted labels of this document. Then we compute
the number of common labels in the predicted and original set of labels in this document.
The test documents we selected from the IEEE dataset had an average of 3.36 labels
per document. Therefore, a perfect model that can predict all the labels correctly for each
test document would have on average 3.36 labels in common between the predicted and the
original label sets. Figure 3.6(left) shows the prediction performance of the three models for
different number (n) of top labels. The proposed STEM and STEM-P models outperform
the supervised LLDA model and predicts almost 80% of the labels when 8 to 10 top labels
are considered. In Figure 3.6(right), we show the results of the same experiment on the
Stackoverflow dataset. Average labels per document in this dataset is 3.23.
Both the plots in Figure 3.6 depicts that considering dynamics of the corpus and incorporating topical evolution in the model structure helped STEM models to estimate the
labels better than the static model LLDA for both the real world datasets.
We also pose the label prediction problem as a multi-label document classification task.
Features for each document are extracted in the same way as the label prediction task
above for both LLDA and STEM. For the classification task, we used a one-vs-rest SVM
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classifier. Performance of the models were computed by Macro-F1 and Micro-F1 scores
using 10-fold cross validation. In Figure 3.7 we see that STEM models outperform LLDA
on both metrics on both real world datasets.

3.3.5

Scalability of the Model

In this section, we perform experiments on the scalability of our STEM model, i.e., how
quickly the model converges as we distribute the inference process over increasing number
of CPUs. In topic modeling, convergence is usually measured in terms of perplexity. Perplexity is defined as the inverse of the geometric mean per-word likelihood, and a lower
perplexity indicates a better fit to the data.
P erplexity = exp −

PD PNd
d=1

i=1 p(wdi |θ, φ, ψ)
P
D
d=1 Nd

!

(3.12)

Figure 3.8 shows the change of perplexity of the STEM model for different number of CPUs.
We see that the model converges significantly faster as we add more CPUs. Moreover, the
speedups achieved by parallelization are much higher for the larger dataset. Since the
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Adding more processors significantly lowers the convergence time.

sequential STEM model converges in less than 10 minutes on the IEEE dataset (which is
relatively smaller), impact of parallelization is not very significant. However, on the large
Stackoverflow dataset, parallelization with 12 CPUs gives almost four times speedup in
convergence time (30 minutes vs. 120 minutes).
We also investigate the benefit of the asynchronous approach used in our distributed
inference over a synchronous approach. Since the STEM itself is a new model, there is
no comparable synchronous model in the literature. For comparison, we implemented a
synchronous version of STEM-P following the distributed LDA model of Newman [30]. We
measured the perplexity of each model after every five minutes, and a model is considered to
have converged if perplexity difference drops to less than 1% from the previous timestamp.
Figure 3.9 shows the convergence times of both versions of STEM-P on the Stackoverflow
dataset for different number of topics. We observe that our asynchronous version achieves
significant speedup (20% to 30%) in convergence time over its synchronous counterpart.
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Conclusion

This chapter presents Supervised Topical Evolution Model (STEM) by incorporating textual content, temporal information, and document-level annotations simultaneously. Experimental results demonstrate that the proposed model can effectively extract highly interpretable and distinctive topics and capture their evolutionary patterns. In this work we
considered that only document-level annotations are available. In the future we will leverage content-level annotations. Content-level annotations are sometimes useful for analytic
purpose. For example, mentions of specific locations, organizations or person of interest
may form a topic. Another future direction is to generate hidden topics simultaneously
with the topics parallel to labels.

47

Chapter 4
Tracking Geopolitical Conflicts from
News Articles
In the previous chapter, I presented the STEM model that can track the evolution of topics
over time. However, in many important domains, topics evolve not only over time, they
change over different geographical locations as well. In this chapter I present a spatiotemporal topic model called GTCon that I developed to capture such evolutions. Specifically,
I applied the GTCon model for tracking political conflicts from news articles. The work
presented in this chapter has not been published anywhere yet, but it was supervised by M.
Shahriar Hossain and Arnold P. Boedihardjo. Therefore, in this chapter when I use plural
terms like ‘we’, ‘our’ and ‘us’, they refer to the supervisors and me.

4.1

Introduction

Geopolitical conflicts have been playing a massive role in society throughout history. They
affect almost every aspect of human society including, but not limited to, economic growth,
social stability and quality of life. Therefore it is of great importance for social scientists,
governments, intelligence agencies and development organizations to be able to analyze
those conflicts. However, there are just too many conflicts, small and big, around the
world that it’s extremely difficult and expensive to keep track of them manually. That
is why the need for developing effective computational frameworks utilizing large scale
digital information stream to identify and track such conflicts is very practical. Consider
a scenario where an intelligence analyst is monitoring the activity of a terrorist group
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through news and social media data. If there is an automated system that enables him/her
to see the group’s activity level at different geo-locations at different time period, it would
be immensely helpful for him/her to be aware of the situation more accurately. It would
also help the analyst take preventive measures if needed. A corpus on political conflicts
might be compiled from diverse sources such as news articles, social media posts, periodic
publications, journals etc. In this chapter, we chose two managed sources of news articles
on political conflicts for our analysis. Unlike social media posts that are informal and
might come from questionable origins, these news article datasets are well curated and
highly reliable.
Probabilistic graphical models like LDA [5] have been useful Natural Language Processing tools for extracting latent themes from large document collections. In the previous
chapter, we presented a comprehensive topic model, STEM, which is able to capture high
quality topics and their evolution over time. Articles about political conflicts provide a
classical example in which evolution relates to both time and locations. How a particular
political concept propagated from one location to another over time — is a general question asked in the analysis of political text data [8, 32, 45]. There has been some work
[10, 17, 42, 56] in the area of geographical topic modeling that detect geographical regions
and topics from documents that are associated with locations. However, these models
primarily focus on user data from social media for location based recommendation applications. There has not been any topic model in the literature that aims to model political
conflicts and their evolution over spatial and temporal dimensions.
In this chapter, we present a novel topic model, GTCon, that uses temporal and geographical information of news articles along with their textual contents in its inference
process. The proposed model is a generative process where the topics in a document are
constrained by its set of labels and each topic in each geolocation is considered to a multinomial distribution over time. We derive a sampling algorithm using Collapsed Gibbs Sampler
to simultaneously infer the topic distributions of the documents, term distributions of the
topics, and topical changes in each location over time. The GTCon model is unique in few
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different ways. First of all, existing geographical topic models are unsupervised, and as we
have shown in the previous chapter, unsupervised models produce relatively poor topics.
If a topic itself is not of high quality, the geographical properties of that topic learned by
those models would be less useful to the end users.
GTCon model introduces the idea of supervising the topic inference to geographical
topic models to significantly improve topic quality by leveraging the explicit tags of the
documents. Secondly, the model also incorporates the idea that a geopolitical conflict does
not only have impact in the location where it takes place, but it also tends to have some
impact in its adjacent locations. This is a phenomenon that cannot be attributed to any
arbitrary meta information available in a corpus without evidence. In Section 4.3.2, we show
how the topics of the documents change as the geographical distance and time difference
between the documents increase, providing the justification for incorporating spatial and
temporal dilution in our model. Finally, to the best of our knowledge, our proposed GTCon
model is the first geographical topic model for tracking political conflicts.
In summary, the contributions of the work presented in this chapter are:
1. We propose a probabilistic graphical model, GTCon, that uniquely models textual
content, geographical location, publication date and explicit meta tags of news articles
for extracting hidden topics from them.
2. We incorporate in our model the observation that a geopolitical conflict usually has
some impact in the locations and timeframes that are adjacent to its actual location
and timestamp.
3. We developed a number of unique synthetic dataset that are used to show the effectiveness of the proposed model in capturing actual topical evolution in different
geolocations that cannot be captured merely using the meta information of the articles.
4. We provide multiple case studies to demonstrate how the proposed model can be
used to understand the evolution of different political conflicts.
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Table 4.1:

Properties of some relevant state-of-the-art models. Only the GTCon
model is able to infer highly interpretable topics, and track their evolutionary patterns in different geographical locations.

Model (year)

Incorpo-

Dynamic

rates labels

Capture

ge-

olocations

LDA (2003)

×

×

×

TOT (2006)

×

X

×

Labeled LDA (2009)

X

×

×

Hong et al. (2012)

×

×

X

STEM (2017)

X

X

×

GTCon. (2018)

X

X

X

5. We create multiple video animations from the output of the GTCon model that show
how the location distribution for a topic change over time on a map.
Table 4.1 shows a comparison of the capabilities of the proposed model with the stateof-the-art models.

4.2

Problem Formulation

Given a collection of text documents on political conflicts, our goal here is two-fold – i)
learn the political concepts and movements hidden in the documents as topics and ii)
simultaneously learn the evolution of those topics over time and different geolocations. A
news article in our conflict datasets usually contains a textual description of the confict, a
timestamp, location of the event and some meta tags highlighting different aspects of the
event. A sample news article from the ICEWS [53] dataset is shown below.
• Syrian Army And Kurdish Forces Fight Isil On Two Fronts | Fighting rages in the province
of Hasakah, a strategic area near the Iraqi and Turkish borders. Syrian government forces
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and Kurdish forces have fought separate battles with the Islamic State of Iraq and the
Levant (ISIL) group in a strategic area near the Iraqi and Turkish borders…| City: Hasaka,
Syria | Geo Coordinate: 36.5, 40.74 | Date: March 3, 2015 | Tags: military, ethnic conflict,
fundamentalists, insurgents

Let D = {d1 , d2 , . . . , dD } be the set of all news articles in a corpus, where each article
d ∈ D consists of a list of words Wd = [w1 , w2 , . . . , wNd ]. Each article has a publication
date, but since we are interested in relatively high level trends of the topics, we use only the
year as the timestamp td of each article d. There is a fixed set of G geolocations associated
with the corpus and each document is tagged with one of them. A geolocation gd associated
with article d is represented as a tuple < g, g lat , g lng > where g is the location tag, usually
a city or country, and g lat and g ling are the geographical coordinates. Each article is also
explicitly marked with a set of labels Ld ∈ L where L = {l1 , l2 , . . . , lL } is the set of all
labels in the corpus. With all these information extracted from a news corpus, our goal is
to develop a probabilistic model that could infer a set of Z topics and their evolution over
time at different geolocations. Each topic z is presented as a multinomial distribution φz
over all the words and evolution of topic z in each location g is presented as multinomial
distribution Ωzg over all timestamps.

4.3

Methodology

GTCon is a probabilistic graphical model for capturing the evolution of political concepts
in a dynamic collection of news articles with explicit labels. In this section, we describe
the methodology of GTCon – how it learns the concepts and their evolution by guiding its
inference process through the incorporation of timestamp and geolocation information of
the news articles. The generative process for the model is as follows:
1. For z = 1 to Z :
(a) φz ∼ Dirichlet(β)
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(b) For g = 1 to G :
i. Ωzg ∼ Dirichlet(σ)
2. For each document d ∈ D :
(a) For z = 1 to Z :
i. Λdz ∼ Bernoulli(γz )
(b) Compute Ld from Λd
(c) αd = Ld × α
(d) θd ∼ Dirichlet(αd )
(e) For each word w ∈ d :
i. z ∼ M ultinomial(θd )
ii. w ∼ M ultinomial(φz )
iii. t ∼ M ultinomial(Ωzg )
Corresponding plate diagram for the generative process is shown in Figure 4.1. The
top part of the diagram is similar to the plate diagram of STEM model presented in the
previous chapter. However, in the bottom right part of the GTCon diagram, there is a
new variable Ω that represents the evolution of each topic in every geolocation. From the
model’s perspective, that variable, along with the geolocation g of a document, generates
the timestamp t of the document. This conditional dependency is shown in the bottom left
part of the diagram. Table 4.2 lists all the symbols used in the generative process and the
plate diagram.

4.3.1

Parameter Inference

In the first part of the generative process, the model draws a multinomial distribution over
all the words in the vocaubulary from a Dirichlet prior β for each topic in the corpus.
It also draws a multinomial distribution over all the timestamps from another Dirichlet
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Plate representations for the generative process of the proposed GTCon
model.

prior σ for each topic in each geolocation. Each news article in our conflict datasets is
explicitly tagged with multiple labels. Therefore, similar to the STEM model, GTCon
restricts topic distribution θd of each document d to only the topics that correspond to
its labels Λd . This restriction implies that all the topic assignments zdi to the words in
document d are limited to the document’s labels, since zdi are drawn only from θd . This
restriction is described in steps a, b, c and d of the second part of the generation process,
where Ld is the projection matrix defined in Equation 4.1. The generative process gives us
the following joint distribution:
p(w, t, z, g, θ, φ, Ω|α, β, σ)
= p(φ|β)p(θ|α)p(Ω|σ)p(z|θ)p(w|z, φ)p(t|z, g, Ω)
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(4.1)

Table 4.2: List of symbols
Symbol

Description

D

Number of documents

V

Number of unique words

K

Number of unique labels

T

Number of unique timestamps

G

Number of unique geolocations

Nd

Number of words in document d

α, β, σ

Dirichlet prior for the document-topics, topic-words and topiclocation-time distributions, respectively

γ

Prior probabilities for the Bernoulli distribution of labels

θd

Multinomial distribution of topics specific to the document d

Λd

Binary distribution of labels specific to the document d

Ld

Projection matrix for labels in document d

gd

Geolocation associated with document d

M

Distance matrix for all geolocations

φz

Multinomial distribution of words specific to topic z

Ωzg

Multinomial distribution of time specific to topic z and location g

zdi

The topic associated with the i-th token in the document d

wdi

The i-th word in the document d

tdi

The timestamp associated with the i-th token in the document d

From this joint distribution, we want to infer the unobserved variables z, θ, φ and Ω.
Topic assignment variable zdi along with the geolocation gd of each document are sufficient
to compute θd , φz and Ωzg using the following equations:
ndz + α
θdz = PK
z=1 (ndz + α)
φzv = PV

nzv + β

v=1 (nzv + β)

55

(4.2)
(4.3)

where ndz

nzgt + σ

(4.4)
(n
+
σ)
zgt
t=1
is the number of times words in document d are assigned to topic z, nzv is the
Ωzgt = PT

number of times the v-th word in the vocabulary is assigned to topic z in the whole corpus,
and nzgt is the number of times topic z is assigned to a word in an article that is associated
with geolocation g and is published in the year t. We then use a Collapsed Gibbs Sampler
to compute the probability of a topic zdi being assigned to a word wdi , given the topic
assignments to all other words in the corpus. Essentially, GTCon estimates the following
posterior:
p(zdi |w, t, g, z−di , α, β, σ)

(4.5)

where z−di means all topic allocations except for zdi . Now applying similar steps used in
STEM, we can derive the conditional probability as follows.
p(zdi |z−di , w, t, g, α, β, σ)
nz w + β − 1
∝ (ndzdi + α − 1) × PV di di
v=1 (nzdi v + β) − 1
nz g t + σ − 1
× PT di d d
t=1 (nzdi gd t + σ) − 1

4.3.2

(4.6)

Impact of Location and Time

One of our intuitions about political conflicts is that when a conflict takes place in a location,
it does not only affect that specific area. More often than not, we see nearby areas also
getting influenced by such geopolitical events, might be to a lesser degree compared to the
original location. Similar patterns can be observed with respect to time as well i.e. impact
of that event carries on for some time in the future but gradually decreases over time. To
verify this intuition, we run a simple experiment on both of our news article datasets. We
randomly pick 5000 documents from both datasets and compute document similarity and
distance between each pair of documents. Document similarity is computed with a simple
formula
sim(d1 , d2 ) =
56

|W1 ∩ W2 |
|W1 ∪ W2 |

(4.7)

Algorithm 3: InferGTCon – algorithm to compute the posterior probabilities.
input
: Set of news articles, D; List of words in each article, Wd
Timestamp of each article, td ; Geolocation of each article, gd
Set of labels in each article, Λd
output

: Document-topic distribution, θ
Topic-word distribution, φ
Topic distribution over time and geolocations, Ω

1
2

for d = 1 to D do
for i = 1 to Nd do
zdi = sample a topic from a uniform distribution over all topics

3
4

end

5

end

6

Compute the count variables ndz , nzv and nzgt

7

for iter = 1 to Niter do

8

for d = 1 to D do
for i = 1 to Nd do

9
10

v = Wdi ; ndzdi -= 1; nzdi v -= 1

11

updateOmega(d, td , gdlat , gdlng , nzgt , −1)

12

draw new zdi using Equation 4.6

13

ndzdi += 1; nzdi v += 1

14

updateOmega(d, td , gdlat , gdlng , nzgt , +1)
end

15
16

end

17

end

18

Compute θ, φ and Ω using Equation 4.2, 4.3 and 4.4, respectively

19

return θ, φ and Ω
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Algorithm 4: updateOmega – a helper function to update topic probabilities at
different geolocations and time.
input
: News articles, d
Timestamp of the article, td
Latitude of the article, gdlat
Longitude of the article, gdlng
Count variable, nzgt
Multiplier, sign
1

for g = 1 to G do

2

δg0 = HoversineDistance(g lat , g lng , gdlat , gdlng )

3

δg =

4

Compute τ (δg ) using Equation 4.8

5

for t = 1 to T do

6

δt = |t − td |

7

Compute µ(δt ) using Equation 4.9

8

nzgt += sign × τ (δg ) × µ(δt )

9
10

δg0
max(M )

end
end

where W1 and W2 are the set of words in document d1 and d2 respectively. Figure 4.2
shows how the similarity of contents of the documents changes with respect to geographical
distance in ACLED and ICEWS datasets. We see from the figure that documents from
nearby locations have relatively similar content and similarity decreases exponentially as
the distance grows. A similar trend is seen in Figure 4.3 for temporal difference.
To incorporate this phenomenon into our model, we introduce two exponentially decaying functions – spatial dilution factor τ and temporal dilution factor µ defined as
τ (δg ) = −exp(λg δg )
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(4.8)

Figure 4.2:

Figure 4.3:

Changes in the document similarity with respect to geographical distance for (left) ACLED and (right) ICEWS datasets.

Changes in the document similarity with respect to timestamp difference for (left) ACLED and (right) ICEWS datasets.

µ(δt ) = −exp(λt δt )

(4.9)

where λg and λt are geographical and temporal dilution coefficient respectively that control the rate of decay of the functions. These two functions are used in Algorithm 4 to
distribute the topical influence over adjacent geolocations and time. Algorithm 3 describes
the complete inference procedure.
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4.4

Dataset Description

Though our proposed model is a general purpose framework that could work on any domain with textual, temporal and geographical information, we are mostly focusing on its
application in tracking social and political conflicts all over the world. In this work we
carried out our experiments on two publicly available, curated news datasets: ICEWS [53]
and ACLED [33]. ACLED (Armed Conflict Location and Event Data Project) is a conflict dataset that collects reported information on internal political conflicts in over 60
developing countries in Africa and Asia. There are 117 thousand conflict events between
1997 and 2014 reported in this dataset, where each event includes a date, location, textual
description of the event and involved parties. Location information of the events includes
city name and its geo-coordinates. ACLED specifically collects violent political activity between rebels and governments, among rebel factions or militias, and violence perpetrated
against civilians.
Integrated Crisis Early Warning System (ICEWS) is another massive source of conflict
data that includes 38 million multilingual news articles from all over the world. In this
work we used a subset of this dataset that includes English articles from 1991 to 2016
from 166 countries. ICEWS was designed to help US policy analysts predict a different
international crises that the US had interest in and might have to respond to. These
include international and domestic crises, ethnic and religious violence, as well as rebellion
and insurgency. In case of both the datasets, we sanitize the text part of the articles by
performing stop word removal and stemming. Also, the articles that have less than 10
words in them are eliminated since they do not provide enough textual information. Table
4.3 shows the number of different entities for both datasets after the preprocessing steps.

60

Table 4.3:

4.5

Number of different entities in ACLED and ICEWS dataset after preprocessing.
Dataset

ACLED

ICEWS

Num. of documents

33,533

30,406

Num. of total words

221,154

2,095,340

Num. of unique words

14,913

8,656

Num. of labels

50

69

Num. of locations

513

166

Num. of timestamps

19

26

Experiments with Synthetic Data

To verify the effectiveness of the proposed model, in this section we prepare a synthetic
dataset with all the attributes of a real world dataset that the model is suitable for. A
synthetic dataset is a useful tool to run controlled experiments where we can clearly define
the expected outcomes and then compare them with the results obtained from the model.
We have four topics, T1 to T4 , in our synthetic dataset each of which contains 100 unique
words. Words in any two topics are also mutually exclusive, in order to keep the topics
clearly separable. The dataset has a total of 1000 documents divided into four groups, D1
to D4 , where each document contains exactly 100 words – 70 words from its corresponding
topic and 10 words each from the other topics. Each of the 1000 documents is tagged with
four labels since it contains words from all four topics.
We run the GTCon model on this synthetic dataset and compare the inferred variables
with their expected values. At first we look at the word distribution φ for each topic. Since
there are four exclusive sets of words in the corpus, most probable words of each topic are
expected to come from a single set. Table 4.4 lists the top 10 words learned of each topic
obtained from the model.
Then we look at the topic distribution θ of each document. Since documents in set
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Table 4.4:

Most probable words of each topic obtained by the proposed model
from the synthetic dataset
Topic 1

Topic 2

Topic 3

Topic 4

1-word-59

2-word-81

3-word-43

4-word-75

1-word-11

2-word-26

3-word-4

4-word-13

1-word-6

2-word-73

3-word-73

4-word-87

1-word-33

2-word-42

3-word-94

4-word-45

1-word-87

2-word-9

3-word-29

4-word-7

1-word-51

2-word-31

3-word-61

4-word-15

1-word-34

2-word-12

3-word-8

4-word-61

1-word-62

2-word-93

3-word-35

4-word-35

1-word-23

2-word-65

3-word-72

4-word-74

1-word-96

2-word-24

3-word-56

4-word-52

D1 has 70% words from T1 word group and 10% words each from the other groups, we
expect a topic distribution of θd = [0.7, 0.1, 0.1, 0.1] for each document d in that set. To
measure the actual distribution, we take the average θ value of the 250 documents in that
set. Figure 4.4 (top) shows that the inferred distribution is very close to the expected
distributions. We also show the expected and actual distributions for the other document
sets, and they follow a similar pattern.
Finally, we investigate the evolution of topics over time in different geolocations. There
are total 40 timestamps and 4 differrent locations in this synthetic dataset. First 25 documents of D1 set were published in year 1, next 25 documents in year 2 and so on. To get a
clear picture of the topic distribution, location 1 and 2 are associated with the documents
of first 20 years, and location 3 and 4 are associated with last 20 years. In first 20 years,
documents from every other pair of years are related to location. That means documents
from year 1, 2, 5, 6, ..., 17, 18 are generated from location 1, and documents from year 3,
4, 7, 8, ..., 19, 20 are generated from location 2. Figure 4.5 shows the expected and actual
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Figure 4.4:

Expected (on the left) and actual (on the right) topic distribution for
synthetic document set D1 , D2 , D3 and D4 (from top to bottom).

distribution of topic 2 in location 2 over all 40 years. Other topics in other geolocations
also show a similarly reasonable distributions.
One very important feature to notice is how topic modeling helps to capture the correct
distribution of the topic in a specific location. If we attempt to build this distribution
using only the meta information like document labels, timestamps and locations, we would
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Figure 4.5:

Expected distribution (left) and actual distribution (right) of topic 2
in location 2 of the synthetic dataset over all 40 years.

(incorrectly) end up with a very different distributions. For example, label of topic 2 is
present in every document in the dataset and location 2 is associated with documents of 10
years. Computing from only the meta information, probability of topic 2 in each of those
10 years would be close to 0.1. However, topic 2 has very low probability in year 3, 4, 7
and 8 based on textual content. By learning the topics’ word distributions and temporal
distribution simultaneously, proposed GTCon model is able to capture a more reasonable
spatio-temporal distribution for the topics.

4.5.1

Comparison of Model with Meta Data

In this section we are going to prepare a synthetic dataset to show why a model like
GTCon is necessary – as opposed to computing the distributions directly from meta data
– to capture the real location distributions of a topic. At first we divide our dataset of
1000 documents into five years, each year containing exactly 200 documents. There are
two topics T1 and T2 in this corpus, and every document in the dataset includes the label
for both of them. There are four different geolocations in the dataset. The two topics of
the corpus are mixed in different proportions in different location and time. For example,
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Figure 4.6:

Location distribution of topic 1 in year 2 using (left) only meta data and
(right) the GTCon model. Lighter color indicates a higher probability.

in the second year, topic 1 is most prominent at location 1 and 4 – all the documents
associated with that location and timestamps contain 80% words from topic 1 and only
20% from topic 2. At location 2 and 3, both the topics have an even mixture in that year.
For the sake of simplicity, in this experiment we use a Cartesian coordinate system instead
of actual geo-coordinates. The four locations are placed at (0, 0), (0, 1), (1, 0) and (1, 1)
coordinates. In every year, there are 50 documents associated with each of those locations.
Now, at first, we compute the location distribution of each topic in every year by
counting from these meta information. For example, in year 2, topic 1 is found 50 times
in each of the four locations. Therefore, we have an uniform location distribution for that
topic and timestamp as shown in Figure 4.6 (left). As we can understand, this is not a
particularly good representation of the actual distribution. However, since we do not have
any knowledge about the topic distributions in the documents without topic modeling,
this is the best distribution we get by only using the meta data. Now we run the GTCon
model on the same dataset and compare the distributions that the model learns. Figure 4.6
(right) shows the location distribution of topic 1 in year 2. From the figure we can see that
the topic probabilites in location 1 and 4 are much higher compared to the probabilities in
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other two locations, which properly reflects the topic distributions in relevant documents.
That is why using only the meta data of the corpus is not sufficient to retrieve actual
distributions.

4.5.2

Corpus with Different Complexity Levels

In the experiment above, we have seen how the GTCon model is able to capture topics
and their distributions pretty accurately. However, the synthetic dataset used in that
experiment was relatively easy to model, in the sense that only one topic is prominent
in each document. In this section, we conduct an experiment to see how our proposed
model perform at different levels of complexity of the corpus. We divide our corpus of 1000
documents into two sets D1 and D2 . Each document in D1 has 100 words 80 of which
comes from topic 1 and the other 20 from topic 2. Similarly, documents in D2 has 80% and
20% words from topic 2 and topic 1, respectively. There are five years and two different
locations (L1 and L2 ) in the dataset. Instead of actual geolocations, in this experiment, we
use a Cartesian coordinate system for locations for the sake of simplicity where coordinate
in either dimension can take any value between 0 and 1.
With one dominant topic in each of the 1000 documents, it’s relatively easy for a topic
model to separate the topics from one another if the model considers only the textual
contents. However, we introduce complexity to this dataset in the form of location and
temporal overlaps. We create three different settings of the dataset with an increasing level
of complexity. In the first setting, we set the coordinates of the locations at L1 = (0, 0)
and L2 = (1, 1), making them two furthest points in the space. Documents in D1 and D2
are associated with location L1 and L2 respectively, and each set of documents are equally
distributed between year 1 and 5. Since the timestamps and locations of the documents are
well separated from each other, there is almost no influence of a topic in one location on
the topic of the other location. We run the GTCon model on this setting of the dataset and
find that the model is able to clearly separate both the topics – all top 10 terms of topic
1 come from the same set of words and all top terms of topic 2 come from the other set.
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Also, as we investigate the location distribution of the topics, we find that they reasonably
reflect the original location distributions. For example, topic 1 has [0.76, 0.24] probability
distribution in year 1 which is close to the actual distribution in the data.
In the second setting, we make the distance between time and location of both group
of documents much closer and see how the extracted topics and their location distributions
change at different times. We keep the coordinate of L1 same as before but move L2 to (0,
0.2). Also, we distribute document sets D1 and D2 over year 1 and 2 instead of year 1 and
5. These changes let the temporal and spatial dilution come into play. Due to the relative
proximity of location L1 and L2 , topic in one location influences the topic in the other
location. After we run the GTCon model on this second setting, we see that the model
could still separate both topics reasonably well, though there are two terms from topic 2
in the top ten 10 terms of topic 1. As for the location distributions, they were slightly
influenced by each other. For example, we got a distribution of [0.69, 0.31] for topic 1 in
L1 .
Finally, we use an extreme setting where both the locations have the same coordinate
(0, 0) and all the documents are associated with year 1 only. The topics extracted from the
GTCon model after running it on this setting are still distinguishable, but both topics have
some terms from the other topic among their top 10 terms. More interestingly, the location
distributions of the topics change dramatically – we got the location distributions [0.42,
0.58] and [0.53, 0.47] for topic 1 and topic 2, respectively, in year 1. These distributions
are very different from what we have in the actual dataset and reflect the heavy influence
of each topic on the other due to the proximity in location and time.
In summary, this experiment shows that when the locations of the corpus are well
separated in the space, GTCon model works like a regular spatiotemporal topic model.
The topics are isolated from each other’s influence and their location distributions follow
the same pattern as in the dataset. As the locations and timestamps of the documents
come closer, topics in one location (and timestamp) start to influence the topics of other
locations, which is reflected in the word distribution and location distributions of the topics.
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However, when the locations are too close to each other, GTCon fails to properly separate
the topics due to the heavy mutual influence of the topics.

4.6

Experiments with Real World Data

In this section we seek to answer the following questions using two real world conflict
datasets.
1. How good is the quality of topics discovered by the proposed model – in terms of
both qualitative and quantitative measures? (See Section 4.6.1)
2. Is the model able to show changes in topic distribution over time in a specific location?
(See Section 4.6.2)
3. Is the model able to capture how the distribution of a topic over different geographical
locations changes over time? (See Section 4.6.3)
4. How well does the model captures the original geographical information – both in
terms of coordinates and geotags – of the original documents? (See Section 4.6.4)
5. How well does the proposed model capture the original temporal information of the
documents? (See Section 4.6.5)
6. What is the impact of varying topic dilution coefficient on the model for both geographical distance and time difference? (See Section 4.6.6)
7. How quickly does the GTCon model converge? (See Section 4.6.7)

4.6.1

Quality of Topics

One of the most important factors in measuring the performance of a topic model is the
quality of topics it produces. A good model should capture topics where each topic is
coherent, carries a single theme and gives a succinct description of the topic’s label. We can
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Table 4.5: List of 10 most probable terms of six topics from ACLED dataset
AMISOM

Ugandan

Riot

Military

Kenya

in

Muslim Broth-

Military

erhood

of

South

Sudan
Shabaab

LRA

Protest

Brotherhood

Soldier

Amisom

Rebel

Police

Muslim

SPLA

Attack

Ugandan

Demonstra-

Police

Force

tion
Fighter

Battle

Nairobi

Friday

Government

Force

UPDF

Riot

Cairo

Rebel

Al

Army

Road

March

Sudan

Casualti

Attack

Rioters

Force

South

District

Soldier

Battle

Security

Clash

Side

Day

Election

Member

Military

Convoy

ADF

Violence

Security

Area

get the description of a topic by sorting the terms in descending order of their probabilities
and looking at the most probable terms. Table 4.5 shows the top 10 terms of some of
the topics inferred by our proposed method from ACLED dataset. It is easy to get the
themes of these topics by looking at the top terms, and every topic mostly has a unique
set of terms. For example, the topic with label ‘AMISOM’ has ‘Al’, ‘Shabab’, ‘AMISOM’,
‘attack’ and ‘fighter’ among the top terms, whereas the ‘Riot in Kenya’ topic includes the
terms like ‘protest’, ‘police’, ‘demonstration’, ‘Nairobi’, ‘riot’, ‘rioters’ etc. ACLED dataset
contains news articles about the armed conflicts in Africa. Having that context in mind,
these terms provide very relevant description of the corresponding topics.
Although manually looking through the top terms of each topic is a great way of understanding the themes of individual topics, and thus summarizing the document collection
as a whole, it might be overwhelming for an analyst in many cases. If there are a large
number of topics and the analyst lacks sound domain knowledge of a good fraction of them,
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it’s difficult for him or her to evaluate the quality of topics properly. To counter such situations, there have been proposed some metrics in the literature for measuring topic quality
quantitatively. Coherence [29] is one of the most popular metrics among them. Topical
coherence is measured using pointwise mutual information which is defined as
P M I(w1 , w2 ) = log

p(w1 , w2 )
p(w1 )p(w2 )

(4.10)

where p(w) represents the probability of seeing w in a random document and p(w1 , w2 ) is
the probability of both w1 and w2 co-occurring in a random document. To compute the
coherence of a topic z, we take each pair of words from the top n words of the topic and
count in how many documents of the corpus they appear together and individually. We
calculate the PMI value of all such pairs of words using Equation 4.10, and then take the
average of them. This gives us the coherence for a single topic z. Coherence is a way of
measuring intrinsic semantic quality of a topic and a higher coherence value indicates that
a topic is more interpretable by humans [29]. Finally, we take the arithmetic mean of the
coherence values of all the topics in a model to compute its average coherence. Figure 4.7
shows the average topical coherence of LDA, LLDA, STEM and GTCon models for different
number of most probable words. As we can see, LDA topics are much less coherent than
that of the supervised models. Coherence of the supervised models are very similar, LLDA
being slightly better than the other two.

4.6.2

Changes in Topic Distributions

Topics in one location changes over time – one or more topics that are most prominent in
a year might fade away in later years and new topics become more important. The ability
to see how topics evolve in a particular location provides with a way to understand the
changes in geo-political landscape of that region over time. One of the main features of
the proposed GTCon model is that it estimates the probability distribution of each topic
at each location over time. We can obtain those probabilities from the latent variable Ω
of the model after it converges. Figure 4.8 shows the relative probabilities of 20 different
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for different number of most probable terms.

topics from ICEWS dataset in Afghanistan in every year between 1991 and 2016. There
are 69 unique topics in the ICEWS dataset and the GTCon model learns the probabilities
for each of them. However, showing too many topics together in a plot makes it difficult
to visualize their relative changes. Also some topics are hardly relevant to a location and
thus have very few documents in the corpus. So, for this figure, we picked top 20 topics
based on the number of documents associated with Afghanistan that includes these topics.
One notable trend in this plot is that the topics ‘international insurgents‘, ‘international
radicals‘, ‘fundamentalists‘ and ‘extremists‘ started gaining higher probabilities from 1996
and reached peak values in 2001 and 2002, which correlates well with 9/11 incident and
its aftermath. Probabilities of these topics stay high until 2005 and start decreasing after
that.
We can also see absolute probabilities of a topic over the years to understand how individual topics have evolved. Figure 4.9 shows probability distributions of three topics in
the city of Alexandria located in northeast part of Egypt. The city has mostly been unremarkable until the Muslim Brotherhood movement got momentum after 2011. As a result
topics like ‘muslim bortherhood‘, ‘rioters‘ and ‘egyptian protesters‘ got high probabilities
in recent years.
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Figure 4.8:

4.6.3

Relative probabilities of 20 different topics from ICEWS dataset in
Afghanistan between years 1991 and 2016. Topics related to international insurgents and extremists show significantly high probabilities
during 1996-2005, reaching a peak in 2002.

Changes in Location Distributions

At any given moment a topic usually has different degree of importance at different geographical locations. Another useful property of the GTCon model is that it enables analysts
to view the probabilities of a topic over different locations at any given timestamp. As a
result of this, the model also provides a way to see the evolution of location distribution of
a topic over time. One important thing to note here is that we do not directly infer the location distributions of a topic from our model. Instead, we infer Ω that gives us probability
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Figure 4.9:

Probability distributions of three topics from ACLED dataset in
Alexandria (Egypt) from 1997 to 2014. This city has mostly been
quiet until the activity of muslim brotherhood movement spread there
around 2012.

of a topic at each location and timestamp. We then use the topic probabilities at all the
locations for a specific timestamp to compute its location distribution. Figure 4.10 shows
the location distribution of the topic ‘popular opposition‘ from ICEWS dataset in different
countries in the years 2005, 2010 and 2015. The model allows us to create a continuous
map showing the change of location distribution every year, but in this document we only
show the snapshot of that map in some specific years. We created GIF files

1

showing

the change of location distribution in every year for a couple of topics. These location
distributions capture important political events related to that topic in different parts of
the world. For example, the leftmost map highlights the ongoing conflict of LRA with the
military in Uganda in 2005. The map in the middle captures the culmination of Red Shirt
1

https://www.dropbox.com/sh/d9mv8uy5tfbxmmi/AADoO9SD9BgfHLS9ZwtrJl0xa?dl=0
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Figure 4.10:

Figure 4.11:

Location distributions of ‘popular opposition‘ topic from ICEWS
dataset over different locations in the years 2005, 2010 and 2015.

Location distributions of ‘ethnic conflicts‘ topic from ICEWS dataset
over different locations in the years 2005, 2010 and 2015.

movement in Thailand. The rightmost map shows high probability of the protest against
Houti coup that took place in Yemen in 2015.
Similarly, Figure 4.11 demonstrates a set of events related to ethnic conflicts that took
place in different regions over the years. For example, the map on the right highlights
the fight between Kurdish forces and ISIS in Syrian in 2015. Some headlines of the news
articles from ICEWS dataset covering that armed conflict include ‘Syria Regime, Kurds
Join To Fight ISIS In Hasakeh’, ‘Syrian, Kurdish Forces Battle ISIS In Key Border Area’
and ‘Syrian Army And Kurdish Forces Fight ISIL On Two Fronts’.
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4.6.4

Location Estimation

The GTCon model leverages the location information of each document to estimate the
topics underlying the document collection. One way to test if the topics generated by the
proposed method is able to capture the location information reasonably is to estimate the
location of each document from its topic distribution. In both of the real world datasets
used in our experiments, we have location information in two different formats – as latitude/longitude coordinates and as geo-tags like city and country names. Figure 4.12 shows
the coordinate estimation performance of the proposed model against another topic model
(LDA) as well as against a TF-IDF [39] based model. For the topic models, we represent
each document by its topic distribution which is represented by θ in GTCon model. In
case of the TF-IDF model, we compute tf-idf value for each document and term pair using
the formula
tf idfd,w = s

(1 + log(tfd,w ))(log dfNw )
nd
P

(4.11)

((1 + log(tfj,d ))(log dfNj ))2

j=1

where tfd,w is the frequency of term w in document d, dfw is the number of documents
containing term w, nd is the number of terms in document d, and N is the total number
of documents. Using TF-IDF values of all document-term pairs we create a documentby-term matrix. We then apply a dimensionality reduction technique (PCA) to limit the
feature length of the documents to the number of topics used in the topic models. We used
the scikit-learn [31] implementation of the Random Forest algorithm to perform the multitarget regression. To evaluate the performance of a model we used RMSE value between
the estimated and actual coordinates of the documents. Since the predicted values are geographical coordinates, instead of regular distance metrics like Euclidean distance, we used
Haversine formula [1] for distance computation. From the figure we see that our proposed
model performs significantly better than the other models at different training/test split of
the dataset (marked by the number of folds in cross-validation) on both datasets.
In Figure 4.13 we show the performance of those three models in predicting the location
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Coordinate estimation performance of LDA, a TF-IDF based model
and GTCon. GTCon model achieves a significantly lower RMSE value
than the other models.

tag of each document. We used a Support Vector Machine (SVM) classifier for this task
and measured the accuracy of the models using F1-micro score. We also used a random
model as baseline that samples the location tag for a document from a uniform distribution
of all tags. On both datasets GTCon was found to outperform the other models by a big
margin. F1 score of the models on ACLED dataset might seem very low, but it should be
noted that this dataset contains 513 unique city names as tags and a random model yields
a score of only 0.2%.

4.6.5

Timestamp Estimation

In addition to text and location information of the documents, GTCon also uses their
timestamps for learning the topics. Therefore, another dimension in measuring the model’s
effectiveness is its ability to estimate the timestamp of each document from its topic distribution. Similar to the experiments in Section 4.6.4, we compare our model against LDA, a
TF-IDF based model and a random model that predicts a timestamp between 0 and 1 for
each document. Also we used SVM as the regression algorithm and RMSE as the evaluation
metric. Figure 4.14 shows the performance of four models at different training/test split
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of ACLED and ICEWS datasets. The GTCon model achieves much lower RMSE value at
every level of split than the other models. Its performance improves as more data is used in
training, reaching a RMSE of 0.19 and 0.15 on ACLED and ICEWS respectively at 10-fold
cross-validation.
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Impact of Topic Dilution Coefficients

The GTCon model includes spatial topic dilution function τ and temporal topic dilution
function µ to reflect our observation that documents from same geolocation and time tend to
have higher textual similarity and it decreases exponentially as the distance and timestamp
difference between documents increse. Figure 4.15 (left) shows the impact of spatial dilution
coefficient λg on the quality of topics on ACLED dataset. When λg = 0, and therefore
τ = 1, the model associates every location in the dataset to each document, resulting in
a very poor set of topics. In this experiment we measured the topic quality by coherence
with top 10 terms. As we increase the value of λg , topical coherence starts getting better
and at some point it saturates.
We found a similar coherence pattern for temporal dilution coefficient λt as shown in
Figure 4.15 (right). While computing the coherence for varying λt , we kept the value of
spatial coefficient fixed at λg = ∞ which practically means associating each document with
only one location.
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Convergence of the Model

GTCon randomly initializes the topic assignment of each word token of every document.
Therefore the model does not attempt to fit to the original corpus. In every subsequent
iteration, it reassigns topic to each word based on the observed words, timestamps, labels
and location information, and keeps improving its approximation of the training documents. To see the improvement of the model, we compute the model’s perplexity after
every iteration. Figure 4.16 shows the perplexities of LDA, LLDA, STEM and GTCon for
different number of iterations. As expected, LDA, being an unsupervised model, converges
more slowly than the other models that use one-to-one mapping between labels and topics.
On the other end, LLDA converges very rapidly and also achieves a better perplexity than
the other models eventually. Convergence rates of STEM and GTCon lie in between, but
they are more closer to LLDA than to LDA. GTCon has the advantage of using document
labels as topics that helps it have sparse topic distribution for the documents and hence
reduce convergence time. However, the model also fits a lot more hidden variables – topic
probabilities at every location over time, to be specific – that makes the inference process
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more complicated.

4.7

Conclusion

In this chapter, we present a novel spatiotemporal topic model called GTCon for tracking
political conflicts. The model uses temporal and geographical information of documents
along with their textual contents to extract interpretable topics and track their evolution
over spatial and temporal dimensions. We applied the GTCon model on two managed news
article archives to show how the probability of different political conflicts change based
on geographical location and time. We also developed a number of synthetic datasets to
conduct controlled experiments showing the necessity and usefulness of such spatiotemporal
models. There are some limitations to the proposed model and we are going to discuss them
more broadly in the the next chapter.
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Chapter 5
Conclusion
In this era of massive digital information, we have many domains where a text collection
grows over time. In this dissertation, I present three novel statistical models to capture
evolution of themes in such document collections. Initially, I develop a time series based
representation of documents which is then used to discover the chain of past documents that
influenced the content of a given document. This approach discovers interesting genealogy
of scientific publications that is not retrieved by using only document similarity. However,
content of a document is more often influenced by other ideas instead of specific documents.
This motivated me to explore the theme-level evolution in a corpus. Topic modeling is a
very useful natural language processing tool for summarizing a document collection by
extracting latent themes from them. I propose a novel topic model, STEM, which captures
highly interpretable topics and also their evolution over time from a text corpus where each
document is labeled with explicit tags. One key takeaway from the STEM model is the
usefulness of meta information in the corpus to improve the quality of topics. In many
domains like scientific publications, news articles, online question answering forums and
social media posts where additional information is available for the documents, they can
be used to extract significantly better topics.
Finally, I propose a geographical topic model, GTCon, for tracking political conflicts in
different geolocations over time. In addition to explicit labels and timestamps, it includes
the geolocation information of a document in its inference process. Political conflicts usually have some impact on adjacent geolocations and immediate time periods. So, I included
that idea in the GTCon model that increased the quality of topics to some extent. However, it makes the computational complexity of the inference process significantly higher.
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The additional quality of topics might not be worth such increase in runtime for many
practical scenarios. There are also many areas where the proposed geographical model can
be improved. In the following sections, I discuss the limitations of the GTCon model and
the future directions to address those limitations.

5.1

Predicting Future Probabilities

Another limitation of the GTCon model is that it can only infer the past distributions of the
topics. In many applications, such as law enforcement, it is very useful to be able to predict
the future probability of a topic in a location so that the relevant authorities can take proper
preventive measure in advance. The GTCon model gives us a time series for each topic
in each location. These time series could be used for predicting future probabilities using
forcasting techniques [54] and machine learning [38]. However, GTCon cannot guarantee a
reasoble performance in such prediction tasks since the model is not designed to optimize
for these tasks. Event forecasting has been an active research area due to its enormous
importance. Hoegh et al designed a framework [15] for predicting civil unrest by combining
data from alternative news sources like social media and blogs. The framework learns
a separate model for each source and a Bayesian decision network the output of those
models to generate real-time alert for civil unrests. Zhao et al [57] proposed a couple of
inference algorithms for spatiotemporal event forecasting in social media such as Twitter.
The models characterize the underlying development of future events by simultaneously
modeling the structural contexts and their spatiotemporal burstiness. However, there is no
such methods for spatiotemporal event prediction using topic modeling. A major difference
between GTCon and the above mentioned methods is that these methods try to predict
specific events that happen in specific time and locations, whereas GTCon captures more
generic themes and their evolutions. A more sophisticated spatiotemporal topic model that
can incorporate the ideas from event forecasting model can help to bridge this gap.
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5.2

Modeling Continuous Time

GTCon treats time as a discrete entity for the sake of simplicity, but time is inherently
continuous and dividing the documents in discrete time slots – like year, as the GTCon
model does – might negatively affect the quality of topics and their distributions. In the
topic modeling literature, we can find examples of successful models that divide the corpus
into exclusive sets based on discrete timestamps. For instance, Dynamic Topic Models
[4] was used to capture the evolution of topics in a sequentially organized corpus of the
journal Science from 1880 through 2000. However, more recent topic models like Topics
Over Time (TOT) [51] and CDTM [49] characterize time as a continous variable to avoid
all the shortcomings of temporal slicing. However, An interesting issue with such models
is the way they represent evolution of topics over time. For example, TOT models the
evolution of each topic as a Beta distribution over all timestamps in the corpus. The choice
of distribution is an important factor since it greatly influences the nature and quality of
the extracted topics as well as their evolution. Therefore, there is an opportunity to try
out different kinds of distributions and analyze their impact on the topic model.

5.3

Other Dilution Functions

In the GTCon model, I used a exponentially decaying function to represent topic dilution
along spatial and temporal dimensions. It is mostly inspired by the observation that average document similarity decreases significanly as the geographical and temporal distances
increase between the associated geolocations and timestamps of the documents. There
are also some other evidence of such topical dilutions in the literature. Kader et al [19]
shows that, for a given seed document, the farther in the past we look for topically similar
documents, the lower the probabilty of finding such documents. However, assuming the
dilution as a exponential function might not be appropriate in many datasets, since topic
dilution can follow any arbitraty pattern based on the nature of the dataset. Even in our
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ACLED dataset, spatial dilution does not follow a proper exponential trend (Figure 4.2).
Distribution of documents in different distance levels can also add another dimension in the
complexity. For example, if majority of the documents fall under a narrow geographical
space and the rest are spread over all other locations, assuming a global dilution trend
would be erroneous. Therefore, finding an appropriate dilution function for the GTCon
model is a challenging problem in itself. One approach to solving this is to build an automated process that will try a number of different functions and choose the one that results
in the best fit. However, we need to look for more efficient algorithms since such brute
force methods are going to be too expensive for even moderately large datasets.
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