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Abstract
Complex-valued functions defined on a finite interval [a, b] generalizing power
functions of the type (x − x0)n for n ≥ 0 are studied. These functions called
Φ-generalized powers, Φ being a given nonzero complex-valued function on
the interval, were considered to contruct a general solution representation of
the Sturm-Liouville equation in terms of the spectral parameter [17, 22]. The
Φ-generalized powers can be considered as a natural basis functions for the one-
dimensional supersymmetric quantum mechanics systems taking Φ = ψ20 , where
the function ψ0(x) is the ground state wave function of one of the supersymmet-
ric scalar Hamiltonians. Several properties are obtained such as Φ-symmetric
conjugate and antisymmetry of the Φ-generalized powers, a supersymmetric bi-
nomial identity for these functions, a supersymmetric Pythagorean elliptic (hy-
perbolic) identity involving four Φ-trigonometric (Φ-hyperbolic) functions as
well as a supersymmetric Taylor series expressed in terms of the Φ-derivatives.
These generalized derivatives imply nonconstant coefficients homogeneous lin-
ear ordinary differential equations of order n for which a fundamental set of
solutions is given in terms of the Φ-generalized powers. Finally, we present a
general solution of the stationary Schro¨dinger equation in terms of geometric
series where the Volterra compositions of the first type is considered.
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ics, spectral parameter power series, generalized Taylor series, Volterra compo-
sition
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1 Introduction
Spectral parameter power series (SPPS) method was first introduced in 2008
[17] and subsequently generalized in 2010 from a different approach [22]. This
method has been widely used in the last ten years. One of the reasons is that
SPPS has implications from both a mathematical and a physical point of view.
Indeed, as illustrated in the following theorem, SPPS consists of a representa-
tion for the solutions of the Sturm-Liouville equation as a spectral parameter.
The range of applications is therefore considerable.
Theorem 1 [22] Assume that on a finite real interval [a, b], equation (pu′0)
′ +
qu0 = 0 possesses a particular solution u0 such that u20r and 1/(u
2
0p) are contin-
uous on [a, b]. Then the general solution of (pu′)′ + qu = λru on (a, b) has the
form
u = c1u1 + c2u2 (1)
where c1 and c2 are arbitrary complex constants,
u1 = u0
∞∑
k=0
λk
(2k)!
X˜(2k), and u2 = u0
∞∑
k=0
λk
(2k + 1)!
X(2k+1) (2)
with X˜(n) and X(n) being defined by the recursive relations
X˜(0) ≡ 1, X(0) ≡ 1,
X(n)(x0, x) =

n
∫ x
x0
X(n−1)(x0, ξ)
1
u20(ξ)p(ξ)
dξ, n odd,
n
∫ x
x0
X(n−1)(x0, ξ)u20(ξ)r(ξ)dξ, n even,
X˜(n)(x0, x) =

n
∫ x
x0
X˜(n−1)(x0, ξ)u20(ξ)r(ξ)dξ, n odd,
n
∫ x
x0
X˜(n−1)(x0, ξ)
1
u20(ξ)p(ξ)
dξ, n even,
(3)
where x0 is an arbitrary point in [a, b] such that p is continuous at x0 and p(x0) 6=
0. The two series in (2) converge uniformly on [a, b].
From the mathematical point of view, SPPS was considered for the study of
the transmutation operators (see [1, 4, 8, 26, 27]) in [19, 20, 23, 24], for the
Sturm-Liouville or the Hill equations [3, 10, 14, 15, 28] as well as for the study
of perturbed Bessel equations [6, 25].
From the physical point of view, SPPS method was used for acoustic [30],
the heat transfer problem [16], the one-dimensional quantum scattering [29]
as well as optical fibers [5]. However, SPPS was first derived using pseudo-
analytic function theory in [17] and it has has been shown that this theory
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is closely related to the two-dimensional supersymmetric quantum mechanics
(SUSYQM) [2].
In recent years, SPPS has also proved to be very efficient numerically, see for
instance [3, 5, 6, 10, 12, 13, 14, 16, 17, 19, 20, 22, 24, 25]. Nevertheless, in
this paper we study the generalized power functionsX(n), X˜(n) appearing in the
SPPS method from the analytical point of view. Indeed, despite the extensive
use of these functions in the mathematical and the physical litterature in recent
years and their fundamental role in the SPPS method, these generalized power
functions have not been studied much analytically; this is the main objective of
this paper.
In Section 2, we present an overview of the one-dimensional SUSYQM. The
purpose of this section is mainly to illustrate the fundamental role played by
the ground state wave function ψ0(x) in these systems. Indeed, we show that
despite the function 1/ψ0(x) cannot be considered as an eigenfunction, the sym-
metry ψ0(x) → 1/ψ0(x) acts as a permutation of the bosonic and the fermionic
parts of the SUSYQM system. In Section 3, considering this symmetry the Φ-
generalized power functions are formally introduced in agreement with the
SPPS method (Theorem 1). The principle of alternation Φ(x) and 1/Φ(x) in
the definition of the Φ-generalized power functions X(n), X˜(n) appears accord-
ing to the parity of n, where Φ(x) = ψ20(x) for the SUSYQM system. Many
properties of the Φ-generalized power functions are given: 1) the symmetries
of the variables permutation of these functions which, among other things, will
prevent many numerical calculations for the SPPS method, 2) a binomial iden-
tity and 3) a generalized trigonometric Pythagorean identity. Generalized Taylor
series are developed in Section 4 for the real-valued functions Φ(x). Section 5 is
devoted to the relations between the Volterra composition of the first type and
the generalized power functions. These relationships allow us to construct a
general solution representation of the stationary Schro¨dinger equation in terms
of the Volterra composition on a finite interval.
2 One-dimensional supersymmetric quantum
mechanics
2.1 General results and overview
Let us consider the simplest one-dimensional SUSYQM system characterised by
the existence of charge operators Q,Q† that obey the algebra [33]
{Q,Q†} = QQ† +Q†Q = H, Q2 = 0, Q†2 = 0. (4)
From these equations it is easy to see that
[Q,H] = 0, [Q†,H] = 0.
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The algebra defined in (4) can be achieved by considering the matrices
Q =
(
0 0
A 0
)
and Q† =
(
0 A†
0 0
)
, (5)
where A is a linear operator and A† is the adjoint. Equations (4),(5) lead to the
supersymmetric Hamiltonian
H =
( H1 0
0 H2
)
, where H1 = A†A and H2 = AA†.
These scalar HamiltoniansH1,H2 are both positive semi-definite operators with
eigenvalues greater than or equal to zero.
Let us choose the ground state energy ofH1 to be zero. This can be achieved
by shifting the potential with the the ground state energy, this will result in a
shifted energy spectrum, but it will have no other effect on quantum system.
Hence, considering the nodeless ground state wave function ψ(1)0 (x) belonging
to the Hamiltonian H1, the Schro¨dinger equation
H1ψ(1)0 (x) = −
d2
dx2
ψ
(1)
0 (x) + V1(x)ψ
(1)
0 (x) = 0
gives us the possibility to obtain the potential V1 in terms of the ground state
wave function ψ(1)0 :
V1(x) =
[ψ
(1)
0 (x)]
′′
ψ
(1)
0 (x)
.
It is now simple to factorize the Hamiltonian H1 as A†A for
A = d
dx
+W (x) and A† = − d
dx
+W (x), (6)
where the function W (x) is generally refered to as the superpotential. Hence,
by using the operators A and A† it is possible to write V1(x) in terms of the
superpotential:
V1(x) = W
2(x)−W ′(x). (7)
One solution for W (x) in terms of the ground state wave function of H1 is
W (x) = − [ψ
(1)
0 (x)]
′
ψ
(1)
0 (x)
. (8)
This solution is obtained by recognizing that once we satisfy Aψ(1)0 = 0, i.e.
ψ
(1)
0 (x) = N exp
(
−
∫ x
−∞
W (ξ)dξ
)
, N a normalization constant,
we automatically have a solution to H1ψ(1)0 = A†Aψ(1)0 = 0.
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Let us now consider the other scalar Hamiltonian H2 = AA† obtained by
reversing the order of A and A† in H1. A little simplification shows that the
operator H2 is in fact a Hamiltonian corresponding to a new potential V2(x):
H2 = − d
2
dx2
+ V2(x), V2(x) = W
2(x) +W ′(x). (9)
The energy eigenvalues and the wave functions of the Hamiltonians H1 and H2
are related in the following way. For H1 the Schro¨dinger equation is
H1ψ(1)m = A†Aψ(1)m = E(1)m ψ(1)m
such that
H2
(Aψ(1)m ) = AA†Aψ(1)m = E(1)m (Aψ(1)m ).
Accordingly for some n ≥ 0 we have ψ(2)n = cmAψ(1)m , where cm is a complex
constant and m ≥ 1. If we suppose that ψ(1)m is normalized, then ψ(2)n is normal-
ized with cm =
[
E
(1)
m
]− 12 . We find
H2ψ(2)n = E(2)n ψ(2)n = E(2)n
[
E(1)m
]− 12Aψ(1)m
and
H2ψ(2)n =
[
E(1)m
]− 12AA†Aψ(1)m = [E(1)m ] 12Aψ(1)m
such that the difference of these two equations imply E(2)n = E
(1)
m . However,
since n ≥ 0 and m ≥ 1, the lowest energy eigenvalue of H2 is E(2)0 = E(1)1 and
in general we have E(2)n = E
(1)
n+1. Similar calculations can be made reversing
Hamiltonians H1 and H2. Hence, for n ≥ 0, we can summarize the results as
E
(1)
0 = 0, E
(2)
n = E
(1)
n+1,
ψ(2)n =
[
E
(1)
n+1
]− 12Aψ(1)n+1, and ψ(1)n+1 = [E(2)n ]− 12A†ψ(2)n .
Operator A (A†) not only converts an eigenfunction of H1 (H2) into an eigen-
function ofH2 (H1) with the same energy, but it also destroys (creates) an extra
node in the eigenfunction. Since the ground state wave function of H1 is an-
nihilated by the operator A, this state has no SUSY partner. Hence, from the
eigenfunctions ofH1 we can determine the eigenfunctions ofH2 using the oper-
ator A, and vice versa. Writing now the eigenfunctions of the Hamiltonians H1,
H2 in terms of a two-dimensional column vectors and applying the operators
Q,Q† to these vectors we find
Q
(
ψ
(1)
n+1
0
)
=
√
E
(2)
n
(
0
ψ
(2)
n
)
, Q†
(
0
ψ
(2)
n
)
=
√
E
(1)
n+1
(
ψ
(1)
n+1
0
)
, n ≥ 0.
Hence, the application of operators Q and Q† can be considered as changing
the character of the state from bosonic to fermionic, and vice versa.
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2.2 The bosonic-fermionic permutation symmetry from the
ground state wave function
Let us consider a symmetry of the supersymmetric Hamiltonian. We observe
that from equations (7) and (9) the Hamiltonains H1 and H2 can be expressed
in terms of the superpotential W (x) and its first derivative. In other words,
from equation (8) the partner Hamiltonians H1 and H2 depend on the ground
state wave function ψ(1)0 (x) of H1. Introducing now the operator Rψ(1)0 which
transforms ψ(1)0 (x)→ 1/ψ(1)0 (x) we find
R
ψ
(1)
0
[ψ
(1)
0 ] = ψ˜
(1)
0 =
1
ψ
(1)
0
, R
ψ
(1)
0
[W ] = W˜ = −W,
and
R
ψ
(1)
0
[H1] = H˜1 = H2, Rψ(1)0 [H2] = H˜2 = H1,
where the tilde notation will be used in what follows to represent the functions
or the operators on which the operator R
ψ
(1)
0
is applied. Hence, the operator
R
ψ
(1)
0
is just a permutation of the two scalar Hamiltonians H1 and H2 in the
supersymmetric Hamiltonian H.
In particular, we note that since Aψ(1)0 (x) = 0, we have
R
ψ
(1)
0
[Aψ(1)0 (x)] = A˜ ψ˜(1)0 (x) = −A†
(
1/ψ
(1)
0 (x)
)
= 0,
i.e. H2
(
1/ψ
(1)
0 (x)
)
= 0. However, if we suppose that ψ(1)0 (x) is normalized, then
the function 1/ψ(1)0 (x) cannot be normalized. Therefore, the function 1/ψ
(1)
0 (x)
is not considered as the ground state wave function ofH2; this implies that E(1)0
is the only nondegenerate state of the supersymmetric Hamiltonian H.
Despite that 1/ψ(1)0 (x) is not a ground state wave function of H2, the sym-
metry induced by R
ψ
(1)
0
remains for the partner Hamiltonians for all the eigen-
values E(2)n = E
(1)
n+1 of the system for n ≥ 0. Moreover, the SUSYQM system is
completely determined by the ground state wave function of H1.
In what follows, we will study complex-valued functions generalizing pow-
ers functions of the type (x−x0)n for n ≥ 0, taking into account the permutation
symmetry R
ψ
(1)
0
of the one-dimensional SUSYQM system.
3 Definition and properties of the Φ-generalized
power functions
In the frame work of this paper, in order to simplify the problem, we shall study
the functions X(n) and X˜(n) appearing in the representation for the general
solution of u′′ + qu = λu, i.e. for p = r = 1 in Theorem 1. This leads us to the
following definition.
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Definition 2 Let Φ(x) be a given continuous nonzero complex-valued function on
[a, b] and x0 ∈ [a, b]. The Φ-power functions (or the generalized power functions)
are defined iteratively by X˜(0)(x0, x) ≡ 1, X(0)(x0, x) ≡ 1 and
X(n)(x0, x) = n
∫ x
x0
X(n−1)(x0, ξ)
(
Φ(ξ)
)(−1)n
dξ,
X˜(n)(x0, x) = n
∫ x
x0
X˜(n−1)(x0, ξ)
(
1
Φ(ξ)
)(−1)n
dξ,
(10)
where n > 0. We say that the Φ-power function X˜(n) is the Φ-conjugate of X(n)
(and conversely).
Remark 3 We observe that the Φ-conjugaison of the generalized power functions
are obtained from the transformation RΦ[X(n)] = X˜(n).
Remark 4 In the case Φ ≡ 1 we have X˜(n)(x0, x) = X(n)(x0, x) and these func-
tions are equal to (x−x0)n. In the general case, the Φ-power functions X(n), X˜(n)
are distinct and not necessarily polynomial functions.
When considering the general solution representation of the one-dimensional
stationary Schro¨dinger equation H1ψ(x) = − d2dx2ψ(x) + V1(x)ψ(x) = λψ(x)
from the point of view of Theorem 1, i.e. p = −1, r = 1 and q = V1 =
[ψ
(1)
0 ]
′′/ψ(1)0 , then the generalized power functions X
(n)
1 , X˜
(n)
1 associated with
this Schro¨dinger equation in Theorem 1 are related to the generalized power
functions X(n), X˜(n) in (10) by taking Φ = [ψ(1)0 ]
2. Since p = −1 we have
X
(n)
1 = (−1)nX(n) and X˜(n)1 = (−1)n+1X˜(n). Hence, from (1) and (2) the
general solution representation of H1ψ(x) = λψ(x) can be written in terms of
the functions X(n), X˜(n) (up to a minus sign absorbed by the arbitrary complex
constants c1, c2) defined in (10) by
ψ = c1ψ0
∞∑
k=0
λk
(2k)!
X˜(2k) + c2ψ0
∞∑
k=0
λk
(2k + 1)!
X(2k+1).
Applying now operator RΦ on equation H1ψ(x) = λψ(x), we obtain the
general solution representation ψ˜(x) of the supersymmetric partner Schro¨dinger
equation H2ψ˜(x) = λψ˜(x), i.e.
ψ˜ =
c˜1
ψ0
∞∑
k=0
λk
(2k)!
X(2k) +
c˜2
ψ0
∞∑
k=0
λk
(2k + 1)!
X˜(2k+1).
Theorem 5 Let X(n) and X˜(n) be Φ-generalized powers. These functions are Φ-
symmetric conjugate for even n and antisymmetric for odd n, i.e.
X˜(n)(x0, x) = X
(n)(x, x0), n even (11)
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and
X˜(n)(x0, x) = −X˜(n)(x, x0), n odd,
X(n)(x0, x) = −X(n)(x, x0), n odd.
(12)
Proof. Let f1(x), . . . , fn(x) be continuous complex-valued functions in [a, b]
such that fi(x) 6= 0 for all x ∈ [a, b]. We consider Chen’s iterated path integrals
introduced in [7] and defined by∫ x
x0
f1(ξ)dξ · · · fn(ξ)dξ :=
∫ x
x0
(∫ ξ
x0
f1(ξ)dξ · · · fn−1(ξ)dξ
)
fn(ξ)dξ for n > 1.
When n = 0, set the integral to be 1. The following property was obtained by
Chen for iterated integrals [7] :∫ x0
x
f1(ξ)dξ · · · fn(ξ)dξ = (−1)n
∫ x
x0
fn(ξ)dξ · · · f1(ξ)dξ. (13)
Now let us consider the particular case
fn =
(
1
Φ
)(−1)n
for n ≥ 1. (14)
Then equation (13) becomes
1
n!
X˜(n)(x, x0) =

− 1
n!
X˜(n)(x0, x), n odd
1
n!
X(n)(x0, x), n even,
which demonstrate property (11) and property (12) for the Φ-conjugate X˜(n).
Property (12) for the X(n) is obtained by considering the case fn(x) = Φ(−1)
n
instead of functions (14).
Remark 6 Theorem 5 is particularly interesting when SPPS method is used for
numerical analysis. Indeed, when a SPPS numerical calculations is performed both
set of functions X˜(n)(x0, x), X(n)(x0, x) are calculated for some N > 0 and n =
1, . . . , N . For even numbers n, this theorem gives us the possibility to obtain all
the functions X˜(n)(x0, x) from the functions X(n)(x, x0). Consequently, numerical
calculations of the SPPS could be improved by about 25 % by using this result.
Remark 7 A corollary is obtained from Theorem 5: for n ≥ 1 the Φ-conjugate
power functions are related by the formulas
X(n)(x0, x) = n
∫ x
x0
X˜(n−1)(ξ, x)
Φ(ξ)
dξ, n even
X˜(n)(x0, x) = n
∫ x
x0
Φ(ξ)X(n−1)(ξ, x)dξ, n odd.
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Indeed, considering first the even n, from the definition 2 we have
X˜(n)(x, x0) = n
∫ x0
x
X˜(n−1)(x, ξ)
Φ(ξ)
dξ = n
∫ x
x0
X˜(n−1)(ξ, x)
Φ(ξ)
dξ,
where in the last equality is obtained by interchanging the order of integration and
using Theorem 5. However, since n is even X˜(n)(x, x0) = X(n)(x0, x) again from
Theorem 5. Hence, we obtain the the desired result when n is even. The second
formula when n is odd is easily proven in a similar way.
Theorem 8 (Binomial identity for even n) Let Φ(x) be a given continuous nonzero
complex-valued function on [a, b] and x0 ∈ [a, b]. Then for a finite and an even
n ≥ 2 the Φ-powers functions (10) satisfy the following identity:
n∑
k=0
(−1)k
(
n
k
)
X(k) X˜(n−k) = 0
or equivalently
X˜(n) =
n∑
k=1
(−1)k+1
(
n
k
)
X(k) X˜(n−k).
Proof. By integrating by parts for an even n ≥ 2 we have
X(n)(x0, x) = n
∫ x
x0
X(n−1)(x0, ξ)Φ(ξ)dξ
= n
[
X(n−1)X˜(1) − (n− 1)
∫ x
x0
X˜(1)X(n−2)
1
Φ
dξ
]
,
where for simplicity the arguments of the functions have been omitted in the
second line (and for the rest of the proof). In particular, we observe that when
n = 2 we obtain X(2) = 2X(1)X˜(1) − X˜(2) which prove the identity in this case.
Now by integrating by parts again for n ≥ 3, we find∫ x
x0
X˜(1)X(n−2)
1
Φ
dξ =
1
2
X˜(2)X(n−2) − 1
2
(n− 2)
∫ x
x0
X˜(2)X(n−3)Φdξ
such that
X(n) = nX˜(1)X(n−1)−1
2
n(n−1)X˜(2)X(n−2)+1
2
n(n−1)(n−2)
∫ x
x0
X˜(2)X(n−3)Φdξ.
Pursuing these calculations, i.e. applying n− 1 integration by parts for an even
n, we finally obtain
X(n) =
n−1∑
k=1
(−1)k+1 n!
k!(n− k)!X˜
(k)X(n−k) − n
∫ x
x0
X˜(n−1)X(0)
1
Φ
dξ,
where by definition the last term is just X˜(n) and this complete the proof.
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Remark 9 Considering the same proof when n is odd and finite, we obtain the
trivial identity
n∑
k=0
(−1)k
(
n
k
)
X(k)X(n−k) = 0.
Remark 10 From the usual binomial expansion, Theorem 8 can be seen from a
purely symbolic point of view as
(X − X˜)(n) = 0 for even n.
A corollary can be obtained from Theorem 8 to obtain a generalization of
the elliptic and the hyperbolic Pythagorean identities. For that, let us define the
Φ-generalized sine and cosine functions as
C(x0, x) =
∞∑
j=0
(−1)j
(2j)!
X(2j)(x0, x), C˜(x0, x) =
∞∑
k=0
(−1)k
(2k)!
X˜(2k)(x0, x),
S(x0, x) =
∞∑
j=0
(−1)j
(2j + 1)!
X(2j+1)(x0, x), S˜(x0, x) =
∞∑
k=0
(−1)k
(2k + 1)!
X˜(2k+1)(x0, x),
and the Φ-generalized hyperbolic functions as
Ch(x0, x) =
∞∑
j=0
X(2j)(x0, x)
(2j)!
, C˜h(x0, x) =
∞∑
k=0
X˜(2k)(x0, x)
(2k)!
,
Sh(x0, x) =
∞∑
j=0
X(2j+1)(x0, x)
(2j + 1)!
, S˜h(x0, x) =
∞∑
k=0
X˜(2k+1)(x0, x)
(2k + 1)!
.
These series are convergent. Indeed, from definition 2 we find
X(2j)(x0, x)
(2j)!
=
∫ x
x0
Φ(ξ1)
∫ ξ1
x0
1
Φ(ξ2)
∫ ξ2
x0
Φ(ξ3)
∫ ξ3
x0
· · ·
∫ ξ2j−1
x0
1
Φ(ξ2j)
dξ2j · · · dξ1
and
X(2j+1)(x0, x)
(2j + 1)!
=
∫ x
x0
1
Φ(ξ1)
∫ ξ1
x0
Φ(ξ2)
∫ ξ2
x0
1
Φ(ξ3)
∫ ξ3
x0
· · ·
∫ ξ2j
x0
1
Φ(ξ2j+1)
dξ2j+1 · · · dξ1
such that on the interval [a, b] we have∣∣∣X(2j)(x0, x)∣∣∣ ≤ (max |Φ(x)|)j(max ∣∣∣∣ 1Φ(x)
∣∣∣∣ )j∣∣b− a∣∣2j = cj
and∣∣∣X(2j+1)(x0, x)∣∣∣ ≤ (max |Φ(x)|)j(max ∣∣∣∣ 1Φ(x)
∣∣∣∣ )j+1∣∣b−a∣∣2j+1 = |b−a|(max ∣∣∣∣ 1Φ(x)
∣∣∣∣ )cj
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for c =
(
max |Φ(x)|
)(
max
∣∣∣ 1Φ(x) ∣∣∣ )∣∣b − a∣∣2. Hence, the series ∑∞j=0 cj(2j)! <
∞ and |b − a|(max ∣∣∣ 1Φ(x) ∣∣∣ )∑∞j=0 cj(2j+1)! < ∞ such that the Φ-trigonometric
functions and the Φ-hyperbolic functions converge absolutely and uniformly
from the Weierstrass M-test.
Theorem 11 (Supersymmetric Pythagorean identities) The Φ-trigonometric func-
tions satisfy the following generalized Pythagorean trigonometric identity
C(x0, x) C˜(x0, x) + S(x0, x) S˜(x0, x) = 1.
Moreover, the Φ-hyperbolic functions satisfy the generalized hyperbolic identity
Ch(x0, x) C˜h(x0, x)− Sh(x0, x) S˜h(x0, x) = 1.
Proof. Let us consider first the Pythagorean trigonometric identity. From the
infinite double sum property
∞∑
j=0
∞∑
k=0
ck,j =
∞∑
p=0
p∑
q=0
cq,p−q, (15)
we obtain
CC˜ =
∞∑
j=0
∞∑
k=0
(−1)j+k
(2j)!(2k)!
X(2j)X˜(2k) =
∞∑
p=0
p∑
q=0
(−1)p
(2q)!(2p− 2q)!X
(2p−2q)X˜(2q)
= 1 +
∞∑
p=0
p+1∑
q=0
(−1)p+1
(2q)!(2p+ 2− 2q)!X
(2p+2−2q)X˜(2q)
= 1 +
∞∑
p=0
( p∑
q=0
(−1)p+1
(2q)!(2p+ 2− 2q)!X
(2p+2−2q)X˜(2q) +
(−1)p+1
(2p+ 2)!
X˜(2p+2)
)
.
Using again (15) for SS˜ we find
SS˜ =
∞∑
p=0
p∑
q=0
(−1)p
(2q + 1)!(2p+ 1− 2q)!X
(2p+1−2q)X˜(2q+1)
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such that
CC˜ + SS˜ = 1 +
∞∑
p=0
( p∑
q=0
(−1)p+1
(2q)!(2p+ 2− 2q)!X
(2p+2−2q)X˜(2q)+
+
(−1)p
(2q + 1)!(2p+ 1− 2q)!X
(2p+1−2q)X˜(2q+1) +
(−1)p+1
(2p+ 2)!
X˜(2p+2)
)
= 1 +
∞∑
p=0
(−1)p+1
(2p+ 2)!
( p∑
q=0
(2p+ 2)!
(2q)!(2p+ 2− 2q)!X
(2p+2−2q)X˜(2q)+
− (2p+ 2)!
(2q + 1)!
(
(2p+ 2)− (2q + 1))!X(2p+1−2q)X˜(2q+1) + X˜(2p+2))
= 1 +
∞∑
p=0
(−1)p+1
(2p+ 2)!
2p+2∑
q=0
(−1)q
(
2p+ 2
q
)
X(2p+2−q)X˜(q).
However, since 2p + 2 is even and greater or equal than 2 the last summation
over q is always zero from Theorem 8 and this complete the proof for the first
identity.
The hyperbolic identity can be proved in a similar way.
The Φ-trigonometric functions are illustrated in Figure 1 for the real-valued
function Φ(x) = (1 + x)2. The generalized Pythagorean trigonometric identity
of Theorem 11 are then shown in Figure 2 for the same function Φ(x). This case
can be seen as a perturbation of the standard trigonometric functions, i.e. Φ ≡ 1
around x = 0. In the same way, we illustrate the Φ-trigonometric functions in
Figures 3 and the generalized Pythagorean trigonometric identity in Figures 4
for the real-valued function Φ(x) =
√
coshx. In both case, we set x0 = 0. We
limit ourselves to these two examples, however several other functions Φ(x)
have been considered.
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Figure 1: Graphics of the Φ-trigonometric functions for Φ = (1 +x)2 and x0 = 0
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Figure 2: Generalized Pythagorean trigonometric identity for Φ = (1 + x)2 and
x0 = 0 in the phase space of the Φ-trigonometric functions
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Figure 3: Graphics of the Φ-trigonometric functions for Φ =
√
coshx and x0 = 0
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Figure 4: Generalized Pythagorean trigonometric identity for Φ =
√
coshx and
x0 = 0 in the phase space of the Φ-trigonometric functions
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In what follows the set of Φ-power functions {X(2k)}∞k=0 ∪{X˜(2k+1)}∞k=0 (as
well as the Φ-conjugate set {X˜(2k)}∞k=0 ∪ {X(2k+1)}∞k=0) will be of particular
interest. For simplicity, we define the functions Yn(x0, x), Y˜n(x0, x) as
Yn(x0, x) :=
 X˜
(n)(x0, x), n odd,
X(n)(x0, x), n even,
(16)
and
Y˜n(x0, x) :=
 X
(n)(x0, x), n odd,
X˜(n)(x0, x), n even,
(17)
for n ≥ 0.
It was shown that generalized powers posses the property of completeness
in L2(a, b) [18, 21]. Indeed, for x0 an arbitrary fixed point in [a, b] it has been
shown that when the point x0 coincides with one of the extreme of the interval,
then the infinite system of functions {X(2k)}∞k=0 is complete in L2(a, b). Under
the same condition, the completeness of {X˜(2k+1)}∞k=0 is guaranteed in L2(a, b).
Meanwile, when x0 is an interior point of the interval the system of functions
{Yk}∞k=0 is complete in L2(a, b). For instance, in the case Φ ≡ 1 and choosing
x0 = 0 on the interval [0, 1], we find
X(0)(x) = 1, X(2)(x) = x2, X(4)(x) = x4, . . . (18)
and
X˜(1)(x) = x, X˜(3)(x) = x3, X˜(5)(x) = x5, . . . (19)
Both systems of monomials are complete in L2(0, 1) due to the Mu¨ntz theorem
[9, p.275]. Hence, the system of fonctions {X(2n)}∞n=0 and {X˜(2n+1)}∞n=0 repre-
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sent a direct generalization of the system of monomials (18), (19) if instead of
Φ ≡ 1 an arbitrary sufficiently smooth and nonvanishing function Φ is choosen.
Let us now introduce a Φ-derivative which will be used in what follows:
Dh(x) = Φ(x)
d
dx
h(x) and D˜h(x) =
1
Φ(x)
d
dx
h(x),
where h(x) is an arbitrary complex-valued function well defined on the interval
of interest. For D(0)h(x) ≡ h(x) and D˜(0)h(x) ≡ h(x) and the higher-order
Φ-derivatives are defined alternately as
D(k)h(x) = D
(
D˜(k−1)h(x)
)
and D˜(k)h(x) = D˜
(
D(k−1)h(x)
)
.
These definitions of generalized derivatives agree with many aspect with the
standard derivative applied on functions of the type (x− x0)n. For instance, we
have that D(k)X(k)(x0, x) = D˜(k)X˜(k)(x0, x) = k!. More generally, we have the
following proposition.
Proposition 12 When n, k ∈ Z≥0 are of the same parity and n ≥ k, we have
D(k)X(n)(x0, x) =
n!
(n− k)!X
(n−k)(x0, x), (20)
D˜(k)X˜(n)(x0, x) =
n!
(n− k)!X˜
(n−k)(x0, x). (21)
On the other, when n, k ∈ Z≥0 are not of the same parity and n > k, we obtain
D˜(k)X(n)(x0, x) =
n!
(n− k)!X
(n−k)(x0, x), (22)
D(k)X˜(n)(x0, x) =
n!
(n− k)!X˜
(n−k)(x0, x). (23)
Proof. We begin by considering induction on n for equation (20). The cases
n = 0, 1 are trivially verified. Let us suppose that n is even and equation (20) is
valid for 0 ≤ k ≤ n and k even. Then for 1 ≤ k ≤ n+ 1 and k odd we obtain
D(k)X(n+1) = D
(
D˜(k−1)X(n+1)
)
= D(k−1)
(
DX(n+1)
)
(24)
= D(k−1)
(
(n+ 1)ΦX(n)
1
Φ
)
= (n+ 1)
n!
(n+ 1− k)!X
(n−k+1),
where the second equality in (24) is valid for k odd. This prove the first equation
(20) when n is even. The case n odd (and k odd) of equation (20) is prove in
similar way as well as its Φ-conjugate counterpart (21).
Equations (22) and (23) are proven in a similar way.
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Remark 13 Despite these results, other combinations of Φ-derivatives applied on
the Φ-power functions do not give such simple results. For instance, we have
D(2)X(3) = 6X(1) − 6 ( 1Φ) (Φ′Φ )X(2).
Remark 14 Considering the Φ-derivatives of the generalized trigonometric and
the hyperbolic functions, we easily show that DS(x0, x) = C(x0, x), D˜C(x0, x) =
−S(x0, x), D[Sh(x0, x)] = Ch(x0, x) and D˜[Ch(x0, x)] = Sh(x0, x).
4 Supersymmetric Taylor series from the Φ-power
functions
In this section, and only in this section, we suppose that the function Φ(x) is a
real-valued function on [a, b]. We will treat the approximation of functions by
generalized Taylor series using Φ-generalized powers. Taylor series have already
been considered from the iterated integrals X(n), X˜(n) for the Sturm-Liouville
equation, see [21]; here we consider a more general setting and a different
approach.
In what follows we shall have frequent occasions to use Wronskian so that it
will be convenient to introduce some notations. The functions f1(x), . . . , fn(x)
being of class Cn, we set
W[f1(x), f2(x), . . . , fn(x)] ≡
∣∣∣∣∣∣∣∣∣
f1(x) f2(x) · · · fn(x)
f ′1(x) f
′
2(x) · · · f ′n(x)
...
...
. . .
...
f
(n)
1 (x) f
(n)
2 (x) · · · f (n)n (x)
∣∣∣∣∣∣∣∣∣ .
Moreover, since in what follows we will pay special attention to the sets
{Y0(x0, x),Y1(x0, x), . . . ,Yn(x0, x)} and {Y˜0(x0, x), Y˜1(x0, x), . . . , Y˜n(x0, x)}, we
set as a particuliar case
Wn(x) ≡ W
[Y0(x0, x),Y1(x0, x), . . . ,Yn(x0, x)]
and
W˜n(x) ≡ W
[Y˜0(x0, x), Y˜1(x0, x), . . . , Y˜n(x0, x)].
Proposition 15 Let x0 be a given point in the interval (a, b) of Φ and the two sets
of fonctions Sn = {Y0(x0, x), . . . ,Yn(x0, x)}, S˜n = {Y˜0(x0, x), . . . , Y˜n(x0, x)} are
of class Cn(a, b). Then the sets of functions Sn and S˜n are linearly independant.
Proof. Let us first consider the Wronskian matrix at the point x = x0, i.e. calcu-
late the matrix Y(i)j (x0, x0) for 0 ≤ i, j ≤ n. We have that Yj(x0, x0) = δi,0,
where δi,k is the Kronecker delta. The first line and column of the Wron-
skian matrix being known, we now consider the strictly upper diagonal terms
Y(j)k (x0, x), where 1 ≤ j < k ≤ n. Considering the derivatives, these terms can
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be expanded as a summation of the functions Yr(x0, x), Y˜r(x0, x) for 1 ≤ r ≤
k − 1. Hence, evaluated at x = x0 we find Y(j)k (x0, x) = 0 and the Wronskian
matrix is lower triangular. By similar calculations we find that Wronskian matrix
Y˜(i)j (x0, x0) of the functions S˜n at x = x0 is lower triangular.
On the diagonal of the Wronskian matrices we obtain
Y(m)m (x0, x0) =
 m! Φ(x0), m odd,m!, m even, (25)
and
Y˜(m)m (x0, x0) =
 m! Φ
−1(x0), m odd,
m!, m even,
(26)
for 0 ≤ m ≤ n. This can be shown by induction on n. Indeed, equations (25),
(26) are satisfed for n = 0, 1. For an even n > 0 suppose that equations (25),
(26) are valid for 0 ≤ m ≤ n− 1. We have
Y(n)n =
dn−1
dxn−1
Y ′n =
dn−1
dxn−1
(
nΦY˜n−1
)
= n
n−1∑
k=0
(
n− 1
k
)
Φ(n−1−k)Y˜(k)n−1.
As has been shown below, the terms Y˜(k)n−1 evaluated at x = x0 are zero for
k = 0, . . . , n− 2 such that
Y(n)n (x0, x0) = nΦ(x0)Y˜(n−1)n−1 (x0, x0) = nΦ(x0)(n− 1)!Φ−1(x0) = n!.
The case n odd and greater than 1 can be shown in a similar way to complete
the proof of (25). Equation (26) is also proved by induction in a similar way.
Hence, the Wronskians at x = x0 is given by
Wn(x0) =
n∏
k=0
Y(k)k (x0, x0) =

αn
(√
Φ(x0)
)n+1
, n odd,
αn
(√
Φ(x0)
)n
, n even,
and
W˜n(x0) =

αn
( 1√
Φ(x0)
)n+1
, n odd,
αn
( 1√
Φ(x0)
)n
, n even,
where
αn :=
n∏
k=0
k!.
Now since the set of n + 1 functions of Sn (S˜n) are n times differentiable
over the interval (a, b) with Wn(x0) 6= 0 (W˜n(x0) 6= 0) for some x0 ∈ (a, b), the
functions of Sn (S˜n) are linearly independent from the Abel’s identity.
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Proposition 16 Let x0 be a given point in the interval [a, b] of Φ. Then the fun-
damental set of solutions for the ordinary differential equation D(n+1)y(x) = 0 of
order n+ 1 is  Sn = {Y0(x0, x), . . . ,Yn(x0, x)}, n odd,S˜n = {Y˜0(x0, x), . . . , Y˜n(x0, x)}, n even. (27)
Moreover, the fundamental set of solutions for the ordinary differential equation
D˜(n+1)y(x) = 0 of order n+ 1 is S˜n = {Y˜0(x0, x), . . . , Y˜n(x0, x)}, n odd,Sn = {Y0(x0, x), . . . ,Yn(x0, x)}, n even. (28)
Proof. Let us first consider the case n odd. For 0 ≤ k ≤ n we obtain
D(n+1)Yk =
 D
(n+1−k)(D˜(k)X˜(k)) = D(n+1−k)k! = 0, k odd,
D(n+1−k)
(
D(k)X(k)
)
= D(n+1−k)k! = 0, k even,
where proposition 12 was used. Similarly, we show that D˜(n+1)Y˜k = 0 when n
is odd and 0 ≤ k ≤ n.
For n even and 0 ≤ k ≤ n we have
D(n+1)Y˜k =
 D
(n+1−k)(D(k)X(k)) = D(n+1−k)k! = 0, k odd,
D(n+1−k)
(
D˜(k)X˜(k)
)
= D(n+1−k)k! = 0, k even.
In the same way, we find that D˜(n+1)Yk = 0 when n is even and 0 ≤ k ≤ n.
To demonstrate Proposition 15 it was sufficient to show that Wn(x0) 6= 0
and W˜n(x0) 6= 0 . Nervertheless, in the following it will be useful to obtain
an explicit form of the Wronskians Wn(x) and W˜n(x) for all x in the interval
[a, b]. For that we use explicitly the Abel’s identity. From Proposition 16 the
set Sn = {Y0(x0, x), . . . ,Yn(x0, x)} is a fundamental set of solutions for the
ordinary differential equations D(n+1)y(x) = 0 with n odd and D˜(n+1)y(x) = 0
with n even. By developping these equations in terms of the usual derivatives,
i.e.
D(n+1)y(x) = an+1(x)y
(n+1)(x) + an(x)y
(n)(x) + · · ·+ a1(x)y′(x) = 0
and
D˜(n+1)y(x) = a˜n+1(x)y
(n+1)(x) + a˜n(x)y
(n)(x) + · · ·+ a˜1(x)y′(x) = 0
we find
an+1(x) = 1, an(x) = −n+ 1
2
Φ′(x)
Φ(x)
, n odd,
a˜n+1(x) =
1
Φ(x)
, a˜n(x) = −n
2
Φ′(x)
Φ(x)2
, n even,
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such that Wn(x) = Wn(x0) exp
(
−
∫ x
x0
an(ξ)
an+1(ξ)
dξ
)
by the Abel’s identity. Ex-
plicitly, we find
Wn(x) =

αn
(√
Φ(x)
)n+1
, n odd,
αn
(√
Φ(x)
)n
, n even.
(29)
By similar calculation, the set S˜n = {Y˜0(x0, x), . . . , Y˜n(x0, x)} is a fundamental
set of solutions for the ordinary differential equations D(n+1)y(x) = 0 with n
even and D˜(n+1)y(x) = 0 with n odd. We find
W˜n(x) =

αn
( 1√
Φ(x)
)n+1
, n odd,
αn
( 1√
Φ(x)
)n
, n even.
(30)
The function X˜(n)/Φ (resp. X(n)Φ) is the function of Cauchy [11] used in
obtaining a particular solution of the nonhomogneous equation D(n+1)y(x) =
h(x) (resp. D˜(n+1)y(x) = h(x)) from their solution of the corresponding homo-
geneous equation. The particular solutions yp(x) is given by
yp(x) =
1
n!
∫ x
x0
X˜(n)(ξ, x)
h(ξ)
Φ(ξ)
dξ for equation D(n+1)y(x) = h(x)
and
yp(x) =
1
n!
∫ x
x0
X(n)(ξ, x)Φ(ξ)h(ξ)dξ for equation D˜(n+1)y(x) = h(x).
Indeed, we have
D(n+1)yp(x) = DD˜
(n)yp(x) = D
[ 1
n!
∫ x
x0
(
D˜(n)X˜(n)(ξ, x)
) h(ξ)
Φ(ξ)
dξ
]
= D
∫ x
x0
h(ξ)
Φ(ξ)
dξ = h(x).
Similar calculations are made to show a particular solution of D˜(n+1)y(x) =
h(x).
Theorem 17 (Supersymmetric Φ-Taylor series) Let the functions f(x),Y0(x),Y1(x), . . . ,Yn(x)
be real-valued functions of class Cn+1 in the interval [a, b] and a ≤ x0 ≤ b. Then
f(x) =
n∑
k=0
Dkf(x0)
k!
Yk(x0, x) +Rn(x), (31)
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where
Dkf(x) =
 D˜
(k)f(x), k odd,
D(k)f(x), k even,
and Rn(x) =
1
n!
∫ x
x0
[
Φ(ξ)
](−1)nYn(ξ, x)Dn+1f(ξ)dξ.
Proof. From Proposition 15 the WronskianWn(x) > 0 in the interval [a, b]. Now
considering the result obtained by Widder [32, p.138], we have
f(x) =
n∑
k=0
Lkf(x0) gk(x0, x) +Rn(x), (32)
where the functions gk(x0, x) are defined as g0(x0, x) = 1 and
gk(x0, x) =
(
1
Wk(x0)
)
∣∣∣∣∣∣∣∣∣∣∣
1 Y1(x0, x0) · · · Yk(x0, x0)
0 Y(1)1 (x0, x0) · · · Y(1)k (x0, x0)
...
...
. . .
...
0 Y(k−1)1 (x0, x0) · · · Y(k−1)k (x0, x0)
1 Y1(x0, x) · · · Yk(x0, x)
∣∣∣∣∣∣∣∣∣∣∣
, (33)
while the operators Lk are defined as L0 = id and
Lkf(x) =
W[Y0(x0, x),Y1(x0, x), . . . ,Yk−1(x0, x), f(x)]
Wk−1(x) . (34)
However, these functions gk and operators Lk defined in terms of a determinant
can be expressed in a more convenient way in terms of functions φk(x) given by
φ0(x) = 1, φ1(x) = Φ(x), φi(x) =
Wi(x)Wi−2(x)[Wi−1(x)]2 , 2 ≤ i ≤ n− 1.
Indeed, from [32] we have
gk(x0, x) =
φ0(x)
φ0(x0) · · ·φk(x0)
∫ x
x0
φ1(ξ1)
∫ ξ1
x0
· · ·
∫ ξk−2
x0
φk−1(ξk−1)
∫ ξk−1
x0
φk(ξk)dξkdξk−1 · · · dξ1
and
Lkf(x) = φ0(x)φ1(x) · · ·φk−1(x) d
dx
1
φk−1(x)
d
dx
1
φk−2(x)
d
dx
· · · d
dx
1
φ1(x)
d
dx
f(x)
φ0(x)
.
In our case the functions φi(x) are calculated from equation (29). We obtain
φ0(x) = 1 and φk(x) = k
(
1
Φ(x)
)(−1)k
. It is now easy to identify the functions
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gk(x0, x) and the operators Lk as
gk(x0, x) =

1
k!
1
Φ(x0)
X˜(k)(x0, x), k odd,
1
k!
X(k)(x0, x), k even,
and
Lkf(x) =
 Φ(x)D˜
(k)f(x), k odd,
D(k)f(x), k even,
(35)
for k ≥ 0.
Now considering the rest, we have that Rn(x) is of the form
Rn(x) =
∫ x
x0
gn(ξ, x)Ln+1f(ξ)dξ,
which is equivalent to write
Rn(x) =
1
n!
∫ x
x0
[
Φ(ξ)
](−1)nYn(ξ, x)Dn+1f(ξ)dξ.
The proof of Theorem 17 gives us the possibility to obtain formulas of the
coefficients ak(x), a˜k(x) for the developpement of the generalized derivatives
D(n)y(x), D˜(n)y(x) in terms of the usual derivatives, i.e.
D(n)f(x) =
n∑
k=1
ak(x) f
(k)(x) and D˜(n)f(x) =
n∑
k=1
a˜k(x) f
(k)(x).
Indeed, from (35) and its associate Φ-conjugaison, we have
D(n)f(x) =
 Φ(x)L˜nf(x), n odd,Lnf(x), n even, and D˜(n)f(x) =

1
Φ(x)
Lnf(x), n odd,
L˜nf(x), n even.
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Considering first the case n > 0 and even we find
D(n)f(x) =
1
Wn−1(x)
∣∣∣∣∣∣∣∣∣
Y0 Y1 . . . Yn−1 f
Y ′0 Y ′1 . . . Y ′n−1 f ′
...
...
. . .
...
...
Y(n)0 Y(n)1 . . . Y(n)n−1 f (n)
∣∣∣∣∣∣∣∣∣
=
1
αn−1
[
Φ(x)
]n
2
∣∣∣∣∣∣∣∣∣
Y ′1 Y ′2 . . . Y ′n−1 f ′
Y ′′1 Y ′′2 . . . Y ′′n−1 f ′′
...
...
. . .
...
...
Y(n)1 Y(n)2 . . . Y(n)n−1 f (n)
∣∣∣∣∣∣∣∣∣
=
1
αn−1
[
Φ(x)
]n
2
n∑
k=1
εi1,...,in−1,k
∣∣∣∣∣∣∣∣∣∣
Y(i1)1 Y(i1)2 . . . Y(i1)n−1
Y(i2)1 Y(i2)2 . . . Y(i2)n−1
...
...
. . .
...
Y(in−1)1 Y(in−1)2 . . . Y(in−1)n−1
∣∣∣∣∣∣∣∣∣∣
f (k)(x)
where 1 ≤ i1 < i2 < · · · < in−1 ≤ n and εi1i2···in−1k represents the n-
dimensional Levi-Cevita symbol. By a similar calculation for n odd, we finally
obtain the following results for the coefficients ak(x) (coefficients a˜k(x) are ob-
tained by Φ-conjugaison).
Proposition 18 The n-order Φ-generalized derivatives D(n)f(x) and D˜(n)f(x)
can be expanded in terms of the usual derivatives D(n)f(x) =
∑n
k=1 ak(x) f
(k)(x)
and D˜(n)f(x) =
∑n
k=1 a˜k(x) f
(k)(x), where
ak(x) =

εi1,...,in−1,k
[
Φ(x)
]n+1
2
αn−1
∣∣∣∣∣∣∣∣∣∣
Y˜(i1)1 Y˜(i1)2 . . . Y˜(i1)n−1
Y˜(i2)1 Y˜(i2)2 . . . Y˜(i2)n−1
...
...
. . .
...
Y˜(in−1)1 Y˜(in−1)2 . . . Y˜(in−1)n−1
∣∣∣∣∣∣∣∣∣∣
, n odd,
εi1,...,in−1,k
1
αn−1
[
Φ(x)
]n
2
∣∣∣∣∣∣∣∣∣∣
Y(i1)1 Y(i1)2 . . . Y(i1)n−1
Y(i2)1 Y(i2)2 . . . Y(i2)n−1
...
...
. . .
...
Y(in−1)1 Y(in−1)2 . . . Y(in−1)n−1
∣∣∣∣∣∣∣∣∣∣
, n even,
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a˜k(x) =

εi1,...,in−1,k
1
αn−1
[
Φ(x)
]n+1
2
∣∣∣∣∣∣∣∣∣∣
Y(i1)1 Y(i1)2 . . . Y(i1)n−1
Y(i2)1 Y(i2)2 . . . Y(i2)n−1
...
...
. . .
...
Y(in−1)1 Y(in−1)2 . . . Y(in−1)n−1
∣∣∣∣∣∣∣∣∣∣
, n odd,
εi1,...,in−1,k
[
Φ(x)
]n
2
αn−1
∣∣∣∣∣∣∣∣∣∣
Y˜(i1)1 Y˜(i1)2 . . . Y˜(i1)n−1
Y˜(i2)1 Y˜(i2)2 . . . Y˜(i2)n−1
...
...
. . .
...
Y˜(in−1)1 Y˜(in−1)2 . . . Y˜(in−1)n−1
∣∣∣∣∣∣∣∣∣∣
, n even,
where
1 ≤ i1 < i2 < · · · < in−1 ≤ n and 1 ≤ k ≤ n.
5 Volterra composition of the Φ-power functions
Let us first introduce a composition introduced by Volterra [31]. For f(x, y) and
g(x, y) two functions such that∫ y
x
f(x, ξ)g(ξ, y) dξ. (36)
exists for a ≤ x ≤ y ≤ b. The integral (36) is called the composition of the first
type and is denoted by
(
f ? g
)
(x, y).
As shown in [31], the composition of the first type is associative and dis-
tributive. Moreover, if f ? g = g ? f then the two functions f and g are said
to be permutable. The following notation will be used when the function f is
composed with itself:
f 〈n〉 =
(
f 〈n−1〉 ? f
)
, n ≥ 1.
Here f 〈0〉(x, y) = δ(y− x) and f 〈1〉(x, y) = f(x, y) by definition, where δ(y− x)
is the Dirac delta function. Hence, it is easy to show that functions f 〈n〉 and
f 〈m〉 are permutable for some positive integers m,n.
Let us now introduce the following functions
1(x, y) ≡ 1 and σ(x, y) ≡ Φ(y)
Φ(x)
.
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By direct calculations, we find that(
1 ? σ
)
(x0, x) = Φ(x)X
(1)(x0, x),
(
1 ? σ−1
)
(x0, x) =
1
Φ(x)
X˜(1)(x0, x)
(
1 ? σ ? 1
)
(x0, x) =
X(2)(x0, x)
2!
,
(
1 ? σ−1 ? 1
)
(x0, x) =
X˜(2)(x0, x)
2!
(
1 ? σ
)〈2〉
(x0, x) = Φ(x)
X(3)(x0, x)
3!
,
(
1 ? σ−1
)〈2〉
(x0, x) =
1
Φ(x)
X˜(3)(x0, x)
3!
, . . .
Taking into account that
(
1 ? σ
)
= ΦX(1) and
(
1 ? σ−1
)
=
1
Φ
X˜(1), we have for
n ≥ 1 (
ΦX(1)
)〈n〉
= Φ
X(2n−1)
(2n− 1)! ,
( 1
Φ
X˜(1)
)〈n〉
=
1
Φ
X˜(2n−1)
(2n− 1)! (37)
and (
ΦX(1)
)〈n〉
? 1 =
X(2n)
(2n)!
,
( 1
Φ
X˜(1)
)〈n〉
? 1 =
X˜(2n)
(2n)!
. (38)
Proposition 19 The following identities are valid for the Volterra composition of
the first type for the Φ-power functions:
ΦX(2n−1) ? X(2m) = An,mX(2n+2m),
1
Φ
X˜(2n−1) ? X˜(2m) = An,mX˜(2n+2m),
ΦX(2n−1) ? X(2m−1) = Bn,mX(2n+2m−1),
1
Φ
X˜(2n−1) ? X˜(2m−1) = Bn,mX˜(2n+2m−1),
where
An,m :=
(2n− 1)!(2m)!
(2n+ 2m)!
, Bn,m :=
(2n− 1)!(2m− 1)!
(2n+ 2m− 1)! , n,m ≥ 1.
Proof. Let us calculate the first identity. We have
ΦX(2n−1) ? X(2m) = (2n− 1)!(ΦX(1))〈n〉 ? (2m)![(ΦX(1))〈m〉 ? 1]
= (2n− 1)!(2m)![(ΦX(1))〈n+m〉 ? 1]
= (2n− 1)!(2m)! X
(2n+2m)
(2n+ 2m)!
.
Other identities are calculated in a similar way.
In [31] Volterra has shown that given any analytic function
∑∞
n=0 cnz
n
which converges within a certain circle and given any bounded function f(x, y),
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then
∑∞
n=0 cnf
〈n〉 is convergent for all values of f(x, y). In other words, there
is an isomorphism between algebraic formulas which involve only addition and
multiplication and those obtained from the algebraic formulas by replacing the
powers of the variable with the powers by composition of the corresponding
function f . It follows that if F (z) and G(z) are two analytic functions and
F (z)G(z) = K(z) then F (f 〈1〉) ? G(f 〈1〉) = K(f 〈1〉).
Theorem 20 Assume that on a finite real interval [a, b], equation−ψ′′0 (x)+V (x)ψ0(x) =
0 possesses a particular solution ψ0(x) such that ψ20(x) and 1/ψ
2
0(x) are contin-
uous on [a, b]. Then the general solution of the Schro¨dinger equation −ψ′′(x) +
V (x)ψ(x) = λψ(x) on (a, b) has the form
ψ(x) = c1ψ0
∫ x
x0
1
1− λρ˜〈1〉 dξ +
c2
ψ0
(
ρ〈1〉
1− λρ〈1〉
)
, (39)
where
ρ(x0, x) = ψ
2
0(x)
∫ x
x0
dξ
ψ20(ξ)
, ρ˜(x0, x) =
1
ψ20(x)
∫ x
x0
ψ20(ξ)dξ,
c1, c2 are two arbitrary complex constants and x0 is an arbitrary fixed point in
[a, b]. The geometric series in (39) converge for every x on the interval [a, b].
Proof. We set Φ = ψ20 . Now, from Theorem 1 and equations (37), (38), the
general solution of −ψ′′(x) + V (x)ψ = λψ(x) is given by
ψ = c1ψ0
∞∑
k=0
λk
X˜(2k)
(2k)!
+ c2ψ0
∞∑
k=0
λk
X(2k+1)
(2k + 1)!
= c1ψ0
{
1 +
∞∑
k=1
λk
[(
1
ψ20
X˜(1)
)〈k〉
? 1
]}
+ c2ψ0
∞∑
k=0
λk
1
ψ20
(
ψ20X
(1)
)〈k+1〉
= c1ψ0
{
1 +
∞∑
k=1
λk
[
ρ˜〈k〉 ? 1
]}
+
c2
ψ0
∞∑
k=0
λkρ〈k+1〉, (40)
where the last equality is valid since
1
ψ20
X˜(1) =
1
ψ20
∫ x
x0
ψ20(ξ)dξ = ρ˜, ψ
2
0X
(1) = ψ20
∫ x
x0
dξ
ψ20(ξ)
= ρ.
Now, since ρ˜〈0〉?1 = δ(x−x0)?1 = 1 and the Volterra composition is associative,
equation (40) becomes
ψ = c1ψ0
[( ∞∑
k=0
λkρ˜〈k〉
)
? 1
]
+
c2
ψ0
∞∑
k=0
λkρ〈k+1〉. (41)
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Considering the geometric series
Ω(λ, z) =
∞∑
k=0
λkzk =
1
1− λz ,
where for the usual multiplication the last equality is valid for |λz| < 1 . How-
ever, for the Volterra composition ? equation (41) becomes
u = c1ψ0
(
Ω(λ, ρ˜〈1〉) ? 1
)
+
c2
ψ0
(
ρ〈1〉 ? Ω(λ, ρ〈1〉)
)
= c1ψ0
(
1
1− λρ˜〈1〉 ? 1
)
+
c2
ψ0
(
ρ〈1〉
1− λρ〈1〉
)
(42)
and the geometric series Ω(λ, ρ˜〈1〉), Ω(λ, ρ〈1〉) converge for all values of x0, x
and λ. Furthermore, by definition of the Volterra composition the first term of
equation (42) is given by
c1ψ0
(
1
1− λρ˜〈1〉 ? 1
)
= c1ψ0
∫ x
x0
1
1− λρ˜〈1〉(x0, ξ)dξ
which complete the proof.
Remark 21 The solution representation ψ˜(x) of the supersymmetric partner Schro¨dinger
equation can be obtained by applying operator RΦ in Theorem 20, i.e.
ψ˜(x) =
c˜1
ψ0
∫ x
x0
1
1− λρ〈1〉 dξ + c˜2ψ0
(
ρ˜〈1〉
1− λρ˜〈1〉
)
.
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