We report the results of a J band search for cloud-related variability in the atmospheres of 62 L4-T9 dwarfs using the Du Pont 2.5-m telescope at Las Campanas Observatory and the Canada France Hawaii Telescope on Mauna Kea. We find 9 of 57 objects included in our final analysis to be significantly variable with >99% confidence, 5 of which are new discoveries. In our study, strong sinusoidal signals (peak-to-peak amplitudes >2%) are confined to the L/T transition (4/16 objects with L9-T3.5 spectral types and 0/41 objects for all other spectral types). The probability that the observed occurrence rates for strong variability inside and outside the L/T transition originate from the same underlying true occurrence rate is excluded at >99.7% confidence. Based on a careful assessment of our sensitivity to astrophysical signals, we infer that 39 +16 −14 % of L9-T3.5 dwarfs are strong variables on rotational timescales. If we consider only L9-T3.5 dwarfs with 0.8< J − K s <1.5, and assume an isotropic distribution of spin axes for our targets, we find that 80 +18 −19 % would be strong variables if viewed edge-on; azimuthal symmetry and/or binarity may account for non-variable objects in this group. These observations suggest that the settling of condensate clouds below the photosphere in brown dwarf atmospheres does not occur in a spatially uniform manner. Rather, the formation and sedimentation of dust grains at the L/T transition is coupled to atmospheric dynamics, resulting in highly contrasting regions of thick and thin clouds and/or clearings. Outside the L/T transition we identify 5 weak variables (peak-to-peak amplitudes of 0.6%-1.6%). Excluding L9-T3.5 spectral types, we infer that 60 +22 −18 % of targets vary with amplitudes of 0.5%−1.6%, suggesting that surface heterogeneities are common among L and T dwarfs. Our survey establishes a significant link between strong variability and L/T transition spectral types, providing evidence in support of the hypothesis that cloud holes contribute to the abrupt decline in condensate opacity and 1 µm brightening observed in this regime. More generally, fractional cloud coverage is an important model parameter for brown dwarfs and giant planets, especially those with L/T transition spectral types and colors.
INTRODUCTION
Brown dwarfs (BDs) are objects thought to form similarly to stars, yet lack the required mass (M 0.07 M ) to burn hydrogen (Chabrier et al. 2000) . Without a sustained energy source they spend their lives cooling. While young brown dwarfs may resemble the lowest mass stars, after the first ∼0.1-1 Gyr their atmospheres have cooled to sub-stellar temperatures ( 2200 K). The coolest brown dwarfs yet detected are reported to have temperatures as low as ∼300-400 K Cushing et al. 2011; Luhman et al. 2012; Dupuy & Kraus 2013) , and represent the coolest atmospheres available to direct and detailed study outside of our solar system. As such, a detailed understanding of brown dwarf atmospheres is an important stepping stone toward the understanding of giant planet atmospheres-including those recently discovered (e.g. HR8799 system; Marois et al. 2008 ) and cooler objects to be found in the near future through campaigns such as GPI and SPHERE (Dohlen et al. 2006 )-for which we will col-lect comparatively fewer data of significantly lower quality.
Direct spectra for hundreds of free-floating BDs in the solar neighborhood provide an unrivaled sample from which the majority of current knowledge about cool, cloudy atmospheres has been derived. The standard picture is as follows. As temperatures fall below ∼2200 K refractory species-including iron, silicates, and metal oxide compounds-condense to form"dust" clouds in substellar atmospheres (Burrows & Sharp 1999; Lodders 1999; Burrows et al. 2006) . The formation and thickening of dust clouds leads to progressively redder spectral energy distributions, and characterizes the L spectral sequence. However, at temperatures of ∼1200 K dust opacity is observed to diminish abruptly, signaling the transition to cloud-free and methane-rich T spectral types. This transition from cloudy to cloud-free atmosphere is known as the "L/T transition" and is characterized by a dramatic spectral evolution (a blueward shift of ∼2 magnitudes in J − K, encompassing ∼L8-T5 spectral types), at near constant effective temperature (Golimowski et al. 2004; Stephens et al. 2009 ).
The disappearance of dust as a major opacity source is thought to occur as dust grains gravitationally settle below the photosphere. For example, although we see prominent ammonia clouds in Jupiter's photosphere, thick iron and silicate clouds are thought to reside in its deep atmosphere, hidden from view (Lodders & Fegley 2006) . However, the detailed physics governing the dissipation and settling of condensates remains poorly understood, with models generally predicting a much more gradual disappearance of clouds over a wider range of effective temperatures (Tsuji & Nakajima 2003; Marley et al. 2002; Allard et al. 2003) . The discrepancy between observations and models is perhaps best highlighted by the ∼1 µm fluxes of L/T transition brown dwarfs, which counterintuitively brighten by a factor of approximately two-fold from L8 to T5 spectral types (Dahn et al. 2002; Tinney et al. 2003; Vrba et al. 2004; Dupuy & Liu 2012; Faherty et al. 2012) , whereas models predict monotonically decreasing fluxes. This discordant observation has led to the suggestion that, rather than uniformly settling below the photosphere, clouds are dynamically disrupted at L/T transition temperatures, opening up windows to the deep photosphere, which contribute to the abrupt decline in cloud opacity and resurgence of 1µm flux (Ackerman & Marley 2001; Burgasser et al. 2002a ). The cloud disruption hypothesis makes a testable prediction: patchy cloud coverage should produce rotationally modulated variability as cloud features rotate in and out of view (typical rotation periods are ∼2-10 hr; Reiners & Basri 2008) .
Searches for cloud related variability have been ongoing for over a decade for a range of spectral types at both red optical (Tinney & Tolley 1999; Bailer-Jones & Mundt 1999 , 2001 Gelino et al. 2002; Koen 2003 Koen , 2005b Littlefair et al. 2006; Koen 2013 ) and infrared wavelengths (Artigau et al. 2003; Bailer-Jones & Lamm 2003; Enoch et al. 2003; Koen et al. 2004 Koen et al. , 2005 Morales-Calderón et al. 2006; Lane et al. 2007; Clarke et al. 2008; Goldman et al. 2008) , but have yielded mostly ambiguous results.
Observations in the red optical have targeted mainly late-M to early-L dwarfs, due to a significant drop-off in optical flux for later type dwarfs. In the I-band, a rather high fraction of early L-dwarfs show some statistical evidence for variability (as high as 30-80%; BailerJones & Mundt 2001; Gelino et al. 2002; Koen 2003 Koen , 2004 Koen , 2005a , although the fraction for which periodic variability has been claimed is at the lower end of this range ( ∼30%). Typical peak-to-peak amplitudes of periodic variables are of the order of a few percent, and are often comparable to the photometric noise level. Complicating the interpretation of these results is that many of the claimed periodicities are inconsistent with rotation periods based on v sin i measurements (Kirkpatrick et al. 1999; Mohanty & Basri 2003; Bailer-Jones 2004; Zapatero Osorio et al. 2006; Reiners & Basri 2008) . Despite the existing ambiguity, there are cases where optical periods can be matched to periodic radio pulsation (Lane et al. 2007) or periodic variations in Hα (Clarke et al. 2003) , and likely correspond to rotation periods. Recent work by Harding et al. (2013) has shown that radio emitting late-M and L dwarfs are often periodic variables in the red optical, suggesting magnetism as an underlying cause for this subset of objects. Recent work by Koen (2013) reporting short timescale I-band variability for 125 ultra cool dwarfs found variability to be more common for early spectral types: of 24 objects found to be significantly variable on timescales of 2-3 hr, 18 had spectral types earlier than L2. Interestingly, this study included 5 objects with spectral types >L8 (and as late as T5.5) and 4 of them were found to show nightly changes in mean flux level, hinting at longer timescale variability in these objects. Thus, based on red-optical studies, variability in late-M, and early-L dwarfs is relatively common and may be related to magnetic spot activity, dust meteorology, or a combination of both. The work of Koen (2013) hints at a re-emergence of I-band variability at later spectral types, possibly coincident with the L/T transition.
While optical studies have been mostly confined to early spectral types, the L/T transition is one of the most interesting regimes to test for cloud related variability and weather due to the ability of cloud holes to explain observed properties of the transition. Due to a strong drop off in optical flux with increasing spectral type, a move to NIR wavelengths is required (wherein late-L and T-dwarfs are brightest). Since the atmospheres of late-L and T dwarfs are increasingly neutral, they are less likely to support cool magnetic spots (Gelino et al. 2002; Mohanty et al. 2002) , making the interpretation of detected variability in this regime less ambiguous. However, in contrast to optical surveys, data obtained in the NIR is typically subject to larger amounts of correlated noise due to the bright IR sky, variable precipitable water vapor in Earth's atmosphere, and detector systematics. This makes the interpretation of NIR time series a challenging task (e.g. Bailer-Jones & Lamm 2003; Artigau et al. 2006) , and can be a source of false-positives if not accounted for. There have been several surveys for variability of L and T dwarfs at NIR wavelengths. In a study of 18 L and T dwarfs, Koen (2004) found no significant evidence of variability in the J band above the ∼20 mmag level nor in the H or K s bands above ∼40 mmag, but find marginal evidence of periodic variability at lower peak-to-peak amplitudes with periods of 0.8 − 1.5 hr, for a few objects in their sample. Similarly, the J band survey of Clarke et al. (2008) found variability to be confined to amplitudes < 15 mmag, reporting periodic variations for 2 of 8 late L and T dwarfs surveyed with amplitudes of 15 and 8 mmag and periods of 1.4 hr and 2 hr respectively. The work of Girardin et al. (2013) echoes these conclusions, finding all but one target to be non-variable above 5 − 15 mmag, and find evidence for periodic variability of a T0.5 binary at the ∼25-60 mmag level, with a ∼3 hr periodicity. In contrast to these studies, Enoch et al. (2003) found 3 of 9 L2-T5 dwarfs monitored in the K s band to be variable at the 10%-20% level (2 of which had low-significance periodicities of 1.5 hr and 3.0 hr). Similarly, Khandrika et al. (2013) found 4 of 15 L and T dwarfs to be variable in J and/or K s with peak-to-peak amplitudes of 10%-60%, and find a significant periodicity for the T1.5 dwarf 2M2139+02, which was previously reported to be variable by Radigan et al. (2012) . Combined, these latter two studies find that 7 of 24 (or ∼30%) of L and T dwarfs are high-amplitude variables in the NIR. It is notable that the detections in these latter studies are typically only 2-3 times the level of the photometric noise, and given the lack of detections in higher-precision surveys, this may suggest a large number of false positives due to correlated noise. Alternatively, it is possible that differences in target selection, filter choice (i.e. the use of a K s filter instead of or in addition to J), and observing strategy (i.e. observations of the same targets at multiple epochs) differentiate the high-yield Enoch et al. (2003) and Khan-drika et al. (2013) studies from others. The HST/WFC3 survey of Buenzli et al. (2014) report ∼40 min spectral time series for 22 L5-T6 dwarfs and report significant variability (p>95%) in at least one wavelength region from 1.1-1.7 µm for six brown dwarf spanning the range of spectral types observed. Periods and amplitudes of the variability are not well constrained due to the short observation window of this study. Taken together, previous studies in the NIR do not find variability to be correlated with spectral type or color, and do not find evidence to support the hypothesis that variability may be more common at the L/T transition.
The most compelling detections of brown dwarf variability to date in the NIR-those whose amplitudes greatly surpass the photometric noise, and/or have been repeated at multiple epochs-have been mostly reported as single object detections. The first such result was reported by by Artigau et al. (2009a) , who found the T2.5 dwarf SIMP J013656.57+093347.3 (SIMP0136+09) to be variable with a peak-to-peak amplitude of ∼50 mmag in J and a period of 2.4 hr (a 10-σ detection). Since this benchmark finding, there have been three additional reports of large-amplitude variables in the NIR: the T1.5 dwarf 2MASS J21392676+0220226 which varies with an amplitude as high as 26% in J on a 7.72 hr timescale 5 , the T0.5 binary SDSS J105213.51+442255.7, which was found to be variable by Girardin et al. (2013) with an amplitude as high 6% and a period of 3 hr, and the T2 secondary component of the Luhman AB system (Gillon et al. 2013; Biller et al. 2013 ) which has been observed to have an amplitude as high as 13% in the H band and a ∼5 hr period. These reports of high amplitude variables, all of which have early T spectral types, hint that large-amplitude variability may be more common in the L/T transition despite the lack of evidence in previous survey work. Low sample sizes of early-T targets in previous studies may explain this discrepancy.
Here we present results of the largest, most sensitive search for NIR variability in brown dwarf atmospheres to date, with the specific goal of testing whether L/T transition dwarfs are variable at ∼1 µm wavelengths. Our survey, conducted over 60 nights using the 2.5-m Du Pont telescope at the Las Campanas Observatory, and the Canada France Hawaii Telescope on Mauna Kea is described in section 2. The analysis of light curves, detection limits, and our search sensitivity are described in section 3. In section 4 we present our results, and demonstrate a statistically significant increase in variability for early T-dwarfs. Finally, in section 5 we summarize the major conclusions of our study, and discuss their implications for our understanding of cloudy substellar atmospheres.
A J-BAND VARIABILITY SURVEY OF L AND T DWARFS
We have completed the largest and most sensitive survey for variability in L and T dwarf atmospheres to date, with the specific goal of testing the cloud disruption hypothesis of the L/T transition. Our observations were carried out in the J-band, wherein contrast between cloud features and the underlying gaseous photosphere 5 Although reported as a single object, this target was first detected as part of the variability survey presented in this work is thought to be largest (Ackerman & Marley 2001; Marley et al. 2002) . Observations were were carried out over 60 nights (less time lost due to technical difficulties and poor weather) using the Wide field InfraRed Camera (WIRC) on the 2.5-m Du Pont telescope at Las Campanas, divided into 5 12-night observing runs spanning July 2009 to May 2010. These observations were supplemented with additional observations of northern targets using the Wide-field InfraRed Camera (WIRCam) on the 3.6-m Canada-France-Hawaii Telescope, observed in queue mode during the 2009A semester. A log of all observations is provided in table 1.
Target Sample and Observing Strategy
The majority of targets surveyed were selected from the DwarfArchives database of spectroscopically confirmed L and T dwarfs 6 . The T2 dwarf SIMP J16291840+0335371 (SIMP1629+03), an unpublished discovery from the SIMP proper motion survey (Artigau et al. 2009b) and the (at the time) recently discovered wide binary system SDSS J141624.08+134826.7AB (SD1416+13; Schmidt et al. 2010; Bowler et al. 2010; Burningham et al. 2010 ) are the only exceptions. We note that SIMP1629+03 was independently discovered and reported by the PANSTARRS collaboration (Deacon et al. 2011) , where it is known as PSO J247.3273+03.5932. Targets were selected to span mid-L to late-T spectral types, with special care taken to populate the L/T transition region of the color magnitude diagram. Known binaries were avoided when possible, although some were observed when there were no other suitable targets. From Las Campanas 57 unique targets were observed with J < 17 and δ < 15 deg (corresponding to ∼3.5 hr of visibility above an airmass of 1.6). On a given night targets were selected based on visibility, and a weighing of observing conditions and target brightness. Five additional targets were observed in the CFHT queue, and consisted of reasonably bright L9-T5 targets with right ascensions ranging from 21h to 8hr, and δ > 10 deg.
Due to a long history of ambiguous results in BD variability monitoring (see section 1), the present work was designed to (i) survey an unprecedented number of objects allowing for robust statistical analysis, (ii) achieve improved photometric precisions of ∼1%, and (iii) better control for potentially confounding factors such as second order extinction and rapidly evolving light curve morphologies. In order to observe a large number of objects, each target was typically observed only once, and monitored continuously over a ∼2-5 hr interval with a ∼30-70 s cadence. Since ultra cool dwarfs are found to be rapid rotators with periods ranging from ∼2-10 hr (e.g., Reiners & Basri 2008) , the chosen time baseline aims to cover a large fraction of a rotational period in order to detect rotationally modulated variability in a single epoch. Continuous, high cadence monitoring was chosen instead of a sparser time sampling over weeks or months because (i) it leads to more precise differential photometry, and (ii) the evolution of surface features (e.g., clouds) on a BD's surface may prevent observations taken over multiple epochs from being phased together in a coher-6 http://www.DwarfArchives.org, maintained by A. Burgasser, D. Kirkpatrick and C. Gelino ent way. Finally, new J-band filters closely matching the Mauna Kea Observatory (MKO) system (Tokunaga & Vacca 2005) , which cut off precipitable water vapor bands redward of 1.35 µm (e.g, Artigau et al. 2006) , were purchased and installed on WIRC in order to minimize second order extinction effects (WIRCam on CFHT also uses an MKO J filter). For the same reason, targets were monitored almost exclusively at air masses <1.6.
The final sample consists of 62 unique target light curves. A log of all observations is provided in table 1.
Las Campanas Observations
Observations at Las Campanas utilized the NIR camera WIRC on the Du Pont 2.5 m telescope. The camera consists of 4 HAWAII-I arrays, each with a 3.2 field of view and a pixel scale of 0.2 . The camera is intended as a wide-field survey camera, with 3 gaps between detectors. We did not use it as such, choosing to position our targets consistently on the south-west array, which we determined (from dark and flat field data) to be the least noisy of the four chips. All exposures were read out using correlated double sampling. Observations were obtained either in staring mode or by using a randomized dither pattern. Both staring, and the use of a localized random dither pattern (rather than a wide N-point pattern) minimize the movement of stars on the detector, which serves to minimize position-dependent systematics such as residual flat-fielding errors. Dome-flats (lamp on and off) and dark frames corresponding to each exposure time were typically taken either on the afternoon preceding, or the morning following each observation. On several occasions we obtained twilight flat field frames, but did not find them to be an improvement over the dome flat fields.
Staring observations
For staring observations the target centroid is kept fixed on the same pixel throughout the sequence. This was accomplished using an IDL routine to stream the incoming science images onto a standard laptop and compute real-time guiding corrections. An alert was sounded, and manual closed-loop corrections to the guide-camera reference position were made each time the target strayed by more than 0.5 pixels from its initial position (approximately once every 5-15 minutes). Without telescope offsets the efficiency of staring observations is significantly increased. Individual exposures of 20-60 s were used depending on target brightness, resulting in a cadence of 27-67 s. Nine-point dither sequences for the purpose of rough sky subtraction and centroiding were made at the beginning, end (and sometimes middle for long observations) of each contiguous staring sequence. Staring observations were preferred in more crowded fields, and in poor seeing conditions.
Dithered observations
For targets significantly fainter than the sky, and in very good seeing conditions dithered observations were preferred. A random dither pattern was employed wherein the telescope was offset by at least 3 (15 pixels) after each exposure. All pointings were typically contained in a 15 (75 pixel) diameter circle, or box with the same side length, although slow drifts in pointing over long sequences sometimes caused the center of the dither pattern to drift.
Reduction of WIRC Data
All raw images were dark subtracted and corrected for non linearity using a linearity sequence of dome flats obtained on 27 Jul 2009. Dome flat fields (constructed from median combined and differenced lamp-on and lamp-off images) were used to correct for inter-pixel variations in quantum efficiency. For dithered sequences, a running sky frame (constructed from dithered science images closest in time and sufficiently offset from the frame in question) was subtracted from each science image. Faint stars were identified in an initial first-pass reduction, and subsequently masked for the second pass so as not to bias the sky frames. Hot or dead pixels, as well as pixels having more than 35,000 counts (>3% non-linear) were flagged and set to error values. Isolated bad pixels were interpolated over using a gaussian fitting function in the vicinity of the bad pixel with the IDL Astronomy Library routine MASKINTERP. Except for sky subtraction, reduction of the staring sequences is almost identical to the procedure described above, however in these cases sky frames obtained before and after the staring sequence were used for rough sky subtraction.
CFHT WIRCam Observations and Data Reduction
For the WIRCam queue observations, photometric conditions, low airmass (<1.5-1.7), and seeing better than ∼1 (for in-focus sequences) were provided as observing constraints. A staring strategy was employed with a small defocus for bright targets (SDSS J075840.33+324723.4 and 2MASSI J2254188+312349). Exposure times ranged from 15 to 40 seconds depending on target brightness. In-focus sky sequences using a 9-point dither pattern and identical exposure times were taken before and after staring. The raw data were automatically processed by the 'I'iwi processing pipeline.
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Manual sky subtraction was performed using the processed but pre-sky-subtracted data products. Sky images were median combined to create sky frames, then subtracted from the science sequences. With a 20 ×20 field of view, and pixel scale of 0.3 pix −1 , WIRCam typically provides many tens of similar-brightness reference stars for differential photometry.
LIGHTCURVE ANALYSIS
3.1. Aperture Photometry For each monitoring sequence, aperture photometry was performed on the target and a set of reference stars. For WIRC targets we used a circular aperture of radius 1.5 times the median full width at half maximum (FWHM) of all stars in each image. For the in-focus WIRCam observations the seeing was usually quite good (median FWHM of 0.57 -0.74 or approximately 2 pixels), and we found that a larger aperture of 2.5 times the median FWHM of all stars in each image produced more stable photometry. For the defocussed WIRCam observations source positions were determined from an iterative measurement of the center of light, and photometry was obtained within an aperture with radius 1.5 times the width of the second moment of the distribution of light about the central position. For all sequences residual sky levels in the vicinity of each star were measured inside an annulus centered on each source. Targets and reference stars (i) affected by bad (i.e. interpolated) pixels in the photometry aperture, (ii) having failed flux extraction in over 25% of images (i.e. where interpolation of bad pixels fails), or (iii) having an extended PSF compared to other stars in the frame (e.g., a galaxy or double star) were flagged for quality.
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The raw light curves display fluctuations in brightness due to changing atmospheric transparency, seeing, airmass, and instrumental effects throughout the night. To first order these changes are common to all stars, and can be removed. This is done by dividing all raw light curves by a calibration curve formed from median-combining the relative-flux light curves of reference stars in the same field of view as each target. First, light curves of all stars were converted from absolute to relative fluxes via division by their median brightness. Next, for each reference star a calibration curve was created by median combining the light curves of other reference stars (excluding that of the brown dwarf target and star in question). The raw light curve of each reference star was then divided by its calibration curve to obtain a corrected light curve. For each corrected light curve the standard deviation, σ, was determined using the IDL ROBUST SIGMA routine which calculates an outlier-resistant standard deviation as outlined in Beers et al. (1990) . We also measure a second quantity σ pt , which is the standard deviation of the light curve subtracted from a shifted version of itself, f i+1 −f i , divided by √ 2. This latter quantity provides an estimate of the high frequency noise in the light curve, and is insensitive to low frequency trends. After the first-pass corrections low signal-to-noise or poor-quality reference stars were identified and removed from the calibration curve if any of the following conditions were met: (i) σ pt > 1.5× that of the target star, (ii) σ values that represent a 3-sigma departure from a smooth fit to the σ vs. magnitude trend of all stars on the chip, or (iii)if the source was previously flagged for quality (i.e. due to bad pixels, failed flux extraction in over 25% of images, or due to an extended PSF). This procedure is designed to eliminate flagged and intrinsically variable sources, as well as sources that fall on unusually noisy regions of the array from the set of references used to construct the calibration curves. The bulk properties of reference star light curves are discussed in detail in section 3.2. The remaining subset of high-quality, high-signal-to-noise references, less the star in question (and always excluding the brown dwarf target), are then used to re-calibrate each raw light curve. The above procedure is repeated for successive iterations until the number of good reference stars stabilizes (typically 1-3 iterations) and usually yields 3-10 calibration sources for the WIRC sequences, and more than ten calibration sources for the WIRCam sequences.
Example light curves of targets and simultaneously observed reference stars are provided in Appendix A.
Detection Limits for Variability
The problem of detecting arbitrary variability in a light curve with both random and correlated noise contributions is challenging. Even after dividing out common first order variations, there are typically a few reference stars in a given sequence that display residual low-frequency trends at the ∼1% level. We are able to make progress by noting that residual trends in the reduced light curves are often correlated in time with other observables. In practice we found residual trends to be most strongly correlated with the calibration curve (e.g., due to second order differential extinction) or the seeing, while correlations with sky brightness and airmass were found to be negligible. Weak correlations with the target's (x, y) position on the detector were found in some cases. For the majority of reference star light curves we are able to remove correlated noise by fitting a function of the form f (t) = c 0 +c 1 F 0 (t)+c 2 S(t)+c 3 x(t)+c 4 y(t)+c 5 x(t) 2 +c 6 y(t) 2 to the reduced light curves, and then dividing out the best fit. Here, F 0 is the calibration curve, S is the seeing, and x, y are positions on the detector. After dividing out correlated trends, we compute the remaining sinusoidal power in each light curve using the Lomb-Scargle method (Scargle 1982) , which is equivalent to least squares fitting of sinusoids. Residual trends in the decorrelated light curves were characterized using a control sample of 742 reference stars observed with WIRC throughout the course of our survey. Light curves flagged for quality (due to extended PSFs, failed flux extraction, and bad pixels in the photometry aperture; see section 3.1) were excluded. Other than placing a broad cut on σ pt < 0.05, we did not eliminate any light curves based on their noise properties. For each light curve we computed the power of sinusoidal signals in our data for a minimum period of 15 minutes up to a maximum period of twice the observation baseline.
9 For each periodogram a 0.01 false alarm probability (FAP) was determined from 1000 simulated light curves produced by randomly permuting the indices of the originals. We find that for 3.6% of reference star light curves the ratio of peak power to the 0.01 FAP level is >1, as opposed to the expected 1%, shown in figure 1. Unfortunately we have no way of determining whether this power in the LS periodogram reflects intrinsic stellar variability in the near infrared, or residual systematic trends. If we conservatively assume that none of our reference stars are variable, then we find the peak power due to correlated noise to be <1.4 times the 0.01 FAP computed from simulations, 99% of the time. We therefore define β as the ratio of the peak power in an LS periodogram to the 0.01 FAP computed from simulations, and set our threshold for significant detections (p >99%) to β > 1.4. Similar results were found for 97 reference stars observed with WIRCam, also shown in figure 1 .
As for the reference stars, the reduced target light 9 While the maximum period that can be detected corresponds to the observation length, the LS periodogram is still sensitive to the presence of lower frequency power.
curves were decorrelated against time varying observables, and β values were computed. We note that our procedure may remove or diminish intrinsic astrophysical variations that are, in part, coincidentally correlated with other observables that vary on similar timescales; we reason that such variations are not compelling and should not be ascribed high significance. In other words, when assessing detections we only consider variability that is not correlated with other time-varying observables. The β values for BD targets are overplotted in figure 1 for comparison. It is immediately clear that the BD light curves are significantly more variable than those of the reference stars. Furthermore, our variability diagnostic of β > 1.4 is in good agreement with a by-eye assessment of the light curves. Lomb-scargle periodograms for all targets and simultaneously monitored reference stars can be found in Appendix B. . The ratio of peak power to 0.01 FAP level is over plotted for BD targets as red diamonds (WIRC) and blue diamonds (WIRCam). Horizontal lines are plotted for ratios of 1 (96% detection probability) and 1.4 (99% detection probability) as a visual aid.
Search Sensitivity
In order to determine our completeness to intrinsic variability signals we injected sinusoidal signals of peakto-peak amplitude A, period P , and random phase into our raw reference star light curves and re-analyzed them for detections, as described in section 3.2. As opposed to white-noise simulations, using the the reference light curves themselves preserves the true noise properties of our data. This procedure was completed for a grid of peak-to-peak amplitudes ranging from 1%-10%, and periods ranging from 1.5 to 20 hr with 13 and 9 grid points respectively. The recovery fraction of simulated signals at each grid point was computed as a function of the relative flux lightcurve RMS (σ) and the observing baseline (∆t). Recovery rates for the injected variable signals were then determined as a function of observed light curve properties:
• σ a = σ pt δt/67s where δt is the average cadence of the observation. Since not all sequences use the same exposure times, σ a is the noise estimate adjusted for a 67 s cadence.
• the observation time baseline, ∆t For every point on the grid of amplitudes and periods we divided the simulated light curves into 4 bins in ∆t centered on 1.75, 3., 4.25, and 5.5 hr (we seldom have an observing sequence longer than 5.5 hr). For each bin in ∆t we determined the detection fraction as a function of σ a . This was done for 20 points in σ a ranging from 0.01 to 0.1 using a sliding bin of width 0.02. To further smooth over noise we then fit the detection fraction with a complementary error function of the form
with parameter constraints of c 1 >0 and 0< c 2 <0.03. The above functional form was chosen because it provides a very good match to the shape of the f det vs. σ a curves, and was more stable than a high-order polynomial fit. All fitting was visually verified. This procedure generated a 4-dimensional grid in A, P , σ a , and ∆t, varying smoothly (and for the most part monotonically) in all dimensions. An image of a grid slice for σ a = 0.015, and ∆t=3.5 hr is shown in figure 2 . Thus, the recovery fraction of a given signal in a given light curve, denoted here as f det (σ a , ∆t; A, P ), is given from a 4-dimensional linear interpolation on this grid.
In addition to the instrumental detection limits, the period distribution will affect the recovery rate of variable signals. For a single BD target our sensitivity to a particular variability amplitude is given by
where f (P ) is the distribution of periods for our sample. Previous v sin i studies of L and T dwarfs provide some clue as to the the period distribution f (P ). Under the assumption of a lognormal period distribution given by
we determined maximum likelihood values of µ = 1.41 and σ = 0.48 via comparison with v sin i data for L and T dwarfs from Reiners & Basri (2008) and Zapatero Osorio et al. (2006) . The adopted period distribution is shown and compared to existing data in figure 3 .
The β values for each target, as well as the amplitudes for which f sens [σ a , ∆t; A]=0.5 are provided in table 4. Our sensitivity to signals as a function of amplitude, averaged over all survey targets (i.e. averaging over the f sens [σ a , ∆t; A] curves for individual targets), is shown in figure 4 . When examining recovery rates in different spectral type bins (L4-L8.5, L9-T3.5, and T4-T9) we find no significant biases as a function of spectral type. In the previous section we determined a detection limit of β > 1.4 (p > 99%) for which we expect less than one false positive in the entire sample. This limit is conservative because some reference stars, all of which were assumed to be non-variable, may in fact be intrinsically variable. Light curves for significantly variable targets are shown in figure 5. Targets for which 1 < β < 1.4 are noted as marginal detections (p >96%), and their light curves are shown in figure 6. Two targets, SDSSp J042348.57−041403.5AB (SD0423−04) and SD1416+13 have been flagged for quality for having one or more bad pixels in the photometry aperture, and would not have passed our cuts for inclusion in the reference star library used to determine the false-positive rate. Therefore, these targets have been disqualified from our statistical sample, and subsequent analyses. We note for completeness that both targets have significant or marginally significant trends in their light curves, which we show in figure 7.
RESULTS

Detections of Variability
The 9 targets for which we have detected significant variability (p > 99%) are listed in table 2. Five of these, including three new high-amplitude variables at the L/T transition, are reported for the first time as part of this survey, with detailed follow-up observations of the largest variable in our sample, the T1.5 dwarf 2M2139+02, already reported by Radigan et al. (2012) . The three additional marginal detections (p>96%) are noted in table 2 for completeness, however this number is consistent with expected number of false-positives (∼2), and they are treated as non-detections in subsequent analysis.
Each highly significant detection (p > 99%) is described in further detail below.
SIMP J013656.57+093347.3 -The T2.5 dwarf SIMP0136+09 (Artigau et al. 2006 ) was previously found to be variable with a peak-to-peak amplitude as high as 8% by Artigau et al. (2009a) and with a period of 2.4 hr. Its light curve is known to change in amplitude and shape from epoch to epoch (Metchev et al. 2013 ). The observations from Las Campanas captured an amplitude of only 2.9%, and were not long enough to capture a full period. A sinusoidal fit to the light curve yields a period of ∼2 hr which underestimates the known value.
2MASS J05591914-1404488 -The T4.5 dwarf 2M0559-14 was found to be variable, with a steady increase in brightness of ∼0.6% observed over the 3.5 hr observing sequence. Because we observe an approximately linear trend, the estimated amplitude (0.7% peak-to-peak) and period (∼10 hr) derived from a sinusoidal fit are highly uncertain. Nonetheless, since the amplitude is close to that observed over the course of the observation, we adopt this value for the purpose of our subsequent analysis of the variability occurrence rate in section 4.4. If the observed variability is rotationally modulated, we can conclude that 2M0559-14 has a period much larger than 3.5 hr. This target has been noted in the literature for being overluminous for its spectral type at both NIR and MIR wavelengths (Dahn et al. 2002; Dupuy & Liu 2012) . It is therefore a suspected binary despite remaining unresolved in high angular resolution imaging ) and radial velocity observations (Zapatero Osorio et al. 2007) . Ground based monitoring of this target in the J band by Clarke et al. (2008) , found no evidence for variability above ∼5 mmag. Conversely, in a ∼40 minute spectroscopic observation with HST/WFC3 Buenzli et al. (2014) detected significant variability (p>95%) of this target in the H-band with a slope of ∼1.2-1.4% hr −1 , and tentative variability (p>68%) in the J-band with a slope of ∼-0.7% hr −1 . Although our observation corresponds to a much smaller slope of ∼0.17% hr −1 , the high significance of the detection suggests that this source is indeed a weak variable in the J band. SDSS J075840.33+324723.4 -Variability of the T2 dwarf SD0758+32 (Knapp et al. 2004 ) is presented for the first time here. The peak-to-peak amplitude as estimated from a sinusoidal fit is 4.8%, with an estimated period of ∼5 hr. This source was found to be non-variable above ∼5-10 mmag in the monitoring program of Girardin et al. (2013) . DENIS J081730.0-615520 -The nearby T6 dwarf DE0817−61 (Artigau et al. 2010 ) was observed to vary with a peak-to-peak amplitude of 0.6% and a period of 2.8±0.2 hr as estimated by a sinusoidal fit to its light curve. In a ∼40 minute spectroscopic observation with HST/WFC3 Buenzli et al. (2014) also found this source to vary significantly in the J band (p>95%) with a slope of ∼0.7% hr −1 .
2MASS J11263991-5003550 -The target 2M1126−50 ) is a peculiar L dwarf with J − K s colors that are unusually blue for its L4.5 optical or L6.5 NIR spectral type, most likely the result of thin, largegrained condensates (Burgasser et al. 2008b) . Given the variability presented here we suggest that the blue colors and peculiar spectral morphology for this target are due to holes in the cloud layer. A peak-to-peak amplitude of Sensitivity to sinusoidal signals of a given peak-to-peak amplitude, A, averaged over all targets in each of three spectral type bins: L4-L8.5, L9-T3.5, T4-T9. We find approximately equal sensitivities in all spectral type bins. These sensitivities reflect recovery rates of sinusoidal signals with a distribution of periods inferred from v sin i data for brown dwarfs (see section3.3). Our sensitivity to brightness changes of equivalent amplitude over the span of a monitoring sequence is typically much larger (see σa values in table 4 for an idea of the precision achieved at 67 s cadence for individual targets). Right panel: Same as left panel, but showing reduced sensitivity to a maximum observable amplitude for a target viewed edge-on (i.e., i = 90 • ), assuming an isotropic distribution of spin axes for our targets.
1.2%, and a tentative period of ∼4 hr is inferred from a sinusoidal fit. SIMP J162918.41+033537.0 -The target SIMP1629+03 was included in our survey as an unpublished T2 dwarf discovered in the SIMP proper motion survey (Artigau et al. 2009a), and was independently discovered in PANSTARRS as PSO J247.3273+03.5932 (Deacon et al. 2011) . We estimate a peak-to-peak amplitude of ∼4.3% and a period of ∼6.9 hr from a sinusoidal fit to the 4 hr light curve. These estimates are highly uncertain since our observations encompass only the trough of the light curve.
2MASS J18283572−4849046 -The T5.5 dwarf 2M1828−48 ) was observed to vary with a peak-to-peak amplitude of 0.9% and a period of ∼5 hr, inferred from a sinusoidal fit to its light curve. We note that one of the reference stars observed simultaneously shows a similar trend at a less significant level, which can been seen from figure 17 in Appendix B. We expect ∼0.57 false positives in our sample, so it would not be unreasonable to find a single false positive. This source was previously monitored in the J band by Clarke et al. (2008) who do not find any significant variability, but note a weak trend in its light curve, at the same level as a trend seen in nearby "check" stars.
2MASS J21392676+0220226 -The target 2M2139+02 ) was observed to vary with a peak-topeak amplitude of ∼9% in a 2.5 hr observation. Followup observations of this target by Radigan et al. (2012) reveal a J band peak-to-peak amplitude as high as 26% and a period of ∼7.72 hr. This is the largest variability reported for a BD to date.
2MASS J22282889−4310262 -Variability of 2M2228−43 (Burgasser et al. 2003c ) was first detected by Clarke et al. (2008) who find a peak-to-peak J-band amplitude of 1.5% and a period of 1.4 hr. This target was confirmed to vary by Buenzli et al. (2012) who reported pressure/wavelength dependent phase shifts of the light curve. We confirm this target's variability, measuring a peak-to-peak amplitude of 1.6% in the J band, and a period of 1.42 ± 0.03 hr based on a sinusoidal fit to this target's light curve over 4 continuous rotations. We note that this target is rather red for a T6.5 dwarf, and given the observed variability we suggest that its red color may be attributed to residual cloud patches in its atmosphere.
4.2. Non-detections, and marginal cases: comparisons with previous work For completeness we describe null and marginal detections in our dataset for targets that have been previously monitored for variability at similar (i.e. NIR) wavelengths.
2MASSW
J0030300−145033 -The L7 target 2M0030−14 was monitored in the K s band by Enoch et al. (2003) and found to be variable with an amplitude of 0.19±0.11 mag and a period of 1.4 hr. We observed a flat light curve for this target in the J band (σ a =0.011) over a time period of 3.2 hr.
SDSSJ015141.69+124429.6 -The T1 target SD0151+12 (Geballe et al. 2002) was monitored in the K s band by Enoch et al. (2003) and found to be variable with an amplitude of 0.42±0.14 mag and a period of 3 hr. We observed a flat light curve for this target in the J band (σ a =0.006) over a time period of 3.7 hr.
2MASSI J0243137−245329 -The T6 target 2M0243−24 (Burgasser et al. 2002b ) was monitored for variability by Buenzli et al. (2014) with HST/WFC3, who do not detect any significant trends within a ∼40 min observation window. We observed a flat light curve for this target in the J band (σ a =0.011) over time period of 3.7 hr. 2MASSI J0328426+230205 -The L9.5 target 2M0328+23 was monitored in the K s band by Enoch et al. (2003) and found to be variable with an amplitude of 0.43±0.16 mag and no identifiable periodicity. We did not detect any significant variability in this target (σ a =0.006) in our observation spanning 3.7 hr.
SDSSp J042348.57−041403.5 -The T0 binary SD0423−04 (Geballe et al. 2002) was monitored in the K s band by Enoch et al. (2003) , who find some evidence for variability with an amplitude of 0.3±0.18 mag, but caution that the signal may be caused by a variable reference star rather than being intrinsic to the brown dwarf. Clarke et al. (2008) observed this source in the J band, and detected variability with an amplitude of 0.8 mmag and period of ∼2 hr. Our observation of this source shows a small brightening over 3.6 hr, however this target is flagged for quality due to bad pixels in the photometry aperture, and the significance of this trend is therefore highly uncertain.
2MASS
J09393548−2448279 -The T8 target 2M0939−24 ) was monitored in the J and K s bands by Khandrika et al. (2013) , who found evidence for variability with an amplitude of 0.31 mag in the K s band. These authors report only a marginal detection due to the low signal to noise of the light curve. No periodicity is reported. We did not detect significant variability in our J band monitoring of this target spanning 5.9 hr (σ a =0.015 mag). Although it has not been resolved by high angular resolution imaging , this source is a suspected binary due to over-luminosity (Burgasser et al. 2008c ).
SDSSp J125453.90−012247.4 -The T2 NIR spectral standard SD1254−01 (Leggett et al. 2000) was monitored in the J band by Koen et al. (2004) and Girardin et al. (2013) , who find no evidence for variability above the ∼5-10 mmag level. No variability is detected in our observations spanning 3.1 hr (σ a =0.021 mag). SDSS J141624.08+134826.7 -The unusually blue L6 dwarf SD1416+13 was monitored in the J and K s bands by Khandrika et al. (2013) , who find marginal evidence for variability with an amplitude of 5.4%. We found this target to be marginally variable in our observations spanning 3.2 hr, albeit with a much smaller amplitude of ∼1% (σ a =0.007). However, this target was flagged for quality in our reduction pipeline due to bad pixels in the photometry aperture. Follow up will be required to determine whether the observed variability of this target is real and persistent.
2MASSI
J1546291−332511 -The T5.5 dwarf 2M1546−33 (Burgasser et al. 2002b ) was monitored by Koen et al. (2004) , who found no evidence of variability above the ∼5 mmag level based on 7 data points spanning 4.4 hr. Our continuous monitoring of this target over 3.8 hr did not detect any variability (σ a =0.008). -Light curves of significantly variable (p>99%) targets in our sample. Light curves are shown in the upper panels, and the light curve of a similar-brightness comparison star observed simultaneously is shown in the lower panels. All data shown were obtained using WIRC on the Du Pont 2.5-m telescope except for those of 2M0758+32, which were obtained using WIRCam on the CFHT. All light curves have been binned down from their original cadence by factors of 3-7. SDSSp J162414.37+002915.6 -The T6 dwarf SD1624+00 (Strauss et al. 1999 ) was monitored by Koen et al. (2004) , who find no evidence of variability above the ∼5 mmag level. The HST/WFC3 spectroscopic study of Buenzli et al. (2014) identify tentative variability in the water band of this target, but not in the continuum. Our observation of this target over 3.6 hr did not detect any variability (σ a =0.017).
2MASS J17502484−0016151 -The L5.5 dwarf 2M1750−00 ) was found to be significantly variable in the J band by Buenzli et al. (2014) , who detected a slope of ∼0.7% hr −1 over a ∼40 min observation. We did not detect any significant variability in our 2.5 hr observation of this target (σ a =0.005), but note a relatively large value of β=0.99, perhaps hinting at low-level variability just below our detection threshold.
2MASSI J2254188+312349 -The T4 dwarf 2M2254+31 (Burgasser et al. 2002b ) was monitored in the K s band by Enoch et al. (2003) and found to be variable with an amplitude of 0.48±0.20 mag and no identifiable periodicity. We observed a flat light curve for this target in the J band (σ a =0.008) over time period of 3.4 hr.
Several targets found to be non-variable in our survey (2M0030−14, SD0151+12, 2M0328+23, and 2M0939−24, 2M1750−00) have previous detections reported in the literature. In addition, two of our targets which show evidence for variability, but were flagged for quality (SD0423−04 and SD1416+13) have been previously reported as marginal variables. Due to differences in sensitivity, cadence, and wavelength, as well as the transient nature of variability (e.g. Metchev et al. 2013) , it is hard to draw conclusions from comparisons between observations of a given target with different instrumental Marginal trends for targets with interpolated pixels in the photometry aperture setups and at different epochs. Taken as a whole, however, our survey finds no evidence for significant J-band variability with amplitudes above ∼1.6% outside the L/T transition. This implies that large amplitude variability in this regime is rare, in agreement with the J-band surveys of Koen et al. (2004 Koen et al. ( , 2005 , Clarke et al. (2008) and Girardin et al. (2013) , and in contrast to the studies of Enoch et al. (2003) and Khandrika et al. (2013) who find large amplitude variability at all spectral types. We note that many of the large amplitude detections from the latter two surveys are in the K s band, which may account for part of this discrepancy.
Properties of variable targets
For the 57 targets that pass our quality requirements (i.e. targets that were not flagged for bad pixels in our reduction pipeline, and are not resolved equal mass binaries-the composition of out statistical sample is described in section 4.4), detections and non-detections are identified as a function of NIR spectral type versus color in figure 8 . On this plot, large amplitude variability ( 2%) occurs exclusively for early-T spectral types with J − K s colors between 0.8 mag and 1.3 mag. This is the first correlation between NIR variability and spectral type/color ever reported for brown dwarfs. The statistical significance of this trend is discussed in section 4.4.
Our survey targets are identified on a series of NIR color-magnitude diagrams (CMDs) in figure 9 , where we used the spectral-type versus absolute magnitude relationship of Dupuy & Liu (2012) to estimate absolute magnitudes for targets without parallaxes. Parallaxes, spectral types and MKO system photometry for our sample is provided in table 3. In cases where no published MKO photometry was available we used the correction formulae provided as a function of spectral type by Stephens & Leggett (2004) to convert from 2MASS to MKO magnitudes. Positions of the HR8799bcd directly imaged planets (Marois et al. 2008; Currie et al. 2011) , as well as the highly variable secondary component of the Luhman 16 system ) are shown for reference. Clustering of the high-amplitude variables, including Luhman 16B, in the lower portion of the "J-band brightening sequence" is evident, suggesting that the temperature contrast between cloud tops and clearings peaks in this region of the diagram, as clouds are first disrupted. Further along the brightening sequence, temperature contrasts may decline due to a cooling of the underlying atmosphere, and cloud tops sitting progressively lower in the photosphere. The HR8799bd planets, and 2M1207b appear as an extension of the L-dwarf sequence, becoming progressively redder with increasing magnitude. Due to the ability of low-gravity atmospheres to retain clouds down to lower effective temperatures, cloud disruption occurs at much lower temperatures (if at all) in low-gravity atmospheres (e.g. Metchev & Hillenbrand 2006; Luhman et al. 2007; . The HR8799c planet is an interesting exception, sitting directly in the L/T transition region of the CMD occupied by highly varying field brown dwarfs, making it a prime candidate for variability monitoring. The NIR spectrum of HR8799c obtained by Oppenheimer et al. (2013) is also consistent with an early T spectral type for this planet.
Outside the L/T transition, the highest amplitude detections are for the L6.5 dwarf 2M1126−50 (A=1.2%) which has unusually blue NIR colors for its spectral type, and the T6 dwarf 2M2228−43 (A=1.6%), which has a relatively red J − K s color for its spectral type. The presence of breaks in the cloud layer in the former case, and residual photospheric cloud features in the latter case may provide an explanation for the respective colors of these objects. However, we detect variability with smaller amplitudes (ranging from 0.6-0.9%) in three other mid-T dwarfs with unremarkable NIR colors. Further study will be required to determine the significance of any trends between variability and J − K s color for objects outside the L/T transition. It is notable that J-band variability is found in several mid-T dwarfs, for which silicate clouds are expected to have settled below the photosphere. These observations may provide nonspectroscopic evidence for the persistence of photospheric clouds-potentially formed from salts and sulfides (e.g. KCl and Na 2 S)-in late-type atmospheres as suggested by Morley et al. (2012) . Alternatively, Robinson & Marley (2014) argue that thermal fluctuations can also give rise to flux variations. Multi-wavelength studies will be required to determine the most likely cause of variability in late-type objects.
In order to examine spectral trends in our sample, we downloaded all publicly available L and T dwarf spectra from the SpeX Prism Spectral Libraries 10 , and computed spectral indices defined in Burgasser et al. (2006a) . All high-amplitude variables in our sample have spectra in the archive, with the exception of SIMP1629+03, for which we used the indices reported in Deacon et al. (2011) . Plots of different combinations of spectral indices are shown in figure 10 . For the most part, the high amplitude variables have unremarkable spectral features. The only exception is H-band CH 4 absorption (measured using the CH 4 − H index), which appears to be somewhat red on average for the early-T dwarf variables. Weak methane absorption in the H-band of 2M2139+02 (our strongest variable, and largest CH 4 − H outlier) was noted by Radigan et al. (2012) who attribute it to 10 http://pono.ucsd.edu/∼adam/browndwarfs/spexprism/ low gravity and/or thick clouds, but caution that in the absence of any other indicators of youth, unusual cloud properties rather than surface gravity are likely responsible. Alternatively, since atypically strong CH 4 absorption in the H-band can be a signature of spectral binaries , this trend could in part be due to a selection bias for single rather than binary BDs.
Variability Statistics
Here we examine occurrence rates of variability within our sample. Of 62 targets monitored for variability, only 57 are considered in the statistical analysis: 16 L9-T3.5 dwarfs spanning the L/T transition color shift, bracketed by 15 L4-L8 dwarfs and 26 T4-T9 dwarfs. While the L/T transition is traditionally defined to span ∼L8-T5 spectral types (e.g. see section 1), we find that in our sample this range includes both L dwarfs at the bottom of the dimming/reddening branch of the CMD that are predominantly cloudy, as well as T dwarfs that are predominantly clear based on relatively red and blue J − K s colors respectively. Since we wish to test whether variability is associated with the dissipation of clouds at the L/T transition, we have limited our "L/T transition" bin to L9-T3.5 spectral types. This more narrow grouping contains objects with truly intermediate J − K s colors, indicative of intermediate levels of condensate opacity (see figure 8) . We adopt this more narrow definition of L/T transition spectral types in our analysis hereafter.
We have excluded targets whose light curves were flagged for quality in the reduction pipeline (SD0423-04 and SD1416+13), as well as resolved binaries 2M0518−28 ), 2M1404−31 , and 2M2052−16 .
11 Binaries contaminate the sample for two reasons. First, since all targets are unresolved in our observations, if variability were observed for a known binary it would be unclear which component were responsible. Second, our sensitivity to a given amplitude for the (unknown) variable component is not well defined due to the constant flux contribution of the non-variable component. An exception was made for the highly unequal mass T2/T8 binary 2M1209−10 , which has an unresolved spectral type of T3. This target was kept in the statistical sample since the T2 primary component contributes 80% of the total flux in the J band. Therefore, our sensitivity is not greatly affected by the companion and the primary would be the likely source of any observed variability. Similarly, using kernel phase interferometry, Pope et al. (2013) found the L5 target 2MASS J19360187−5502322 to be a candidate binary with a contrast ratio of ∼18 in the J band. In this case the flux contribution of the possible companion is nearly negligible for the purpose of our survey.
Since resolved systems do not account for all binaries, we expect some remaining and unavoidable contamination of our sample. We have not excluded targets that are candidate or suspected binaries based on spectral analysis or over luminosity (2M0939−24 and 2M0559−14; Burgasser et al. 2008c; Dahn et al. 2002) 
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Non-detection Significant Detection* *For detections, the symbol size is proportional to the peak-to-peak amplitude Fig. 8 .-NIR spectral type versus 2MASS J − Ks color for all targets observed in our program. Grey points show the population of known field L and T dwarfs with J <16.5. Purple circles show detections, with the linear symbol size drawn proportional to the peak-to-peak amplitude of variability detected (ranging from 0.9-9% for the smallest to largest symbols). A grey dashed line encircles the objects considered part of the L/T transition sample. Our average sensitivity or completeness to sinusoidal signals of a given peak-topeak amplitude is shown in figure 4 , where we find approximately equal sensitivities in all spectral type bins, demonstrating that a fair comparison is made between populations.
are due to peculiar atmospheric properties, rather then unresolved binarity.
According to Baye's Theorem, we can write the probability of some true occurrence rate of variability, ν, as:
where D is shorthand for data, and P (ν) is the prior probability of ν, which we assume to be flat on [0, 1], and zero everywhere else. This leaves us to calculate the probability of our data given a true occurrence rate, P (D|ν). Since our observed sensitivity differs significantly from target to target we must determine the individual probabilities for each target light curve, and take the product
For the i th light curve, the probability of a detection is equal to the probability that the source is variable, P (variable|ν), multiplied by the probability that the signal is detected, f sens (σ i , ∆t i ), where the sensitivity is a function of measurable light curve properties.
The probability of a source being variable is simply given by the binomial distribution for k = 1 and N = 1, where k is the number of occurrences, and N is the number of events, which is given by P (variable|ν) = ν. Now let us define a detection parameter, x i , that is equal to one in the case of a detection and zero otherwise. We can then write an expression for the probability corresponding to the ith light curve as
Determining the probability distribution of the true occurrence rate, ν is then a simple matter of determining x i and f sens (σ i , ∆t i ) for each target, and substituting these values in equations 3-5.
In the above method, we have neglected one important step. In section 3.3, detection sensitivities are computed as a function of the peak-to-peak sinusoidal amplitude: f sens (σ i , ∆t i , A). Therefore, in order to obtain f sens (σ i , ∆t i ) we must marginalize over amplitude in some reasonable way. In practice, we will restrict our analysis to specified ranges in amplitude and assume that within these finite ranges, the amplitude distribution is flat. This is described in further detail for the specific cases explored below.
A statistically significant increase in variability at the L/T transition
The results of our survey are summarized in figure 8 where detections of variability are shown on a diagram of NIR spectral type versus J − K s color. This figure makes a compelling case for an increase in large-amplitude variability (peak to peak amplitudes ≥2%) within the L/T transition region of the diagram (taken here to mean L9-T3.5 spectral types). More formally, we can obtain probability distributions for the true occurrence rate of large-amplitude variability inside and outside of the L/T transition using equations 3-5. If we consider only largeamplitude detections (i.e. taking x i =1 only for detections with peak-to-peak amplitudes ≥2%), then variabil- -Color magnitude diagrams for variable and non-variable survey targets (pink and purple points respectively). Open circles mark targets without parallax data, for which spectroscopic parallaxes were found using the spectral type-absolute magnitude relationship defined by Dupuy & Liu (2012) . Field ultra cool dwarfs with parallaxes from the database of Trent J. Dupuy (Dupuy & Liu 2012 ) are shown as grey circles.
ity is detected exclusively at the L/T transition: 4/16 objects with L9-T3.5 spectral types, compared to 0/41 objects at all other spectral types. We assume that our sensitivity to peak-to-peak amplitudes ≥0.02 is approximated by the average sensitivity to amplitudes between 0.02 and 0.05, given by
We do not know the true distribution of amplitudes, f (A), and this marginalization assumes that f (A) is flat within the specified amplitude range. The true distribution likely peaks at low values in this range, and drops off to zero beyond this range; therefore our assumption of a flat distribution from 0.02 to 0.05 (where the majority of variables were found) is probably a reasonable one. More importantly, it turns out that the choice of marginalization does not strongly influence our final result, or the significance of our findings.
Probability distributions for the occurrence rate of high-amplitude variability both inside and outside of the L/T transition are shown in the left panel of figure 11 . In order to quantify any difference in P (ν) between these populations, a new distribution P (∆ν) was constructed according to
where P out and P in are the distributions for ν outside and inside the L/T transition respectively. The distribution, P (∆ν), is shown in the right panel of figure 11 . We are able to exclude the null hypothesis that ∆ν = 0 with >99.7% confidence. If we compare only the L4-L8 sample and the L9-T3.5 sample, we can exclude ∆ν = 0 at >95.4% confidence. Therefore, the probability that the observed occurrence rates for large-amplitude variability inside and outside the L/T transition originate from the same underlying true occurrence rate, ν, is excluded with high confidence. This work establishes for the first time a statistically significant increase in (high amplitude) variability for L9-T3.5 spectral types.
The frequency of strong variability inside the L/T transition
In our sample, we found 4/16 or 25% of L9-T3.5 dwarfs to be significantly variable with peak-to-peak amplitudes >2%, with a probability distribution for the occurrence rate of variability shown in figure 11 . From this distribu- -Left:Probability distributions for the observed frequencies of high amplitude (>2% peak-to-peak) variability for objects inside (solid black line) and out of (solid grey line) the L/T transition (defined here as L9-T3.5 spectral types). Right: Probability distribution for the difference in observed frequency inside and outside of the transition. This distribution is obtained by integrating over the two distributions on the left according to equation 6. Dotted, dashed and dash-dotted lines indicate the shortest 68%, 95% and 99.7% credible intervals respectively. The "shortest" credible interval (as opposed to an equal-tail interval) is constructed such that probabilities inside the intervals are uniformly larger than those outside.
tion we find an occurrence rate of 39 +16 −14 % for high amplitude variability within the transition. This raises an important question: if patchy clouds are responsible for observed properties of the L/T transition such as J-band brightening, then why aren't all L/T transition objects variable? There are several factors that could lead us to underestimate the true rate of variability, which we discuss in the sections below.
The inclination distribution of targets
If a target is inclined by an angle i to the observer, the integrated light spectrum composed of cloudy and clear regions is not greatly affected, yet we might expect the observed variability amplitude to be smaller by a factor of sin i. If we assume an isotropic distribution of spin axes, then the distribution of inclinations is f (i) ∝ sin i which yields a distribution of projected amplitudes of f (sin i) ∝ tan i. We can integrate over this distribution of projected amplitudes to find our reduced sensitivity to the maximum (i.e. i=90
• ) amplitude
Our reduced sensitivity due to projection effects is shown in the right panel of figure 4 . The occurrence rate for variability ≥2% adjusted for inclination angle is 53 +21 −18 % (figure 12), which suggests that the majority of L/T transition targets would be variable with peak-topeak amplitudes above 2% if observed edge-on.
Large variability is limited to a sub-range of the L/T transition
Within the L9-T3.5 sample, variability is confined to objects with J − K s colors between 0.9 and 1.3. With a J − K s color of 1.46±0.04 (Kniazev et al. 2013) , the variable T0.5 dwarf Luhman 16B suggests that variability extends to redder objects than captured in our sample. Nonetheless, it is possible that large-amplitude J-band variability due to patchy clouds peaks in a very narrow color range.
If we confine ourselves to the subsample of L9-T3.5 dwarfs with 0.8 < J − K s < 1.5, we have an observed variability fraction of 4/11. From equations 3-5, and adjusting for target inclinations using equation 7, we find an occurrence rate for large-amplitude variability (for targets viewed edge-on) of 80 +18 −19 %. The inferred distribution is shown in figure 12 , and is not incompatible with a 100% occurrence rate of variability in this sub-range.
Binarity, azimuthal symmetry, and duty cycle
Binaries at the L/T transition can potentially dilute the sample with individual components that fall outside the transition region. While we have excluded known binaries from our statistical sample, it is likely that unresolved multiples remain. Just over half of our targets have reports of high resolution imaging in the literature, indicated in table 4. Several high angular resolution imaging studies of the brown dwarf binary fraction conclude that ∼ 10 − 15% of brown dwarfs are binaries with separations 2-3 AU (e.g. Burgasser et al. 2003b Burgasser et al. , 2006a Reid et al. 2008; Bouy et al. 2003) . Radial velocity studies of young brown dwarfs have demonstrated that there may be just as many unresolved binaries at small separation as are found at large separation, meaning that up to 30% of objects are binaries. In addition, there have been suggestions that the binary fraction may be even larger (up to 67%) inside the L/T transition due to the rapid evolution of objects through these spectral types (Burgasser 2007; Burgasser et al. 2010) , although similar numbers of binaries have been resolved at L9−T4 spec-tral types as are found outside this range Radigan et al. 2013) . Therefore, we might guess that up to ∼15-30% of remaining L9-T3.5 targets are unresolved multiples (and more than this if the largest estimates of the L/T transition binary frequency are correct). Burgasser et al. (2010) found three of our non-variable L/T transition targets to be candidate binaries based on spectral template fitting. The T0 dwarf 2M1511+0607 was deemed to be a strong candidate, meeting all 6 of the authors' selection criteria, and was fit significantly better by a composite L5/T5 template compared to any single templates. This object has a high probability of being a binary, and likely contaminates our sample. The T2 dwarf 2M0949-15 and the T0 dwarf 2M1207+02 were flagged as weak binary candidates. No high angular resolution imaging has been reported for these targets to date. While these sources are potential binary contaminants of our sample, we point out that two of our variable targets, SD0758+32 and 2M2139+02, were also flagged as weak and strong binary candidates respectively by Burgasser et al. (2010) . High angular resolution imaging of SD0758+32 in Radigan et al. (2013) and archival HST imaging of 2M2139+02 reported in Radigan et al. (2012) failed to resolve any companions. Furthermore, a preliminary parallax for 2M2139+02 by Smart et al. (2013) implies an absolute magnitude that is consistent with this target being a single brown dwarf. Given that these sources remain unresolved in high angular resolution images, and display large variability (which would be washed out by the presence of an equal luminosity companion), we suggest they are most likely single early T-dwarfs.
We further note that some objects with patchy clouds may not be variable simply due to a high degree of azimuthal symmetry in their atmospheres (e.g. the banding of clouds). And finally, as cloud patterns have been shown to evolve (Artigau et al. 2009a; Radigan et al. 2012; Metchev et al. 2013) , the variable fraction may provide an indication of the duty cycle for large asymmetries in cloud patches, rather than a frequency for cloud patchiness. One of our targets in particular, SD0758+32, was observed by Girardin et al. (2013) and found to be non-variable above ∼5-10 mmag over the course of their observations.
In summary, we find that target inclinations, azimuthal symmetry and binarity, as well as the spectral type and color range considered may explain the low observed occurrence rate for strong variability at the L/T transition, even if patchy clouds can explain the spectral morphologies for all single objects in this regime.
Variability Outside the L/T transition
We report 5 detections of low-amplitude variability outside the L/T transition (<2% peak-to-peak). The fraction of low-amplitude variables in our sample, excluding the L/T transition, is 5/41. If we assume a flat distribution of amplitudes from 0.5 − 1.6%, we can use equations 3-5 to obtain a probability distribution for the true occurrence rate of variability at these amplitudes.
12 We 12 The top of this range corresponds to the largest amplitude observed outside the L/T transition. The bottom of this amplitude range corresponds to an average detection sensitivity of 3.7% (see estimate that 60 +22 −18 % of mid-to-late L and T dwarfs (excluding L9-T3.5 spectral types) will vary with amplitudes between 0.5% and 1.6% in the J-band. If we account for target inclinations using equation 7, the inferred variability fraction of targets viewed edge-on peaks at 100%, with lower limits of 70% (44%) corresponding to the 68% (95%) credible intervals. Due to the low number of detections and our low sensitivity to small signals, the distribution we find is quite broad, but nonetheless suggests that most brown dwarfs are in fact variable if observed with high enough precision, over long enough time baselines. Space-based observations using the Spitzer Space telescope by Metchev et al. 2014 (in prep) probe the frequency of low-level variability outside the L/T transition with greater sensitivity, and reach similar conclusions.
For objects outside of the L/T transition, only one of the detected variables is an L dwarf, while the other four variables are T-dwarfs. This might suggest that variability is more common or of higher amplitude in T-dwarfs. However, our sample size of mid-to-late T dwarfs was approximately double that of the L dwarfs, and two additional marginal detections of variability outside the L/T transition (see table 2) both occur for L-dwarfs, which (if real) would balance out the relative numbers. Further observations will be required to determine if T-dwarfs are indeed a more variable population.
Finally, we find that strong J-band variability (peak to peak amplitudes >2%) outside of L9-T3.5 spectral types must be comparatively rare. While our conclusion echoes those of Koen (2004) and Clarke et al. (2008) who find no evidence for J-band variability 20 mmag in a combined sample of 24 early L to mid T dwarfs falling predominantly outside of the L/T transition, it differs from a recent study by Wilson et al. (2014) who find strong variability to be more evenly distributed as a function of spectral type in a sample of 69 L0-T8 dwarfs. 
SUMMARY AND CONCLUSIONS
This work reports the most extensive and sensitive survey of brown dwarf variability to date at NIR wavelengths. Of 57 targets included in our final statistical sample-monitored for variability in continuous sequences of ∼2-6 hr-we detected significant variability (p >99%) in 9 objects. Of these, 5 objects (including 2M2139+02, for which follow-up observations were reported in Radigan et al. (2012) ) are reported to be variable for the first time here. For L9-T3.5 spectral types, 4/16 objects were found to be variable with peak-to-peak amplitudes ranging from 2.9% to 9%, while 5/41 targets outside the transition exhibit low-level variations with amplitudes ranging from 0.6%−1.6%. The major conclusions of this work can be summarized as follows:
1. We find a statistically significant increase in strong J-band variability (peak-to-peak amplitudes larger than 2%) within the L/T transition (L9-T3.5 spectral types) at >99.7% confidence.
figure 4), which means we could have detected such a low amplitude in approximately one of the 41 targets in the non-L/T transition sample. We do not consider smaller amplitudes, for which we would expect less than one detection in the entire sample. 13 The variability study of Wilson et al. (2014) was published during the late stages of the review of our manuscript, and a more comprehensive comparison is beyond the scope of this work. occurance rates (inclination-adjusted) for L9-T3.5 spectral types with 0.8 < J-K s < 1.5
Fig. 12.-Probability distributions for the occurrence rate of high-amplitude (> 2%) variability, when a target is observed at a 90 degree inclination, within the L/T transition. Left: Occurrence rates for the L9-T3.5 sample. Right: Occurrence rates for the L9-T3.5 subsample wherein 0.8 > J − Ks > 1.5. Dotted lines indicate the shortest 68% credible intervals.
We infer that 39
+16 −14 % of L9-T3.5 dwarfs are periodic variables with peak-to-peak amplitudes >2%.
3. In our sample, sinusoidal signals with peak-to-peak amplitudes >2% are confined to a narrow region of the L/T transition consisting of early T-dwarfs with intermediate J − K s colors. The flux contrast between clouds and clearings (or thick and thin cloud patches) may peak within this narrow range.
Correcting for target inclinations, we infer that 80
+18 −19 % of L9-T3.5 dwarfs with 0.8 > J − K s > 1.5 would be variable if viewed edge-on. Azimuthal symmetry of cloud patches or binary contaminants may account for remaining non-variable objects. This is consistent with the majority of early L/T transition dwarfs having high contrast cloud patches in their atmospheres (see section 4.4).
5. It follows from conclusion 4, that the development of spatially heterogeneous clearings or thin-cloud regions may contribute to the abrupt decline in cloud opacity and J-band brightening observed at the L/T transition.
6. We identify a tentative correlation between strong variability and weak H-band CH 4 absorption for early T-dwarfs. Otherwise, the variable targets have rather unremarkable NIR spectra (see discussion in section 4.3).
Outside the L/T transition we estimate that 60
+22
−18 % of targets may vary with amplitudes of 0.5-1.6%, suggesting that surface heterogeneities (e.g. cloud patches of lower contrast) are common among L and T dwarfs.
8. The largest detections of variability outside the L/T transition were made for an unusually blue L6.5 dwarf (1.2% peak-to-peak) and a somewhat red T6.5 dwarf (1.6% peak-to-peak), suggesting that cloud patchiness (clearings in the former case, and residual clouds in the latter case) may influence emergent spectra for a wide range of spectral types. However, we also detect lower-level variability (0.6%-0.9%) in 3 T-dwarfs with unremarkable NIR colors. Further monitoring of will be required to determine the significance of any color trends outside the L/T transition.
9. Finally, the detection of J-band variability in four mid-T dwarfs provides non-spectroscopic evidence for the persistence of clouds-potentially composed of salts and sulfides-in late-type objects. Temperature perturbations may provide an alternate explanation, and multi-wavelength monitoring will be required to distinguish between variability mechanisms for late-type brown dwarfs for which silicate clouds are expected to have settled below the photosphere.
For the first time here, we report a statistically significant correlation between high amplitude variability and L/T transition spectral types. This result suggests that cloud dispersal at the L/T transition proceeds in a spatially non-uniform manner, leading to localized regions of clouds and clearings (or alternatively thick and thin cloud patches). Our observations therefore support the longstanding hypothesis of Ackerman & Marley (2001) and Burgasser et al. (2002a) that the development of cloud holes plays an important role in the transition from cloudy to clear spectral types, and may contribute to puzzling properties of the transition such as J-band brightening. This implies that substellar models of the L/T transition must include at minimum a multi-component surface model, and in the idealized case a fully 3D radiative hydrodynamical treatment. First steps in this direction have been made by Freytag et al.
(2010), Marley et al. (2010) , Showman & Kaspi (2013) , and Zhang & Showman (2014) . More generally, fractional cloud coverage has been established as an additional parameter that may influence the emergent colors of brown dwarfs, and by extension directly imaged planets, especially those with L/T transition spectral types such as HR8799c (Marois et al. 2008; Oppenheimer et al. 2013) .
Variable brown dwarfs, and notably the new population of high-amplitude variables at the substellar L/T transition, provide novel opportunities to constrain cloud properties and dynamics in cool atmospheres. Surface variations in cloud thickness produce a chromatic variability signature, providing an unprecedented opportunity to probe cloud structure via multi-wavelength monitoring as in Radigan et al. (2012) , Buenzli et al. (2012) , Apai et al. (2013) , Heinze et al. (2013) , and Biller et al. (2013) . And finally, mapping the evolution of features over multiple rotations will provide a way to study atmospheric dynamics in the high-gravity, non-irradiated regime.
APPENDIX
A. EXAMPLE LIGHT CURVES FOR TARGETS AND REFERENCE STARS
Example light curves for two non-variable targets (plus reference stars) with J =16.6 and J =15.6 are provided. In addition, example light curves for a low-amplitude variable with J=14, and a sequence taken in bad weather conditions (variable extinction and seeing) are also provided. In each example a series of plots are shown with the following layout. Light curves for the target (top left) and up to 7 closest-brightness reference stars are shown directly below. Light curves have been binned by a factor of 3-5. A finding chart is shown in the top right with the target and reference stars labelled by number (associated with the "ID" field given with each light curve). The target always has an ID of 0 and is circled on the finding chart. In the lower right are diagnostic plots from top to bottom of: the sky brightness, median FWHM of all reference stars on-chip, first order (i.e. global) variations of all stars on the chip (e.g. due to changing atmosphere, instrumental, and/or procedural effects) and the relative light curve RMS as a function of magnitude of all stars on-chip. In the latter plot the target is indicated by a black filled circle, while reference stars used to build the 1st order calibration curve are shown as open circles. Reference stars excluded from the calibration curve are indicated as filled grey circles. c Method used to obtain light curve. D="dithered", S="staring" Note. -Periods and amplitudes were estimated from sinusoidal fits to the data unless otherwise noted. Amplitudes are expressed as peak-to-peak values. Periods and uncertainties reported here are only accurate in the ideal case of a sinusoidal signal, and should be interpreted as rough estimates. In the case of non-sinusoidal signals the reported uncertainties are almost certainly underestimated. See Table 4 for spectral type and photometry references. 
