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Abstract
In this paper, we consider n-perforated Yoneda algebras for n-angulated categories, and show
that, under some conditions, n-angles induce derived equivalences between the quotient algebras of
n-perforated Yoneda algebras. This result generalizes some results of Hu, Ko¨nig and Xi. And it
also establishes a connection between higher cluster theory and derived equivalences. Namely, in
a cluster tilting subcategory of a triangulated category, an Auslander-Reiten n-angle implies a de-
rived equivalence between two quotient algebras. This result can be compared with the fact that an
Auslander-Reiten sequence suggests a derived equivalence between two algebras which was proved
by Hu and Xi.
1 Introduction
Derived categories and derived equivalences occur widely in a number of mathematical fields. For
example, algebraic geometry [3, 4, 28], differential equation [32, 21], the representation theory of al-
gebras [7, 33]. In modern representation theory of finite groups, the famous Abelian defect conjecture
of Broue´ is actually to predicate a derived equivalence between two block algebras. As is known,
derived equivalences preserve many homological properties of algebras such as the number of sim-
ple modules, the finiteness of global dimension and finitistic dimension, the algebraic K-theory and
Hochschild (co)homological groups (see [6, 10, 22, 30, 31, 29]). In this sense, derived equivalences
provide us a bridge to compare properties of different algebras, and are helpful for us to understand
some properties of algebras through the other ones. One of the fundamental problems on the study of
derived equivalences of rings is
How to construct derived equivalences between rings?
Richard gave a theoretical solution to this problem which is well known as the Morita theorem for
derived categories [30] (see also Keller [23]). The Richard’s theorem for derived categories is that for
two rings A and B, the derived categories Db(A-Mod) and Db(B-Mod) are equivalent as triangulated
categories if and only if there exists a special complex T • in Db(A-Mod), called “ tilting complex”,
such that B is the endomorphism ring of T •. However, it is difficult to construct all tilting complexes
explicitly. And there are so many obstacles to determine the endomorphism ring of a complex. Con-
sequently, it is necessary to give a systematic way to construct derived equivalences between rings.
In order to construct derived equivalences, one strategy is to develop a practical technique which
can produce new derived equivalences from given ones. In [30, 31], Rickard used tensor product
and trivial extension to produce derived equivalences. These results were generalized by Ladkani in
the sense of triangular matrix ring arising from extension of tilting modules [25] and componentwise
tensor products [26]. In [16], Hu and Xi presented a method to construct new derived equivalences
between these Φ-Auslander Yoneda algebras, or their quotient algebras, from given almost ν-stable
derived equivalences.
Another strategy is trying to construct derived equivalences from certain sequences. Recently, Hu
and Xi introduced D-split sequences and showed that each D-split sequence gives rise to a derived
equivalence via a tilting module [15]. Thus, every Auslander-Reiten sequence is a D-split sequence
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and induces a derived equivalence via a BB-tilting module. This beautiful result presents a relation be-
tween Auslander-Reiten theory and derived equivalences. And later, Hu, Ko¨nig and Xi generalized the
result in the context of triangulated categories, adding higher extensions and replacing the shift functor
by any other auto-equivalence of triangulated categories [14]. Note that the derived equivalences are
induced by tilting complexes of length 2. Meanwhile, Ladkani [27] and Dugas [9] discussed D-split
sequences in the version of mutations of algebras and algebraic triangulated categories, respectively.
In [11], Geiss, Keller and Oppermann introduced n-angulated categories which occur widely in
cluster tilting theory and are closely related to algebraic geometry and string theory. A natural question
is how to construct derived equivalences in n-angulated categories?
In this paper, we give an affirmative answer to this question. We construct derived equivalences
in the context of n-angulated categories and generalize some results of Hu, Ko¨nig and Xi in [14].
By the result of Geiss, Keller, Oppermann [11], every (n− 2)-cluster tilting subcategory which is
closed under Σn−2 is an n-angulated category. Thus, we can construct derived equivalences which are
induced by tilting complex of arbitrary length. This result generalizes the main result of Hu, Ko¨nig
and Xi in [14]. At the same time, there is a high dimensional version of the fact that Auslander-Reiten
sequences suggest a derived equivalence between two algebras which was proved in [15]. Namely, in
some cluster tilting subcategory, any Auslander-Reiten n-angle implies a derived equivalence between
two quotient algebras.
In order to describe the main result precisely, we fix some notations first. Let R be a fixed com-
mutative Artin ring, and let k be a fixed field. Let F be an n-angulated R-category with suspension
functor Σ, and let X be an object in F . Suppose that F has split idempotents. Let Φ be an admissible
subset of Z. Then we can define n-perforated Yoneda algebra EF,Φ
F
(X) := ⊕i∈ΦHomF (X ,F iX). Its
multiplication is defined in a natural way. The left (right) (add(M),F,Φ)-approximation is extension
of general approximation in the sense of Auslander and smalø, adding higher extension. For more
details, we refer readers to section 2. The objects of X F,Φ
F
(M) and Y F,Φ
F
(M) satisfy some properties
of orthogonal, i.e.,
X
F,Φ
F
(M) := {X ∈ F | HomF (X ,F iM) = 0 for all i ∈ Φ/{0}}
Y
F,Φ
F
(M) := {Y ∈ F | HomF (M,FiY) = 0 for all i ∈ Φ/{0}}.
The sets I and J are ideals of EF,Φ
F
(X) and EF,Φ
F
(Y ), respectively (see section 3 for details). The
main result in this paper is the following:
Theorem 1.1. Let Φ be an admissible subset of Z, and let F be an n-angulated R-category with an
auto-equivalence F. Suppose that X α1→ M1
α2→ M2 → ··· → Mn−2
αn−1
→ Y αn→ ΣX is an n-angle in F
such that α1 : X → M1 is a left (add(M),F,Φ)-approximation of X and αn−1 : Mn−2 → Y is a right
(add(M),F,−Φ)-approximation of Y . If X ∈ Y F,Φ
F
(M) and Y ∈ X F,Φ
F
(M), then EF,Φ
F
(X ⊕M)/I and
EF,Φ
F
(M⊕Y )/J are derived equivalent.
This theorem extends the main result of Hu, Ko¨nig and Xi in [11]. The following corollary estab-
lishes a connection between higher cluster theory and derived equivalences.
Corollary 1.2. Let T be a Krull- Schmidt triangulated k-category with shift functor Σ3, and let S be
an (n− 2)-cluster tilting subcategory of T , which is closed under Σn−23 . Suppose that
X1
α1→ X2
α2→ X3 → ··· → Xn
is an Auslander-Reiten n-angle in S and X1,Xn /∈ ⊕n−1i=2 Xi. Then the two rings EndS (⊕
n−1
i=1 Xi)/I and
EndS (⊕ni=2Xi)/J are derived equivalent, where I,J are defined as in Theorem 1.1.
This paper is organized as follows: In section 2, we make a preparation for the proof of the main
result. We fix some notations and recall some basic definitions. In section 3, we give the proof of the
main result and deduce some consequences of the main result. In section 4, we display an example to
illustrate our main result.
2
2 Preliminaries
In this section, we will recall some basic definitions and facts which are needed in our proofs.
2.1 Notations and conventions
Throughout this paper, R is a fixed commutative Artin ring with identity, and k is a fix field.
Let C be an additive category. For an object X in C , we denote by add(X) the full subcategory
of C consisting of all direct summands of finite direct sums of X . For two morphisms f : X → Y and
g : Y → Z in C , we write f g for their composition which is a morphism from X to Z. For two functors
F : C → D and G : D → E , we write GF for the composition instead of FG.
Let C be an additive category with an endo-functor F : C → C . Let D be a full subcategory of C ,
and let Φ be a non-empty subset of N. If F has an inverse, then Φ can be chosen to be a subset of Z.
Let X be a object of C . A morphism f : X → D in C is called a left cohomological D-approximation
of X with respect to (F,Φ) (or left (D,F,Φ)-approximation of X) if D ∈ D, and for any morphism
g : X → F i(D′) with D′ ∈ D and i ∈ Φ, there is a morphism g′ : D → F i(D′) such that g = f g′. Note
that F0 = idC . Dually, we have the notion of right cohomological D-approximation of X (or right
(D,F,Φ)-approximation of X) if for any i ∈ Φ and any morphism g : F iD′ → X with D′ ∈ D, there
is a morphism g′ : F iD′ → D such that g = g′ f (see [14]). In particular, if Φ = {0}, then left (resp.,
right)-(D,F,Φ)-approximation of X is left (resp., right) D-approximation of X . The subcategory D
is called contravariantly finite subcategory of C if any object Y in C has a right D-approximation.
Dually, a covariantly finite subcategory of C is defined. The subcategory D is called functorially finite
of C if D is contravariantly finite and covariantly finite in C . We denote by JC the Jacobson radical
of C . Let f ∈ HomC (X ,Y ) be a morphism. We call f a sink map of Y if f satisfies the following
conditions: (1) if g : X → X satisfies g f = f , then g is an automorphism. (2) f ∈ JC and
HomC (−,X)
. f
→ JC (−,Y )→ 0
is exact as functors on C . Dually, a source map is defined (see [20]).
Given an R-algebra A, we denote the opposite algebra of A by Aop. By an A-module we mean a
unitary left A-module; the category of all (resp., finitely generated) A-modules is denoted by A-Mod
(resp., A-mod), the full subcategory of A-Mod consisting of all (resp., finitely generated) projective
modules is denoted by A-Proj (resp., A-proj). Similarly, the full subcategory of A-Mod consisting
of all (resp., finitely generated) injective A-modules is denoted by A-Inj (resp., A-inj). An algebra A
is called an Artin R-algebra if A is finitely generated as an R-module. Let A be an Artin R-algebra,
we denote by D the usual duality on A-mod. The functor νA := DHomA(−,AA) : A-proj → A-inj is
Nakayama functor. We denote the syzygy functor by Ω. Namely, for an A-module, we denote the first
syzygy of M by ΩA(M). The stable category A-mod is a quotient category of A-mod. The objects
of A-mod are the objects of A-mod. Let X ,Y be in A-mod. The homomorphism set Hom(X ,Y ) is
Hom(X ,Y ) modulo the submodule generated by homomorphism which can factorize through some
projective A-module.
Let A be an Artin algebra. A complex X• = (X i,diX) of A-modules is a sequence of A-modules
and A-module homomorphisms diX : X i → X i+1 such that diX d
i+1
X = 0 for all i ∈ Z. A morphism
f • : X• → Y • between two complexes X• and Y • is a collection of homomorphisms f i : X i → Y i of
A-modules such that f idiY = diX f i+1. The morphism f • is said to be null-homotopic if there exists a
homomorphism hi : X i → Y i−1 such that f i = diX hi+1 + hidi−1Y for all i ∈ Z. A complex X• is called
bounded below if X i = 0 for all but finitely many i < 0, bounded above if X i = 0 for all but finitely
many i > 0, and bounded if X• is bounded below and above. We denote by C(A) (resp., C(A-Mod))
the category of complexes of finitely generated (resp., all) A-modules. The homotopy category K(A)
is quotient category of C(A) modulo the ideals generated by null-homotopic morphisms. We denote
the derived category of A-mod by D(A) which is the quotient category of K(A) with respect to the
subcategory of K(A) consisting of all the acyclic complexes. The full subcategory of K(A) and D(A)
consisting of bounded complexes over A-mod is denoted by Kb(A) and Db(A), respectively. We
denoted by C+(A) the category of complexes of bounded below, and by K+(A) the homotopy category
of C+(A). The full subcategory of D(A) consisting of bounded below complexes is denoted by D+(A).
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Similarly, we have the category C−(A) of complexes bounded above, the homotopy category K−(A)
of C−(A) and the derived category D−(A) of C−(A). If we focus on the category of left A-modules,
then we have the homotopy category K(A-Mod) of C(A-Mod) and the derived category D(A-Mod) of
C(A-Mod). Suppose that X•= (X i,diX) and Y •=(Y i,diY ) are two complexes. We define the direct sum
of X• and Y • by the complex Z• = (Zi,diZ) such that Zi = X i ⊕Y i and diZ =
(
diX 0
0 diY
)
: X i⊕Y i →
X i+1⊕Y i+1. The complex X• and the complex Y • are called the direct summands of Z•.
The following result, due to Rickard (see [30, Theorem 6.4]), may be called the Morita theorem
of derived categories.
Lemma 2.1. [30] Let Λ and Γ be two rings. The following conditions are equivalent:
(1) K−(Λ-proj) and K−(Γ-proj) are equivalent as triangulated categories;
(2) Db(Λ-Mod) and Db(Γ-Mod) are equivalent as triangulated categories;
(3) Kb(Λ-Proj) and Kb(Γ-Proj) are equivalent as triangulated categories;
(4) Kb(Λ-proj) and Kb(Γ-proj) are equivalent as triangulated categories;
(5) Γ is isomorphic to End(T •), where T • is a complex in Kb(Λ-proj) satisfying:
(a) T • is self-orthogonal, that is, HomKb(Λ-proj)(T •,T •[i]) = 0 for all i 6= 0,
(b) add(T•) generates Kb(Λ-proj) as a triangulated category.
Two rings Λ and Γ are called derived equivalent if the above conditions (1)-(5) are satisfied. A
complex T • in Kb(Λ-proj) as above is called a tilting complex over Λ. It is also equivalent to say that
the two rings Λ and Γ are derived equivalent if and only if there exists a complex X• in D(Λ-Mod),
isomorphic to a complex in Kb(Λ-proj) which satisfies [Lemma 2.1(5), (a) and (b)], such that the two
rings Γ and EndD(Λ-Mod)(X
•) are isomorphic. In particular, if the tilting complex T • is isomorphic
to a module T in Db(Λ), then T is called tilting module.
2.2 The n-angulated categories
In this part, we will recall the definition and some properties of n-angulated categories which are
proposed by Geiss, Keller and Oppermann in [11]. For the convenience of the reader, we repeat the
relevant material from [11].
Suppose that F is an additive category with an automorphism Σ, and n (≥ 3) is an integer. A
sequence of objects and morphisms in F of the form
X• := X1
α1→ X2
α2→ ···
αn−1
→ Xn
αn→ ΣX1
is called an n-Σ-sequence. An n-Σ-sequence X• is called exact if the following sequence of Z-modules
HomF (Y,X•) : · · · → HomF (Y,X1)→ HomF (Y,X2)→ ··· → HomF (Y,Xn)→ ···
is exact for every object Y ∈ F . The left rotation of X• is the following n-Σ-sequence
X•[1] := (X2
α2→ X3
α3→ ···
αn→ ΣX1
(−1)nΣα1
→ ΣX2).
Similarly, the right rotation of X• is the n-Σ-sequence
X•[−1] := (Σ−1Xn
(−1)nΣ−1αn
→ X1
α1→ ···
αn−2
→ Xn).
An n-Σ-sequence of the form (T X)• := (X
1X→ X → 0 → ··· → 0 → ΣX) for X ∈ F , or its ro-
tation is called trivial. A morphism of two n-Σ-sequences is given by a sequence of morphisms
ϕ = (ϕ1,ϕ2, · · · ,ϕn) in F such that the following diagram commutates:
X1
ϕ1

α1 // X2
ϕ2

α2 // X3
ϕ3

// · · · // Xn
ϕn

αn // ΣX1
Σϕ1

Y1
β1 // Y2
β2 // Y3 // · · · // Yn
βn // ΣYn.
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The morphism ϕ is called a weak isomorphism if ϕi and ϕi+1 are isomorphisms, where 1 ≤ i ≤ n,
and ϕn+1 is denoted by Σϕ1. Two n-Σ-sequences X1• and Xn• are called weakly isomorphic if there is a
chain of n-Σ-sequences
X1• −X
2
• −·· ·−X
n−1
• −X
n
•
satisfying that there is a weak isomorphism between X i• and X i+1• for 1 ≤ i≤ n− 1.
Definition 2.2. ([11]) A collection D of n-Σ-sequences is called a (pre-) n-angulation of (F ,Σ) and
its elements n-angles if D fulfills the following conditions:
1. (a) D is closed under direct sums and under taking summands.
(b) For all X ∈ F , the trivial n-Σ-sequence (T X)• belongs to D.
(c) For each morphism α1 : X1 → X2 is F , there exists an n-angle starting with α1.
2. An n-Σ-sequence X• belongs to D if and only if X•[1] belongs to D.
3. Each commutative diagram
X1
ϕ1

α1 // X2
ϕ2

α2 // X3 // · · · // Xn
αn // ΣX1
Σϕ1

Y1
β1 // Y2
β2 // Y3 // · · · // Yn
βn // ΣYn
with rows in D can be completed to a morphism of n-Σ-sequences.
Moreover, if D fulfills the following condition, it is called an n-angulation of (F ,Σ):
4. In the situation of 3 the morphisms ϕ3,ϕ4, · · · ,ϕn can be chosen such that the cone C(ϕ•):
X2⊕Y1
(
−α2 0
ϕ2 β1
)
−→ X3⊕Y2
(
−α3 0
ϕ3 β2
)
−→ ·· ·
(
−αn 0
ϕn βn−1
)
−→ ΣX1⊕Yn
(
−Σα1 0
Σϕ1 βn
)
−→ ΣX2⊕ΣY1
belongs to D.
Definition 2.3. Suppose that (F ,Σ,D) and (F ′,Σ′,D′) are two n-angulated categories. An addi-
tive functor F : F → F ′ is called n-angle functor if F(D) = D′, i.e., there exists an invertible nat-
ural transformation ξ : FΣ → Σ′F such that (FX1,FX2, · · · ,FXn,Fα1,Fα2, · · · ,FαnξX1) is in D′ for
(X1,X2, · · · ,Xn,α1,α2, · · · ,αn) in D. Moreover, if F is an equivalence of categories, then F is called
n-angle equivalence.
Remark. If n = 3, then F is well-known as triangle functor.
In [11], Geiss, Keller and Oppermann show how to construct n-angulated categories inside trian-
gulated categories.
Example 2.1. [11] Let T be a triangulated category with an (n− 2)-cluster tilting subcatgory F ,
which is closed under Σn−23 , where Σ3 denotes the suspension in T . Then (F ,Σ
n−2
3 ,D) is an n-
angulated category, where D is the class of all sequences
X1
α1→ X2
α2→ ···
αn−1
→ Xn
αn→ Σn−23 X1
such that there exists a diagram
X2
$$■
■■
■■
■
α2 // X3
$$■
■■
■■
■
// X4
$$❍
❍❍
❍❍
❍❍
// · · · · · · // Xn−1
αn−1
%%❏
❏❏
❏❏
❏
X1
α1
;;✈✈✈✈✈✈
X2.5
::✉✉✉✉✉✉
oo❴ ❴ ❴ ❴ ❴ ❴ ❴ X3.5
::✉✉✉✉✉✉
oo❴ ❴ ❴ ❴ ❴ ❴ ❴ · · ·oo❴ ❴ ❴ ❴ ❴ ❴ ❴ Xn−1.5oo❴ ❴ ❴
88qqqqqqq
Xnoo❴ ❴ ❴ ❴ ❴ ❴ ❴ ❴
with Xi ∈ T for i /∈ Z, such that all oriented triangles are triangles in T , all non-oriented triangles
commute, and αn is the composition along the lower edge of the diagram.
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In order to prove the main result, we should prove the following lemma.
Lemma 2.4. Let (F ,Σ,D) be a pre-n-angulated category.
For 2 ≤ i < n. Each commutative diagram
X1
ϕ1

α1 // X2
ϕ2

α2 // · · · // Xi
ϕi

// Xi+1
ϕi+1
✤
✤
✤
// · · · // Xn
αn //
ϕn
✤
✤
✤ ΣX1
Σϕ1

Y1
β1 // Y2
β2 // · · · // Yi // Yi+1 // · · · // Yn
βn // ΣYn
with rows in D can be completed to a morphism of n-Σ-sequences.
Proof. The proof is similar with [11, Lemma 2.3].
Suppose that F has split idempotents. If we denote this lemma by (3′), then we can modify the
definition of pre-n-angulated category. That is, a collection D of n-Σ-sequences is called a pre-n-
angulation of (F ,Σ) if D satisfies the following conditions: (1(a)− 1(c)),2,3′. It is easy to prove
that the two cases of definition are equivalent. However, the change is vital for the proof of the main
result.
2.3 Admissible subsets and n-perforated Yoneda algebras
In this part, we will introduce a new class of algebras which are called n-perforated Yoneda algebras.
LetN= {0,1,2, · · ·} be the set of natural numbers, and let Z be the set of all integers. For a natural
number n or infinity, let Nn := {i ∈ N | 0 ≤ i < n+ 1}.
Recall from [16] that a subset Φ of Z containing 0 is called an admissible subset of Z if the
following condition is satisfied:
If i, j and k are in Φ such that i+ j+ k ∈ Φ, then i+ j ∈ Φ if and only if j+ k ∈ Φ.
Any subset {0, i, j} of N is an admissible subset of Z. Moreover, for any subset Φ of N containing
zero and for any positive integer m ≥ 3, the set {xm | x ∈ Φ} is admissible in Z. The intersection of a
family of admissible subsets of N is admissible (for more examples, see [16]). Nevertheless, not every
subset of N containing zero is admissible. Note that Φ2 is not necessary admissible in N even if Φ
is an admissible subset of N. For instance, {0,1,2,4} is not admissible. In fact, this is the ‘smallest’
non-admissible subset of N. For more details, we refer reader to [16].
Admissible sets were used to define the Φ-Auslander Yoneda algebras in [16] and the perforated
Yoneda algebra in [14], if we restrict to the case of an object in a triangulated category. However, in
this paper, we will restrict to the case of objects in an n-angulated category.
The following is the most natural generalization of perforated Yoneda algebra, proposed by Hu,
Ko¨nig and Xi in [14], for n-angulated categories.
Let Φ be an admissible subset of Z, and let F be an n-angulated R-category with suspension
functor Σ. Suppose that F is an n-angle functor from F to F . Note that F i = 0 for i < 0 if the quasi-
inverse of F does not exist. Consider the (Φ,F)-orbit category F F,Φ, the extension of orbit category,
whose object are the objects of F . Suppose that X and Y are two objects in F F,Φ, the homomorphism
set in F F,Φ is defined as follows:
HomF F,Φ(X ,Y ) :=
⊕
i∈Φ
HomF (X ,F iY ) ∈ R-Mod
and the composition is defined in an obvious way. Since Φ is admissible, the (Φ,F)-orbit cate-
gory F F,Φ is an additive R-category. Let X ,Y be objects in F F,Φ. Thus, HomF F,Φ(X ,X) is an R-
algebra. It is called the n-perforated Yoneda algebra of X with respect to F , and denoted by EF,Φ
F
(X).
HomF F,Φ(X ,Y ) is a E
F,Φ
F
(X)-EF,Φ
F
(Y )-bimodule. For convenience, we denote HomF F,Φ(X ,Y ) by
EF,Φ
F
(X ,Y ).
The following lemma, which was essentially taken form [16, Lemma 3.5], [14, Lemma 2.2],
describes the basic properties of the algebra EF,Φ
F
(X) where X is an object in the n-angulated R-
category F , which can also be verified directly.
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Lemma 2.5. Let F be an n-angle R-category with an n-angle endo-functor F, and let U be an object
in F . Suppose that U1,U2,U3 are in add(U), and that Φ is an admissible subset of Z. Then
(1) There is a natural isomorphism
µ : EF,Φ
F
(U1,U2)→ HomEF,Φ
F
(U)(E
F,Φ
F
(U,U1),EF,ΦF (U,U2)),
which sends x ∈ EF,Φ
F
(U1,U2) to the morphism a 7→ ax for a ∈ EF,ΦF (U,U1). Moreover, if x ∈
EF,Φ
F
(U1,U2) and y ∈ EF,ΦF (U2,U3), then µ(xy) = µ(x)µ(y).
(2) The functor EF,Φ
F
(U,−) : add(U)→ EF,Φ
F
(U)-proj is faithful.
(3) If HomF (U1,F iU2) = 0 for all i ∈ Φ \ {0}, then the functor EF,ΦF (U,−) induces an isomor-
phism of R-modules:
EF,Φ
F
(U,−) : HomF (U1,U2)→ HomEF,Φ
F
(U)(E
F,Φ
F
(U,U1),EF,ΦF (U,U2)).
3 Proof of the main result
In this section, we will construct derived equivalences from an n-angle. Firstly, we will prove Theorem
1.1. Secondly, we will derive some consequences form the main result.
Let F be an n-angulated category with suspension functor Σ, and let D be an n-angulation of
(F ,Σ). Suppose that F has split idempotent and the functor F : F → F is an n-angle functor.
Since F is an n-angulated category, there is a natural isomorphism δ : FΣ → ΣF associated with
F . We denote the isomorphism F i(Σ jX)→ Σ j(F iX) by δ(F, i,X , j). Note that there is an inclusion
ι : HomF (X ,Y )→ E
F,Φ
F
(X ,Y ). Given a morphism f ∈ HomF (X ,Y ), ι( f ) is an element of EF,ΦF (X ,Y )
concentrated in degree 0. For convenience, we denote ι( f ) by f .
Set
X α1→ M1
α2→ M2 → ··· → Mn−2
αn−1
→ Y αn→ ΣX
be an n-angle in D.
For simplicity, we denote ⊕n−2i=1 Mi by M and write V,W instead of X ⊕M,M⊕Y , respectively.
Thus, we can get Mi ∈ add(M) for i = 1,2, · · · ,n− 2.
Since the direct sum of two n-angles is still an n-angle, there are two n-angles
X α1→ M1
α2→ M2 → ··· → Mn−3
αn−2
→ Mn−2⊕M
αn−1
→ W αn→ ΣX
Σ−1Y (−1)
nΣ−1α˜n
−→ V α˜1→ M1⊕M
α˜2→ ···
αn−2
−→ Mn−2
αn−1
−→ Y
We define
αn−2 := (αn−2,0) : Mn−3 → Mn−2⊕M αn−1 :=
(
0 αn−1
1 0
)
: Mn−2⊕M → M⊕Y
αn :=
(
0
αn
)
: M⊕Y → ΣX α˜1 :=
(
α1 0
0 1
)
: X ⊕M → M1⊕M
α˜2 :=
(
α2
0
)
: M1⊕M → M2 α˜n :=
(
αn 0
)
: Y → ΣV
For a subset Φ of Z, we define −Φ := {−x | x ∈Φ} and
X
F,Φ
F
(M) := {X ∈ F | HomF (X ,F iM) = 0 for all i ∈ Φ\ {0}},
Y
F,Φ
F
(M) := {Y ∈ F | HomF (M,FiY) = 0 for all i ∈ Φ\ {0}}.
I := {x = (xi) ∈ EF,ΦF (X ⊕M) | xi = 0 for 0 6= i ∈ Φ,
x0 factorizes through add(M) and Σ−1α˜n},
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J := {y = (yi) ∈ EF,ΦF (M⊕Y ) | yi = 0 for 0 6= i ∈ Φ,
y0 factorizes through add(M) and αn}.
In order to prove Theorem 1.1, we prove the following lemmas.
Lemma 3.1. The sets I and J are ideals of EF,Φ
F
(V ) and EF,Φ
F
(W ), respectively.
Proof. It is easily seen that the set I is closed under addition. By the definition of I, we can write
x0 = uv for u : V → M′ and v : M′ → V , where M′ is an object in add(M), and x0 = s(Σ−1α˜n) for a
morphism s : V → Σ−1Y . Suppose x = (xi)i∈Φ ∈ I,y = (yi)i∈Φ ∈ EF,ΦF (V ). In order to prove that the
set I is an ideal of EF,Φ
F
(V ), it suffices to prove that xy = (x0yi)i∈Φ ∈ I,yx = (yiF i(x0))i∈Φ ∈ I.
It is clear that x0y0 factorizes through Σ−1α˜n and some object in add(M). Set 0 6= i ∈Φ. Note that
α˜1 : V →M1⊕M is a left (add(M), F, Φ)-approximation of V . Thus, for given yi : V → F iV , there is a
morphism zi : M1⊕M → F i(M1⊕M) such that α˜1zi = yiF i(α˜1). Since F is an n-angle functor, there
is a commutative diagram between two n-angles.
Σ−1Y

(−1)nΣ−1α˜n // V
yi

α˜1 // M1⊕M
zi

α˜2 // M2

// · · ·

αn−2 // Mn−2

αn−1 // Y

Σ−1F iY // F iV
F iα˜1 // F i(M1⊕M) // F iM2 // · · · // F iMn−2
F iαn−2 // F iY
Let pX and pM be the projections of V onto X and M, respectively. Since α˜1 : V → M1 ⊕M
is a left (add(M),F,Φ)-approximation of V , yiF i pM factorizes through α˜1. So there is a morphism
si : M1 ⊕M → F iM such that yiF i pM = α˜1si. Hence x0yiF i pM = s(Σ−1α˜n)α˜1si = 0. By assumption
X ∈Y F,Φ
F
(M), we have HomF (M,F iX)= 0. Then the composition vyiF i pX : M′
v
→V yi→F iV F
i pX→ F iX
belongs to HomF (M′,F iX) = 0, thus x0yiF i pX = uvyiF i pX = 0. Altogether, we have shown that
x0yi = 0 for 0 6= i ∈ Φ. Hence xy ∈ I, and I is a right ideal in EF,ΦF (V ).
Obviously, y0x0 factorizes through an object in add(M) and through Σ−1α˜n. Set 0 6= i ∈ Φ. Note
that α˜1 : V →M1⊕M is a left (add(M),F,Φ)-approximation of V . Thus there is a morphism hi : M1⊕
M → F iM′ such that yiF iu = α˜1hi. By assumption, we have HomF (M,F iX) = 0 for 0 6= i ∈ Φ. This
implies that hiF ivF i pX = 0, and therefore yiF ix0F i pX = α˜1hiF ivF i pX = 0. Since (Σ−1α˜n)pM = 0,
we have shown that yiF ix0F i pM = yiF isF i(Σ−1α˜n)F i pM = yiF isF i(Σ−1α˜n pM) = 0. Thus, yiF ix0 = 0
for 0 6= i ∈ Φ. Hence yx ∈ I, and I is a left ideal in EF,Φ
F
(V ). Thus I is an ideal in EF,Φ
F
(V ).
In the same manner we can seen that J is an ideal in EF,Φ
F
(W ). 
The following lemma is essentially taken from [14]. The proof remains valid for the present
situation.
Lemma 3.2. Then notations are the same as above. Then
(1) I ·EF,Φ
F
(V,M) = 0.
(2) I ·EF,Φ
F
(V,X) = {(xi)i∈Φ ∈ E
F,Φ
F
(V,X) | xi = 0 for 0 6= i ∈ Φ, x0 factorizes through
add(M) and Σ−1αn}
(3) For x = (xi)i∈Φ ∈ EF,ΦF (V ′,X) with V ′ ∈ add(V ), we have Im(µ(x))⊆ I ·E
F,Φ
F
(V,X) if and only
if xi = 0 for all 0 6= i ∈ Φ and x0 factorizes through add(M) and Σ−1αn.
(4) Let f : M′ → X with M′ ∈ add(M). Then Im(EF,Φ
F
(V, f )) ⊆ I ·EF,Φ
F
(V,X) if and only if f
factorizes through Σ−1αn.
Now, we turn to prove Theorem 1.1.
Proof of Theorem 1.1. In order to prove Theorem 1.1, Our strategy is trying to find out a tilting
complex over EF,Φ
F
(V )/I and compute its endomorphism ring. For convenience, we define
Λ := EF,Φ
F
(V ), Γ := EF,Φ
F
(W ), Λ := Λ/I, Γ := Γ/J.
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Set
T˜ • : 0 → EF,Φ
F
(V,X) (V,α1)→ EF,Φ
F
(V,M1)
(V,α2)
→ EF,Φ
F
(V,M2)
(V,α3)
→ ···
(V,αn−2)
→ EF,Φ
F
(V,Mn−2⊕M)→ 0.
Note that T˜ • is a complex in Kb(Λ-proj). However, by easy computation, T˜ • is not a tilting complex
over Λ.
Pick x = (xi)i∈Φ ∈ I · EF,ΦF (V,X). By the definition, E
F,Φ
F
(V,α1)(x) = (xiF iα1)i∈Φ. Note that
xi = 0 for 0 6= i ∈ Φ and x0 factorizes through Σ−1αn. So EF,ΦF (V,α1)(x) = 0. Hence the morphism
EF,Φ
F
(V,α1) : EF,ΦF (V,X)→ E
F,Φ
F
(V,M1) induces a morphism
q : EF,Φ
F
(V,X)/I ·EF,Φ
F
(V,X)→ EF,Φ
F
(V,M1).
Let P = EF,Φ
F
(V,X)/I ·EF,Φ
F
(V,X), and p : EF,Φ
F
(V,X)→ EF,Φ
F
(V,X)/I ·EF,Φ
F
(V,X) be the canonical
surjective map. Then we can write EF,Φ
F
(V,α) = pq.
Thus, we have a complex
T • : 0 → P q→ EF,Φ
F
(V,M1)
(V,α2)
→ EF,Φ
F
(V,M2)
(V,α3)
→ ···
(V,αn−2)
→ EF,Φ
F
(V,Mn−2⊕M)→ 0.
in Db(Λ). We will prove that T • is a tilting complex over Λ.
Note that EF,Φ
F
(V,X) is a finitely generated projective left Λ-module and I · EF,Φ
F
(V,M) = 0.
Then P and EF,Φ
F
(V,M) are finitely generated projective left Λ-modules. Hence T • is a complex in
Kb(Λ-proj). Clearly, add(T •) generates Kb(Λ-proj) as a triangulated category. So it suffices to prove
that HomKb(Λ)(T •,T •[i]) = 0 for i 6= 0.
(1) HomKb(Λ)(T •,T •[i]) = 0 for i = 1,2, · · · ,n− 2.
The first case: i = 1,2, · · · ,n− 3.
Let f • be a morphism in HomKb(Λ)(T •,T •[i]). For simplicity, throughout the proof, we denote
EF,Φ
F
(X ,Y ) by (X ,Y ) in commutative diagrams.
0 // P
f 0

q // (V,M1)
µ(s1)
yys
s
s
s
s
f 1

(V,α2) // (V,M2)
µ(s2)
xxr
r
r
r
r
f 2

(V,α3) // · · · // (V,Mn−2−i)
µ(sn−2−i)
yys s
s
s
s
s
f n−2−i

// · · ·
· · · // (V,Mi)
(V,αi+1)// (V,Mi+1) // (V,Mi+2) // · · · // (V,Mn−2⊕M) // 0
By Lemma 2.5(1), we can assume that
µ(x0) = p f 0, f n−2−i = µ(xn−2−i), f j = µ(x j)
with
x0 = (x0k)k∈Φ ∈ E
F,Φ
F
(X ,Mi),
xn−2−i = (xn−2−ik )k∈Φ ∈ E
F,Φ
F
(Mn−2−i,Mn−2⊕M),
x j = (x jk)k∈Φ ∈ E
F,Φ
F
(M j,Mi+ j)
for j = 1,2, · · · ,n− 3− i.
Note that α1 : X → M1 is a left (add(M),F,Φ)-approximation of X . Then there are morphisms
y0j : M1 → F jMi such that x0j = α1y0j for j ∈Φ. We denote (y0j) j∈Φ by y0.
Since
EF,Φ
F
(V,α1)µ(y0) = µ(α1)µ(y0) = µ(α1y0) = µ((α1y0j) j∈Φ) = µ((x0j) j∈Φ) = µ(x0),
we can get pqµ(y0) = µ(x0) = p f 0. This implies that qµ(y0) = f 0 since p is surjective. We denote
f 1− µ(y0)EF,Φ
F
(V,αi+1) by s1.
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Thus,
s1 = f 1− µ(y0)EF,Φ
F
(V,αi+1) = µ(x1)− µ(y0αi+1) = µ(x1− y0αi+1).
We denote x1j − y0jF jαi+1 by s1j . Note that
EF,Φ
F
(V,α1) f 1 = pq f 1 = p f 0EF,ΦF (V,αi+1) = µ(x0)EF,ΦF (V,αi+1),
i.e., µ(α1x1) = µ(x0αi+1). This implies that α1x1j = x0jF jαi+1 for j ∈ Φ.
It follows that
α1s
1
j = α1(x
1
j − y
0
jF
jαi+1) = α1x1j −α1y
0
jF
jαi+1 = α1x1j − x
0
jF
jαi+1 = 0
for j ∈ Φ. Then there exists y1j : M2 → Mi+1 such that s1j = α2y1j for j ∈ Φ. For convenience, we
denote (y1j) j∈Φ by y1. Now, we check that E
F,Φ
F
(V,α2)µ(y1)+ µ(y0)EF,ΦF (V,αi+1) = f 1.
EF,Φ
F
(V,α2)µ(y1)+ µ(y0)EF,ΦF (V,αi+1) = µ(α2)µ(y
1)+ µ(y0)µ(αi+1)
= µ(α2y1 + y0αi+1)
= µ((α2y1j + y0jF jαi+1) j∈Φ)
= µ((x1j) j∈Φ)
= f 1.
We denote f 2− µ(y1)EF,Φ
F
(V,αi+2) by s2. Thus,
s2 = f 2− µ(y1)EF,Φ
F
(V,αi+2) = µ(x2)− µ(y1)µ(αi+2) = µ(x2− y1αi+2).
We denote x2j − y1jF jαi+2 by s2j for j ∈ Φ. Note that EF,ΦF (V,α2)µ(x2) = µ(x1)EF,ΦF (V,αi+2), we
can get α2x2j = x1jF j(αi+2) for j ∈Φ.
It follows that
α2s2j = α2(x
2
j − y1jF jαi+2)
= α2x2j − s
1
jF jαi+2
= α2x2j − (x
1
j − y0jF jαi+1)F jαi+2
= α2x2j − x
1
jF jαi+2
= 0.
Hence there are y2j : M3 → F jMi+2 such that α3y2j = s2j for j ∈ Φ. Similarly, we can check that
f 2 = EF,Φ
F
(V,α3)µ(y2) + µ(y1)EF,ΦF (V,α2). By induction, we can prove that f • is null-homotopic.
Hence HomKb(Λ)(T
•,T •[i]) = 0 for i = 1,2, · · · ,n− 3. The second case: i = n− 2. It is easy to check
HomKb(Λ)(T
•,T •[n− 2]) = 0.
(2) HomKb(Λ)(T •,T •[−i]) = 0 for i = 1, · · · ,n− 2.
The first case: i = 1, · · · ,n− 3. Let f • be a morphism in HomKb(Λ)(T •,T •[i]). We have the fol-
lowing commutative diagram:
· · · // (V,Mi)
µ(g)
✠
✠
✠
✠
✠
✠
✠
✠
f 0

(V,αi+1)// (V,Mi+1)
µ(s1)
zz✉
✉
✉
✉
✉
✉
✉
✉
✉
✉
✉
✉
f 1

(V,αi+2)// (V,Mi+2)
µ(s2)
xxr
r
r
r
r
f 2

// · · · // (V,Mn−2⊕M)
µ(sn−i−2)
yys s
s
s
s
s
f n−i−2

// 0
0 // P
q // (V,M1)
(V,α2) // (V,M2)
(V,α3) // · · · // (V,Mn−i−2)
(V,αn−i−1) // · · ·
(V,X)
(V,α1)
44❥❥❥❥❥❥❥❥❥❥❥❥❥❥❥❥❥❥❥
p
::✈✈✈✈✈✈✈✈✈✈
By Lemma 2.5(1), we assume f j = µ(x j), f n−i−2 = µ(xn−i−2) with x j = (x jk)k∈Φ ∈
EF,Φ
F
(Mi+ j,M j),xn−i−2 = (xn−i−2k )k∈Φ ∈ E
F,Φ
F
(Mn−2⊕M,Mn−i−2) for j = 1,2, · · · ,n− i−3. From the
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above commutative diagram, we can get f n−i−2EF,Φ
F
(V,αn−i−1) = 0. This implies xn−i−2j F jαn−i−1 = 0
for j ∈ Φ. So there are morphisms
sn−i−2j : Mn−2⊕M → F
j(Mn−i−3)
such that
xn−i−2j = s
n−i−2
j F
jαn−i−2
for j ∈ Φ. We denote (sn−i−2j ) j∈Φ by sn−i−2. So
µ(sn−i−2)EF,Φ
F
(V,αn−i−2) = µ(sn−i−2αn−i−2)
= µ((sn−i−2j F jαn−i−2) j∈Φ)
= µ((xn−i−2j ) j∈Φ)
= f n−i−2.
We denote f n−i−3 −EF,Φ
F
(V,αn−2)µ(sn−i−2) by tn−i−3, and we write tn−i−3j instead of x
n−i−3
j −
αn−2s
n−i−2
j for j ∈ Φ. Note that
EF,Φ
F
(V,αn−2) f n−i−2 = f n−i−3EF,ΦF (V,αn−i−2).
Then
(αn−2x
n−i−2
j ) j∈Φ = (x
n−i−3
j F
jαn−i−2) j∈Φ.
We can deduce
tn−i−3j F jαn−i−2 = (x
n−i−3
j −αn−2s
n−i−2
j )F jαn−i−2
= xn−i−3j F jαn−i−2−αn−2x
n−i−2
j
= 0.
So there exist morphisms sn−i−3j : Mn−3 → F jMn−i−4 such that
sn−i−3j F
jαn−i−3 = tn−i−3j
for j ∈ Φ.
We denote (sn−i−3j ) j∈Φ by sn−i−3. We can deduce
µ(sn−i−3)EF,Φ
F
(V,αn−i−3)+EF,ΦF (V,αn−2)µ(s
n−i−2)
= µ(sn−i−3)µ(αn−i−3)+ µ(αn−2)µ(sn−i−2)
= µ((sn−i−3j F jαn−i−3 +αn−2s
n−i−2
j ) j∈Φ)
= µ((xn−i−3j ) j∈Φ)
= f n−i−3.
By induction, there are morphisms
µ(s1) : EF,Φ
F
(V,Mi+1)→ EF,ΦF (V,X), µ(s
k) : EF,Φ
F
(V,Mi+k)→ EF,ΦF (V,Mk − 1)
such that
f 1 = µ(s1)EF,Φ
F
(V,α1)+EF,ΦF (V,αi+2)µ(s
2), f k = µ(sk)EF,Φ
F
(V,αk)+EF,ΦF (V,αi+k+1)µ(s
k+1)
for k = 2, · · · ,n− i− 2. Here we define µ(sn−i−1) = 0.
Hence it suffices to prove that f 0 = EF,Φ
F
(V,αi+1)µ(s1)p. Note that p : EF,ΦF (V,X)→P is surjective
and EF,Φ
F
(V,Mi) is a projective EF,ΦF (V )-module. Then there exists a morphism µ(g) : EF,ΦF (V,Mi)→
EF,Φ
F
(V,X) such that f 0 = µ(g)p. Since X ∈ Y F,Φ
F
(M), we can get g j = 0,s1j = 0 for 0 6= j ∈ Φ. Note
that f 0q = EF,Φ
F
(V,αi+1) f 1, this implies g0α1 = αi+1x10. So
(αi+1s
1
0− g0)α1 = αi+1(x
1
0−αi+2s
2
0)− g0α1 = αi+1x
1
0− g0α1 = 0.
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This implies that αi+1s10 − g0 can factorizes through Σ−1αn. By Lemma 3.2(4), we can get
Imµ(αi+1s10− g0) ⊆ I · E
F,Φ
F
(V,X). So (µ(g) − EF,Φ
F
(V,αi+1)µ(s1))p = 0. This implies f 0 =
EF,Φ
F
(V,αi+1)µ(s1)p. Hence f • is null-homotopic. The second case: i= n−2. We can verify similarly.
Hence T • is a tilting complex over Λ.
Clearly, the homotopy category Kb(Λ) can be viewed as a full subcategory of Kb(Λ). Thus, we
have a ring isomorphism EndKb(Λ-Proj)(T •) ≃ EndKb(Λ)(T •). Now, we will determine the endomor-
phism ring EndKb(Λ)(T •).
Let f • ∈ EndKb(Λ)(T •). There is an Λ-homomorphism u0 : EF,ΦF (V,X)→ EF,ΦF (V,X) such that
u0 p = p f 0, because p : EF,Φ
F
(V,X)→ P is an epimorphism and EF,Φ
F
(V,X) is a projective Λ-module.
By Lemma 2.5(1), we can assume
u0 = µ(x0), f n−2 = µ(xn−2), f i = µ(xi)
with
x0 = (x0i )i∈Φ ∈ E
F,Φ
F
(X),xi = (xij) j∈Φ ∈ E
F,Φ
F
(Mi,Mi),
xn−2 = (xn−2j ) j∈Φ ∈ E
F,Φ
F
(Mn−2⊕M)
for i = 1, · · · ,n− 3.
(V,X)
p ''PP
PPP
P (V,α1)
++❳❳❳❳
❳❳❳❳❳
❳❳❳❳
u0=µ(x0)
✤
✤
✤
// P q //
f 0

(V,M1)
(V,α2) //
f 2=µ(x1)

(V,M2) //
f 2=µ(x2)

· · ·
(V,αn−2) // (V,Mn−2⊕M)
f n−2=µ(xn−2)

// 0
(V,X)
p ''PP
PPP
P (V,α1)
++❳❳❳❳
❳❳❳❳❳
❳❳❳❳
// P q // (V,M1)
(V,α2) // (V,M2) // · · ·
(V,αn−2) // (V,Mn−2⊕M) // 0
By the commutativity of the above diagram, we have
EF,Φ
F
(V,α1) f 1 = µ(x0)EF,ΦF (V,α1),
EF,Φ
F
(V,αi) f i = f i−1EF,ΦF (V,αi) for i = 2, · · · ,n− 3,
EF,Φ
F
(V,αn−2) f n−2 = f n−3EF,ΦF (V,αn−2).
It follows that
α1x
1
j = x
0
jF jα1,
αix
i
j = x
i−1
j F
jαi for i = 2, · · · ,n− 3,
αn−2x
n−2
j = x
n−3
j F
jαn−2
for j ∈ Φ from Lemma 2.5(1).
By Lemma 2.4, we can form the following commutative diagram in F :
X
x0i

α1 // M1
x1i

α2 // M2
x2i

α3 // · · ·
αn−2 // Mn−2⊕M
xn−2i

αn−1 //W
hi
✤
✤
✤
αn // ΣX
Σx0i

F iX
F iα1 // F iM1
F iα2 // F iM2
F iα3 // · · ·
F i(αn−2) // F i(Mn−2⊕M)
F iαn−1// F iW // Σ(F iX)
(⋆)
where hi ∈HomF (W,F iW ). Thus, for each f • ∈ EndKb(Λ)(T •), we can get an element h := (hi)i∈Φ ∈
Γ. Define the following correspondence:
Θ : EndKb(Λ)(T •)→ Γ = Γ/J,
f • 7→ h+ J.
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Now, we will prove that the correspondence Θ is a ring homomorphism. The proof is divided into
four steps.
Step 1. we will prove that Θ is well-defined. Suppose that f • ∈ EndKb(Λ)(T •) is null-homotopic,
that is, there are
r1 : EF,ΦF (V,M1)→ P, ri : E
F,Φ
F
(V,Mi)→ EF,ΦF (V,Mi−1), i = 2, · · · ,n− 3,
rn−2 : EF,ΦF (V,Mn−2⊕M)→ E
F,Φ
F
(V,Mn−3),
such that
f 0 = qr1, f 1 = r1q+EF,ΦF (V,α2)r2,
f i = riEF,ΦF (V,αi)+EF,ΦF (V,αi+1ri+1)ri+1 for i = 2, · · · ,n− 3,
f n−3 = rn−3EF,ΦF (V,αn−3)+EF,ΦF (V,αn−2)rn−2, f n−2 = rn−2EF,ΦF (V,αn−2).
Since p is surjective and EF,Φ
F
(V,M1) is projective, there is a morphism s : EF,ΦF (V,M1) →
EF,Φ
F
(V,X) such that r1 = sp. By Lemma 2.5(1), we can assume
s = µ(t),rn−2 = µ(l)
with
t = (ti)i∈Φ ∈ EF,ΦF (M1,X), l = (li)i∈Φ ∈ E
F,Φ
F
(Mn−2⊕M,Mn−3).
(V,X)
p ''PP
PPP
P
u0=µ(x0)

// P
q //
f 0

(V,M1)
s=µ(t)
ss❢ ❢ ❢
❢ ❢ ❢
❢
r1
}}⑤⑤
⑤⑤
⑤⑤
⑤⑤
⑤
(V,α2) //
f 2=µ(x1)

(V,M2)
r2
{{✈✈
✈✈
✈✈
✈✈
✈✈
//
f 2=µ(x2)

· · ·
(V,αn−2) // (V,Mn−2⊕M)
rn−2=µ(l)
zz✉✉✉
✉✉
✉✉
✉✉
✉✉
✉
f n−2=µ(xn−2)

// 0
(V,X)
p ''PP
PPP
P
// P q // (V,M1) (V,α2)
// (V,M2) // · · ·
(V,αn−2)
// (V,Mn−2⊕M) // 0
By the definition of Y F,Φ
F
(M), we have ti = 0 for 0 6= i ∈ Φ. It follows that
µ(x0−α1t0)p = (u0− pqs)p = 0, µ(xn−2) = µ(l)EF,ΦF (V,αn−2).
It follows immediately that
Imµ(x0−α1t0)⊆ I ·EF,ΦF (V,X), (x
n−2
i )i∈Φ = (liF
iαn−2)i∈Φ.
By Lemma 3.2(2), we can get that x0i = 0 for 0 6= i ∈ Φ and x00−α1t0 factorizes through add(M)
and Σ−1αn. So x00 −α1t0 = ab for some morphisms a : X → M′ and b : M′ → X with M′ ∈ add(M).
Since α1 : X →M1 is a left (add(M),F,Φ)-approximation of X , there is a morphism c : M1 →M′ such
that a = α1c. It follows that
x00 = ab+α1t0 = α1cb+α1t0 = α1(cb+ t0).
Since αn−1hi = xn−2i F iαn−1 = liF iαn−2F iαn−1 = 0, hi factorizes through αn. So hi|M = 0 since
αn|M = 0. Since x0i = 0 for 0 6= i ∈ Φ and Y ∈ X
F,Φ
F
(M), we deduce hi|Y = 0. It follows that hi = 0
for 0 6= i ∈ Φ.
We have αn−1h0 = xn−20 αn−1 = l0αn−2αn−1 = 0 which implies that h0 factorizes through αn. Since
h0αn = αnΣx00 = αn(Σα1)Σ(cb+ t) = 0, the morphism h0 factorizes through Mn−2 ⊕M which is in
add(M). Thus, h is an element in J. So Θ is well-defined.
Step 2. we will prove that the map Θ is injective. Suppose that Θ( f •) = h + J = J. It
suffices to prove that f • is null-homotopic. By the definition of J, we have that hi = 0 for
0 6= i ∈ Φ, and h0 factorizes through add(M) and αn. Since hi = 0 for 0 6= i ∈ Φ and h0 factor-
izes through αn, we have xn−2i F iαn−1 = 0, by the commutativity of (⋆). Thus, there is a morphism
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rn−2i : Mn−2 ⊕M → F
iMn−3 such that xn−2i = r
n−2
i F
iαn−2 for i ∈ Φ. Let us denote rn−2 the mor-
phism (rn−2i )i∈Φ. Then µ(rn−2)E
F,Φ
F
(V,αn−2) = µ(xn−2). And we will denote sn−3 the morphism
f n−3 −EF,Φ
F
(V,αn−2)µ(rn−2). Thus sn−3i = x
n−3
i −αn−2r
n−2
i for i ∈ Φ. Since f n−3EF,ΦF (V,αn−2) =
EF,Φ
F
(V,αn−2) f n−2, that is, (xn−3i F iαn−2)i∈Φ = (αn−2xn−2i )i∈Φ, we can deduce
(xn−3i −αn−2r
n−2
i )F i(αn−2) = x
n−3
i F iαn−2−αn−2r
n−2
i F iαn−2
= xn−3i F iαn−2−αn−2x
n−2
i
= 0.
Thus, there are morphisms rn−3i : Mn−3 → F iMn−4 such that x
n−3
i −αn−2r
n−2
i = r
n−3
i F iαn−3 for
i ∈ Φ. We denote (rn−3i )i∈Φ by rn−3.
Note that xn−3i −αn−2r
n−2
i = r
n−3
i F iαn−3 for i ∈ Φ. Then
µ(rn−3)EF,Φ
F
(V,αn−3)+EF,ΦF (V,αn−2)µ(r
n−2) = µ((rn−3i F iαn−3 +αn−2r
n−2
i )i∈Φ)
= µ((xn−3i )i∈Φ)
= µ(xn−3)
= f n−3.
By induction, we can construct
ri := (rij) j∈Φ ∈ E
F,Φ
F
(Mi,Mi−1)
and
si := f i−EF,Φ
F
(V,αi+1)µ(si+1) = ( f ij −αi+1si+1j ) j∈Φ ∈ EF,ΦF (Mi,Mi)
satisfying that
f i = µ(si)EF,Φ
F
(V,αi)+EF,ΦF (V,αi+1)µ(s
i+1)
for i = 2, · · · ,n− 4. Let us denote s1 the morphism
f 1−EF,Φ
F
(V,α2)µ(r2) = ( f 1i −α2r2i )i∈Φ ∈ EF,ΦF (M1,M1).
Note that EF,Φ
F
(V,α2) f 2 = f 1EF,ΦF (V,α2), that is (α2x2i )i∈Φ = (x1i F iα2)i∈Φ. Then
s1i F iα2 = (x1i −α2r2i )F iα2
= x1i F iα2−α2r2i F iα2
= x1i F iα2−α2(x2i −α3r3i )
= x1i F iα2−α2x2i
= 0.
Thus, there are morphisms r1i : M1 → F iX such that r1i F iα1 = s1i = x1i −α2r2i for i ∈Φ. We define
r1 := (r1i )i∈Φ. Since X ∈ Y
F,Φ
F
(M), we have r1i = 0 for 0 6= i ∈ Φ. Consequently,
f 1 = EF,Φ
F
(V,α2)µ(r2)+ µ(r1)EF,ΦF (V,α1).
We can get αnΣx0i = 0 by the assumption that hi = 0 for 0 6= i ∈Φ. Thus, x0i factorizes through α1.
Since X ∈ Y F,Φ
F
(M), we can obtain x0i = 0 for 0 6= i ∈ Φ.
Note that u0EF,Φ
F
(V,α1) = EF,ΦF (V,α1) f 1. Then
(x00−α1r
1
0)α1 = x
0
0α1−α1r
1
0α1
= x00α1−α1(x
1
0−α2r
2
0)
= x00α1−α1x
1
0
= 0.
This implies that x00−α1r10 factorizes through Σ−1αn.
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Now, we prove that x00−α1r10 factorizes through add(M). Since α1r10 factorizes through add(M),
it suffices to prove that x00 can factorize through add(M). By assumption, h0 can factorize through
add(M). So there are morphisms a : W → M′ and b : M′ →W such that h0 = ab for M′ ∈ add(M).
Since αn−1 is right (add(M),F,−Φ)-approximation of W , there is a morphism c : M′ → Mn−2 ⊕M
such that b = cαn−1. Consequently,
αnΣx00 = h0αn = acαn−1αn = 0.
This implies that x00 can factorize through M1 which belongs to add(M). By Lemma 3.2(3), we deduce
Imµ(x0−α1r10)⊆ I ·E
F,Φ
F
(V,X). Thus,
p( f 0− qµ(r10)p) = p f 0− pqµ(r10)p = (u0− pqµ(r10))p = 0.
Hence f 0 = qµ(r10)p. Altogether, we have proven that f • is null-homotopic.
Step 3. we will prove that the map Θ is surjective. Let h = (hi)i∈Φ with hi : W → F iW for i ∈ Φ.
Since αn−1 is a right (add(M),F,−Φ)-approximation of W , there is a commutative diagram:
X
x0i

α1 // M1
x1i

α2 // · · ·
αn−3 // Mn−3
xn−3i

αn−2 // Mn−2⊕M
xn−2i

αn−1 // W
hi

αn // ΣX
Σx0i

F iX
F iα1 // F iM1
F iα2 // · · · // F iMn−3
F iαn−2 // F i(Mn−2⊕M)
F iαn−1 // F iW // ΣF iX
We denote (x ji )i∈Φ by x j for j = 0,1, · · · ,n − 2. From the commutative diagram, we have
αn−2x
n−2
i = x
n−3
i F iαn−2 and α jx
j
i = x
j−1
i F iα j for j = 1,2, · · · ,n− 2. This implies
EF,Φ
F
(V,αn−2)µ(xn−2) = µ(xn−3)EF,ΦF (V,αn−2),
µ(α j)µ(x j) = µ(x j−1)µ(α j) for j = 1, · · · ,n− 2.
So we have the following commutative diagram
(V,X)
p ''PP
PPP
P (V,α1)
++❳❳❳❳
❳❳❳❳❳
❳❳❳❳
u0=µ(x0)

// P q //
f 0
✤
✤
✤
✤ (V,M1)
(V,α2) //
f 2=µ(x1)

(V,M2) //
f 2=µ(x2)

· · ·
(V,αn−2) // (V,Mn−2⊕M)
f n−2=µ(xn−2)

// 0
(V,X)
p ''PP
PPP
P (V,α1)
++❳❳❳❳
❳❳❳❳❳
❳❳❳❳
// P q // (V,M1)
(V,α2) // (V,M2) // · · ·
(V,αn−2) // (V,Mn−2⊕M) // 0
We conclude from µ(x0)(I ·EF,Φ
F
(V,X))⊆ I ·EF,Φ
F
(V,X), that µ(x0) induces a morphism f 0 : P→ P
satisfying that p f 0 = µ(x0)p, and finally that
p( f 0q− qµ(x1)) = µ(x0)EF,Φ
F
(V,α1)−EF,ΦF (V,α1)µ(x
1) = 0.
Note that p is surjective. Then f 0q = qµ(x1). Define f i = µ(xi) for i = 1, · · · ,n− 2. Hence Θ is
surjective.
Step 4. we will prove that the map Θ is a ring homomorphism. Take f • and g• in EndKb(Λ)(T •).
Since p is surjective and EF,Φ
F
(V,X) is projective as left EF,Φ
F
(V )-module, there is a map µ(x0) :
EF,Φ
F
(V,X) → EF,Φ
F
(V,X) such that µ(x0)p = p f 0. Similarly, there is a map µ(y0) : EF,Φ
F
(V,X) →
EF,Φ
F
(V,X) such that µ(y0)p = pg0. Suppose that f i = µ(xi),gi = µ(yi) for i = 1, · · · ,n− 2. Define
h := (hi)i∈Φ and h′ := (h′i)i∈Φ be in Γ such that
αn−1hi = xn−2i F iαn−1, αnΣx0i = hi(F iαn)δ(F, i,X ,1)
αn−1h′i = yn−2i F iαn−1, αnΣy0i = h′i(F iαn)δ(F, i,X ,1)
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for i ∈ Φ. By definition, we have Θ( f •) = h+ J,Θ(g•) = h′+ J and
Θ( f •)Θ(g•) = ( ∑
i, j∈Φ
i+ j=k
hiF ih′j)k∈Φ + J.
Now, we calculate Θ( f •g•).
xn−2yn−2 = ( ∑
i, j∈Φ
i+ j=k
xn−2i F
iyn−2j )k∈Φ, x
0y0 = ( ∑
i, j∈Φ
i+ j=k
x0i F
iy0j)k∈Φ.
For each k ∈ Φ
αn−1(∑ i, j∈Φ
i+ j=k
hiF ih′j) = ∑ i, j∈Φ
i+ j=k
αn−1hiF ih′j
= ∑ i, j∈Φ
i+ j=k
xn−2i F i(y
n−2
j F jαn−1)
= ∑ i, j∈Φ
i+ j=k
xn−2i F iy
n−2
j Fkαn−1.
αnΣ(x0y0)k = αnΣ(∑ i, j∈Φ
i+ j=k
x0i F iy0j)
= ∑ i, j∈Φ
i+ j=k
αn(Σx0i )(ΣF iy0j)
= ∑ i, j∈Φ
i+ j=k
hiF iαnδ(F, i,X ,1)(ΣF iy0j)
= ∑ i, j∈Φ
i+ j=k
hiF jh′Fkαnδ(F,k,X ,1).
So Θ( f •g•) = Θ( f •)Θ(g•). Thus, Θ is a ring homomorphism. 
If F is a triangulated R-category, we can get the main result in [14]. Combined with [11, Theorem
3.1], we can get the following corollary.
Corollary 3.3. Let Φ be an admissible subset of N. Let F3 be a triangulated k-category with an
(n− 2)-cluster tilting subcategory F , which is closed under Σn−23 , where Σ3 denotes the suspension
functor in F3. Suppose that there exists a diagram
X2
!!❇
❇❇
❇❇
❇❇
❇
α2 // X3
!!❇
❇❇
❇❇
❇❇
❇
// X4
  ❅
❅❅
❅❅
❅❅
❅
// · · · · · · // Xn−1
αn−1
!!❈
❈❈
❈❈
❈❈
❈
X1
α1
>>⑦⑦⑦⑦⑦⑦⑦⑦
X2.5
==⑤⑤⑤⑤⑤⑤⑤⑤
oo❴ ❴ ❴ ❴ ❴ ❴ ❴ X3.5
==⑤⑤⑤⑤⑤⑤⑤⑤
oo❴ ❴ ❴ ❴ ❴ ❴ ❴ · · ·oo❴ ❴ ❴ ❴ ❴ ❴ ❴ Xn−1.5oo❴ ❴ ❴
;;✇✇✇✇✇✇✇✇✇
Xnoo❴ ❴ ❴ ❴ ❴ ❴ ❴ ❴
in F3, satisfying that
(1) α1 : X1 → X2 is a left (add(X),F,Φ)-approximation of X1
(2) αn−1 : Xn−1 → Xn is a right (add(X),F,−Φ)-approximation of Xn,
(3) X1 ∈ Y
Σn−23 ,Φ
F
(X), Xn−1 ∈X
Σn−23 ,Φ
F
(X),
where X is the direct sum of Xi for i = 2,3, · · · ,n− 1.
Then we can get that the two algebras EΣ
n−2
3 ,Φ
F
(X1 ⊕X)/I and E
Σn−23 ,Φ
F
(Xn−1 ⊕X)/J are derived
equivalent, where X Σ
n−2
3 ,Φ
F
(X),Y Σ
n−2
3 ,Φ
F
(X), I and J are defined as in Theorem 1.1.
Proof. This follows from [11, Theorem 3.1] and Theorem 1.1. 
In [20], Iyama and Yoshino introduced Auslander-Reiten n-angles in (n− 2)-cluster tilting sub-
categories of triangulated k-categories and proved that they always exist. Let T be a Krull-Schmidt
triangulated category with shift functor Σ3, and let S be an n-cluster tilting subcategory of T .
Xi+1
bi+1
→ Ci
ai→ Xi → Σ3Xi+1 (0 ≤ i < n).
are triangles in T . A complex
Xn
bn→Cn−1
an−1bn−1
→ Cn−2
an−2bn−2
→ ···
a2b2→ C1
a1b1→ C0
a0→ X0
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is called an Auslander-Reiten (n+ 2)-angle if the following conditions are satisfied.
(1) Xn,X0 and Ci(0 ≤ i < n) belong to S .
(2) a0 is a sink map of X0 in S and bn is a source map of Xn in S .
(3) ai is a minimal right S -approximation of Xi for 0 < i < n.
(4) bi is a minimal left S -approximation of Xi for 0 < i < n.
As a corollary of Corollary 3.3, we can establish a relationship between Auslander-Reiten n-angle
and derived equivalences.
Corollary 3.4. Let T be a Krull- Schmidt triangulated k-category with shift functor Σ3, and let S be
an (n− 2)-cluster tilting subcategory of T , which is closed under Σn−23 . Suppose that
X1
α1→ X2
α2→ X3 → ··· → Xn
is an Auslander-Reiten n-angle in S and X1,Xn /∈ add(⊕n−1i=2 Xi). Then the two rings EndS (⊕
n−1
i=1 Xi)/I
and EndS (⊕ni=2Xi)/J are derived equivalent, where I,J are defined as in Theorem 1.1.
Proof. By [20, Proposition 3.9] and Corollary 3.3, we can get the conclusion. 
4 Examples
In this part, we give an example to illustrate the main result of this paper.
Consider the 2-representation finite algebra A of type ‘A’. The quiver with relation of A is given
by the following diagram.
•
•
•
•
•
•
•
•
•
•
a12 ??⑧⑧⑧⑧
a23 ??⑧⑧⑧⑧
a34 ??⑧⑧⑧⑧
a56
??⑧⑧⑧⑧
a67
??⑧⑧⑧⑧
a89
??⑧⑧⑧⑧
a910
❄
❄❄
❄
a79
❄
❄❄
❄
a47
❄
❄❄
❄
a68
❄
❄❄
❄
a36
❄
❄❄
❄
a25
❄
❄❄
❄
with relations {a23a36− a25a56,a34a47− a36a67,a67a79− a68a89,a12a25,a56a68,a89a910}.
Assume that ν := DA⊗LA− : D(A)→ D(A) is the derived functor of Nakayama functor and νn =
ν[−n]. By [11, Theorem 1], The 2-cluster tilting subcategory U = add{νi2A | i ∈ Z} of D(A) is a
4-angulated category with suspension functor Σ4. And the Auslander-Reiten quiver of U is given as
follows. (see [18, 19])
Q˜(2,4) :
.
.
.
300:0
210:0
120:0
030:0
201:0
111:0
021:0
102:0
012:0
003:0
33❤❤❤❤❤
33❤❤❤❤❤
33❤❤❤❤❤
33❤❤❤❤❤
33❤❤❤❤❤
33❤❤❤❤❤ ++❱❱❱❱
❱
++❱❱❱❱
❱
++❱❱❱❱
❱
++❱❱❱❱
❱
++❱❱❱❱
❱
++❱❱❱❱
❱
300:1
210:1
120:1
030:1
201:1
111:1
021:1
102:1
012:1
003:1
33❤❤❤❤❤
33❤❤❤❤❤
33❤❤❤❤❤
33❤❤❤❤❤
33❤❤❤❤❤
33❤❤❤❤❤ ++❱❱❱❱
❱
++❱❱❱❱
❱
++❱❱❱❱
❱
++❱❱❱❱
❱
++❱❱❱❱
❱
++❱❱❱❱
❱
YY✸✸✸✸✸✸✸✸✸✸✸✸✸✸
YY✸✸✸✸✸✸✸✸✸✸✸✸✸✸
YY✸✸✸✸✸✸✸✸✸✸✸✸✸✸
YY✸✸✸✸✸✸✸✸✸✸✸✸✸✸
YY✸✸✸✸✸✸✸✸✸✸✸✸✸✸
YY✸✸✸✸✸✸✸✸✸✸✸✸✸✸
300:2
210:2
120:2
030:2
201:2
111:2
021:2
102:2
012:2
003:2
33❤❤❤❤❤
33❤❤❤❤❤
33❤❤❤❤❤
33❤❤❤❤❤
33❤❤❤❤❤
33❤❤❤❤❤ ++❱❱❱❱
❱
++❱❱❱❱
❱
++❱❱❱❱
❱
++❱❱❱❱
❱
++❱❱❱❱
❱
++❱❱❱❱
❱
YY✸✸✸✸✸✸✸✸✸✸✸✸✸✸
YY✸✸✸✸✸✸✸✸✸✸✸✸✸✸
YY✸✸✸✸✸✸✸✸✸✸✸✸✸✸
YY✸✸✸✸✸✸✸✸✸✸✸✸✸✸
YY✸✸✸✸✸✸✸✸✸✸✸✸✸✸
YY✸✸✸✸✸✸✸✸✸✸✸✸✸✸
.
.
.
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Note that the functor ν2 can be viewed as the automorphism of Q˜(2,4) which send (l1, l2, l3 : i) to
(l1, l2, l3 : i− 1). Select a source map f1 : 111 : 0 → 210 : 1⊕ 021 : 0⊕ 102 : 0. There is a 4-angle
111 : 0 f1→ 210 : 1⊕ 021 : 0⊕ 102 : 0 → X3
g
→ X4 → Σ4111 : 0 (∗)
in U. By [20, Proposition 3.9], (∗) is an Auslander-Reiten 4-angle in U and g is a sink map. By [20,
Theorem 3.10], we have 111 : 0 = ν2X4. Thus,
111 : 0 f1→ 210 : 1⊕ 021 : 0⊕ 102 : 0 f2→ 120 : 1⊕ 201 : 1⊕ 012 : 0 f3→ 111 : 1 f4→ Σ4111 : 0
is an Auslander-Reiten 4-angle in U.
We denote 210 : 1⊕ 021 : 0⊕ 120 : 1⊕ 102 : 0⊕ 201 : 1⊕ 012 : 0 by M. Clearly, the morphism
f1 : 111 : 0 → 210 : 1⊕ 021 : 0⊕ 102 : 0 is a left add(M)-approximation of 111 : 0 and the morphism
f3 : 120 : 1⊕ 201 : 1⊕ 012 : 0 → 111 : 1 is a right add(M)-approximation of 111 : 1. By Corollary
3.4, we can get that the two rings EndD(A-mod)(111 : 0⊕M)/I and EndD(A-mod)(M⊕ 111 : 1)/J are
derived equivalent where I,J are defined as in Theorem 1.1.
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