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Abstract
There has been a recent surge of interest in the study of asymptotic reconstruction performance
in various cases of generalized linear estimation problems in the teacher-student setting, especially
for the case of i.i.d standard normal matrices. In this work, we prove a general analytical formula
for the reconstruction performance of convex generalized linear models, and go beyond such
matrices by considering all rotationally-invariant data matrices with arbitrary bounded spectrum,
proving a decade-old conjecture originally derived using the replica method from statistical
physics. This is achieved by leveraging on state-of-the-art advances in message passing algorithms
and the statistical properties of their iterates. Our proof is crucially based on the construction
of converging sequences of an oracle multi-layer vector approximate message passing algorithm,
where the convergence analysis is done by checking the stability of an equivalent dynamical
system. Beyond its generality, our result also provides further insight into overparametrized
non-linear models, a fundamental building block of modern machine learning. We illustrate our
claim with numerical examples on mainstream learning methods such as logistic regression and
linear support vector classifiers, showing excellent agreement between moderate size simulation
and the asymptotic prediction.
1 Introduction
In the modern era of statistics and machine learning, data analysis often requires solving high-
dimensional estimation problems with a very large number of parameters. Developing algorithms
for this task and understanding their limitations have become a major challenge. In this paper, we
consider this question in the framework of supervised learning under the teacher-student point of
view: (i) data is synthetic and labels are generated by a "teacher" rule and (ii) training is done
with a convex Generalized Linear Model (GLM) with a convex penalty term. Such problems are
ubiquitous in machine learning, statistics, communications, and signal processing.
The study of asymptotic (i.e. large-dimensional) reconstruction performance of generalized linear
estimation in the teacher-student setting has been the subject of a significant body of work over
the past few decades [SST92, WRB93, EVdB01, BM11b, EKBB+13, DM16, ZK16], and is currently
witnessing a renewal of interest especially for the case of identically and independently distributed
(i.i.d.) standard normal data matrices, see e.g. [SCC19, HMRT19, MM19]. Our aim in this paper is
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to provide a general analytical formula describing the reconstruction performance of such convex
generalized linear models, but for a broader class of more adaptable matrices.
The problem is defined as follows: we aim at reconstructing a given i.i.d. weight vector x0 ∈ RN
from outputs y ∈ RM generated using a training set (fµ)µ=1,...,M and the "teacher" rule:
y = φ(Fx0 + ω0) (1)
where φ is a proper, closed, convex and separable function, and ω0 ∼ N (0,∆0Id) is an i.i.d. noise
vector. To go beyond the simple Gaussian i.i.d. case tackled in a majority of theoretical work,
we shall allow matrices of arbitrary spectrum. We consider the data matrix F ∈ RM×N , obtained
by concatenating the vectors of the training set, to be rotationally invariant : its singular value
decomposition reads F = UDVT where U ∈ RM×M ,V ∈ RN×N are uniformly sampled from the
orthogonal groups O(M) and O(N), respectively. D ∈ RM×N contains the singular values of F. Our
analysis encompasses any singular value distribution with compact support. Crucially, we place
ourselves in the so-called high-dimensional regime, so that M,N →∞ while the ratio α ≡M/N is
kept finite. Our goal is to study the reconstruction performance of the generalized linear estimation
method:
xˆ ∈ arg min
x∈RN
{g(Fx,y) + f(x)} (2)
where g and f are proper, closed, convex and separable functions. This type of procedure counts
among the fundamental building blocks of modern machine learning, and encompasses several
mainstream methods such as logistic regression, LASSO or linear support vector machines. Focusing
on the asymptotic limit, we are interested in assessing the reconstruction performance: for instance
through the mean squared error E ≡ E[‖x0 − xˆ‖22]/N or the overlap mx = xˆTx0/N .
Main contributions — Our main contributions are the following:
• We provide an analytical formula for the reconstruction error of problem (2) with data generated
by (1) in the asymptotic setup, for all convex losses and penalties (including for instance Logistic,
Hinge, LASSO and Elastic net), for all rotationally invariant sequences of matrices F.
• By doing so, we give a mathematically rigorous proof of a replica formula obtained heuristically
through statistical physics for this problem, notably by Y. Kabashima [Kab08]. This is a significant
step that goes beyond the setting of most rigorous work on replica results, which assume matrices
to be i.i.d. random Gaussian ones.
• Our proof method has an interest of its own, and builds on a detailed mapping between alternating
directions descent methods [BPC+11] from convex optimization and a set of algorithms called
multi-layer approximate message-passing algorithms [MKMZ17, SRF16]. In particular, it crucially
uses ideas from [BM11b] and [FRS18]. Our work also builds on recent results that dealt with
penalized linear regression [GAK20] and generalizes them to the more generic non-linear case.
Related work — The simplest case of the present question, when both f and g are quadratic
functions, can be mapped to a random matrix theory problem and solved rigorously, as in e.g.
[HMRT19]. Handling non-linearity is, however, more challenging. A long history of research tackles
this difficulty in the high-dimensional limit, especially in the statistical physics literature where the
asymptotic limit focus is common. The usual analytical approach in statistical physics of learning
[SST92, WRB93, EVdB01] is a heuristic, non-rigorous but very adaptable technique called the replica
method [MPV87, MM09]. In particular, it has been applied on many variations of the present
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problem, and built the foundation of a large number of deep, non-trivial results in machine learning,
signal processing and statistics, e.g. [GD89, OKKN90, OK96, Bie03, KWT09, GS10, AG16, Mit19,
ESAP+20]. Among them, a conjectured generic formula for the present problem has been derived by
Y. Kabashima, providing a sharp analytical formula for the performance of reconstruction of the
signal x0 [Kab08].
Proving the validity of a replica prediction is a difficult task altogether. There has been recent
progress, however, in the particular case of Gaussian data, where the matrix F is simply made of
i.i.d. standard Gaussian coefficients. In this case, the asymptotic performance of the LASSO was
rigorously derived in [BM11a], and the existence of the logistic estimator discussed in [SCC19]. A set
of papers managed to extend this study to a large set of convex losses g, using the so-called Gordon
comparison theorem [TAH18]. We significantly broaden those results here by proving the Kabashima
formula, that is valid beyond Gaussian matrices, since it holds for any rotationally invariant matrix,
and for any convex and separable loss g and regularization f .
Our proof strategy is based on the use of approximate-message-passing [DMM09, Ran11], as
pioneered in [BM11b], and is similar to a recent work [GAK20] on a simpler setting. This family of
algorithms is a statistical physics-inspired variant of belief propagation [Méz89, Kab03, KU04] where
local beliefs are approximated by Gaussian distributions. A key feature of these algorithms is the
existence of the state evolution equations, an iterative scalar equivalent model which allows to track
the asymptotic statistical properties of the iterates at every time step. A series of groundbreaking
papers initiated with [BM11a] proved that these equations are exact in the large system limit,
and remarkably extended the method to treat nonlinear problems [Ran11] and handle rotationally
invariant matrices [RSF19, TK20]. We shall use a variant of these algorithms called multi-layer
approximate message-passing (MLVAMP) [SRF16, FRS18].
The key technical point in our approach is the proof of convergence of an oracle version of MLVAMP.
This is achieved by phrasing our oracle algorithm as a dynamical system similar to ADMM [BPC+11],
and then determining sufficient conditions for convergence with linear rate [NLR+15, LRP16].
2 Main result
Our main result is a rigorous analytical formula for the reconstruction error obtained by the empirical
risk minimization of (2) with data generated by (1). We start by stating the necessary assumptions.
Assumptions 1. Consider the minimization problem (2) with f and g proper closed, convex and
separable functions, and F ∈ RM×N an orthogonally invariant matrix. Consider that the empirical
distributions of the underlying truth x0 and eigenvalues of FTF respectively converge with second order
moments, as defined in appendix A, to given distributions px0 and pλ. Assume that the distribution
pλ is non-trivial and has compact support. Finally consider the limit M,N → ∞ with fixed ratio
α = M/N .
Additional detail on the set of assumptions is given in appendix A. This analysis framework is
mainly due to [BM11a], and roughly amounts to non-diverging input quantities and well-behaved
update functions, which applies to the presently studied setting.
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Theorem 1 (Fixed point equations). Let xˆ be the estimator of x0 defined in (2), and zˆ = Fxˆ the
estimator of z0 = Fx0. Ground-truth vectors have norms ρx ≡ ‖x0‖22/N , ρz ≡ ‖z0‖22/M . Under the
set of assumptions 1, the squared norms and the overlap of these estimators with the ground-truth are
given by:
m∗x ≡ lim
N→∞
xˆTx0
N
= E
[
x0ηf/Qˆ∗1x
(X)
]
m∗z ≡ lim
M→∞
zˆT z0
M
= E
[
z0ηg(.,y)/Qˆ∗1z
(Z)
]
(3)
q∗x ≡ lim
N→∞
‖xˆ‖22
N
= E
[
η2
f/Qˆ∗1x
(X)
]
q∗z ≡ lim
N→∞
‖zˆ‖22
N
= E
[
η2
g(.,y)/Qˆ∗1z
(Z)
]
(4)
where X =
mˆ∗1xx0+
√
χˆ∗1xξ1x
Qˆ1x
, Z =
mˆ∗1zz0+
√
χˆ∗1zξ1z
Qˆ1z
. Expectations are taken with respect to the random
variables x0 ∼ px0 , z0 ∼ N (0,
√
ρz), y ∼ φ(z0 + ω0), ξ1x, ξ1z ∼ N (0, 1), and eigenvalues λ ∼ pλ. η is
a shorthand for the scalar proximal operator:
ηγf (z) = arg min
x∈X
{
γf(x) +
1
2
(x− z)2
}
(5)
and parameters Qˆ∗1x, Qˆ∗1z, mˆ∗1x, mˆ∗1z, χˆ∗1x, χˆ∗1z are given by the fixed point of the system:
Qˆ2x = E
[
η′
f/Qˆ1x
(X)
]−1 − Qˆ1x
Qˆ2z = E
[
η′
g(.,y)/Qˆ1z
(X)
]−1 − Qˆ1z
mˆ2x =
E
[
x0ηf/Qˆ1x (X)
]
ρxχx
− mˆ1x
mˆ2z =
E
[
z0ηg(.,y)/Qˆ1z (Z)
]
ρzχz
− mˆ1z
χˆ2x =
E
[
η2
f/Qˆ1x
(X)
]
χ2x
− ρx(mˆ1x + mˆ2x)− χˆ1x
χˆ2z =
E
[
η2
g(.,y)/Qˆ1z
(Z)
]
χ2z
− ρz(mˆ1z + mˆ2z)− χˆ1z
Qˆ1x = E
[
1
Qˆ2x + λQˆ2z
]−1
− Qˆ2x (6a)
Qˆ1z = αE
[
λ
Qˆ2x + λQˆ2z
]−1
− Qˆ2z (6b)
mˆ1x =
1
χx
E
[
mˆ2x + λmˆ2z
Qˆ2x + λQˆ2z
]
− mˆ2x (6c)
mˆ1z =
ρx
αχzρz
E
[
λ(mˆ2x + λmˆ2z)
Qˆ2x + λQˆ2z
]
− mˆ2z (6d)
χˆ1x =
1
χ2x
E
[
χˆ2x + λχˆ2z + ρx(mˆ2x + λmˆ2z)
2
(Qˆ2x + λQˆ2z)2
]
(6e)
− ρx(mˆ1x + mˆ2x)− χˆ2x
χˆ1z =
1
αχ2z
E
[
λ(χˆ2x + λχˆ2z + ρxmˆ2x + λmˆ2z)
2
(Qˆ2x + λQˆ2z)2
]
(6f)
− ρz(mˆ1z + mˆ2z)− χˆ2z,
where χx = (Qˆ1x + Qˆ2x)−1, and χz = (Qˆ1z + Qˆ2z)−1.
This set of fixed point equations naturally stems from the "replica-symmetric" free energy notation
commonly used in the statistical physics community [MPV87, MM09], which we can now rigorously
establish as the following corollary to Theorem 1 :
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Corollary 1 (The Kabashima formula). Theorem 1 can equivalently be rewritten as the solution of
the extreme value problem defined by the replica free energy from [TK20].
f = − extr
mx,χx,qx,mz ,χz ,qz
{gF + gG − gS}, (7)
gF = extr
mˆ1x,χˆ1x,Qˆ1x,mˆ1z ,χˆ1z ,Qˆ1z
{
1
2
qxQˆ1x − 1
2
χxχˆ1x − mˆ1xmx − αmˆ1zmz + α
2
(
qzQˆ1z − χzχˆ1z
)
+E
[
φx(mˆ1x, Qˆ1x, χˆ1x;x0, ξ1x)
]
+ αE
[
φz(mˆ1z, Qˆ1z, χˆ1z; z0, ξ1z)
]}
,
gG = extr
mˆ2x,χˆ2x,Qˆ2x,mˆ2z ,χˆ2z ,Qˆ2z
{
1
2
qxQˆ2x − 1
2
χxχˆ2x −mxmˆ2x − αmzmˆ2z + α
2
(
qzQˆ2z − χzχˆ2z
)
−1
2
(
E
[
log(Qˆ2x + λQˆ2z)
]
− E
[
χˆ2x + λχˆ2z
Qˆ2x + λQˆ2z
]
−E
[
ρx(mˆ2x + λmˆ2z)
2
(Qˆ2x + λQˆ2z)
])}
,
gS =
1
2
(
qx
χx
− m
2
x
ρxχx
)
+
α
2
(
qz
χz
− m
2
z
ρzχz
)
,
where φx and φz are the potential functions
φx(mˆ1x, Qˆ1x, χˆ1x;x0, ξ1x) = lim
β→∞
1
β
log
∫
e−
βQˆ1x
2
x2+β(mˆ1xx0+
√
χˆ1xξ1x)x−βf(x)dx, (8)
φz(mˆ1z, Qˆ1z, χˆ1z; z0, χ1z) = lim
β→∞
1
β
log
∫
e−
βQˆ1z
2
z2+β(mˆ1zz0+
√
χˆ1zξ1z)z−βg(y,z)dz. (9)
In this β →∞ limit (the so-called zero temperature limit in statistical physics), potentials φx
and φz correspond to maximum a posteriori (MAP) estimation. Note that they are closely related
to the Moreau envelopesM [PB+14, BC+11] of f and g, which represent a smoothed form of the
objective function with the same minimizers:
φx(mˆ1x, Qˆ1x, χˆ1x;x0, ξ1x) =
Qˆ1x
2
X2 −Mf/Qˆ1x (X) (10)
whereMγf (z) = infx
{
f(x) +
1
2γ
‖x− z‖22
}
, ∀ γ > 0 and X = mˆ1xx0 +
√
χˆ1xξ1x
Qˆ1x
(11)
The expression for φz is similar. These equivalent forms can be obtained using Laplace’s method
on (62) and (9), as detailed in appendix B. This shows that our result also extends the framework of
[TAH18], where the reconstruction performance of Gaussian GLMs is characterized using expected
Moreau envelopes which naturally appear in the free energy (7).
With the knowledge of the asymptotic overlap m∗x, and squared norms q∗x, ρx, most quantities
of interest can be estimated. For instance, the quadratic reconstruction error is obtained from its
definition as E = ρx + q∗x − 2m∗x, while the angle between the ground-truth vector and the estimator
is θ = arccos(m∗x/(
√
ρxq∗x)). One can also estimate the generalization error for new random Gaussian
samples [EVdB01], or compute similar errors for the denoising of z0. Such replica predictions being
widely used [GD89, OKKN90, OK96, Bie03, KWT09, GS10, AG16, Mit19, ESAP+20] we simply
illustrate Theorem 1 in Figure 1 on a classification problem. Simulation details are given in appendix
F. The comparison with finite size numerical experiments shows that, despite being asymptotical in
nature, these predictions are extremely accurate even at moderate system sizes.
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Figure 1: Illustration of Theorem 1 in a binary classification problem with data generated as
y = φ(Fx0 + ω0) with the data matrix F being Left : a Gaussian i.i.d. matrix and Right : a
random orthogonal invariant matrix with a squared uniform density of eigenvalues. We plot the
angle between the estimator and the ground-truth vector θ = arccos(m∗x/(
√
ρxq∗x)) as a function of
the aspect ratio α = M/N for Ridge regression, a Support Vector Machine with linear kernel and
a Logistic regression, with `2 penalty λ = 10−3. The theoretical prediction (full line) is compared
with numerical experiments (points) conducted using standard convex optimization solvers from
[PVG+11]. The plots were generated using the toolbox available at https://github.com/cgerbelo/
Replica_GLM_orth.inv.
3 Sketch of proof of Theorem 1
Our proof follows an approach pioneered in [BM11b] for the LASSO. The idea is to build a sequence
of iterates that provably converges towards the estimator xˆ, while the statistical properties of those
iterates follow equations that match those of Theorem 1 at their fixed point. We must therefore
concern ourselves with three fundamental aspects:
(i) construct a sequence of iterates with a rigorous statistical characterization that matches the
equations of Theorem 1,
(ii) verify that the sequence’s fixed point reaches the estimator xˆ,
(iii) determine the conditions for this sequence to be provably convergent, so that the statistical
characterization indeed applies to the point of interest xˆ, and not to arbitrary vectors from a
diverging trajectory.
We handle point (i) with the 2-layer version of the MLVAMP algorithm proposed by [FRS18]. It is
an expectation-propagation [Min01] inspired algorithm that iteratively matches the moments of a
target distribution with those of a tractable approximation of the objective. We remind the full set
of iterations in appendix C. In the maximum a posteriori setting, MLVAMP is similar to a multilayer
proximal descent method and can be viewed as successively solving an alternating direction method
of multipliers (ADMM) [BPC+11] step for each layer of the model, with an additional LMMSE
(minimum mean square) step on each layer. As pointed out in [FSARS16], the main difference
between MLVAMP and standard convex optimization methods are the implicit prescription of descent
step sizes and prefactors, adapting them to the local curvature of the functions composing the
objective cost.
The main result of [FRS18] is a rigorous proof of state evolution equations for MLVAMP, which
holds for any isotropically distributed initialization of the estimates. The following lemma establishes
the link between those equations and our main theorem.
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Lemma 1. (Fixed point of 2-layer MLVAMP state evolution equations) The state evolution equations
of 2-layer MLVAMP from [FRS18], reminded in appendix E, match the equations of Theorem 1 at
their fixed point.
Proof See appendix E.
We can thus construct the sequences of interest using the 2-layer MLVAMP algorithm. How-
ever, being only interested in the fixed point of the state evolution equations, we introduce an oracle
algorithm where the second-order parameters, i.e. the implicit step-sizes and prefactors stemming
from the Bayesian nature of the algorithm, are prescribed from the fixed point of the state evolution
equations. In our notations, these parameters correspond to Qˆ1x, Qˆ1z, Qˆ2x, Qˆ2z, χx, χz.
The Oracle-MLVAMP iterations then read:
Initialize h(0)1x h
(0)
2z , prescribe Qˆ1x, Qˆ1z, Qˆ2x, Qˆ2z, χx, χz.
Forward pass – denoising Forward pass – LMMSE
xˆ
(t)
1 = Proxf/Qˆ1x(h
(t)
1x) zˆ
(t)
2 = F(Qˆ2xF
TF+ Qˆ2xId)−1(Qˆ2xh
(t)
2x + Qˆ2zF
Th
(t)
2z ) (12a)
h
(t)
2x = (xˆ
(t)
1 /χx − Qˆ1xh(t)1x)/Qˆ2x h(t)1z = (zˆ(t)2 /χz − Qˆ2zh(t)2z )/Qˆ1z (12b)
Backward pass – denoising Backward pass – LMMSE
zˆ
(t)
1 = Proxg(.,y)/Qˆ1z(h
(t)
1z ) xˆ
(t+1)
2 = (Qˆ2xF
TF+ Qˆ2zId)−1(Qˆ2xh
(t)
2x + Qˆ2zF
Th
(t+1)
2z ) (12c)
h
(t+1)
2z = (zˆ
(t)
1 /χz − Qˆ1zh(t)1z )/Qˆ2z h(t+1)1x = (xˆ(t+1)2 /χx − Qˆ2xh(t)2x)/Qˆ1x. (12d)
At each iteration, Oracle-MLVAMP returns two sets of estimators (xˆ(t)1 , xˆ
(t)
2 ) and (zˆ
(t)
1 , zˆ
(t)
2 ) which
respectively aim at reconstructing the minimizer xˆ and zˆ = Fxˆ. At the fixed point, we have xˆ(t)1 = xˆ
(t)
2
and zˆ(t)1 = zˆ
(t)
2 . From Lemma 1, we know that the iterates of Oracle-MLVAMP can be characterized
by the equations of Theorem 1 with proper time indices. We must now show that the estimator
of interest defined by (1) and (2) can be systematically reached using Oracle-MLVAMP. We thus
continue with point (ii).
Lemma 2. (Fixed point of Oracle-MLVAMP) The fixed point of the iterations (12) is unique and is
the solution to the convex optimization problem (2).
Proof See appendix D.
This part is quite straightforward and is a direct consequence of the structure of the algorithm
and properties of proximal operators. We now need to characterize the convergence properties of
Oracle-MLVAMP and move to point (iii). From this point on, we will make the assumption that f
and g are twice differentiable, keeping in mind that any continuous function can be approximated
with a twice differentiable one to an arbitrary precision as proved, for example, in [AFLMR07].
Lemma 3. (Linear convergence of Oracle-MLVAMP) Consider the smoothed problem
xˆ(λ2, λ˜2) ∈ arg min
x∈RN
{
g˜(Fx,y) + f˜(x)
}
(13)
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where f˜(x) = f(x) + λ22 ‖x‖22 and g˜(x) = g(x) + λ˜22 ‖x‖22. Take the Oracle-MLVAMP iterations ran
on (13), from which we extract x(t) =
[
h
(t)
2z ,h
(t)
1x
]T
. We then have the following:
∀λ˜2 > 0, ∃ λ∗2 s.t. ∀λ2 > λ∗2 : (14)
∃ 0 < c < λ2 s.t. ‖x(t) − x∗‖22 6
(
c
λ2
)t
‖x0 − x∗‖22 (15)
which implies lim
t→∞‖x
(t) − xˆ‖22 = 0 (16)
where x∗ is the unique fixed point of the iterations (12).
Proof See appendix G.
The intuition here is that, for a loss function with any non-zero strong convexity constant, and a
sufficiently strongly convex regularization, Oracle-MLVAMP systematically converges linearly towards
its unique fixed point. We elaborate on this lemma in the next section. We can now state the
following lemma, which claims that Theorem 1 holds for a sufficiently strongly convex problem.
Lemma 4. (Asymptotic error for the smoothed problem)
Consider the smoothed minimization problem (13). Under the the set of assumptions 1, we then
have the following statement:
∀λ˜2 > 0, ∃ λ∗2 s.t. ∀λ2 > λ∗2 : Theorem 1 holds. (17)
Proof of Lemma 4 Lemma 4 immediately follows from the conjunction of Lemmas 1,2,3. Indeed,
any isotropically initialized trajectory of Oracle-MLVAMP will converge to its unique fixed point
according to the Banach fixed point theorem and Lemma 3. Lemma 1 then tells us that each step of
this trajectory verifies the equations of Theorem 1 with proper time indices. Finally, Lemma 2 shows
that the fixed point of this trajectory is the unique solution to the smoothed problem (13).
Proving Theorem 1 boils down to performing an analytic continuation on the ridge parameters.
Proof of Theorem 1 The optimality condition of the smoothed problem (13) reads
∂f(xˆ) + FT∂g(Fxˆ) + (λ2Id + λ˜2F
TF)xˆ = 0 (18)
and defines an analytic function of (λ2, λ˜2) for the coordinates of the solution xˆ(λ2, λ˜2), and thus
for zˆ = Fxˆ as well, using the analytic inverse function theorem from [KP02]. From the form of the
proximal of a convex (and differentiable) function with an addition ridge penalty (see appendix B):
Prox
γ(f+
λ2
2
‖.‖22)
(z) = ((1 + γλ2)Id + γf
′)−1(z), (19)
we directly see that all equations defining the scalar quantities in the state evolution equations (6) are
analytic in (λ2, λ˜2), which implicitly defines an analytic function for any scalar combination of those
quantities [KP02]. Moreover, Lemma 4 holds for an open subset of (λ2, λ˜2); we can therefore use
an analytic continuation theorem [KP02] to extend Lemma 4 to all non-negative values of (λ2, λ˜2),
finally proving Theorem 1 by choosing (λ2, λ˜2) = (0, 0).
The remaining technical part is the proof of convergence lemma 3. For this purpose, we use a
dynamical system reformulation of Oracle-MLVAMP and a result from control theory, adapted to
machine learning in [LRP16] and more specifically to ADMM in [NLR+15].
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4 Oracle-MLVAMP as a dynamical system: proof of Lemma 3
The key idea of the approach pioneered in [LRP16] is to recast any non-linear dynamical system
as a linear one, where convergence will be naturally characterized by a matrix norm. For a given
non-linearity O˜ and iterate h, we define the variable u = O˜(h) and rewrite the initial algorithm in
terms of this trivial transform. Any property of O˜ is then summarized in a constraint matrix linking
h and u. For example, if O˜ has Lipschitz constant ω, then for all t:
‖ut+1 − ut‖22 6 ω2‖ht+1 − ht‖22, (20)
which can be rewritten in matrix form:[
ht+1 − ht
ut+1 − ut
]T [
ω2Idh 0
0 −Idu
] [
ht+1 − ht
ut+1 − ut
]
> 0 (21)
where Idh , Idu are the identity matrices with dimensions of u,h, i.e. M or N in our case. Any
co-coercivity property (verified by proximal operators) can be rewritten in matrix form but yields non
block diagonal constraint matrices. We will thus directly use the Lipschitz constants for our proof,
as they lead to simpler derivations and suffice to prove the required result. The main theorem from
[LRP16], adapted to ADMM in [NLR+15], then establishes a sufficient condition for convergence
with a linear matrix inequality, involving the matrices defining the linear recast of the algorithm and
the constraints. Let us now detail how this approach can be used on Oracle-MLVAMP.
We start by rewriting Oracle-MLVAMP in a more compact form:
Initialize h(0)1x ,h
(0)
2z
h
(t+1)
1x = W1O˜1h(t)1x +W2O˜2(W3h(t)2z +W4O˜1h(t)1x) (22)
h
(t+1)
2z = O˜2(W3h(t)2z +W4O˜1h(t)1x) (23)
where
W1 =
Qˆ2x
Qˆ1x
(
1
χx
(Qˆ2zF
TF+ Qˆ2xId)−1 − Id
)
W2 =
Qˆ2z
χxQˆ1x
(Qˆ2zF
TF+ Qˆ2xId)−1FT (24)
W3 =
Qˆ2z
Qˆ1z
(
1
χz
F(Qˆ2zF
TF+ Qˆ2xId)−1FT − Id
)
W4 =
Qˆ2x
Qˆ1zχz
F(Qˆ2zF
TF+ Qˆ2xId)−1 (25)
O˜1 =
Qˆ1x
Qˆ2x
(
1
χxQˆ1x
Proxf/Qˆ1x(·)− Id
)
O˜2 =
Qˆ1z
Qˆ1z
(
1
χzQˆ1z
Proxg(.,y)/Qˆ1z (·)− Id
)
. (26)
For the linear recast, we then define the variables:
u
(t)
0 = O˜1(h(t)1x), v(t) = W3h(t)2z +W4u(t)0 , and u(t)1 = O˜2(v(t)) (27)
such that h(t+1)2z = u
(t)
1 , h
(t+1)
1x = W1u
(t)
0 +W2u
(t)
1 . (28)
where u0,h1x ∈ RN , v,u1,h2z ∈ RM . We then write
x(t) =
[
h
(t)
2z
h
(t)
1x
]
, u(t) =
[
u
(t)
1
u
(t)
0
]
, z
(t)
0 =
[
h
(t)
1x
u
(t)
0
]
, z
(t)
1 =
[
v(t)
u
(t)
1
]
.
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This leads to the following linear dynamical system recast of (22):
x(t+1) = Ax(t) +Bu(t) (29)
z
(t)
1 = C1x
(t) +D1u
(t) (30)
z
(t)
2 = C2x
(t) +D2u
(t) (31)
where
A = 0(M+N)×(M+N) B =
[
IM×M 0M×N
W2 W1
]
(32)
C1 =
[
0N×M IN×N
0N×M 0N×N
]
D1 =
[
0N×M 0N×N
0N×M IN×N
]
(33)
C2 =
[
W3 0M×N
0M×M 0M×N
]
D2 =
[
0M×M W4
IM×M 0M×N
]
. (34)
The next step is to impose the properties of the non-linearities O˜1, O˜2 through constraint matrices.
The Lipschitz constants ω1, ω2 of O˜1, O˜2 can be determined using properties of proximal operators
[GB16] and are directly linked to the strong convexity and smoothness of the cost function and
regularization. The relevant properties of proximal operators are reminded in appendix B, and the
subsequent derivation of the Lipschitz constants is detailed in appendix G, and gives the following
results:
ω1 =
Qˆ1x
Qˆ2x
√
1 +
Qˆ22x − Qˆ21x
(Qˆ1x + λ2)2
ω2 =
Qˆ1z
Qˆ2z
√
1 +
Qˆ22z − Qˆ21z
(Qˆ1z + λ˜2)2
. (35)
We thus define the constraints matrices
M1 =
[
ω21 0
0 −1
]
⊗ IN×N M2 =
[
ω22 0
0 −1
]
⊗ IM×M (36)
where ⊗ denotes the Kronecker product. We then use Theorem 4 from [LRP16] in the appropriate
form for Oracle-MLVAMP, as was done in [NLR+15] for ADMM.
Proposition 1. (Theorem 4 from [LRP16]) Consider the following linear matrix inequality with
τ ∈ [0, 1]:
0 
[
ATPA− τ2P ATPB
BTPA BTPB
]
+
[
C1 D1
C2 D2
]T [
β1M1 0
0 β2M2
] [
C1 D1
C2 D2
]
. (37)
If (37) is feasible for some P  0 and β1, β2 > 0, then for any initialization x0, we have:
‖x(t) − xˆ‖ 6
√
κ(P)τ t‖x0 − xˆ‖ for all t (38)
where κ(P) is the condition number of P.
We show in appendix G how the additional ridge penalties from the smoothed problem (13)
parametrized by λ˜2, λ2 can be used to make (37) feasible and prove Lemma 3. The core idea is to
leverage on the Lipschitz constants (35), the operator norms of the matrices defined in (24) and the
following upper and lower bounds on the Qˆ parameters:
λmin(Hf ) 6 Qˆ2x 6 λmax(Hf ) λmin(Hg) 6 Qˆ2z 6 λmax(Hg) (39)
Qˆ2zλmin(F
TF) 6 Qˆ1x 6 Qˆ2zλmax(FTF)
Qˆ2x
λmax(FFT )
6 Qˆ1z 6
Qˆ2x
λmin(FFT )
, (40)
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where Hf ,Hg are the Hessian of the loss and regularization functions. These bounds are easily
obtained from the definitions of χx, χz in the state evolution equations (or equivalently in Theorem
1), and the fact that the derivative of a proximal operator reads, for a twice differentiable function:
Dηγf (x) = (Id+ γHf (ηγf (x)))−1. (41)
Detail of this derivation can also be found in appendices B and G. For the smoothed problem (13),
the maximum and minimum eigenvalues of the Hessians are directly augmented by λ˜2, λ2, which
allows us to control the scaling of the Qˆ parameters. The rest of the convergence proof is then based
on successive application of Schur’s lemma [HJ12] on the linear matrix inequality (37) and translating
the resulting conditions on inequalities which can be verified by choosing the appropriate λ˜2, λ2, β1, β2.
Convergence of gradient-based descent methods for sufficiently strongly-convex objectives is a coher-
ent result from an optimization point of view. This is corroborated by the symbolic convergence
rates derived for ADMM in [NLR+15], where a sufficiently strongly convex objective is also considered.
The plots were generated using the toolbox available at https://github.com/cgerbelo/Replica_
GLM_orth.inv.
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A Convergence of vector sequences
This section is a brief summary of the framework originally introduced in [BM11a] and used in
[FRS18, RSF19]. We review the key definitions and verify that they apply in our setting. We remind
the full set of state evolution equations from [FRS18] at (97), when applied to learning a GLM, in
appendix E.
The main building blocks are the notions of vector sequence and pseudo-Lipschitz function, which
allow to define the empirical convergence with p-th order moment. Consider a vector of the form
x(N) = (x1(N), ...,xN (N)) (42)
where each sub-vector xn(N) ∈ Rr for any given r ∈ N∗. For r=1, which we use in Theorem 1, x(N)
is denoted a vector sequence.
Given p > 1, a function f : Rr → Rs is said to be pseudo-Lipschitz continuous of order p if there
exists a constant C > 0 such that for all x1,x2 ∈ Rs:
‖f(x1)− f(x2)‖ 6 C‖x1 − x2‖
[
1 + ‖x1‖p−1 + ‖x1‖p−1
]
(43)
Then, a given vector sequence x(N) converges empirically with p-th order moment if there exists a
random variable X ∈ Rr such that:
• E|X|p <∞; and
• for any scalar-valued pseudo-Lipschitz continuous f(.) of order p,
lim
N→∞
1
N
N∑
n=1
f(xn(N)) = E[f(X)] a.s. (44)
Note that defining an empirically converging singular value distribution implicitly defines a sequence
of matrices F(N) using the definition of rotational invariance from the introduction. This naturally
brings us back to the original definitions from [BM11a]. An important point is that the almost sure
convergence of the second condition holds for random vector sequences, such as the ones we consider
in the introduction. Note that the noise vector ω0 must also satisfy these conditions, and naturally
does when it is an i.i.d. Gaussian one. We also remind the definition of uniform Lipschitz continuity.
For a given mapping φ(x, A) defined on x ∈ X and A ∈ R, we say it is uniform Lipschitz
continuous in x at A = A¯ if there exists constants L1 and L2 > 0 and an open neighborhood U of A¯
such that:
‖φ(x1, A)− φ(x2, A)‖ 6 L1‖x1 − x2‖ (45)
for all x1,x2 ∈ X and A ∈ U ; and
‖φ(x, A1)− φ(x, A2)‖ 6 L2(1 + ‖x‖)|A1 −A2| (46)
for all x ∈ X and A1, A2 ∈ U .
The additional conditions for the state evolution theorem from [FRS18] (assumption 2) to hold
are uniform Lipschitz continuity (which implies continuity) of the update functions (97f,97j,97n,97r)
and their derivatives in their arguments at their parameters. These conditions are straightforward to
check on the linear update functions (97j,97r). For the update functions involving proximal operators
(97f,97n), uniform Lipschitz continuity can be checked on a case by case basis and holds true for
most commonly used functions for losses and regularizations. Potentially pathological cases can be
treated by working on compact spaces excluding any bothersome divergence.
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B Convex analysis and properties of proximal operators
We start this section with a few useful definitions from convex analysis, which can all be found in
textbooks such as [BC+11]. We then remind important properties of proximal operators, which we
use in appendix G to derive upper bounds on the Lipschitz constants of the non-linear operators
O˜1, O˜2. In what follows, we denote X the Hilbert space with scalar inner product serving as input
and output space, here RN or RM . For simplicity, we will write all operators as going from X to X .
Definition 1. (Co-coercivity) Let T : X → X and β ∈ R∗+. Then T is β co-coercive if βT is
firmly-nonexpansive, i.e.
〈x− y, T (x)− T (y)〉 > β‖T (x)− T (y)‖22 (47)
for all x,y ∈ X .
Proximal operators are 1 co-coercive or equivalently firmly-nonexpansive.
Definition 2. (Strong convexity) A proper closed function is σ-strongly convex with σ > 0 if
f − σ2 ‖.‖2 is convex. If f is differentiable, the definition is equivalent to
f(x) > f(y) + 〈∇f(y),x− y〉+ σ
2
‖x− y‖2 (48)
for all x,y ∈ X .
Definition 3. (Smoothness for convex functions) A proper closed function f is β-smooth with β > 0
if β2 ‖.‖2 − f is convex. If f is differentiable, the definition is equivalent to
f(x) 6 f(y) + 〈∇f(y),x− y〉+ β
2
‖x− y‖2 (49)
for all x,y ∈ X .
An immediate consequence of those definitions is the following second order condition: for twice
differentiable functions, f is σ-strongly convex and β-smooth if and only if:
σId  Hf  βId. (50)
Corollary 2. (Remark 4.24 [BC+11]) A mapping T : X → X is β-cocoercive if and only if βT is
half-averaged. This means that T can be expressed as:
T =
1
2β
(Id + S) (51)
where S is a nonexpansive operator.
Proposition 2. (Resolvent of the sub-differential [BC+11]) The proximal mapping of a convex
function f is the resolvent of the sub-differential ∂f of f :
Proxγf = (Id + γ∂f)−1. (52)
The following proposition is due to [GB16], and is useful determining upper bounds on the
Lipschitz constant of update functions involving proximal operators.
Proposition 3. (Proposition 2 from [GB16]) Assume that f is σ-strongly convex and β-smooth and
that γ ∈]0,∞[. Then Proxγf − 11+γβ Id is 11
1+γβ
− 1
1+γσ
-cocoercive if β > σ and 0-Lipschitz if β = σ.
We will use these definitions and properties to derive the Lipschitz constants of O˜1, O˜2 in appendix
G.
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B.1 Jacobian of the proximal
Using proposition 2, the proximal operator can be written, for any parameter γ ∈ R+ and x in the
input space X :
Proxγf (x) = (Id + γ∂f)−1 (x). (53)
For any convex and differentiable function f , we have:
Proxγf (x) + γ∇f(Proxγf (x)) = x (54)
For a twice differentiable f , applying the chain rule then yields:
DProxγf (x) + γHf (Proxγf (x))DProxγf (x) = Id (55)
where D is the Jacobian matrix and H the Hessian. Since f is a convex function, its Hessian is
positive semi-definite, and, knowing that γ is strictly positive, the matrix (Id + γHf(Proxγf )) is
invertible. We thus have:
DProxγf (x) = (Id + γHf(Proxγf (x)))
−1 (56)
B.2 Proximal of ridge regularized functions
Since we consider only separable functions, we can work with scalar version of the proximal operators.
The scalar proximal of a given function with an added ridge regularization can be written:
Prox
γ(f+
λ2
2
‖.‖22)
(x) = (Id + γ(∂f + λ2))
−1(x) (57)
= ((1 + γλ2)Id+ γf
′)−1(x) for differentiable f. (58)
The function inside the inverse is analytical in λ2 with non-zero derivative (γ is strictly positive), so
its inverse is also analytical in λ2 according to the analytical inverse function theorem [KP02].
B.3 From replica potentials to Moreau envelopes
Here we show how the potentials defined for the replica free energy of corollary 1 can be mapped to
Moreau envelopes in the β →∞ limit. We consider the scalar case since the replica expressions are
scalar. All functions are separable here, so any needed generalization to the multidimensional case is
immediate. We start by reminding the definition of the Moreau envelope [BC+11, PB+14]Mγf of a
proper, closed and convex function f for a given γ ∈ R∗+ and any z ∈ R:
Mγf (z) = inf
x∈R
{
f(x) + (1/2γ)‖x− z‖22
}
(59)
The Moreau envelope can be interpreted as a smoothed version of a given objective function with the
same minimizer. For `1 minimization for example, it allows to work with a differentiable objective.
By definition of the proximal operator we have the following identity:
Proxγf (z) = arg min
x∈R
{
f(x) + (1/2γ)‖x− z‖22
}
(60)
Mγf (z) = f(Proxγf (z)) + 1
2
‖Proxγf (z)− z‖22 (61)
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We can now match the replica potentials with the Moreau envelope. We start from the definition of
said potentials, to which we apply Laplace’s approximation:
φx(mˆ1x, Qˆ1x, χˆ1x;x0, ξ1x) = lim
β→∞
1
β
log
∫
e−
βQˆ1x
2
x2+β(mˆ1xx0+
√
χˆ1xξ1x)x−βf(x)dx (62)
= −Qˆ1x
2
(x∗)2 + (mˆ1xx0 +
√
χˆ1xξ1x)x
∗ − f(x∗) (63)
where
x∗ = arg min
x
{
−Qˆ1x
2
x2 + (mˆ1xx0 +
√
χˆ1xξ1x)x− f(x)
}
(64)
This is an unconstraint convex optimization problem, thus its optimality condition is enough to
characterize its unique minimizer:
− Qˆ1xx∗ + (mˆ1xx0 +
√
χˆ1xξ1x)− ∂f(x∗) = 0 (65)
⇐⇒ x∗ = (Id+ 1
Qˆ1x
∂f)−1
(
mˆ1xx0 +
√
χˆ1xξ1x
Qˆ1x
)
(66)
⇐⇒ x∗ = Prox f
Qˆ1x
(
mˆ1xx0 +
√
χˆ1xξ1x
Qˆ1x
)
(67)
Replacing this in the replica potential and completing the square, we get:
φx(mˆ1x, Qˆ1x, χˆ1x;x0, ξ1x) = −f(Proxγf (X))− Qˆ1x
2
‖X − Proxγf (X)‖22 +
X2
2
Qˆ1x (68)
= Qˆ1x
X2
2
−M 1
Qˆ1x
f (X) (69)
where we used the shorthand X = mˆ1xx0+
√
χˆ1xξ1x
Qˆ1x
.
C Background on multilayer vector approximate message passing
Here we simply give the full iterations of the MLVAMP algorithm from [FRS18] applied to a 2-layer
network. For a given operator T : X → X , the brackets 〈T (x)〉 = 1d
∑d
i=1 T (x)i denote element-wise
averaging operations, where d is M or N in our case. For a given matrix M ∈ Rd×d, the brackets
amount to 〈M〉 = 1dTr(M). Going from MLVAMP to Oracle-MLVAMP simply boils down to
prescribing the scalar terms in the following iterations:
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1 = g1z(h
(t)
1z , Qˆ
(t)
1z ) xˆ
(t+1)
2 = g2x(h
(t)
2x ,h
(t+1)
2z , Qˆ
(t)
2x , Qˆ
(t+1)
2z ) (70e)
χ
(t)
1z =
1
Qˆ
(t)
1z
〈
∂g1z(h
(t)
1z , Qˆ
(t)
1z )
∂h
(t)
1z
〉
χ
(t+1)
2x =
1
Qˆ
(t)
2x
〈
∂g2x(h
(t)
2x ,h
(t+1)
2z ,Qˆ
(t)
2x , Qˆ
(t+1)
2z )
∂h
(t)
2x
〉
(70f)
Qˆ
(t+1)
2z = 1/χ
(t)
1z − Qˆ(t)1z Qˆ(t+1)1x = 1/χ(t+1)2x − Qˆ(t)2x (70g)
h
(t+1)
2z = (zˆ
(t)
1 /χ
(t)
1z − Qˆ(t)1zh(t)1z )/Qˆ(t+1)2z h(t+1)1x = (xˆ(t+1)2 /χ(t+1)2x − Qˆ(t)2xh(t)2x)/Qˆ(t+1)1x . (70h)
Denoiser functions g1x and g1z can be written as proximal operators in the MAP setting:
g1x(h
(t)
1x , Qˆ
(t)
1x) = arg min
x
{
f(x) +
Qˆ
(t)
1x
2
‖x− h(t)1x‖22
}
= Prox
f/Qˆ
(t)
1x
(h
(t)
1x) (71)
g1z(h
(t)
1z , Qˆ
(t)
1z ) = arg min
z
{
g(y, z) +
Qˆ
(t)
1z
2
‖z− h(t)1z ‖22
}
= Prox
g(.,y)/Qˆ
(t)
1z
(h
(t)
1z ). (72)
LMMSE denoisers g2z and g2x in the MAP setting read (see [SRF16]):
g2z(h
(t)
2x ,h
(t)
2z , Qˆ
(t)
2x , Qˆ
(t)
2z ) = F(Qˆ
(t)
2zF
TF+ Qˆ
(t)
2xId)
−1(Qˆ(t)2xh
(t)
2x + Qˆ
(t)
2zF
Th
(t)
2z ) (73)
g2x(h
(t)
2x ,h
(t+1)
2z , Qˆ
(t)
2x , Qˆ
(t+1)
2z ) = (Qˆ
(t+1)
2z F
TF+ Qˆ
(t)
2xId)
−1(Qˆ(t)2xh
(t)
2x + Qˆ
(t+1)
2z F
Th
(t+1)
2z ). (74)
D Fixed point analysis of two-layer MLVAMP
Here we show that the fixed point of 2-layer MLVAMP coincides with the unique minimizer of the
convex problem 2, proving Lemma 2. Writing the fixed point of the scalar parameters of the iterations
(70), we get the following prescriptions on the scalar quantities:
1
χx
≡ 1
χ1x
=
1
χ2x
= Qˆ1x + Qˆ2x
1
χz
≡ 1
χ1z
=
1
χ2z
= Qˆ1z + Qˆ2z (75)
Qˆ1xχ1x + Qˆ2xχ2x = 1 Qˆ1zχ1z + Qˆ2zχ2z = 1 (76)
and the following ones on the estimates:
xˆ1 = xˆ2 zˆ1 = zˆ2 (77)
zˆ1 = Fxˆ1 zˆ2 = Fxˆ2 (78)
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We would like the fixed point of MLVAMP to satisfy the following first-order optimality condition
∂f(xˆ) + FT∂g(Fx∗) = 0, (79)
which characterizes the unique minimizer of the unconstraint convex problem (2). Replacing h1x’s
expression inside h2x reads
h2x =
(
xˆ1
χx
− Qˆ1xh1x
)
/Qˆ2x (80)
=
(
xˆ1
χx
−
(
xˆ2
χx
− Qˆ2xh2x
))
/Qˆ2x (81)
and using (75) we get xˆ1 = xˆ2, and a similar reasoning gives zˆ2 = zˆ1. From (73) and (74), we clearly
find zˆ2 = Fxˆ2. Inverting the proximal operators in (71) and (72) yields
xˆ1 +
1
Qˆ1x
∂g(xˆ1) = h1x (82)
zˆ1 +
1
Qˆ1z
∂g(zˆ1) = h1z. (83)
Starting from the MLVAMP equation on h1x, we write
h1x =
(
xˆ2
χx
− Qˆ2xh2x
)
/Qˆ1x (84)
=
(
xˆ2
χx
− (Qˆ2zFTF+ Qˆ2xId)xˆ2 + Qˆ2zFTh2z
)
/Qˆ1x (85)
= −
(
Qˆ2zF
TF+ Qˆ2x
(
1− 1
χxQˆ2x
)
Id
)
xˆ2/Qˆ2x + F
T
(
Qˆ1z
(
1
χzQˆ1z
− 1
)
zˆ1 − ∂g(zˆ1)
)
(86)
which is equal to the left-hand term in (82). Using this equality, as well as zˆ1 = Fxˆ2 and relations (75)
and (76) yields
∂f(xˆ2) + F
T∂g(Fxˆ2) = 0. (87)
Hence, the fixed point of MLVAMP satisfies the optimality condition (79) and is indeed the desired
MAP estimator: xˆ1 = xˆ2 = xˆ.
E State evolution equations
E.1 Heuristic state evolution equations
The state evolution equations track the evolution of MLVAMP (70) and provide statistical properties
of its iterates. They are derived in [TK20] taking the heuristic assumption that h1x,h1z,h2x,h2z
behave as Gaussian estimates, which comes from the physics cavity approach:
Qˆ
(t)
1xh
(t)
1x − mˆ(t)1xx0 d=
√
χˆ
(t)
1xξ
(t)
1x (88a)
VT (Qˆ
(t)
2xh
(t)
2x − mˆ(t)2xx0) d=
√
χˆ
(t)
2xξ
(t)
2x (88b)
UT (Qˆ
(t)
1zh
(t)
1z − mˆ(t)1z z0) d=
√
χˆ
(t)
1z ξ
(t)
1z (88c)
Qˆ
(t)
2zh
(t)
2z − mˆ(t)2z z0 d=
√
χˆ
(t)
2z ξ
(t)
2z (88d)
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where d= denotes equality of empirical distributions. U and V come from the singular value decompo-
sition F = UDVT and are Haar-sampled; ξ(t)1x , ξ
(t)
2x , ξ
(t)
1z , ξ
(t)
2z are normal Gaussian vectors, independent
from x0, z0,VTx0 and UT z0. Parameters Qˆ
(t)
1x , Qˆ
(t)
1z , Qˆ
(t)
2x , Qˆ
(t)
2z are defined through MLVAMP’s itera-
tions (70); while parameters mˆ(t)1x , mˆ
(t)
1z , mˆ
(t)
2x , mˆ
(t)
2z and χˆ
(t)
1x , χˆ
(t)
1z , χˆ
(t)
2x , χˆ
(t)
2z are prescribed through SE
equations. Other useful variables are the overlaps and squared norms of estimators, for k ∈ {1, 2}:
m
(t)
kx =
x>0 xˆ
(t)
k
N
q
(t)
kx =
‖xˆ(t)k ‖22
N
m
(t)
kz =
z>0 zˆ
(t)
k
M
q
(t)
kz =
‖zˆ(t)k ‖22
M
.
Starting from assumptions (88), and following the derivation of [TK20] adapted to the iteration order
from (70), the heuristic state evolution equations read:
Initialize Qˆ(0)1x , Qˆ
(0)
2z , mˆ
(0)
1x , mˆ
(0)
2z , χˆ
(0)
1x , χˆ
(0)
2z > 0.
m
(t)
1x = E
x0ηf/Qˆ(t)1x
mˆ(t)1xx0 +
√
χˆ
(t)
1xξ
(t)
1x
Qˆ
(t)
1x
 (89a)
χ
(t)
1x =
1
Qˆ
(t)
1x
E
η′
f/Qˆ
(t)
1x
mˆ(t)1xx0 +
√
χˆ
(t)
1xξ
(t)
1x
Qˆ
(t)
1x
 (89b)
q
(t)
1x = E
η2
f/Qˆ
(t)
1x
mˆ(t)1xx0 +
√
χˆ
(t)
1xξ
(t)
1x
Qˆ
(t)
1x
 (89c)
Qˆ
(t)
2x =
1
χ
(t)
1x
− Qˆ(t)1x (89d)
mˆ
(t)
2x =
m
(t)
1x
ρxχ
(t)
1x
− mˆ(t)1x (89e)
χˆ
(t)
2x =
q
(t)
1x
(χ
(t)
1x)
2
− (m
(t)
1x)
2
ρx(χ
(t)
1x)
2
− χˆ(t)1x (89f)
m
(t)
2z =
ρx
α
E
[
λ(mˆ
(t)
2x + λmˆ
(t)
2z )
Qˆ
(t)
2x + λQˆ
(t)
2z
]
(89g)
χ
(t)
2z =
1
α
E
[
λ
Qˆ
(t)
2x + λQˆ
(t)
2z
]
(89h)
q
(t)
2z =
1
α
E
[
λ(χˆ
(t)
2x + λχˆ
(t)
2z )
(Qˆ
(t)
2x + λQˆ
(t)
2z )
2
]
+
ρx
α
Eλ
[
λ(mˆ
(t)
2x + λmˆ
(t)
2z )
2
(Qˆ
(t)
2x + λQˆ
(t)
2z )
2
]
(89i)
Qˆ
(t)
1z =
1
χ
(t)
2z
− Qˆ(t)2z (89j)
mˆ
(t)
1z =
m
(t)
2z
ρzχ
(t)
2z
− mˆ(t)2z (89k)
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χˆ
(t)
1z =
q
(t)
2z
(χ
(t)
2z )
2
− (m
(t)
2z )
2
ρz(χ
(t)
2z )
2
− χˆ(t)2z (89l)
m
(t)
1z = E
z0ηg(y,.)/Qˆ(t)1z
mˆ(t)1z z0 +
√
χˆ
(t)
1z ξ
(t)
1z
Qˆ
(t)
1z
 (89m)
χ
(t)
1z =
1
Qˆ
(t)
1z
E
η′
g(y,.)/Qˆ
(t)
1z
mˆ(t)1z z0 +
√
χˆ
(t)
1z ξ
(t)
1z
Qˆ
(t)
1z
 (89n)
q
(t)
1z = E
η2
g(y,.)/Qˆ
(t)
1z
mˆ(t)1z z0 +
√
χˆ
(t)
1z ξ
(t)
1z
Qˆ
(t)
1z
 (89o)
Qˆ
(t+1)
2z =
1
χ
(t)
1z
− Qˆ(t)1z (89p)
mˆ
(t+1)
2z =
m
(t)
1z
ρzχ
(t)
1z
− mˆ(t)1z (89q)
χˆ
(t+1)
2z =
q
(t)
1z
(χ
(t)
1z )
2
− (m
(t)
1z )
2
ρz(χ
(t)
1z )
2
− χˆ(t)1z (89r)
m
(t+1)
2x = ρxE
[
mˆ
(t)
2x + λmˆ
(t+1)
2z
Qˆ
(t)
2x + λQˆ
(t+1)
2z
]
(89s)
χ
(t+1)
2x = E
[
1
Qˆ
(t)
2x + λQˆ
(t+1)
2z
]
(89t)
q
(t+1)
2x = E
[
χˆ
(t)
2x + λχˆ
(t+1)
2z
(Qˆ
(t)
2x + λQˆ
(t+1)
2z )
2
]
+ ρxE
[
(mˆ
(t+1)
2x + λmˆ
(t+1)
2z )
2
(Qˆ
(t)
2x + λQˆ
(t+1)
2z )
2
]
(89u)
Qˆ
(t+1)
1x =
1
χ
(t+1)
2x
− Qˆ(t)2x (89v)
mˆ
(t+1)
1x =
m
(t+1)
2x
ρxχ
(t+1)
2x
− mˆ(t)2x (89w)
χˆ
(t+1)
1x =
q
(t+1)
2x
(χ
(t+1)
2x )
2
− (m
(t+1)
2x )
2
ρx(χ
(t+1)
2x )
2
− χˆ(t)2x . (89x)
We are interested in the fixed point of these state evolution equations, where χ(t)1x = χ
(t)
2x = χx,
q
(t)
1x = q
(t)
2x = qx, m
(t)
1x = m
(t)
2x = mx, χ
(t)
1z = χ
(t)
2z = χz, q
(t)
1z = q
(t)
2z = qz, and m
(t)
1z = m
(t)
2z = mz are
achieved. From there we easily recover (6). However, these equations are not rigorous since the
starting assumptions are not proven. Therefore, we will turn to a rigorous formalism to consolidate
those results.
E.2 Rigorous state evolution formalism
We now look into the state evolution equations derived for MLVAMP in [SRF16]. Those equations are
proven to be exact in the asymptotic limit, and follow the same algorithm as (70). In particular, they
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provide statistical properties of vectors h1x,h2x,h1z,h2z. We can read relations from [FRS18] using
the following dictionary between our notations and theirs, valid at each iteration of the algorithm:
Qˆ1x, Qˆ2x, Qˆ1z, Qˆ2z ←→ γ−0 , γ+0 , γ+1 , γ−1 (90a)
χ1xQˆ1x, χ2xQˆ2x, χ1zQˆ1z, χ2zQˆ2z ←→ α−0 , α+0 , α−1 , α+1 (90b)
x0, z0, ρx, ρz,h1x,h2x,h1z,h2z ←→ Q00,Q01, τ00 , τ01 , r−0 , r+0 , r+1 , r−1 . (90c)
Placing ourselves in the asymptotic limit, [FRS18] shows the following equalities:
r−0 = Q
0
0 +Q
−
0 (91a)
r+0 = Q
0
0 +Q
+
0 (91b)
r−1 = Q
0
1 +Q
−
1 (91c)
r+1 = Q
0
1 +Q
+
1 (91d)
where Q−0 ∼ N (0, τ−0 )N and Q−1 ∼ N (0, τ−1 )N are i.i.d. Gaussian vectors. Q+0 , Q+1 have the following
norms and non-zero correlations with ground-truth vectors Q00,Q01:
τ+0 ≡
‖Q+0 ‖22
N
c+0 ≡
Q0T0 Q
+
0
N
(92)
τ+1 ≡
‖Q+1 ‖22
M
c+1 ≡
Q0T1 Q
+
1
M
. (93)
With simple manipulations, we can rewrite (91) as:
r−0
d
= Q0 +Q
−
0 (94a)
VT r+0
d
=
(
1 +
c+0
τ00
)
VTQ00 +V
T Q˜+0 (94b)
r−1
d
= Q01 +Q
−
1 (94c)
UT r+1
d
=
(
1 +
c+1
τ01
)
UTQ01 +U
T Q˜+1 (94d)
where for k ∈ {1, 2} vectors
Q˜+k = −
c+k
τ0k
Q0k +Q
+
k (95)
and Q−0 ,Q
−
1 have no correlation with ground-truth vectors Q
0
0, Q01, UTQ00, VTQ01. Besides, Lemma 5
from [RSF19] states that VT Q˜+0 and U
T Q˜+1 have components that converge empirically to Gaussian
variables, respectively N (0, τ+0 ) and N (0, τ+1 ). Let us now translate this in our own terms, using the
following relations that complete our dictionary with state evolution parameters:
mˆ1x
Qˆ1x
←→ 1 mˆ2z
Qˆ2z
←→ 1 (96a)
mˆ2x
Qˆ2x
←→ 1 + c
+
0
τ00
mˆ1z
Qˆ1z
←→ 1 + c
+
1
τ01
(96b)
χˆ1x
Qˆ21x
←→ τ−0
χˆ2z
Qˆ22z
←→ τ−1 (96c)
χˆ2x
Qˆ22x
←→ τ+0 −
(c+0 )
2
τ00
χˆ1z
Qˆ21z
←→ τ+1 −
(c+1 )
2
τ01
. (96d)
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Simple bookkeeping transforms equations (94) into a rigorous statement of starting assumptions (91)
from [TK20]. Since those assumptions are now rigorously established in the asymptotic limit, the
remaining derivation of state evolution equations (89) holds and provides a mathematically exact
statement.
E.3 Scalar equivalent model of state evolution
For the sake of completeness, we will provide an overview of the explicit matching between the
state evolution formalism from [FRS18] which was developed in a series of papers, and the replica
formulation from [TK20] which relies on statistical physics methods. Although not necessary to our
proof, it is interesting to develop an intuition about the correspondence between those two faces
of the same coin. We have seen in the previous subsection that [FRS18] introduces ground-truth
vectors Q00,Q01, estimates r
±
0 , r
±
1 which are related to vectors Q
±
0 ,Q
±
1 . Let us introduce a few more
vectors using matrices from the singular value decomposition F = UDVT . Let sν ∈ RN be the
vector containing all square roots of eigenvalues of FTF with pν its element-wise distribution; and
sµ ∈ RM the vector containing all square roots of eigenvalues of FFT with pµ its element-wise
distribution. Note that those two vectors contain the singular values of F, but one of them also
contains max(M,N)−min(M,N) zero values. pµ and pν are both well-defined since pλ is properly
defined in Assumptions 1. We also define
P00 = V
TQ00 P
+
0 = V
TQ+0 P
−
0 = V
TQ−0
P01 = UQ
0
1 P
+
1 = UQ
+
1 P
−
1 = UQ
−
1 .
By virtue of Lemma 5 from [RSF19], the six previous vectors have elements that converge empirically
to a Gaussian variable. Hence, all defined vectors have an element-wise separable distribution, and we
can write the state evolution as a scalar model on random variables sampled from those distributions.
To do so, we will simply write the variables without the bold font: for instance Z00 ∼ px0 , sν ∼ pν ,
and Q−0 refers to the random variable distributed according to the element-wise distribution of vector
Q−0 . The scalar random variable state evolution from [FRS18] now reads:
Initialize γ−(0)1 , γ
−(0)
0 , τ
−(0)
0 , τ
−(0)
1 , Q
−(0)
0 ∼ N (0, τ−(0)0 ), Q−(0)1 ∼ N (0, τ−(0)1 ), α−(0)0 , α−(0)1
Initial pass (ground truth only)
sν ∼ pν , sµ ∼ pµ, Q00 ∼ px0 (97a)
τ00 = E[(Q00)2] P 00 ∼ N (0, τ00 ) (97b)
Q01 = sµP
0
0 τ
0
1 = E[(sµP 00 )2] = E[(sµ)2]τ00 P 01 ∼ N (0, τ01 ) (97c)
Forward Pass (estimation):
α
+(t)
0 = E
[
η′
f/γ
−(t)
0
(Q00 +Q
−(t)
0 )
]
(97d)
γ
+(t)
0 =
γ
(t)
0
α
+(t)
0
− γ−(t)0 (97e)
Q
+(t)
0 =
1
1− α+(t)0
{
η
f/γ
−(t)
0
(Q00 +Q
−(t)
0 )−Q00 − α+0 Q−(t)0
}
(97f)
K
+(t)
0 = Cov
(
Q00, Q
+(t)
0
) (
P 00 , P
+(t)
0
)
∼ N
(
0,K
+(t)
0
)
(97g)
25
α
+(t)
1 = E
[
s2µγ
−(t)
1
γ
−(t)
1 s
2
µ + γ
+(t)
0
]
(97h)
γ
+(t)
1 =
γ
−(t)
1
α
+(t)
1
− γ−(t)1 (97i)
Q
+(t)
1 =
1
1− α+(t)1
{
s2µγ
−(t)
1
γ
−(t)
1 s
2
µ + γ
+(t)
0
(Q
−(t)
1 +Q
0
1) +
sµγ
+(t)
0
γ
−(t)
1 s
2
µ + γ
+(t)
0
(P
+(t)
0 + P
0
0 )
−Q01 − α+(t)1 Q−(t)1
}
(97j)
K
+(t)
1 = Cov
(
Q01, Q
+(t)
1
) (
P 01 , P
+(t)
1
)
∼ N
(
0,K
+(t)
1
)
(97k)
Backward Pass (estimation):
α
−(t+1)
1 = E
[
η
g(y,.)/γ
+(t)
1
(P 01 + P
+(t)
1 )
]
(97l)
γ
−(t+1)
1 =
γ
+(t)
1
α
−(t+1)
1
− γ+(t)1 (97m)
P
−(t+1)
1 =
1
1− α−(t+1)1
{
η
g(y,.)/γ
+(t)
1
(P 01 + P
+(t)
1 )− P 01 − α−(t+1)1 P+(t)1
}
(97n)
τ
−(t+1)
1 = E
[
(P
−(t+1)
1 )
2
]
Q
−(t+1)
1 ∼ N (0, τ−(t+1)1 ) (97o)
α
−(t+1)
0 = E
[
γ
+(t)
0
γ
−(t+1)
1 s
2
ν + γ
+(t)
0
]
(97p)
γ
−(t+1)
0 =
γ
+(t)
0
α
−(t+1)
0
− γ+(t)0 (97q)
P
−(t+1)
0 =
1
1− α−(t+1)0
{
sνγ
−(t)
1
γ
−(t+1)
1 s
2
ν + γ
+(t)
0
(Q
−(t+1)
1 +Q
0
1)
+
γ
+(t)
0
γ
−(t+1)
1 s
2
ν + γ
+(t)
0
(P
+(t)
0 + P
0
0 )− P 00 − α−(t+1)0 P+(t)0
}
(97r)
τ
−(t+1)
0 = E
[
(P
−(t+1)
0 )
2
]
Q
−(t+1)
0 ∼ N (0, τ−(t+1)0 ). (97s)
E.4 Direct matching of the state evolution fixed point equations
To be consistent, we should be able to show that equations (97) allow us to recover equations (89) at
their fixed point. Although somewhat tedious, this task is facilitated using dictionaries (90) and (96).
We shall give here an overview of this matching through a few examples.
• Recovering equation (89e)
Let us start from the rigorous scalar state evolution, in particular equation (97f) that defines variable
Q+0 . We get rid of time indices here since we focus on the fixed point. We first compute the correlation
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c+0 = E
[
Q00Q
+
0
]
=
1
1− α+0
{
E
[
Q00ηf/γ−0
(Q00 +Q
−
0 )
]
− τ00
}
(98)
where we have used E[(Q00)2] = τ00 . At the fixed point, we know from MLVAMP or simply translating
equations (75), (76) that
1− α+0 = α−0 ,
1
α−0
=
γ−0 + γ
+
0
γ+0
, γ+0 α
+
0 = γ
−
0 α
−
0 .
Simple manipulations take us to
c+0 =
E
[
Q00ηf/γ−0
(Q00 +Q
−
0 )
]
α−0
− τ00 (1 +
γ−0
γ+0
) (99)
(
1 +
c+0
τ00
)
γ+0 =
E
[
Q00ηf/γ−0
(Q00 +Q
−
0 )
]
γ+0
τ00α
−
0
− γ−0 . (100)
Now let us translate this back into our notations. The term E
[
Q00ηf/γ−0
(Q00 +Q
−
0 )
]
simply translates
into m1x, and the rest of the terms can all be changed according to our dictionary. (100) exactly
becomes
mˆ2x =
m1x
ρxχx
− mˆ1x, (101)
hence we perfectly recover equations (89e) at the fixed point.
• Recovering equation (89f)
We start again from (97f) and square it:
E
[
(Q+0 )
2
]
=
1
(1− α+0 )2
{
E
[
η2
f/γ−0
(Q00 +Q
−
0 )
]
+ E
[
(Q00)
2
]
+ (α+0 )
2E
[
(Q−0 )
2
]
−2E
[
Q00ηf/γ−0
(Q00 +Q
−
0 )
]
− 2α+0 E
[
Q−0 η
2
f/γ−0
(Q00 +Q
−
0 )
]}
(102)
τ+0 =
1
(1− α+0 )2
{
E
[
η2
f/γ−0
(Q00 +Q
−
0 )
]
+ τ00 + (α
+
0 )
2τ−0
−2E
[
Q00ηf/γ−0
(Q00 +Q
−
0 )
]
− 2α+0 E
[
Q−0 η
2
f/γ−0
(Q00 +Q
−
0 )
]}
. (103)
SinceQ−0 is a Gaussian variable, independent fromQ
0
0, we can use Stein’s lemma and use equation (97d)
to get
E
[
Q−0 η
2
f/γ−0
(Q00 +Q
−
0 )
]
= α+0 τ
−
0 . (104)
Moreover, from (98) we have
(c+0 )
2(α−0 )
2 =
(
E
[
Q00ηf/γ−0
(Q00 +Q
−
0 )
]
− τ00
)2
(105)
(c+0 )
2(α−0 )
2
τ00
−
(E
[
Q00ηf/γ−0
(Q00 +Q
−
0 )
]
)2
τ00
= −2E
[
Q00ηf/γ−0
(Q00 +Q
−
0 )
]
+ τ00 . (106)
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Replacing (104) and (106) into (103), we reach
(
τ+0 −
(c+0 )
2
τ00
)
(α−0 )
2 = E
[
η2
f/γ−0
(Q00 +Q
−
0 )
]
−
(
E
[
Q00ηf/γ−0
(Q00 +Q
−
0 )
])2
τ00
− (α+0 )2τ−0 (107)
(
τ+0 −
(c+0 )
2
τ00
)
(γ+0 )
2 =
E
[
η2
f/γ−0
(Q00 +Q
−
0 )
]
(γ+0 )
2
(α−0 )2
−
(
E
[
Q00ηf/γ−0
(Q00 +Q
−
0 )
])2
(γ+0 )
2
τ00 (α
−
0 )
2
− (γ−0 )2τ−0 . (108)
Notice that E
[
η2
f/γ−0
(Q00 +Q
−
0 )
]
simply translates into our variable q1x from its definition (89c), and
our dictionary directly transforms (108) into equation (89f):
χˆ2x =
q1x
χ21x
− m
2
1x
ρxχ21x
− χˆ1x. (109)
• Recovering equation (89s)
We first note that for any function h,
E[h(sν)] = min(1, α)E[h(sµ)] + max(0, 1− α)h(0). (110)
and s2ν ∼ pλ. Applying this to h(s) =
γ−1 s
2
γ−1 s2 + γ
+
0
and starting from (97j), we rewrite
α+1 = E
[
γ−1 s
2
µ
γ−1 s2µ + γ
+
0
]
(111)
=
1
α
E
[
γ−1 λ
γ−1 λ+ γ
+
0
]
(112)
with λ ∼ pλ, which translates into equation (89s):
χ2z =
1
α
E
[
λ
Qˆ2x + λQˆ2z
]
. (113)
In a similar fashion, we can recover all equations (89) by writing variances and correlations between
scalar random variables defined in (97), and using the independence properties established in [FRS18];
thus directly showing the matching between the two state evolution formalisms at their fixed point.
F Numerical implementation details
Here we give a few derivation details for implementation of the equations presented in Theorem
1. We provide the Python script used to produce the figures in the main body of the paper as an
example. The experimental points were obtained using the convex optimization tools of [PVG+11],
with a data matrix of dimension N = 200,M = αN , for α ∈ [0.1, 3]. Each point is averaged 100 times
to get smoother curves. The theoretical prediction was simply obtained by iterating the equations
from Theorem 1. This can lead to unstable numerical schemes, and we include a few comments
about stability in the code provided with this version of the paper. For Gaussian data, the design
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matrices were simply obtained by sampling a normal distribution N (0,√1/M), effectively yielding
the Marchenko-Pastur distribution [TVV04] for averaging on the eigenvalues of FTF in the state
evolution equations :
λFTF ∼ max(0, 1− α)δ(λ− 0) + α
√
(0, λ− a)+(0, b− λ)+
2piλ
(114)
where a =
√
1− ( 1α)2, b = √1 + ( 1α)2, and (0, x)+ = max(0, x). For the example of orthogonally
invariant matrix with arbitrary spectrum, we chose to sample the singular values of F from the uniform
distribution U([(1− α)2, (1 + α)2]). This leads to the following distribution for the eigenvalues of
FTF:
λFTF ∼ max(0, 1− α)δ(0) + min(1, α)
(
1
2((1 + α)2 − (1− α)2) I{
√
λ∈[(1−α)2,(1+α)2]}
1√
λ
)
(115)
where I is the indicator function.
The only quantities that need additional calculus are the averages of proximals, squared proxi-
mals and derivatives of proximals. Here we give the corresponding expressions for the losses and
regularizations that were used to make the figures.
F.1 Regularization : elastic net
For the elastic net regularization, we can obtain an exact expression, avoiding any numerical
integration. The proximal of the elastic net reads:
Prox 1
Qˆ1x
(λ1|x|1+λ22 ‖x‖22)
(.) =
1
1 + λ2
Qˆ1x
s
(
.,
λ1
Qˆ1x
)
(116)
where s
(
., λ1
Qˆ1x
)
is the soft-thresholding function:
s
(
r1k,
λ1
Qˆ−1x
)
=

r1k +
λ1
Qˆ1x
if r1k < − λ1Qˆ1x
0 if − λ1
Qˆ1x
< r1k <
λ1
Qˆ1x
r1k − λ1Qˆ1x if r1k >
λ1
Qˆ1x
.
(117)
We assume that the ground-truth x0 is pulled from a Gauss-Bernoulli law of the form:
φ(x0) = (1− ρ)δ(x0) + ρ 1√
2pi
exp (−x20/2). (118)
Note that we did our plots with ρ = 1, but this form can be used to study the effect of sparsity in
the model. Writing X = mˆ1xx0+
√
χˆ1xξ1x
Qˆ1x
, and remembering that ξ1x ∼ N (0, 1), a little calculus then
shows that:
E[Prox2
f/Qˆ1x
(X)]
=
 1
1 + λ2
Qˆ1x
2 (1− ρ)
λ21 + (Qˆ1x)2τ
(Qˆ1x)2
erfc
(
λ1
Qˆ1x
√
2τ
)
−
λ1
√
2τ exp(− λ21
2(Qˆ1x)2τ
)
Qˆ1x
√
pi
 (119)
+ ρ
λ21 + (Qˆ1x)2(τ + τ0)
(Qˆ1x)2
erfc
(
λ1
Qˆ1x
√
2(τ + τ0)
)
−
λ1
√
2(τ + τ0) exp(− λ
2
1
2(Qˆ1x)2(τ+τ0)
)
Qˆ1x
√
pi
 .
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Similarly, we have
E[Prox
′
f/Qˆ1x
(X)] =
1
1 + λ2
Qˆ1x
[
(1− ρ) erfc
(
λ1
Qˆ1x
√
2τ
)
+ ρ erfc
(
λ1
Qˆ1x
√
2(τ + τ0)
)]
(120)
and
E[x0Proxf/Qˆ1x(X)] =
ρ
√
τ0
1 + λ2
Qˆ1x
erfc
(
λ1
Qˆ1x
√
2(τ + τ0)
)
(121)
where we write τ0 = (mˆ1x/Qˆ1x)2 and τ = χˆ1x/Qˆ21x. We now turn to the loss functions.
F.2 Loss functions
The loss functions sometimes have no closed form, as is the case for the logistic loss. In that case,
numerical integration cannot be avoided, and we recommend marginalizing all the possible variables
that can be averaged out. In the present model, if the teacher y is chosen as a sign, one-dimensional
integrals can be reached, leading to stable and reasonably fast implementation (a few minutes to
generate a curve comparable to those of Figure 1 for the non-linear models, the ridge regression
being very fast). The interested reader can find the corresponding marginalized prefactors in the
code jointly provided with this paper. We will not give the detail of these computations, as it sums
up to dull calculus and does not yield any convenient closed form.
Square loss The square loss is defined as:
f(x, y) =
1
2
(x− y)2, (122)
its proximal and partial derivative then read:
Prox 1
γ
f (p) =
γ
1 + γ
p+
1
1 + γ
y (123)
∂
∂p
Prox 1
γ
f (p) =
γ
1 + γ
. (124)
Using this form with a plain ridge penalty (elastic net with `1 = 0) leads to great simplification
in the equations of Theorem 1 and we recover the classical expressions obtained for ridge regression
in papers such as [HMRT19, GAK20].
Hinge loss The hinge loss reads:
f(x, y) = max(0, 1− yx). (125)
Assuming y ∈ {−1,+1}, its proximal and partial derivative then read:
Prox 1
γ
f (p) =

p+ yγ if γ(1− yp) > 1
y if 0 6 γ(1− yp) 6 1
p if γ(1− yp) 6 0
(126)
∂
∂p
Prox 1
γ
f (p) =

1 if γ(1− yp) > 1
0 if 0 6 γ(1− yp) 6 1
1 if γ(1− yp) 6 0.
(127)
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Logistic loss
f(x, y) = log(1 + exp(−yx)) (128)
Its proximal (at point p) is the solution to the fixed point problem:
x = p+
y
γ(1 + exp(yx))
, (129)
and its derivative, given that the logistic loss is twice differentiable, reads:
∂
∂p
Prox 1
γ
f (p) =
1
1 + 1γ
∂2
∂p2
f(Prox 1
γ
f (p))
(130)
=
1
1 + 1γ
1
(2+2cosh(Prox 1
γ f
(p))
. (131)
G Proof of Lemma 3: Convergence analysis of Oracle-MLVAMP
In this section, we give the detail of the convergence proof of Oracle-MLVAMP. We start by proving
the bounds on Qˆ parameters. We remind the reader that we place ourselves at the fixed point of the
state evolution equations, thus the prescriptions from appendix D apply.
G.1 Variance parameters bounds
From the fixed point of the MLVAMP iterations, as used in appendix D, the definition of the averaging
operators in appendix C, and the form of the Jacobian of the proximal operator form appendix B,
we obtain the following relations on the Qˆ parameters involving the Hessian matrices of f and g:
1
Qˆ2x + Qˆ1x
=
1
N
Tr
[
(Hf + Qˆ1xId)−1
]
=
1
N
Tr
[
(Qˆ2zF
TF+ Qˆ2xId)−1
]
(132)
1
Qˆ1z + Qˆ2z
=
1
N
Tr
[
(Hg + Qˆ1zId)−1
]
=
1
M
Tr
[
FFT (Qˆ2zFF
T + Qˆ2xId)−1
]
. (133)
From those, we obtain the following inequalities:
λmin(Hf ) 6 Qˆ2x 6 λmax(Hf ) (134)
λmin(Hg) 6 Qˆ2z 6 λmax(Hg) (135)
Qˆ2zλmin(F
TF) 6 Qˆ1x 6 Qˆ2zλmax(FTF) (136)
Qˆ2x
λmax(FFT )
6 Qˆ1z 6
Qˆ2x
λmin(FFT )
. (137)
Note that λmin(FFT ) can be equal to 0, the right-hand side of the last inequality would then be
uninformative. λmax(FTF) = λmax(FFT ) are strictly positive, since the spectrum is assumed to be
non-trivial. As advocated by the second order condition of strong convexity from appendix B or
directly looking at the Hessian matrices, respectively adding a ridge penalty parametrized by λ2, λ˜2
to f, g augments λmin(Hf ), λmax(Hf ) by λ2 and λmin(Hf ), λmax(Hf ) by λ˜2.
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G.2 Operator norms and Lipschitz constants
Operator norms of the matrices W1,W2,W3,W4
The norms of the linear operators W1,W2,W3,W4 can be computed or bounded with respect to
the singular values of the matrix F. The derivations are straightforward and do not require any
specific mathematical result. Denoting ‖W‖ the operator norm of a given matrix W, we have the
following:
‖W1‖ = Qˆ2x
Qˆ1x
(
|Qˆ1x − Qˆ2zλmin(FTF)|
Qˆ2x + Qˆ2zλmin(FTF)
,
|Qˆ1x − Qˆ2zλmax(FTF)|
Qˆ2x + Qˆ2zλmax(FTF)
)
(138)
‖W2‖ = Qˆ2z
χxQˆ1x
√
λmax(FTF)
Qˆ2x + Qˆ2zλmin(FTF)
(139)
‖W3‖ = Qˆ2z
Qˆ1z
(
|Qˆ2x − Qˆ1zλmin(FFT )|
Qˆ2x + Qˆ2zλmin(FFT )
,
|Qˆ2x − Qˆ1zλmax(FFT )|
Qˆ2x + Qˆ2zλmax(FFT )
)
(140)
‖W4‖ = Qˆ2x
χzQˆ1z
√
λmax(FTF)
Qˆ2x + Qˆ2zλmin(FTF)
. (141)
Lispchitz constants of O˜1, O˜2
We now derive upper bounds of the Lipschitz constants of O˜1, O˜2 using the convex analysis reminder
in appendix B. We give detail for O˜1, the derivation is identical for O˜2. Let (σ1, β1) ∈ R∗2+ be
the strong-convexity and smoothness constants of f . Note that, from the upper and lower bounds
obtained in appendix G.1, we have σ1 6 Qˆ2x 6 β1.
Case 1: 0 < σ1 < β1 Proposition 3 gives the following expression:
Prox 1
Qˆ1x
f =
1
2
(
1
1 + σ1/Qˆ1x
+
1
1 + β1/Qˆ1x
)
Id +
1
2
(
1
1 + σ1/Qˆ1x
− 1
1 + β1/Qˆ1x
)
S1 (142)
where S1 is a non-expansive operator. Replacing in the expression of O˜1 leads to:
O˜1 = Qˆ1x
Qˆ2x
((
1
2χx
(
1
Qˆ1x + σ1
+
1
Qˆ1x + β1
)
− 1
)
Id +
1
2χx
(
1
Qˆ1x + σ1
− 1
Qˆ1x + β1
)
S1
)
(143)
which, knowing that Qˆ1x + Qˆ2x = 1χx , and separating the case where the first term of the sum in 143
is negative or positive, O˜1 has Lipschitz constant:
ω1 =
Qˆ1x
Qˆ2x
max
(
Qˆ2x − σ1
Qˆ1x + σ1
,
β1 − Qˆ2x
Qˆ1x + β1
)
. (144)
Case 2: 0 < σ1 = β1 In this case, we have from Proposition 3:
‖Prox 1
Qˆ1x
f (x)− Prox 1
Qˆ1x
f (y)‖22 =
(
1
1 + σ1/Qˆ1x
)2
‖x− y‖22 (145)
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which, with the firm non-expansiveness of the proximal operator gives, for any x, y ∈ R:
‖O˜1(x)− O˜1(y)‖22 =
(
Qˆ1x
Qˆ2x
)2(
1
Qˆ21xχ
2
x
‖Prox 1
Qˆ1x
f (x)− Prox 1
Qˆ1x
f (y)‖22 (146)
− 2 1
χx
〈
x− y,Prox 1
Qˆ1x
f (x)− Prox 1
Qˆ1x
f (y)
〉
+ ‖x− y‖22
)
(147)
6
(
Qˆ1x
Qˆ2x
)2((
1
Qˆ21xχ
2
x
− 2 1
χx
)
‖Prox 1
Qˆ1x
f (x)− Prox 1
Qˆ1x
f (y)‖22 + ‖x− y‖22
)
(148)
=
(
Qˆ1x
Qˆ2x
)2( 1
Qˆ21xχ
2
x
− 2 1
χx
)(
1
1 + σ1/Qˆ1x
)2
+ 1
 ‖x− y‖22 (149)
=
(
Qˆ22x − Qˆ21x
(Qˆ1x + σ1)2
+ 1
)
‖x− y‖22. (150)
The upper bound on the Lipschitz constant is therefore:
ω1 =
Qˆ1x
Qˆ2x
√
1 +
(Qˆ22x − Qˆ21x)
(Qˆ1x + σ1)2
. (151)
Case 3: no strong convexity or smoothness assumption In this case the only information
we have is the firm nonexpansiveness of the proximal operator, which leads us to the same derivation
as the previous one up to (148), where the first term in the sum can be positive or negative. This
yields the Lipschitz constant:
ω1 =
Qˆ1x
Qˆ2x
max
(
1,
A1
A2
)
. (152)
Recovering (35) In our proof, we make no assumption on the strong-convexity or smoothness
of the function, but adding the ridge penalties λ2, λ˜2 brings us for both O˜1 and O˜2 to either the first
of the second case above. It is straightforward to see that the Lipschitz constant (151) is a upper
bound of (144). We thus use (151) for generality, and recover the expressions (35) shown in the main
body of the paper.
ω1 =
Qˆ1x
Qˆ2x
√
1 +
Qˆ22x − Qˆ21x
(Qˆ1x + λ2)2
(153)
ω2 =
Qˆ1z
Qˆ2z
√
1 +
Qˆ22z − Qˆ21z
(Qˆ1z + λ˜2)2
. (154)
G.3 Dynamical system convergence analysis
We are now ready to prove the convergence lemma 3. The choice of additional regularization is
λ2 arbitrarily large, and λ˜2 fixed but non-zero. Qˆ2x, Qˆ1z can thus be made arbitrarily large, and
Qˆ2z, Qˆ1x remain finite. We write the corresponding linear matrix inequality (37) and expand the
constraint term:
0
[
ATPA− τ2P ATPB
BTPA BTPB
]
+
[
β0C
T
0M0C0 + β1C
T
1M1C1 β0C
T
0M0D0 + β1C
T
1M1D1
β0D
T
0M0C0 + β1D
T
1M1C1 β0D
T
0M0D0 + β1D
T
1M1D1
]
(155)
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A little basic algebra shows that:
CT0M0C0 =
[
0M×M 0M×N
0N×M ω20IN×N
]
CT1M1C1 =
[
ω21W
T
3W3 0M×N
0N×M 0N×N
]
(156)
CT0M0D0 = 0(M+N)×(M+N) D
T
0M0C0 = 0(M+N)×(M+N) (157)
CT1M1D1 =
[
0M×M ω21WT3W4
0N×M 0N×N
]
DT1M1C1 =
[
0M×M 0M×N
ω21W
T
4W3 0N×N
]
(158)
DT0M0D0 =
[
0M×M 0M×N
0N×M −IN×N
]
DT1M1D1 =
[−IM×M 0M×N
0N×M ω21WT4W4
]
(159)
where all the matrices constituting the blocks have been defined in section 4. This gives the following
form for the constraint matrix: [
H1 H2
HT2 H3
]
(160)
where
H1 =
[
β1ω
2
1W
T
3W3 0M×N
0N×M β0ω20IN×N
]
(161)
H2 =
[
0M×M β1ω21WT3W4
0N×M 0N×N
]
(162)
H3 =
[−β1IM×M 0M×N
0N×M −β0IN×N + β1ω21WT4W4
]
(163)
thus the LMI becomes:
0 
[−τ2P+H1 H2
HT2 B
TPB+H3
]
. (164)
We take P as block diagonal:
P =
[
P1 0M×N
0N×M P2
]
(165)
where P1 ∈ RM×M and P2 ∈ RN×N are positive definite (no zero eigenvalues) and diagonalizable in
the same basis as FTF, which is also the eigenbasis of W1,W3,WT2W2,WT4W4. We then have:
BTPB =
[
P1 +W
T
2P2W2 W
T
2P2W1
WT1P2W2 W
T
1P2W1
]
. (166)
We are then trying find the conditions for the following problem to be feasible with 0 < τ < 1:[
τ2P−H1 −H2
−HT2 −(BTPB+H3)
]
 0 (167)
Schur’s lemma then says that the strict version of (167), which we will consider, is equivalent [HJ12]
to:
−(BTPB+H3)  0 and τ2P−H1 +H2(BTPB+H3)−1HT2  0 (168)
We start with −(BTPB+H3).
34
Conditions for −(BTPB+H3)  0
We want to derive the conditions for:[
β1IM×M −P1 −WT2P2W2 −WT2P2W1
−WT1P2W2 β0IN×N − β1ω21WT4W4 −WT1P2W1
]
 0. (169)
Applying Schur’s lemma again gives the equivalent problem:
β0IN×N − β1ω21WT4W4 −WT1P2W1  0 (170)
β1IM×M −P1 −WT2P2W2
−WT2P2W1(β0IN×N − β1ω21WT4W4 −WT1P2W1)−1WT1P2W2  0. (171)
We start with (170). A sufficient condition for it to hold true is:
β0 > β1ω
2
1λmax(W
T
4W4) + λmax(P2)λmax(W
T
1W1). (172)
From appendix G.1, we have:
λmax(W
T
1W1) 6
(
Qˆ2x
Qˆ1x
)2
max
(
|Qˆ1x − Qˆ2zλmin(FTF)|
Qˆ2x + Qˆ2zλmin(FTF)
,
|Qˆ1x − Qˆ2zλmax(FTF)|
Qˆ2x + Qˆ2zλmax(FTF)
)2
(173)
6 max
(1− Qˆ2z
Qˆ1x
λmin(F
TF)
)2
,
(
1− Qˆ2z
Qˆ1x
λmax(F
TF)
)2 = b1 (174)
and
ω21λmax(W
T
4W4)6
(
Qˆ1z
Qˆ2z
)2(
1 +
(Qˆ2z)
2 − (Qˆ1z)2
(Qˆ1z + λ˜2)2
)(
Qˆ2x
χzQˆ1z
)2
λmax(F
TF)
(Qˆ2x + Qˆ2zλmin(FTF))2
(175)
6 Qˆ1z
(
2λ˜2 +
λ˜22
Qˆ1z
+
(Qˆ2z)
2
Qˆ1z
)(
Qˆ1z + Qˆ2z
Qˆ2z(Qˆ1z + λ˜2)
)2
λmax(F
TF). (176)
For arbitrarily large Qˆ1z, the quantity
(
2λ˜2 +
λ˜22
Qˆ1z
+ (Qˆ2z)
2
Qˆ1z
)(
Qˆ1z+Qˆ2z
Qˆ2z(Qˆ1z+λ˜2)
)2
λmax(F
TF) is trivially
bounded above whatever the value of λ˜2, Qˆ2z. Let b2 be such an upper bound independent of
λ2, Qˆ2x, Qˆ1z. The sufficient condition for (170) to hold thus becomes:
β0 > β1Qˆ1zb2 + λmax(P2)b1 (177)
where b1, b2 are constants independent of λ2, Qˆ2x, Qˆ1z.
We now turn to (171). A sufficient condition for it to hold is:
β1 > λmax(P1) + λmax(W
T
2W2)λmax(P2)
+
(λmax(P2))
2λmax(W
T
2W2)λmax(W
T
1W1)
β0 − β1ω21λmax(WT4W4)− λmax(P2)λmax(WT1W1)
(178)
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Note that condition (170) ensures that the denominator in (178) is non-zero. We then have:
λmax(W
T
2W2) 6
(
Qˆ2z
χxQˆ1x
)2
λmax(F
TF)
(Qˆ2x + Qˆ2zλmin(FTF)2
(179)
6
Qˆ2z(1 + Qˆ1xQˆ2x )
Qˆ1x
2 λmax(FTF) (180)
This quantity can be bounded above by a constant independent of λ2, Qˆ2x, Qˆ1z for arbitrarily large
Qˆ2x. Let b3 be such a constant . Then a sufficient condition for condition (171) to hold is:
β1 > λmax(P1) + b3λmax(P2) +
b1b3(λmax(P2))
2
β0 − β1Qˆ1zb2 − λmax(P2)b1
(181)
we see that β0 must scale linearly with Qˆ1z which is one of the parameters that is made arbitrarily
large. Then β0 also needs to become arbitrarily large for the conditions to hold. We choose
β0 = 2β1Qˆ1zb2 + λmax(P2)b1 for the rest of the proof. Condition (177) is then automatically verified,
and β1 needs to be chosen according to condition (181), which becomes:
β1 > λmax(P1) + b3λmax(P2) +
b1b3λ
2
max(P2)
β1Qˆ1zb2
(182)
This obviously has a bounded solution for large values of Qˆ1z. We now turn to the second part of
(168).
Conditions for τ2P−H1 +H2(BTPB+H3)−1HT2  0
We need to study the term −H2(BTPB + H3)−1HT2 (we study it with the − sign since the
middle matrix is negative definite from conditions (170,171) which are now verified). As we will
see, because of the form of H2, we don’t need to explicitly compute the whole inverse. Let
Z = −(BTPB+H3)−1 =
[
Z1 Z2
ZT2 Z3
]
(Z has the same block dimensions as (BTPB+H3)). We then
have:
−H2(BTPB+H3)−1HT2 = H2ZHT2 (183)
=
[
β21ω
4
1W
T
3W4Z3W
T
4W3 0M×N
0N×M 0N×N
]
. (184)
We thus only need to characterize the lower right block of Z. It is easy to see that conditions (170)
and (171) also enforce that both the Schur complements associated with the upper left and lower
right blocks of −(BTPB+H3) are invertible, thus giving the following form for Z3 using the block
matrix inversion lemma [HJ12]:
Z3 = (β0IN − β1ω21WT4W4 (185)
−WT1P2W1 −WT1P2W2(β1IM −P1 −WT2P2W2)−1WT2P2W1)−1. (186)
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We thus have the following upper bound on the largest eigenvalue of Z3:
λmax(Z3) 6
1
β0 − β1Qˆ1zb2 − λmax(P2)b1 − b1b3λ2max(P2)β1−λmax(P1)−b2λmax(P2)
, (187)
using the prescription β0 = 2β1Qˆ1zb2 + λmax(P1)b1, we get:
λmax(Z3) =
1
β1Qˆ1zb2 − b1b3λ2max(P2)β1−λmax(P1)−b2λmax(P2)
6 b4
Qˆ1z
(188)
where b4 is a constant independent of the arbitrarily large parameters λ2, Qˆ2x, Qˆ1z. Thus λmax(Z3)
can be made arbitrarily small by making λ2 arbitrarily large.
We now want to find conditions for τ2P−H1 +H2(BTPB+H3)−1HT2  0 which is equivalent to:[
τ2P1 − β1ω21WT3W3 − β21ω41WT3W4Z3WT4W3 0M×N
0N×M τ2P2 − β0ω20IN
]
. (189)
This involves a block diagonal matrix, we only need to check the positive-definiteness of the separate
blocks. We start with the upper left block, for which a sufficient condition is:
τ2λmin(P1)− β1ω21λmax(WT3W3)− β21ω41λmax(WT3W3)λmax(WT4W4)λmax(Z3) > 0 (190)
Using the bounds from appendix G.1, we have:
ω21λmax(W
T
3W3) 6
(
Qˆ1z
Qˆ2z
)2(
1 +
(Qˆ2z)
2 − (Qˆ1z)2
(Qˆ1z + λ˜2)2
)
λmax(W
T
3W3) (191)
6
(
1 +
(Qˆ2z)
2 − (Qˆ1z)2
(Qˆ1z + λ˜2)2
)
max
(
|Qˆ2x − Qˆ1zλmin(FTF)|
Qˆ2x + Qˆ2zλmin(FTF)
,
|Qˆ2x − Qˆ1zλmax(FTF)|
Qˆ2x + Qˆ2zλmax(FTF)
)2
(192)
6 2λ˜2Qˆ1z + λ˜
2
2 + (Qˆ2z)
2
(Qˆ1z + λ˜2)2
max((1− Qˆ1z
Qˆ2x
λmin(F
TF))2, (1− Qˆ1z
Qˆ2x
λmax(F
TF))2) (193)
6 1
Qˆ1z
(2λ˜2 +
(λ˜22 + (Qˆ2z)
2)
Qˆ1z
) max((1− Qˆ1z
Qˆ2x
λmin(F
TF))2, (1− Qˆ1z
Qˆ2x
λmax(F
TF))2) (194)
Thus there exists a constant b5, independent of λ2, Qˆ1z, Qˆ2x such that, for sufficiently large Qˆ1z:
ω21λmax(W
T
3W3) 6
b5
Qˆ1z
. (195)
Remember that we had:
ω21λmax(W
T
3W3) 6 Qˆ1zb2, (196)
which gives the following sufficient condition for the upper left block in (189):
τ2λmin(P1)− β1 b5
Qˆ1z
− β21
b2b5b4
Qˆ1z
> 0. (197)
A sufficient condition for the lower right block in (189) then reads:
τ2λmin(P2)− β0ω20 > 0, (198)
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where we have:
β0ω
2
0 =
(
Qˆ1x
Qˆ2x
)2(
1 +
(Qˆ2x)
2 − (Qˆ1x)2
(Qˆ1x + λ2)2
)
(2β1Qˆ1zb2 + λmax(P2)b1) (199)
=
1
Qˆ2x
(Qˆ1x)
2
(
1 +
(Qˆ2x)
2 − (Qˆ1x)2
(Qˆ1x + λ2)2
)(
2β1
Qˆ1z
Qˆ2x
b2 + λmax(P2)
b1
Qˆ2x
)
(200)
We remind the reader that Qˆ1z, Qˆ2x grow linearly with λ2. Thus the dominant scaling at large λ2 is
(exchanging Qˆ2x with Qˆ1z up to a constant):
β0ω
2
0 6
b6
Qˆ1z
, (201)
where b6 is a constant independent of the arbitrarily large quantities. The final condition becomes:
τ2λmin(P1)− β1 b5
Qˆ1z
− β21
b2b5b4
Qˆ1z
> 0 (202)
τ2λmin(P2)− b6
Qˆ1z
> 0 (203)
where we want τ < 1. We now choose τ2 = c˜/Qˆ1z with a constant c˜ independent of λ2, Qˆ1z, Qˆ2x that
verifies c˜ > max
(
(β1b5+β21b2b5b4
λmin(P1)
, b6λmin(P2)
)
, such that:
c˜
Qˆ1z
λmin(P1)− β1 b5
Qˆ1z
− β21
b2b5b4
Qˆ1z
> 0 (204)
c˜
Qˆ1z
λmin(P2)− b6
Qˆ1z
> 0. (205)
Since β1 is bounded for large values of Qˆ1z, and the bi and c are constants independent of λ2, Qˆ2x, Qˆ1z,
one can then just enforce c˜ < Qˆ1z using the additional ridge penalty parametrized by λ2 on the
regularization to obtain τ < 1 and a linear convergence rate proportional to
√
c˜
λ2
that ensures
convergence. We see that the eigenvalues of the matrix P are of little importance as long as they
are non-vanishing. We choose P as the identity. In the statement of Lemma 3, we write c the exact
constant which comes from going from Qˆ1z to λ2.
This proves Lemma 3.
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