In this paper, we propose a Bayesian hierarchical model for predicting accident counts in future years at sites within a pool of potential road safety hotspots. The aim is to inform road safety practitioners of the location of likely future hotspots to enable a proactive, rather than reactive, approach to road safety scheme implementation. A feature of our model is the ability to rank sites according to their potential to exceed, in some future time period, a threshold accident count which may be used as a criterion for scheme implementation. Our model specification enables the classical empirical Bayes formulation -commonly used in before-and-after studies, wherein accident counts from a single before period are used to estimate counterfactual counts in the after period -to be extended to incorporate counts from multiple time periods. This allows site-specific variations in historical accident counts (e.g. locally-observed trends) to offset estimates of safety generated by a global accident prediction model (APM), which itself is used to help account for the effects of global trend and regression-to-mean (RTM). The Bayesian posterior predictive distribution is exploited to formulate predictions and to properly quantify our uncertainty in these predictions. The main contributions of our model include (i) the ability to allow accident counts from multiple time-points to inform predictions, with counts in more recent years lending more weight to predictions than counts from time-points further in the past; (ii) where appropriate, the ability to offset global estimates of trend by variations in accident counts observed locally, at a site-specific level; and (iii) the ability to account for unknown/unobserved site-specific factors which may affect accident counts. We illustrate our model with an application to accident counts at 734 potential hotspots in the German city of Halle; we also propose some simple diagnostics to validate the predictive capability of our model. We conclude that our model accurately predicts future accident counts, with point estimates from the predictive distribution matching observed counts extremely well.
Introduction

Overview
The World Health Organization (World Health Organization, 2015) reports that 1.24 million fatalities and between 20 and 50 million non-fatal injuries occur worldwide every year as a result of road traffic accidents, at huge economic and social cost -typically between 1 and 3% of a nation's GDP. Reducing road traffic accidents is therefore a global challenge with potentially signifi-Phenomena such as trend and RTM can vary at a local level, relative to the effects we might observe globally across the network as a whole, and we believe any proposed strategy for predicting accident counts in future years should have the facility to take such differences into account. Important also, we believe, is the ability for more recent accident counts to inform model-based estimates of safety with greater precision than those observed at time-points further in the past. Within the context of Bayesian modeling, the specification of informative prior distributions provides a means of incorporating such features in a way we deem appropriate for the dataset being studied. We believe the inclusion of such features sets our work apart from recent publications in hotspot identification, including (for example) Cheng and Washington (2005) ; Wang et al. (2011) ; Heydari et al. (2013); and Sacchi et al. (2015) .
General methodology
The research reported here aims to develop and apply appropriate statistical methodologies for accounting for the confounding effects of RTM and trend in forecasts of future accident rates. The same basic principles can also be used to evaluate the impact of treatment at sites (i.e. in a before-and-after study), again taking these confounding effects into account, to provide a more realistic 'value-for-money' estimate of scheme benefits. Indeed, the general methodology used in the current paper for handling RTM has its roots in Fawcett and Thorpe (2013) , in which the sensitivity of RTM estimates to various approaches for accounting for this phenomenon, in the context of road safety scheme evaluation studies, is explored. In a classical before-and-after analysis, data from a single time period (the 'before' period) are used alongside fitted values generated by an accident prediction model (APM) to estimate counterfactual accident counts in the 'after' period. Our model extends this classical approach to allow the inclusion of data from multiple time periods, enabling variations in historical accident counts to inform predictions of future counts. For example, global trend is incorporated into our analysis by including a corresponding time indicator as a covariate (alongside other variables) in the APM. Informative prior distributions proposed for some parameters within our model then allow local, site-specific adjustments to this trend, where appropriate; they also allow the inclusion of increased uncertainty for model-based estimates of safety further in the past, lending predictions greater influence from data in more recent time periods. Further, we attempt to account for discrepancies between the APM and our observed accident counts due to factors for which we have no data (sometimes accounted for using crash modification factors; for example, see Park et al., 2014) .
RTM and trend
Studies assessing the effectiveness of road safety schemes are notoriously bedeviled by the problem of RTM. In most before-andafter studies reported in the road safety literature (e.g. Mountain et al., 1992; Hirst et al., 2004; Li et al., 2008) , remedial measures have been deployed after a period of 'unacceptably high' accident counts; in any subsequent period, we might expect these counts to regress towards their underlying mean level anyway simply because they were abnormally high during the 'before' period, random fluctuation being a significant factor contributing to these abnormalities. Given that historical counts at treated sites are not always readily available, practitioners are often faced with the task of estimating the underlying mean accident rate at each site -usually within an "empirical Bayes" or "fully Bayes" framework, in which APMs are utilized (see, for example, Miaou and Lord, 2003; Li et al., 2008; Maher and Mountain, 2009; Fawcett and Thorpe, 2013) . We argue that the estimation of RTM also has an important role to play in road safety hotspot prediction -estimates of future accident counts at sites across a network need to be adjusted to account for RTM in past time periods as investment at locations based on unadjusted predictions could be unjustified. Previously observed accident counts might also need to be adjusted for RTM to help get a clearer picture of the underlying average level of safety at a location. In the current work, we make use of a global APM within our Bayesian hierarchical model to help smooth for RTM, although modeling accident counts across several time-points also helps to adjust for RTM based on what we observe locally.
Methods for safety scheme evaluation and hotspot prediction should also incorporate information on underlying trends in counts, these trends being a feature of site-specific variation or perhaps globally-acknowledged changes across the network as a whole. Changes in accident rates due to general trend could be a result of many factors such as education programmes (for example driver retraining), more widespread enforcement of laws and regulations and improved safety in highway and vehicle design. Trend might be accounted for by applying a multiplicative factor to the APM (see, for example, Fawcett and Thorpe, 2013) , where this factor represents changes in counts we might expect between the 'before' and 'after' period in an evaluation study, after examining local and/or national statistics on changes across the network or region being studied. Or, if counts are available annually across several years (for example), then a time indicator can be used as a covariate in the APM, allowing the explicit modeling of changes through time (these changes could be assumed linear or non-linear); see, for example, Lord and Persaud (2000) . In the current work, we investigate the possibility of simultaneously adjusting for globally-identified trend (through an APM which uses a time indicator as a covariate) and site-specific trend (through a multiplicative adjustment factor), enabling both sources of trend to inform our predictions at individual sites, hopefully improving the accuracy and reliability of these predictions.
Aim and structure of this paper
The main aim of this paper is to describe the development and testing of a Bayesian hierarchical modeling procedure for the prediction of road traffic accident hotspots. Section 2 describes our general template for modeling, and the practical role of the various components we include within this template. In Section 3 we describe the application of our model with specific reference to annual accident counts, and associated covariate information, collected at 734 sites in the city of Halle, Germany. In particular, we describe the construction of the APM and some informative prior distributions, our Bayesian sampling scheme and the formulation of the posterior predictive distribution, before presenting some results from our fitted model and outlining some simple validation diagnostics. Finally, Section 4 identifies key conclusions and potential avenues for future research.
Hotspot prediction: a Bayesian hierarchical model for accident counts
General model structure
Generally, our proposed method provides an extension to the classical empirical Bayes framework for analysis, as commonly used in before-and-after studies (e.g. Miaou and Lord, 2003; Li et al., 2008; Maher and Mountain, 2009; Fawcett and Thorpe, 2013) , to allow the inclusion of data from multiple time periods in the analysis. We assume that, for each potential hotspot site j, we have data on accident counts y j (t), t being a discrete time indicator with t = 0 representing the current time period. For example, if annual counts are available at each site j, then y j (t = 0) represents counts in the latest year for which complete data are available and y j (t < 0) represents counts in previous years; y j (t = 1) would represent counts for next year, in which we have an interest in making predictions, and y j (t > 1) for subsequent years. As is usually the case, we assume current and future counts y j (t ≥ 0) to be Poisson-distributed with rate, and hence variance, j (t). Similarly, for previous years an accident rate of j (t) is assumed; however, we allow a larger variance for y j (t < 0). Specifically, the aim is to model historical counts at t < 0 with variance j (t)c(t), c(t) > 0, for two reasons: (i) to allow more recent counts to inform our predictions with more certainty, and (ii) when adjusting past counts for RTM and trend, it seems sensible for us to be more certain about model-based estimates at more recent historical time-points than for those further in the past. For example, it might be the case that infrastructure changes have occurred at a site level over the observation period, perhaps implying less certainty about the contribution of the observed values to the model-based estimate of accident rates for t < 0. To allow for this extra-Poisson variability for y j (t < 0) we assume a negative binomial (NegBin) distribution here, giving:
, t < 0;
where the chosen parameterization of the negative binomial distribution has expectation and variance r(1-p)/p = j (t) and r(1-p)/p 2 = j (t)c(t) respectively, as desired, and the choice of the function for c ensures a variance which is increasingly inflated as t decreases; a suitable choice of prior distribution for can give an inflation factor which is deemed suitable for the data being analyzed. To allow for trend and RTM in the mean accident rate, we set
where j (t) is estimated from a global APM (here, we use a relatively simple log-linear model -see Section 3.2 -although any form of APM could be used), the inclusion of which allows the incorporation of prior beliefs about the underlying mean level of accident counts in time period t at site j. If this APM allows for a change in accident rates through time, then the posterior distribution for j (t) has the potential to adjust for both RTM and trend. The role of a j in Eq. (1) is to account for discrepancies between the APM and our observed accident counts due to factors for which we have not, or cannot, collect data (e.g. poor visibility conditions due to permanent obstacles at the site). In the absence of any site-specific knowledge relating to such factors, a largely uninformative prior could be assigned to this parameter. The inclusion of the exp{b j t} term in Eq. (1) allows any observed site-specific trend to adjust the global trend modeled in the APM. A carefully selected prior formulation for b j can give a priori weight to the local trend, relative to the global trend, as we see fit. Please see Section 3.2 for our specific choice of priors for , a j and b j .
Inference
Inference first proceeds by estimating j (t) in Eq. (1) via an APM, which itself might be estimated from a pool of reference data; alternatively, 'off-the-shelf' APMs are sometimes used to estimate j (t), such as COBA models in the UK (Department for Transport (DfT), 2006) or Ripcord-Iserest models in other parts of Europe (RipcordIserest, 2005) . If the APM itself is to be estimated, interest at this stage might lie in the identification of significant covariates and the nature of the dependence between accident counts and these covariates. In particular, the significance of a global trend in accident counts can be ascertained at this stage through the inclusion of t as a covariate. Standard regression methods can be employed to find maximum likelihood estimates for parameters in the APM, or a full Markov chain Monte Carlo (MCMC) procedure could be used to make inferences within the Bayesian framework, given a suitable prior specification (details on MCMC are now extensively published; see (for example) Smith and Roberts, 1993) . Then, after a suitable choice of prior distributions for , a j and b j (and hyperparameters therein), standard MCMC methods can be employed to simulate approximate draws from the marginal posteriors for these parameters and hence the mean accident rates j (t). The MCMC output for j (t) can then be used to approximate the posterior predictive distribution for future accident rates at each site; that is, f (y j (t = T) = y | y j ) for future time-point T at site j given all past accident counts at this site y j . Please see Section 3.3 for a more detailed description of the MCMC methods we employ in our data application, and Section 3.4 for a detailed discussion of the posterior predictive distribution.
Model application: accident counts in Halle, Germany
The data
The data used to demonstrate the approach consist of annual accident counts at 734 sites in the city of Halle, Germany, for the years 2004-2012 inclusive. We reserve data from 2012 for prediction validation purposes (see Section 3.6), so that we have {y j (t); t = -7, . . ., −1, 0; j = 1, . . ., 734} for years 2004, . . ., 2010, 2011, using the notation established in Section 2.1. All 734 sites might be considered as candidate road safety hotspots. Accompanying these figures are observations on several covariates. Specifically, for each site j = 1, . . ., 734, we have:
• x 1,j : Traffic volume (average number of vehicles passing through the site per day in the year). • x 2,j : Traffic volume from the major road of the intersection (= x 1,j if not an intersection). • x 3,j : Traffic volume from the minor road of the intersection (= 0 if not an intersection). • x 4,j : Speed limit at the site.
• x 5,j : = 1 if the site is in an urban area; 0 otherwise.
• x 6,j : = 1 if the site is at an intersection; 0 otherwise.
• x 7,j : = 1 if the site is at a signalised junction; 0 otherwise.
• x 8,j : = 1 if the site is on a major road; 0 otherwise.
• x 9,j : = 1 if the site is at a major intersection; 0 otherwise.
• x 10,j : = 1 if the site is at a four-legged junction; 0 otherwise. Table 1 gives some numerical summaries for the variables. The plots in Fig. 1 have been selected to demonstrate the features we are attempting to acknowledge within our analysis; i.e. sites 309 and 706 suggest evidence of temporal trend, and sites 163 and 677 indicate potential RTM effects after 'blips' in the year 2008. Mean accident counts across all sites, as shown in Table 1 , could be indicative of a global negative trend in counts across the network, particularly from 2007. In practice, care should be taken of any multicollinearity between the covariates we might use to construct an APM; here, we have no significant correlations (at the 5% level of significance) between any of our covariates. 
The APM and prior specification
We impose the following log-linear APM to estimate j (t) in Eq. (1), assuming a negative binomial error structure with overdispersion :
where x p,j represents covariate information at site j and n p (=10 in our case) is the number of such covariates based purely on the information available. Although this form of APM is rather simplistic, we use Eq. (2) here to simply demonstrate our overall modeling procedure. A more sophisticated APM could of course be used, according to the user's preference, perhaps incorporating relevant geometric design features and/or link length for the non-intersection sites; a mixture of different APMs could also be used for different site types. Alternatively, techniques based on propensity score matching (PSM; see, for example, Li et al., 2013) could, in principle, be employed to construct site-resembling APMs for subsets of sites. Analyses such as those in Fawcett and Thorpe (2013) , aimed at evaluating road safety countermeasures via before-and-after studies, often use sites from a separate reference pool to estimate (ˇt , 0 , ˇp) in Eq. (2), before then applying the fitted model to covariate information (t j , x p,j ) at site j. However, given a large enough pool of sites of interest, in the context of hotspot prediction we argue that fitting Eq. (2) using data at these sites themselves, and using the fitted values from this model as estimates of j (t), is a suitable approach. Moreover, in before-and-after studies there is usually reason to suspect that accident counts at the treated sites are from the tail of the distribution of counts across the network generally, and so a separate reference pool is essential for building an APM which will yield realistic fitted values; in the current work, we assume that none of the 734 sites in Halle have been treatedall sites are candidate hotspots.
We obtain estimates of the regression coefficients in Eq. (2), as well as the negative binomial over-dispersion parameter , via maximum likelihood, although in the spirit of a truly fully Bayesian analysis prior distributions could be specified for these parameters and posterior inferences made. For example, essentially objective priors, with large variances, could be assigned to the regression coefficients (e.g. independent N(0, 100) priors); or with careful thought it might be possible to specify more informative priors here, as in Yu and Abdel-Aty (2013) . However, there is a trade-off between a full prior specification, perhaps giving a more realistic assessment of uncertainty in parameter estimation in our model generally, and the computational burden required to incorporate this additional layer of complexity; in our case, with 734 sites and eight years of data, short pilot MCMC runs on the APM suggested this would not be worthwhile.
With reference to the covariates described in Table 1 , the most significant in terms of their impact on accident rates were x 3 , x 5 , x 6 , x 7 , x 9 and x 10 , all of these having coefficients significantly greater than 0 at the 0.1% level of significance; the time indicator t was also highly significant, its coefficient indicating a negative (linear) trend in accident counts across the network generally.
After an extensive prior elicitation session, including simulations and a feedback and refinement process, the following prior for was settled upon:
which we believe returns a suitable time-dependent inflation of the negative binomial variance for y j (t) as t decreases. In the absence of any knowledge about site-specific crash modification factors, we use:
This ensures that the mean of our prior distribution for the accident counts is that suggested by the APM, since E[a j ] = 1; also, the variance of the prior distribution for these counts at time t = 0 is 2 j (t)/ , in keeping with the analyses in Fawcett and Thorpe (2013) . Specifically, this particular prior specification ensures that when we have historical data from just one time-point t = 0, the same model structure as that used in a typical before-and-after empirical Bayes analysis is recovered, giving us a generalization of such an analysis under our approach with data from multiple time periods. The term b j is designed to adjust any trend identified by the global APM based on site-specific observations of trend. Here, this is modeled such that: 
The prior distribution for the zero-inflation component b Z in (3) in effect penalizes the global trend detected by the APM in Eq. (2) in accordance with our beliefs about site-specific accident trends observed in the city of Halle. Of course, given data from just a single time-point t = 0, we would be unable to ascertain any local trend, and so we would set b j = 0 to ensure a strictly zero local trend contribution to the mean accident rate in Eq. (1).
Summary and Bayesian sampling
To summarize, there are two main stages in our data analysis:
1. The first stage uses an APM (Eq. (2) in our analysis), applied to annual accident counts and associated covariates across all sites in the Halle network, to obtain model-based estimates of accident counts at each site via the fitted values from the APM. Global trend is captured by the APM through the inclusion of time as a covariate. The main result here is the estimation of j (t) for each site j and each time period t = {-7, . . ., 0}, as well as the over-dispersion parameter . 2. The second stage assumes a Poisson/negative binomial model for accident counts at each site for time periods t ≥0/t < 0, respectively, where the Poisson/negative binomial mean is informed by the APM estimates from the first stage in the analysis, but can be adjusted by significant local deviations from the globallyobserved trend (through the parameter b j ) and discrepancies between the APM estimates and our observed values due to factors for which we have not collected data (through the parameter a j , which is constant across each site). We also impose a variance inflation device for observations at increasingly distant historical time periods to capture our uncertainty about model-based estimates of safety as we move further back in time (controlled by our parameter ). The main aim of this stage of the analysis is to make inferences on (a j , b j , ) via MCMC, leading to posterior inference on the mean accident rates j (t) themselves.
We use the function glm.nb within the R package MASS (Ripley, 2016) to estimate j (t) (for each site j = 1, 2, . . ., 734 and each time period t = {-7, . . ., 0}) and the over-dispersion parameter in stage 1 of the analysis. For stage 2 we use R-JAGS (Plummer, 2016) to make inferences on (a j , b j , ), and the mean accident rates j (t), via MCMC. Specifically, at each iteration i a Metropolis-within-Gibbs MCMC sampler is used to update the parameter vector:
with random walk proposals used for the separate updating of each element within j . Details on MCMC sampling schemes for hierarchical Bayesian models are now widely reported: thus, we do not give full details on the implementation of the sampler for drawing inferences from our model here and the reader is referred to Smith and Roberts (1993) for more information. We run the sampler for 10 5 iterations after discarding the burn-in period. Serial correlation in the samples is removed by thinning to every 10th observation, and the resulting trace plots suggest good mixing and apparent good convergence. Convergence was checked by multiple runs of the chain from various starting-points for each element in j , demonstrating multiple convergence to the same limit for all parameters. The resulting chains for each element in j are assumed to be samples from the marginal posterior distributions for each of these parameters.
Prediction
The model structure outlined thus far attempts to adjust current and previous observations on accident counts at each site for RTM and trend. However, the main focus of this research is on prediction: based on predicted counts for future years, the aim is for a proactive approach to road safety scheme implementation. Working within the Bayesian framework provides a suitable vehicle for this via the posterior predictive distribution. Recall that time index t, t = {1, 2, . . .}, corresponds to 'future' years {2012, 2013, . . .}. Suppose we assume a Poisson distribution with mean j (t) for accident counts y j (t) at site j for t = {1, 2, . . .}, just as we do for the current time Table 2 MCMC and predictive summary for the four sites shown in Fig. 1 period; then the predictive probability function for the future count y j (t = 1) is given by
where ( j |y j ) represents our posterior distribution for all parameters in our model, given all of the data to date (y j ), and is the parameter space for j . Although the right-hand-side of (4) is analytically intractable, it can be approximated using our MCMC chains for j . Specifically, for each site j an estimate of j (t = 1) is obtained via Eq. (2) with t = 1; then, at each iteration i in the MCMC, the posterior draws for a j and b j are used to obtain a draw for j (t = 1). A draw from the posterior predictive distribution for y j (t = 1) = y is thus given by
Repeating at all iterations in the MCMC gives a complete (approximate) sample from the predictive distribution for y j (t = 1) = y, the mean of which can be used as a point estimate. The full predictive distribution for y j (t = 1) can then be explored for y ∈ N 0 . Sites in our study can then be ranked, and perhaps scored, in terms of their posterior predictive probability of exceeding some pre-determined accident frequency threshold which practitioners might use to help inform safety scheme implementation decisions.
Results
The model can be estimated, and predictions made, for each of the 734 sites in the Halle dataset. Here, we focus on the four individual sites already introduced in Section 3.1 to demonstrate how our approach manages the confounding issues of RTM and trend.
Site 163
Acc idents P r e dic tiv e P r ob ab ilit y Table 2 shows that our zero-inflated trend parameter leads to site-specific trend being identified over and above that observed globally at sites 309 and 706, with wholly negative 95% credible intervals for b j at these sites. This is evident also in the plots for these sites in Fig. 2 , with the model-based estimates of accident rates decreasing at a faster rate than the global APM. Conversely, at the other two sites the model-based estimates of accident rates are almost parallel to those suggested by the APM, and the corresponding posterior means for b j are very close to zero here. Both Table 2 Fig. 2 are estimates of accident counts in the prediction year 2012, with 95% prediction intervals. Although these intervals appear rather wide, we would expect these to shrink as more historical data comes on-line year-on-year. Fig. 3 shows the full posterior predictive distributions for the year 2012 at each of our four sites of interest, and a plot of the predictive probabilities of exceeding a range of accident frequencies in this year. Plots such as these illustrate the potential application of our hotspot predictive model. For example, practitioners could determine the probability of exceeding a given number of accidents the following year and hence use this to aid the decision-making process for implementing preventative measures. To illustrate, if an annual count of ten accidents at a particular location is deemed high enough to warrant action, then according to our analysis -for the four sites we show results for in this paper -we predict that site 309 is by far the most worthy of treatment, followed by sites 163, 706 and 677; see Fig. 3 , in which the plot of estimated exceedance probabilities indicates that it is very unlikely that this threshold will be over-topped next year at sites 163, 706 and 677. Specifically, the posterior predictive probabilities of exceeding ten accidents in 2012 for sites 309, 163, 706 and 677 are 0.435, 0.039, 0.032 and 0.022 (respectively).
Validation of predictions
Recall that our accident counts across the Halle network in 2012 were reserved for prediction validation purposes. In an attempt to validate our model's predictive capability, we obtain full predictive distributions for all 734 sites in the year 2012, as shown for our four illustration sites in Fig. 3 . Plots of predicted accident counts (which we take to be the mean of the posterior predictive distributions) against their observed counterparts are given in Fig. 4 , along with summary statistics; we show results when all eight years of data have been used (2004-2011 inclusive) , but also for when five years of data have been used (2007-2011 inclusive) and when just a single year of data has been used (2011 only, essentially giving results analogous to an empirical Bayes analysis). All plots show a strong association between our predictions and the observations, with high correlations and points scattered around the line of equality. However, we see a general improvement in our predictions as the number of years of data included in the analysis increases: the correlation between predictions and observed values increases, and the mean squared errors and standard deviations of the errors between observed and predicted values decreases. Although not apparent from these plots, the precision of our predictions also increases with the number of years of included data.
As a more detailed validation exercise, for each site we also compare the percentile of the predictive distribution for 2012 corresponding to the observed value in that year. Over the full sample of sites, these percentiles should cover the full range from 0 to 100%. Although not shown here, for each of our three analyses using eight years, five years and one year of data, these percentiles do indeed cover this range, suggesting validity in our predictions. Further to this, our 95% prediction intervals for each prediction made were found to capture the observed value on 97.89% of occasions, with similar levels of agreement observed for other intended prediction interval coverages.
Conclusions and further work
In this paper we have outlined a novel Bayesian approach to road traffic hotspot prediction. Specifically, our model allows both locally-and globally-observed trend effects to inform predictions and adjust historical model-based estimates of safety, at each site within a pool of candidate road safety hotspots, whilst also smoothing through observed values to account for the confounding effect of RTM. Further, we allow a variance inflation device to afford greater precision to model-based estimates of accident counts in more recent years. Where practically possible, and appropriate, informative prior distributions are elicited to help maximize the precision of estimates from our model.
Demonstrating our model by fitting to data observed at 734 locations in the city of Halle, we exploit the posterior predictive distribution so that our predictions of accident counts in future years take into account uncertainty in parameter estimation and randomness in future observations. We propose simple methods to validate predictions from our model, and for the Halle dataset we have shown that our model predicts well. Results obtained from fitting the model can be displayed in different ways. For example, the full predictive distribution can be viewed graphically, or summarized using a point estimate (perhaps the mean) with a prediction interval (usually the interval with 95% coverage); focusing more on potential road safety scheme implementation, we can also examine the predictive probability of exceeding a threshold accident count in future years. At this point, we should note that a ranked list of sites according to their predicted hotspot potential could, of course, be sensitive to the choice of point estimate used to summarize the posterior predictive distribution or -if an accident frequency exceedance probability approach is to be used -the choice of threshold. Our results in Figs. 2 and 3 illustrate various approaches, but this is something we feel could warrant further investigation and input from practitioners.
In the future we aim to improve the accuracy of our APM by reducing the size of the reference pool it is built from, perhaps moving from a global APM to one which is much more tailor-made for each site in question, using only a subset of the most similar sites to build the APM for this site. For example, separate APMs could be used for intersections and links; relevant geometric design features could be incorporated as covariates in the APM, and for links, other important features such as link length could be used as covariates. The purpose of the current work is to illustrate our Bayesian hierarchical model and its predictive power, and not get distracted with issues of APM selection -hence the use of a rather simple log-linear form for our APM in Eq. (2). However, we acknowledge that a better approach to the APM construction could be used, and the benefits of using more sophisticated/potentially better-fitting APMs within the context of our model is something we are currently investigating. Indeed, a key area of our on-going research is the investigation of an extension to the APM to account for potential spatial dependencies between accident counts. We believe such an extension will be of interest to road safety practitioners as it has the potential to indicate any hotspot areas or geographic regions, rather than individual site-specific results as are currently returned.
