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I N T R O D U C T I O N 
T h e p u r p o s e o f t h i s s t u d y i s t o i n v e s t i g a t e t h e b a s i c p r o p e r t i e s 
o f t h e m a t h e m a t i c a l c o n c e p t o f c o m p a c t n e s s i n a t o p o l o g i c a l s p a c e , t o ­
g e t h e r w i t h s e v e r a l c o n c e p t s w h i c h a r e r e l a t e d t o c o m p a c t n e s s . A r e a d ­
i n g o f t h i s e x p o s i t i o n w i l l r e q u i r e a b a s i c k n o w l e d g e o f e l e m e n t a r y 
t o p o l o g y . T h e n o t i o n s o f a t o p o l o g i c a l s p a c e , o p e n a n d c l o s e d s e t s , 
b a s e s f o r " t o p o l o g i e s , a c c u m u l a t i o n p o i n t s , c l o s u r e s a n d i n t e r i o r s o f 
s e t s , c o n n e c t e d n e s s , c o n t i n u o u s f u n c t i o n s , a n d s e t t h e o r y a r e u s e d 
f r e e l y a n d w i t h o u t e x p l a n a t i o n . T h e c o n c e p t o f c o m p a c t n e s s i n t h e 
m o d e r n s e n s e h a d i t s b e g i n n i n g i n t h e c l a s s i c r e a l n u m b e r t h e o r e m o f 
H e i n e , B o r e l , a n d L e b e s g u e . T h i s t h e o r e m ( w h i c h i s p r o v e d o n p a g e 1 9 ) 
s t a t e s t h a t a s e t o f r e a l n u m b e r s i s c l o s e d a n d b o u n d e d i f a n d o n l y i f 
i t h a s t h e p r o p e r t y t h a t e v e r y o p e n c o v e r i n g o f t h e s e t h a s a f i n i t e 
s u b c o v e r i n g . I t i s t h i s p r o p e r t y , w h i c h i s t h e c o n c l u s i o n o f t h e t h e ­
o r e m , t h a t i s c h o s e n b y t h e t o p o l o g i s t f o r g e n e r a l i z a t i o n . A n o t h e r 
i m p o r t a n t c l a s s i c a l r e s u l t , t h e B o l z a n o - W e i e r s t r a s s t h e o r e m , y i e l d s 
a n o t h e r g e n e r a l i z a t i o n o f t h e s a m e i d e a . T h i s t h e o r e m s t a t e s t h a t a 
s e t o f r e a l n u m b e r s i s c l o s e d a n d b o u n d e d i f a n d o n l y i f e v e r y i n f i n i t e 
s u b s e t h a s a t l e a s t o n e a c c u m u l a t i o n p o i n t i n t h e s e t . T h e p r o p e r t y 
w h i c h i s t h e c o n c l u s i o n o f t h i s t h e o r e m h a s a l s o b e e n g e n e r a l i z e d i n 
a t o p o l o g i c a l s e t t i n g , , I t i s c a l l e d B - c o m p a c t n e s s i n t h i s p a p e r . 
T h e f i r s t p a r t o f C h a p t e r O n e c o n s i s t s o f a s t u d y o f p r o p e r t i e s 
w h i c h a r e e q u i v a l e n t t o c o m p a c t n e s s i n s p a c e s w i t h c e r t a i n p r e s c r i b e d 
s t r u c t u r e . I n p a r t i c u l a r , t h e c o n c e p t s o f c o u n t a b l e c o m p a c t n e s s , 
B - c o m p a c t n e s s , a n d s e q u e n t i a l c o m p a c t n e s s a r e i n v e s t i g a t e d , , S o m e c o n ­
f u s i o n a r i s e s w h e n o n e r e a d s l i t e r a t u r e i n w h i c h a n y o f t h e a b o v e c o n ­
c e p t s a p p e a r . T h e t e r m " c o u n t a b l e c o m p a c t n e s s , " a s d e f i n e d i n t h i s 
p a p e r , i s u s e d i n t h e s a m e s e n s e b y J . L . K e l l e y i n \_2], H o w e v e r , m a n y 
a u t h o r s , i n c l u d i n g [ l ] a n d [ 3 ] , u s e t h e n a m e c o u n t a b l e c o m p a c t n e s s t o 
m e a n w h a t i s m e a n t i n t h i s p a p e r b y t h e t e r m " B - c o m p a c t n e s s , " T h e s e 
a u t h o r s g i v e n o n a m e t o t h e o t h e r c o n c e p t . T h e t e r m " B - c o m p a c t n e s s " w a s 
i n v e n t e d b y t h i s w r i t e r ; a n d i s m e a n t t o s u g g e s t " B o l z a n o c o m p a c t n e s s , " 
i n a l l u s i o n t o t h e B o l z a n o - W e i e r s t r a s s t h e o r e m . H i s t o r i c a l l y t h e o r i ­
g i n a l m e a n i n g f o r t h e t e r m " c o m p a c t " w a s t h a t o f B - c o m p a c t n e s s . T h e 
p r e s e n t d e f i n i t i o n o f c o m p a c t , s o m e t i m e s k n o w n a s t h e " H e i n e - B o r e l 
p r o p e r t y , " w a s c a l l e d " B i - c o m p a c t . " F i n a l l y , i n l i t e r a t u r e i n w h i c h 
a l l s p a c e s i n v o l v e d a r e m e t r i c , a u t h o r s m a y d e f i n e t h e t e r m " c o m p a c t " 
t o m e a n a n y o n e o f t h e f o u r c o n c e p t s m e n t i o n e d a b o v e . T h e o r e m 1 - 2 0 
p r o v e s t h e e q u i v a l e n c e o f t h e s e d e f i n i t i o n s f o r a m e t r i c s p a c e . T h e 
d i a g r a m i n F i g u r e 1 o n p a g e 1 1 s u m m a r i z e s t h e e q u i v a l e n c e s o f t h e s e 
f o u r t e r m s u n d e r p r o p e r h y p o t h e s i s o n t h e s p a c e . 
S e c t i o n D o f C h a p t e r O n e t r e a t s c o m p a c t n e s s i n a H a u s d o r f f 
s p a c e t o t h e e x t e n t t h a t w i l l b e n e e d e d i n C h a p t e r T w o . T h i s t r e a t m e n t 
i s b y n o m e a n s e x h a u s t i v e . S e c t i o n s C a n d E a r e a l s o o f t h i s n a ­
t u r e . T h e T y c h o n o f f t h e o r e m i s i n c l u d e d w i t h o u t p r o o f i n S e c t i o n G 
i n o r d e r t o p r e s e n t E x a m p l e I - 4 „ T h i s t h e o r e m i s o n e o f t h e m o s t i m ­
p o r t a n t r e s u l t s o f t o p o l o g y ; h o w e v e r , n o o t h e r u s e i s m a d e o f i t i n 
t h i s p a p e r . S e c t i o n H i s a d e t a i l e d i n v e s t i g a t i o n o f c o n t i n u o u s 
t r a n s f o r m a t i o n s o f c o m p a c t s p a c e s . T h e p r o b l e m o f i n v a r i a n c e o f l o c a l 
v i 
c o m p a c t n e s s i s a l s o t r e a t e d i n C h a p t e r T w o i n t h e l i g h t o f c o m p a c t 
m a p p i n g s . 
C h a p t e r T w o I s a n I n t r o d u c t i o n t o o n e o f m a n y g e n e r a l i z a t i o n s 
o f t h e i d e a o f a c o m p a c t s p a c e . I t w a s f o u n d t h a t b y p l a c i n g a c o n d i ­
t i o n o f c o m p a c t n e s s o n t h e t r a n s f o r m a t i o n , r a t h e r t h a n o n t h e d o m a i n 
s p a c e , m a n y u s e f u l r e s u l t s c o u l d b e g e n e r a l i z e d . T h e n o t i o n o f a c o m p a c t 
m a p p i n g i s r e l a t i v e l y n e w a n d i s c u r r e n t l y a n o b j e c t o f i n t e n s i v e r e ­
s e a r c h . T h e o r i g i n a l c o n c e p t w a s i n v e n t e d b y t h e R u s s i a n m a t h e m a t i c i a n , 
L A . V a i n s t e i n , b u t h i s d e f i n i t i o n d i f f e r s f r o m t h e o n e g i v e n h e r e . 
T h e d e f i n i t i o n o f a c o m p a c t m a p p i n g g i v e n i n t h i s p a p e r i s t h a t o f G . T . 
W h y b u r n . T h e e q u i v a l e n c e o f t h e t w o d e f i n i t i o n s i s g i v e n i n C o r o l l a r y 
I I - 6 a n d C o r o l l a r y I I - 8 . T h e m o s t i m p o r t a n t r e s u l t o f C h a p t e r T w o i s 
t h e m o n o t o n e - l i g h t f a c t o r i z a t i o n t h e o r e m ( T h e o r e m 1 1 - 2 3 ) o f W h y b u r n a n d 
So E i l e n b u r g . O r i g i n a l l y i t w a s p r o v e d f o r t h e c a s e o f a c o m p a c t d o m a i n 
s p a c e a n d l a t e r e x t e n d e d f o r c o m p a c t m a p p i n g s . T h e t h e o r e m h a s n u m e r o u s 
a p p l i c a t i o n s i n t o p o l o g y a n d a n a l y s i s . 
M o s t o f t h e r e s u l t s o f C h a p t e r T w o m a y b e f o u n d i n [4] a n d [ o ] . 
T h e s o u r c e o f t h e t h e o r e m s f o r e a c h s e c t i o n o f C h a p t e r T w o i s g i v e n a t 
t h e e n d o f t h e s e c t i o n . T h e b a s i c r e s u l t s o f S e c t i o n D o f C h a p t e r T w o 
o n c o m p a c t m a p p i n g s a n d h o m e o m o r p h i s m s w e r e c o m m u n i c a t e d t o t h i s w r i t e r 
b y D r . R o b e r t H 0 K a s r i e l . I t s h o u l d b e n o t e d t h a t t h e b a s i c a s s u m p t i o n 
o f a s e p a r a b l e m e t r i c s p a c e b y W h y b u r n i n [4] i s d r o p p e d f r o m t h e 
t h e o r e m s t a k e n f r o m t h a t r e f e r e n c e . T h e c o u n t a b i l i t y a n d s e p a r a t i o n 
h y p o t h e s e s a r e s u b s t i t u t e d a s n e e d e d , s o t h a t t h e p r o o f s r e m a i n v i r t u ­
a l l y t h e s a m e . T h e r e a d e r u n f a m i l i a r w i t h t h e s e v a r i o u s c o u n t a b i l i t y 
v i i 
a n d s e p a r a t i o n p r o p e r t i e s m a y c o n s i d e r a l l s p a c e s s e p a r a b l e a n d m e t r i c 
w i t h o u t l o s i n g s i g n i f i c a n t g e n e r a l i t y , , A n a l t e r n a t e c o n c e p t , t h e s e ­
q u e n t i a l l y c o m p a c t m a p p i n g , m a y b e d e f i n e d b y s u b s t i t u t i n g t h e w o r d s 
" s e q u e n t i a l l y c o m p a c t " f o r t h e w o r d " c o m p a c t " i n D e f i n i t i o n 1 1 - 1 . I t 
c a n b e s e e n t h a t m a n y o f t h e t h e o r e m s o f C h a p t e r T w o m a y b e s t a t e d w i t h 
l e s s h y p o t h e s i s u s i n g t h i s a l t e r n a t e c o n c e p t . T h e r o l e o f s e q u e n t i a l 
c o m p a c t n e s s i s e v i d e n t i n t h e p r o o f s . 
C o m p a c t n e s s h a s b e e n c a l l e d o n e o f t h e m o s t f a r - r e a c h i n g c o n c e p t s 
o f t o p o l o g y . T h i s t h e s i s i s a c i r c u m s t a n t i a l i n t r o d u c t i o n t o c o m p a c t ­
n e s s a n d a f e w o f i t s a p p l i c a t i o n s i n t o p o l o g y . M a n y o t h e r g e n e r a l i z a ­
t i o n s a n d a p p l i c a t i o n s h a v e b e e n m a d e , n o t o n l y i n t o p o l o g y , b u t a l s o 
t h r o u g h o u t m a t h e m a t i c s . 
C H A P T E R I 
C O M P A C T N E S S 
A , C o m p a c t S p a c e s 
D e f i n i t i o n 1 - 1 . A t o p o l o g i c a l s p a c e i s s a i d t o b e c o m p a c t i f 
e v e r y o p e n c o v e r i n g o f t h e s p a c e c o n t a i n s a f i n i t e s u b c o v e r i n g . 
R e m a r k . T h e c o n c e p t o f a t o p o l o g i c a l s p a c e u s e d i n t h i s t h e s i s 
i s t h a t w h i c h m a y b e f o u n d o n p a g e 5 2 o f [ l ] . 
D e f i n i t i o n 1 - 2 . A c o l l e c t i o n o f s u b s e t s o f a t o p o l o g i c a l s p a c e 
i s s a i d t o h a v e t h e f i n i t e i n t e r s e c t i o n p r o p e r t y i f e v e r y f i n i t e s u b -
c o l l e c t i o n h a s a n o n e m p t y i n t e r s e c t i o n . 
T h e o r e m 1 - 1 . A t o p o l o g i c a l s p a c e X i s c o m p a c t i f a n d o n l y i f 
e v e r y c o l l e c t i o n o f c l o s e d s u b s e t s o f X h a v i n g t h e f i n i t e i n t e r s e c t i o n 
p r o p e r t y h a s a n o n e m p t y i n t e r s e c t i o n . 
P r o o f . ( l ) A s s u m e t h a t X i s c o m p a c t , a n d l e t [c^  : a £ A] b e 
a c o l l e c t i o n o f c l o s e d s e t s h a v i n g t h e f i n i t e i n t e r s e c t i o n p r o p e r t y . 
D e f i n e 0 = X - C f o r e a c h a i n A , a n d a s s u m e t h a t t h e i n t e r s e c -
a a 
t i o n o f a l l e l e m e n t s o f } ^ s e m P t y . T h e n t h e c o l l e c t i o n [ O Q : 
a e A ] i s a n o p e n c o v e r i n g o f X , S i n c e X i s c o m p a c t , a f i n i t e s u b -
c o v e r i n g {oa. : i = 1 , 2 , . . . , n ] c o v e r s X . H e n c e i t f o l l o w s t h a t 
n 1 
f ^ ) c i s e m p t y . T h i s i s a c o n t r a d i c t i o n t o t h e f i n i t e i n t e r s e c t i o n 
i = i a i 
p r o p e r t y . T h e r e f o r e f~^\ C i s n o n e m p t y . 
a £ A a 
2 
(2) N o w a s s u m e t h a t X h a s t h e p r o p e r t y t h a t e v e r y c o l ­
l e c t i o n o f c l o s e d s u b s e t s o f X h a v i n g t h e f i n i t e i n t e r s e c t i o n p r o p e r t y 
h a s a n o n v o i d i n t e r s e c t i o n . L e t [o : a £ A ] b e a n o p e n c o v e r i n g o f 
a 
X . A s s u m e n o f i n i t e s u b c o v e r i n g o f IP^} c o v e r s X . T h e n t h e c o l l e c ­
t i o n [c : C = X - 0 , a £ A ) o f c l o s e d s u b s e t s o f X h a s t h e f i n i t e 
a a a J 
i n t e r s e c t i o n p r o p e r t y a n d c o n s e q u e n t l y h a s a n o n v o i d i n t e r s e c t i o n . T h e r e ­
f o r e t h e c o l l e c t i o n [0 1 f a i l s t o c o v e r X . T h i s i s a c o n t r a d i c t i o n . 
D e f i n i t i o n 1 - 3 . A s e t D i s s a i d t o b e d i r e c t e d b y t h e r e l a t i o n 
y i f D i s n o n v o i d a n d 
( a ) i f m , n , a n d p a r e m e m b e r s o f D s u c h t h a t m > n 
a n d n > p , t h e n m > p ; 
( b ) i f m £ D , t h e n m > m j a n d 
( c ) i f m a n d n a r e m e m b e r s o f D , t h e n t h e r e i s a n e l e ­
m e n t p i n D s u c h t h a t p > m a n d p > n . 
D e f i n i t i o n 1-4. A n e t i s a p a i r ( S , > ) w h e r e S i s a f u n c ­
t i o n a n d > d i r e c t s t h e d o m a i n o f S . T h e n o t a t i o n {s^, n £ D ] , 
w h e r e a r e v a l u e s i n a t o p o l o g i c a l s p a c e X a n d D i s a d i r e c t e d 
s e t , w i l l b e u s e d t o d e n o t e a n e t i n a s p a c e X . 
D e f i n i t i o n 1-5, A n e t {j^> i £ E ] i s a s u b n e t o f a n e t 
( S , n £ D ] i f 
( a ) f o r e a c h i i n E, T. = S n., n . £ D ; 
' 1 H j / 1 
( b ) f o r e a c h m i n D t h e r e i s a q i n E w i t h t h e p r o p ­
e r t y t h a t , i f p > q , t h e n n ^ > m . 
T h e o r e m 1-2. A t o p o l o g i c a l s p a c e X i s c o m p a c t i f a n d o n l y i f 
e v e r y n e t w h o s e r a n g e i s i n X h a s a s u b n e t w h i c h c o n v e r g e s t o a p o i n t 
i n X . 
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P r o o f . S u p p o s e f i r s t t h a t X i s c o m p a c t . L e t { S n , n e D } b e 
a n e t i n X „ T h e s e t s A = ) S : m > nl h a v e t h e f i n i t e i n t e r s e c t i o n 
n m - J 
p r o p e r t y b e c a u s e D i s d i r e c t e d b y > . T h e r e f o r e t h e c o l l e c t i o n o f 
c l o s u r e s [ ^ } a l s o h a s t h e f i n i t e i n t e r s e c t i o n p r o p e r t y . H e n c e 
A i s n o n e m p t y . L e t s e A a n d l e t y b e a n e i g h b o r h o o d 
n e D n n e D n 
s y s t e m a b o u t s . N o t e t h a t y i s d i r e c t e d b y s e t i n c l u s i o n . C o n s t r u c t 
a s u b n e t [T^  : i e E ] i n t h e f o l l o w i n g m a n n e r . L e t E b e t h e s e t o f 
a l l o r d e r e d p a i r s ( n , U ) w h e r e n e D , U e y, a n d S ^ e U . L e t > 
b e an o r d e r i n g f o r E d e f i n e d b y : ( 0 , m) > ( U , n ) i f m > n a n d 
U D O . T h e n E t o g e t h e r w i t h > i s a d i r e c t e d s e t , s i n c e f o r e a c h 
( n , U ) a n d ( m , U ) t h e r e e x i s t s U e y s u c h t h a t U C Z U 1 H U 2 a n d 
a n e l e m e n t p e D s u c h t h a t p > n , p > m , a n d S e U . T h e n ( p , U ) 
P 
> ( n , U-L) a n d ( p , U ) > ( m , U ) . D e f i n e t h e f u n c t i o n h : E -> D b y 
h [ ( n , U)l = n . I t m u s t b e s h o w n t h a t {T^  : i e E J w i t h T^  = S ^ ^ j 
i s a s u b n e t o f {s^  : n e D ] w h i c h c o n v e r g e s t o s . C l e a r l y p r o p e r t y 
(a) o f D e f i n i t i o n 1 - 5 i s s a t i s f i e d . F o r e a c h m i n D t h e r e e x i s t s 
an n e D s u c h t h a t n > m a n d S e U , w h e r e U e y . L e t 
— n ' 1 
q = ( n , U ) „ T h e n f o r a n y p = ( n ' , U ; ) s u c h t h a t p > q , h ( p ) = n = 
P 
n ' > m , s i n c e n ' ' > n . H e n c e p r o p e r t y ( b ) o f D e f i n i t i o n 1 - 5 i s s a t i s -
f i e d o T h e r e f o r e [T^  : i e E ] i s a s u b n e t o f [s : n e D ] » C l e a r l y 
{T^  : i e E ] c o n v e r g e s t o s . 
( 2 ) N o w a s s u m e t h a t e v e r y n e t i n X h a s a c o n v e r g e n t s u b ­
n e t
 0 L e t a b e a c o l l e c t i o n o f c l o s e d s u b s e t s o f X w i t h t h e f i n i t e 
i n t e r s e c t i o n p r o p e r t y . D e f i n e t h e c o l l e c t i o n p t o b e t h e c o l l e c t i o n 
4 
of all sets which are finite intersections of sets of a. Then p 
also has the finite intersection property and j3 Z) a. It will be 
shown that B is nonempty. Clearly 3 is directed by set in-
Bep 
elusion. Let Sg be a member of B for each B e p . Then [S^ : 
B e p ] is a net in X and consequently has a subnet {Sg^ : i e E] 
which converges to an element s in S. Let B be an arbitrary ele­
ment of p, and let U be a neighborhood of a. It will be shown 
that s £ B. For some i £ E, S o £ U for every m > i. Further-
m 
more there is a q in E with the property that, if p > q, then 
B ^ d B . Let r be an element of E succeeding both i and q. 
Then S B £ U and B^CZ B. But S B £ B^; hence S B £ B. Conse­
quently s belongs to B, since B is closed. It follows that 
S £ O B« 
B£p 
B. Properties of Compact Spaces 
Definition 1 -6 . A topological space X is said to be count-
ably compact if every countable open covering of X contains a finite 
subcovering0 
Definition 1-7, A topological space X is said to be B-compact 
(Bolzano compact) if every infinite subset of X contains an accumu­
lation point in X. 
Theorem 1-3. Every compact space is countably compact, and 
every countably compact space is B-compact. 
Proof. The first assertion is clear. To prove the second, let 
X be a countably compact space. Let A be an infinite subset of X. 
5 
It must be shown that X contains an accumulation point of A. Assume 
that X contains no accumulation point of A. Then there exists a se­
quence {XJJ of distinct points of A having no limit in X. Define 
B = { X J J " Now for each x^ there exists an open set CH such that 
0.D B = x.. If this were not the case, then x. would be an accumu-
1 1 ' I 
lation point of A in X. B is closed, since it contains no accumu­
lation pointsj hence 0 = X - B is open0 Consider the collection 
{o^  ; 0 ] . This is a countable collection of open sets which cover X. 
But by countable compactness there exists a finite subcovering of X. 
This fact is inconsistent with the countable infinity of the sequence 
{x^}. From this contradiction it is seen that the assumption of A 
having no accumulation point in X is a false one. Hence X is 
B-compact. 
Remark. We have as a corollary to theorem 1-3 that every com­
pact space is B-compact. The converse of this theorem in general is 
not true, as the following example shows. 
Example 1-1. A B-compact space which is not countably compact. 
Let K be the set of positive integers. Take as a basis of open sets 
the collection V = [2n, 2n - l). The set K with the basis fv ] is 
i topological space. K is not countably compact since the collection 
fv ] coveis K, but contains no finite subcovering. It is B-compact 
since every nonempty subset of K contains an accumulation point. This 
is true since every even integer is an accumulation point of the set 
consisting of the preceding odd integer, and every odd integer is an 
accumulation point of the set consisting of the succeeding even integer. 
Every subset of K contains either even or odd integers. 
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Theorem 1 - 4 . If X is a topological space in which subsets 
consisting of one point are closed (T 1 spaces), and if X is B-com-
pact, then X is countably compact. 
oo 
Proof. Let X be a B-compact T space. Let {o } be a 
1 n
 n=i 
countable open covering of X, and assume that no finite subcovering 
exists. For every integer n, the set K = X - i^_J 0. is closed and 
n
 i=i 1 
00 
nonempty. Let p be an arbitrary point of K and define H = l^J P . 
n=i 
Suppose first that H is infinite. Since X is B-compact there is an 
accumulation point p of H in X. Now every open set containing p 
contains infinitely many points of H distinct from p. If this were 
not true, then some open set U exists containing p and containing 
only a finite number of points {x 1, x 2, x n} of H distinct from 
p. Since it is assumed that points are closed subsets of X, the set 
n 
U - x. is an open set containing p which contains no points of H. 
i=i 1 
This is clearly not possible if p is to be an accumulation point of H. 
00 
Consequently p is an accumulation point of the set H n = p^ for 
i=n 
some n. But H is a subset of the closed set K , so p e K for 
n rr n 
every n. Hence p £ 0^ for every n, contradicting the covering 
property of {o^ }. Now consider the case in which H is finite. In 
this case there exists p e H, such that, given any integer N, there 
exists an n > N, such that p^ = p. Thus p e for every n, 
which contradicts the covering property of {® n} a s before. Since the 
assumption that no finite subcovering of {® n} f° r ^ leads to a con­
tradiction, X is countably compact. 
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Example 1-2. A countably compact space which is not compact. 
To construct the space, begin with an uncountable set S* and well-
order S* with < . Consider the set S = fx : x £ S* and there 
c 
are uncountable many elements y of S* such that y < x]. If 
is empty let S = S*. If is nonempty then there exists a least 
element Q of S c, since < is a well-ordering. Define S -
{ x : x £ S*, x < Q}. The set S so defined has the property that S 
is uncountable, but each s £ S has countably many predecessors. Let 
the topological space S consist of the set S with the following 
basis for open sets: I ^ = (x : x £ S , a < x < b ; a £ S , b £ S } to­
gether with the set [ s 0}> where s Q is the least element of S. We 
first show that the space S is not compact. Consider the open cover­
ing {{ s 0}> I s x : x £ sj-. If {{ s 0 } > * s x k} j < : were a finite sub-
< •> n 
covering, the maximum element x of l^i^ would have only a count­
able number of predecessors. But S is uncountable, so there is an 
element x such that x < x and therefore is not covered by the finite 
subcollection. Hence S is not compact. 
S is a T space since clearly the complement of a single point 
is open. Therefore if S is B-compact, S is also countably compact. Let 
K be an infinite subset of S. Let a be the least element of K 
n-i 
and let a n be the least element of K - LJ a^ for n > 2. Define 
K = \ _ J a o We will show that K C K has an accumulation point in 
o
 n r ; n o
 K 
n— i oo 
S. K has an upper bound since otherwise S = -[fs ] J I. a ) 
o l> o-> n=i s o n J 
8 
would be countable, contradicting the uncountability of S . Therefore 
K q has least upper bound a Q since the set of all upper bounds has 
a least element. For every element a £ S such that a < a Q there 
must exist an x £ K such that a < x < a . Also there must exist an 
o 
a £ K such that x < a < a , or else x would be an upper bound 
n o n o 
of preceding a . Therefore every open set 1 ^ containing a^ 
must contain an element of K . Hence a is an accumulation point of 
o o ^ 
K q and S is B-compact. 
Definition 1-8. A topological space X is a Lindelof space if 
every open covering of X contains a countable subcovering. 
Remark. Every countably compact Lindelof space is compact. 
Theorem 1-5. Every topological space which has a countable basis 
of open sets (second countable spaces) is Lindelof. 
Proof. Let X be a second countable space. Let [O g : a £ A] 
be an open covering of X. A countable subcovering must be extracted. 
Let {u\} be a countable basis of X. For each x in X there exists 
an a £ A such that x £ 0 . Also there exists a set U. such that 
a i 
x £ C O g . Let { i h } denote the subcollection of { u . J with the 
property that for each U. there exists an a such that U . d 0 . For 
each j denote by 0. the element of f o ] which contains U.. 
J c a-> j 
Clearly the collection { P j } ^ s a countable subcovering of { P a } which 
covers X. Hence X is a Lindelof space. 
Corollary 1 -6 . Every countably compact second countable space 
is compact. 
Proof. Every second countable space is Lindelof, and every count­
ably compact Lindelof space is compact. 
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Definition 1-9. A topological space X is said to be sequen­
tially compact if every sequence of elements of X has a subsequence 
which converges to a point in X. 
Theorem 1-7. Every sequentially compact space is countably com­
pact . 
Proof. Let X be a sequentially compact space. Let {o.} be 
n 1 
a countable open covering of X. Define the set K = X - LJ 0. for 
n
 i=i 1 
each n and notice that, if no finite subcovering of {o.J exists, 
K q is nonempty for every n. From each choose a point p^ and 
consider the sequence {P n}* This sequence has a convergent subsequence 
{p n >} . Let p be the element in X to which {pn.} converges. Let 
Oj be an open set in {ck} containing p. Then there exists an N 
such that for i > N, p £ 0.. Hence p i K.. But p £ K for 
'
 rn. j n. j rn. n. 
I J I J i i 
some i > N. n. > j implies K n.CI K.. Therefore p n > £ K., but this 
is a contradiction. 
Remark. An example of a space which is compact but not sequen­
tially compact is given later in this chapter. 
Theorem 1-8. If the topological space X has a countable basis 
of open sets at each point (first countable spaces), and if X is B-
compact, then X is sequentially compact. 
Proof. Let { x n} ^ e a sequence of elements in X. Then the 
set lxn} m a Y b e assumed to be an infinite subset of X (if not, it 
clearly contains a convergent subsequence). Hence { x n} n a s an accumu­
lation point p. Let {v^ } be a countable base at p. Define the 
10 
collection {t^} by U ± = V 1 and U n = U n_ ± H V n . { u } is also a 
countable base at p which is linearly ordered by inclusion. Define 
the sequence {y^} by choosing y^ £ IL with y^ £ {x^} and such that 
if y^ = x n and y^ ^ = x n then n 1 > n 2 . {y^} is a subsequence of 
{ x n} > and {y^} converges to p. Hence X is sequentially compact. 
Co Localization 
Definition .1-10. A topological space X is said to be locally 
compact if for each x in X, there exists a neighborhood of x 
whose closure is compact. 
Theorem 1-9. Every compact space is locally compact. 
Proof. Let X be a compact space. Let x be a point in X 
and let U be any neighborhood of x. U is closed in X. Let [O g} 
be any open covering of U„ Then { o , X - u ] is an open covering 
a 
of X. X is a compact space and therefore { o ^ , X - u ] contains a 
finite subcovering of the form { o a , X - u ] . Clearly { o } covers U. 
i i 
Remark. It was actually shown in the above proof that every 
closed subset of a compact set is itself compact. 
Theorem I-10. If X is locally compact and C is a compact 
subset of X, then there exists an open set U with the property that 
U D C and U is compact. 
Proof. Let x £ C. There exists an open set containing 
x such that is compact. The collection [ u ^ : x £ C J covers C. 
( •) n 
Since C is compact, there exists a finite subcovering | >U X j 
i i=i 
11 
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n 
of C. Let U = i^_J H . Then U is open and contains C. Further-
1=1 i 
M n -
more U - \ _ J U U is compact,, 
i=i xi i=i i D. Compactness and Hansdorff Spaces 
Definition I-11. A topological space X is called Hausdorff if 
for each pair of distinct points x and y in X there exists two 
disjoint open sets U and U such that x e U and y e U . 
x y x 1 y 
Theorem 1 -11 . A compact subset of a Hausdorff space is closed. 
Proof. Let X be a Hausdorff space and let C be a compact 
subset of X. It will be shown that X - C is open. Let p e X - C 
and let y be any point of C. By the Hausdorff property, there exist 
open sets U and V containing p and y respectively such that 
p y 
U and V are disjoint. Consider the collection fv : y e 0]. This 
p y y ^ 
is an open covering of the compact set C, and hence there exists a 
finite subcovering {^y%} °f C. Let be the open neighborhood 
of p corresponding to V . Then U = f~^\ U 1 is an open set con-
yi i=i P 
taining p which is a subset of X - C. Hence X - C is open and C 
is closedo 
Remark. It will be useful to note also in the above proof that 
' n 
the set V = f~^] V is an open set containing C which does not 
i=i yi 
intersect U. 
Theorem 1 -12 . The intersection of a closed set and a compact 
set is compact. 
Proof. Let F be a closed set and let C be a compact set in 
some topological space X. Let [u : a £ A] be an open covering of 
13 
F 0 Co The set X - F is open and contains C - F„ Hence { u ^ ; X - F] 
covers C. C is compact, so a finite subcovering { u a ; X - F} covers 
i 
C 0 But (X - F) fl ( F l i c ) is empty; hence {ua} covers F 0 C. 
Hence FplC is compact. 
Corollary 1-13. In a Hausdorff space, the intersection of two 
compact sets is compact. 
Proof. By theorem I-11 the two sets are closed, and theorem 1-12 
their intersection is compact. 
Example 1-3, A space in which the intersection of two compact 
sets is not compact. (By Theorem I-11 and Theorem 1-12 the space 
cannot be Hausdorff and the compact sets cannot be closed.) Let R 
denote the space of real numbers with the usual topology, and let T 
be a space consisting of two abstract elements a and b with only 
the set T and the empty set as open sets. Let X be the Cartesian 
product of T and R, i.e., X = T x R. Then X is the set of all 
ordered pairs of the form (a, x) or (b, y), where x and y are 
real numbers; and open sets are sets of the form 
{(a, x), (b, x) : x e 0, 0 is open in R} . 
Let 
C± = {(a, x), (b, y) : x e (0, l) and y e [0, l]} 
and let 
C = {(a, x) : x e [0, l]} . 
It is easily seen that C and C g are compact, but the intersection 
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is not compact. 
Definition 1-12. A topological space X is said to be regular 
if for each point x £ X and each open set U containing x there 
exists an open set V containing x such that V d U . 
Theorem 1-14. Every compact Hausdorff space is regular. 
Proof. Let p be any point of X and let U be any open set 
containing p. F X - U is a closed set and is also compact. By the 
argument of the proof of Theorem I-11 and the Remark following that the­
orem, there exist open sets V and 0 containing p and F respec­
tively such that V and 0 are disjoint. It follows that p £ VCZU. 
E. Compact ification 
Definition 1-13. Let X be any T space and let w be any 
abstract element not in X. The space X* = X U {w}, with a basis for 
a topology consisting of all open sets of X and all subsets U of X* 
such that X* - U is a closed compact subset of X, is the one-point 
compact ification of X. 
Theorem 1-15. The one-point compact ification X* of a space X 
is a compact space. Furthermore X* is T . 
Proof. First it will be shown that the collection of open sets 
for X*, defined above, is a basis for a topology on X*. It is suffi­
cient to show that: 
(l) Given p £ X*, there exists a U in the basis such 
that p £ U, 
15 
(2) Given basis sets U and V, and any point p in 
u n V, there exists a member, W, of the basis such that p £ I C 
u n v , 
If p e X, clearly condition ( l ) is satisfied. Let p = w. Then the 
set U = X* - {q}, where q is any point in X, contains w and 
X* - U = [q], which is a closed compact subset of X under the T_^  
assumption, Now let U and V be any two members of the basis and 
assume that p e U ' I V„ If p e X, (2 ) is clearly satisfied. Assume 
p ~ w. U fi V is open, since 
(X* - U) U (X* - V) = X* - U f| V, 
and the two sets on the left are closed compact subsets of X. If 
there are no members of X in U fi V, {w} = W is the desired set. 
If q e U f| V fl X, the set (X* - U (1 V) U {q} is compact and closed. 
Hence let W = (U f l V) - (q ) , W is open and furthermore w e W C Z u H V. 
X*, with the indicated topology, is therefore a topological space. The 
complement of every set consisting of only one point is open, so X* is 
a T space. 
Now it will be shown that X* is compact. Let {^a} be any 
open covering of X*, One of the elements, say U, of { u } contains w. 
Hence X* - U is closed and compact, and consequently some finite sub-
collection { u a } of { u } covers X - U. The finite subcovering 
k
 i 3 
{U j U} covers X*o 
i 
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Remark. A space may be compactified by methods other than the 
one-point compact ification. See [ 2 ] for a discussion and references 
regarding compact ification. 
F. Compactness in a Metric Space 
Definition 1-14, A topological space X is a metric space if 
there exists a real-valued function d defined on X x X such that 
(1) d(x, y) + d(y, z) > d(x, z) 
(2 ) d(x, y) = d(y, x) 
(3) d(x, y) > 0 
(4) d(x, y) = 0 if and only if x = y, 
and such that the collection of sets {N(y, e) : y £ X, £ > o} where 
N(y, e) = {x : d(x, y) < E} is a basis for the topology of X. 
Definition 1-15. A finite subset F of a metric space X is 
said to be an e-net for X if for each x in X there exists a y 
in F such that d(x, y) < £. A metric space is said to be totally 
bounded (or pre-compact) if it has an £-net for every £ > 0. 
Remark. Since the ^-neighborhoods of a point in a metric 
space form a countable basis at that point, every metric space is first 
countable. Also if a metric space is separable (contains a countably 
dense subset), it is second countable, since the collection of count­
able neighborhoods of points of the countably dense subset is a basis 
for the topology of X. 
Theorem 1-16, Every countably compact metric space is totally 
bounded. 
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Proof. Assume that X is countably compact but not totally 
bounded. Then for some £ > 0, X does not contain an £-net. Let 
x 1 £ X, and choose x g such that d{x±, x g) > £. Now by induction 
define the sequences { x n} s o that ^(x^, x^) > £ for i = 1, 2, ..., 
(n - l). Clearly the sequence { x n} contains no convergent subsequence 
Hence X is not sequentially compact. But X is first countable. 
Therefore X is not countably compact. This contradiction proves the 
theorem. 
Theorem 1-17. Every countably compact metric space is separable. 
Proof. Let X be a countably compact metric space. By the pre­
ceding theorem, X is totally bounded. For each integer n, let F_ 
• oo n 
be a finite subset of X which is a — -net for X, Define F = F 
n n=l n 
and note that F is countable,, Let x in X and b > 0 be given. 
Choose N sufficiently large to insure that jjj < 5. There exists a 
y £ F^ such that d(x, y) < jjj < 6 . Thus every ^-neighborhood of x 
contains a point of F. Hence F is dense in X. 
Remark. The proof of Theorem 1-17 also show s that every totally 
bounded metric space is separable,, 
Theorem 1-18. A metric space is compact if and only if it is 
totally bounded and complete. 
Proof. (l) Assume that X is compact. Then X is totally 
bounded by Theorem 1-16. Let { x n} be a Cauchy sequence in X (i.e., 
for every £ > 0, there exists an N such that for n and m larger 
than N, d ( x n > x m ) < £ ) • B Y "the Remark preceding Theorem 1-16, X is 
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first countable and thereby sequentially compact. Hence the sequence 
{ x n} has a subsequence { x n.} which converges to a point x in X. 
Now let N be a number large enough so that for £ > 0, 
d(x, x ) < ^ a n d 
j 
dfx , x ) < — for all m and j larger than N 
m n. 2 
J 
Then 
d(x, x ) < d(x, x„ ) + d(x , x„ ) < £ . 
Therefore [ x n] converges to x and X is complete. 
(2) Assume that X is totally bounded and complete. It will 
be shown that X is sequentially compact. This will imply that X is 
compact by Theorem 1-5, since X is second countable,, Let { x n} D e 
a sequence of elements in X and assume that no convergent subsequence 
exists. Set £^ = ^, for k = 1, 2, ... and construct corresponding 
E^-nets, F^, in X. At least one of the spheres = N(y, l), 
y £ F 1 ? contains an infinite subsequence of [ x n}° Let {x^} denote 
•this subsequence. Now at least one of the spheres S g = N(y, ^ ) , 
y £ F , contains an infinite subsequence of {x^} which will be de­
noted by {x^} * By induction define a sequence of sequences ix^l> 
{ x ^ } , „ 0 9 , ( x n l » 0 , 0 such that the subsequence {x^} is contained in 
one of the spheres S^ = N(y, £•), y £ F^. It will be shown that the 
diagonal sequence {x^} is a Cauchy sequence in X. Let £ > 0 be 
1 £ 
given. Choose a positive number N such that — < — „ Consider 
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integers n and m larger than N. Then {x11} and {x™} both lie 
in a sphere S^„ Hence for some y £ F , 
d(x n, x m) < d(x n, y) + d(xl", y) . 
rr m - n' 1 nr 1 
Therefore 
d ( x , x j < o + o ~ 
rr m 
X is complete; hence {x^} converges to some limit in X. This proves 
that X is sequentially compact. Consequently X in compact. 
Theorem 1-19. (Heine-Borel) A subset of E (n-dimensional 
n 
Euclidean space) is compact if and only if it is closed and bounded. 
Proof. (l) Assume that S is a subset of E^ which is compact 
but not closed and bounded. In case S is not closed, there exists some 
sequence in S converging to some point not in S. In case S is not 
bounded, there exists a sequence in S with an infinite limit. Either 
case is a violation of B-compactness, and hence of compactness. S is 
therefore closed and bounded. 
(2) Assume that S is closed and bounded. It will be 
shown that S is complete and totally bounded. Let {x^} be a Cauchy 
sequence in S„ Then by the completeness of E , { x n} converges to 
some limit x in E . But x belongs to S since S is closed. It 
follows that S is complete. 
Let R be an n-dimensional cube containing S. (Such a cube 
exists since S is bounded.) For each £ > 0, subdivide R into 
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sub-cubes each of whose sides is of length The set of all 
vertices in R is finite. Let x = (x 1, x 2, x ) be a point in 
S. Then 
I x - v | = * / {x1 - v 2 ) 2 + (x 2- v 2 ) 2 + + (x n - v n ) 2 
and 
| x
"
v |
 * J ^ ) 2 + ••• + ( j t ) Z = e ' 
where v = (vlf v g, v ) is any vertex of a sub-cube containing x. 
For each v choose an y e S such that |y - v| < e. The set of all 
such y is a 2e-net for S. Hence S is totally bounded, and compact 
by Theorem 1-18. 
Theorem 1-20. In a metric space the properties, compactness, 
countable compactness, B-compactness, and sequential compactness, are 
all equivalent. 
Proof. By referring to Figure 1 it can be seen that the fol­
lowing must be shown: 
(1) Every countably compact metric space is second countable. 
(2) A metric space is T . 
Statement (l) follows from Theorem 1-16 and the Remark preceding The­
orem 1-16. To prove statement (2), let x be any point in a metric 
space. The complement of x can be expressed as the union of all 
neighborhoods of points of the space different from x which do not 
intersect x. This union is open. Hence the set [x] is closed. 
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Go Products of Compact Spaces 
Definition 1-16. If X is a topological space corresponding 
a 
to an element a in an indexing set A, the Cartesian product TT X 
a£A a 
is the set of all functions defined on A such that f(a) £ X for 
a 
each a in A. Let F be some finite subset of A and let U be 
a 
an open subset of X for every a £ F with U = X for every 
a a a 
a £ A - F. A basis for the product topology of TT X is the col-
a£A a 
lection of all subsets of TT X that are of the form TT U . 
a£A a a£A a 
TT X , together with the product topology, is called the "product 
a£A a 
space." 
Theorem 1-21. (Tychonoff) The Cartesian product of any collec­
tion of compact spaces is compact, relative to the product topology. 
Proof. See [3] page 25, or [2] page 143. 
Example 1-4. A compact space which is not sequentially compact. 
Let X = TT Ia> where I is the unit interval [0, l] with the 
„ -r a a 
ael 
topology of E
 0 Impose the product topology on X. A sequence of 
functions {fn}> where f : I I, must be found so that the sequence 
contains no convergent subsequence,, A sequence {f n} i-n ^ converges 
if and only if it is pointwise convergent in the usual sense on [0, l]. 
To see this, first assume that the limit f = f, where f is in X. 
n 7 
n -* co 
For each n choose x. £ [0, l] for i = 1, 2, n. Then a neigh-
i n 
borhood containing f is a set U = [g : |g(x^) - f(x^)|< e]. Hence 
if for sufficiently large N, n larger than N implies that f £ U. 
Then 
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|fn(x.) - f(x.)| < £ . 
Any point in I may be included in the collection {x^}> hence { n^} 
converges pointwise in the usual sense. Clearly if {^n} converges 
pointwise to f, f^ £ U for any choice of {x^_}?_1 • New a sequence 
of functions from I into I will be constructed which does not con­
tain a pointwise convergent subsequence. 
Let Q be the set of all sequences of positive integers. This 
set has power c; hence there exists a one-to-one function h : I •+ Q 
Let the sequence {f^} be defined as follows: For each x in I, 
consider h(x) = [ k }, and let 
fO, if n is even] 
f i(x) = 
II, if n is odd J 
where n is the first integer such that i = k . 
f^(x) = 0 , if i j£ k for every n . 
Let [f ] be any subsequence of {f }. Then if h - 1({n }) = y, 
n 
r 
Hence f n (y) fails to converge, so that {fnr} i-s no"t pointwise con­
vergent on I. Hence [f n } cannot converge in the product space X. 
But X is the product of compact spaces and is compact by Theorem 1-21 
Therefore X is an example of a space which is compact, but not sequen­
tially compact. 
2 3 
H. Continuous Transformations of Compact Spaces 
Theorem 1 - 2 2 . The continuous image of a compact space is a 
compact space. 
Proof. Let X be a compact space and let f be a continuous 
mapping of X onto Y. We wish to show that Y Is compact. Consider 
an open covering {U } of Y. The collection {f~1(U )} is an open 
a a 
covering of X, since f is continuous. Therefore there exists a 
finite subcovering { f 1 (Ua.)} of X. Then {f[f - 1 (U a >)]} is a 
finite subcovering of Y. Hence Y is compact. 
Theorem 1 - 2 3 . The continuous image of a countably compact space 
is a countably compact space. 
Proof. Clearly the above proof will be the same in the case of 
a countable collection . 
Theorem 1 - 2 4 . If X is B-compact and if f is a continuous 
one-to-one function and if f ( x ) = Y, then Y is B-compact. 
Proof. Let A be an infinite subset of Y, Then f - 1(A) is 
an infinite subset of X, and therefore has an accumulation point p 
in X, Consider a nei ghborhood U of f(p). f - 1(U) is a neighborhood 
of p. Hence there exists a point x ^  p such that x £ f - 1(A) ' I f - 1(U). 
But f(x) ^ f(p), since f is one-to-one. Therefore f(x) is a point 
of A in U different, from p. Consequently f(p) is an accumulation 
point of A. 
Definition 1 - 1 7 . A mapping f ( x ) = Y is said to be open 
(closed) if for each open (closed) set U in X, f ( u ) is open 
(closed) in Y. 
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Theorem 1-25. Let X be a locally compact space and let f 
be an open, continuous function from X onto a Hausdorff space Y. Then 
Y is locally compact. 
Proof. Let y be a point of Y, and let x £ f - 1(y). Let U 
be an open set containing x such that U is compact. Then since f 
is open and continuous f(U) is an open set containing y and f(U) is 
compact. Since Y is Hausdorff, f(U) is closed, and by continuity 
f (U) C Z f W . But f(U) contains f (U); hence f ( u ) = f(U) . f ( u ) is 
a neighborhood of y whose closure is compact. Hence Y is locally 
compact. 
Example 1-5. A B-compact space whose image under a continuous 
mapping is not B-compact. 
Let X be the set of positive integers with the topology on the 
same as in Example 1-1. Let Y be the set of positive integers with 
the topology in which every subset of Y is open (the so-called discrete 
topology) . Let f : X -> Y be defined by 
f(2n) = n, f(2n - l) = n ; n = 1, 2, 3, ... 
This function is continuous, since the inverse images of open sets are 
open. X is B-compact, as noted previously; but Y is not,since there are 
no accumulation points in Y. 
Example 1-6. A locally compact space whose image under a contin­
uous function is Hausdorff but not locally compact. 
First it will be shown that any space X with the discrete top­
ology is locally compact. Let x be any point of X. Then {x} is 
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an open set containing X with a compact closure. Hence X is lo­
cally compact. Also any function f defined on X with range in any 
topological space is continuous. This is true since f - 1(U) is open 
in X regardless of the nature of f and U. To give the desired 
example, we need only to display a space Y which is not locally com­
pact. Then let X be the same set of points as Y with the discrete 
topology on X. Let the function f be the identity mapping, f : X-*• Y, 
where f(x) - x for each x in X. 
Let Y be the set of all points in the Euclidean plane which 
are on the lines y = l/n and which are in the unit square. Also in­
clude the point (l/2, 0 ) . Let Y have the topology inherited from the 
plane. Y is not locally compact, for no neighborhood of (l/2, 0) con­
tains a compact closure. This is true since each neighborhood will con­
tain at least one sequence of points which converge to a point on the 
real line different from (l/2, 0 ) . Hence Y is not locally compact 
and the example may be constructed. 
Definition 1-18, Let f be a function defined on an arbitrary 
topological space X with values in E 1 (one-dimensional Euclidean 
space). Then f is said to be upper semi-continuous at a point x in 
X, if for every £ > 0 there exists an open set U containing x 
such that 
f(y) - f(x) < £ 
for every y in U. f is said to be lower semi-continuous at x if 
for every £ > 0 there exists an open set U containing x such that 
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f(x) - f(y) < e 
for each y in U. 
A function is said to be upper semi-continuous (or lower semi-
continuous) on X if it has the property at each point. 
Theorem 1-26. Let X be a compact space. Let f be a real-
valued function defined on all of X. If f is upper semi-continuous 
on X, then f attains a maximum value on X. If f is lower semi-
continuous, f attains a minimum value on X. 
Proof. The first conclusion will be proved. The proof of the 
second is analogous in an obvious way and will be omitted. 
Let A = sup {f(x) : x e X}. It will be shown that an x in 
X exists such that f( x 0) = A. Suppose first that A is infinite. 
Then there exists a sequence of points { x n} °f elements in X such 
that limit f(x ) = °° . The sequence [x } is a net in X and since X 
n -> oo n 
is compact, there exists a subnet [x n : e e E] converging to a point 
x in X. That is, {x n : e £ E} has the property that: 
0
 e 
(a) for each positive integer i, there exists an e Q in E 
such that for e > e Q (e £ E), n e > i; 
(b) for each open set U containing X q there exists an e' 
such that for e > e', x n £ U. 
e 
Let £ > 0 be given. Let U be a neighborhood of X q such that 
f(x) - f(x ) < £ for x £ U. Let e„ be a member of E such that 
o l 
e > e implies that x £ U. Now there exists an integer N such 
1
 e 
that for n > N, f(x ) > f(x ) + e, since limit f(x ) = » . Let 
n - o
 n ^ O 0 n 
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e 0 be a member of E such that for e > e n, n > N. Then for e > e. 2 — 2 ' e — l 
and e > e g, f(x n ) - f(*0) < £ and f(x n ) > f(x Q) + e. This con­
tradiction proves that A must be finite. 
Let be a point of f(X) such that A - l/n < y^ for each 
positive integer n. Let x^ e f - 1(y n) f° r each n. The sequence 
{ x n} is a net in X, and hence contains a subnet {x n : e £ EJ con­
verging to a point X q in X. For each £ > 0 there exists an integer 
N such that [A - f(x )[ < £ for n > N. Also there exists an e„ 
in E such that for e > e„, n > N. Hence lA - f(x„ )[ < £ for 
— l' e — n e 
e > e . By the upper semi-continuity of f, there exists a neighbor­
hood U of x such that f(x) - f(x ) < £ for x £ U. Also there 
o o 
exists an element e of E such that e > e implies that x n £ U. 
2 2 u e 
For e > e 1 and e > e P , A - f ( x n ) < £ and f(x n ) - f(x ) < £ . 
x ^ J Je e 0 
Hence 
A - £ < f(x ) + £ . 
o 
Since this is true for every £ > 0, it follows that A < f(x ). But 
also f(x ) < A. Hence f(x ) = A. 
o — o 
Theorem 1-27, Let X be a sequentially compact space. Let f 
be a real-valued function defined on all of X. If f is upper semi-
continuous on X, then f attains a maximum value on X. If f is 
lower semi-continuous on X, f attains a minimum value on X. 
Proofo The proof of this theorem is identical to the proof of 
the previous theorem, except a convergent subsequence is used in place 
of a convergent subnet. 
CHAPTER II 
COMPACT MAPPINGS 
A, Compact Mappings and Equivalences 
Definition II-l. Let f be a mapping (continuous function) 
from a topological space X onto a topological space Y. The mapping 
f is said to be compact if for each compact subset K of Y, f -1(K) 
is a compact subset of X. 
Theorem 11-1. If X is a compact space and if f(X) = Y is a 
mapping with Y a Hausdorff space, then f is compact. 
Proof. Let K be a compact subset of Y. Since Y is Hausdorff, 
K is closed. By the continuity of f, f"1(K) is closed. Since f _ 1(K) 
is a closed subset of a compact space, it is compact. 
Remark. A set is said to be conditionally compact if its closure 
is compact. 
Theorem II-2. Let f ( x ) = Y be a mapping and assume that X and 
Y are Hausdorff spaces. Then f is compact if and only if the images 
of nonconditionally compact sets under f are nonconditionally compact. 
Proof. (l) Suppose f is compact. Let K be a noncondition­
ally compact set in X. (K is not compact.) Suppose f(K) is compact. 
Then f-1[f(K)] is compact and contains K since f"1[f(K)] is closed. 
But K is a closed subset of f_1[f(K)] and is hence compact. This 
contradiction shows the invariance of nonconditional compactness. 
(2) Suppose that the invariance holds. Let K CZ Y be compact 
and assume that f 1(K) is not compact, f 1(K) is closed since K 
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is closed. Hence f - 1(K) = f~1(K) is not compact. But by the in-
variance of nonconditional compactness, f[f - 1(K)] = K is not condi­
tionally compact. This is false since K = K. Hence f is compact. 
Definition II-2. Let f(X) = Y be a mapping. A subset A of 
X such that A = f - 1[f(A)] is called an inverse set. If G is open 
In X, G q will denote the set of all points x in G such that 
f- 1[f(x)]CIG. 
Remark. G is an inverse set. 
o 
Lemma II-3. If f is closed and if G is an open set in X, 
then G and f (G ) are open, 
o o' r 
Proof. G q = {f _ 1(y) : f _ 1(y) C Z G , y £ YJ. X - G is closed; 
hence Y - f ( x - G ) is open. It will be established that f ( G ) -
Y - f (X - G ) . Let y £ f (G ) . Then f _ 1(y) CZ G , and f _ 1(y) f) (X - G ) 
is empty. Since f~1(y) is an inverse set, {y} f) f(X - G ) is empty 
and y £ Y - f(X - G ) . This shows that f ( G ) C Y - f(X - G ) . Now let 
y £ Y - f(X - G ) . The inverse of y is completely contained in G . 
Hence f - 1(y) C TG q and y £ f (G ). This establishes the equality. It 
follows that f ( G Q ) is open. But f - 1 [ f ( G O ) ] - G Q , which is open by 
the continuity of f. 
Theorem II-4. If f(X) = Y is a closed mapping and if for each 
y £ Y, f - 1(y) is compact, then f is compact. 
Proof. Let K be a nonempty compact subset of Y and let p 
be an open covering of f - 1(K) . Let y £ K. A finite subcovering J3^ 
of J3 covers f - 1(y), since by hypothesis f - 1(y) is compact. Let 
U y be the union of all elements of p . and f(Up are open by 
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Lemma II-3. The collection 
[f(Uy) : y £ K} 
is an open covering of K which is reducible to a finite subcovering. 
Hence a finite subcovering from the collection { u y : y £ K] covers 
f _ 1(K) since f _ 1[f(U y)] = U y. But each U y is covered by the union 
o o o 
of only a finite number of elements of p. Therefore a finite subcover 
ing for f _ 1(K) may be extracted from | 3 . 
Theorem II-5. If f(X) = Y is a compact mapping and Y is a 
locally compact Hausdorff space, then f is closed and point inverses 
are compact. 
Proof. It is obvious that point inverses are compact. It will 
be shown that f is closed. Let F be a closed subset of X and 
suppose that y $-f(F) is an accumulation point of f(F). Since Y 
is locally compact, an open set G exists such that y £ G and G is 
compact. Now suppose f(F) f] G were compact; then there exist open 
neighborhoods U and V of f(F)fl G and y respectively such that 
V is empty. This is true since Y is a Hausdorff space. But 
( c f l v ) ( 1
 f ( F ) e v r i [ G n f ( F ) ] e v H u = 0 . 
However (G n v ) n f(F) is not empty since G I I V is a neighborhood 
of y. Hence G n f(F) is not compact. Since G is compact, f -1(G) 
is compact; and F f l f -1(G) is compact by Theorem 1-12. Also 
fCF D f - 1(G)] = f ( F ) D G. Hence f(F)f| G is compact. This contra­
diction proves the theorem. 
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Corollary II-6. Let f be a mapping from X onto Y and 
assume that Y is a locally compact Hausdorff space. A necessary 
and sufficient condition for f to be compact is that f be closed 
and that point inverses be compact. 
Proof. The necessity follows from Theorem II-5, and the suffi­
ciency follows from Theorem II-4. 
Theorem II-7. Let f(X) = Y be a compact mapping from a first 
countable space X to a first countable space Y. Then f is closed. 
Proof. Let F be a closed subset of X. Let y be an accumula­
tion point of f(F) and let {v^} be a sequence of points in f(F) 
which converge to y. Consider the compact set K = [y ; y]. Since 
-1, 
f is compact f (KJ is compact. Let x^ be chosen such that 
x^ e f _ 1(y^) Pi F o The sequence {*^ } contains a subsequence [x^ } 
which converges to a point x in f _ 1(K). Then f(x. } = y. and by 
n n 
continuity limit f(x* ) = f(x) = y. Hence y e f(F) and f(F) is 
n -» oo n 
closed. 
Corollary II-8„ If f ( x ) = Y is a mapping from a first count­
able space X to a first countable space Y, then f is compact if 
and only if f is closed and point inverses are compact. 
Proofo (l) Assume that f is compact. Then clearly point in­
verses are compact, and f is closed by Theorem II-7. 
( 2 ) Assume that f is closed and that point inverses are com­
pact. Then f is compact by Theorem II-4. 
Theorem 11-9. Let f ( x ) = Y be a compact mapping from a first 
countable space X to a first countable Hausdorff space Y. For 
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any y e Y and any open set U containing f - 1(y), y is interior 
to f(U). 
Proof•> Suppose that there exists an open set U containing 
f _ 1(y) for which y £ int f (U). Then there exists a sequence { v ^ } 
of elements of Y - f ( U ) such that { v ^ } converges to y. The set 
K - [y^ j y} is compact and f _ 1(K) is compact. Let x^ £ f - 1(y^) 
for each i„ x. £ U for each i and furthermore fx.] contains a 
I i-> 
convergent subsequence [XJ_ }. Let [x^ } converge to x; then f(xi^} 
converges to f(x) which must equal y. But x | U and f " 1 ( y ) c Z T U . 
This is a contradiction which implies that y £ int f ( U ) . 
Remark. Theorems II-1, II-2, II-7, and II-9 of this section may 
be found in [4]„ TheoremsII-4 and II-5 may be found in [5], 
Example II-l. Every polynomial P ( z ) = a n z n + ••• + a 1 z + a Q 
defined on the complex plane is a compact mapping. To see this, con­
sider a compact subset K of the complex plane. By Theorem 1-19 K is 
closed and bounded, and it will be shown that P - 1(K) is also closed 
and bounded. By the continuity of P, P - 1(K) is closed. Assume that 
P _ 1 (K) is not bounded and let {z^} be a sequence of points in P"1(K) 
which has an infinite limit. But 
| P ( z . ) I = | a z 1? + 0 * 9 + a, z. + a | 
l 1 n I l l o 1 
= I z 1 ? ! | a + a n _ 1 z 7 l + o » * + a z . n | . 
1
 l 1 n n 1 l o i 
As z ^ approaches infinity, the term | z ? | approaches infinity and the 
term 
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l a n + an-i z _ 1 + + a o z " " l 
approaches I a n I • Hence |p(z^)( has an infinite limit. This con­
tradicts the boundedness of K. Therefore P _ 1(K) is bounded, and 
compact by Theorem 1-19. 
Remark. The compact mapping from the complex plane into the com­
plex plane has been studied by G. T. Whyburn and other writers as a gen­
eralization of the polynomial. 
B. Light, Monotone, and Quasi-Open Mappings 
Definition I1-3. A mapping f(X) = Y is said to be light if 
for every y £ Y, f - 1(y) is totally disconnected (i.e., each component 
of f - 1(y) consists of a single point). 
Remark. A component is a maximal connected set. 
Definition II-4. A mapping f(X) = Y is said to be monotone if 
for each y £ Y, f - 1(y) is a continuum (a compact, connected set). 
Definition II-5. A mapping f(X) = Y is said to be quasi-open 
if for each y £ Y and any open set U containing a compact component 
of f _ 1(y), then y is interior to f(U). 
Theorem 11-10. If f(X) = Y is a compact monotone mapping from 
a first countable space X to a first countable Hausdorff space Y, 
then f is quasi-open. Furthermore if f is quasi-open and monotone 
and if X is locally compact, second countable, and Hausdorff with Y 
first countable and Hausdorff, then f is compact. 
Proof. (l) Assume that f is compact and monotone. Let 
y £ Y. Since f is monotone, f'1(y) contains one and only one 
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compact component. By Theorem II -9 , for any open set U containing 
this compact component, y £ int f(U). Hence f is quasi-open. 
( 2 ) Assume that X is locally compact and that f is monotone 
and quasi-open. Let K be a compact subset of Y and let {x.J be a 
sequence of points in f _ 1(K). It will be shown that {x .J contains a 
convergent subsequence. Now the sequence {f(x^)} in K contains a 
subsequence converging to y £ K and for convenience this subsequence 
will be denoted by {f(x^)}. Let U be an open set containing f - 1(y) 
such that U is compact. Such a set exists by Theorem 1-10. Since f 
is quasi-open all but a finite number of the sets f - 1[f(x^)] intersect 
U, for otherwise the neighborhood int f(U) of y excludes an infinite 
number of f(x.). It will be shown that all but a finite number of 
1 
f" 1[f(x^)D are contained in U. Suppose not. Then by the connectedness 
of each f _ 1[f(x ^ ) D there exists a sequence { z n} such that 
z^ £ f _ 1[f(x^) FL (U - U ) . But U - U is compact; hence a subsequence 
(z } converges to z £ (U - U). But {f(z n )} converges to y = f(z). 
J J 
Hence z £ f~1{y) fl U, and this is a contradiction. If all but a finite 
number of f - 1[(x ^ ) D are contained in U, then all but a finite number 
of {x .J are contained in U fl f _ 1(K). Since by Theorem 1-12 
U fl f - 1(K) is compact, some subsequence of {x^} is convergent to a 
point in U f| f - 1(K). This proves that f _ 1(K) is compact. 
Corollary 11-11. Let f(X) = Y be a monotone mapping from a 
locally compact, second countable, Hausdorff space X to a first count­
able Hausdorff space Y. Then f is compact if and only if f is 
quasi-open. 
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Proofo The corollary follows immediately from Theorem 11-10. 
Theorem 11-12. If f(x) - Y is a compact, monotone mapping from 
a first countable space X to a first countable space Y, then the 
inverse of a continuum in Y is a continuum in X. 
Proof. Let K be a continuum in Y, Clearly f - 1(K) is com­
pact. It must, be shown that f _ 1(K) is connected. Let S± U S 2 = 
f _ 1(K) be a separation for f _ 1(K). f" 1[f (S 1 ) ] = S since otherwise 
some f _ 1[f(x)] is separated. Hence f(S f] S ) = f(S ) fl f{S ) = 0 . 
1 2 1 2 
But f (S 2 ) = f(S 2) since f is closed. Hence f(S 1) 0 f(S 2) = 0. 
Likewise, f(S ) f l f(S g) = 0 and also K = f(S 1) U f(S 2). Hence 
f ( S 1 )U f(S 2) is a separation for K, and this is a contradiction. 
Therefore f _ 1(K) is connected and is a continuum. 
Remark,, The hypothesis on X in Theorem 11-12 is needed to 
insure that f is closed. By Theorem II-5, the hypothesis on X 
could be replaced by the requirement that Y be a locally compact 
Hausdorff space. Also a hypothesis that f be closed could be used. 
Remark. Theorems 11-10 and 11-12 in this section may be found 
in [4]. 
C. Invariance of Local Compactness 
Theorem 11-13. If f(X) = Y is a compact mapping from a locally 
compact first countable space X to a first countable Hausdorff space 
Y, then Y is locally compact. 
Proof. Let y e Y. It must be shown that there exists an open 
set containing y whose closure is compact. f _ 1(y) is compact and by 
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Theorem 1-10 there exists an open set U containing f _ 1(y) such 
that U is compact. Also by Theorem II-9, y £ int f(U). Since 
f ( u ) is a closed subset of Y and since f is continuous, f ( u ) = 
f ( u ) j and this set is compact. Hence int f ( u ) is an open set con­
taining y whose closure is contained in f(U) and is therefore 
compa ct. 
Theorem 11-14. If X is locally compact, and if f is a 
quasi-open mapping such that f ( x ) = Y with Y a Hausdorff space, 
and if for each y £ Y, f _ 1(y) contains a compact component, then 
Y is locally compact. (Such a mapping is called effectively quasi-
open .) 
Proof. Let D be a compact component of f" 1(y). Then by 
Theorem 1-10, there exists an open set U such that U is compact 
and D C U 0 Since f is quasi-open, y £ int f (U) . Since f Is 
continuous, f(U)CT f(U). Also since Y is Hausdorff and f(U) is 
compact, f(U) is a closed set containing f(U). Hence f ( u ) - f ( u ) . 
y £ int f ( u ) = int f ( u ) and f ( u ) is compact. It follows that Y is 
locally compacto 
Remark. Theorem 11-13 may be found in [4]. Theorem 11-14 may 
be found in [o]. 
D. Compact Mappings and Homeomorphisms 
Definition II-6. A mapping f ( x ) = Y is called a homeomorphism 
if f is one-to-one and open. It is equivalent to say that f is one-
to-one and f - 1 is continuous. 
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Theorem 11-15. If f ( x ) = Y is a homeomorphism, then f is 
compact. 
Proof. Let K CZ'Y be compact. Let p be an open covering of 
f - 1(K). The collection {f(U) : U £ p j is an open covering of K and 
hence has a finite subcovering {f(U^) : u\ e p, i = 1,2,..., n}. But 
f_1[f(u\)D = L \ since f is one-to-one. It follows that [u.J covers 
f - 1(K) . 
Theorem 11-16. If f ( x ) = Y is a compact, one-to-one mapping 
from a first countable space X to a first countable Hausdorff space 
Y, then f is a homeomorphism. 
Proof. It will be shown that f is open. Let 0 be an open 
set in X and let y ef (o) . f_:L(y) CZ 0 since f is one-to-one. By 
Theorem II-9 y £ int f(0). Hence each point of f(0) is interior to 
f(O), and this implies that f(o) is open. 
Theorem 11-17. Let f ( x ) = Y be a compact mapping and suppose 
that K, a subset of X, is either closed or an inverse set. Then 
f r , i.e., f restricted to K , is compact. 
Proof. Let C be a compact subset of f(K). Now C is also 
a compact subset of Yj hence f - 1(C) is a compact subset of X. If 
K is closed, f-1(C)n K is compact by Theorem 1-12. If K is an in­
verse set f _ 1(C) f| K = f - 1(C). But f'^C) = f"1(C) D K in any case. 
IK 
Hence f i is compact under either of the prescribed conditions. 
IK 
Corollary 11-18. Let f ( x ) = Y be a compact mapping from a 
first countable space X to a second countable Hausdorff space Y. 
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Let K be the set of points in X for which f is one-to-one when 
restricted to K. Then FI is a homeomorphism. 
IK 
Proof. Clearly K is an inverse set; hence f| is compact 
by Theorem 11-17. Also FR is a homeomorphism by Theorem 11-16. 
IK 
Theorem 11-19. Let f(X) = Y be an open mapping from a second 
countable Hausdorff space X to a space Y. Suppose further that to 
each y in Y, f _ 1(y) consists of exactly k points (i.e., f is 
a k-to-one mapping), then f is compact. 
Proof. First it will be shown that f is a local homeomorphism; 
i.e„, for each point x in X, there exists a neighborhood of x on 
which f is a homeomorphism. To show this, it is only necessary to 
show that there exists a neighborhood of x on which f is one-to-one. 
For a given x in X, consider the k points of f _ 1[f(x)]. Con­
struct k disjoint neighborhoods U , U , ..„, U, such that each of 
1 2 K 
the k points of f_:L[f(x)] is in one and only one of the neighbor-
k 
hoods. Let V = P| f(U.) and let V. = U. fl f"1(V) for each i. i=i I i i 
Assume that x e V ; then it is claimed that f is one-to-one on V^. 
If there were two points y and z in such that f(y) = f(z), 
then f _ 1[f(y)] contains two points in V and one point in each 
of the other k - 1 neighborhoods. Hence f is at least (k + l)-to-
one at f(y). This contradicts the hypothesis and proves that f is 
a local homeomorphism. 
Now it will be shown that f is compact. Note that Y is also 
second countable, since the collection [f(U.)} is a countable basis 
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for Y, where is a countable basis for X. Let K be a compact subset 
of Y and let fx .J be a sequence of points in f _ 1(K). The se­
quence £f(x^)} contains a subsequence converging to a point y in 
K and assume for convenience that this subsequence is denoted by 
[f(x^)}. The set f _ 1(y) is exactly k points and will be denoted 
by {zj^, z 2, ..., z^}. Consider a linearly ordered, countable basis 
of neighborhoods of z . (That such a basis exists was shown in the 
proof of Theorem 1 - 8 . ) Either there is at least one member of { x ^ } 
in each of these neighborhoods or else there is some neighborhood 
V 1 which contains no members of fx.]. In the first case a subse-
quence of [ x ^ J converges to z± in f _ 1(K) and the theorem is 
proved. If the second case holds, consider z^ with the same pro­
cess. Continue by induction until either a convergent subsequence is 
found or else the set f - 1(y) is exhausted. But the second case can-
, k .
 1 
not occur, since the set f(i=i V ) would be an open neighborhood of 
n i 
y which contains no points of {f(x^)}. Hence one of the points z^ 
is the limit of some subsequence of { x ^ } . 
EO The Factorization of Compact Mappings 
Theorem 11-19. If f^X) = Y and fg(Y) = Z are compact map­
pings, then the composition f = f f is a compact mapping from X 
onto Z. 
Proof. Let K be a compact subset of Z. Then f ^(K) is 
compact if f is compact and f~ 1[f~ 1(K)] is compact by the com-
<J 1 2 
pactness of f^ But f^1[f^1(K)] = f _ 1 (K). Hence f is compact. 
Definition II-7. Let f(X) = Y be a mapping from a topological 
space X to a topological space Y. Two mappings f±(X) = M and 
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f (M) = Y such that f(x) = fSfAx)! for each x in X is called 
2 « l 
a factorization of f. The topological space M is called the middle 
space of the factorization. 
Theorem 1-20. Let f ( x ) = Y be a compact mapping from a space 
X to a space Y. Let f f 1 be any factorization of f such that the 
middle space f (X) = M is Hausdorff. Then f and f are compact. 
Proof. Let K be a compact subset of Y. Then since f is 
compact f - 1(K) is compact. Furthermore f1[f~1(K)J is compact. But 
f 1[f" 1(K)] = f 1[f^ 1[fg 1(K)]] = f'^K), so that f" 1^) is compact. 
Hence f is compact. Let C O be compact. f„(C) is compact by 
2 2 
continuity and f" 1[f 2(C)] is compact by the compactness of f. Also 
f - 1[f (C)]Z) f - 1(C) . But f _ 1(C) is closed since C is closed in M. 
2 1 1 
f^{C) is then a closed subset of a compact set and is hence compact. 
Theorem 11-21. (Metrization Theorem) For every second countable, 
regular, T space X there exists a metric defined on X which gen­
erates the topology of X. 
Proof. See [l], page 122, or [2], page 125. 
Lemma 11-22. Let f(X) = Y be a compact, mapping from a separa­
ble metric space X to a H a u s d o r f f space Y. If U is any 
open set of X with U Q the union of all components of f - 1(y) con­
tained in U for y £ Y, then U q is open in X. 
Proof. Assume the lemma is not true. Then for some p £ U , 
r
 o 
there exists a sequence of points {p^} in X - U q which converges 
to p. Let C^ be the component of f - : L[f(p^)I] which contains p^. 
Then p £ lim inf (C.), since each neighborhood of p contains all 
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but a finite number of {p^} and hence intersects all but a finite 
number of {c.}. K = (f(p^) ; f(p)} is compact and since f is 
CO. 
compact, f.-1(K) is compact. Also Ch is contained in f - 1(K) 
I CO. 
so that Ch is compact. Hence the conditions of Theorem (9.12) 
on page 12 of [ 6 ] are satisfied. From the conclusion of that theorem, 
lim sup (Ch) -- the set of all points arbitrary neighborhoods of which 
intersect infinitely many Ch is connected. For each element x in 
lim sup (C.) a subsequence fx- } exists such that x- £ and 
1 13 j J 
fx^ } converges to x. By continuity, f(x) = f(p); hence lim sup(Ch)(Z 
j 1 
f 1Cf(p)]. Since p^ £ U , C^CJIU. A sequence {x^} such that 
x^ £ Ch D (X - U) may be chosen, and by the compactness of f _ 1(K) 
some subsequence of { x ^ } converges to a point x in lim sup (Ch). 
But x | U so that lim sup (Ch) U. Consequently the component of 
f-1[f(p)Ii containing p is not contained in U. But this contradicts 
p £ U . The contradiction proves the lemma. 
Theorem 11-23. Any compact mapping f(x) = Y from a separable 
metric space X to a H a u s d o r f f space Y admits a factorization 
f = f fh, where fh is compact and monotone and f is compact and 
light. 
Proof. First the middle space M will be constructed. A point 
of M is defined to be a component of f - 1(y) for some y in Y. A 
subset U of M is open if the same set of points as a subset of X 
is open. Clearly M with the prescribed open sets is a topological 
space. It will be shown that M is a regular, second countable ^ 
space. 
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Let a be a point of M. If A is the corresponding set of 
points in X, then A is closed by the continuity of f. Hence X - A 
is open, and the set C in M corresponding to X - A is open. But 
[a] = M - C. Hence {a} is a closed set, and M is T . 
It will be verified that M is regular. Let p e M and let U' 
be an open set of M containing p. Let P and U be the corresponding 
sets in X. By the regularity of X, for each point q £ P there exists 
a neighborhood V of q such that q 6 V C V CZU. The collection 
* q q q 
[V : q £ P] is an open covering of the compact set P. Extract a 
q
 lnJ finite subcovering {V Q } and define V = V . V has the prop­yl Qi 
erty that P C V C V C u . Let V q be the set of all points in M 
whose correspondents are in V. Then by Lemma 11-22 and the definition 
of open sets in M, V is open. Clearly p £ V . It will be shown 
that V d U'. Let q be a point of M - U 7 and let Q be the cor-
o 
responding set of X. Then Q CI X - U. For each point t £ Q, there 
exists an open set containing t which does not intersect V, for V 
is a subset of U„ Let W be the union of all such open sets for t vary­
ing over Q . w is an open set containing Q which fails to intersect 
V. Let W q be the set of all points in M which have correspondents 
in X contained in W„ W q is an open set containing q which fails 
to intersect V . Hence no point of X - U is an accumulation point 
of V . Therefore V CZ U y, and- 'M is regular. 
o o ^ 
To show that M is second countable, let {R^ } be a countable 
basis for X u For any finite set of positive integers n., n p, n, 
k 
define R(n 1, n g, n^ ) = RN . Let R^n^ n g, ..., n^) be the 
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subset of M consisting of all points of M whose correspondents are 
contained in R(n 1 ? n , . .., n, ) , Then by Lemma 11-22 each R (n , 
1 <> K 0 1 
n,) is an open set in M. Let p £ M and let U ; be an open set 
K 
containing p. Let P and U denote the corresponding sets in X. 
F^ -r each t £ P there exists a member R^ of the countable basis such 
that t £ R. CZU„ The collection [R^ : t £ P] covers P, and since l l •> 
P is compact a finite subcovering exists. Let R(i 1, i 2, i ) = 
n
 t t 
U k k 
R. , where [R. ] is the finite subcovering. Then PCIR(i 1, i , 
i ) C U. Then p £ R (i , i , i ) C U ' o Thus the sets R 
n ^ o i7 2' ' n o 
form a countable basis for M. The space M, then is a regular second 
countable T space, and by Theroem 11-21 M is a separable metric 
space. 
For each x £ X, let f (x) be the element of M whose cor-
' l 
respondent contains x. For each p £ M, let f2(p) = fCf^ Cp)]* By 
the definition of open sets in M, f is continuous. Furthermore f 
is closed. To see this, let K be a closed subset of X. Then 
M - f (K) is the set of all elements y of M such that f'My) 
X - K. Hence M - f^K) is open in M. Therefore f (K) is closed 
and f is closed, 
l 
Now it will be shown that f is continuous. Let C be a 
2 
closed subset of Y. Then f - 1(C) is closed in X and f±Li~ 
is closed in M. But f - 1(C) = f [f-1(C}]]. Hence f is continuous. 
For each y in M, f^1(y) is a compact component and is hence a con­
tinuum. Thus f is monotone. Both f 1 and f g are compact by 
44 
Theorem 11-20. Let y £ Y and suppose that f ^ W contains a com­
ponent K consisting of more than a point. Since f is compact, K 
is a continuum. Then f" 1^) is a continuum by Theorem 11-12 and is 
hence contained in one and only one component of f - 1(y). By defini­
tion of f ± , f^f' 1^)] = K is a single point. From this contradiction, 
it follows that f is light. 
Remarko The theorems of this section may be found in [43. 
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