Abstract. We establish high energy L 2 estimates for the restriction of the free Green's function to hypersurfaces in R d . As an application, we estimate the size of a logarithmic resonance free region for scattering by potentials of the form V ⊗ δ Γ , where Γ ⊂ R d is a finite union of compact subsets of embedded hypersurfaces. In odd dimensions we prove a resonance expansion for solutions to the wave equation with such a potential.
Introduction
Scattering by potentials is used in math and physics to study waves in many physical systems (see for example [7] , [14] , [22] , [23] and the references therein). Examples include acoustics in concert halls and scattering of light by black holes. One case of recent interest is scattering in quantum corrals that are constructed using scanning tunneling microscopes [4] [10] . One model for this system is that of a delta function potential on the boundary of a domain Ω ⊂ R d (see for example [2] , [4] , [10] ). In this paper, we study scattering by such a delta function potential on hypersurfaces Γ ⊂ R d .
We assume that Γ ⊂ R d is a finite union of compact subsets of embedded C 1,1 hypersurfaces; that is, it is a union of compact subsets of graphs of C 1,1 functions. The Bunimovich stadium is an example of a domain in two dimensions which has boundary that is C 1,1 , but not C 2 . We let δ Γ denote the surface measure on Γ, considered as a distribution on R d , and take V to be a bounded, self-adjoint operator on L 2 (Γ). For u ∈ H 1 loc (R d The imaginary part of a resonance gives the decay rate of the associated resonant states. Thus, resonances close to the real axis give information about long term behavior of waves. In particular, since the seminal work of Lax-Phillips [14] and Vainberg [21] , resonance free regions near the real axis have been used to understand decay of waves.
In this paper, we demonstrate the existence of a resonance free region for delta function potentials on a very general class of Γ. 
Remarks:
• These bounds on the size of the resonance free region are not generally optimal, for example in the case that Γ = ∂B(0, 1) ⊂ R 2 . In [12] , the first author uses a microlocal analysis of the transmission problem (1.7) to obtain sharp bounds in the case that Γ = ∂Ω is C ∞ with Ω strictly convex.
• In the smooth, strictly convex case, scattering in other types of transmission problems was considered in [9] and [15] .
Let R 0 (λ) be the analytic continuation of the outgoing free resolvent (−∆ − λ 2 ) −1 , defined initially for Im λ > 0. Theorem 1 follows from bounds on an operator related to the free resolvent. In particular, we study the restriction of R 0 (λ) to hypersurfaces Γ ⊂ R d . Let γ denote restriction to Γ, and γ * the inclusion map f → f δ Γ . Let G(λ) : L 2 (Γ) → L 2 (Γ) be obtained by restricting the kernel G 0 (λ, x, y) of R 0 (λ) to Γ, 
G(λ)
Here we set λ = (2 + |λ| 2 ) 3) , respectively, are in general optimal. This follows from the fact that the corresponding estimates for the restriction of eigenfunctions in Section 4 are the best possible. However, it is likely that the factor of log λ is not needed. In Section 3 we prove estimate (1.2) in dimension two without it. Also, for the flat case in general dimensions, the estimate (1.2) holds without it. We also expect that estimate (1.3) holds for C 1,1 strictly convex hypersurfaces, but do not pursue that here.
In the case that Im λ ≥ |λ| 1 2 , respectively Im λ ≥ |λ| 2 3 , the above bounds can be improved upon.
We next use the results above to analyze the long term behavior of waves scattered by the potential V ⊗δ Γ . Theorem 1 implies in particular that there are only a finite number of resonances in the set Im λ > −A , for any A < ∞. We give a resonance expansion for the wave equation
comp , with wave propagator U (t) defined using the functional calculus for −∆ V,Γ . Let m R (λ) be the multiplicity of the pole of R V (λ) at λ, that is the dimension of the set of resonant states with resonance λ, and let D N be the domain of (−∆ V,Γ ) N .
Theorem 4.
Let d > 0 be odd, and assume that Γ ⊂ R d is a finite union of compact subsets of embedded C 1,1 hypersurfaces, and that V is a self-adjoint operator on L 2 (Γ). comp , the solution U (t)g to (1.4) admits an expansion 
Under the assumption that Γ = ∂Ω for a bounded open domain Ω ⊂ R d , and that V and ∂Ω satisfy higher regularity assumptions, we obtain estimates for χE A (t)χg in the spaces
If ∂Ω is of C 1,1 regularity, and V is bounded on H 1 2 (∂Ω), then we show D 1 = D ⊂ E 2 , and convergence in E 2 follows from Theorem 4. For smooth boundaries we show the following.
Theorem 5.
Suppose that Γ = ∂Ω is C ∞ and that V is bounded on H s (∂Ω) for all s. Then the operator E A (t) defined in (1.5) has the following property: for any χ ∈ C ∞ c (R d ) equal to 1 on a neighborhood of Ω, and integer N ≥ 1, there exists T A,χ,N < ∞ so that
In addition to describing resonances as poles of the meromorphic continuation of the resolvent, we will give a more concrete description of resonances in Sections 6 and 7. We show that λ is a resonance of the system if and only if there is a nontrivial λ-outgoing solution u ∈ D loc to the equation
where we define
Here we say that u is λ-outgoing if for some R < ∞, and some compactly supported distribution g, we can write
Moreover, if we assume that Γ = ∂Ω for a C 1,1 domain Ω, and that V :
, we show this is equivalent to solving the following transmission problem with u ∈ H 1 loc (R d ), and
Here, ∂ ν and ∂ ν ′ are respectively the interior and exterior normal derivatives of u at ∂Ω.
The outline of this paper is as follows. In Section 2 we present the definition of −∆ V,Ω and its domain, as well as some preliminary bounds on the outgoing Green's function G 0 (λ, x, y). In Section 3 we give a simple proof of Theorem 2 for d = 2. In Section 4 we establish Theorem 2 for Im λ ≥ 0 in all dimensions, deriving the estimates from restriction estimates for eigenfunctions of the Laplacian. We include a proof of the desired restriction estimate for hypersurfaces of regularity C 1,1 , since the result appears new, and also provide the proof of Theorem 3. In Section 5 we complete the proof of Theorem 2 for Im λ < 0 using the Phragmén-Lindelöf theorem. In Section 6 we demonstrate the meromorphic continuation of R V (λ), give the proof of Theorem 1, and relate resonances to solvability of an equation on Γ, and for Γ = ∂Ω to solvability of (1.7). In Section 7 we give more detailed structure of the meromorphic continuation of R V (λ). We establish mapping bounds for compact cutoffs of R V (λ), and use these to prove Theorems 4 and 5 by a contour integration argument. In Section 8 we prove a needed transmission property estimate for boundaries of regularity C 1,1 .
Preliminaries
2.1. Determination of −∆ V,Γ and its domain. We define the operator −∆ V,Γ using the symmetric, densely defined quadratic form
For Γ a finite union of compact subsets of C 1,1 hypersurfaces (indeed Lipschitz hypersurfaces suffice), we can bound
It follows that there exist c , C > 0 such that
For u ∈ D, by the Riesz representation theorem, we have
, hence u ∈ D, and −∆ V,Γ u is given by the left hand side of (2.1). We thus can write (up to a constant of proportionality)
where finiteness of the second term carries the assumption that
The domain D N ⊂ D is defined for N ≥ 1 by the condition ∆ V,Γ u ∈ D N −1 , and we will recursively define (consistent up to constants with the definition using the functional calculus)
The behavior of u near Γ may be more singular. For general V acting on L 2 (Γ), from (2.1) and the fact that (
However, under additional assumptions on V and Γ we can give a full description of D near Γ.
For the purposes of the remainder of this section we assume that Γ = ∂Ω for some bounded open domain Ω ⊂ R d , and that ∂Ω is a C 1,1 hypersurface; that is, locally ∂Ω can be written as the graph of a C 1,1 function. We assume also that V : 
where ∂ ν and ∂ ν ′ denote the exterior normal derivatives from Ω and R d \ Ω. Thus, in the case
Bounds on Green's function.
We conclude this section by reviewing bounds on the convolution kernel G 0 (λ, x, y) associated to the operator R 0 (λ). It can be written in terms of the Hankel functions of the first kind,
for some constant C d . If d is odd, this can be written as a finite expansion
For x = y this form extends to λ ∈ C, and defines the analytic extension of R 0 (λ). In particular, we have the upper bounds
For d even, and d = 2, the bounds (2.3) hold for Im λ > 0, as well as for the analytic extension to −π ≤ arg λ ≤ 2π. For −π < arg λ < 2π this follows by the asymptotics of H (1) n (z); see for example [1, (9.2. 3)]. To see that it extends to the closed region, we use the relation (valid in all dimensions)
where dω is surface measure on the unit sphere S d−1 ⊂ R d , and e iπ indicates analytic continuation through positive angle π. The bounds (2.3) then follow from the asymptotics of J n (z) and the bounds for Im λ ≥ 0. We also note as a consequence of the above that, for λ ∈ R \ {0}, and any sheet of the continuation in even dimensions,
denotes surface measure on the sphere |ξ| = |λ| in R d .
In the case that d = 2, in (2.3) one need replace |x − y| 2−d by − ln |x − y| in the bounds for |x − y| ≤ |λ| −1 . However, for our purposes we use only the following global bound in case d = 2,
Finally, we observe that since G 0 (λ, x, y) is smooth away from the diagonal, with the singularity at x = y integrable over Γ, it follows that G(λ) is a compact operator on L 2 (Γ) for every λ. This also follows from (7.7).
Estimates for d = 2
In this section we give an elementary proof of estimate (1.2) of Theorem 2 for d = 2. Indeed, we can prove the following stronger result,
Theorem 6. Under the conditions of Theorem 2 the following holds, for
Proof. We use the kernel bounds, for x, y in a bounded set,
By the Schur test and symmetry of the kernel, the operator norm is bounded by the following
First consider Im λ ≤ 0. Then e − Im λ|x−y| ≤ e −d Γ Im λ for x, y ∈ Γ, and since Γ is a finite union of subsets of C 1,1 hypersurfaces the desired bound follows from the following, which holds if Γ is a bounded subset of the graph of a Lipschitz function,
For Im λ ≥ 0, we use instead the bound
Resolvent Bounds in the Upper Half Plane
In this section, we prove Theorems 2 and 3 for Im λ > 0.
We assume that Γ is a finite union of compact subsets of embedded C 1,1 hypersurfaces, with induced surface measure. For f ∈ L 2 (Γ) we use f δ Γ = γ * f to denote the induced compactly supported distribution.
For Im λ > 0 let R 0 (λ) = (−∆ − λ 2 ) −1 be the operator with Fourier multiplier (|ξ| 2 − λ 2 ) −1 . For the proof of both Theorem 2 and Theorem 3 we will estimate
For Im λ > 0, the right hand side (4.1) agrees with the distributional pairing of
−ǫ , and hence by the Plancherel theorem
For |λ| ≤ 2, the uniform bounds
We start by showing that resolvent bounds for λ in the upper half plane can be deduced from restriction bounds for f δ Γ . Indeed, the following equivalence holds with δ Γ replaced by any regular measure supported on a compact set. Lemma 4.1. Suppose that for some α ∈ (0, 1) the following estimate holds for r > 0,
Then, for λ in the upper half plane with |λ| ≥ 2,
where Q λ is as in (4.1).
Proof. Consider first the integral in (4.2) over |ξ| − |λ| ≥ 1. Since |ξ| 2 − λ 2 ≥ |ξ| 2 − |λ| 2 , by the Schwartz inequality and (4.3) this piece of the integral is bounded by
Next, if Im λ ≥ 1, then |ξ| 2 − λ 2 ≥ |λ|, and by (4.3)
Thus, we may restrict our attention to 0 ≤ Im λ ≤ 1 and |ξ| − |λ| ≤ 1. For this piece we use that (4.3) implies
due to the compact support of f δ Γ .
We consider Re λ ≥ 0, the other case following similarly, and write
where the logarithm is well defined since Im(|ξ| − λ) < 0. Let χ(r) = 1 for |r| ≤ 1 and vanish for |r| ≥ 3 2 . We then use integration by parts, together with (4.3) and (4.4) to bound
To conclude the proof of Theorem 2, we need to show that (4.3) holds with α = 1 2 when Γ is a compact subset of a C 1,1 hypersurface, and with α = 1 3 for a compact subset of a strictly convex C 2,1 hypersurface. Since we work locally we assume that Γ is given by the graph x n = F (x ′ ), where by an extension argument we assume that F is a C 1,1 function (respectively C 2,1 function) defined on R n , and we replace surface measure on Γ by dx ′ . By scaling we may assume that |∇F | ≤ 
be supported in the unit ball. By duality, (4.3) with α = 1 2 is equivalent to the following estimate
and for α = . The estimate (4.5) is known as a restriction estimate for eigenfunctions of the Laplacian. L p generalizations in the setting of a smooth Riemannian manifold, with restriction to a smooth submanifold, were studied by Burq, Gérard and Tzvetkov in [6] . The L 2 estimates, again in the smooth setting, were noted by Tataru [19] as being a corollary of an estimate of Greenleaf and Seeger [13] . These estimates were generalized to the setting of restriction to smooth submanifolds in Riemannian manifolds with metrics of C 1,1 regularity by Blair [3] . In making a change of coordinates to flatten a submanifold the resulting metric has one lower order of regularity, thus the estimates of [3] do not apply directly to C 1,1 submanifolds, and so we include here the proof of the L 2 estimate on C 1,1 hypersurfaces of Euclidean space. The estimate for strictly convex C 2,1 hypersurfaces does follow from [3] , so we consider here just the case of a general C 1,1 hypersurface and α = 1 2 . We derive (4.5) from the following square function estimate for solutions to the wave equation.
The reduction of (4.
) .
Proof of Lemma 4.2. Given a function
This follows from the fact that (4.7), together with the frequency localization of f , implies the gradient bound, uniformly over s,
We will take F r to be a mollification of the C 1,1 function F on the r 
and F r is a smooth function with derivative bounds
In establishing (4.7) we may replace cos(t √ −∆) by exp(it √ −∆). We then use a T T * argument to reduce to proving mapping properties for an operator on Γ r ×[0, 1]. Precisely, let K r (t−s, x−y) denote the kernel of the operator
where ρ is a smooth function supported in the region 1 2 < |ξ| < 2. It then suffices to show that (4.9)
By the Hardy-Littlewood-Sobolev inequality
Hence translation invariance in t shows that (4.9) is a consequence of the following fixed-time estimate, for |t| < 1, 
where Q j is supported in the cube of sidelength δ centered on η j , and the following bounds hold on the derivatives of Q j , uniformly over r, t and j,
We then write K r (t, x) = K j (x) , where we suppress the dependence on r and t, and set
The multiplier t|ξ| − t|η j | −1 η j , ξ satisfies the derivative bounds (4.11) on the support of Q j , hence we may write
withQ j having the same support and derivative conditions as Q j . Consequently, we may write
where χ j is a Schwartz function, with seminorm bounds independent of j. We let
It follows from the Schur test that
To handle the sum over j we establish the estimate
from which the bound (4.10) follows by the Cotlar-Stein lemma. Since K j and K * j have similar form, we restrict attention to the first term in (4.12).
The kernel (K j K * i )(x ′ , z ′ ) has absolute value dominated by
where we use the notation y = (y ′ , F r (y ′ )), and similarly for x and z.
and the Schur test leads to the bound
which is stronger than (4.12) since |η i − η j | ≤ 6r. The same estimate holds if |(η i ) n | ≥ 
and since
Then with |∇F r | ≤ 1 10 ,
hence using just the absolute bounds on the kernels, the operator norm is seen to be bounded by
We thus consider the case that
Up to a factor of modulus 1, the kernel (K j K * i )(x ′ , z ′ ) can be written as
where again y = (y ′ , F r (y ′ )), and similarly for x and z. Since |∇F r (y ′ )| ≤ 
Using the estimates (4.8), and that r 1 2 ≤ δ, an integration by parts argument dominates the kernel
which leads to the desired norm bounds, concluding the proof of (4.12).
For the proof of Theorem 3, first consider the case that f = g and Γ is a graph x n = F (x ′ ), and Im λ ≥ 1. We then have uniform bounds
We use the lower bound |ξ| 2 − λ 2 ≥ |λ| | Im λ| to dominate
For |ξ n | ≥ 2|λ| we have
The case f = g and Γ a finite union of graphs follows by a partition of unity argument and the Schwarz inequality.
Resolvent Bounds in the Lower Half Plane
For λ ∈ R, the resolvent R 0 (λ) is defined as the limit R 0 (λ + i0) from Im λ > 0. The estimates of the previous sections then give that, for λ ∈ R with |λ| > 2, and for some a > 0 and b ∈ {0, 1}, we have
In this section we extend this to bounds for Im λ < 0.
Lemma 5.1. Suppose that for λ ∈ R, |λ| > 2, the following holds
Proof. First consider the case that d is odd. Suppose that f L 2 (Γ) = g L 2 (Γ) = 1, and consider the function
where log λ is defined for arg λ ∈ ( In the case that d is even, we note that the bounds of the lemma hold for R 0 (λ) if arg λ = 2π and |λ| ≥ 2. This follows since R 0 (e iπ λ) − R 0 (λ) satisfies the same bounds as R 0 (λ) for arg λ = 0, and by (2.4) we have R 0 (e 2iπ λ)−R 0 (e iπ λ) = R 0 (e iπ λ)−R 0 (λ) . We may thus apply the Phragmén-Lindelöf theorem on the sheet π ≤ arg λ ≤ 2π . A similar argument works for −π ≤ arg λ ≤ 0 .
Application to Resonance Free Regions
In this section we establish Theorem 1. First, we demonstrate the meromorphic continuation of R V (λ) from Im λ ≫ 0 to λ ∈ C (to the logarithmic cover in even dimensions) following arguments similar to those in the case where V ∈ L ∞ comp . We assume Γ is a finite union of compact subsets of C 1,1 hypersurfaces, and that ρ ∈ C ∞ c (R d ) with ρ = 1 on a neighborhood of Γ. Let 
The meromorphic extension of the resolvent R V (λ) for −∆ V,Γ then equals
In particular, if g ∈ H −1 comp we can take ρg = g to obtain
Consequently, R V (λ) : H −1 comp → H 1 loc , and its image is λ-outgoing. The resolvent set Λ is defined as the set of poles of R V (λ). Since
the preceding arguments show that Λ agrees with the poles of (I + V G(λ)) −1 , which by the Fredholm property agrees with the set of Λ for which (I + V G(λ)) has nontrivial kernel. If
is invertible by Neumann series. By Theorem 2, when Im λ < 0 this is the case provided that (for a different C)
Γ a ln |λ| − ln C − b ln(ln |λ|) , which completes the proof of Theorem 1.
We now observe that if f solves (I +
To see that all such solutions arise this way we use the following extension of the Rellich uniqueness theorem, that there are no global λ-outgoing solutions to (−∆ − λ 2 )u = 0. To prove this, note that for 0 < arg λ < π and g a compactly supported distribution , R 0 (λ)g is exponentially decreasing in |x|, so Green's identities yield, for u = R 0 (λ)g and for R ≫ 0, that
By analytic continuation this holds for all λ. If u is an entire solution then the right hand side is real-analytic in R, and we may let R → 0 to deduce that u ≡ 0.
Suppose that u ∈ H 1 loc is a λ-outgoing solution to −∆ V,Γ u = λ 2 u. By the uniqueness theorem it follows that
3) the correspondence between u and V u| Γ is one-to-one. It follows that the corresponding space of solutions u for any λ is finite dimensional, since it is in one-to-one correspondence with the kernel of a Fredholm operator.
Suppose now that Γ = ∂Ω for a compact domain Ω ⊂ R d with C 1,1 boundary. Assume also that V :
. Then the analysis leading to (2.2) shows that u = u 1 ⊕ u 2 satisfies the transmission problem (1.7). Conversely, suppose u = u 1 ⊕ u 2 belongs to E 2 and satisfies (1.7).
Hence u is a λ-outgoing H 1 loc distributional solution to (−∆ − λ 2 )u + (V ⊗ δ ∂Ω )u = 0, and by the above λ is a resonance.
Resonance Expansion for the Wave Equation
In this section we prove Theorems 4 and 5. Let Λ denote the set of resonances; since we work in odd dimensions Λ is a discrete subset of C. The elements of Λ such that Im λ > 0 consist of iµ j where −µ 2 j are the non-zero eigenvalues of −∆ V,Γ . That there are only a finite number of eigenvalues follows by relative compactness of V ⊗ δ Γ with respect to −∆. The resolvent near iµ j takes the form
where Π µ j is projection onto the −µ 2 j -eigenspace of −∆ V,Γ . In particular we note that
In dimension d = 1, if 0 ∈ Λ it is not an eigenvalue, whereas for d ≥ 5 the corresponding solutions to (1.6) for λ = 0 must be square-integrable. For d = 3, if 0 ∈ Λ there may be square-integrable and/or non square-integrable solutions to (1.6), depending on whether the corresponding f = V u| Γ in (6.2) has vanishing integral.
For |λ| ≪ 1 and Im λ > 0, the spectral bound
where by inspection Π 0 is projection onto the 0-eigenspace of
comp to solutions of (1.6) with λ = 0. Hence,
In contrast to the case of V ∈ L ∞ comp , there may be resonances λ ∈ R \ {0}. 
is a resonant state, that is an outgoing solution to (1.6), for λ = ±1.
In fact, all resonances in R \ {0} must correspond to compactly supported eigenfunctions of −∆ V,Γ . To see this, suppose that λ ∈ R \ {0} and let The resonances in R \ {0} form a finite set by Theorem 1, where λ ∈ R \ {0} is a resonance if λ 2 is an eigenvalue. The real resonances are thus symmetric about 0. We indicate them by ±ν j , with ν j > 0. By inspection, for Im λ > 0 near ±ν j we have
where Π ν j is projection onto the ν 2 j eigenspace, hence (7.3) Res
The remaining resonances form a discrete set {λ j } ⊂ {Im λ < 0}, with respective multiplicity m R (λ j ). Since λ j = 0, the Laurent expansion of R V (λ) about λ j can be written in the following form
Here P λ j : L 2 comp → D loc is given by
We can thus write 
where 
Remark:
The region in which this estimate is valid can be improved by replacing Proof. We recall the Sobolev estimates for the cutoff of the free resolvent, see e.g. [23, Chapter 3] 
In addition, when Im λ ≥ 1 these estimates hold globally, that is with χ ≡ 1.
This in turn leads to the following restriction estimates
(7.5)
To prove (7.5) we use the following interpolation bound separately on each component of Γ,
2 ) = 0 . By duality we have the following extension estimate,
. By restriction, note that (7.6) implies
where the norm on the left is the sum of the H 1 2 norms on the distinct
By Theorem 2, for |Re λ| large enough and Im λ ≥ −(
Ω −ǫ) log(|Re λ|), the operator I +V G(λ) is invertible on L 2 (Γ), and we have
Then (7.6) gives the following, for − 
By the L 2 → H t bounds for χR 0 (λ)χ the same holds for s = 0 with w replaced by u, which yields the bounds of Lemma 7.1 except for the ones on χu D .
To obtain bounds on χu D , we write
and note by (7.8) and (7.9) that
Consequently,
yielding the desired bound on χu D .
Proof of Theorem 4.
We prove here the case N = 1 of Theorem 4; the case N ≥ 2 will be handled following the proof of Theorem 5. We follow the treatment in [18] , and suppose that g ∈ H s for some 0 < s < 1 2 and proceed by density in L 2 . As above write R V (λ)χg = w + R 0 (λ)χg .
Choose α ≥ 1 so that µ j < α for all j, where −µ 2 j are the negative eigenvalues of −∆ V,Γ . By the spectral theorem we can write
The integral is norm convergent in L 2 (R d ), by (7.8) and the norm convergence of the free resolvent integral. After localizing by χ on the left, for t sufficiently large we seek to deform the contour R + iα to Σ A = λ ∈ C : Im λ = −A − c log 2 + |Re λ| where we choose c <
Γ , and assume A is such that there are no resonances on Σ A . We will show that the integral over Σ A is norm convergent for g ∈ H s if s > 0, so to justify the contour change we need to show that for t sufficiently large the integrals over We introduce the following notation,
Then for t > 2d χ , and R large enough,
The norm convergence of (7.10) shows that χE γ R,∞ χg L 2 → 0 as R → ∞. We then assume c(t − 2d χ ) ≥ 3 and calculate
In particular the integral is norm convergent, and the contour deformation is allowed.
Thus, if we let Ω A denote the collection of poles of R V (λ) in the set Im λ > −A−c log 2+|Re λ|),
and by density this holds for g ∈ L 2 (R d ). Observe that if g ∈ L 2 comp then we can take χ = 1 on the support of g, and drop the cutoff χ to write a global equality in L 2 loc . To have estimates on the remainder in D, though, requires cutting off by χ and taking t > 2d χ + C, consistent with the propagation of singularities. The expressions (7.1), (7.2), (7.3), and (7.4) now complete the proof of Theorem 4 for N = 1, where we observe that the terms from poles in Ω A with Im λ ≤ −A can be absorbed into E A (t).
7.3. Higher order estimates for smooth domains. We start with the following lemma, where we now assume that Γ = ∂Ω is C ∞ , and that V :
, and for N ≥ 1,
In this setting D equals the subspace of
Suppose that ∂Ω is of regularity C ∞ , and N ≥ 0. Then for all ǫ > 0 there exists
Proof. We proceed by induction on N . By Lemma 7.1, the result holds for N = 0, 1, 2. We assume then that the result is true for integers less than or equal to N .
By the induction hypothesis,
Lemma 8.1 then gives the desired result for E N +1 .
Proof of Theorem 5.
We use the notation from the proof of Theorem 4 above. We first note that 1 2π
where the completion of the contour to the lower half plane is justified by Lemma 7.1 and the rapid decrease of e −itλ for t > 0. We thus can write
Assume c(t − 2d χ ) ≥ N + 1 , the E N norm of the integral term is dominated by It remains to show that if µ j > A, and if Im λ j < −A, then e −tµ j χΠ µ j χg E N + χRes e −itλ R V (λ),
since the difference of χE A (t)χ and χE Σ A (t)χ is a sum of such terms.
A similar argument to the proof of Lemma 7.2 gives the bound
which handles the eigenvalues. To handle the resonances in the lower half plane, consider first the case that −λ j is not a pole. We can then write
Res e −itλ R V (λ), λ j = 1 2πi λ j e −itλ R V (λ) − R V (−λ) dλ , and the estimate follows from Lemma 7.2, by choosing a small contour about λ j which is contained in Im λ < −A. In the case that −λ j is a pole, hence an eigenvalue, then the term R V (−λ) contributes an eigenvalue projection, which is handled as above.
We now complete the proof of Theorem 4 by considering the case N ≥ 2. Eigenfunctions clearly belong to D N , and by an induction argument we have χΠ
The proof then follows from that of Theorem 5, using the following 
Proof. The result was proven above for N = 1. We then proceed by induction, writing
By induction, and since supp(∆χ) ⊂ supp(χ),
On the complement of Γ, the function u = R V (λ) − R V (−λ) χg satisfies −∆u = λ 2 u , and by Lemma 7.1, if χ 1 ∈ C ∞ c with supp
Since ∇χ vanishes on a neighborhood of Γ, an induction argument and elliptic regularity yields
Since H 2N −1 comp (R d \ Γ) ⊂ D N −1 with continuous inclusion, this term also satisfies the bound of (7.11), and the result follows. We provide here a proof of the transmission estimate that we need to establish H 2 regularity of solutions away from ∂Ω. In the case of smooth boundaries, the following is well known; see [5] , and in particular Theorems 9 and 10 of [11] . We need the same result for N = 0 and ∂Ω of C 1,1 regularity, in which case just the single layer potential result is nontrivial. 
