Abstract. An algebra A is said to be strongly semisimple if every principal congruence of A is an intersection of maximal congruences. We give a geometrical characterisation of strongly semisimple MV-algebras in terms of Bouligand-Severi k-tangents. The latter are a k-dimensional generalisation of the classical Bouligand-Severi tangents.
1. Preliminaries 1.1. Semisimple MV-algebras. We refer the reader to [5] for background on MV-algebras. We let M( [0, 1] n ) denote the MV-algebra of piecewise (affine) linear continuous functions f : [0, 1] n → [0, 1], such that each linear piece of f has integer coefficients, with the pointwise operations of the standard MV-algebra [0, 1] . M( [0, 1] n ) is the free n-generator MV-algebra. More generally, for any nonempty subset X ⊆ [0, 1] n we denote by M(X) the MV-algebra of restrictions to X of the functions in M( [0, 1] n ). For every f ∈ M(X) we let Zf = f −1 (0). By an ideal of an MV-algebra A we mean the kernel of an (MV-)homomorphism. An ideal is principal if it is singly generated. For each a ∈ A, the principal ideal a generated by a is the set {b ∈ A | for some m ∈ Z >0 , b ≤ ma}. An ideal I is maximal if I = A, and whenever J is an ideal such that I ⊆ J, then J = I or J = A. For each closed set X ⊆ [0, 1] n and x ∈ X, the set I x = {f ∈ M(X) | f (x) = 0} is a maximal ideal of M(X). Moreover, for each maximal ideal I of M(X), there exists a uniquely determined x ∈ X such that I = I x An MV-algebra A is said to be semisimple if the intersection of its maximal ideals is {0}. Each semisimple MV-algebra is isomorphic to a separating MV-algebra of continuous maps from a compact Hausdorff space into [0, 1] . In particular, if A is an n-generated semisimple MV-algebra then there is a closed set X ⊆ [0, 1] n such that A ∼ = M(X).
An MV-algebra A is strongly semisimple if every principal ideal of A is an intersection of maximal ideals of A. Equivalently, A is strongly semisimple if for each a ∈ A, the quotient algebra A/ a is semisimple.
1.2. Simplicial Geometry. We refer to [7] , [10] and [13] for background in elementary polyhedral topology. For any m-simplex S = conv(v 0 , . . . , v m ) ⊆ R n , we let aff S denote the affine hull of S, i.e.,
Further, we write relint S for the relative interior of S, that is, the topological interior of S in the relative topology of aff(S). For each v ∈ R n , ||v|| denotes the euclidean norm of v in R n . For each 0 < δ ∈ R and v ∈ R n we use the notation B(δ, v) = {w ∈ R n | ||v − w|| < δ} for the open ball of radius δ centred at v. Then
For later use we record here some elementary properties of simplexes.
Lemma 1.1. Let T ⊆ R n be a simplex and F a face of T . If x ∈ T then x ∈ relint F iff F is the smallest face of T such that x ∈ F.
Moreover, for any simplex S contained in T we have
Notation and Terminology. Given x ∈ R n , a k-tuple u = (u 1 , . . . , u k ) of pairwise orthogonal unit vectors in R n and a k-tuple λ = (λ 1 , . . . , λ k ) ∈ R k >0 , we write
For any k-tuple a = (a 1 , . . . , a k ) and l = 1, . . . , k we let a(l) be an abbreviation of the initial segment (a 1 , . . . , a l ). Then the simplex C x,u(l),λ(l) is a face of C x,u,λ .
n and k-tuple u = (u 1 , . . . , u k ) of pairwise orthogonal unit vectors in R n , the family of (x, u)-simplexes ordered by inclusion is down-directed. That is, if C 1 and C 1 are (x, u)-simplexes, then C 1 ∩ C 2 contains an (x, u)-simplex.
1.3.
Rational Polyhedra and Z-maps. An m-simplex S = conv(v 0 , . . . , v m ) is said to be rational if the coordinates of each vertex of S are rational numbers. A subset P of R n is said to be a rational polyhedron if there are rational simplexes
Given a rational polyhedron P , a triangulation of P is a simplicial complex ∆ such that P = ∆ and each simplex S ∈ ∆ is rational. Given triangulations ∆ and Σ of P , we say that ∆ is a subdivision of Σ if every simplex of ∆ is contained in a simplex of Σ.
For v a rational point in R n we let den(v) denote the least common denominator of the coordinates of v.
} is part of a basis of the free abelian group Z n+1 . By a regular triangulation of a rational polyhedron P we understand a triangulation of P consisting of regular simplexes.
Given polyhedra P ⊆ R n and Q ∈ R m , a map η : P → Q is called a Z-map if there is a triangulation ∆ of P such that on every simplex T of ∆, η coincides with an affine linear map η T : R n → R m with integer coefficients. In particular,
. For later use we recall here some properties of regular triangulations and Z-maps. (See [9, Chapters 2, 3] for the proofs.) Lemma 1.3. Let P and Q be rational polyhedra and ∆ a rational triangulation of P . If Q ⊆ P , there exists a regular triangulation ∆ ′ of P which is a subdivision of ∆ and also satisfies Q = {S ∈ ∆ ′ | S ⊆ Q}.
Lemma 1.4. Let P and Q be rational polyhedra, and η :
Lemma 1.5. Let P and Q be rational polyhedra, η : P → Q a Z-map and ∆ a triangulation of P . Then there is a regular triangulation ∇ of P which is a subdivision of ∆ and has the property that the restriction η | S of η to S is (affine) linear for each S ∈ ∇. Lemma 1.6. Let ∆ be a regular triangulation of a polyhedron P ⊆ R m and V the set of vertices of the simplexes of ∆. Suppose the map f : V → R n has the property that f (v) is a rational vector of R n and den(f (v)) divides den(v) for each v ∈ V . Then there exists a unique Z-map µ : P → R n satisfying:
Strong semisimplicity and Bouligand-Severi tangents
Here we introduce k-dimensional Bouligand-Severi tangents, replacing the unit vector u of Definition 0.1 by a k-tuple u = (u 1 , . . . , u k ) of pairwise orthogonal unit vectors in R n . For each l ≤ k, let
denote the orthogonal projection map onto the linear subspace of R n generated by u 1 , . . . , u l .
n is said to be a Bouligand-Severi tangent of X at x of degree k (for short, u is a ktangent of X at x) if X contains a sequence of points x 1 , x 2 , . . . converging to x, such that no vector x i −x lies in Ru 1 +· · ·+Ru k and upon defining x 1 i = (x i − x)/||x i − x|| and inductively,
it follows that lim i→∞ x s i = u s , for each s ∈ {1, . . . , k}. The sequence x 1 , x 2 , . . . is said to determine u.
Conditions (ii) and (iii) in Theorem 2.3 have the following generalisation:
n at x is rationally outgoing if there is a rational simplex S, together with a face F ⊆ S and a k-tuple λ
Remarks. When k = 1, Definition 2.1 amounts to the classical Definition 0.1 of a Bouligand-Severi tangent of a closed set in R n . Any subsequence of x 0 , x 1 , . . . also determines the tangent u.
If u is a rationally outgoing k-tangent of X ⊆ R n then, trivially, k < n. In particular if n = 2 then necessarily k is equal to 1, and there is ǫ > 0 such that conv(x, x + ǫu 1 ) is a rational polyhedron and X ∩ conv(x, x + ǫu 1 ) = {x}. The main result of [4] (Theorem 0.2 above) can now be restated as follows:
2 be a closed set. The MV-algebra M(X) is strongly semisimple iff X does not have a rationally outgoing 1-tangent.
The main result of our paper is the following generalisation of Theorem 2.3:
n the following conditions are equivalent:
(ii) For no k = 1, . . . , n − 1, X has a rationally outgoing k-tangent.
Each direction of the equivalence in Theorem 2.4 depends on a key property of rationally outgoing k-tangents. Accordingly, the proof is divided in two parts, each of them proved in a separate section.
Proof of Theorem 2.4: (i) ⇒(ii)
Lemma 3.1. Let P ⊆ R n be a polyhedron, X ⊆ P a closed set, and u = (u 1 , . . . , u k ) a k-tangent of X at x. Then P contains an (x, u)-simplex.
Proof. Let y 1 , y 2 , . . . be a sequence of elements in X determining the tangent u. Let ∆ be a triangulation of P , and S a simplex of P such that {i | y i ∈ S} is infinite. Since S is closed, x ∈ S. Let x 1 , x 2 , . . . be the subsequence of y 1 , y 2 , . . . whose elements lie in S. Then x 1 , x 2 , . . . determines the k-tangent u = (u 1 , . . . , u k ) of X ∩ S at x.
We will first prove
For all i we have
Since aff S is closed then x + Ru 1 ⊆ aff S. Suppose we have proved
Again, y + Ru l ⊆ aff S and x + Ru 1 + · · · + Ru l ⊆ aff S. This concludes the proof of (1).
We shall now find λ = (λ 1 , . . . , λ k ) ∈ R k >0 such that C x,u,λ ⊆ S. To this purpose we will prove the following stronger statement:
In case x ∈ relint S there exists ǫ > 0 such that B(ǫ, x) ∩ aff S ⊆ relint S. Then setting λ 1 = ǫ/2, by (1) we obtain C x,u(1),λ1 ⊆ B(ǫ, x) ∩ aff S ⊆ relint S, from which both (i) and (ii) immediately follow.
In case x does not lie in relint S, let H be an arbitrary facet of S containing x as an element. Let aff H + be the half-space of aff S with boundary aff H and containing S. For each ρ > 0 we have the inclusion x + ρ(x i − x) ∈ aff H + . Since aff H + is closed, then x + R ≥ u 1 ⊆ aff H + . As a consequence,
For some ǫ 1 > 0 the points x + ǫ 1 u 1 must lie in S. (For otherwise some facet K of S has the property that for each ǫ > 0, x + ǫu 1 ∈ aff S \ aff K + , where aff K + is the half-space of aff S with boundary aff K and containing S. From x ∈ S ⊆ aff H + we get x ∈ S ∩ aff K = K contradicting (2).)
Now let λ 1 = ǫ 1 /2. Then, C x,λ1,u1 ⊆ conv(x, x + ǫ 1 u 1 ) ⊆ S, and (i) is settled. Let F be a face of S containing x + λ 1 u 1 . Since x + λ 1 u 1 lies in the relative interior of conv(x, x + ǫ 1 u 1 ) ⊆ S, by Lemma 1.1 C x,u1,λ1 ⊆ conv(x, x + ǫ 1 u 1 ) ⊆ F . This proves (ii), and concludes the proof of the basis step.
Inductive
Step: Assume that our claim holds for l < k. Then there exists λ(l) = (λ 1 , . . . , λ l ) in R l >0 such that C x,u(l),λ(l) ⊆ S and if F is a face of S containing x+
For the rest of the proof let z l = x + λ 1 u 1 + · · · + λ l u l and F l be the face of S such that z l ∈ relint F l .
As in the basis step, in case F l = S, there exists ǫ ∈ R >0 such that
Setting λ l+1 = ǫ/2 and λ(l + 1) = (λ(l), λ l+1 ), by (1) we get
Since S is a simplex and C x,u(l),λ(l) ⊆ S, then
which proves (i) and (ii).
In case F l is a proper face of S, let H be an arbitrary facet of S containing F l . Let aff H + be the closed half-space of aff S with boundary aff H containing S. From (1), we obtain
Therefore, z l + R ≥0 u l+1 ∩ S = {z l }. For otherwise, arguing by way of contradiction, there is a facet K of S such that z l + ǫu l+1 ∈ aff S \ aff K + for each ǫ > 0. Since
We have just proved that there exists ǫ l+1 > 0 such that z l + ǫ l+1 u l+1 ∈ S. Letting λ l+1 = ǫ/2 we have
which settles (i).
For any face F of S such that z l + λ l+1 u 1 ∈ F , by Lemma 1.1 we have z l ∈ conv(z l , z l + ǫ l+1 u l+1 ) ⊆ F . Therefore, F l ⊆ F , and by inductive hypothesis C x,u(l),λ(l) ⊆ F , whence
Having thus proved (ii), the claim is settled and the lemma is proved. u = (u 1 , . . . , u k ) be a rationally outgoing ktangent of X at x, with the intent of proving that M(X) is not strongly semisimple. With reference to Definition 2.1, let S be a rational k-simplex together with a proper face F ⊆ S and reals λ = (λ 1 , . . . , λ k ) ∈ R k >0 such that C x,u,λ ⊆ S, S ∩ X = F ∩ X, and C x,u,λ ⊆ F.
Proof of Theorem 2.4: (i)⇒(ii). Let
By Lemma 1.3 there exists a regular triangulation ∆ of [0, 1]
n ) be the uniquely determined maps which are (affine) linear over each simplex of ∆, and for each vertex v (of a simplex) in ∆ satisfy the conditions
The existence of f and g follows from Lemma 1.6. Observe that Zg = S and Zf = F . Then:
This proves that f | X belongs to a maximal ideal of M(X) iff g | X does. To complete the proof of (i)⇒(ii) it suffices to settle the following Claim. f | X does not belong to the ideal g | X generated by g | X .
As a matter of fact, arguing by way of contradiction and letting the integer m > 0 satisfy f | X ≤ mg | X , it follows that X is contained in the rational polyhedron
Since g, as well as mg, vanish over S, then f vanishes over C x,u,ǫ . Therefore, C x,u,ǫ ⊆ Zf = F . From this we obtain ∅ = relint C x,u,ǫ ∩ F ⊆ relint C x,u,λ ∩ F . Since F is a face of S, by Lemma 1.1 C x,u,λ ⊆ F , which contradicts our assumption
This completes the proof of the claim, as well as of the (i)⇒(ii) direction of Theorem 2.4.
Proof of Theorem 2.4 (ii)⇒(i)
Lemma 4.1. Let P ⊆ R n be a rational polyhedron and X ⊆ P a closed set. If η : P → R 2 is a Z-map such that η(X) has a rationally outgoing 1-tangent, then for some k ∈ {1, . . . , n − 1}, X has a rationally outgoing k-tangent.
Proof. Let u ∈ R 2 be a rationally outgoing 1-tangent of η(X) at x. Since u is outgoing there exists ǫ > 0 such that both vertices of the segment conv(x, x + ǫu) are rational, and (5) conv(x, x + ǫu) ∩ η(X) = {x}.
By Lemma 1.4, both η −1 ({x}) and η −1 (conv(x, x + ǫu)) are rational polyhedra contained in P . By Lemmas 1.3 and 1.5, there exists a regular triangulation ∆ of P such that η is (affinely) linear on each simplex of ∆ and
The rest of the proof is framed in three steps.
Step 1: Let x 1 , x 2 , . . . be a sequence of elements of η(X) determining the rationally outgoing 1-tangent u of η(X) at x. There exists T ∈ ∆ such that the set {i | x i ∈ η(T ∩ X)} is infinite. The compactness of T yields a sequence z 1 , z 2 , . . . in T such that η(z 1 ), η(z 2 ), . . . is a subsequence of x 1 , x 2 , . . . and z = lim i→∞ z i exists. Since η is continuous and X ∩ T is closed, we have η(z) = x and z ∈ X ∩ T . Since η is (affine) linear on T , there is a 2 × n integer matrix A and a vector b ∈ Z 2 such that η(y) = Ay + b for each y ∈ T.
Step 2: We claim that there exists k ∈ {1, . . . , n} together with k orthogonal unital vectors w 1 , . . . , w k ∈ R n such that . ., and call w 1 its limit.) Observe that w 1 is a 1-tangent of X at z. If Aw 1 = 0 then w = w 1 proves the claim. Otherwise we proceed inductively.
Inductive
Step: Suppose we have obtained for some l, an l-tangent w(l) = (w 1 , . . . , w l ) of X at z, and Aw i = 0 for each i ∈ {1, . . . , l}. Observe that l < n. (For otherwise, since for each 1 ≤ i < j ≤ l, the vectors w i and w j are pairwise orthogonal, then A is the zero matrix, which is contradicts
It follows that z i − z / ∈ Rw 1 + · · · + Rw l , and the vectors
are well defined. Taking, if necessary, a subsequence of the z i and denoting by z j its jth element, we can further assume that lim j→∞ z l+1 j = w l+1 for some vector w l+1 .
By construction, the unit vector w l+1 is orthogonal to each w j with j ≤ l, and w(l + 1) = (w 1 , . . . , w l , w l+1 ) is an (l + 1)-tangent of X at z. If Aw l+1 = 0 we fix k = l + 1 and w = w(l + 1) is a k-tangent satisfying the properties of the claim. If not, we proceed inductively. This proves the claim and completes Step 2.
Step 3: Let w = (w 1 , . . . , w k ) be the k-tangent of X at z obtained in Step 2. We will prove that w is rationally outgoing.
Since w is also a k-tangent of X ∩ T at z, by Lemma 3.1, there exists a k-tuple γ = (γ 1 , . . . , γ k ) ∈ R k >0 such that C z,w,γ ⊆ T . Since Aw j = 0 for each j < k then η(y) = η(z) = x for each y ∈ C z,w(k−1),γ(k−1) . We can write Now, let us set λ j = γ j for j < k, and λ k = min{γ k , ǫ/c}. Then C z,w,λ ⊆ C z,w,γ ⊆ T . For any y ∈ C z,w,λ there is 0 ≤ δ ≤ λ k ≤ ǫ/c with (8) η(y) = A(z) + δA(w k ) + b = η(z) + δcu = x + δcu.
It follows that (9) η(C z,w,λ ) ⊆ conv(x, x + ǫu).
To conclude the proof, let S be the smallest face of T such that C z,w,λ is contained in S. By (7) and (9), S ⊆ η −1 (conv(x, x + ǫu)). By (6), S ∩ η −1 ({x}) is a union of faces of S. The linearity of η on S ensures that S ∩ η −1 ({x}) is convex, whence a face of S.
Letting F = S ∩ η −1 ({x}), from (5), it follows that S ∩ X = F ∩ X. Moreover by (8) , η(z + λ 1 w 1 + · · · + λ k w k ) = η(z) + λ k cu = x. Then C z,w,λ ⊆ F . We have shown that the k-tangent w = (w 1 , . . . , w k ) is rationally outgoing. This concludes
Step 3 and completes the proof of the lemma. n ) be such that f | X does not belong to the ideal generated by g | X and that f | X belongs to a maximal ideal of M(X) iff g | X does. Let A be the subalgebra of M(X) generated by f | X and g | X . By [4, 4.1], A is not strongly semisimple. Let the map η : X → [0, 1] 2 be defined by η = (f | X , g | X ). By [9, 3.6] , A ∼ = M(η(X)), whence M(η(X)) is not strongly semisimple. By Theorem 2.3, η(X) has a rationally outgoing 1-tangent. By Lemma 4.1, for some k ∈ {1, . . . , n − 1} X has a rationally outgoing k-tangent.
