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Abstract
Stochastic calculus and stochastic differential equations for Brownian motion were introduced by K. Itoˆ
in order to give a pathwise construction of diffusion processes. This calculus has deep connections with
objects such as the Fock space and the Heisenberg canonical commutation relations, which have a central
role in quantum physics. We review these connections, and give a brief introduction to the noncommutative
extension of Itoˆ’s stochastic integration due to Hudson and Parthasarathy. Then we apply this scheme to
show how finite Markov chains can be constructed by solving stochastic differential equations, similar to
diffusion equations, on the Fock space.
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1. Introduction
The groundbreaking work of K. Itoˆ on stochastic integrals and stochastic differential equations
has had a lasting influence on the development of modern probability theory. Undoubtedly, it can
be ranked as one of the greatest achievements of mathematics in the twentieth century. One
of the striking features of Itoˆ’s work was the discovery of his formula, which shows that the
fundamental theorem of calculus – a function is the integral of its derivative – has to be corrected
by a so-called Itoˆ’s term when applied to stochastic integrals.
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Another great discovery of last century’s science has been Heisenberg uncertainty principle
in quantum mechanics, and its mathematical formulation through the canonical commutation
relations. According to this principle, some quantities associated to quantum phenomena, such
as position and momentum of an elementary particle, cannot be measured simultaneously
with arbitrary precision, there is a lower bound to the uncertainties of these measures. The
mathematical phenomenon behind such a fact is the noncommutativity of some operators on
Hilbert space.
It has been understood for some time that there exists a close connection between these two
topics, Itoˆ’s formula for stochastic integrals on the one hand, and the Heisenberg uncertainty
principle on the other; however it seems that this fact is not as widely known as it should be,
so I would like to explain this connection and to illustrate it by describing the noncommutative
extension of Itoˆ’s calculus due to Hudson and Parthasarathy [15]. These considerations show that
one can regard Brownian motion as part of a certain stochastic process of quantum nature. We
shall explain some of the properties of this process. The extension of stochastic calculus afforded
by these quantum processes allows to treat on the same footing the Wiener and the Poisson
process, or more general martingales. In particular it is possible to use it to construct Markov
processes as solutions of stochastic differential equations similar to a diffusion equation, but with
noncommuting ingredients. I will explain this construction in the case of finite Markov chains
where analytic problems are reduced to a minimum. We will see that the noncommutativity is a
direct and necessary consequence of the noncontinuity of the sample paths of the process.
This paper is organized as follows. In the next part I recall some historical background,
starting from Kolmogorov’s analytic theory of Markov diffusion processes, and Itoˆ’s method
of construction of these processes by solving stochastic differential equations, leading to
stochastic calculus and its modern formulation inside martingale theory. In the next section
we go from Itoˆ’s predictable representation theorem to Wiener chaos, and explain how Itoˆ’s
formula gives a natural decomposition of the operator of multiplication by a stochastic integral,
which leads to an additive decomposition of Brownian motion into operators satisfying the
canonical commutation relations of Heisenberg. This yields the connection with the Fock
space and quantum mechanics. This connection is further developed when other noncontinuous
martingales, such as compensated Poisson processes come into play in Section 4. A limit
theorem, which contains both the central limit theorem and the convergence of binomial to
Poisson distribution, explains in elementary terms the appearance of the Fock space structure.
We present it in Section 5. The next Section 6 is devoted to the noncommutative Brownian
motion, and some of its properties. In Section 7 we present a short introduction to Hudson
and Parthasarathy’s noncommutative calculus. This is used in the final Sections 7.2 and 7.3,
to construct finite Markov chains directly on the Fock space.
2. Diffusions, Itoˆ’s formula and stochastic integrals
2.1. Kolmogorov theory of diffusion
The story starts with the work of Kolmogorov [21] on diffusion processes. Kolmogorov
established for Markov processes in R, with probability transition density p(s, x; t, y), between
times s and t , the so-called Chapman–Kolmogorov equation∫
p(s, x; u, y)p(u, y; t, z)dy = p(s, x; t, z) s < u < t
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and, under suitable regularity assumptions, the backward and forward Fokker–Planck equations
∂p(s, x; t, y)
∂s
+ m(s, x)∂p
∂x
+ σ(s, x)
2
2
∂2 p
∂x2
= 0 (2.1)
∂p(s, x; t, y)
∂t
+ ∂
∂y
[m(t, y)p] − ∂
2
∂y2
[
σ(t, y)2
2
p
]
= 0 (2.2)
with infinitesimal velocity m and infinitesimal variance σ 2, see also [4,22] for recent discus-
sions. These equations were further studied by Feller [14], who established sufficient conditions
on m and σ for the existence of solutions. The theory however remained purely analytic, based
on the study of partial differential equations. Around the same time, Wiener [29] gave the first
mathematically rigorous definition of Brownian motion, and Paul Le´vy [24] started his investi-
gations on the sample paths of Brownian motion. This paved the ground for Itoˆ’s fundamental
discoveries.
2.2. Stochastic calculus
In his seminal papers [16–18], K. Itoˆ introduced stochastic integrals of the form∫ ∞
0
h(u)dbu
where b is a Brownian motion and h(u) is a (real valued) stochastic process such that h(u)
depends only on the past of Brownian motion up to time u. These integrals are defined first
for piecewise constant integrands on intervals [ti , ti+1[, with 0 < t1 < · · · < tn , of the form,
h(u) = hi for u ∈ [ti , ti+1[, i = 1, . . . , n− 1, with the hi measurable with respect to the σ -field
of Brownian motion up to time ti . The integral is∫ ∞
0
h(u)dbu =
∑
i
hi (bti+1 − bti )
where it is crucial that the increments (bti+1 − bti ) are in the future with respect to the hi , and
therefore are independent of them. Because of this, these elementary integrals satisfy an isometry
property
E
[(∫ ∞
0
h(u)dbu
)2]
= E
[∫ ∞
0
h(u)2du
]
which allows to extend them, by density, to more general square integrable processes.
Multidimensional versions of these objects can also be defined by replacing the product hdb in
the integrand with an inner product h.db. Itoˆ used these stochastic integrals to define stochastic
differential equations
dxt = m(t, xt )dt + σ(t, xt )dbt (2.3)
or, in the equivalent integral form,
xt − xs =
∫ t
s
m(u, xu)du +
∫ t
s
σ(u, xu)dbu . (2.4)
The integral form allows to use the classical Picard iteration scheme to construct the solution,
when the coefficients satisfy a Lipschitz condition. The convergence is established by estimates
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using the isometry property. The solutions to such equations give a pathwise construction of
continuous Markov processes on the real line, or more generally on Rn if the multidimensional
version is used. Actually one can construct the solutions for any starting point, and the joint
dependence of all these solutions on the starting point gives rise to a stochastic flow.
A crucial tool in the analysis of Itoˆ is his fundamental formula, which tells, in particular,
how to multiply two stochastic integrals. Namely if
∫ t
s h(u)dbu and
∫ t
s k(u)dbu are two such
stochastic integrals, then∫ t
s
h(u)dbu
∫ t
s
k(u)dbu =
∫ t
s
h(u)
[∫ u
s
k(v)dbv
]
dbu
+
∫ t
s
k(u)
[∫ u
s
h(v)dbv
]
dbu +
∫ t
s
h(u)k(u)du. (2.5)
The first two terms are what is expected from a naive Fubini theorem for stochastic integrals, but
there is a third term, Itoˆ’s correction term
∫ t
s h(u)k(u)du, which can be interpreted as a diagonal
contribution to the double integral on [s, t] × [s, t], using the symbolic identity dbudbu = du on
the diagonal. In fact this identity essentially means that the quadratic variation of Brownian path
is nonzero, and equals the square bracket
〈b, b〉t = t.
Another way to state Itoˆ’s formula is to write the fundamental theorem of calculus for stochas-
tic integrals. If
Mt =
∫ t
0
h(u)dbu, dMu = h(u)dbu
and f is a smooth function, then
f (Mt )− f (Ms) =
∫ t
s
f ′(Mu)dMu + 12
∫ t
s
f ′′(Mu)h(u)2du. (2.6)
Now Itoˆ’s term 12
∫ t
s f
′′(Mu)h(u)2du, which corrects the usual formula of differential calculus,
reflects the connection between Brownian motion and the heat equation. Using (2.5) for h = k
gives the formula (2.6) for f (x) = x2. One can then iterate this computation to obtain the formula
for f a monomial, and then by linearity for polynomial f . The case of more general smooth f is
obtained by approximation. On the other hand, applying (2.6) to f (x) = x2 and then polarizing
the identity yields (2.5).
An important property of these stochastic integrals is that, as a function of its upper bound,∫ t
0 h(u)dbu is a martingale. In particular its expectation is 0. From these facts one can use (2.6),
to derive the Fokker–Planck equations (2.1) and (2.2) for the probability density of solutions
of (2.3).
2.3. Extensions of stochastic integrals
Stochastic integrals with respect to more general processes than Brownian motion, in particu-
lar martingales, whose theory has been developed by Doob [12], were defined and studied in the
sixties by Kunita–Watanabe [23], and Dellacherie and Meyer [7], followed by many contribu-
tions from other authors. The family of semimartingales, which are the sum of a local martingale
and a process with finite variation, has emerged as the most flexible class of processes, since it
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is invariant under smooth change of variable and change of equivalent probability measure, by
the Cameron-Martin and Girsanov formula. It turns out that semimartingales form the most gen-
eral family of processes for which a stochastic integral calculus can be defined, see [8] chapter
VIII.4.
The general modification of Itoˆ’s formula, compared to stochastic integrals with respect to
Brownian motion, is that Itoˆ’s correction term now involves the quadratic variation [M,M]t ,
or square bracket, of the semimartingale M . Another important quantity is the angle bracket
〈M,M〉t , which is the dual predictable projection of the former, that is 〈M,M〉t is a predictable
increasing process and the difference 〈M,M〉t − [M,M]t is a martingale.
Itoˆ’s formula for the product of two semimartingales M, N is
Mt Nt = M0 N0 +
∫ t
0
Ms−dNs +
∫ t
0
Ns−dMs + [M, N ]t
whereas for a smooth function f ,
f (Mt ) = f (M0)+
∫ t
0
f ′(Ms−)dMs +
∑
0<s≤t
(1 f (Ms)− f ′(Ms−)1Ms)
+ 1
2
∫ t
0
f ′′(Ms−)d[M,M]cs
where 1 denotes the jumps of a process and [M,M]c is the continuous part of the increasing
process [M,M].
3. Heisenberg relations, Fock space, and stochastic calculus
3.1. Wiener chaos
A fundamental property of stochastic integrals is Itoˆ’s representation theorem: any square
integrable variable, measurable with respect to Brownian motion, can be represented in a unique
way as a stochastic integral
H = E[H ] +
∫ ∞
0
h(s)dbs (3.1)
with an adapted process h satisfying
∫∞
0 E[h(s)2]ds < ∞; furthermore this decomposition is
isometric for the L2 norm, since
E[H2] = E[H ]2 +
∫ ∞
0
E[h(s)2]ds.
Applying the representation (3.1) to h(s) and iterating yields a remarkable decomposition of
the L2 space of a Brownian motion into the so-called Wiener chaos [29], namely every square
integrable random variable H , measurable with respect to Brownian motion can be expanded
into a series of multiple stochastic integrals
H = E[H ] +
∞∑
n=1
∫
0<s1<···<sn
hn(s1, . . . , sn)dbs1 . . . dbsn (3.2)
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where hn is a deterministic function, which belongs to the L2 space of the cone 0 < s1 < · · · <
sn , and the expansion is isometric, the different chaos subspaces being orthogonal
E[H2] = E[H ]2 +
∞∑
n=1
∫
0<s1<···<sn
hn(s1, . . . , sn)
2ds1 . . . dsn .
Of course the isometry is also valid for complex random variables, the case to which we stick
now since the theory of complex Hilbert spaces is more convenient from an operator theoretic
point of view. One can identify the L2 space of the cone 0 < s1 < · · · < sn with the space of
square integrable symmetric functions on Rn+. For a (complex) Hilbert space K, its symmetric
tensor product K◦n is the part of the tensor product K⊗n which is invariant under the action of
the symmetric group Sn , acting by permutation of the factors. It is spanned by vectors of the form
u1 ◦ u2 ◦ · · · ◦ un = 1√
n!
∑
σ∈Sn
uσ(1) ⊗ uσ(2) ⊗ · · · ⊗ uσ(n)
where u1, . . . , un ∈ K. It is easy to see that the space of square integrable symmetric
functions on Rn+ is isometric to the symmetric tensor product L2(R+)◦n , by sending the function
f (t1) . . . f (tn) to (n!)−1/2 f ◦ · · · ◦ f . The direct sum
F(K) =
⊕
n
K◦n (3.3)
of all such tensor products is called the Fock space of K. Here K◦0, by convention, is a one-
dimensional Hilbert space, spanned by a unit vector  which, for physical reasons is called the
vacuum vector. Thus the expansion (3.2) exhibits an isometry between the (complex) L2 space
of Brownian motion and the Fock space of L2(R+).
The case of a multidimensional Brownian motion (b1, . . . , bd) is similar, and multiple
stochastic integrals of the form∫
0<s1<···<sn
hi1,...,inn (s1, . . . , sn)db
i1
s1 . . . db
in
sn 1 ≤ i1, . . . , in ≤ d
span the L2 space of this Brownian motion. The n-tuples of square integrable functions
hi1,...,inn (s1, . . . , sn) yield an isometry of the L2 space of d-dimensional Brownian motion with
the Fock space F(L2(R+)⊗ Cd).
3.2. Heisenberg creation and annihilation operators
We now use Itoˆ’s formula (2.5) in order to describe the multiplication by the random variable
bt on the Fock space. If
∫∞
0 h(s)dbs is a stochastic integral, then
bt
∫ ∞
0
h(s)dbs =
∫ t
0
[∫ s
0
h(u)dbu
]
dbs +
∫ ∞
0
h(s)bs∧t dbs +
∫ t
0
h(s)ds. (3.4)
In the term
∫∞
0 h(s)bs∧t dbs we can again use Itoˆ’s formula and the predictable representation
of h(s). This decomposition can be iterated, and in the end the operator of multiplication by bt
is decomposed into two terms, one of them a∗t maps the chaos of order n to the chaos of order
n + 1, while the other at maps it to the chaos of order n − 1.
704 P. Biane / Stochastic Processes and their Applications 120 (2010) 698–720
These operators can be related to the well known creation and annihilation operators of
quantum mechanics. Let K be a complex Hilbert space, and v ∈ K, the annihilation operator
av is given on the Fock space F(K), by
av(u1 ◦ u2 ◦ · · · ◦ un) =
n∑
j=1
〈u j , v〉u1 ◦ u2 ◦ · · · û j ◦ · · · ◦ un (3.5)
whereas the creation operator a∗v is
a∗v (u1 ◦ u2 ◦ · · · ◦ un) = v ◦ u1 ◦ u2 ◦ · · · ◦ un . (3.6)
These operators are unbounded, with a common stable domain consisting of the algebraic sum
of the L2(R+)on , on which they are closable. Furthermore they satisfy the adjointness relation
〈avx, y〉 = 〈x, a∗v y〉
for x, y in the domain. On this domain again, they satisfy, for two vectors, u, v ∈ K,
[av, a∗u ] = ava∗u − a∗uav = 〈u, v〉I d (3.7)
which are the well known Heisenberg commutation relations. As we will see, these relations give
a representation of the Heisenberg Lie algebra.
Finally if K = L2(R+), then the operator at is the annihilation operator associated with
v = 1[0,t] whereas a∗t is the creation operator associated with the same vector. Thus we have the
following decomposition
bt = at + a∗t .
Remark. There is a conflicting use of the bracket to denote either commutators of observables or
square brackets of martingales. It will be clear from context which is which, but when we come
to quantum stochastic integrals we will use another notation for the square bracket of martingale
theory.
3.3. Normal martingales
Martingales Mt such that 〈M,M〉t = t are called normal martingales, and form an interesting
class of martingales. For such a martingale, the iterated stochastic integrals∫
0<t1<···<tn
hn(t1, . . . , tn)dMt1 . . . dMtn
span a subspace of square integrable variables, which is again isometric with the Fock space
F(L2(R+)) as in the case of the Brownian motion. If this space is dense in the L2 space of the
filtration of the martingale, then the martingale is said to have the chaotic representation property.
A multidimensional generalization with martingales M1, . . . ,Md satisfying
〈M j ,Mk〉t = δ jk t
also exists, and the multiple stochastic integrals∫
0<t1<···<tn
hi1,...,inn (t1, . . . , tn)dM
i1
t1 . . . dM
in
tn
give an isometry with the Fock space F(L2(R+)⊗ Cd).
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Some examples of such normal martingales, related to processes with independent increments,
were studied by Itoˆ himself in [19]. A more recent discussion of this concept is given for example
in [8] chapter XXI, in particular new examples were obtained by E´mery [13], who showed that
Aze´ma martingales have the chaotic representation property.
3.4. Poisson process
Let Nt be a Poisson process, i.e. N has independent increments and the distribution of Nt is
Poisson with parameter t
P(Nt = n) = tne−t/n!.
Then, the compensated Poisson process
Mt = Nt − t
is an example of a normal martingale with the chaotic representation property, therefore the L2
space generated by this process is naturally isometric with the Fock space F(L2(R+)).
The square bracket of this martingale is
[M,M]t = Nt = Mt + t
so that stochastic integrals with respect to M satisfy the following Itoˆ’s formula∫ ∞
0
h(s)dMs
∫ ∞
0
k(s)dMs =
∫ ∞
0
[∫ s
0
h(u)dMu
]
k(s)dMs
+
∫ ∞
0
[∫ s−
0
k(u)dMu
]
h(s)dMs
+
∫ ∞
0
h(s)k(s)dMs +
∫ ∞
0
h(s)k(s)ds. (3.8)
In particular,
Mt
∫ ∞
0
h(s)dMs =
∫ t
0
[∫ s−
0
h(u)dMu
]
dMs +
∫ ∞
0
M(s∧t)−h(s)dMs
+
∫ t
0
h(s)dMs +
∫ t
0
h(s)ds. (3.9)
Again the term
∫∞
0 M(s∧t)−h(s)dMs can be further decomposed using Itoˆ’s formula and the
predictable representation for h(s). One also uses that Mt = Mt− a.s. for all t . Finally the
operator of multiplication by Mt on the Fock space is now decomposed as the sum of three
operators, namely the operators of creation and annihilation at , a∗t as in the Brownian case, and
another “preservation” operator aot which maps the chaos of order n to itself. In the Fock space
interpretation, this operator is called a second quantization operator.
In general a second quantization operator on F(K) is obtained from a self-adjoint operator A
on K, by the formula
d0(A)u1 ◦ u2 ◦ · · · ◦ un =
n∑
j=1
u1 ◦ u2 ◦ · · · Au j ◦ · · · ◦ un .
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The second quantization of a unitary operator U on K is given by
0(U )u1 ◦ u2 ◦ · · · ◦ un = Uu1 ◦Uu2 ◦ · · · ◦Uun . (3.10)
It is clear that 0(U ) gives a unitary operator on the Fock space F(K), and if Ut = exp it A is a
one-parameter group of such operators on K, generated by a self-adjoint operator A, then
d0(A) = 1
i
d
dt
0(eit A)t=0
i.e. 0(Ut ) is a group of unitary operators on F(K) with generator d0(A) = 1i ddt0(eit A)t=0.
Coming back to the Poisson process case, we see that a0t is the second quantization of the
operator of multiplication by the function 1[0,t]. Thus we have the following decomposition of
the Poisson process
Nt = a0t + at + a∗t + t.
These preservation operators, a0t ; t ≥ 0 satisfy commutation relations
[a0s , at ] = −amin(s,t), [a0s , a∗t ] = a∗min(s,t). (3.11)
In higher dimensions, i.e. for the Fock space of L2(R+) ⊗ Cd one can quantize operators of
the form 1[0,t] ⊗ Ei j where Ei j are the usual matrix units on Cd . One obtains operators a0i jt
satisfying the commutation relations
[a0i js , akt ] = δ jkaimin(s,t), [a0i js , a∗kt ] = δ jka∗imin(s,t). (3.12)
See [2,25,26] for further details.
4. A limit theorem for Pauli matrices
4.1. Gauss and Poisson distributions from Bernoulli
The simultaneous appearance of the Gauss and the Poisson distribution in the Fock space
can be traced back to the well known results on limit laws for sums of independent Bernoulli
variables. Consider the Bernoulli distribution on {±1}, with parameter p,
P(1) = 1− p, P(−1) = p.
Recall that one can obtain either the Gaussian distribution or the Poisson distribution as limits of
renormalized sums of independent Bernoulli random variables. If
Sn = b1 + · · · + bn
is a sum of independent identically distributed Bernoulli random variables, with p = 1/2, then
the renormalized sum Sn/
√
n converges in distribution towards the Gaussian. If p = ω/n, then
1
2 (Sn + n) converges towards the Poisson distribution of parameter ω.
4.2. Observables and states
We will now explain how to realize simultaneously the convergence to Gauss and Poisson
distribution, using the Fock space. For this we shall need to use the language of quantum
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mechanics [9]. So we shall speak of observables instead of random variables. An observable
is an operator on a Hilbert space. In quantum mechanics an observable represents a certain
physical quantity which is to be measured. Another central notion is that of a (pure) state,
namely a unit vector in the Hilbert space, which represents the state of a quantum system to
be observed. Measuring the observable A in the state ψ gives as outcome a random variable,
whose distribution is uniquely determined as the probability measure µA on the real line, such
that
〈 f (A)ψ,ψ〉 =
∫
f (x)dµA(x)
for all continuous bounded functions, where f (A) is defined by the functional calculus for self-
adjoint operators. In particular if ψ is an eigenvector of the observable, then the outcome is
deterministic and given by this eigenvalue.
Observables which commute can be diagonalized simultaneously, therefore if (Ai ; i ∈ I ) is a
family of such observables, and ψ is a state, then the formula
〈 f (Ai1 , . . . , Ain )ψ,ψ〉 =
∫
f (x1, . . . , xn)dµi1,...,in
valid for all functions f of n variables determines finite-dimensional probability measures
dµi1,...,in on R
n , which are the marginal distributions of some family of random variables
(X i ; i ∈ I ). The joint distribution of these random variables represents the law of the outcome
of measuring simultaneously the quantities associated to the observables Ai , in the state ψ . In
particular, if ψ is a simultaneous eigenvector of the observables, again the result is deterministic.
For observables which do not commute, it is not possible in general to have a simultaneous
eigenvector for all the observables, therefore the outcome of some of the observables is
necessarily random. This is the origin of Heisenberg uncertainty principle.
4.3. A quantum limit theorem
Using the quantum mechanical formalism, one can realize simultaneously Bernoulli
distributions of all parameters as operators acting on a two-dimensional Hilbert space. Indeed,
introduce the following matrices
I =
(
1 0
0 1
)
, u =
(
0 0
1 0
)
, v =
(
0 1
0 0
)
, w =
(
0 0
0 1
)
,
then the matrix
b = cos θ(I − 2w)+ sin θ(u + v) (4.1)
has spectrum {+1,−1}. Consider the Hilbert space K = C2 and the state ψ = e1 = (1, 0), then
for all integers k ≥ 0
〈bkψ,ψ〉 = cos2 θ1k + sin2 θ(−1)k .
It follows that the observable b, in the state ψ , has a Bernoulli distribution with parameter
p = sin2 θ . Taking independent copies of a random variable amounts to taking tensor products
of the corresponding probability spaces. Here we shall take tensor products of the Hilbert space
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C2. So, on the space (C2)⊗N one can define operators UN , VN ,WN by the formulas
UN =
N∑
n=1
I⊗(n−1) ⊗ u ⊗ I⊗(N−n) (4.2)
VN =
N∑
n=1
I⊗(n−1) ⊗ v ⊗ I⊗(N−n)
WN =
N∑
n=1
I⊗(n−1) ⊗ w ⊗ I⊗(N−n).
If we take as unit vector ψ⊗N then the distribution of the observable
cos θ(I − 2WN )+ sin θ(UN + VN )
is that of a sum of N independent random Bernoulli variables with parameter p. Thus the Gauss
distribution and the Poisson distribution are obtained as limits of the distributions of suitable
linear combinations of UN , VN ,WN .
We shall now describe a limit theorem for the noncommutative analogue of the joint
distribution of the triple of observables UN , VN ,WN . For this, it is natural to consider quantities
such as
〈P(UN , VN ,WN )ψ⊗N , ψ⊗N 〉
where P is some noncommutative polynomial in three indeterminates. In order to evaluate such
quantities one can remark that the vectors (UN )kψ⊗N , k = 0, 1, . . . , N form an orthogonal basis
of a subspace of (C2)⊗N which is invariant under the action of UN , VN ,WN . This follows easily
from direct computations or from the theory of irreducible representations of the Lie algebra
su(2). Now one can take limits as N → ∞ and obtain a limit theorem for the asymptotic
evaluation of joint moments of the operators UN , VN ,WN in terms of operators at , a∗t , a0t ,
namely for every noncommutative polynomial in three variables P , one has
lim
N→∞
〈
P
(
UN√
N
,
VN√
N
,WN
)
ψ⊗N , ψ⊗N
〉
= 〈P(a∗1 , a1, a01),〉. (4.3)
See e.g. [2,25] for the full proof. Remark that the matrices u, v, w together with I provide a basis
for the Lie algebra u(2) of 2 by 2 matrices, satisfying commutation relations
[u, v] = 2w − I, [u, w] = u, [v,w] = v.
Then by (4.2) the matrices UN , VN ,WN satisfy the commutation relations[
UN√
N
,
VN√
N
]
= 2 WN
N
− I,
[
UN√
N
,WN
]
= UN√
N
,
[
VN√
N
,WN
]
= VN√
N
.
In the limit we recover the commutation relations of the annihilation, creation and preservation
operators. We shall see later that these are essentially the commutation relations of the Lie algebra
of the Heisenberg group (or, more precisely, its semi-direct product with the unitary group). Thus
we can interpret the fundamental limit theorems of probability theory, namely the convergence
of binomial distributions to Gauss and Poisson distributions, in terms of the deformation of the
commutation relations of the Lie algebra u(2) into those of the Heisenberg Lie algebra. Of course
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the limit theorem above can be promoted to an invariance principle in the usual way, and one can
obtain the whole families at , a∗t , a0t for all t ≥ 0 (or the multidimensional version).
5. Noncommutative Brownian motion
5.1. Noncommutative spaces
We have quoted in the previous section a limit theorem involving the creation, annihilation
and preservation operators. In order to better understand these noncommuting operators from
a probabilistic perspective, it is advantageous to take the point of view of noncommutative
geometry, as in e.g. Alain Connes’ book [6]. There one replaces a space by its algebra of
complex valued functions (say of continuous functions if we are talking about a topological
space). This algebra is naturally a C∗-algebra, and many properties of the space can be easily
translated into properties of this algebra. Then dropping the assumption of commutativity of the
algebra, one obtains a new notion of “noncommutative space”, which does not exist as a space,
but on which an algebra of “noncommutative functions” is defined. The self-adjoint elements
in the algebra are observables, so can be measured according to the prescription of quantum
mechanics, if one is given a state on the algebra. In heuristic terms, this means that in such a
space one can measure coordinates in only a few directions simultaneously (these correspond to
maximal abelian subalgebras of the space), exactly as what happens with a quantum particle in
phase space when one cannot measure simultaneously its position and velocity by Heisenberg
uncertainty principle, see [9]. We shall illustrate this point of view by showing how the creation
and annihilation processes can be considered as parts of a stochastic process with values in
the dual of the Heisenberg group, which is a noncommutative space. For this we need first to
introduce some terminology pertaining to operator algebra theory, which we do in the next two
sections. A classic reference for operator algebras are the two volumes [10,11].
5.2. C∗-algebras
A C∗-algebra is a normed ∗-algebra which is isometric with a subalgebra of the algebra B(K)
of all bounded operators on some complex Hilbert space K, stable under taking the adjoint, and
closed for the operator norm topology.
If X is a locally compact topological space, then the algebra of complex continuous functions
on X , vanishing at infinity, is a C∗-algebra, and the famous Gelfand–Naimark theorem states
that any commutative C∗-algebra is isomorphic to such an algebra. Thus we should think of a
C∗-algebra as providing the algebra of continuous functions on some noncommutative space.
Elements in a C∗-algebra of the form aa∗ for some a ∈ A are called positive. The positive
elements are exactly the self-adjoint positive operators which belong to the algebra. A state on
a C∗-algebra is any linear functional which is positive on positive elements, and of norm one.
Each unit vector ψ in the Hilbert space on which the C∗-algebra acts gives such a state ωψ by
the formula
ωψ (a) = 〈aψ,ψ〉 a ∈ A.
The states play, on noncommutative spaces, the role of probability measures. Indeed, in the
commutative case, by Riesz’ theorem, such linear functionals correspond to Borel probability
measures on the underlying topological space.
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5.3. von Neumann algebras
A von Neumann algebra is a ∗-subalgebra of B(K), containing the identity operator, and
closed for the strong topology. A von Neumann algebra is closed under Borel functional calculus,
namely if a ∈ M is self-adjoint and f is a bounded Borel function on the spectrum of a,
then f (a) belongs to M , and again, the same is true for f (a1, . . . , an) where a1, . . . , an are
commuting self-adjoint operators in the von Neumann algebra, and f is a bounded Borel function
defined on the product of their spectra. By the usual spectral theorem for commuting self-adjoint
operators, a commutative von Neumann algebra is isomorphic to the algebra L∞(X,m) where
X is a measure space and m a positive measure. A normal state on a von Neumann algebra is
a positive linear form which is continuous for the σ -weak topology and takes the value 1 on
the unit. It corresponds, in the commutative case, to a probability measure, which is absolutely
continuous with respect to the measure m. Thus a von Neumann algebra with a normal state is
the noncommutative analogue of a probability space.
Given a self-adjoint element, a ∈ M and a normal state σ on M , there exists a unique proba-
bility measure µa such that
σ( f (a)) =
∫
f (x)dµa(x)
for all bounded Borel functions on spec(a). More generally if a1, . . . , an is a family of commut-
ing self-adjoint operators in M , their joint distribution is the unique probability measure µa1,...,an
on Rn such that
σ( f (a1, . . . , an)) =
∫
f (x)dµa1,...,an (x)
for all bounded Borel functions f on Rn . This measure is the joint distribution of the a′i s.
In order to define the Markov property, we need to define conditional expectations. Let N be
a von Neumann subalgebra of M , and σ a state on M , then a conditional expectation of M onto
N is a norm one projection σ(.|N ) such that σ(a|N ) = a for all a ∈ N , σ(abc|N ) = aσ(b|N )c
for all a, c ∈ N , b ∈ M .
5.4. Random variables, stochastic processes with values in some noncommutative space
Once we have defined the analogues of topological space and probability space, we can look
for the analogues of random variables. Let M be a von Neumann algebra, equipped with a normal
state σ , that is, (M, σ ) is a “noncommutative probability space”. Let C be a C∗-algebra, then
we call a norm continuous morphism ϕ : C → M a random variable with values in C (it
would be more precise to call it a “random variable with values in the noncommutative space
underlying C”). More generally we call noncommutative stochastic process a family of such
random variables, with values in some noncommutative space, indexed by R+.
If M and C are commutative, then M is the L∞ space of some probability space (, P),
while C is the space of continuous functions on a topological space S. There exists a random
variable X : → S such that ϕ is given by
ϕ( f ) = f (X)
for any continuous function f on S. Thus this noncommutative notion of random variable is a
straightforward generalization of the usual one.
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In the general case, the distribution of the random variable ϕ : C → M is the state on C given
by σ ◦ ϕ.
If A and B are two C∗-algebras, a positive map 8 : A→ B is a linear map such that 8(a) is
positive for each positive a ∈ A. This notion is the noncommutative analogue of that of a kernel
of positive measures between two spaces (actually from a technical point of view it is preferable
to stick to a particular class of such maps, called completely positive, but I will leave aside this
point in this discussion).
We shall consider semigroups of positive maps on a C∗-algebra C . i.e. families (8t )t∈R+ :
C → C which satisfy 8t ◦8s = 8t+s .
Definition 5.1. Let C be a C∗-algebra, and (8t )t∈R+ a semigroup of positive maps on C , then a
dilation of (8t )t∈R+ is given by a von Neumann algebra M , with a normal state ω, an increasing
family of von Neumann subalgebras Mt ; t ∈ R+, with conditional expectations ω(.|Mt ), and a
family of morphisms jt : C → (M, ω) such that for any t ∈ R+ and a ∈ C , one has jt (a) ∈ Mt
and for all s < t
ω( jt (a)|Ms) = js(8t−s(a)). (5.1)
A dilation of a completely positive semigroup is the analogue in noncommutative probability
of a Markov process, and the Eq. (5.1) expresses the Markov property of the process: the
conditional expectation of the future on the past is a function of the present.
When the algebras M and C are commutative, the above notion corresponds to that of a
Markov process with a given semigroup 8t .
We are now ready to interpret the creation and annihilation operators a∗t , at as providing a
Markov process with values in a noncommutative space.
5.5. The Heisenberg group
The Heisenberg group is the set H = C× R endowed with the group law
(z, w) ? (z′, w′) = (z + z′, w + w′ + =(zz¯′))
where =() denotes the imaginary part. This is a nilpotent group, its center being {0} × R, and
the Lebesgue measure on C×R is a left and right Haar measure for this group. We consider the
C∗-algebra of H, which is the C∗-algebra generated by the convolution algebra L1(H) acting on
L2(H). This algebra is a sub-C∗-algebra of B(L2(H)).
Let us denote z = q + ip. In these real coordinates, the Lie algebra of H is composed of the
vector fields
∂
∂w
; ∂
∂q
+ p ∂
∂w
; ∂
∂p
− q ∂
∂w
.
These vector fields, when acting by derivations on functions on H, define unbounded operators
iT, iQ, iP on L2(H). Thus P, Q, T are unbounded self-adjoint operators, which satisfy the
commutation relation
[P, Q] = 2iT .
One can give a heuristic description of the noncommutative space corresponding to the algebra
C∗(H). For this, we can look at the irreducible representations of the algebra, i.e. the continuous
homomorphisms C∗(H)→ B(K) such that the image of C∗(H) is weakly dense in B(K). In the
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The plane T=0
T
T=t
[P,Q]=it
The "quantum plane"
Fig. 1. The dual of the Heisenberg group.
case of a commutative C∗-algebra, these representations are one-dimensional, and actually if this
commutative algebra is identified with the algebra of continuous functions on a locally compact
space X , then the one-dimensional representations are in one-to-one correspondence with the
points of the space X , namely each point x ∈ X gives a representation by f 7→ f (x).
There are two families of irreducible representations of the C∗-algebra of the Heisenberg
group. In order to describe them it is more convenient to describe rather the representations of
the Lie algebra.
The first family of representations are one-dimensional ones. In such a representation, T is
mapped to the operator 0 and P, Q to some real numbers.
The other family, given by the Stone–von Neumann theorem, acts on a Fock space F(K),
whereK is of dimension 1, by means of the creation and annihilation operators, thus P is mapped
to au + a∗u and Q to ±1i (au − a∗u), while T is mapped to ±|u|2 I d. The commutation relations
(3.7) show that this gives a representation. Two such representations associated with vectors u, v
are equivalent if and only if |u| = |v|.
All these representations are irreducible, and they exhaust the family of equivalence classes
of irreducible representations of H.
We think of the operators P, Q, T as coordinate functions on the noncommutative space
underlying the algebra C∗(H). Since the coordinate T belongs to the center of the algebra one
can always measure it simultaneously with any other coordinate. It allows to decompose the
noncommutative space into slices according to the values of this coordinate. When T = 0,
the coordinates P and Q commute, and the corresponding slice is a usual plane, with two real
coordinates P and Q. This corresponds to the one-dimensional representations of the group.
When T = t , a nonzero real number, the two coordinates P, Q satisfy a nontrivial commutation
relation, and generate a von Neumann algebra isomorphic to B(K), and corresponding to the
irreducible representation sending T to t I . This corresponds to the notion of a “quantum plane”.
The noncommutative space can be described by Fig. 1.
5.6. The noncommutative Brownian motion
Let us consider, for t ≥ 0, the functions on H
ϕ±t (z, w) = e±itw−
1
2 t zz¯ .
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These functions are positive definite functions on H, and form two multiplicative semigroups,
indexed by t .
The maps defined on L1(H) by
8±t ( f ) = ϕ±t (z, w) f
extend by continuity to form a semigroup of positive maps C∗(H) → C∗(H), which we call
“the semigroup of noncommutative Brownian motion on the dual of H”.
We will see that the creation and annihilation processes at , a∗t provide a dilation of this
semigroup. One can construct two families of homomorphisms j±t : C∗(H) → 0((L2(R+))).
For this we define the homomorphisms on the Lie algebra by
j±t (P) = at + a∗t , j±t (Q) =
1
i
(at + a∗t ), j±t (T ) = t
which extend to homomorphisms of C∗(H). For each time t ≥ 0 we have a factorization
0(L2(R+)) = 0(L2([0, t]))⊗ 0(L2([t,+∞[)).
Accordingly for each t > 0 there are subalgebras
Wt = B(0(L2([0, t])))⊗ I ⊂ B(0(L2(R+)))
and linear maps
Et := I d ⊗ 〈.[t , [t 〉 : B(0(L2(R+)))→ Wt
where [t is the vacuum vector of the space 0(L2([0, t])). For each t ≥ 0 the map Et
is a conditional expectation with respect to the state 〈.,〉. One checks easily that the
homomorphism j±t sends C∗(H) to Wt , furthermore we have
Proposition 5.2. The maps ( j±t , Et ,Wt ) form a dilation of the positive semigroup 8±t .
5.7. The quantum Bessel process
Bessel processes are radial parts of Brownian motions. In his famous book with McKean [20],
Itoˆ started the study of the Bessel processes, now a well developed subject (see e.g. [28]). It is
the fact that the transition probabilities of Brownian motion are invariant under rotation which
explains that its radial part is a Markov process. Analogously, there exists an action of the
unitary group U (1) on the Heisenberg group by automorphisms. It turns out that there exists a
commutative subalgebra of C∗(H)which is left invariant by the “quantum Brownian semigroup”.
This commutative subalgebra is isomorphic to the space of continuous functions on a topological
space (its spectrum) which we shall describe shortly. The restriction of the semigroups8±t to this
subalgebra is a Markov semigroup on the spectrum.
The action ϕθ of the group U (1) on H is given by the following formula: for (z, w) ∈ H
ϕθ (z, w) = (eiθ z, w)
and these automorphisms extend to automorphisms of the C∗-algebra.
The subalgebra of C∗(H) composed of elements invariant under the above action of U (1)
is an abelian C∗-algebra, C∗R(H). The spectrum of the algebra C∗R(H) can be identified with a
closed subset of R2, which consists in the union of the half-lines {(x, kx); x > 0} for k ∈ N, the
half-lines (x, kx); x < 0 for k ∈ N∗, and the half-line (0, y); y ≥ 0. See [3] for details.
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Fig. 2. The Heisenberg fan.
Fig. 2 gives a “fan”.
The restriction of the noncommutative Bessel semigroup 8+t to the radial subalgebra is given
by the following transition kernel qt (x, dy) on the Heisenberg fan.
If x = (σ,−kσ) with σ < 0 and τ = σ + t then
qt (x, dy) =
∞∑
l=k
(l − 1)!
(k − 1)!(l − k)!
(
1− τ
σ
)l−k ( τ
σ
)k
δ(τ,−lτ)(dy).
If x = (σ,−kσ) with σ < 0 and 0 = σ + t , (y = 0, r) then
qt (x, dy) =
( r
t
)k−1
(k − 1)!e
− rt δ0 ⊗ dr.
If x = (σ,−kσ) with σ < 0 and τ = σ + t > 0 then
qt (x, dy) =
∞∑
l=0
(l + k − 1)!
(k − 1)!l!
(
1− τ
t
)l+k (τ
t
)k
δ(τ,lτ)(dy).
If x = (0, r) then
qt (x, dy) =
∞∑
l=0
( r
t
)l
l! e
− rt δ(t,lt)(dy).
If x = (σ, kσ) with σ > 0 and τ = σ + t
qt (x, dy) =
l=k∑
l=0
k!
l!(k − l)!
(
1− σ
τ
)k−l (σ
τ
)l
δ(τ,lτ)(dy).
This process can be constructed as the space time variant of a birth and death process known
as the Yule process. The Yule process is a simple example of a branching process where each
individual has exactly two descendants. It is quite remarkable that the quantum Bessel process
is related to a branching process, since the classical Bessel process also has deep relations to
branching processes. A typical trajectory of the process is depicted in the Fig. 3.
One can describe it as follows. It starts from a point (σ,−σ) with σ < 0. During the whole
process the first coordinate follows a uniform translation to the right. The trajectory stays on the
line y = −x then, with an intensity dt−σ+t , jumps to the line y = −2x , which it follows before
jumping to the next line y = −3x with an intensity 2dt−σ+t , and so on, jumping from the line
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Fig. 3. A trajectory of the quantum Bessel process.
y = −(k + 1)x with intensity kdt−σ+t until it reaches after infinitely many jumps the line x = 0,
then the process on the right half plane follows a dual process, and jumps from the line y = kx
to y = (k− 1)x , with intensity kdt−σ+t until it finally reaches the line y = 0 where it stays forever.
6. Quantum stochastic calculus
We have seen that the Brownian motion and the Poisson process, considered as multiplication
operators on the Fock space, have natural decompositions into sums of operators at , a∗t , a0t
satisfying certain commutation relations. This led Hudson and Parthasarathy [15] to develop
a theory of stochastic integration with respect to these operators, which extends Itoˆ’s stochastic
integral, making its connection with the Heisenberg commutation relations transparent. In this
theory one starts from the Fock space F(L2(R+)), and exploits its tensor product property: for
any time t , one has a canonical identification
F(L2(R+)) ∼ F(L2([0, t]))⊗ F(L2([t,+∞[)) (6.1)
which reflects the independence of past and future increments. Using this factorization, an
operator on F(L2(R+)) which has the form
X = X t ⊗ I d
on F(L2([0, t])) ⊗ F(L2([t,+∞[)) is said to belong to the past before time t . This allows to
define adapted processes of operators on the Fock space, namely families (X t )t≥0 such that, for
each t , the operator X t belongs to the past before t . Given times 0 ≤ t1 ≤ · · · ≤ tn and an
adapted piecewise constant process
X t =
∑
i
X ti 1]ti ,ti+1](t)
one defines the stochastic integrals in a straightforward way as∫ ∞
0
Xsdas =
∑
i
X ti (a

ti+1 − ati )
where a is either a, a∗ or a0. Observe that in this sum the operator ati+1 − ati acts on the right
side of the tensor product in the factorization F(L2(R+)) ∼ F(L2([0, ti ]))⊗ F(L2([ti ,+∞[))
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whereas X ti acts on the left hand side because it is adapted, therefore the product X ti (a

ti+1 − ati )
makes sense even if X is unbounded. Furthermore, this product is commutative.
It is convenient to use as domain for these integrals the space generated by exponential vectors.
An exponential vector in the Fock space F(K) is a vector of the form
E(u) =
∞∑
n=0
u◦n
n!
where u ∈ H . This allows to make estimates on these stochastic integrals and to extend the
definition to more general classes of operator valued processes. These stochastic integrals satisfy
the adjointness relation〈∫ ∞
0
Xsdas x, y
〉
=
〈
x,
∫ ∞
0
X∗s da∗s y
〉
(6.2)
for x, y in the common domain, and with 0∗ = 0. It is not possible in general to obtain a
stable domain for these stochastic integrals and thus to give a meaning to a product
∫∞
0
Xsda
1
s
∫∞
0 Ysda
2
s , and to Itoˆ’s formula, however one can circumvent this difficulty by evalu-
ating quantities such as〈∫ ∞
0
Ysda2s x,
∫ ∞
0
X∗s da1∗s y
〉
for x, y in the domain, which are formally equal to, thanks to (6.2),〈∫ ∞
0
Xsda1s
∫ ∞
0
Ysda2s x, y
〉
.
With this convention, the noncommutative Itoˆ’s formula now reads∫ ∞
0
Xsda1s
∫ ∞
0
Ysda2s =
∫ ∞
0
Xs
[∫ s
0
Yuda2u
]
da1s +
∫ ∞
0
[∫ s
0
Xuda1u
]
Ysda2s
+
∫ ∞
0
XsYs(da1s .da
2
s )
where the noncommutative Itoˆ’s multiplication table is as follows
das .das = 0 das .da∗s = ds das .da0s = das
da∗s .das = 0 da∗s .da∗s = 0 da∗s .da0s = 0
da0s .das = 0 da0s .da∗s = da∗s da0s .da0s = da0s .
We have used a “.” instead of the bracket [ , ] in order to avoid confusion with the commutator.
In particular, this multiplication table applied to bt = at + a∗t , the Brownian motion, and to
pt = a0t + at + a∗t , the compensated Poisson process, yields the square brackets
dbt .dbt = dt
and
dpt .dpt = dpt + dt.
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The commutation relations (3.7) and (3.11) yield, in their infinitesimal version, Itoˆ’s bracket.
Thus we have an extension of the usual stochastic calculus encompassing both the Wiener and
the Poisson processes. A detailed exposition of this theory can be found in [2,25,26].
7. Finite Markov chains as diffusion processes
7.1. Noise
The famous Le´vy–Khintchine formula shows that the Poisson process and the Brownian
motion are the basic processes needed to reconstruct all processes with independent increments,
the Brownian motion taking into account the continuous part of the process while the jumps
are encoded in a mixture of Poisson processes. In some sense these two processes form the two
fundamental forms of noise, and the Fock space representation of the Heisenberg group allows to
put them together into the same mathematical structure. The fundamental idea of Itoˆ, which is to
use Brownian motion as a universal source of noise in order to reconstruct all diffusion processes,
i.e. continuous Markov processes in Euclidian space (or more generally on manifolds) can be
generalized to encompass processes with jumps, using the Fock space, with its three kinds of
integrators that we have encountered, creation, annihilation and second quantization, as sources
of noise. It may seem strange to the classical probabilist to use noncommutative objects in order
to describe a perfectly commutative situation, however, this seems to be necessary if one wants to
deal with processes with jumps for the following reason. The success of Itoˆ’s theory relies on the
fact that one is able to define a differential calculus for nonsmooth functions. The stochastic
derivative along a rough but continuous function, such as a Brownian path or a continuous
semimartingale M , is given by
d f (Mt ) = f ′(Mt )dMt + 12 f
′′(Mt )d〈M,M〉t
where the derivative f ′ of course satisfies the Leibniz rule
( f g)′ = f ′g + f g′. (7.1)
On the other hand at a jump time of a process X , one can write
1 f (X t ) = f (X t )− f (X t−)
and the difference is now that the jump term f (X t )− f (X t−) satisfies the modified Leibniz rule
1 f g = ( f (X t )− f (X t−))g(X t )+ f (X t−)(g(X t )− g(X t−))
or
1( f g) = (1 f )g + (θ f )1g (7.2)
where θ f (X t ) = f (X t−) picks up the value of X before the jump. More rigorously, one can
introduce a finite difference operator on functions of one variable by 1 f (x, y) = f (x) −
f (y), then putting f (x, y) = f (x) and θ f (x, y) = f (y), the formula (7.2) becomes an
elementary algebraic identity. The discrepancy between (7.1) and (7.2) is at the origin of the
noncommutativity, and it is inherent to the presence of jumps. The right mathematical notion to
deal with this situation, which generalizes to the noncommutative situation, is that of a derivation
into a bimodule, see [5]. Using this formalism, we can use the Fock space as a uniform source
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of noise, and construct general Markov processes (both continuous and discontinuous) using
stochastic differential equations. In practice solving these equations poses very difficult analytical
problems, however one can treat completely the simple case of Markov chains with a finite state
space, where the problems are reduced to a minimum. This is what we do in the next subsections.
7.2. Normal martingales associated with finite Markov chains
Let (X t )t≥0 be a continuous time Markov chain on a finite state space S. This chain has an
infinitesimal generator, an operator on functions on S of the form
A f (x) =
∑
y
p(x, y)( f (x)− f (y))
where the p(x, y) are the instantaneous probability transitions. The set of (x, y) such that p(x, y)
is strictly positive is the set of edges of a directed graph with vertex set S. We shall assume it is
regular, i.e. the same number of edges point out of each vertex. This is not a very big restriction
since for every finite Markov chain, by splitting the vertices, one can build a new Markov chain
on some space where this property holds, which is mapped to the original chain. Let n be the
common degree of each vertex, we can associate to the Markov chain a family of n normal
martingales in the following way. Let us divide the edges into n classes E1, . . . , En so that each
class contains exactly one edge pointing out of each vertex, and define φ j (x) to be the other end
of the unique edge of E j pointing out of x . This construction is not unique, exactly as an elliptic
operator which is the generator of a diffusion process can be written as a sum of squares of vector
fields in several ways.
Let us define
M jt =
∑
s<t
1√
p(Xs−, Xs)
1(Xs−,Xs )∈E j −
∫ t
0
√
p(Xs−, φ j (Xs−))ds.
It is easy to check that these expressions define a family of normal martingales with mixed square
brackets
[M i ,M j ]t = δi j
(
t +
∫ t
0
√
p(Xs−, φ j (Xs−))dM js
)
and angle brackets
〈M i ,M j 〉t = δi j t.
Furthermore the jumps of the Markov chain can be recovered from the martingales M j , so that
together with the value X0, they generate the filtration of the Markov chain. More precisely, for
any function f on S, one has
d f (X t ) =
n∑
j=1
L j f (X t−)dM jt + A f (X t )dt (7.3)
where
L j f (x) = p(x, φ j (x))1/2( f (φ j (x))− f (x)).
If the starting point of the chain is deterministic, then one can prove that the martingales M jt
satisfy the chaotic representation property and thus we obtain an isometry between the Fock
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space built on L2(R+ ⊗ Cn) and the L2 space generated by the Markov chain. The proof of
this chaotic representation property relies on the so-called Isobe–Sato expansions, which are
obtained as follows. Recall that, if Pt denotes the semigroup of the Markov chain, then the
process Pt−s f (Xs) is a martingale on the time interval [0, t]. Applying Itoˆ’s formula to this
martingale one obtains
f (X t ) = Pt f (X0)+
n∑
j=1
∫ t
0
L j Pt−s f (Xs−)dM js (7.4)
which gives the predictable representation of the variable f (X t ). Then iterating this represen-
tation, as in the case of the Brownian motion, yields the chaos expansion for f (X t ). Taking
products of such variables and applying Itoˆ’s formula gives the result for f1(X t1) . . . fk(X tk ),
and then by a density argument for every square integrable variable, see [1].
7.3. A stochastic differential equation for finite Markov chains
Once we have the normal martingales we see that (7.3) can be interpreted as a stochastic
differential equation, driven by the martingales M j . Since we have the Fock space interpretation
of the martingales M j we can translate everything on the Fock space using the operators of
creation, annihilation and preservation. For each function f on S consider the multiplication
operators f (X t ), on the Fock space. Then the Eq. (7.3) can be rewritten as follows
d f (X t ) = A f (X t )dt +
∑
j
L j f (X t )
[
da0 j j +
√
p(X t , φ j (X t ))(dat + da∗t )
]
. (7.5)
There is a beautiful way of solving this equation, due to Parthasarathy and Sinha [27], which
involves constructing a unitary operator on the Fock space. For this one introduces the following
operators on L2(S) (with respect to the counting measure)
W j f (x) = f (φ j (x)), J j f (x) =
√
p(x, φ j (x)) f (x)
and the following linear differential equation on the space of operators on L2(E)⊗F(L2(R+)⊗
Cn)
dUt = Ut
∑
j
(
W j da0 j jt + (J j )∗da∗t −W j J j dat −
1
2
J j (J j )∗dt
)
starting with U0 = I . One proves that this equation has a unique unitary solution as operators on
the space L2(S)⊗ F(L2(R+)⊗ Cn). For f a function on S viewed as a multiplication operator
on L2(S), and thus on L2(S)⊗ F(L2(R+)⊗ Cn), let jt ( f ) = Ut f U−1t . Applying the quantum
version of Itoˆ’s formula one then shows that the operators jt ( f ), t ≥ 0, f ∈ L∞(S) form a
commuting family, and that the family of homomorphisms jt ( f ) on the algebra of functions on
X gives a dilation of the semigroup of the Markov chain. Thus, we have constructed the Markov
chain by solving a stochastic differential equation on the Fock space, of the same kind as the
equation for a diffusion process.
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