The reaction norm model (Falconer and Mackay, 1996 ) is attractive to describe genotype by 19 environment interactions (G × E) partly because it can accommodate a very large number of 20 environmental levels with few parameters. In its standard version, it requires that covariates are 21 known (e.g., Karan et al., 1999; Ravagnolo and Misztal, 2000, Kingsolver, et al., 2004) . However, 22 in animal breeding applications one may postulate a linear relationship between the phenotypic 23 expression of a given genotype and a particular environmental effect (e.g., herd effect). In this setup 24 the covariate (i.e., herd effect) is unknown. One approximation reported in the literature is to 25 compute the mean phenotypic performance in the appropriate environment and to use such an 26 F o r P e e r R e v i e w 3 estimate in lieu of the unknown covariate in the model (e.g., Calus et al, 2002; Kolmodin et al, 27 2002; Calus and Veerkamp, 2003) . 28
Including a function of the data as a covariable in the sampling model for the data is clearly 29 unsatisfactory. Apart from the understatement of uncertainty due to treating phenotypic means as 30 known parameters, one can imagine situations that would lead to misleading representations of 31 environmental values using this approach. An example would be the presence of genetic trend. 32
Since in the reaction norm model a breeding value is defined as a function of the environmental 33 gradient, biased estimates of environmental values may result in incorrect ranking based on 34 predicted genetic values. 35
It is therefore important to find more appropriate methods to account for unknown covariates in 36 a reaction norm model. An alternative is to infer the environmental values simultaneously with the 37 other parameters of the model. The objectives of this study are (1) to describe a method and its 38
Bayesian MCMC implementation that makes this possible, and (2) using a simulation study, to test 39 the expectation that the proposed method leads to more satisfactory inferences about genetic 40 parameters than the approximate method mentioned above. 
where y is the data vector (order n), b is the vector of fixed effects (order n b ), h is the vector of 48 environmental values (order n h ), u 0 is the vector of intercepts (order n u ), u h is the vector of slopes of 49 reaction norms for non-genetic random effects (e.g., permanent effects, of order n u ), a 0 is the vector 50 of intercepts (order n g ), a h is the vector of slopes of additive genetic reaction norms (order n g ), and e 51 is the vector of residual effects (order n). X, E, Z u , H u , Z a and H a are the incidence matrices. The i th 52 F o r P e e r R e v i e w 4 row of the matrices X, E, Z u , and Z a has exactly one element equal to one, and the remaining 53 elements equal to zero. When the covariate associated to the reaction norm is treated as unknown, 54 the i th row of the matrices H u and H a has exactly one element equal to the effect of the environment 55 (h j or a function of h j ) where the observation is recorded, and the others equal to zero. 56
In principle h can be treated as a fixed or a random vector. Here it is treated as random in order 57 to better meet identifiability requirements. In the present model identifiability is a complex topic. 58
We limit ourselves to making the statement that the functions of the parameters that are estimated 59 and reported below are identifiable. 60
The conditional distribution of y is assumed to be normal having the form 61
where R is the matrix (order n) of random residual covariances. Without loss of generality, it is 63 assumed that residuals are homoscedastic and independent of each other so that R = I e 2 , where I is 64 the identity matrix and e 2 is the residual variance. 65
66

Prior distribution of location parameters 67
The prior distribution of vector b is assumed to be improper uniform with density 68
(2) 69
The random vectors h, (u 0 , u h ) and (a 0 , a h ) are assumed to have normal, mutually independent 70 prior distributions. The prior density function of h given h 2 is 71 
where k g =2 is the dimension of G 0 . 81
82
Prior distribution of dispersion parameters 83
The prior distributions of h 2 and e 2 are assumed to be scaled inverse Chi-square distributions 84 with density 85 
Then the mixed model equations associated with (12) can be written as 113 
Consequently the fully conditional posterior distribution of i is 132 The fully conditional posterior distribution of the covariance matrix of the reaction norm of the 168 non-genetic random effect is 169 
Simulation studies 211
Data generation 212
The proposed method was evaluated using a simulation study. Observations were generated 213 using the model 214 e Ha Za Eh 1 y
where h was the vector of environment values (herd-year effects), a 0 was the vector of levels and 216 a h was the vector of slopes of additive genetic reaction norms, e was the vector of random residuals. 217
Vectors h, (a 0 , a h ) and e were assumed to be mutually independent and were sampled from 218 
Statistical analysis 229
The simulated data were analyzed using the following models: Table 1 are correlations between the true and herd-year effects estimated with the 252 proposed method and estimated using phenotypic means. The correlation between true value of 253 herd-year effects and herd-year averages was significantly lower than 1 (0.901 averaged over 20 254 replicates). On the other hand, the proposed method resulted in a correlation between estimated 255 herd-year effects and the true values of 0.970, averaged over the 20 replicates. Thus the phenotypic 256 mean was a poorer estimator of herd-year effects than the estimates derived from the proposed 257 method. In the simulation study the variation of herd-year averages included variation of breeding 258 values across herd-years. Therefore the variance of herd-year averages was larger than the variance 259 of true herd-year effects (by 35%). 260
As shown in Table 2 , the proposed method (M1) yields estimates of variance components with 261 no detectable bias, while using herd-year averages as proxies for herd-year effects (M3) resulted in 262 biased estimates. Averaged over the 20 replicates, the variance components estimated from the 263 proposed method and from the model using true herd-year effects as covariates in the reaction norm 264 (M2) resulted in similar inferences. These estimates agreed well with the true values. On the other 265 hand using herd-year averages as covariates in the reaction norm resulted in an overestimation of 266 the variance component associated with "level" ( Estimates of within herd-year heritabilities over different herd-year levels were unbiased for M1 272 and M2, but biased for M3 (Figure 1) . Averaged over the 20 replicates, the estimates from the 273 proposed approach (M1) or from a model using true herd-year effects as covariates of reaction norm 274 (M2) agreed well with the true heritabilities in all levels of herd-years. When herd-year averages 275 were used as covariates (M3), the estimate of total additive genetic variance was biased but the bias 276 was less serious than that for were estimated using herd-year means that were computed from data including animals with 308 records in the appropriate herd-year, while dispersion parameters and breeding values were inferred 309 from data that only included individuals whose sires were to be evaluated. The adequacy of this 310 approximation could not be tested because it was applied using real (as opposed to simulated) data, 311 M1: model with unknown covariate of reaction norm (the proposed approach).
M2: model using true herd-year effect as covariate of reaction norm.
M3: model using phenotypic mean of herd-year as covariate of reaction norm. 
