We consider the Gauss hypergeometric function F (a, b + 1; c + 2; z) for a, b, c ∈ C, c = −2, −3 − 4, ... and |arg(1 − z)| < π. We derive a convergent expansion of F (a, b + 1; c + 2; z) in terms of rational functions of a, b, c and z valid for |b||z| < |c − bz| and |c − b||z| < |c − bz|. This expansion has the additional property of being asymptotic for large c with fixed a uniformly in b and z (with bounded b/c). Moreover, the asymptotic character of the expansion holds for a larger set of b, c and z specified below.
Introduction
The asymptotic behaviour of the Gauss hypergeometric function F (a, b; c; z) when different combinations of a, b, c and z are large is a subject of recent interest [4] , [6] , [9] , [12] . The hypergeometric function is defined by the power series: 
This expansion is an asymptotic expansion of F (a, b; c; z) for z → 0 and/or c → ∞. The condition |z| < 1 may be relaxed still keeping the asymptotic character of the expansion for large c [11] . Jones uses for his analysis Olver's method [7] , which is based on the linear second order differential equation satisfied by F (a, b; c; z). More recently, Olde Daalhuis has obtained an asymptotic expansion of F (a, b − λ; c + λ; −z) in terms of parabolic cylinder functions and of F (a+λ, b+2λ; c; −z) in terms of Airy functions [6] . These expansions hold for fixed values of a, b and c, and are uniformly valid for z with | arg z| < π. Olde Daalhuis uses Bleinstein's method applied on a contour integral representation of F (a, b; c; z) in which a saddle point and a branch point coalesce.
In [9] , Temme has shown that the set of 26 possible cases in (2) can be reduded to only four cases: (A) e 1 = e 2 = 0, e 3 = 1; (B) e 1 = 1, e 2 = −1, e 3 = 0; (C) e 1 = 0, e 2 = −1, e 3 = 1; (D) e 1 = 1, e 2 = 2, e 3 = 0.
For case (A), Temme obtains the uniform asymptotic expansion
where U is the confluent hypergeometric function, ζ = ln[(z − 1)/z] and g s are the coefficients of the Taylor expansion of g(t)
is an asymptotic expansion when λ → ∞, uniformly with respect to bounded values of ζ (z bounded away from the origin).
In this paper we are concerned with a generalization of cases (A) and (C). We study asymptotic expansions of F (a, b; c; z) for large values of c uniformly in b with bounded b/c. In [2] we used a modification of the steepest descent method (see [3] ) to derive uniform asymptotic expansions of the incomplete gamma functions Γ(a, z) and γ(a, z) for large values of a and z in terms of elementary functions. We apply here the same idea to derive a uniform asymptotic expansion of F (a, b; c; z) for large b and c using the integral representation (4) of F (a, b; c; z) given below. The approach consists of: (i) a factorization of the integrand in that integral in an exponential factor times another factor and (ii) an expansion of this second factor at the asymptotically relevant point of the exponential factor. The main benefit of this procedure is the derivation of easy asymptotic expansions (in terms of elementary functions) with easily computable coefficients.
In Section 2 we derive a convergent expansion of F (a, b + 1; c + 2; z) valid under the restrictions |b||z| < |c − bz| and |c − b||z| < |c − bz| which has also an asymptotic character 
The expansion
The Gauss hypergeometric function may be written in the form [ [8] , p. 110, eq. (5.4)]
For convenience, we consider a shift in the parameters b and c and write the hypergeometric function in the form
with
The unique saddle point of f (t) is located at t = b/c. We replace the function g(t) in (5) by its Taylor expansion at t = b/c with convergence radius |1/z − b/c| [3] :
This expansion converges uniformly with respect to t ∈ [0, 1] when the following conditions hold: |b||z| < |c − bz| and |c − b||z| < |c − bz|.
For the values of z, b and c verifying (7), we can introduce (6) in (4) to obtain, after interchanging summation and integration,
where the functions Φ k (b, c) are defined by
Using again the integral representation (4) we see that Φ k (b, c) is a very simple hypergeometric function writable in terms of rational functions of b and c:
The first few functions Φ k (b, c) are detailed in Table 1 . We have derived the above expansion under the restrictions c + 1 > b > −1, |b||z| < |c − bz| and |c − b||z| < |c − bz|. But the restriction c + 1 > b > −1 is superfluous: for large values of k we have that [10] 
when k → ∞ with b and c fixed complex numbers, c = 0, −1, −2, ..., z = 0 and
. Then, the terms of the series (8) verify: with
Therefore, expansion (8) 
where
From the explicit values of Φ 0 and Φ 1 given in Table 1 Therefore,
Then, expansion (8) is an asymptotic expansion for large c with fixed a uniformly in b and z with bounded b/c. Table 2 contains some numerical experiments which show the accuracy achieved by expansion (8) .
The asymptotic properties of the expansion (8) are better when b/c = 0 or b/c = 1. In these cases, from the recurrence (11) we have that
The expansion (8) was already obtained by Nφrlund in [[5] , eq. (1.21)], although without any mention to the asymptotic properties of the expansion. Also, the conditions for the convergence of (8) given there are more restrictive: (|b| + |c|)|z| < |c − bz|.
Asymptotic properties of the expansion (8) for real b/c
In the previous section we have shown that expansion (8) is convergent and asymptotic for large c (uniformly in b and z with bounded b/c) if b, c and z verify (7) . In this section we will show that the expansion (8) keeps that asymptotic character if 0 < b/c < 1 (even if conditions (7) do not hold). In the remaining of this section we consider 0 < b/c < 1 and −1 < b < c + 1.
Expansion (6) is not uniformly convergent for t ∈ [0, 1] if conditions (7) do not hold. Nevertheless, we can approximate the integral (4) by replacing the function g(t) by its Taylor expansion at the point t = b/c:
Introducing (13) in (4) and interchanging summation and integration we obtain
where the functions Φ k (b, c) are given in (9) or (10) and
The key point here is to use the idea given in [3] : the critical point b/c ∈ (0, 1). Then, the Laplace method can be applied to the integrals (9) to obtain their asymptotic behaviour for large c (or large b and c with bounded b/c) [3] :
On the other hand, we can apply also the Laplace's method to the remainder R n (a, b; c; z) in (15) to obtain [3] : 
Thus, from (12) and (17), we see that (14) is an asymptotic expansion of F (a, b+1; c+2; z) for large c (uniformly in b with bounded b/c). Moreover, from the Lagrange form for the Taylor remainder we have:
Then,
n and, for real b and c and even n we have
We remark that the asymptotic properties of the sequence {Φ k (b, c)} k obtained in (12) making use of (11) are slightly better than those derived from the Laplace's method in (16). Table 3 shows a numerical experiment which illustrate the approximation supplied by (8) for large positive real values of b and c with c > b > 0 when (7) does not hold. for different values of b and c by using (8) with n summands. Conditions (7) do not hold for these values of b, c and z.
Asymptotic properties of the expansion (8) for complex b and c > 0
In this section we extend the results of the previous section to the case b ∈ C with 0 < b < c and z −1 ∈ C \ Ω. In the remaining of this section we consider 0 < b < c and z −1 ∈ C \ Ω and use the ideas of the modified saddle point method introduced in [3] . The integrand in (4) is an analytic function of t ∈ C with branch cuts at (−∞, 0], [1, ∞) and, if a / ∈ Z, also at [1/z, ∞). Then, if z −1 / ∈ Ω, the integrand in (4) is an analytic function of t in the interior of Ω (see Fig. 1 ). Using the Cauchy's Residue Theorem, we deform the integration contour [0, 1] in (4) to the contour Γ: The real part of the function f (t) in the exponent of the integrand in (19) reads
and verifies the following properties:
, the function h(x, v) has an absolute maximum at x = u. It is a strictly increasing function of x for x ∈ [0, u) and strictly decreasing for x ∈ (u, 1]. That is, it has an absolute maximum at x = u over Γ 2 .
ii) The function h(− v 2 /4 − (y − v/2) 2 , y) is an strictly increasing function of y for y ∈ [0, v] . That is, it is strictly increasing over Γ 1 .
iii) The function h(1
is an strictly increasing function of y for y ∈ (1, v) . That is, it is strictly decreasing over Γ 3 .
Taking into account i)-iii) we conclude that, over the path Γ, (f (t)) has an absolute maximum at t = b/c.
We divide the path Γ in two pieces: Γ = Γ S ∪ Γ T , where Γ S is that part of Γ contained inside a circle of center b/c and radius r ≡ |1/z − b/c|, and Γ T = Γ \ Γ S (see Fig. 2 ). 
Expansion (6) is uniformly convergent for t ∈ Γ S (for those points t of Γ S located between t 0 and t 1 ).
On the one hand, (f (t)) has an absolute maximum at t = b/c and increases from t = 0 up to t = b/c and decreases from t = b/c up to t = 1 following the path Γ. On the other hand, g(t) is bounded on Γ. Then
where t 0 and t 1 are the points of the path Γ located at a distance r from b/c (see Fig. 2 ).
On the other hand, because of the expansion (6) is uniformly convergent for t inside the circle of radius r and centre b/c, we can repeat the reasoning of Section 2 to conclude that
where the functions Φ Using again that (f (t)) has an absolute maximum over Γ at t = b/c we have that ∈ Ω).
Conclusions
We can resume the analysis of the previous sections in the following theorems. 
