(|z|~1))03BD(dz).
Here v satisnesj'(l A ao.
We are interested in those Levy processes for which 0 is regular for ~0} and either Q2 > 0 or {0}) = oo. In this case (see [K] ) there exists a bounded continuous function g that is a density for the 1-resolvent:
(1.2) y)dx = EY /~ e-t f (Zt)dt, f > 0, y E l~.
(If G(x, y) is the Green function for Zt killed at an independent exponential time with parameter 1, the relationship between g and G is given by g(x) = = G(a, a + x) for any a E R and G(x,y) = g{y -x).)
For each x,
{ )
For each x, g(x -. ) is the 1-potential of an additive functional Lf that is continuous in t. Moreover, a version of may be chosen that is jointly measurable in {x, t, w). See [GK] [Bo] , [Me] , [GK] and [MT] ), culminating in the works [Bl] , [BH] , and [B2] , where a necessary and sufficient condition for the joint continuity of Lf in t and x is given. 
Theorem 1.1 (a) was first proved in [BH] , where it was also remarked that the entropy condition was equivalent to one involving the monotone rearrangement of p.
Part (b) was also proved in [BH] , with, however, the constant 2 replaced by a larger constant (namely 416). In [B2] it was shown that part (b) holds with the constant 2 under the additional assumption that p is regularly varying (but not slowly varying) and that the constant 2 is sharp. (The principle result of [B2] was that the condition -F(0+) oo is necessary as well as sufficient for joint continuity.) Marcus and Rosen [MR] have recently obtained necessary and sufficient conditions for the joint continuity of local times of certain Markov processes. Theorem 1.1 for symmetric Levy processes is a special case of their results.
In Section 2 we prove Theorem 1.1 assuming that ess supxLxt oo, a.s. We establish this latter fact in Section 3.
2. Modulus of continuity. Our proof is modeled after that of [McK] . 
