We consider 3-partitioning the vertices of a graph into sets S 1 , S 2 and S 3 of specified cardinalities, such that the total weight of all edges joining S 1 and S 2 is minimized. This problem is closely related to several NP-hard problems like determining the bandwidth or finding a vertex separator in a graph.
The optimal value of this problem will be denoted as OP T M C .
Remark 1
If m 1 = 0 or m 2 = 0, then the MCP problem is trivial: OP T M C = 0. Therefore we assume from now on that 1 ≤ m 1 ≤ m 2 . If m 3 = 0, m 1 = n 2 and m 2 = n 2 , we get the NP-complete bisection problem as a special case (see [7] ).
The MCP is a special instance of more general graph partitioning problems, where one is interested in a partition of V (G) into k disjoint subsets S 1 , . . . , S k with cardinalities m 1 ≤ m 2 ≤ . . . ≤ m k , i m i = |V (G)|, such that the total weight of edges between some subsets is minimized. A survey on the graph partitioning problem and related problems is given in [12] . The MCP is also connected to the (balanced) vertex separator problem, where the objective is to find a minimal subset of V (G), whose removal disconnects the graph into two subgraphs of roughly equal size. If OP T M C = 0, then the graph G underlying A has a vertex separator of size m 3 and its connectivity is at most m 3 (see [10] for more details). On the other hand, if OP T M C > 0, then the bandwidth of the matrix A is at least m 3 + 1 (see [10] ).
Graph partitioning and vertex separator problems appear in a wide range of applications: in circuit board and microchip design, floor planning and analysis of bottlenecks in communication networks. In parallel computing, partitioning the set of tasks among processors in order to minimize the communication between processors is another instance of graph partitioning problem. A comprehensive survey with results in this area up to 1995 is contained in [1] .
There exist several approaches to the graph partitioning problem and to the vertex separator problem in the literature. Balas and de Sousa have recently proposed an integer linear programming approach combined with a branch and cut algorithm to get minimal balanced vertex separators, see [17] .
Formulating the partitions using vertex variables leads to a quadratic cost function with linear and quadratic constraints in binary variables, see (1)-(5) below. Maintaining the orthogonality condition (2) leads to spectral relaxations based on the Hoffman-Wielandt inequality, see [10, 16] . In [10, 16] , these relaxations are developed for the MCP, leading to the lower bound OP T HW from section 3 below.
The spectral methods use eigenvalue information from the adjacency matrix A. Specifically they use the second smallest eigenvalue of the graph's Laplacian and the corresponding eigenvector (Fiedler vector). The quality of this approach has been studied in [8] , where the focus was also enlarged on spectral methods that use a constant number of eigenvectors corresponding to the smallest eigenvalues of the Laplacian matrix.
Semidefinite programming also turned out to be a useful tool to get tractable relaxations for the graph partitioning problem (see [18] ) and the vertex separator problem (see [6] ).
The present paper takes a closer look at the relation among the semidefinite and the spectral relaxations and combines them to get stronger relaxations. Here are our main contributions:
• In section 2 we show that MCP can be equivalently formulated as a linear program over the cone of completely positive matrices. This does not make the problem tractable, since linear optimization over this cone is NP-hard [13] , but suggests a new family of tractable relaxations, which we get by approximating the copositive constraint with a tractable one, for example by using the hierarchy of cones, suggested by Parillo [14] , which approximates the cone of completely positive matrices arbitrarily close.
• Secondly, we show in section 3 that the relaxation OP T HW , based on the Hoffman-Wielandt inequality and investigated in [10] , can equivalently be written as a semidefinite program. The proof of this result constitutes the main part of the paper, and is given in section 4. As in [10] we provide a closed form solution of this SDP program (subsection 4.3).
• Finally, the SDP relaxation of MCP allows further improvements, which are discussed in sections 5 and 6, where we also provide some preliminary computational experience with the new relaxations.
In particular, we investigate the new approach to get lower bounds for OP T M C and the bandwidth of A.
We point out that similar results have been shown recently for other combinatorial optimization problems. DeKlerk and Pasechnik [11] have shown that computing the stability number of a graph is equivalent to solving a copositive program. Anstreicher and Wolkowicz [2] have shown that the spectral relaxation of the Quadratic Assignment Problem can equivalently be formulated as a semidefinite program.
Notation
We denote the ith standard unit vector by e i , while the vector of all ones is u n ∈ R n (or u if dimension n is obvious). The square matrix of all ones is J n (or J) and the identity matrix is I = (δ ij ). We set with E ij = e i e T j and its symmetrisation is B ij = 1 2 (E ij + E ji ). In this paper we consider the following sets of matrices. The vector space of real symmetric n × n matrices is denoted by S n = {X ∈ R n×n : X = X T }. The cone of n × n positive semidefinite matrices is S + n = {X ∈ S n : y T Xy ≥ 0, ∀y ∈ R n }. The cone of n × n copositive matrices is denoted by C n = {X ∈ S n : y T Xy ≥ 0, ∀y ∈ R n + }, the cone of n × n completely positive matrices is
. . , k} and the cone of n × n symmetric nonnegative matrices is N n = {X ∈ S n : x ij ≥ 0, ∀i, j}. We also use X 0 for X ∈ S + n and X ≥ 0 for an element-wise nonnegative matrix. A linear program over S + n is called a semidefinite program while a linear program over C n or C * n is called a copositive program. The sign ⊗ stands for Kronecker product, while the matrices V i and
When we consider matrix X ∈ R m×n as a vector from R mn , we write this vector as vec(X) or x. The ·, · denote the standard scalar product. For u, v ∈ R n we have u, v = u T v and for X, Y ∈ R m×n we have X, Y = trace(X T Y ). For matrix columns and rows we will use matlab notation, hence X(i, :) and X(:, i) will stand for ith row and column, respectively. If a ∈ R n , then Diag(a) is a n × n diagonal matrix with a on the main diagonal.
MCP as a conic linear program
We first use the partition formulation of MCP to express MCP as a quadratic program in nonnegative variables. Following [10] we represent partitions (S 1 , S 2 , S 3 ) of V (G) by n × 3 matrices X, where
It will also be useful to identify columns of X directly, hence we denote the ith column of X by x i . Using X, we can easily express cut(S 1 , S 2 ) as follows.
where
In [16] it is shown that an n × 3 matrix X represents a partiton of V (G) into subsets S 1 , S 2 and S 3 of prescribed sizes m = (m 1 , m 2 , m 3 ) T if and only if X satisfies the following relations:
Note in particular, that the constraint
asking that each partition block has the right number of elements, is implied by these conditions. The set of all n × 3 matrices, representing some partition of V (G) into sets of cardinalities, specified by m, will be denoted by F. Using the above characterization of such partition matrices, we have
MCP can equivalently be written as a quadratic program
This problem has a non-convex objective function, defined over a finite set. Our main goal in this section is to transform this problem into an equivalent linear program over the cone of completely positive matrices. We do this by expressing the linear constraints in an appropriate way as quadratic ones. Then we linearize the resulting quadratic terms. Specifically, we consider the following equations in variable X ∈ R n×3 :
Equations (6) are obtained by squaring the equations from (3). The equations (7) are obtained by elementwise multiplication of (3) and (5) . The last set of equations is obtained from pairwise multiplication of (5). Clearly, any X ∈ F will satisfy (6)- (8) .
Using the Kronecker product and the property vec(P XQ) = (Q T ⊗ P )vec(X) we get
This helps us to reformulate the constraints (6)- (8) as follows:
In the last term we may replace E ij with B ij , since xx T is symmetric. Similarly we can rewrite the left hand side of (2):
Let us now introduce Y = xx T . Then M C QP can be equivalently formulated as follows:
To see that this optimization problem is equivalent to M C QP , we note that for any X feasible for M C QP , we can take x = vec(X) to get a feasible Y = xx T for this problem with the same objective value and vice versa. The above problem has linear objective and linear constraints, and the quadratic equation, coupling Y and x. As a final simplification, we replace the constraints Y = xx T and x ≥ 0 by Y ∈ C * 3n . The new optimization problem, which is a copositive program, will be denoted by M C CP :
The following theorem explains the relation between the feasible sets of M C QP and M C CP . 
Theorem 1
Let Y ∈ C * 3n . From the definition of the cone C * 3n follows that there exist finitely many nonzero vectors
We can treat x i as vector representation of some matrix X i ∈ R n×3 , therefore we will index the components of each x i with two indices: x i = (x i jk ), j = 1, . . . , n and k = 1, 2, 3 (components x i j,1 are the first n components of x i -the first "column" of x i etc.) Let us first fix i and j (1 ≤ i ≤ n, 1 ≤ j ≤ 3). If we denote with r k = none of x k is zero we have α k > 0, for all k, and may define
for any j. The equation (14) implies that y k (y k ) T are feasible for (11)- (13) and
To finish the proof it remains to show that y k (y k ) T are feasible for (10) . Indeed, if there exist i = j and k such that B ij ⊗ I, y k (y k ) T > 0, then because of nonnegativity of y k we have B ij ⊗ I, Y > 0, but this is a contradiction with the feasibility of Y . In particular, this means that in each "row" of y k there is only one nonzero component, which must be equal to 1 because of feasibility for (11) . Hence y k is a 0-1 vector. This implies together with (13) 
The feasible set of M C CP is therefore a polytope, spanned by the rank 1 matrices of type xx T , where x is a vector representation of matrix X, feasible for M C QP . Since M C CP is a linear program, it has a rank 1 optimal solution, hence OP T M C ≥ OP T QP . The opposite direction is obvious, hence we have the following corollary.
Corollary 2 Problems M C QP and M C CP have the same optimal value, therefore MCP can be equivalently formulated as a linear program in completely positive matrices.
Remark 2 This copositive representation again confirms the importance of copositive programming in combinatorial optimization which was revealed by De Klerk and Pasechnik [11] , who proved that computing the stability number of a graph is equivalent to solving a copositive program and then presented a hierarchy of positive semidefinite relaxations, which follow from this approach and are strongly connected with the ϑ-function. n I − Diag(r(A)) and s(A) = u T Au, r(A) = Au. This is a quadratic problem defined over a non-convex set described by linear and quadratic equations.
If we replace in the models M C QP and M C CP matrix A withÂ, then the optimal values of these models do not change, since matrix XBX T in the model M C QP has only zeros on the main diagonal and similarly any feasible matrix Y in model M C CP has only zeros on the main diagonals of off-diagonal blocks, as follows from (10) and complete positiveness of Y . Therefore OP T M C ≥ OP T HW .
Helmberg et al. have in fact shown that OP T HW has the explicit form
where λ 2 and λ n are 2nd smallest and the largest Laplacian eigenvalues of the graph G (i. e. the eigenvalues of matrix L = Diag(r(A)) − A = s(A) n I −Â) and µ 1 ≥ µ 2 are defined as
The key tool to get this result was the Hoffman-Wielandt inequality [9] combined with a projection technique for partitioning the nodes of a graph from [16] .
It is an attractive feature of this bound that the closed form solution (15) is quite easy to compute, as it involves only the computation of the extreme Laplacian eigenvalues. On the other hand, the relaxation OP T HW , as described above, does not permit the inclusion of further constraints, like for instance X ≥ 0, without loosing tractability. One of the main motivations for the current research was in fact the search for a new equivalent formulation of OP T HW which is suitable for further tractable refinements. We now propose such a refinement.
As already mentioned, we do not change the optimal value by replacing A withÂ in the models M C QP and M C CP . Let us consider the model, obtained from M C CP by this replacement and relaxing the constraint Y ∈ C * 3n to Y ∈ S + 3n . We will denote it by M C SDP and its optimal value by OP T SDP . Hence
In the next section we will show that the value OP T SDP is equal to OP T HW . First comes the easy part.
Lemma 3
OP T HW ≥ OP T SDP .
Proof: If X satisfies (2), (3) and (5), then X satisfies constraints (2) and (6)- (8) . Matrix Y = xx T satisfies (10)- (13) and is in S + 3n , hence is feasible for M C SDP . Since
The main result of this section (and in fact of the whole paper) is the following theorem.
Theorem 4 OP T HW = OP T SDP .
From Lemma 3 it follows that we need to prove that OP T HW ≤ OP T SDP . Our proof of this result is rather involved and consists of two major steps. In the first step we reformulate the semidefinite program M C SDP in a new coordinate system, obtained by diagonalizing the cost matrix B T ⊗Â. This will be the content of the following subsection 4.1. The main work here is to reformulate the constraints in the new coordinate system. The second part of the proof is more subtle. We will extract a subproblem of (18) below, and will show in subsection 4.2 that this subproblem in fact captures the essential part of M C SDP , allowing us to finish the proof. and B, respectively, and S, T are diagonal matrices with eigenvalues on the diagonal. We take the factorizations where the eigenvalues are in nondecreasing order, hence we have
If we denote with i = s ii , then fromÂ =
n I − L (see the beginning of the previous section) follows
2n . We choose P in such a way that the last column of P is equal to u/ √ n. If the graph G is connected, then u/ √ n is up to sign the unique eigenvector corresponding to n , otherwise we have more eigenvectors for n and we may always choose them in such a way that the last eigenvector is u/ √ n making the matrix P as desired. In the following lemmas we investigate what happens if we substitute in the model M C SDP the matrix variable Y with matrix variable Z, which are related by
This substitution simplifies the objective function, which becomes T ⊗ S, Z , hence only diagonal elements of Z will determine the objective value. If Y ∈ S + 3n , then the new matrix variable Z is from S + 3n , too. We will often for the sake of simplicity write matrix Z as a block matrix:
, where Z ij ∈ R n×n . This actually means that
We will denote with Z 
where matrix F = (f ij ) ∈ S + 3 is as follows:
Proof: Here we use the fact that P (:
Since all columns of P are orthogonal, we have P T J n P = P T W T n = nE nn . We also get matrices B ij := Q T B ij Q: Similarly we rewrite the other equations from constraint (13) into
n .
The solution of this system of 6 linear equations in 6 variables is Z
Lemma 6 Let Y, Z ∈ S 3n satisfy (17) . Matrix Y satisfies constraint (10) if and only if matrix Z satisfies constraint
where matrix H = (h ij ) ∈ S 3 is defined as Similarly we get the other 5 linear equations in 6 variables trace(Z ij ). The unique solution is given by trace(
Lemma 7 Let Y, Z ∈ S 3n satisfy (17).
(a) Matrix Y satisfies constraint (11) if and only if matrix Z satisfies the constraint
(b) Matrix Y satisfies constraint (12) if and only if matrix Z satisfies the constraint
.
Proof: (a) This statement follows immediately from the equality P T E ii P = P (i, :) T P (i, :). (b) After the substitution the left hand side of constraint (12) becomes (Q T V i Q)⊗(P T W T j P ), Z = m i . Short calculation shows:
The term P T W T j P simplifies because of the choice of the last column of P into
By introducing the set G = {Z ∈ S + 3n , Z satisfies constraints (10a), (11a), (12a) and (13a)},
we can see that the problem M C SDP is equivalent to the problem
since for any feasible solution Y for M C SDP we can find a solution Z ∈ G via (17) with the same value of the objective value and vice versa. It should be noted that the cost function in (18) simplifies to
A block-diagonal subproblem
The semidefinite program (18) is still quite complicated. Since Lemmas 5-7 show that feasibility for constraints (10a)-(13a) is mostly determined with the diagonal entries of blocks Z ij , we are going to study the following semidefinite program, which we obtain by keeping in the program (18) only constraints (10a) and (13a) and ignoring all nondiagonal components in any block Z ij .
The constants b i are
In the following lemma we compare the optimal values of M C SDP and M C SDP a .
Lemma 8 OP T SDP ≥ OP T SDP a .
Proof: We will show that any feasible solution for (18) Here is the dual semidefinite program for M C SDP a :
First let us introduce the number
This number is well defined in view of Remark 1. Note also that δ is of the form
The next lemma allows us to finish the proof of theorem 4. We need the following simple observation for its proof. 2
Lemma 10
The numbers
form an optimal solution for the dual problem DM C SDP a with objective value equal to OP T HW .
Proof: First note that δ ≥ 1 implies y 1 ≤ − n−1 and y 2 ≤ 1 . This shows that in the definition of y 3 we take the square root of a nonnegative number, hence y 3 is well-defined. To see that V i 0, we first note that the numbers i are in nondecreasing order, therefore
Using that y 2 = y 1 + 1 + n−1 we get y 2 3 = (− 1 − y 1 )( 1 − y 2 ) = (− n−1 − y 1 )( n−1 − y 2 ) and
we get by Proposition 9:
hence det(V i ) ≥ 0 and positive semidefinitness of V i follows. Secondly we will show the optimality of (y 1 , y 2 , y 3 ). It is sufficient to prove that
since from Lemmas 3 and 8 and the weak duality property we know that the optimal value of DM C SDP a is at most OP T SDP ≤ OP T HW . Using the fact that 1 =
, it remains to show that
One can derive that
. and show
Checking the last equality involves tedious but straightforward algebraic manipulation.
2
Proof of the theorem 4. From Lemma 3, Lemma 8, the weak duality property for semidefinite program M C SDP a and Lemma 10 follows
hence equality holds throughout. 
Reconstructing the optimal solution of the problem M C SDP
Once we know the optimal solution of the dual problem DM C SDP a , we can reconstruct the optimal solution of M C SDP by tracing back the procedure from the previous subsection and using the structural information about the feasible set G. We will first compute the optimal solution of M C SDP a from the optimal solution of M C DSDP a and then will extend it to the optimal solution of M C SDP . Let U * = diag(U 1 , . . . , U n−1 ) be the optimal solution of M C SDP a and (y 1 , y 2 , y 3 ) the optimal solution for DM C SDP a from Lemma 8. We define the matrix V * = diag(V 1 , . . . , V n−1 ) with
From feasibility of (y 1 , y 2 , y 3 ) follows V i 0 and any matrix V i is in fact the dual matrix to U i , for 1 ≤ i ≤ n − 1. Since V * is actually optimal for DM C SDP a , the strong duality property implies U i , V i = 0, for 1 ≤ i ≤ n − 1. Suppose first that 1 < n−1 and V 1 and V n−1 are the only singular matrices in V * (hence V 1 and V n−1 are rank one matrices). Let
Using (19) we see that
. From strong duality property follows that U 2 , U 3 , . . . U n−2 are zero matrices and U 1 , U n−1 are singular.
Since U 1 , U n−1 , V 1 and V n−1 are singular, the following must be true
Together with the strong duality property U 1 , V 1 = p 1 v 1 + 2q 1 z 1 + r 1 w 1 = 0 this implies that
From the arithmetic-geometric inequality it follows that p 1 v 1 = r 1 w 1 and similarly p 2 v 2 = r 2 w 2 . Components of U 1 and U n−1 must also satisfy linear constraints from M C SDP a : p 1 +p 2 = b 1 , r 1 +r 2 = b 2 and q 1 + q 2 = b 3 .
All these equations uniquely determine the components of the U 1 and U n−1 as follows
If we have 1 < n−1 and there exists 1 < i < n − 1 such that V i is a rank one matrix, then the matrix U * = diag(U 1 , . . . , U n−1 ), where U 2 , . . . , U n−2 are zero matrices and components of U 1 and U n−1 are those from (20), is still (non-unique) optimal solution of M C SDP a .
The last case is that 1 = n−1 . In this case we can not use U 1 and U n−1 , defined with (20), because α and β are not defined. We will try to find the optimal solution of M C SDP a directly. Let us define U 1 and U n−1 with
and let U i be zero matrices, for 2 ≤ i ≤ n − 2. The matrix U = Diag(U 1 , . . . , U n−1 ) is feasible for M C SDP a and
= OP T HW , hence U is optimal for M C SDP a . However, the MIN-CUT problem is trivial if 1 = n−1 , since in this case the underlying graph is the complete graph K n .
Let us introduce the matrices
and Z n = F , where F ∈ S + 3 is from Lemma 5, and p i , r i and q i are either from (20) or from (21).
Proposition 11
The matrix
is optimal solution for (18) and the matrix
T is optimal solution for M C SDP .
Proof: The structure of Z * for the case n = 3 can be seen in figure 1 . From the construction of Z * , Theorem 4 and Proposition 10 follows that T ⊗ S, Z * = 1 (r 1 − p 1 ) + n−1 (r 2 − p 2 ) + n (f 33 − f 11 ) = OP T HW = OP T SDP , hence Z * gives the optimal value of (18) . Therefore it remains to show that Z * is feasible for the problem (18) . Positive semidefinitenes of Z * follows from positive semidefinitenes of matrices U 1 , U n−1 and F . Feasibility for the constraints (10a) and (13a) follows immediately from the feasibility of U 1 and U n−1 for the problem M C SDP a and the structure of Z * . Figure 1 : Structure of Z * , for n = 3.
To check the feasibility for (11a) we need to compute for all 1 ≤ i ≤ n:
so Z * is feasible for (11a). Last constraint (12a) reduces for i = 1 and arbitrary 1 ≤ j ≤ n to
Similarly we check the feasibility for (12a) for i = 2, 3.
Once we know that Z * is optimal for (18) , the optimality of Y * follows from Lemmas 5-7 and the fact that T ⊗ S, Z * = 
We can see that for any graph and fixed m, Y * is completely determined by (y 1 , y 2 , y 3 ) from Lemma 8, hence with the first and the last but one eigenvalues ofÂ and corresponding eigenvectors, which are determined by the second and the last eigenvalues of the graph Laplacian (λ 2 and λ n ) and corresponding eigenvectors.
A new family of relaxations for the MCP
In the previous section we have seen that relaxing the constraint Y ∈ C * 3n in model M C CP to Y ∈ S + 3n leads to the lower bound OP T HW . To get a better lower bound it is therefore natural to use a (tractable) set K with C * 3n ⊂ K ⊂ S + 3n . Specifically, let OP T K be defined by
A simple (and tractable) candidate for the set K is K 0 = S + 3n ∩N 3n . This is actually the first member in the hierarchy of cones introduced by Parillo in [14] and used also by De Klerk and Pasechnik in their work about the stability number in [11] . We may replace it with any other member of this hierarchy, but already the second cone K 1 leads to a very expensive program. OP T K 0 is already quite expensive, since each sign constraint contributes one linear equation and one slack variable and we have approximately 9n 2 /2 of them. We get cheaper models if we take for K cones K a 0 = {X ∈ S + 3n , Z(X) = 0 and X 12 ≥ 0} or K b 0 = {X ∈ S + 3n , Z(X) = 0 and X 12 ij ≥ 0 for any (i, j) with a ij > 0}, where Z(X) = 0 means that all diagonal entries in all nondiagonal blocks must be zero, which corresponds to component-wise orthogonality of columns of partition matrices. Taking one of the last two cones makes sense, since the matrix B T ⊗Â in the model M C CP is nonzero only in (1, 2)th and (2, 1)th blocks and the constraint Z(X) = 0 is satisfied by any feasible solution for M C CP . Table 1 shows numerical results, which we obtained by optimizing over the cones K 0 , K a 0 and K b 0 . The table contains computational results on small graphs: P 6 × P 4 is the product of two paths, i.e. a 6 × 4 grid graph, K 6,9 is the complete bipartite graph on 15 nodes and rand(15, 0.5) is a random graph on 15 nodes with edge density 0.5. We partition them in several different ways, given by m in column 2. The vectors m are exactly those for which m 2 /2 ≤ m 1 ≤ m 2 and m 3 fixed (later we will see that this is useful when considering the balanced vertex separators of a graph). For all these graphs except the random graph we can determine OP T M C by inspection, see column 3. The last 4 columns contain the original bound OP T HW from [10] and improvements obtained by optimizing over the cones includes only approximately m = |E| additional constraints, if E is the edge set of the graph. So from a practical point of view, the relaxation over K a 0 seems to be the worst -it is still quite expensive and gives almost the same value as relaxation over K b 0 . If we do not care about the computation time, then K 0 is a good choice from three points of view: firstly the OP T K 0 is significantly better than other presented lower bounds, secondly the OP T K 0 is on these test instances nonzero iff OP T M C is nonzero and finally if we round up the OP T K 0 then we get the exact value OP T M C in almost all cases. Further more detailed computational experiments will be reported elsewhere, see the forthcoming dissertation [15] .
Advances to the bandwidth and the vertex separator problem
For a graph G on n vertices we define a labelling of vertices as a bijection Φ : V = {v 1 , . . . , v n } → {1, 2, . . . , n}. The labelling bandwidth σ ∞ (G, Φ) of the labelling Φ is the maximal difference over all graph edges:
The bandwidth of a graph G is the minimum of the labelling bandwidth over all labellings:
The bandwidth problem is NP-hard problem and remains NP-hard, even if the graph G is a tree with maximal degree at most 3 or a caterpillar with hairlength ≤ 3. Even approximating the bandwidth is extremely difficult task. Blache et al. have shown that there is no polynomial time algorithm with an approximation ratio smaller than 1.5 unless P=NP (for more results about the bandwidth problem and its complexity see [3, 4, 5] ).
In [10] several lower bounds for σ ∞ have been established for an unweighted graph, using Laplacian eigenvalues of the graph. The basic tool the authors used was showing that OP T M C > 0. If this is the case, then σ ∞ (G) ≥ m 3 + 1. This is generalized in the following proposition. Proof: Let Φ be the optimal labelling of G, (S 1 , S 2 , S 3 ) partition of V (G), defined with S 1 = Φ −1 ({1, . . . , m 1 }) and S 2 = Φ −1 ({m 1 + m 3 + 1, . . . , n}), ∆ the maximal difference of end numbers over all edges, connecting sets S 1 and S 2 , and δ = ∆ − m 3 . The maximal number of edges between S 1 and S 2 is therefore δ + (δ − 1) + · · · + 1 = δ(δ + 1)/2, hence we get the inequality δ(δ + 1) ≥ 2α, which implies δ ≥ √ 2α − 1. Since σ ∞ (G) ≥ ∆, the proposition follows. 2
The table 2 demonstrates the tightness of this lower bound on the graph instances from table 1. In the 3rd column is the bandwidth of the graph (for graphs P m × P n and K m,n we can compute it using the closed form formula, e.g. σ ∞ (P m × P n ) = min{m, n}), in the 4th column we have α, the lower bound for OP T M C , obtained by rounding up the best OP T K 0 from the table 1, and the last column shows the lower bound for σ ∞ (G) from the proposition 12. We can see that we might get a good information about the bandwidth using good lower bound for the OP T M C and this is very important according to the complexity hardness of the bandwidth problem.
A set S 3 ⊂ V is a vertex separator if removing these vertices disconnects the graph. It is a balanced vertex separator if the resulting graph has two components of sizes between s/3 and 2s/3, where s = |V | − |S 3 |. Helmberg et. al have derived in [10] several lower bounds on the size of a minimal vertex separator. They have used the fact that if OP T M C = 0 then OP T HW ≤ 0 and from this have derived lower bounds on the size of vertex separator. By using the fact that for fixed m 3 is OP T HW maximal if m 1 and m 2 are equal (or differs for 1 if n − m 3 is an odd number) they have extended the result to balanced vertex separators.
The optimal values OP T K for K as above give information about the vertex separators only if they are positive, since in this case we know that the graph does not have a vertex separator of size m 3 whose removal divides the graph vertices into sets of sizes m 1 and m 2 . The table 1 shows that on the test instances we always detected the nonexistence of the appropriate vertex separator. However, since in general the value OP T K does not monotonically change with the difference |m 1 − m 2 | as is the case for OP T HW , we can get the information about the balanced vertex separator only by checking all possible pairs m 2 /2 ≤ m 1 ≤ m 2 with m 1 + m 2 = n − m 3 . This might be time consuming so it is worth trying to change the model M C CP in order to include the balanced cardinality constraint and then relaxing this model. We have already done some promising steps and the results will be reported in [15] .
