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Finite difference techniques applied to atmospheric dispersion problems 
often encounter time step limitations due to the variance in the character- 
istic length scales (horizontal to vertical) of both the field variables and 
the computational region. Methods to maximize the integration time step 
are explored and techniques are described which ensure numerical accu- 
racy and stability of these optimized time step techniques. 
To circumvent time step limitations arising from consideration of the 
vertical diffusion term in the dispersion equation, a column implicitization 
technique is suggested which, through correction terms added to the 
differencing equation to compensate for truncation errors, provides an 
efficient and economical atmospheric dispersion solver which is insensitive 
to the common time step limitations of explicit schemes when large aspect 
ratio computational volumes are required. Further, it is shown that a 
relaxed stability criteria proposed by Leonard and Clancy for explicit 
differencing of the horizontal terms in the dispersion equation, presents a 
further saving in computational time provided correction terms to the 
differencing equation are included to eliminate phase and amplitude errors 
resulting from the larger time steps employed. 
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equation 
Introduction 
The dispersion of passive, neutrally buoyant pollutants in 
the atmosphere are routinely studied on large modern 
computers using a solution technique which often involves 
discretizing the governing dispersion equation via finite 
differencing. Here, interest is in the nature of the finite 
difference representations of this governing equation and 
methods which maximize the integration time step. Par- 
ticular interest is in the stability and accuracy of such 
schemes in light of the large differencing aspect ratios 
(horizontal/vertical) inherent in atmospheric flow simula- 
tions. 
In its simplest form the governing deterministic equa- 
tion for pollutant dispersion consists of three terms; the 
local rate of change of pollutant concentration, the trans- 
port of the pollutant due to advection and the spreading of 
the pollutant due to the eddy diffusive action of the turbu- 
lent flow. Finite difference solutions of the dispersion 
equation involve dividing the region of study (computa- 
tional domain) into subregions (computational volumes), 
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which are small with respect to the characteristic length 
scales of the relevant flow and pollutant concentration 
gradients. The collection of computational volumes for a 
three-dimensional grid on which the problem variables are 
defined. 
The appearance of high aspect ratio computational 
volumes in dispersion simulations results from the con- 
sideration of both the atmospheric regions of interest and 
the characteristic length scales of the atmospheric and 
pollutant concentration fields. For mesoscale atmospheric 
dispersion problems, the horizontal length scale of a 
typical computational domain is of the order of 100 km 
or larger while the vertical scale is limited to the order of 
kilometres (troposphere). Similarly, changes in the winds 
may occur over scales of kilometres in the horizontal and 
tens of metres in the vertical. For regional modelling, the 
horizontal extent of the computational domain may be on 
the order of tens of kilometres whereas the vertical extent 
is often defined by the inversion layer (the order of several 
hundred metres). For this regime, atmospheric wind 
variations in the horizontal may occur over hundreds of 
0305-904X/83/06412-07/$03.00 
0 1983 Butterworth & Co. (Publishers) Ltd. 
metres while wind changes in the vertical may occur over 
the order of several metres. If a uniform mesh having the 
same number of mesh points (computational volumes) is 
overlaid on either region described above, the disparity in 
the domain horizontal and vertical length scales will result 
in aspect ratios for the computational volumes of an order 
of magnitude or more. High aspect ratio computational 
volumes pose a problem to the efficient and economical 
solution of the dispersion equation, because the maximum 
allowable integration time step is a function of the size of 
the computational volumes. 
Two integration time step criteria are appropriate to 
explicit finite difference techniques and result from con- 
siderations of accuracy and numerical stability of the advec- 
tion and diffusion terms. It may be shown that the stability/ 
accuracy time step criterion for the advection terms is 
linearly dependent on the length scales of the computa- 
tional volumes, while the stability/accuracy time step 
criterion for diffusion is quadratically dependent on these 
length scales. Thus it is apparent that in most problems 
where turbulent diffusion is important, the diffusion 
accuracy/stability time step criterion will determine the 
maximum allowable integration time step. Further, since in 
atmospheric flows, the vertical scale is much smaller than 
the horizontal scale, the diffusion time step will be more 
restrictive in the vertical than in the horizontal. As an 
example, under isotropic turbulent conditions and compu- 
tational volume aspect ratios given above, the vertical 
diffusion time step will be at least 100 times smaller than 
the horizontal diffusion time step. Thus to maintain 
numerical stability during the time integration of the 
governing equations using say a forward-in-time, centred- 
in-space (FTCS) finite differencing scheme,’ the integration 
time step will be restricted to that determined by the 
vertical diffusion time step criteria. 
Since the computation time is inversely proportional to 
the integration time step, the development of alternate 
differencing schemes which can maximize the time step, 
will result in cost saving. And since the vertical diffusion 
time step limitation is the most restrictive, removing this 
limitation would immediately result in a substantial saving 
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Figure 1 Sketch of computational grid 
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in computational time. One method to realize this saving 
is to implicitize the calculation in the vertical direction, 
thereby removing the vertical stability time step limita- 
tion. In practice, all time step limitations based on stability 
could be removed by successively inplicitizing the various 
terms found in the governing equation. However, complete 
implicitization of the governing equation would not neces- 
sarily result in an overall cost saving. 
Because of the complexities and trade-offs involved in 
fully implicitizing the dispersion equation it may be found 
that inplicitization of the vertical diffusion term will realize 
the greatest cost saving for the least effort of implementa- 
tion. Care, however, must be taken in the implementation 
and some of the pitfalls to be avoided will be discussed in 
this paper. 
Removal of the vertical diffusion time step limitation 
represents a significant increase in the efficiency of numeri- 
cal integration techniques for dispersion analysis. However, 
there still exists a time step limitation based on stability/ 
accuracy of the horizontal differencing terms. Although 
these limitations are less restrictive, in the sense that mesh 
resolution is more coarse in this direction, there still 
remains the possibility that unnecessarily small time steps 
will be required. Roache’ has shown that for explicit 
schemes, a necessary and sufficient condition for numerical 
stability requires that the cell Reynolds number not exceed 
2 andthat the diffusion number not exceed 0.5. These 
requirements may severely restrict the integration time step 
for many atmospheric flow applications, 
Recently, Leonard2 and Clancy3 have independently 
shown that the cell Reynolds number limitation as ex- 
pressed by Reacher is sufficient but not necessary. A 
detailed stability analysis on explicit finite difference 
approximation of advection and diffusion equation have 
been performed by Paolucci and Chenoweth4 and Hind- 
marsh and Gresho.5 The correct necessary and sufficient 
condition on the cell Reynolds number states that the 
product of Courant number and cell Reynolds number 
is limited by 2. In the application of this stability criterion, 
Clancy has shown that while the solution remains stable, 
an unacceptable phase shift in the solution arises and grows 
with time. It is shown here that a simple third-order spatial 
correction term is needed to remove the phase shift under 
the conditions of large cell Reynolds number. 
This paper presents a partially implicit scheme for the 
solution of the dispersion equation along with its numerical 
ramifications. These ramifications are analysed and results 
are discussed. The correct FTCS stability criterion is 
described, and the resulting large cell Reynolds number 
phase shift error. Two examples are calculated using the 
proposed third-order correction terms. In comparison, the 
corrected finite difference solution agrees well (within a 
few percent) with the exact solutions. 
Columnwise implicitization 
The governing deterministic equation for pollutant disper- 
sion may be written in the form: 
ac 
-=-V~(UC)+V~K~VC 
at (1) 
where C is the pollutant concentration, U is the mean wind 
vector and K is the eddy diffusivity coefficient arising from 
turbulent wind fluctuations. The explicit finite difference 
representation of equation (1) may be implicitized in the 
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vertical direction by writing the difference expressions 
assuming the concentration along the column (ii) are at the 
updated-time level y1 + 1, i.e.: - 
\~, 
where: 
6uC 
- 
6X 
lqk = & [(Ui+ljk+Uijk) Ci+ljk 
6VC 
- = i[(Uij+lkfUijk)Cfj+lk 
‘Y ijk 4Ay 
- (vijk + vij -_I k) Cij -1 kl 
6WC 
?jz ijk = bz [(Wijk+l + Wijk) C;;:, 
-(Wijk + Wijk -1) C$L!,] 
; K,c’ 
6x ijk 
=& [(KXi+IjkfKXijk)(Ci+ljk-C$k+l) 
= & [(KYij+lk ’ KYijk)(Cij +1 k - C$k’l) 
-(Kyijk+ Kyij _Ik)(‘$k+‘- Gj -1k)I 
(2) 
(3) 
(4) 
Quantities in the above expressions without superscripts are 
assumed to be at time level n. Substituting differencing 
relations (3) and (4) into (2) and collecting terms in such a 
manner that all quantities appearing at time level n + 1 are 
retained on the left-hand-side of the equation and all quan- 
tities at time level n are collected on the right-hand-side, 
results in a difference equation which may be expressed as 
a system of tridiagonal equations having the general form: 
A solution to this system of equations for each column 
(ii) and at each time level may be obtained via a standard 
tridiagonal solver. 
Before attempting such a solution, however, it is im- 
portant to determine the implication of the implicitization 
procedure with regard to solution accuracy. Although an 
error analysis could be attempted on the full three- 
dimensional form of the dispersion difference equation 
given above, through a simple analysis, it is found that the 
largest error in the columnwise implicitization method arises 
from the explicit finite differencing of the horizontal terms 
in the governing equation. Therefore, it suffices for the 
purposes of illustration to consider instead the one- 
dimensional finite difference analogue (along the hori- 
zontal direction) assuming a constant wind and eddy 
diffusivity. Under these assumptions equation (1) reduces 
to: 
ac 
-=-,f-+$ 
at 
(6) 
and the resulting finite difference equation with the 
assumed column implicitization can be written: 
en+1 - Ci I 
At 
=-~(Ci+I-Ci--1) 
+~(Cj+le2C~+1+Ci-l) (7) 
Note the retention of the n + 1 time level on the Ci term 
in the second-order differencing expression resulting from 
the assumption of column implicitization. Interest here is in 
the effect of this term on the accuracy of the solution as 
compared to the exact solution. Solution accuracy may be 
estimated by performing a standard error analysis in 
which the indexed quantities are replaced by appropriate 
Taylor expansions in x and t (Roache’). This analysis 
yields: 
ac 
-_=-+Ka$-2aF 
at 
- (0.5 +(Y) ‘$At + O(At’, Ax3) (8) 
where QI may be defined as a diffusion number and is given 
by K At/Ax2. From this equation it is noted that the error 
term associated with vertical implicitization in the hori- 
zontal direction is given to order At2 and Ax3 by: 
2 
Error=-22aE-(0.5+a)aCAI 
at2 (9) 
To understand the physical significance of this error term it 
is convenient to express equation (9) in terms of spatial 
differences. This may be accomplished using equation (6) 
resulting in the following form for the error term: 
2 2 
Error = 2olU E - 2aK 2 - (0.5 + a) lJ2 $ At 
3 
+ 2(0.5 + a) KU E At 
a.2 
(10) 
n+l -akCijk -1 + bkC~~~l-ckCz~~~‘, = -dk (5) 
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Dropping the higher-order derivatives,6 the error in the 
splitting level horizontal difference equation resulting from 
the column implicitization becomes: 
ac 2 
Error = 2aU z - K1 a-c 
ax2 
(11) 
where K1 is given by: 
K,=(0.5+cu)U2Ac+2ti 
From which it follows that equation (8) may be rewritten, 
taking into account the differencing errors, as: 
ac 
-=-(I--?a)U;+(K-K$$ 
at 
(12) 
It is evident from this equation that the effect of column 
implicitization on the horizontal differencing solution will 
involve a phase shift of -2~ At and a reduction in diffu- 
sion by an amount equal to K1. The K1 coefficient is 
generally regarded as an unphysical negative diffusion 
term and may seriously affect problem accuracy if K1 
approaches the same order as K. In fact should K1 exceed 
K, numerical instability will result. 
The effect of these additional terms arising from the 
column implicitization, may best be illustrated via a simple 
one-dimensional dispersion example, for which an exact 
solution is available. Consider a uniform distribution of a 
passive non-buoyant pollutant released at time, I = 0 with 
a half-width, a = 15 m. Further assume that the pollutant 
cloud is advected with a constant wind, U = 8 m/s and 
dispersed at a rate corresponding to an eddy diffusivity, 
K = 76.8 m”/s. The exact solution’ is given at any time t 
by: 
c 1 
-_= - 
( [ 
erf 
G 2 
a -zit’t)] + erf [” +$itut)]] (13) 
A numerical solution may be obtained using equation 
(7) with Ax = 10 m and At = 0.25 s. The diffusion number 
and cell Reynolds number, Re,, are given by: 
(Y = 0.192 
UAx 
Re, = 
UAt/Ax fl 
-===-=I()4 
K KAt/Ax2 (Y ’ 
where /3 is defined as the Courant number. For this 
example, the Courant number is equal to 0.2. Figure 2 
bows the comparison of the numerical solution (dotted 
line) and the exact solution (solid line) at t = 12.5 s. As 
indicated, the numerical solution displays less diffusive 
effect and lags the exact solution by a factor of about 
-2aU At. 
ln order to correct the phase shift error, introduced by 
the splitting time level differencing in the horizontal 
direction, a correction term proportional to AC/At 1” is 
added to equation (7): 
Corr. term = E (Cr - C,“-‘) (14) 
This modified numerical solution is represented by the 
dashed line in Figure 2. It is clearly shown that the 
phase error existing in the original difference scheme has 
been removed. However, there still exists a negative diffu- 
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Figure 2 Comparison of concentration profile at t = 12. 5 s for 
case of U = 8 m/s. K = 76.8 m%, Ax = 10 m, At = 0.25 s (M - 
modified, C - Crowley) 
sion effect which results in a more peaked pollutant distri- 
bution. To correct the negative diffusion effect a Crowley’ 
type correction may be added which results in the follow- 
ing augmented correction term: 
Corr. term = z (C/ - CY’) + (0.5 + 2a) 
U2At 
x 3 <q-1- 2ci” + Cin+1) (15) 
It should be noted that the coefficient in front of the 
diffusion correction term is slightly different from that 
given in equation (12) and is required because an extra 
diffusive error term was introduced by the first correction 
term, i.e. equation (14). Replacing the original phase shift 
correction term with the total correction term as given 
above results in the dash-dot curve in Figure 2 which 
agrees extremely well with the exact solution. 
Although it is possible to remove the numerical errors, 
introduced by column implicitization via the correction 
term given by equation (15), a simpler solution may be 
obtained by implicitizing only those terms involving 
gradients in z. Hence, the quantities in n + 1 time level 
of the first two expressions in (4) are changed to the 
quantities in n time level. It is apparent that the typical 
FTCS finite difference equation in the horizontal direc- 
tion is recovered. Correcting the diffusion-like error in 
this formulation can be accomplished by considering 
a Crowley second-order correction term which may be 
written in one-dimensional form as: 
Crowley corr. term 
1 U2At 
=- 2 2 (q-1 - 2ci” + C,“,J (16) 
Using the one-dimensional equivalent of the formulation of 
this method with the Crowley correction term equation 
(16) results in a solution to the example problem which 
is indistinguishable from the exact solution. 
For this example, agreement between the numerical and 
exact solutions is excellent and this agreement followed 
from the elimination of the artificial diffusive and counter- 
flow advective properties introduced by column implicitiza- 
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tion. However, the effects of artificial diffusion are not 
necessarily undesirable in all cases. This is particularly so 
for problems where the natural diffusion effects are small 
in comparison with the advective terms. Under these 
conditions numerical instabilities are more likely to occur. 
To counteract this tendency, it is common practice to 
employ the updated scalar values wherever possible. The 
use of the most updated quantities act to stabilize the 
solution and thus retard the tendency towards instability. 
With this in mind it is possible to consider a final modifica- 
tion to the one-dimensional dispersion equation in which 
the most updated quantities available are utilized: 
where instead of nth time level, all quantities at i - 1 are 
replaced by the most updated values at (n + 1)th time level. 
An error analysis performed on this modified form of the 
one-dimensional equation indicates that the error term to 
order At’, Ax2 and a3C/ax3 is given by: 
(18) 
Comparing this term with the error term given in equation 
(1 l), it is noted that both the phase shift and negative 
diffusion errors are reduced. A numerical diffusion term of 
order Ax which will act to stabilize the solution is also 
noted. The degree of artificial diffusion will depend on the 
diffusion number, the wind speed and the mesh resolution. 
Hence, the mesh resolution and integration time step may 
be used to control the effect of this term and may be 
adjusted to achieve the desired numerical stabilizing effect. 
Figure 3 compares the unmodified dispersion solution of 
the given example problem with the original (dashed line) 
and updated columnwise implicitization finite difference 
scheme (dotted line). It is evident that the solution, using 
the updated value, shows less phase shift error and more 
diffusive (stabilizing) effects than the original difference 
scheme solution. The Crowley-like modified solution 
(dash-dot line) is also shown in Figure 3. Good agreement 
between this modified solution and the exact solution 
(solid line) is evident with only a slight phase shift in the 
modified solution noted. 
In conclusion, the general practice of employing the 
most updated values in a finite difference scheme provides 
a numerical diffusive effect which stabilizes the numerical 
solution. However, good agreement between the numerical 
and exact solutions still requires a Crowley-like second- 
order correction term. 
Correction term for the large cell Reynolds 
number solution 
Leonard2 and Clancy3 independently derived a stability 
criteria for FTCS finite difference schemes which is con- 
siderably less restrictive than the erroneously accepted 
criteria as outlined by Roache.’ The stability criteria estab- 
lished in Roache requires that the diffusion number (a) 
and cell Reynolds number (Re,) satisfy: 
KAt 1 
u=-< 
Ax2 2 
UAx 
Re,=pf2 
K 
Since the cell Reynolds number is the ratio of Courant 
number (p = UAt/Ax) to diffusion number, the established 
criteria can be restated as: 
(21) 
Leonard and Clancy have shown that the above criteria are 
sufficient but not necessary for a stable solution and can be 
replaced by: 
U2At 
-<I 
2K 
(24 
along with equation (19). The selection of an integration 
time step, based on this stability criterion rather than 
Roache’s criterion, could result in a substantial saving in 
computational time due to the larger admissible time steps. 
To see this, it is useful to recast equation (22) in terms of 
the Courant number and cell Reynolds number giving: 
/3Re, G 2 (23) 
which indicates that stable solutions are possible even if 
the cell Reynolds number is larger than two, provided that 
the Courant number is sufficiently small to satisfy the 
inequality. Equation (19) can be restated in terms of the 
Courant and diffusion numbers to yield: 
/32<2cy< 1 (24) 
Comparing equation (24) with equation (21), it is clear 
that the new stability criterion allows greater flexibility 
in the choice of the time step controlling parameters. For 
example, assuming a given diffusion number and flow 
velocity, this new criterion permits the use of a larger 
time step than would be allowed under the old stability 
requirement. On the other hand, for a fixed Courant 
number, the new criterion permits much smaller values of 
diffusivity without incurring instabilities in the solution. 
I 
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Figure 3 Comparison of concentration profile at t = 12.5 s for case 
of U = 8 m/s, K = 76.8 m’/s, Ax = 10 m, At = 0.25 s (U - up 
dated, M - modified, C - Crowley) 
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This flexibility in the choice of time step controlling 
parameters is especially useful for nonuniform, anisotropic 
flow where there often exist small localized regions in the 
flow which restrict the time step due to the presence of 
steep gradients in flow velocity or diffusivity. The 
application of the new criterion in these cases would 
permit larger integration time steps provided equation 
(24) is not violated locally. 
Clancy has demonstrated that stable numerical solutions 
were possible for cases in which the cell Reynolds number 
exceeded 60. However, although the solution remains 
stable for cell Reynolds numbers far in excess of 2, solution 
accuracy suffers appreciably. Both a phase shift in the 
solution as well as errors in amplitude are noted. In the 
remainder of this section the terms responsible for this 
loss in accuracy are discussed and corrections are proposed 
which retain solution accuracy at high cell Reynolds 
numbers. 
To determine the terms responsible for both the phase 
shift and amplitude discrepancy, an error analysis identical 
to that performed in the previous section may be carried 
out. Consider the one-dimensional form of equation (2) 
having the expanded terms from equation (3) and assume 
that the wind speed and eddy diffusivities are constant. 
A Taylor series expansion of each of the terms (for the one- 
dimensional analogue of equation (2)), yields: 
With the aid of equation (6), the error term can be 
written: 
2 
Error =-i U2At a~: + KUAt -i UAx2 
( i 
a3c 
2 
+ i K Ax’-f’K2At ‘3 + 0(At2, Ax3) 
(26) 
Neglecting higher-order derivatives, equation (26) may be 
written as: 
Error “-iflRe,K 5 + (fl-jReC) 
(27) 
From this equation it is now possible to understand why at 
large cell Reynolds numbers the solution becomes in- 
accurate. It is recalled that under the old stability criteria 
/3 < 1 and Re, < 2. In terms of the error equation given 
above this means that the second term on the rhs must be 
equal to or less than the first term on the rhs. However, if 
the new stability criterion is applied (Re, may be greater 
than 2) it is noted that the third-order term may exceed 
the second-order term. To circumvent this problem a 
correction term may be added whose form is suggested via 
a rearrangement of equation (27): 
Error =-j U2At 5 + k-&)U$ [KAIS] 
G-8) 
The first term on the rhs is a negative diffusion-like term 
which is mainly responsible for the error in magnitude at 
large Reynolds numbers. This error may be eliminated in 
the same manner as was done in the previous section using 
Crowley’s second-order corrector, equation (17). The 
second term on the rhs corresponds to a phase shift in the 
solution and may be minimized by adding a third-order 
correction term to the difference equation, i.e.: 
1 U2At 
Corr. term = - ~ 2 Ax2 CC?+:1 - 2C? + G-l) 
x (Ci”,, - 2cin,, + CT-1 - Ci”_,) (29) 
To illustrate the effectiveness of this correction term 
consider the example problem cited in Clancy. Assume 
that an arbitrary scalar dependent variable has an initial 
sinusoidal distribution over the range x = 0 to x = lo4 km 
with wavelength, 1 and amplitude, C,,: 
C = C, sin(x/r) at t = 0 
subject to the boundary condition: 
(30) 
C=COexp (-:) sin (-F) 
This equation along with the given boundary condition 
may be solved exactly to yield: 
C= COexp (-+J sin(+-T) 
(31) 
Following Clancy, a numerical solution with Ax = 
lOOkm,At= lh,U=0.6m/s,K= 103m2/sandI= 
lo3 km/2n may be developed with and without the 
correction term given above. The cell Reynolds number 
for this example is 60 and hence it is expected that the 
uncorrected solution will display some inaccuracies when 
compared to the exact solution. Figzue 4 shows a com- 
parison between the exact solution, the FTCS and 
corrected FTCS numerical solutions at two times, t = 30 
days and c = 360 days. A considerable phase shift in the 
uncorrected FTCS solution is noted at both times, while 
the corrected FTCS solution shows good agreement. Ampli- 
tude errors in this figure are less noticeable and amount to 
an error of 17% at t = 360 days. 
As a second example of the effectiveness of the 
corrected FTCS scheme, consider the test problem 
described in the previous section. The use of a ‘top hat’ 
profile as opposed to the smoothly varying sinusoidal 
distribution given above, presents a more severe test of 
the accuracy of the corrected differencing scheme. Con- 
sider an initial homogeneous distribution of pollu- 
tant concentration with a half-width of 15 m. Further, 
assume a uniform wind of 8 m/s acting to advect the pollu- 
tant distribution in the positive x-direction with a finite 
difference resolution of Ax = 10 m and an integration time 
step of At = 0.25 s. In order to test the limitation of the 
Appl. Math. Modelling, 1983, Vol. 7, December 1983 417 
FD scheme for dispersion equation: F. Y. Su et al. 
-l.OL 
Figure 4 Comparison of concentration profiles: Clancy’s example 
1.0 r ,.,? 
0.8 - Exact 
Figure 5 Comparison of concentration profiles at r = 12.5 s for 
case of U = 8 m/s, K = 8 m’/s, Ax = 10 m, At = 0.25 s, Re = 10 
(C - Crowley, T - third-order correction) 
new stability criterion, a diffusivity of 8 m”/s is chosen such 
that (3Re, = 2 and Re, = 10 (i.e., /.I2 = a). 
Figure 5 displays the solution result for this case at 
t = 12.5 s for both the uncorrected FTCS and corrected 
FTCS solution schemes. The exact solution as given in the 
last section is also displayed for comparison. As noted the 
uncorrected FTCS solution shows large errors in both phase 
and amplitude with a tendency to counter-advect he pollu- 
tant upstream. This counter-flow advection can result in 
oscillations in the solution which propagate upstream and 
can in some cases lead to instability as well as loss of 
accuracy. Counter-flow advection in a FTCS scheme result 
from the central differencing of the advection terms 
causing an unphysical propagation of a scalar quantity 
counter to the flow direction. The corrected FTCS scheme 
shows considerably better agreement with the exact solu- 
tion with only a slight phase shift noted and a consider- 
ably diminished tendency for counter-advection of the field 
properties. At a time oft = 2.5 s (not shown) the upstream 
amplitude in the corrected solution has been reduced to the 
order of 10m4, and it is not believed that the small amount 
of counter-advection demonstrated in the corrected FTCS 
solution is appreciable enough to warrant further examina- 
tion. 
In our conclusion, it was found that while Clancy’s 
relaxed stability criterion resulted in finite difference solu- 
tions which remained stable for cell Reynolds number 
appreciably greater than two, serious accuracy problems 
existed in the solutions which limited the usefulness of the 
relaxed stability criterion. An error analysis of the FTCS 
differencing equation in one dimension demonstrated the 
source of these errors and pointed towards a correction 
scheme which included a Crowley type second-order correc- 
tion term to reduce the amplitude error and a third-order 
correction term to remove the phase shift in the solution. 
Numerical examples were presented which demonstrate the 
effectiveness of these correction terms and the corrected 
FICS differencing scheme was shown to be both accurate 
and stable at high cell Reynolds numbers. 
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