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ABSTRACT
In this paper, we present promising accurate prefix boosting (PAPB),
a discriminative training technique for attention based sequence-to-
sequence (seq2seq) ASR. PAPB is devised to unify the training
and testing scheme in an effective manner. The training proce-
dure involves maximizing the score of each partial correct sequence
obtained during beam search compared to other hypotheses. The
training objective also includes minimization of token (character)
error rate. PAPB shows its efficacy by achieving 10.8% and 3.8%
WER with and without RNNLM respectively on Wall Street Journal
dataset.
Index Terms— Beam search training, sequence learning, dis-
criminative training, Attention models, softmax-margin
1. INTRODUCTION
Sequence-to-sequence (seq2seq) modeling provides a simple frame-
work to perform complex mapping between input and output se-
quence. In the original work, where seq2seq [1, 2] model was ap-
plied to machine translation task, the model contains an encoder neu-
ral network with recurrent layers, to encode the entire input sequence
(i.e the message in a source) into a internal fixed-length vector rep-
resentation. This vector is an input to the decoder – another set of
recurrent layers with final softmax layer, which, in each recurrent
iterations, predicts probabilities for the next symbol of the output se-
quence (i.e. the message in the target). This work deals with the task
of automatic speech recognition (ASR), where the seq2seq model
is used to map a sequence of speech features into a sequence of
characters. In particular, we use attention based seq2seq model [2],
where the encoder encodes an input sequence into another internal
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sequence of the same length. The attention mechanism [2], then
focuses on the relevant portion of the internal sequence in order to
predict each next output symbol using the decoder. The seq2seq are
typically trained to maximize the conditional likelihood (or mini-
mize cross-entropy) of the correct output symbols. For predicting a
current character, the previous character (e.g. its one-hot encoding)
from ground truth sequence is typically fed as an auxiliary input to
decoder during training. This so-called teacher-forcing [3] helped
the decoder to learn an internal language model (LM) for the output
sequences. During normal decoding, the last predicted character is
fed back instead of the unavailable ground truth. Using such train-
ing strategy, attention [4] based seq2seq model has shown to absorb
and jointly learn all the components of a traditional ASR system (i.e.
acoustic model, lexicon and language model. Two major drawbacks
have been, however, identified with the training strategy described
above:
• Exposure bias: The seq2seq training uses teacher forcing,
where each output character is conditioned on the previous
true character. However during testing, the model needs to
rely on its own previous predictions. This mismatch between
training and testing leads to poor generalization and is re-
ferred to as exposure bias [5, 6].
• Error criterion mismatch: Another potential issue is mis-
match in error criterion between training and testing [7, 8].
ASR, uses character error rate (CER) or word error rate
(WER) to validate the decoded output while the training ob-
jective is the conditional maximum likelihood (cross entropy)
maximizing the probability of the correct sequence.
In this work, we first experiment with training objectives that
better matches the CER or WER metric, namely minimum Bayes
risk (MBR) [8] and softmax margin [9]. We show that such choice
of training objective makes teacher-forcing strategy unnecessary and
therefore effectively addresses both the aforementioned problems.
Both MBR and softmax margin objective needs to consider al-
ternative sequences (hypotheses) besides the ground truth sequence.
Unfortunately, seq2seq model does not make Markov assumptions
and the alternative sequences cannot be efficiently represented with
a lattice. Instead, we perform beam search to generate an (approx-
imate) N-best list of alternative sequences. However, with the lim-
ited capacity of the N-best representation, some of the important hy-
potheses (i.e. sequences with a low error rate) can be easily pruned
out by the beam search, which might result in less effective training.
To address this problem, we propose a new training strategy, which
we call promising accurate prefix boosting (PAPB): The beam search
keeps list of N promising prefixes (partial sequences) of the output
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sequence, which get extended by one character at each decoding iter-
ation. In each iteration, we update parameters of the seq2seq model
to boost probabilities of such promising prefixes that are also accu-
rate (i.e. partial sequences with low edit distance to partial ground
truth). This is accomplished by using the softmax margin objective
(and updates) not only for the whole sequences, but also for all the
partial sequence obtained during the decoding.
There are existing works addressing the exposure bias or the er-
ror criterion mismatch problem with seq2seq models applied to nat-
ural language processing (NLP) problem. For example, scheduled
sampling [6] and SEARN [5] handle the exposure bias by choos-
ing either the model predictions or the true labels as the feedback
to the decoder. The error criterion mismatch is handled using task
loss minimization [10] using an edit-distance, RNN transducer [11]
based expected error rate minimization, and minimum risk crite-
rion based recurrent neural aligner [7]. Few works consider both
the problems simultaneously: learning from character sampled from
the model using reinforcement learning [12] and actor-critic algo-
rithm [13]. Our work is mostly inspired by beam search optimiza-
tion (BSO) [14], where max-margin loss is used as sequence-level
objective [15] for the machine translation task. All the mentioned
works were applied to NLP problems, while the focus of this work
is ASR. Also, none of the works considered the prefixes (partial se-
quences) during training. A recent work on seq2seq based ASR was
trained with MBR objective [8] using N-best hypotheses obtained
from a beam search. However, this work also did not consider the
prefixes. Finally, optimal completion distillation [16] technique fo-
cuses on prefix learning, but it uses complex learning methods such
as policy distillation and imitation learning.
2. ENCODER-DECODER
With the attention based Encoder-Decoder [4] architecture, the en-
coder H = enc(X) neural network provides an internal representa-
tions H = {ht}Tt=1 of an input sequence X = {xt}Tt=1, where T
is the number of frames in an utterance. In this work, the encoder
is a recurrent network with bi-directional long short-term memory
(BLSTM) layers [17, 18]. To predict the l-th output symbol, the at-
tention component takes the sequence H and the previous hidden
state of the decoder ql−1 as the input and produces per-frame atten-
tion weights
{alt}Tt=1 = Attention(ql−1, H). (1)
In this work, we use location aware attention [19]. The attention
weights are expected to have high values for the frames that we need
to pay attention to for predicting the current output and are typically
normalized to sum-up to one over frames. Using such weights, the
weighted average of the internal sequence H serves as an attention
summary vector
rl =
∑
t
altht. (2)
The decoder is a recurrent network with LSTM layers, which re-
ceives rl along with the previous predicted output character yl−1
(e.g. its one-hot encodding) as the input and estimates the hidden
state vector
ql = dec(rl, ql−1, yl−1). (3)
This vector is further subject to an affine transformation (LinB) and
Softmax non-linearity to obtain the probabilies for the current output
symbol yl:
sl = LinB(ql) (4)
p(yl|y1:l−1, X) = Softmax(sl) (5)
The probability of a whole sequence y = {yl}Ll=1 is
p(y|X) =
L∏
l
p(yl|y1:l−1, X) (6)
To decode the output sequence, simple greedy search can be per-
formed, where the most likely symbol is chosen according to (5) in
each decoding iteration until the dedicated end-of-sentence symbol
is decoded. This procedure, however, does not guarantee in finding
the most likely sequence according to (6). To find the optimal se-
quence, multiple hypotheses explored by beam search usually pro-
vides better results. Note, however, that each partial hypothesis in
the beam search has its own hidden state (3) as it depends on the
previously predicted symbols yl in that hypothesis.
During training, model parameters are typically updated to min-
imize cross-entropy (CE) loss for correct output y∗:
LCE = −log p(y∗|X) = −
∑
l=1
logp(y∗l |y∗1:l−1, X). (7)
This is particularly easy with the teacher forcing, when the symbol
from the ground truth sequence is always used in (3) as the previ-
ously predicted symbol yl−1 and, therefore, no alternative hypothe-
ses needs to be considered.
3. TRAINING CRITERION
We compare our proposed PAPB approach with two other objec-
tive functions that serves as our baseline. Namely, we use minimum
Bayes risk criterion and softmax margin loss, which both perform
sequence level discriminative training. Both objectives need to es-
timate character error rate (CER) for alternative hypotheses, which
are explored using beam search. In the following equations, the sym-
bol cer(y∗, y) denotes the edit distance between the ground truth se-
quence y∗ and hypothesized sequence y.
3.1. Minimum Bayes risk (MBR)
In minimum Bayes risk [20, 21, 22, 23], the expectation of character
error rates cer(y∗, y) is taken w.r.t model distribution p(y|X):
LMBR = Ep(y|X) [cer(y∗, y)] =
∑
yY
p(y|X)cer(y∗, y), (8)
In practice, the total set of hypotheses Y generated is reduced to N -
best hypotheses YN for computational efficiency. MBR training ob-
jective effectively performs sequence level discriminative training in
ASR [22] and provides substantial gains when used as secondary ob-
jective after performing cross-entropy loss based optimization [20].
3.2. Softmax margin loss (SM)
Softmax margin loss [9] falls under the category of maximum-
margin [24] classification technique. It is a generalization of boosted
maximum mutual information (b-MMI) [21].
LSM = −s(y∗, X) + log
(∑
yY
exp (s(y,X) + αcer(y∗, y))
)
,
(9)
where α is a tunable margin factor (α = 1) and the un-normalized
score of a chosen sequence,
s(y,X) =
L∑
l
sl (10)
is the sum of the pre-softmax outputs sl from (4). Note the depen-
dence of the scores sl on the chosen hypothesis y through the pre-
dictions fed back to decoder in (3), which is not explicitly denoted
in our notation. The function aims to boost the score of the true se-
quence, s(y∗, X), to stay above the other hypotheses s(y,X) with
a margin defined by CER of the alternative hypotheses.
4. PROMISING ACCURATE PREFIX BOOSTING (PAPB)
In PAPB, we perform training at prefix level in similar fashion to de-
coding, by incorporating an appropriate training objective with beam
search. The primary motivation to carry out prefix level training is
because, seq2seq models predict a sequence, character by character.
MBR aims to improves the score of the completed hypothesis with
less error, but it might get pruned out during the beam search. How-
ever, in our approach, the model will be exposed to all prefixes y1:l
obtained from N-best as generated by beam search and optimized to
maximize the scores of true hypothesis y∗1:l. In brief, we consider
not only the fully completed hypotheses, but also prefixes so that the
promising prefixes with low error keep scoring high and therefore
are likely to survive the pruning. The LPAPB loss is computed for
each prefix by modifying the softmax margin loss LSM as:
LPAPB =
L∑
l=1
−s(y∗1:l, X) + log ∑
yYN
{exp [s(y1:l, X) +B]}

(11)
where B = cer(y∗1:l, y1:l) and YN denotes the N -best set hypothe-
sis obtained using beam search. In equation (11), the prefix scores
of predicted hypotheses s(y1:l, X) and true hypothesis s(y∗1:l, X)
are computed by summing the scores sl given by (4) from 1 to l,
while, in the standard sequence objective LSM , the summation is
performed only across a whole sequence as noted in (10). The con-
tributions of our proposed approach are as follows:
• The output scores s(yl, X) (as in (4)) are computed for each
character conditioned on the previous character from the
corresponding explored hypothesis (i.e. no teacher-forcing
used).
• In our experiments , we select the hypothesis from N-best that
obtains the lowest CER as the pseudo-true hypothesis y∗1:l to
compute the score s(y∗1:l, X), instead of using the true hy-
pothesis. This is to avoid harmful effects during model train-
ing by abruptly including the true sequence y1:l into the beam,
which might have very small score. Defining the true hypoth-
esis with a pseudo-true hypothesis brings our objective anal-
ogous to MBR criterion where very unlikely hypotheses do
not affect model parameter updates.
• The cer(y∗1:l, y1:l) is calculated using edit-distance between
the prefixes y∗1:l and y1:l. Here, the number of characters are
kept equal between true prefix y∗1:l and prefix hypothesis y1:l,
which, according to our assumption, should contribute to re-
duction of insertion and deletion errors.
5. EXPERIMENTAL SETUP
Database details: Voxforge-Italian [25] and Wall Street Jour-
nal (WSJ) [26] corpora were used for our experimental analysis.
Voxforge-Italian is a broadband speech corpus (16 hours) and is
split into 80%, 10% and 10% to training, development, and evalua-
tion sets by ensuring that no sentence was repeated in any of the sets.
WSJ with 284 speakers comprising 37,416 utterances (82 hours of
speech) is used for training, and eval92 test set is used for decoding.
Training: Filter-bank features containing 83 dimensional (80
Mel-filter bank coefficients plus 3 pitch features) coefficients are
used as input. In this work, the encoder-decoder model is aligned
and trained using attention based approach. Location aware atten-
tion [19] is used in our experiments. For WSJ experiments, the en-
coder comprises 3 bi-directional LSTM layers [18, 17] each with
1024 units and the decoder comprises 2 (uni-directional) LSTM lay-
ers with 1024 units. For VoxForge experiments, the encoder com-
prises 3 bi-directional LSTM layers with 320 units and the decoder
contains one LSTM layer with 320 units. The CE training is op-
timized using AdaDelta [27] optimizer with an initial learning rate
set to 1.0. The training batch size is 30 and the number of train-
ing epochs is 20. The learning rate decay is based on the validation
performance computed using the character error rate (min. edit dis-
tance). ESPnet [28] is used to implement and execute all our experi-
ments. The MBR, softmax margin and prefix training configuration
has initial learning rate 0.01, the number of training epochs is set to
10 and the batch-size to 10. The beam-size for training and testing
is set to 10. The model weights are initialized with pre-trained CE
model. The rest of configuration is kept the same as for CE training.
In our experiments, we use a modified MBR objective:
L′MBR = LMBR + λLCE , (12)
which is a weighted combination of the original MBR objective (8)
and CE objective (12). Adding the CE objective is analogous to f-
smoothing [20] and provides gains when applied for seq2seq models
[8]. Similarly, we also use a modified prefix boosting objective
L′PAPB = LPAPB + λLCE (13)
where λ is the CE objective weight empirically set to 0.001 for both
MBR (also noted in [8]) and prefix training experiments. Altering
the λ did not show much difference in performance.
External language model for WSJ: Beside the internal language
train by the decoder, we have experimented with an external RNN
language model (RNNLM) [29] is trained on the text used for
seq2seq training along with additional text data accounting to 1.6
million utterances from WSJ corpus. Both character and word-level
language models are used in our experiments. The vocabulary size is
50 for character LM and 65k for word LM. The word level RNNLM
is trained using 1 recurrent layer of 1000 units, 300 batch size and
SGD optimizer. The character level RNNLM configuration contains
2 recurrent layers of 650 units, 1024 batch size and uses Adam [30]
optimizer.
6. RESULTS AND DISCUSSION
We started our initial investigation with Voxforge-Italian dataset and
later tested our method on WSJ.
6.1. Comparison with scheduled sampling (SS)
Our best performing CE baseline model is with 50% SS (which de-
notes 50 % true labels) as mentioned in the first row in Table 1. The
SS-50% model is compared with SS-0% (0% true labels) to investi-
gate the impact of only feeding model predictions. The second row
shows that WER of SS-0% degrades by 8.2 % on test set and by 5%
on dev set compared to SS-50% model. The SS-0% re-trained using
Table 1. Comparison of recognition performance between sched-
uled sampling (SS), MPE and PAPB on Voxforge-Italian
%WER Test Dev
SS-50% (from random init.) 50.9 52.3
SS-0% (from random init.) 59.1 57.3
SS-0% (fine-tuned from SS-50%) 52.9 52.5
MBR 49.9 50.8
Softmargin 50.1 50.4
PAPB 47.4 47.7
Fig. 1. Changes in character error rate (CER) during training with
different criterion’s on dev set of Voxforge-Italian dataset. The plot
shows, PAPB improves over both softmax margin loss and MBR
objectives
weights initialized from SS-50% model (acts as prior), still resulted
in performance degradation but the gap got reduced to 2.0% on test
set and 2.2% on dev set. These results highlight the limitation of
using scheduled sampling with 0% true labels (or 100% model pre-
dictions) as it lead to loss in recognition performance. Thus, a need
to use a specific objective which can train only with model predic-
tions is necessary and justifies the focus of this paper.
6.2. Comparison of PAPB with MBR
Table 1 shows that the performance of both MBR and softmax mar-
gin loss objectives are comparable to each other. While MBR and
softmax margin loss provide considerable gains over scheduled sam-
pling, they do not consider the prefixes (partial sequences generated
during beam search) for training. In the following experiment, we
show that the performance of PAPB justify our intuition to use pre-
fix information by providing improvement from 49.9 % to 47.4 %
WER on test set and from 50.8 % to 47.7 % WER on dev set com-
pared to MBR objective. PAPB shows an improvement of 2.7 %
WER for both test and dev sets compared to softmax margin loss.
Figure 1 also shows a similar effect of PAPB noticed during training,
by gaining better CER over MBR and softmax margin objectives.
6.3. Effect of varying beam-size during training and testing
Further analysis on prefix training method is performed to under-
stand the impact of beam-size used during training and testing. The
beam-size decides the number of hypotheses to retain during beam
search and is denoted as N-best. The results obtained by varying
this hyper-parameter showcases the importance of using multiple hy-
Table 2. Comparison of recognition performance between different
beam sizes obtained during trainingNtr and decodingNde for prefix
training on Voxforge-Italian.
% WER Nde
Ntr 2 5 10
2 50.4 51.1 51.5
5 50.8 49.3 48.8
10 51.3 47.9 47.4
Table 3. % CER and %WER on WSJ corpus for test set with and
without LM.
LM LM CE MBR PAPB
weight type %CER %WER %CER %WER %CER %WER
0 - 4.6 12.9 4.3 11.5 4.0 10.8
0.1 char. 4.6 11.2 4.3 10.1 4.0 9.9
0.2 char. 4.5 10.9 4.1 9.9 3.9 9.1
1.0 char. 2.5 5.8 2.5 5.4 2.1 4.5
1.0 word 2.0 4.8 2.1 4.3 2.0 3.8
potheses in the loss objective. Table 2 introduces the effect of retain-
ing best paths (2,5, and 10) during training Ntr and testing Nde. A
noticeable pattern observed in our experiments is that increasing the
beam-size led to significant improvement in performance. Further,
increase in beam-size did not provide considerable gains.
6.4. Results on WSJ
The results in Table 3 showcase the importance of using charac-
ter level, word level RNNLM over no RNNLM. For decoding with
RNNLM, we use look-ahead word LM decoding procedure recently
introduced in [31] to integrate the word based RNNLM and the
character RNNLM is decoded by following the procedure in [32].
The LM weight is optimized to show the impact of language model
across CE, MBR and our proposed PAPB models. The Table 3 also
show that results of PAPB and MBR shows complementary effect
with both word and character LM.
State-of-the-art results on WSJ: Without using external LM deep
CNN [33] achieves 10.5% WER and 9.6% WER using OCD [16].
OCD’s nice performance is the resultant effect of their strong base-
line with 10.6% WER. 4.1% WER are obtained with word RNNLM
using end-to-end LF-MMI [34].
7. CONCLUSION
In this paper, we proposed PAPB, a strategy to train on N -best par-
tial sequences generated using beam search. This method suggests
that improving the hypothesis at prefix level can attain better model
predictions for refining the feed back to predict next character. The
softmax margin loss function is inherited in our approach to serve
this purpose. The experimental results shows the efficacy of the pro-
posed approach compared to CE and MBR objectives with consis-
tent gains across two datasets. The PAPB also has its drawbacks
in-terms of time complexity, as it consumes 20% more training time
compared to CE training. This work can be further extended to use
complete set of lattices instead of N-best list by exploiting the capa-
bilities of GPU for improving time complexity. Also, modified MBR
training objective in-place of softmax margin objective can be used
to learn prefixes.
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