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We present a theoretical description of a mechanism for self assembly in binary soft nanopar-
ticle systems, of the type which were studied experimentally by Talapin et al [1]. We focus on,
in particular, the conditions for formation of dodecagonal phases, and explain why these can be
stabilized by the soft shells of the nanoparticles. We describe the different types of phase transition
that are possible in terms of an effective free energy derived from n-body depletion potentials. A
large variety of crystalline and several quasiperiodic structures are predicted to form, depending on
the composition of the binary system and the size ratio of the particles. We show that this theory
can qualitatively explain many of the experimentally seen structures, including striped, tetragonal,
hexagonal and quasiperiodic phases, and predict new square triangle tilings corresponding to other
packing fractions and featuring different clusters than the one observed so far. Our theory can be
tested in principle by detailed numerical investigations of the depletion forces in binary systems.
Introduction
In a paper which has given rise to much subsequent
theoretical discussion, Talapin et al [1] showed that a
suspension of soft nanoparticles of two different sizes can
self-assemble to form a variety of complex crystalline or
quasicrystalline structures. Their study considered sys-
tems in which the nanoparticles, consisting of a metallic
core surrounded by a corona, were chosen to be of two
different diameters. It was shown in [1] and confirmed by
subsequent work [2] that the particles can self-assemble
into many different structures, depending on the size ra-
tio. In addition to the hexagonal or tetragonal symmetry,
a quasicrystalline structure having 12-fold (dodecagonal)
symmetry was observed. Twelve fold symmetric phases
are in fact a robust phenomenon, as they are seen not
only in several binary particle systems, but also in block
copolymer blends, silica mesophases and dendrimer sys-
tems [3]. The diversity of experimental systems where
dodecagonal symmetry is seen tells us that there must
exist rather general grounds, probably entropy-related,
for this type of structure to form. In our present ap-
proach, we consider that self assembly in these binary
systems is an entropy driven long range ordering of clus-
ters, which are themselves pre-formed in the liquid due
to so-called “depletion forces" of entropic origin.
The question of formation of quasiperiodic structures
has been actively addressed since the discovery of qua-
sicrystals by Schechtman et al [4]. In an early work,
Mermin and Troian [5] generalized a freezing model in-
troduced by Alexander and McTague (AM) [6] by mak-
ing a two-length scale hypothesis. In this approach the
quasicrystal is stabilized by a competition between two
incommensurate distances. For 2D systems, this two-
length scale mean field theories were developed by Barkan
et al and independently by Dotera [7, 8], finding a vari-
ety of phases including, for an appropriately chosen value
of the length ratio, a dodecagonal quasicrystalline phase.
A molecular dynamics study using the type of poten-
tials suggested by Barkan et al showed that indeed many
different varieties of cluster crystals can self-assemble,
among others, decagonal and dodecagonal cluster crys-
tals [9]. Density functional calculations using two length-
scale interactions have been carried out [10] reaching sim-
ilar conclusions. Numerical studies using Monte Carlo
or molecular dynamics have been carried out, in partic-
ular, for hard-core-soft-shoulder (HCSS) models, where
the potential is assumed to have a hard core repulsive
part for the metallic cores of the particles, and a softer
potential representing the repulsive interaction between
the coronas of the particles. These models similarly show
a complex phase diagram as a function of the length ratio
and the density [11].
In the models cited above, stable quasiperiodic order,
when observed, occurs in a narrow range of parameters.
On the other hand, as mentioned earlier, the experimen-
tal situations are very diverse and the quasiperiodic or-
der appears to be more readily formed than these mod-
els would indicate. In addition, quasiperiodicity in the
models is “built in" from the start, via the two length
scale hypothesis. In this paper, we propose a mechanism
whereby complex structural phases such as large unit cell
crystals, and quasicrystals, proceeds via an initial stage
of cluster formation due to depletion forces followed by
freezing of clusters. In this approach, two length scale
physics is an emergent phenomenon rather than imposed
in the theory from the start. The length scales arise
due to clusters which can preferentially form for specific
size ratios, and which are three dimensional counterparts
of the type of hard disk arrangements which were pre-
sented in a pioneering study by Likos and Henley [12].
A two-step freezing process has been evoked in [9] who
noted that often, prior to freezing, a cluster liquid with
strong density fluctuations appeared followed by order-
ing of clusters. Using this theory, and depending on the
strength and sign of the n-body depletion interactions,
a variety of other structures are shown to be possible,
including 1D “striped", hexagonal, square and quasiperi-
2odic phases. The quasicrystals which are most likely to
form are not deterministic structures but - for entropic
reasons - much more likely to be of the random tiling vari-
ety [13]. We argue that obtaining quasicrystals should be
easier with soft nanoparticles, compared to hard spheres,
and predict that a variety of 12-fold random tiling phases
could be formed in principle, although only a single one
of these has been seen in experiments so far.
Figure 1. a) Examples of crystal structures with a) hexagonal
symmetry b) tetragonal symmetry c) a square triangle tiling
d) a striped phase
Description of the system and model
We consider the freezing transition in binary systems
composed of large (L) and soft (S) particles, having the
size ratio σ = rs/rl. For concreteness we may consider
these particles to be metallic nanoparticles as in the ex-
periments of Talapin et al [1], however our approach is
applicable to many analogous systems. Recall that these
metallic nanoparticles have a hard core and have thiols
or other long organic molecules attached to their surface,
forming a soft corona around the core. The purpose of
the corona is to stabilise the particles when they are in
an emulsion. The resulting pair interaction potential is a
sum of two contributions, V = Vhs + Vss. Vss is the soft
shell potential for interparticle distances such that only
the coronas overlap and Vhs gives the hard sphere inter-
action between the metallic cores at shorter distances.
The grand partition function of the binary system is
Ω =
∑
NL,NS
eβ(µlNL+µsNS)
(
λ3l
NL!
λ3s
NS !
)
Tre−βV (1)
where β = 1/kBT is the inverse temperature and µl(s)
denotes the chemical potentials of each type of particle.
The trace “Tr" refers to the configuration integrals for
the two different species ν = L, S, which remain to be
evaluated after the trivial momentum integrals have been
carried out, resulting in the thermal de Broglie factors
λl(s). One can then express the free energy βF = − logΩ
of the binary system as a sum of an ideal gas part Fid
given by
βFid[ρL, ρS ] =
∑
j=1,2
∫
d~r {ρj(~r) log(λ3jρj(~r))− 1} (2)
and the remaining part Fex, the excess free energy due
to interactions. In density functional theory (DFT) the
free energy can be written in terms of the density fluc-
tuations. In a single component system, for example,
it is a function [14] of the dimensionless density field
n(~r) = (ρ(~r) − ρ)/ρ where ρ is the average of the the
spatially varying density ρ(~r).
The order parameters in the solid phase are n~q for ~q
corresponding to the reciprocal lattice of the solid phase.
To describe freezing transitions which are second order or
weakly first order, it is further assumed that it is sufficient
to keep the lowest order terms in the expansion of F [n]:
∆F = F [n]− F0 = 1
2
∫
d~q S−1(q)n~qn−~q
+u3
3∏
j=1
∫
d~qj n~q1n~q2n~q3 δ(
∑
j
~qj)
+u4
4∏
j=1
∫
d~qj n~q1n~q2n~q3n~q4 δ(
∑
j
~qj)
+u5
5∏
j=1
∫
d~qj n~q1 .....n~q5 δ(
∑
j
~qj) +O(n
6) (3)
where the free energy is measured with respect to a ref-
erence free energy F0, S(q) is the structure factor of the
liquid, and the prefactors uj depend on the temperature
and average density.
3Freezing transition and crystal symmetries
In their insightful work [6] Alexander and McTague
showed that rather general arguments can be made to
explain the occurrence of periodic structures of certain
symmetry, according to the structure of the free energy in
Eq.3. They simplified the generic expression for the free
energy functional, by taking the modulus of the wave-
vector fixed to the value qm, where the main peak of the
structure factor diverges as the transition temperature is
approached. In the solid phase, the set of reciprocal lat-
tice vectors of this fixed length, is ~qj , with j = 1, ...,M .
Here the number M corresponds to the rotational sym-
metry of the lattice, for example, M = 6 (hexagonal),
M = 4 (tetragonal) and M = 12 (dodecagonal). AM
assume that the coefficient u4 to be positive, and that
5th and higher order terms can be neglected close to the
transition. Fixing the normalization
∑M
j=1 n
2
~qj
= 1, one
gets
∆f [n] =
1
2
r(T )n2 + u3cMn
3 + u4c
′
Mn
4 (4)
where r(T ) = a(T − T1) is proportional to the inverse
correlation length squared. The symmetry of the lattice
is encoded in the combinatorial factors cM and c
′
M , which
can be readily found for each type of lattice [16]. In par-
ticular, c3 is the number of triangles one can form from
three reciprocal lattice vectors i.e. ~q1+ ~q2+ ~q3 = 0 which
is 2M for the hexagonal and dodecagonal lattices, and 0
for the tetragonal lattice. The fourth order term can be
similarly evaluated. The (first-order) transition temper-
atures for each M , T
(M)
c can thus be determined, and in
two dimensions, the winner turns out to be the hexago-
nal lattice. The reason that this lattice is chosen is linked
to the fact that it is the densest, and therefore has the
greatest entropy gain associated with its formation. The
AM approach was extended by Mermin and Troian to
a two-length scale model [5], where the S(q) is assumed
to have two large peaks, representing two characteristic
distances. The free energy in the MT theory depends on
two coupled order parameters n1 and n2, corresponding
to q1 and q2, and the result is a quasicrystal for an ap-
propriate choice of the ratio, σ. Similarly, Barkan et al
were able to stabilize quasicrystalline phases in the 2D
case [7]. In this type of approach, as we have said in the
introduction, two-length scales are put into the theory
from the outset.
We introduce now a different route to obtain an effec-
tive free energy for the binary NP system described by
Eq.1. The structure factor peak corresponds here to a
single length scale ℓ – the typical interparticle distance,
which is of the order of 2rl. Note that binary systems
have been discussed using DFT [15], but the approach
taken here is different. Our strategy will be to integrate
out the small particles, and express the total free energy
F as a power series of the density fluctuations, nL(~r).
For simplicity of notation the subscript “L" will be sup-
pressed henceforth. We will assume, in the derivation
of the free energy, that particles are hard spheres, and
that the n-body interaction terms are only important for
systems in which stable clusters can be formed due to
depletion forces, generalizations of the Asakura-Oosawa
force [18] as discussed in the next section.
For simplicity, we consider that the solid is quasi-two
dimensional and forms in the z = 0 plane (the arguments
can in principle be generalized to include structures
which repeat periodically along z). The density com-
ponents n(~q) are henceforth defined for two-component
vectors ~q = (qx, qy) by
n~q =
∫
dx
∫
dy ei(xqx+yqy)n(x, y, 0) (5)
with the corresponding inverse transform giving n(x, y, 0)
in terms of n~q.
Effective n-body interactions and depletion forces
We recall that the Asakura-Ookawa potential describes
the attractive short range force between large colloidal
particles immersed in a solution of macrolecules. It
describes the fact that, when large particles approach
within a sufficiently small distance, there results a lo-
cal expulsion of small particles, whose net entropy rises.
Said equivalently, the free energy is lowered due to an
effective attractive force called “depletion force" between
the L particles. The Asakura-Ookawa attractive poten-
tial βW (h) = − 34r2s ηs(h− 2rs)
2 for 0 < h < 2rs (where h
is the distance between the surfaces of the large spheres
along the line joining their centers) , is only the first term
of an expansion in powers of the density ρS . A discus-
sion with more details of analytical calculations for the
form of the potential along with comparison with the re-
sults from molecular dynamics simulations can be found
in [20]. Fig.1 shows a sketch of the expected form of this
potential, which has a hard repulsive core, is attractive
at very short range, develops a few oscillations at larger
distances and decays quickly to zero. This entropically
generated force has been measured in experiments, as
for example in a study of micrometer sized large PMMA
spheres in a solution of much smaller polystyrene spheres
[19]. These considerations on the depletion forces in a
pure dilute system must be modified in our binary prob-
lem, which has several important differences. Firstly, the
size ratios σ of interest to us, ranging from 0.1 to 0.5,
are not small so that the simple approach using the Der-
jaguin approximation is not applicable. Secondly, the
medium in which the two L particles are placed is a two-
component mixture, so that the pressure and surface ten-
sion are more complicated to compute as compared to the
systems in [20]. Finally the particles in experiments are
4not perfect hard spheres but deformable. We will start
by neglecting the last property and consider colloidal so-
lutions of hard L and S spheres, for which the depletion
pair potential is attractive at short range, as in Fig.1.
Figure 2. Sketch of the expected form of total potential as
a function of the distance (measured in units of rs) from the
center of a large particle, showing the repulsive hard core and
the attractive region.
The structure factor of the L particles is found pertur-
batively by using the relation between and the Fourier
transform of the direct correlation function (DCF), cˆ(q),
S−1(q) = (1 − ρcˆ(q)). The DCF can be expressed in
terms of the radial distribution function g and the pair
potential function φ through c(r) = g(r)[1 − eβφ], where
the supposed form of the potential φ is shown in Fig.2).
Note that we do not need an exact shape for our present
purposes but only the main salient properties namely, the
hard core extends to a distance rl, and for larger r, there
is an attractive part followed by an oscillating part out to
a distance of roughly 2rs. In the absence of the depletion
potential, the pair potential is the hard sphere potential
φ = φhs, for which the forms of the radial distribution
function, ghs(r) and DCF, chs(r) have been computed.
The change of DCF, δc(r), in the presence of the deple-
tion potential can be estimated as follows
δc(r) ≈ −βghs(r)W (r) (6)
where we have made an expansion to linear order in W
assuming that the depletion potential is a small per-
turbation and used eβφhs = 1 for r ≥ 2rl. Replacing
the exact form of the depletion potential by W (r) =
W (0)rsδ(r − 2rl) allows to write the 2D Fourier trans-
form of δcˆ(k) explicitly as
δcˆ(k) = −2πβg(2rl)W (0)J0(k) (7)
where J0 is the zero order Bessel function of the first kind.
When added to the hard sphere DCF, the depletion inter-
action results in small modifications of the peak heights
and positions of this function. The structure factor can
be written in the form [16]
βS−1(q) = a(T − T1) + c2(q2 − q2m)2 (8)
where T1 = ρcˆm, the spinodal temperature, is propor-
tional to the value of cˆ for q = qm. The constants a, qm
and c2 > 0 can be determined from fits to the structure
factor, and the values are expected to be slightly modified
from those of the single component hard sphere system,
due to the depletion force.
In dense systems, higher order terms in ρL play an im-
portant role. In fact as we will see, the third and fourth
terms play the most important role in determining the
symmetry of the solid phase. We consider therefore a
generalization of the Asakura-Oosawa argument to in-
clude the effective short range interactions due to the
depletion forces acting on n > 2 large spheres. Intro-
ducing the quantities ǫn for the strengths of the n-body
terms (n > 2), the free energy expansion is given by Eq.3
with
u3 =
(−T
6
+ ǫ3(σ, ρs, ρl)
)
u4 =
(
T
12
+ ǫ4(σ, ρs, ρl)
)
u5 =
(−T
20
+ ǫ5(σ, ρs, ρl)
)
(9)
where the ǫn represent n-body depletion interactions, and
depend strongly on the size ratio σ and the volume frac-
tions of the particles. In contrast to the two body po-
tential, these n > 2-body interactions are not smooth
functions of the size ratio, because the binary system has
special geometrical packing properties for “magic" values
of σ, as listed by Likos and Henley [12] in their study of
a 2D binary system of hard disks at T = 0. As a function
of the size ratio σ and of the fraction of small particles
p = Ns
Ns+Nl
, Likos and Henley identified a dozen or so dif-
ferent possible zero temperature phases: in addition to
hexagonal, rectangular and square lattices and their mix-
tures, these include random tilings. A detailed analytical
and numerical calculation of the values of these interac-
tions as a function of σ, ρl and ρs is beyond the scope
of this paper. Our focus here is on showing the differ-
ent symmetries of phases which can be expected to form
for different choices of the parameters ǫn. The key ob-
servations are 1) that ǫn is largest (most negative) when
n large particles form a close packed cluster, where the
depletion forces can play a role and 2) to contribute to
the free energy, the stoichiometry of the system should
allow for formation of a macroscopic number of these n
clusters. The former condition leads to the strong depen-
dence of ǫn on size ratio, σ and the latter is determined
by the packing fraction p.
Depending on the strength and sign of the n-body de-
pletion interactions, Eq.3 can lead to a variety of phases
including 1D “striped" phases, hexagonal, square and
quasiperiodic phases, as indicated in the phase diagram
Fig.3. The figure is schematic, and shows the main sta-
ble phases predicted by the theory in the u3 − u4 plane
according to symmetry. The actual structures found will
depend on the packing fraction of the mix. The cen-
tral region corresponds to “other" phases, such as 5-fold
5or 10-fold (decagonal) phases. As in the preceding lit-
erature in the field, this list of phases is non-exhaustive
– the possibility that we missed some as yet-unknown
favorable structure cannot be ruled out. The following
sections discuss the most probable phases in the phase
diagram and the conditions for their observation.
Figure 3. Phase diagram in u3 − u4 plane showing do-
mains for formation of hexagonal (hex), 12-fold quasicrys-
talline (DDQC), striped (grey hatched region), tetragonal
(red hatched region), and “other" phases (central grey region,
see text)
A. Hexagonal lattices
While the depletion force aided formation of triangles
of large particles is favorable, such that u3 is large in
magnitude, but the 4-body depletion potential ǫ4 is small
enough so that the coefficient u4 in Eq.3 is positive, our
model is equivalent to the AM model. A hexagonal phase
is therefore to be expected. In the experiments, a lattice
of the AlB2 type has been seen [1] – in this structure
each triangle of L particles has an S particle in the in-
terior. The maximum size ratio corresponding to fitting
the small particle in the void is the “magic" size ratio
σ1 = 0.16 as noted by [12]. Another interesting possible
triangular structure, corresponding to a smaller size ratio
σ, is illustrated in Fig.1a) for an AB6 system (where A
and B stand for the L particles and S particles respec-
tively). This particular lattice is called the T3 phase in
[12], but many other compositions can exist in the form
of 6-fold symmetric cluster phase. Hexagonal lattices are
the most commonly occurring phase in the Likos and
Henley phase diagram of 2D hard disks. They constitute
a major part of our phase diagram as well. However,
12-fold symmetry can be more favorable than hexagonal
symmetry for a large region of parameter space, as shown
in the next section.
Figure 4. Compact triangular and square clusters of edge
length ∼ 2rl for L(light gray) and S(dark gray) particles for
size ratio σ = 0.4
B. Quasicrystals
1. The case σ ∼ 0.41 The size ratio σ2 =
√
2− 1 cor-
responds to one of the “magic numbers" discussed in [12],
for which a small disk fits exactly within the central va-
cancy formed by four large disks. In this case, depletion
forces can stabilize two small clusters of the same edge
length: the empty equilateral triangle and the square
with one S particle inside shown in Fig.. To give a rough
estimate : ǫ3 ∝ 3W (0), where the factor 3 represents
the number of L-S contact points. Similarly, the squares
could be expected to have a binding energy proportional
to ǫ4 ∝ 4W (0).
When the packing fraction p = 3 − √3/4 ≈ 0.32, a
12-fold symmetric quasicrystal phase can occur, as was
pointed out by Likos and Henley. For entropic reasons,
this quasicrystal is most likely to be a random tiling com-
posed of squares and triangles, examples of which can be
found in [13]. For the case of interest, namely the 12-
fold symmetric case, these random tilings are composed
of equilateral triangles and squares (Fig.2), in the pro-
portion N⊳/N⋄ = 4/
√
3 – i.e. the total area covered by
the triangles is equal to that covered by squares. For this
set of random tilings, it is known that there is quasi-long
range order, in the sense that diffraction intensities are
not delta functions in the infinite size limit but decay al-
gebraically [21].The relative number of large and small
particles is given by
NL/NS = N⋄/(N⋄ +N⊳/2) = 2
√
3− 3 ≈ 0.46 (10)
providing a condition for the chemical potentials for this
structure. Going back to the free energy expansion in
Eq.3, when u4 is negative, it is necessary to consider the
5th order term for stability of the theory. This free energy
can be used to obtain solutions numerically. However we
will draw some qualitative predictions by making sim-
plifications along the same lines as Alexandre-McTague.
All Fourier components n~q are neglected, excepting for
components of |~q| = qm, leaving a single family of M or-
der parameters, n~q1 = n~q2 = ... = n, for a structure with
M -fold rotational symmetry. The values of M for 2D
structures of principal interest are M = 2, 4, 6, 12. The
6resulting free energy density can be written using the AM
normalization as
βf [n] ∝ a
2T˜
(T˜ − 1)n2 − u3√
M
n3 − u4n4
+
u5√
M
n5 +O(n6) (11)
for the two most competitive structures M = 6 and 12,
T˜ = T/T1 is the reduced temperature, u3 and u4 are
positive near the transition. Fig. shows the form of f
(in arbitrary units) for the choice a = 30, u3 = u4 =
5u5 = 1, for which the critical temperatures are T
(6)
c =
T1 + 0.11 for M = 6 and T
(12)
c = T1 + 0.12 for M = 12.
The plot shows the free energy for a temperature T lying
above the two critical temperatures (black curves) and a
temperature lying below the critical temperatures (red).
The free energy curve for M = 6 (dashed) lies above
that of M = 12 (solid), showing that the dodecagonal
symmetry is preferred in this case.
The 12-fold symmetric square triangle tiling sample of
such a square triangle network is shown in Fig.1c. In our
simplified calculation, where the order parameter corre-
sponds to a single infinite peak of the structure factor,
the free energies of a perfect tiling and of a random tiling
are equal. However, one of the main differences between
the perfect and random tilings is the fact that the struc-
ture factor is broadened in the latter case, leading to a
set of order parameters n(~q) in a range of q-values. This
would introduce a small free energy difference between
the random and the perfect 12-fold tilings. More to the
point, the theoretical treatment does not address issues
related to the dynamics of formation of random versus
perfect tilings, and the difficulty of reaching the theoret-
ically predicted stable configurations. It seems plausible
to assume that given a random initial condition, the par-
ticles will most likely tend to freeze into a random tiling
structure.
Note that we have included only a single component
n~q = 2π/ℓ, corresponding to the most probable distance
ℓ in the structure. If further components are considered,
the quasicrystal structure should be even more stable.
As for quantitative estimates, the value of Tc depends on
various parameters, in particular on the contact value of
the depletion potential, W (0). These must be estimated
by comparing with numerics.
2. The case σ ∼ 0.2 We will now use the fact that the
particles in our binary system have soft shells, to make
an argument for a new quasicrystalline phase. This intro-
duces an additional (low) energy scale in the model and
will modify the values of W (0) and the ǫn. However be-
sides these finer quantitative details, the soft shells play a
more interesting role. When spheres are deformable, the
rules of compact cluster formation are modified. This can
lead to a stabilization of new clusters forming a dodecago-
nal QC in a similar way as in the previous section. Let
us consider two magic values, σ1 and σ3. σ1 is as already
Figure 5. Plot of the free energy as given by Eq.11, for
high (black) and low (red) temperatures, for the case M = 6
(dashed lines) and M = 12 (solid lines). The curves corre-
spond to the choices a = 30 and b = c = 5d = 1 in Eq.11.
noted the size ratio needed to form a compact triangle of
three L particles with a single S particle in the interior,
. σ3 ≈ 0.22 is the size ratio needed to form a compact
square of the same edge length, containing an octahedron
of S particles (σ ≈ 0.22). The upper row of Fig.6 shows
these two types of compact clusters. For hard spheres the
difference in the values of σ make it impossible to form si-
multaneously both these close packed clusters. However,
for our soft spheres, it should be possible to choose the
hard core and soft shell thickness such that stabilization
of both the triangles and squares becomes possible as il-
lustrated in the lower row of Fig.6. Then, we can expect
the three- and four- body terms ǫ
(2)
3 and ǫ
(2)
4 to be neg-
ative and favoring the appearance of such clusters. An
argument similar to the preceding case can lead to a do-
decagonal quasicrystal – which, to repeat, would not be
possible for hard spheres. The fraction of small particles
in the structure can be readily deduced from the known
ratio N⊳/N⋄ in the quasiperiodic tiling, and is given by
p =
4 + 6
√
3
6 + 7
√
3
≈ 0.79 (12)
The effective critical temperature can be computed for
this system of particles given information on the values
of ǫn for this case. Interestingly, note that while the
first QC phase has not been observed, this second QC
corresponds to precisely the type of cluster arrangement
of small and large particles which is seen in the original
paper of Talapin et al [1].
Finally, that other quasiperiodic phases could in prin-
ciple occur for even smaller size ratios σ by allowing small
particles to fill the triangular and square voids inside the
3- and 4-body clusters. For example, triangles of L par-
ticles containing tetrahedra of S particles could become
favorable for σ ∼ 0.1 (in 2D this corresponds to the T2
7Figure 6. (upper) Compact triangular and square clusters for
magic size ratios σ = 0.16 and σ = 0.22. (lower) Same for
soft nanoparticles of the same core and corona sizes.
phase in [12]). A square triangle tiling could occur if
squares of the same edge length can be stabilized simul-
taneously with an internal cluster of S particles. The
latter might, for example, be icosahedron of S particles,
or, even possibly one of the new clusters seen to form in
dense confined systems by Teich et al [24], such as an oc-
tahedron made from a nine S particles ! This opens up,
at least in theory, the intriguing possibility of stabilizing
an infinite series of square triangle packings. However in
real systems the depletion potentials per volume will pre-
sumably decrease with the number of particles, and these
type of random tiling would therefore be rather unlikely
to form.
C. Striped and tetragonal phases.
Note that the depletion potential has a repulsive part
for certain distances. It could thus happen for particular
size ratios and particle volume fractions that the coeffi-
cient of the third order term u3 becomes very small or
zero. This is shown by the hatched grey region in the
phase diagram of Fig.3. The free energy as a function of
M now has the form βf [n] = rn2+u4n
4+u5n
5/
√
M+n6,
to sixth order in the free energy, where r = a(T − T1).
When u4 is positive and u5 is negative, the comparison
of free energies in the broken symmetry low tempera-
ture regime shows that the stripe phase is preferred over
the tetragonal phase. This is shown in the upper Fig.7
where the free energies of the two phases are plotted as
a function of the order parameter, for the striped (M=2,
orange) and tetragonal (M=4, black) phases. The tem-
perature parameter has been chosen such that one is in
the broken symmetry phase (for free energy parameters
r = −0.5, u4 = 1, u5 = −1.5). This type of 1D striped
order is illustrated in Fig.1d. When u4 < 0, a lattice
with square symmetry tetragonal symmetry is preferred,
as seen from the lower Fig.7 (for free energy parame-
ters r = −0.5, u4 = −1.5, u5 = 1). This is shown by
the hatched red region in the phase diagram of Fig.3.
A candidate for this type of stable tetragonal phase is
illustrated in Fig.1b), in the case of AB4 stoichiometry
corresponding to a packing fraction p = 4/5. Note that
this structure, named S2 in [12], has been seen in experi-
ment, where it is identified as the CaB6 type superlattice
[1].
Figure 7. Plots of free energies in the absence of a third
order term for T < Tc as a function of order parameter n for
(upper) for u4 > 0, u5 < 0 for M = 2, (stripe phase, black
curve) and M = 4 (tetragonal phase, orange curve) (lower)
for u4 < 0, u5 > 0 using the same color scheme.
D. Other phases and higher order symmetries
By accident – or by design – it could happen for certain
systems that five-fold rings are favorable clusters, while
three-and four-fold clusters are suppressed. This case,
corresponding to negligibly small u3 and u4, would lead
to a five-fold or ten-fold (decagonal) phase. Generaliza-
tions to higher symmetries can be made, in principle, to
include for example 18-fold or 24-fold symmetries, as in
[11]. Such scenarios would need a careful tuning of the un
via density and size parameters and are of course highly
unlikely to occur spontaneously in binary systems.
8Conclusions
We have proposed a Ginzburg Landau model for a bi-
nary soft nanoparticle system for which depletion forces
are the driving mechanism behind the freezing transition.
The crystals which form are complex assemblies of clus-
ters of large and small atoms that form due to depletion
forces. We have sketched a phase diagram as a function
of two of the main parameters, u3 and u4, entering the
free energy, and we indicated the principal crystalline and
quasicrystalline phases which are likely to be found. The
list is an indicator of the phases which are possible for
appropriately chosen packing fractions, and it is certainly
not exhaustive, as many other special cases can also oc-
cur. The predicted structures include striped, hexago-
nal, tetragonal and dodecagonal phases, depending on
the size ratio and relative concentrations of the particles.
The experiments indeed confirm this type of organiza-
tion as concerns several of the structures, including the
dodecagonal QC phase, and some hexagonal and tetrag-
onal phases [1]. Other new phases such as the σ = σ1
quasicrystal are predicted by the theory but remain to be
found in experiment. While in our simplified analysis, the
size ratio σ is the most important parameter entering in
the formation of solid phase, a more quantitative analy-
sis will require additional parameters to properly describe
the the free energy. These include more details as to the
structure of the nanoparticles : relative thicknesses of the
coronas and the core radii, and the characteristic energy
scale of deformation of the coronas. In this paper we
have argued that an important role of the soft coronas is
to promote and stabilize quasicrystal formation. This is
due to their deformability which relaxes geometrical con-
straints and allows a more efficient packing in the solid.
In addition, particles are not strictly confined within a
2D plane but can have their centre of mass displaced
slightly above or below the plane of the 2D structure,
thus relaxing the strict 2D constraint. These are various
possibilities to relax packing constraints and promote the
formation of quasicrystals – which are favored due to en-
tropic considerations – in a wider range of parameters
than would be possible with hard spheres. Many differ-
ent packing fractions could thus result in square triangle
quasicrystalline phases – this remains to be explored in
experiments.
Our new theory represents a different line of approach
from the Landau-Ginzburg two-length scale hypothesis
which has been used in previous works. In our approach,
the competing length scales emerge as a consequence of
entropy driven cluster formation. Thus, although the
same geometrical constraints are present as in those mod-
els, they are taken into account differently. It will be in-
teresting to compare the two kinds of approach in detail
in future work. Next, in contrast with the hard core soft
shoulder (HCSS) models [11], our phase diagram is de-
termined principally by the size ratio of the two particles
σ, even if the thickness of the soft coronas is expected
to play an important role in stabilizing crystal structure.
In this context it is interesting that the quasicrystalline
structure we predict for σ ∼ 0.2 is seen in experiment [1],
but not the simpler one predicted for σ = 0.4. Interest-
ingly, there are recent experiments which take a slightly
different route towards self-assembly of complex phases
from that of the binary nanoparticle system. These ex-
periments studied the structures resulting from a single-
component gold nanoparticle system, for different core
sizes and lengths of thiol chains [25]. They showed that,
by varying the core to corona size, one can produce not
only fcc and bcc phases but also a large unit cell Frank-
Kasper phase. This suggests that quasiperiodic struc-
tures could be formed, as in the HCSS models, by appro-
priate choice of the core-corona ratio, for a single species
of nanoparticles.
The problem of carrying out detailed quantitative in-
vestigations of the depletion potentials in binary systems
is left for future work. These will allow to check if the
mechanism proposed here is in fact capable of explain-
ing the experiments on a quantitative level. Some results
have already been obtained for clusters in binary systems
[? ]. In parallel, some much simpler computations pro-
viding more insight into this problem can be done as well,
using non-additive potentials between 2D disks. These
potentials allow for overlapping of disks and provide an
additional degree of freedom to mimic packing of par-
ticles in three dimensions. Preliminary results on such
non-additive potentials shows leading to modifications of
the phase diagram obtained for 2D hard disks by Likos
and Henley [26]. Experimental work is clearly needed to
map out a systematic phase diagram and try to identify
some of the new square triangle tilings predicted using
our scheme.
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