Abstract-This paper proposes an exact algorithm for the multicyclic schedules of hoist moves in a printed circuit board (PCB) electroplating facility, where exactly ( 1) parts enter and parts leave the production line during each cycle, and the processing time at each production stage is a given constant. The multicyclic scheduling problem is transformed into enumeration of intervals for linear functions of decision variables. This enumeration is accomplished with a branch and bound procedure. At each node of the search tree, by solving a linear programming problem (LPP), either the corresponding partial solution is proved to be unable to lead to a feasible solution, or a lower bound is computed. Due to its particular structure, this LPP is equivalent to a cycle time evaluation problem in a bivalued graph which can be solved efficiently. The proposed algorithm is polynomial in the number of tanks for a fixed , but exponential if is arbitrary. Computational experience with both benchmark and randomly generated test instances is presented.
I. INTRODUCTION
T HIS PAPER addresses cyclic scheduling problem in a no-wait production system involving material handling facilities such as hoists or robots which are widely used in industrial processes for material handling. In such systems, the hoist or robot is in charge of transporting parts from one machine to another for the next operation. The productivity of these systems largely depends on the schedule of the robot activities, especially when the intermediate storage area is limited in order to limit the work-in-process. Due to the importance of the problem, the number of articles addressing production systems involving robots or hoists has increased rapidly in recent years [1] - [6] , [8] - [19] both in cyclic [1] - [3] , [5] , [8] - [19] ) and noncyclic environments [4] , [6] .
The model considered in this paper is particularly relevant in printed circuit board (PCB) electroplating processes and other galvanization processes with a hoist for material handling. Such a production line is composed of a sequence of chemical tanks. Each tank contains chemicals required for a specific electroplating step in the processing of parts, such as acid cleaning, acid activating, copper plating, rinsing, etc. During the process, a part must be successively soaked in each chemical tank for a Publisher Item Identifier S 1042-296X(02)01778-0.
specified period of time. This problem is commonly known as hoist scheduling problem [1] , [3] , [10] - [15] , [17] - [19] . When the time that parts can stay on machines is not limited, the systems are called robotic cells [2] , [5] , [8] , [9] , [16] . This paper considers a cyclic production environment. A cyclic production system periodically repeats the same state. The length of the period is called cycle time. The cycle time measures the throughput rate of a production system. Therefore, the criterion considered in this paper is cycle time minimization which is equivalent to maximizing the throughput rate, as in almost all works addressing cyclic schedules. Cyclic production is very important for its simplicity of implementation and ease of management. It is particularly relevant in mass production, such as PCB electroplating and many other galvanization processes. In such a system, production lines are specially configured for a quite long period to produce very few specific types of parts with very large lot size and therefore can be approximated by cyclic production model. This explains why cyclic production environment has received very much attention from researchers and practitioners [1] - [3] , [5] , [7] - [19] .
Cyclic schedules can be distinguished between simple cycle schedules and multicyclic schedules. In a general cyclic schedule, parts of type 1, parts of type 2, etc. are introduced into the system every period (cycle). If is the largest common divider of these 's, this schedule is called -cyclic schedule or -degree cyclic schedule. In simple cycle schedules,
. In this paper, we consider a single part type multicyclic schedule. In such a schedule, identical parts are introduced during each cycle, that is, parts are introduced in and removed from each tank during a cycle. The mean cycle time of an -cyclic schedule is defined as the whole cycle time divided by . The throughput rate is the inverse of the mean cycle time. As far as hoist scheduling is concerned, many researchers have studied simple cycle schedules [3] , [10] , [14] , [15] , [17] , [19] ; i.e., 1-cyclic schedules. In practice, however, simple cycle schedules are not necessarily optimal. In general, -cyclic schedules would have larger throughput. Lei and Wang [13] , Song et al. [18] have noticed that a 2-cyclic schedule may be better than the optimal simple cycle schedule. Our experiments have also confirmed this fact. Little research work has been done on multicyclic scheduling problems.
Due to the characteristics of chemical process in PCB electroplating or galvanization considered in this paper, we address the no-wait environment where as soon as the operation of a part is completed in a tank, it must be immediately removed from that tank and transported to the next one. In the literature, some works [3] , [13] - [15] , [17] , [19] deal with models where the soak time of parts in each tank must fall into a time window. Models where the time that parts can stay on machines is not bounded from above are relevant for mechanical manufacturing systems [2] , [5] , [8] , [9] , [16] . These models and time-window models are less constrained than the one considered in this paper, and therefore they can lead to better productivity with an optimal solution. The model considered in this paper is also relevant in practice for three reasons. First of all, with no-wait model, the nominal soak times are strictly respected. Secondly, with no-wait model, all the finished parts are identical which is not true in multicyclic scheduling with time window constraints since in this latter case some parts may be soaked longer in some tanks and some others may be soaked longer in some other tanks. This nonuniformity between parts, although they are all of required quality, may cause esthetical problems especially in surface treatment processes. Thirdly, when time window is allowed, the problem has been proved to be NP-hard, even with simple cycle assumption ( [12] ), while its no-wait counterpart can be solved in polynomial time as shown in this paper. This makes the flexibility less attractive, particularly when optimal multicyclic schedules can be easily obtained in polynomial time and significantly improves the productivity with respect to simple cycle schedules. Therefore, no-wait environment is a good approximation especially when the time windows are narrow.
For hoist scheduling problem, Lei and Wang [13] presented a branch-and-bound algorithm for generating optimal 2-cyclic schedules with time window constraints. Song et al. [18] developed a mixed linear programming model for scheduling a chemical processing tank line with constant processing times, and proposed a heuristic algorithm which relaxes simple cycle assumption. But the algorithm cannot guarantee the optimality of the obtained solutions for any instance. The only work addressing the same model as in this paper was by Kats et al. [11] . In this latter work, an algorithm based on a sieve method was proposed to generate multicyclic schedules with constant processing times. Their method, however, can only solve scheduling problems with integer input data and seek for an integer cycle time solution. Therefore, it cannot guarantee the optimality of the obtained solution, even for scheduling problems with integer input data. In fact, as shown in our experiments, the optimal cycle time may not be integer and the integer roundup of the optimal cycle time may be infeasible. Another drawback of this method is its complexity, since it enumerates all nonforbidden values instead of nonforbidden intervals for each function of decision variables and checks the feasibility for each combination. It is understandable that the number of combinations may be very large, even if only integer values are considered.
In this paper, we propose an algorithm for generating optimal multicyclic schedules of hoist moves with constant processing times in a PCB electroplating line. After the problem is formulated, it is transformed into enumeration of intervals for functions of decision variables. This enumeration is accomplished using a branch and bound procedure. At each node of the search tree, by solving a linear programming problem (LPP), either the corresponding partial solution is proved to be unable to lead to a feasible solution, or a lower bound is computed. Due to its particular structure, this LPP is equivalent to a cycle time evaluation problem in a bivalued graph ( [3] ) which can be efficiently solved. The proposed algorithm is polynomial in the number of tanks in the production line for a fixed , but exponential if is arbitrary.
This paper is organized as follows. Section II describes and formulates the different constraints of multicyclic scheduling problems over decision variables. The model is then analyzed in Section III. Based on this analysis, a branch and bound algorithm is proposed in Section IV. The complexity of the algorithm is analyzed in Section V. Section VI gives computational results, and Section VII concludes the paper.
II. PROBLEM DESCRIPTION AND FORMULATION
In this section, we formally describe and formulate mathematically the problem. This formulation is based on the notion of prohibited intervals largely used in cyclic scheduling of no-wait systems (e.g., [10] , [11] ). Since the problem considered here is the same as in [11] , its formulation can also be found in [11] . However, the formulation of Kats et al. can be improved. For the sake of self-consistency, we give a complete formulation.
The production line considered in this paper is composed of tanks, . Two dummy tanks and represent the loading station and the unloading station, respectively. A single type of part is to be processed in this production line. The part flow can be described as follows. Each part is first removed from , and then processed successively through tanks , and finally leaves the system from . Therefore, the problem considered in this paper is a flow-shop. A hoist is responsible for moving parts from one tank to another. For simplicity, the hoist move of transporting a part from to is called move , . The time for the hoist to perform move is denoted as , , and the time to travel from to without transporting parts (called void moves) is denoted , , . Any tank , , can process at most one part at a time. The processing time of a part in each tank is denoted as , . We consider a no-wait system; that is, as soon as a part completes processing in a tank, it must be immediately transferred to the next tank.
The hoist is programmed to perform a fixed sequence of moves repeatedly. Each repetition of the sequence is called a cycle. The duration of a cycle is the cycle time, denoted by . The hoist move sequence during each cycle is a cyclic schedule.
As mentioned in the introduction, this paper deals with -cyclic scheduling problems ( ), that is, exactly identical parts enter and leave the system during a cycle. These parts are introduced into the production line one after another respectively at time instant 0, , where . Without loss of generality, let and . For the sake of simplicity, the part introduced at time ( and ) is called part and is said to be a part of class . Throughout the paper, we assume, without loss of generality, that for any series , whenever . We also make the following assumptions which correspond to what happens in reality:
Relation (1) means that a move needs more time than a void move between the same pair of tanks. Relation (2) is commonly known as the triangle inequality.
As soon as are known, all starting times of moves are accordingly determined. To be more specific, let be the completion time of the th operation ( ) of part 0, which is also the starting time of move of part 0. Then Furthermore, is the completion time of the th operation ( ) for part and the starting time of move of part . In steady state, the starting time of move of the unique part of class within [0, ) is given by
The number of 's is . By ordering these 's in increasing order:
where is the unique robot schedule corresponding to ( ). The schedule is feasible if and only if, for any such that , the robot has enough time to perform move of the part of class and then go from tank to tank in order to perform move of the part of class where , . From this analysis, an -cyclic schedule is uniquely defined by ( ). The corresponding schedule is depicted in Fig. 1 .
For our problem, a schedule is feasible if and only if it satisfies the following three families of constraints:
• Part processing time constraints. For any , the processing time of a part in tank is exactly .
• Tank capacity constraints. For any , tank must be empty when a part arrives.
• Hoist capacity constraints. There must be sufficient time for the hoist to travel between successive assigned tanks.
The following two subsections, respectively, formulate the tank capacity constraints and the hoist capacity constraints. The processing time requirements are implicitly taken into account in these two families of constraints.
A. Tank Capacity Constraints
The tank capacity constraints require that, when a part arrives at a tank, the previous part should have been removed from that tank, since each tank can process at most one part at a time. It must be guaranteed that part has been moved out from a tank when part arrives. Due to tank capacity constraints, for any , and for any , move of part must be done before move of part . It is known that move of part and move of part begin at times and , respectively. This requirement can be formulated as: 
B. Hoist Capacity Constraints
The hoist capacity constraints ensure that the hoist is scheduled to handle only one part at a time. If there is no conflict in the use of hoist between any pair of moves, we say that the hoist capacity constraints are satisfied. These constraints can be decomposed into three subsets.
1) For any , there is no conflict in the use of hoist between the first part of class , and the successive parts of class .
2) For any
, there is no conflict in the use of hoist between the first part of class and the successive parts of class .
3) For any , there is no conflict in the use of hoist between the first part of class and the successive parts of class . From the tank capacity constraints, for any such that and for any , move of part must be done before move of part which, in its own turn, must be done before move of part if any and before any move of part such that . Thus, for any , move of part must be done before any move of part such that . In other words, as soon as tank capacity constraints are taken into account, the hoist constraints between these moves become redundant. We thus only need to consider the hoist capacity constraints between remaining moves, namely move of part and any move of part such that . Similarly, according to constraints 2), we obtain 1 (8) We prefer formulating these constraints, as shown in (8), even though some constraints are redundant, to simplify the subsequent analysis, since otherwise there would be more threshold points and, therefore, higher complexity.
and, according to constraints 3) we have
C. Problem Formulation
To simplify the notation, we define
Without loss of generality, sets and can be considered to be unions of disjoint intervals. Therefore, and can be written as and with According to (5), (7)-(9), the -cyclic scheduling problem with constant processing times can be formulated as follows, denoted as Problem P.
Problem P subject to
Example 1 (continued): For this example, we have Table II.  From Table II 
III. PROBLEM ANALYSIS
In this section, we show that the problem can be solved by determining intervals for expressions of decision variables, which are . As soon as these intervals are determined, the values of decision variables can be obtained by solving a linear programming problem (LPP). Due to its special structure, this LPP can be transformed into a cycle time evaluation problem in bivalued graphs ( [3] ). For this latter problem, efficient graph-based algorithms are available ( [3] , [14] ).
It is more convenient to re-write Problem P as Problem P1 defined as follows:
Problem P1 (10) subject to
where From now on, is union of disjoint intervals forbidden for , called forbidden intervals of . Similarly, is union of (not necessarily disjoint) intervals prohibited to , for any ( ) such that , . These intervals are called prohibited intervals.
By definition, intervals in are -parameterized. When increases, bounds of intervals in decrease while those of intervals in increase. The lengths of these intervals, however, are independent of . For each given , can be considered as union of disjoint -parameterized intervals by merging intersecting ones. The left-bound (resp. right-bound) of such a disjoint interval after merging is necessarily the leftbound (resp. right-bound) of one of the initial intervals before merging. When increases, some initially disjoint intervals for a value of may intersect (therefore become part of a same disjoint interval after merging) while some initially intersecting intervals (therefore both being part of a same disjoint interval) may become disjoint. As a consequence, the number of disjoint intervals in as well as their bounds depend on . The potentially feasible domain of ; i.e., , can be partitioned into stable intervals with critical points as bounds (note that left-bounds of these intervals must not be ). This is done by ordering the critical points in increasing order. Two adjacent critical points, if the smaller one is not an , form a stable interval. In the following, denotes the number of these stable intervals, and , respectively denote the left-and the rightbounds of the th stable interval, with . 
Based on the analysis above, our problem reduces to enumerating all possible stable interval numbers for and all possible nonprohibited disjoint interval number , , for and for any pair ( ) such that , . In other words, the vector of decision variables becomes ( ). The constraints are and . For each given vector, an LPP such as the one described by (13) -(15) needs to be solved to find the corresponding solution (
). In the next section, we propose a branch and bound procedure to accomplish this enumeration. Because of its special structure, the LPP defined by (13) - (15) can be transformed into a cycle time evaluation problem in a bivalued graph ( [3] ). In a bivalued graph ( ), where and are, respectively, the set of vertices and the set of edges. With each edge are associated not only a length but also a weight . Let and be the head and the tail of edge , respectively, (i.e., edge goes from vertex to vertex ). Let denote the potential of vertex . In a bivalued graph, edge represents a constraint . The bivalued graph corresponding to the LPP defined by (13) - (15) In order to reduce the computational effort, a branch-and-bound procedure is proposed. The branch and bound procedure implicitly enumerates all possible values of and for all ( ) such that and .
IV. A BRANCH AND BOUND ALGORITHM
From the analysis of the previous section, our problem becomes enumerating all possible stable interval numbers for and all possible nonprohibited interval number , , for and for any pair ( ) such that , . We propose a branch and bound algorithm to enumerate these values, by describing the branching rule, the lower bound computation and the search strategy. To summarize, the search tree for the branch and bound procedure is depicted in Fig. 3 .
A. Branching Rule
With this scheme, when enumerating , is known for any such that . Thus compatibility properties can be used to eliminate some infeasible nodes. To be more specific, as soon as an interval number is determined for , then for each nonprohibited interval in , , the left-bound is bounded from below by and the right-bound is bounded from above by , with
Since is known, which implies , for any such that , we must have Furthermore, from (5) 
B. Lower Bound Computation
Each node in the search tree corresponds to a partial solution where the values of some 's are determined. Let be these ( )'s. A lower bound of the cycle time corresponding to node can be obtained by relaxing part of (15) . In other words, the lower bound can be obtained by solving the following linear programming problem:
Minimize subject to where are those values determined in node . If there is no solution to Problem LB ( ), then node cannot lead to a feasible solution, and thus can be eliminated. Otherwise the optimal objective value provides a lower bound corresponding to node . The node can also be eliminated if the lower bound is greater than a known upper bound.
C. Search Strategy
In the branch and bound algorithm, we use a depth-first search strategy plus backtracking rule or the depth-first plus best lower bound rule to select the node for the next branching. It must be noted that if a feasible solution to Problem P1 is found for some , then it is not necessary to consider larger value of , since the cycle time can only be greater. It must also be noted that there is always a feasible solution to Problem P1, since for any such that is a feasible solution, where is the right-bound of the last disjoint interval in set (see Section II.C).
D. Summary
The process to solve the multicyclic scheduling problem can be summarized as follows.
Step 1) Compute for any and for any , and .
Step 2) Construct set and compute , , . This step is done by ordering intervals ( ) such that , , , in increasing order of the left-bounds and by merging intersecting intervals.
Step 3) Compute set , and , . This step can be done in a similar way as in Step 2.
Step 4) Compute threshold points and eliminate those falling into to obtain critical points.
Step 5) Decompose into disjoint stable intervals , , with critical points as bounds.
Step 6) .
Step 7) Decompose into disjoint -parameterized intervals , . Step 8) Use branch and bound method to enumerate for each pair ( ) such that , . If an optimal solution corresponding to stable interval is found, go to Step 10; otherwise, go to
Step 9.
Step 9)
. Go to Step 7.
Step 10) An optimal solution to Problem P1 thus to Problem P has been found. Compute the corresponding cyclic schedule and STOP. Example 1 (continued): Using the branch and bound approach, the optimal solution is , , , . Therefore, the optimal solution to problem P is obtained by solving the LPP defined by (16)-(23), which gives , , ,
. The schedule in Fig. 1 is optimal.
V. COMPLEXITY ANALYSIS OF THE ALGORITHM

Theorem 3:
The multicyclic scheduling problem with constant processing times is solvable in time complexity if , and in if , using LK algorithm to solve the LPP's.
Proof: It is known that the time required to merge initially non disjoint intervals to obtain disjoint intervals is . This results in disjoint intervals. To sum up, the time needed to obtain an optimal solution to Problem P is if and if . After an optimal solution to Problem P is obtained, Step 10 constructs an corresponding optimal schedule. For this purpose, all 's must be sorted. Since the number of 's is , this step can be completed in . The overall time complexity of the proposed algorithm in the worst-case is if , or if , using LK algorithm to solve the LPP's equivalent to cycle time evaluation problems in bivalued graphs.
Similarly, The multicyclic scheduling problem with constant processing times can be solved in time complexity if , and in if , using CCP algorithm to solve the LPP's.
Therefore, we know that the algorithm proposed in this paper is polynomial in for a fixed , but becomes exponential for an arbitrary .
VI. COMPUTATIONAL RESULTS
The algorithm presented in Section IV was implemented in C on a Gateway PC with a Pentium III 450-MHz processor. To evaluate the performance of the algorithm, we used four benchmark problems, denoted by SZS, LKS, SSZ, and PhU in the literature [11] , and also solved 5600 test problems with the number of tanks ranging from 8 to 22.
The basic data for the benchmark problems can be found in [11] , including , , , and where , . Table III gives the optimal cycle times using the proposed algorithm. It can be found from Table III that the four benchmark problems fall into two groups. 1) Benchmark problem SZS, LKS, and PhU, for which the optimal mean cycle times in -cyclic schedules are better than the optimal simple cycle time.
The maximal improvements in the mean cycle times achieved by multicyclic schedules are 23.08%, 16.47%, and 23.96%, respectively. 2) Benchmark problem SSZ, for which the optimal multiple-degree mean cycle time was found to be equal to the optimal simple cycle time. In the first group of benchmark problems, the optimal mean cycle time is nonmonotonic in . However, we can find that the optimal -degree mean cycle time will be necessarily less than or equal to both the -cyclic one and the -cyclic one if is a common multiple of and . In fact an -cyclic schedule can always be obtained by repeating times the optimal -cylic solution, or by repeating times the optimal -cylic solution. For example, for the same benchmark problem in Table III , the optimal mean cycle time for is always less than or equal to both the 2-cyclic one and the 3-cyclic one.
Kats et al.. [11] also developed an algorithm, here called KLM for short, for multicyclic scheduling with constant processing times. But their method is restricted to solving scheduling problems with integer input data and to seeking for an integer cycle time. Table IV gives the optimal integer cycle times for benchmark problem SZS, LKS, SSZ, and PhU. As shown in Table III , the optimal cycle time may not be an integer even with integer input data. Therefore, the KLM algorithm cannot guarantee the optimality of the obtained solution even for scheduling problems with integer input data. For example, the optimal 2-degree and 4-degree cycle times for benchmark problem LKS using our algorithm are 59.75 and 119.5, respectively, while they are 60 and 120 using KLM algorithm, respectively. Note that it was shown in our experiments that the optimal integer cycle time found by KLM algorithm is not necessarily the integer roundup of the optimal cycle time obtained, due to the fact that the feasible domain of cycle time is union of disjoint intervals with not-necessarily-integer bounds. Although this difference in the optimal value can be made arbitrarily small by scaling on input data if the optimal integer solution is the integer roundup of the optimal solution, this will greatly slow down the KLM algorithm, since it finds the optimal integer cycle time through an exhaustive search over a set of all possible integer solutions.
In addition, 5600 test problems were used to evaluate the performance of the algorithm. Each test problem was generated using a different random number stream. Let with be a positive integer randomly drawn from a uniform distribution with lower and upper bounds and , respectively. Parameters used to generate the test problems were , , ,
. For each set of parameters of test problems, 100 tests were run.
It was found in our tests that in about 75%-95% of the test problems the optimal -cyclic schedules ( ) are superior to the optimal simple schedule; i.e., the mean cycle times of the former are less than those of the latter. A summary of average improvement in the mean cycle times achieved by multicyclic schedules with respect to simple cycle schedules for the test problems is listed in Table V . The optimal simple cycle schedules can be calculated using the method proposed in [10] . The computational results indicate that the average improvement in the mean cycle time, ranging from 7.04% to 46.96%, increases when the number of tanks increases. This may be due to the fact that the larger the size of the scheduling problem (i.e., ), the more flexible the production line, thus the more improvement multicyclic schedules can offer. On the other hand, as shown in Table V , the average improvement in the mean cycle times is not monotonic in . This phenomenon is similar to that shown in the first group of benchmark problems in Table III. A summary of computation times for the test problems is presented in Table VI . As can be seen from Table VI, the computation times for the test problems increase very rapidly with , since the algorithm is exponential in . On the other hand, as the number of tanks (i.e., ) in the production line increases, the computation times for generally show an increasing trend while those for other values generally show a decreasing TEST PROBLEMS trend. It seems that this is in contradiction with the fact that the complexity is increasing with .
Based on the algorithm presented in Section IV, for a fixed , the computation time required for an -cyclic scheduling problem mainly depends on two major factors: number of disjoint intervals in ; i.e., , and number of disjoint intervals in ; i.e., , after emerging of intervals, since not only the number of critical points increases with and , but also has heavy impact on the scale of the enumeration tree of the branch and bound procedure. The number of intervals in (resp. ) before emerging of intervals is (if ) or 1 (if ) (resp. ). This is also the number of disjoint intervals in (resp. ) after emerging of intervals only in the worst-case. In other words, the worst-case numbers of disjoint intervals in and increase with . However, in practice, the greater the number of tanks in the line, the more intervals in and before emerging of intervals, and the greater the possibility of interval overlapping, which will result in fewer disjoint intervals in and . Therefore, although the worst-case number of disjoint intervals in and increases with , in practice, the possibility of obtaining more disjoint intervals in and decreases with . In other words, for a fixed , the worst-case computation time for an -cyclic scheduling problem increases with while in practice the possibility of requiring more computation time decreases with . As a consequence, the computation times for the -cyclic ( ) test problems generally show a decreasing trend with increasing . This means that the proposed algorithm would be very efficient in solving scheduling problems with large size. When , no branch and bound procedure is needed. For a given interval [ ], whenever there exists at least one feasible satisfying constraints (12) , is the optimal cycle time. In this case, the computation time for the scheduling problem depends on and the number of critical points. The actual computation time will depend on which one has greater influence. This may result in the phenomenon that the computation times for 2-cyclic scheduling problems generally show an increasing trend with .
VII. CONCLUSION
In this paper, we proposed an exact algorithm for multicyclic scheduling problem in a printed circuit board electroplating facility. The multicyclic scheduling problem can be transformed into enumeration of intervals for expressions of decision variables. This enumeration is done with a branch and bound technique. At each node of the search tree, a linear programming problem (LPP) needs to be solved to check the feasibility of the corresponding partial solution or to compute a lower bound. These LPP's are equivalent to cycle time evaluation problems in bivalued graphs, and can be solved by a graph-based algorithm. The proposed algorithm is polynomial in the number of tanks for a fixed , but becomes exponential if is arbitrary. The performance of the algorithm has been evaluated using four benchmark problems and 5600 test problems. The computational results indicate that the throughput of the multicyclic schedule is usually better than that in the optimal simple cycle schedule. The proposed algorithm is very efficient in solving multicyclic scheduling problems with large size. The approach developed in this paper can also be extended to problem with multiple part types. 
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