It is shown that the forward-backward ͑FB͒ version of the semiclassical ͑SC͒ initial value representation ͑IVR͒ is able to describe quantum interference/coherence ͑i.e., diffraction͒ of particles transmitted by a two-slit potential. ͑In contrast, the linearized approximation to the SC-IVR, which leads to the classical Wigner model, is unable to do so.͒ FB-IVR calculations are also used to describe the ͑partial͒ quenching of this interference structure ͑i.e., ''de-coherence''͒ when the two-slit potential is coupled to a bath of harmonic oscillators.
I. INTRODUCTION AND BACKGROUND
The semiclassical ͑SC͒ initial value representation ͑IVR͒ 1 has undergone a re-birth of interest in recent years as a potentially practical way for including quantummechanical effects in classical molecular-dynamics ͑CMD͒ simulations of complex systems, i.e., those with many degrees of freedom. The purpose of this paper is to demonstrate the capability of a particular version of the SC-IVR approach, the forward-backward ͑FB͒ IVR for time correlation functions ͑vide infra͒, for describing quantum interference/coherence effects ͑from which all quantum effects ultimately arise 16 ͒ in molecular dynamics. Though the basic IVR idea-i.e, of converting the nonlinear boundary value, or ''root search'' problem of SC theory into an average over the initial conditions of classical trajectories-goes back many years, 1 it is recent work by a number of workers that has resurrected the possibility of using it as a simulation tool. The most commonly used IVR at present is the Herman-Kluk ͑HK͒, [42] [43] [44] [45] or coherent state version, which expresses the time evolution operator as e ϪiĤ t/ប ϭ͑2ប ͒ ϪF ͵ dp 0 ͵ dq 0 C t ͑ p 0 ,q 0 ͒e iS t (p 0 ,q 0 )/ប ϫ͉p t q t ͗͘p 0 q 0 ͉,
͑1.1͒
where ͕p t ,q t ͖ϭ͕p t (p 0 ,q 0 ),q t (p 0 ,q 0 )͖ are the coordinates and momenta at time t that result from the classical trajectory with initial conditions (p 0 ,q 0 ), S t (p 0 ,q 0 ) is the classical action integral along this trajectory, and the states ͉pq͘ are Glauber coherent states ͑ϵ minimum uncertainty wave packets͒. C t (p 0 ,q 0 ) is the Herman-Kluk pre-exponential factor
͑1.2͒
where ␥ is a diagonal matrix whose elements represent the width of the coherent states of the Herman-Kluk propagator, and M i j are the monodromy matrix elements A number of applications have been carried out using Eq. ͑1.1͒ ͑or the simpler Van Vleck, coordinate space version͒ for various dynamical processes in small molecular systems, i.e., those involving only a few degrees of freedom: Molecular spectra ͑absorption, [39] [40] [41] ͒, vibrational-rotational energy levels of van der Waals complexes, 23 inelastic scattering, 28 tunneling through one-dimensional potential barriers, 9, 53, 54 and resonance structure in reactive scattering. [49] [50] [51] At this stage there is little doubt that the SC-IVR approach provides a very good description of quantum effects for a wide variety of dynamical phenomena. The primary remaining question is one of ''implementability,'' i.e., can one in fact carry out such calculations for complex systems?
For complex molecular systems one is almost always interested in a time-correlation function of the form 
and similarly for B W . This linearized approximation to the SC-IVR ͑LSC-IVR͒, or classical Wigner model-which has arisen a number of times previously from various formulations [55] [56] [57] [58] [59] [60] -includes some quantum effects ͑e.g., it is typically good for short time and thus for obtaining an approximate quantum transition state theory 61, 62 ͒ and has been seen to give very good results for the reactive flux correlation function describing an isomerization coordinate coupled to a bath of harmonic oscillators, 24 and for the popular spinboson model for electron transfer reactions in the condensed phase. 26, 31 It has been shown quite clearly, however, that the LSC-IVR/classical Wigner model cannot describe true quantum coherence/interference effects, 25 and the reason is fairly obvious: Such effects arise in Eq. ͑1.5͒ from interference between different classical trajectories, and assuming that the two are infinitesimally close explicitly precludes this possibility. A major step forward, therefore, has been another less drastic approximation to Eq. ͑1.5͒, the forward-backward ͑FB͒ IVR, which combines the two semiclassical propagators into one semiclassical propagator, from time 0 to t and then backward from t to 0. The FB idea originated with work by Makri and Thompson using the SC-IVR to construct influence functionals for anharmonic ' 
where (p 0 Ј ,q 0 Ј) are the final momenta and coordinates for a trajectory that begins at time 0 with initial conditions (p 0 ,q 0 ) and evolves to (p t ,q t ) at time t, at which time the momentum is instantaneously changed ͑a ''momentum jump''͒ according to
This momentum jump affects the monodromy matrices, used to calculate the Herman-Kluk pre-exponential prefactor, as follows:
The trajectory then evolves back to time 0; the net action integral for this forward-backward trajectory is
and C 0 is the HK prefactor. The reduction in the dimension of the integral in the FB-IVR expression, Eq. ͑1.9a͒, compared to the ''full'' SC-IVR of Eq. ͑1.5͒, comes about because of making the stationary phase approximation at time t. But not only is the FB-IVR integral of lower dimension, the integrand is much less oscillatory because the forward and backward trajectories are 'linked' by the stationary phase approximation. Involving only a one-parameter integral in addition to a single phase space integral, it is hard to imagine anything simpler than this that is capable of describing quantum interference/coherence phenomena. 66, 67 have pursued it more fully. It is clearly simpler than Eqs. ͑1.9a͒-͑1.9d͒ because the momentum jump vanishes when is set to zero, so that the forward and backward trajectories become the same. But this is also the short-coming of the approach: Just like the LSC-IVR/classical Wigner model, with which it agrees very closely in applications, it cannot describe interference between different trajectories. The example we treat in this paper is the paradigm of quantum coherence phenomena, namely transmission through a two-slit potential. The example becomes even more interesting when the two-slit potential is coupled to a bath of harmonic oscillators, which leads to partial quenching of the interference structure ͑de-coherence͒. Section II describes the specifics of the model system and numerical details of the calculation, and the results are presented in Sec. III.
Finally, though the main purpose in treating this model system is to illustrate the capability of the FB-IVR for describing quantum interference/coherence effects, we note that it actually has relevance for several real physical systems of current experimental and theoretical interest. For example, the transmission of electrons through molecular layers 68, 69 can be thought of as successive transmission through multiple slits, and there have been experimental reports of diffraction of fullerene molecules (C 60 ) upon transmission through a grating. 70 Furthermore, recent experiments on photodissociation of water led to the conclusion that a plausible explanation for unusual OH product rotational distribution consisted in dynamical interference caused by two dissociation pathways passing through two different conical intersections that result in the same products. 71 We also note that the phenomenon of de-coherence, i.e., the quenching of quantum coherence by coupling to other degrees of freedom, is relevant in considerations of quantum control, 72 quantum computation, 73 and in charge transfer in mesoscopic devices.
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II. THE TWO-SLIT POTENTIAL
A. Rigid potential barrier
The transmission of a particle through a two-slit potential is a scattering problem, treated here in two dimensions. The potential, a perspective drawing of which is shown in Fig. 1 , is a Gaussian barrier along the x axis, with a preexponential factor that has a double-well character in the y axis allowing two open passages through the barrier
͑2.1͒
We have used the following values: ␣ϭ50 a.u., ϭ600 cm Ϫ1 and V 0 ϭ8000 cm Ϫ1 . The particle has the mass of an electron. The Hamiltonian for the two-slit problem is, therefore,
with qϭ(x,y), pϭ(p x ,p y ). The quantity of interest is the probability that a particle, incident from the left (xϽ0) in the x direction, emerges to the right (xϾ0) at angle from the x axis, i.e., the angular distribution of the transmitted particle
where ϭ(q )ϭarctan(y/x), and t→ϱ. The initial state ͉ i ͘ is a coherent state
with initial momentum along the x axis and initial position localized to the left of the barrier. The energy Eϭp i 2 /2m of the incident particle is 2048 cm
Ϫ1
, roughly 25% of the height of the barrier, so that ͑except for tunneling͒ the particle must pass through the slits. The angular distribution P(), Eq. ͑2.3͒, can be thought of as the correlation function C AB (t) of Eq. ͑1.4͒ for operators Â and B as follows:
͑2.5a͒
B ϭ␦͑Ϫ ͒, ͑2.5b͒
with the limit t→ϱ. Because the angle is a periodic variable, the Fourier representation of operator B in this case is a discrete sum ͑i.e., p s →បl͒, 
͑2.7c͒
We have used the modulus of the overlap between the initial and the FB coherent states as the Monte Carlo sampling function, i.e., Eq. ͑2.7b͒ is written as
where is the distribution function
which in this case is given by
Here ␥ is a diagonal matrix with elements ␥ x ϭ1/2␣ 2 and ␥ y ϭm 2 /8V 0 . One samples (p 0 ,q 0 ) from this distribution, performing a Monte Carlo average over the quantity in Eq. ͑2.8a͒ in curly brackets.
A significant part of an IVR calculation is the calculation of the HK prefactor C t , here for the FB trajectory. In this work we have used the log-derivative algorithm. 75 The preexponential factor, C 0 is given by
͑2.9͒
where
͑2.10͒
are the elements of the monodromy matrix ͑the derivatives of the final positions and momenta with respect to the initial conditions for each trajectory͒. In a recent paper 38 it has been shown that reformulating the prefactor by means of the auxiliary functions
and its logarithmic derivative
leads to the following expression for the prefactor ͑using mass-weighted coordinates͒:
which has advantageous properties. First, it provides a practical way to avoid the branch cut problem ͑i.e., the imaginary part of the complex square root kernel does not cross zero while the real part is negative͒, so that one does not have to check the continuity of the prefactor and can avoid having to compute an F-dimensional determinant for each time step. Second, the log-derivative matrix R is a symmetric matrix, whose equation of motion is the matrix Riccati equation
where K i j ϭ‫ץ‬ 2 V/‫ץ‬q i ‫ץ‬q j , and q i , q j are the mass-weighted coordinates of the ith and jth degrees of freedom. And, third, the matrix Riccati equation is suited for specially adapted integration algorithms, which may ultimately lead to a smaller computational overload. A full account of the above work will be given elsewhere. 76 The log-derivative formulation of the prefactor, within the FB approximation, requires determining the continuity conditions for the new R matrix across the momentum jump segment of each trajectory. The corresponding equations, which have been worked out previously, are given here for completeness
͑2.15͒
This expression directly connects the R matrix right before the jump segment of the trajectory (R in ) with the one right after (R out ), i.e., the initial R matrix for the backward part of the trajectory. In the present work, the continuity relations yield
Finally, for comparison we also calculate P() using the LSC-IVR/classical Wigner model. This gives
͑2.17͒
and the Wigner function corresponding to operator Â in Eq. ͑2.5a͒ is
In the numerical calculations reported below the delta function in Eq. ͑2.17͒ has been approximated by a narrow Lorentzian whose width has been tuned until convergence is achieved.
B. Vibrating potential barrier
Here we add a bath of harmonic oscillators coupled primarily to the y-degree of freedom of the two-slit potential ͑and with the coupling damped out for large ͉x͉, i.e., far from the barrier͒. One may think of this as the two-slit potential vibrating up and down along the y axis, corresponding in physical reality to the vibrational motion of the atoms that form the diffraction grating. If (P,Q) denote the ͑mass-scaled͒ momenta and coordinates of the bath degrees of freedom, then the classical Hamiltonian is
͑2.19͒
where V 0 (q) is the same two-slit potential as above, and is a cut-off parameter, introduced to ensure that the slit-bath interaction takes place only in the vicinity of the barrier ͑small ͉x͉͒. The bath is characterized by its spectral density 77 J͑ ͒ϭ
which is chosen in the Ohmic form with an exponential cutoff
c denotes the characteristic frequency and the coupling strength between the bath and the two-slit system. In practical applications, the continuous bath in ͑2.21͒ is discretized as in previous applications: 35 The discrete frequencies ͕ j ͖ are chosen according to the following prescription 
͑2.24͒
so that the mode-bath coupling constant is, from Eq. ͑2.20͒-͑2.24͒
In the above expressions, m is the maximum frequency considered in actual calculations, here chosen as m ϭ4 c . The angular distribution P() is again given by the correlation function, Eq. ͑1.4͒, with operator B the same as above ͓Eq. ͑2.5b͔͒. We assume that the harmonic bath is in a thermal distribution, so operator Â is now given by
and
The FB-IVR thus gives the angular distribution by Eq. ͑2.6͒, as before, here with P l a generalization of Eq. ͑2.7b͒
͑2.29͒
Since the bath is harmonic, it is not hard to work out an analytic expression for the coherent state matrix elements 78 of the Boltzmann operator, taking the width of the coherent states as
͑2.30͒
where the j sub-index refers to the jth harmonic oscillator in the bath. The distribution function in Eq. ͑2.29͒, which is needed for Monte Carlo sampling, is then given by
III. RESULTS AND DISCUSSION
A. Static barrier Figure 2 shows the angular distribution of particles transmitted through the static ͑two-dimensional͒ double-slit potential barrier of Eq. ͑2.1͒, computed fully quantummechanically ͑QM͒, via the FB-IVR approach ͓Eq. ͑2.7a͒-͑2.7c͔͒, and also via the linearized ͑LSC-IVR͒/classical Wigner approximation. ͑The QM calculations were carried out via standard wave packet propagation with a discrete variable representation basis and absorbing potentials at the edge of the grid to prevent reflection.͒ The FB-IVR calculation was considered to be converged when an increase of about 10% in the number of initial conditions ͑that were chosen by Monte Carlo, as discussed in Sec. II͒ made no appreciable difference in the angular distribution, P(). This required ϳ300 000 trajectories in this case, even though the central structure of the P() plot can be considered converged with about 100 000 trajectories.
One sees that the FB-IVR provides a reasonably good description of the diffraction caused by interference between trajectories that go through one hole or the other, while the linearized approximation shows not even a qualitative vestige of such effects. The reason is quite clear: In the linearized/classical Wigner approximation the forward and backward trajectories are assumed to be infinitesimally close to one another, while the interference arises from a trajectory that goes forward through one hole and backward through the other. It is the integral ͑actually a sum here͒ over all values of the ''jump parameter'' that allows for this possibility in the FB-IVR. The FB-IVR results in Fig. 2 are, of course, not in perfect agreement with the exact QM results, but the comparison here is typical for a semiclassical ͑i.e., Wentzel-Kramers-Brillouin-type͒ theory.
If one were to linearize the FB-IVR, i.e., by expanding the magnitude and phase of the integrand of Eq. ͑2.7b͒ to first order in the jump parameter, then it would revert to something essentially equivalent to the LSC-IVR/classical Wigner model.
B. Coupling to a harmonic bath
Things become more interesting when one introduces a bath of harmonic oscillators that are coupled to the two-slit potential, as described in Sec. II B. We carried out FB-IVR calculations for a variety of values of the parameters in this model system to illustrate various effects. In all calculations, the transmission was approximately the same as in the twodimensional case ͑roughly 50%͒. As discussed in Sec. II B, we discretize the harmonic bath into a finite number of bath modes; calculations were carried out with up to 15 bath modes, but the results differ very little from those with only five modes, so all the results discussed below are for this latter number. The convergence of this set of calculations was checked as in Sec. III A. In these cases, the number of initial conditions needed to achieve convergence is between 300 000 and 400 000. The forward-backward nature of the trajectories makes the integrand smoother than in usual double phase space average, so that the number of trajectories needed for achieving convergence is rather insensitive to the number of degrees of freedom of the system. Other parameters are the bath frequency parameter c , the coupling strength between the two-slit potential and the bath, the range parameter of the coupling, and the temperature T of the bath. Table I shows the specific values of the parameters for the results discussed below. Figure 3 shows the effect of the range parameter ; increasing the range ͑in the x direction͒ over which the two-slit potential is coupled to the bath effectively increases the strength of the coupling, and one sees that this leads to an increasing degree of quenching of the interference pattern. Figures 4 and 5 show the effect of increasing the primary coupling parameter and the bath frequency parameter c , both of which also increase the quenching of the interference, the former dramatically so. 0  10  250  5  100  0  10  750  5  100  0  100  100  5  100  0  1  100  5  100  0  10  100  5  10  0  10  100  5  1000  0 Finally, Fig. 6 shows perhaps the most physically relevant effect, that of increasing the temperature of the bath. This leads to larger amplitude motion of the bath oscillators and thus increased coupling, and one sees the expected increase in the quenching ͑or decoherence͒.
The accuracy of the results obtained for the system coupled to a bath are expected to be as good as that for the static barrier; i.e., if anything, one expects them to be even better, due to the loss of prominent coherence structure caused by coupling to the bath degrees of freedom.
IV. CONCLUDING REMARKS
The primary purpose of this paper has been to treat a model system that provides an unambiguous demonstration of how the FB-IVR is able to describe true quantum interference/coherence effects in molecular dynamics, and the quenching ͑or de-coherence͒ thereof caused by coupling to environmental degrees of freedom. The results presented in Sec. III show that it is able to do so quite well.
The FB-IVR summarized in Sec. II requires only a oneparameter integral in addition to a single phase space average over the initial conditions of all degrees of freedom, and thus probably represents the simplest version of a semiclassical theory of this type that is able to describe such effects. It also requires only a relatively modest increase in effort beyond that of a classical MD ͑molecular dynamics͒ simulation ͑which also requires a phase space average over the initial conditions of all degrees of freedom͒, the additional difficulty being that the integrand has some oscillatory character ͑though much less than the ''double phase space average'' without the FB simplification͒ and that it requires computation of the monodromy matrices for the FB trajectory ͑that can be troublesome for long times͒. Nevertheless, even with present methods it should be possible to carry out FB-IVR calculations for a variety of complex dynamical processes. FB-IVR calculations of this type, for example, can be readily modified to treat transmission of a particle through molecular layers, and such calculations are in fact in progress. 
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