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Abstract
This work aims at showing improved performances of an emotion recognition
system embedding information gathered from cardiorespiratory (CR) coupling.
Here, we propose a novel methodology able to robustly identify up to 25 regions
of a two-dimensional space model, namely the well-known circumplex model
of affect (CMA). The novelty of embedding CR coupling information in an
autonomic nervous system-based feature space better reveals the sympathetic
activations upon emotional stimuli. A CR synchrogram analysis was used to
quantify such a coupling in terms of number of heartbeats per respiratory
period. Physiological data were gathered from 35 healthy subjects emotionally
elicited by means of affective pictures of the international affective picture
system database. In this study, we finely detected five levels of arousal and five
levels of valence as well as the neutral state, whose combinations were used
for identifying 25 different affective states in the CMA plane. We show that the
inclusion of the bivariate CR measures in a previously developed system based
only on monovariate measures of heart rate variability, respiration dynamics
and electrodermal response dramatically increases the recognition accuracy
of a quadratic discriminant classifier, obtaining more than 90% of correct
classification per class. Finally, we propose a comprehensive description of the
CR coupling during sympathetic elicitation adapting an existing theoretical
nonlinear model with external driving. The theoretical idea behind this
model is that the CR system is comprised of weakly coupled self-sustained
oscillators that, when exposed to an external perturbation (i.e. sympathetic
activity), becomes synchronized and less sensible to input variations. Given the
demonstrated role of the CR coupling, this model can constitute a general tool
which is easily embedded in other model-based emotion recognition systems.
Keywords: cardiorespiratory synchronization, emotion recognition systems,
heart rate variability, respiration activity, electrodermal response, weakly
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coupled oscillators, dominant Lyapunov exponent, quadratic discriminant
classifiers
1. Introduction
Emotion recognition systems are devised to map physiological patterns into well-defined
emotional states for an automatic classification. The physiological signs include implicit and
explicit emotional channels of human communication such as speech, facial expression, gesture
and physiological responses (Calvo and D’Mello 2010). Focusing on biosignal-based systems,
currently, the main goal is to catch the underlying dynamics of the autonomic nervous system
(ANS) to effectively identify such human states. In general, the advantage of monitoring of the
ANS against the central nervous system is twofold: ANS monitoring can be performed using
non-invasive and wearable systems; ANS signs are less sensible to movement artifacts (e.g.,
heart rate variability (HRV) is more robust than the electroencephalogram). Therefore, over
the last decade, several biosignals such as the electrocardiogram and the related HRV (Camm
et al 1996, Rajendra Acharya et al 2006a), the respiration activity (RSP) (Lanata et al 2010)
and the electrodermal response (EDR) (Boucsein 2011) along with ad hoc signal processing
methodologies have been proposed in order to link their dynamical changes/levels to emotions.
Recently, numerous automatic emotion recognition systems have been proposed involving,
among others, patient–robot interactions (Swangnetr and Kaber 2012), car drivers (Katsis et al
2008), facial expression (Chakraborty et al 2009) and adaptation of game difficulty (Chanel
et al 2011). For the sake of brevity and to avoid unnecessary repetitions, we recall the state
of the art of ANS-based emotion recognition in our previous works (Valenza et al 2012c,
2012b) and in particular, a recent review written by Calvo and D’Mello (2010) which reports
on the most relevant theories and detection systems using physiological and speech signals,
face expression and movement analysis.
1.1. Affective modeling and elicitation
Two crucial parts of each emotion recognition system are represented by the modeling of
emotions and elicitation methods. Each emotion recognition system, in fact, relies on a model
of emotions. In the literature, one of the most common model is represented by the circumplex
model of affects (CMAs) (Posner et al 2005) in which emotions are related to a specific
region of a multiple-dimensional space. In particular, the two fundamental dimensions of
CMA are conceptualized by the terms of valence and arousal, which can be intended as the
two independent, predominantly subcortical systems that underlie emotions (see figure 1).
Valence represents how much an emotion is felt by people as ‘pleasant’ or ‘unpleasant’, while
arousal indicates the impact of the stimulus and therefore how strong the emotion is perceived.
Concerning the emotional elicitation, in the light of the above modeling, a good choice is the
use of an international standardized affective database whose items are categorized in terms
of valence and arousal levels. The international affective picture system (IAPS) (Lang et al
2005) is one of the most frequently used tools having such characteristics. The IAPS is a set of
944 images having a specific emotional rating in terms of valence and arousal. The emotional
ratings are based on several studies previously conducted where subjects were requested to
rank these images using the self-assessment manikin (Lang et al 1980).
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Figure 1. A graphical representation of the CMA with the horizontal axis representing the valence
dimension and the vertical axis representing the arousal or activation dimension (copyright (2012)
IEEE, reprinted with permission from Valenza et al 2012a Front. Neuroeng. 5 1–7).
1.2. Background studies and current approach
In our previous work (Valenza et al 2012c), we studied the ANS response as a whole system by
processing biosignals such as HRV and RSP, along with the EDR to implement an automatic
emotion recognition system. Specifically, 35 healthy volunteers underwent a passive emotional
elicitation protocol through the presentation of a set of IAPS pictures, categorized into five
levels of arousal and five levels of valence, including the neutral one. As reported in section 2.1,
each arousing session alternated with a neutral one and included four groups of images
with a coherent valence level. Each arousing session was constituted by 20 pictures and,
therefore, four consecutive images had the same level of valence. Since each image lasted
for 10 s, a coherent elicitation of 40 s ensured the evaluation of the low frequencies related
to the sympathetic activity, i.e. 0.04 Hz (Akselrod et al 1981) (see section 2.4). We applied
commonly used monovariate analyses in order to extract standard features and features from
nonlinear dynamic methods of analysis. The arousal and valence multi-class recognition was
performed by processing the extracted feature sets through a Bayesian decision theory-based
classifier which used a quadratic discriminant classifier (QDC). We found that the use of
nonlinear system-derived approaches has given pivotal quantitative markers to evaluate the
dynamics and predicability of ANS changes. Specifically, when nonlinearly extracted features
are embedded in the mentioned affective computing system along with the linearly derived
ones, the percentages of successful recognition dramatically increased (Valenza et al 2012c).
These findings simply confirm the important role played by nonlinear and non-stationary
dynamics in many physiological processes (Marmarelis 2004). This behavior, in fact, can
be the result of a nonlinear frequency modulation or multi-feedback interactions among the
involved biological processes. Focusing on HRV, it has been suggested that the a- and b-
adrenoceptors are involved in the generation of the nonlinear HRV dynamics (seen in rats)
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(Beckers et al 2006b). These interactions can carry out several coupling mechanisms such as
bio-feedback for system regulation and synchronizations. An excellent example of coupling
between the cardiovascular and respiratory systems mainly refers to the respiratory sinus
arrhythmia (RSA) (Davies and Neilson 1967) and baroreflex sensitivity (BRS) (Parati et al
2001). By definitions of the RSA and BRS, the changes in heart rate (HR) are due to respiratory
and blood pressure variations, respectively. In addition, mechanical stretch of the sinus node
due to respiration (which alters the electrical properties of the sino-atrial node membrane) and
respiratory phase-dependent modulation through the baroreflex information processing, etc, is
present. In a previous study (Valenza et al 2012b), we investigated the phase synchronization
between breathing patterns and HR during the mentioned IAPS passive affective elicitation.
We demonstrated that respiratory and cardiac systems adapt their rhythms in response to an
external emotional stimulation. In particular, when a strong affective event occurs, the CR
system becomes more synchronized (reasonably due to the sympathetic and parasympathetic
signaling activities). These results are in agreement with other studies pointing out that
sympathetic activations can significantly increase the nonlinear CR coupling (Censi et al
2003). The phase synchronization was quantified by applying a bivariate analysis relying on the
concept of phase synchronization of chaotic oscillators, i.e. the cardiorespiratory synchrogram
(CRS) (Rosenblum et al 1998). This technique allowed us to estimate the synchronization
ratio m:n as the attendance of n heartbeats in each m respiratory cycles. We observed a clearly
increased synchronization during the presentation of images with significant arousal content
with respect to the neutral ones, while no statistical difference has been found among sessions
with slightly different arousal content. Let us conclude that an arousal affective stimulation
increases the coupling between the two considered systems (Valenza et al 2012b).
In this work, we propose to extend our previously developed emotion recognition system
(Valenza et al 2012c), which was based on monovariate measures, by embedding crucial
bivariate information such as the cardiorespiratory (CR) coupling. The resulting all-inclusive
methodology is able to robustly identify affective states using the CMA modeling approach,
improving previously achieved automatic recognition of five levels of arousal and five levels
of valence, including a neutral state. Therefore, the outcome of this work allows us to allocate
more effectively standard and nonlinear monovariate and bivariate physiological features into
25 different affective regions in the CMA space. Moreover, with respect to the mentioned
previous research activity (Valenza et al 2012c, 2012b), this work reports on newer theoretical
and methodological aspects related to emotional elicitation and, more in general, exogenous
sympathetic activation-related stimuli. In order to find theoretical foundations of emotional
elicitation and to bring benefits to other model-based emotion recognition systems, in fact, we
show a model of CR coupling during sympathetic elicitation using a theoretical nonlinear
model. This model is a simple adaptation of the theories of weakly coupled oscillators
(Rosenblum et al 1996, Pikovsky et al 1997, 2003) with external driving. The idea to model
the CR system as weakly coupled self-sustained oscillators under an external perturbation
is not really new. In fact, the CR synchronization has been already studied under anesthesia
(Stefanovska et al 2000, Bartsch et al 2007), exercise (Kenwright et al 2008) or aging (Shiogai
et al 2010), where particular emphasis was pointed out for the occurrences of transitions
between synchronization regimes. Therefore, the theoretical idea behind the model is that the
CR system is comprised of weakly coupled self-sustained oscillators that, when exposed to an
external perturbation (i.e. sympathetic activation), becomes synchronized and less sensible to
input variations. This hypothesis was experimentally proved in our previous findings relating
the dominant Lyapunov exponent (Valenza et al 2012a) to nonlinear dynamics of the HRV.
The model proposed here can be easily integrated in a more general model-based emotion
recognition system.
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2. Materials and methods
This section describes the experimental protocol, the data acquisition and the methodology
of biosignal processing and data-mining technique that allows the arousal and valence
recognition. Here, we briefly report on how the data were gathered and the rational behind
the specific emotional elicitation sequence. More details can be found in Valenza et al (2012a,
2012b, 2012c)
2.1. Experimental protocol
A group of 35 healthy subjects (age ranged from 21 to 24), i.e. not suffering from both
cardiovascular and evident mental pathologies, was asked to fill out the patient health
questionnaireTM. Participants whose score was lower than 5 were enrolled. The cut-off value
was chosen in order to avoid the presence of either middle or severe personality disorders
(Kroenke et al 2001). They sat on a comfortable chair while underwent a passive affective
elicitation performed by using a set of images gathered from the official IAPS database. The
slideshow was comprised of nine sessions of images N, A1, N, A2, N, A3, N, A4, N, where N
is a session of six neutral images (mean valence rating 6.49, SD = 0.87, range =5.52–7.08;
mean arousal rating = 2.81, SD = 0.24, range = 2.42–3.22) and Ai (with i going from 1 to
4) are sets of 20 images eliciting an increasing level of valence. For each arousal session
Ai, four valence levels were defined, namely Vi, with i going from 1 to 4, from unpleasant
(minimal valence rating) to pleasant (maximal arousal rating), respectively. Each image was
presented for 10 s. During the visual elicitation, three physiological signals, i.e. ECG, RSP
and EDR were acquired simultaneously by using the BIOPAC MP150 with a sampling rate
of 250 Hz for all signals. The system included a dedicated hardware module to acquire each
physiological signal. Pregelled Ag/AgCl electrodes were placed according to the Einthoven
triangle configuration in order to acquire a D2 lead ECG signal with the bandwidth 0.05–
35 Hz. This analogue pre-filtering stage was justified because the ECG signal was used
only to extract the HRV, which refers to the variation of the time interval between consecutive
heartbeats (Rajendra Acharya et al 2006a). Changes of electrical resistance of a piezo-resistive
sensor embedded in a thoracic belt were acquired in order to obtain the respiration dynamics
(Lanata et al 2010) (bandwidth of 0.05–10 Hz). The EDR (Boucsein 2011) was acquired
by means of two Ag/AgCl electrodes positioned at the index and middle fingertips of the
non-dominant hand.
2.2. Methodology of signal processing and pattern recognition
A block diagram of the proposed emotion recognition system is shown in figure 2. For each
biosignal, monovariate analyses were applied in order to extract significant features using
both standard and nonlinear techniques. Moreover, coupling measures by means of a bivariate
analysis were extracted from the RR interval series along with the RSP. Then, the obtained
feature space dimension was reduced using the principal component analysis method. Finally,
features were classified using various machine learning methods (Jain and Mao 2000). QDC
showed the highest recognition accuracy and consistency in both arousal and valence multi-
classes.
2.3. Preprocessing
After the IAPS elicitation, all the gathered signals were preprocessed, i.e. segmented and
filtered. Each signal was segmented according to the time duration of the stimulating sections.
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Figure 2. Block diagram representing the acquisition and processing chain.
Regarding the ECG, a moving average filter (MAF) was applied in order to extract and
subtract the baseline drift. An automatic QRS detection algorithm (Pan and Tompkins 1985)
was applied in order to extract the interval between two successive R-waves (tR−R). Then,
defining the HR in beats per minute as HR = 60tR−R , the HRV was obtained. Such a time series
was re-sampled at 4 Hz according to the algorithm of Berger et al (1986), which allowed us
to deal with non-uniform RR intervals sampling. The RSP baseline was removed by means of
MAF technique and, afterward, such a signal was filtered by means of a tenth-order low-pass
FIR filter with a cut-off frequency of 1 Hz approximated by the Butterworth polynomial.
EDR was filtered by means of a 2.5 Hz low-pass FIR filter approximated by the Butterworth
polynomial. Wavelet filtering was used to split the tonic and phasic components with the
bandwidth of 0–0.05 Hz, and 0.05–1–2 Hz, respectively (Ishchenko and Shev’ev 1989). The
tonic component is usually associated with the baseline level of skin conductance, whereas
the phasic component, superimposed on the tonic baseline level, changed according to specific
external stimuli.
2.4. Monovariate analysis
In this work, several features coming from monovariate analyses were calculated. This kind
of approach allowed us to extract all the possible information from a single physiological
variable. Features were calculated for each stimulation session, according to the image
labels. According to the current state of the art, standard features as well as features derived
from the nonlinear analysis were taken into account. Standard features were derived from
the time series, statistics, frequency domain and geometric analysis for the whole set of
physiological signals. Concerning the HRV (Rajendra Acharya et al 2006a), several standard
features are defined in the time and frequency domains. Time domain features included
statistical parameters and morphological indexes. Defining, e.g., a time window (NN), several
parameters were calculated such as simple mean value and the standard deviation of the
NN intervals. Moreover, we calculated the root mean square of successive differences of
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intervals and the number of successive differences of intervals which differ by more than
50 ms (pNN50% expressed as a percentage of the total number of heartbeats analyzed).
Referring to morphological patterns of HRV, the triangular index was calculated. It was
derived from the histogram of RR intervals into an NN window (TINN) in which a triangular
interpolation was performed. The time domain methods are simple and widely used, but
are unable to discriminate between sympathetic and parasympathetic activities, while an
appreciable contribution is given by the frequency domain parameters. All features extracted
in the frequency domain were based on the power spectral density (PSD) of the HRV (Bartoli
et al 1985). In this work, we adopted the auto-regressive (AR) model to estimate the PSD of
HRV in order to provide better frequency resolution than the nonparametric method (Bartoli
et al 1985). We used the Burg method to obtain the AR model parameters, according to the
results presented by Akaike (Akaike 1969, Boardman et al 2002). This method provided high
resolution in frequency and yielded a stable AR model. Three main spectral components were
distinguished in a spectrum calculated from short-term recordings: very low frequency (VLF)
having components below 0.04 Hz, low frequency (LF) having the bandwidth from 0.04 to
0.15 Hz (Akselrod et al 1981) and high frequency (HF) components which are above 0.15 Hz
(up to 0.4 Hz). In addition to VLF, LF and HF power, we calculated the LF/HF ratio which
should give information about the sympatho-vagal balance. Specifically, LF/HF changes may
indicate a shift of sympatho-vagal balance toward sympathetic predominance and reduced
vagal tone (Camm et al 1996). From the RSP, standard measures such as the respiration
rate, the mean and standard deviation of the first and second derivatives, i.e. variation of the
respiration signal, standard deviation of the breathing amplitude were taken into account.
The respiration rate was calculated as the frequency corresponding to the maximum spectral
magnitude. Other evaluated statistical parameters included the maximum and minimum values
of breathing amplitude and their difference, skewness, kurtosis and standard error of the mean
(Valenza et al 2012c). Concerning the RSP features in the frequency domain, spectral power
in the bandwidths 0–0.1 Hz, 0.1–0.2 Hz, 0.2–0.3 Hz and 0.3–0.4 Hz was also calculated
(Valenza et al 2012c, Koelstra et al 2010). A standard monovariate analysis for both tonic
and phasic EDR features included the same above-mentioned statistics applied to the RSP
signal: rate, i.e. central frequency, mean and standard deviation of the amplitude and statistical
parameters, i.e. skewness, kurtosis, SEM and mean and standard deviation of the first and
second derivatives (Lang et al 1993). Moreover, further features were extracted only from
the phasic component of EDR. More specifically, we also calculated the maximum peak and
the relative latency from the beginning of the image, and spectral power in the bandwidths
0–0.1 Hz, 0.1–0.2 Hz, 0.2–0.3 Hz and 0.3–0.4 Hz (Valenza et al 2012c, Koelstra et al
2010). Other parameters from the monovariate analysis were estimated through the high-order
spectral analysis, which are defined as the Fourier transform of moments or cumulants of
order greater than 2. In particular, we used the two-dimensional third-order cumulant Fourier
transform, called bispectrum (Mendel 1991, Nikias 1993). It quantifies the correlation among
three spectral peaks, i.e. ω1, ω2 and (ω1 + ω2) and also estimates the phase coupling among
frequencies as B( f1, f2) =
∫ ∫ ∞
t1,t2=−∞c3(t1, t2) exp
− j(2π f1t1+2π f2t2) dt1dt2 with the condition
|ω1|, |ω2|  π , being ω = 2π f , where c3(t1, t2) represents the third-order cumulant. In
this work, the bispectral feature set extracted from the triangular non-redundant region of
B( f1, f2) was comprised of mean and variance of bispectral invariants, mean magnitude of the
bispectrum and the phase entropy, normalized bispectral entropy and normalized bispectral
squared entropy (see Chua et al (2010) for a detailed review).
Several nonlinear measures were also carried out along with the extraction of standard
morphological and spectral features (Rajendra Acharya et al 2006b). Even if the physiological
meaning of these features is still unclear, this choice was motivated since they have been
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revealed as an important quantifier of cardiovascular control dynamics, mediated by the
ANS. We refer to nonlinear measures as features extracted from the phase space (or state
space). More specifically, once the phase space is estimated (by means of the so-called
embedding procedure), we evaluated the parameters that seemed to be subjected to an ANS
modulation. An effective method seen as an extension of autocorrelation function is the
recurrence plot (RP) (Marwan et al 2007). It is a graph which shows all those times at which
a state of the dynamical system recurs. In other words, the RP reveals all the times when
the phase space trajectory visits roughly the same area in the phase space. In this study,
such an area was chosen as a sphere having an optimized ray (Schinkel et al 2008). The
RP representation is a squared matrix N × N, whose element Ri, j is set to 1 when a state at
time i recurs also at time j, and 0 otherwise. Following the above description, we used the
recurrence quantification analysis (RQA) (Zbilut and Webber Jr 2006), which is a method of
nonlinear data analysis which quantifies the number and duration of recurrences of a dynamical
system presented by its state space trajectory. The quantification of RP can be based either
on evaluating diagonal lines to estimate chaos–order transitions or on vertical (horizontal)
lines to estimate chaos–chaos transitions. In this work, the following RQA features were
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), entropy (ENTR = −∑Nl=lmin p(l) ln p(l)) and
longest diagonal line (Lmax = max({li; i = 1, ..., Nl}, where Nl is the number of diagonal lines
in the RP). The evaluation of such RQA parameters is justified by their associated meaning in
describing a dynamical system. In fact, Rr, L and DET are associated with the probability and
predicability that a specific state will recur, whereas LAM and TT are related to the laminarity
of the dynamical system, i.e. how long the system remains in a specific state. The ENTR
quantifies the complexity of the deterministic structure in the system, and RATIO and Lmax
are simple measures of recurrence structures.
In addition, we used the detrended fluctuation analysis (DFA), which is a method for
determining the statistical self-affinity of a signal. DFA was introduced by Peng et al (1994)
and represents an extension of the (ordinary) fluctuation analysis, which is affected by non-
stationarities. Concerning the calculation, each series was first integrated and, then, divided
into boxes of equal length n. In each box of length n, a least-squares line was fit to the data
in order to detrend the integrated time series. Finally, the root-mean-square fluctuation of this





k=1 [y(k) − yn(k)]2.
2.5. Bivariate analysis
The novelty of this work is also related to the inclusion of CR coupling measures in an
emotion recognition system based only on features coming from the monovariate analysis.
Hereinafter, such a coupling refers to the phase synchronization occurring between the CR
systems. Formally, given the phase dynamics of the two systems, φ1 and φ2, the synchronization
is defined as φ1,2 = nφ1 − mφ2 <= const., regardless of the amplitudes. m and n are some
integers that describe the phase locking ratio. It is noteworthy mentioning that the phase
synchronization needs the estimation of the instantaneous phases at least for the slower
oscillating signal. In our case, the instantaneous RSP phase was calculated by means of
the Hilbert transform (Boashash 1992). To quantify the CR coupling, we employed the CRS
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technique, recently proposed by Schafer et al (1998, 1999). Concepts of phase synchronization
of chaotic oscillators are adopted to analyze the irregular non-stationary bivariate data. In the
general case of m:n synchronization, such a structure appears if we relate the phases of the




where φr refers to the instantaneous phase of the respiratory signal and tk is the time where the
R-peak in the kth heartbeat occurs and hence the phase of the heart rhythm increases by 2π .
φr is calculated by means of the Hilbert transformation (Rosenblum et al 1996). By plotting
the relative phases ϕ as a function of tk, CRS shows n horizontal stripes within m respiratory
cycles whenever anm:n phase synchronization occurs. For our emotion recognition system,
we calculated the percentage of synchronized signals for each session of each subject. The
following physiological-plausible synchronization ratios n : m were included into the feature
space: 1 : 6, 1 : 5, 1 : 4, 1 : 3, 2 : 9, 2 : 7, 3 : 11, 3 : 10, 3 : 8.
2.6. Feature reduction and pattern recognition
In this work, a feature reduction technique was applied in order to reduce the obtained high
dimension of the feature space. We implemented the well-known principal component analysis
(PCA) method, which belongs to the class of feature projection methods. The PCA projects
high-dimensional data to a lower dimensional space through a linear transformation of original
feature values. These output variables are ordered according to decreasing variance and are
called principal components. PCA uses the eigenvalues and eigenvectors generated by the
correlation matrix to rotate the original dataset along the direction of maximum variance.
Accordingly, we have implemented the above general description by means of the singular
value decomposition (Jolliffe 2002). After the feature reduction, the pattern recognition phase
was performed. In this work, a quadratic Bayes normal classifier (Duda et al 2001, Valenza
et al 2012c) (also called QDC) was used because of the best performance obtained (Valenza
et al 2012c). The performance of the classification is presented in the form of confusion matrix.
The generic element ri j of the confusion matrix indicates how many times in percentage a
pattern belonging to the class i was classified as belonging to the class j. A more diagonal
confusion matrix corresponds to a higher degree of classification. The matrix has to be read
by columns. The training phase is carried out on 80% of the feature dataset (subset from 28
subjects) while the testing phase to the remaining seven subjects. We performed 40-fold cross-
validation steps in order to obtain unbiased classification results, i.e. it allowed us to consider
the Gaussian distribution of classification results, which can be therefore described as mean
and standard deviation among the 40 confusion matrices obtained. Below, the classifier is
described in detail. QDC uses a supervised learning method which determines the parameters
based on available knowledge.
3. Experimental results
Experimental results on emotion recognition report on the capability of the classifier to
discriminate the five different arousal and five different valence classes. Relying on the CMA
model of emotion (Posner et al 2005), in fact, it is possible to associate a certain emotion with
a specific combination of arousal and valence levels (see an example in figure 1). Therefore,
in further applications, given a certain elicitation, it would be possible to evaluate the proper
arousal and valence levels whose combination results in one of the 25 different regions of the
CMA. Since this paper points out the role of CR coupling, the feature set obtained by means of
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Table 1. Comparison of the arousal level recognition accuracy for the feature set α and the proposed
feature set β.
QDC Dataset N A1 A2 A3 A4
N α 100 ± 0.0 0.0 ± 0.0 0.0 ± 0.0 0.0 ± 0.0 0.0 ± 0.0
β 100 ± 0.0 5.4 ± 9.6 1.4 ± 5.7 4.9 ± 11.1 8.1 ± 13.1
A1 α 0.0 ± 0.0 100 ± 0.0 0.0 ± 0.0 0.0 ± 0.0 0.0 ± 0.0
β 0.0 ± 0.0 94.6 ± 9.6 0.0 ± 0.0 0.0 ± 0.0 0.0 ± 0.0
A2 α 0.0 ± 0.0 0.0 ± 0.0 92.9 ± 10.7 0.0 ± 0.0 4.6 ± 8.8
β 0.0 ± 0.0 0.0 ± 0.0 98.6 ± 5.7 0.0 ± 0.0 0.0 ± 0.0
A3 α 0.0 ± 0.0 0.0 ± 0.0 5.3 ± 8.4 82.9 ± 14.2 19.3 ± 16.7
β 0.0 ± 0.0 0.0 ± 0.0 0.0 ± 0.0 95.1 ± 11.1 0.0 ± 0.0
A4 α 0.0 ± 0.0 0.0 ± 0.0 1.8 ± 4.8 17.1 ± 14.2 76.1 ± 16.9
β 0.0 ± 0.0 0.0 ± 0.0 0.0 ± 0.0 0.0 ± 0.0 91.9 ± 13.1
Table 2. Comparison of the valence level recognition accuracy for the feature set α and the proposed
feature set β.
QDC Dataset N V1 V2 V3 V4
N α 96.8 ± 7.5 3.9 ± 6.4 0.0 ± 0.0 0.0 ± 0.0 0.0 ± 0.0
β 100 ± 0.0 3.1 ± 4.5 0.0 ± 0.0 0.0 ± 0.0 0.0 ± 0.0
V1 α 3.2 ± 7.5 96.1 ± 6.4 0.0 ± 0.0 0.0 ± 0.0 0.0 ± 0.0
β 0.0 ± 0.0 94.7 ± 4.5 0.0 ± 0.0 0.0 ± 0.0 0.0 ± 0.0
V2 α 0.0 ± 0.0 0.0 ± 0.0 87.1 ± 11.1 0.0 ± 0.0 18.6 ± 11.2
β 0.0 ± 0.0 2.2 ± 4.5 91.7 ± 9.8 0.0 ± 0.0 0.0 ± 0.0
V3 α 0.0 ± 0.0 0.0 ± 0.0 0.0 ± 0.0 100 ± 0.0 0.0 ± 0.0
β 0.0 ± 0.0 0.0 ± 0.0 2.0 ± 9.8 90.1 ± 4.7 5.1 ± 9.8
V4 α 0.0 ± 0.0 0.0 ± 0.0 12.9 ± 11.1 0.0 ± 0.0 81.4 ± 11.2
β 0.0 ± 0.0 0.0 ± 0.0 6.3 ± 9.8 8.9 ± 4.7 94.9 ± 9.8
monovariate analysis only was taken as a reference and labeled as α. Such a reference feature
set is comprised of all the monovariate features extracted by the HRV, RSP and EDR signals
as described in section 2.4. The proposed feature set, which represents the union set of α and
the features coming from the bivariate analysis, was labeled as β. After the feature extraction
phase, the PCA algorithm was applied to each dataset. We stopped the reduction process when
the cumulative variance reached 95%. The discrimination results are shown in tables 1 and 2
for the arousal and the valence, respectively. The QDC performances are expressed in the form
of a confusion matrix calculated after 40 steps of cross-fold validation. The neutral elicitation
is labeled as N, the arousal levels as Ai with i = {1, 2, 3, 4} and the valence levels as Vi with
i = {1, 2, 3, 4}. It is straightforward to note that the inclusion of the CR features improves the
classification accuracy in both the arousal and valence recognition problems.
4. Modeling the CR coupling during arousal elicitation
The methodology proposed in this work for the effective emotion recognition system definitely
deals with monovariate and bivariate nonparametric techniques. In fact, given the experimental
data, i.e. ANS signals, we applied several transformations in order to obtain a reliable data-
driven feature set able to train our automatic classification algorithm. However, other emotion
recognition systems could be based on parametric approaches, i.e. using cardiovascular models
having state variables related to the specific kind of elicitation. Therefore, based on our previous
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findings, we here propose an equation model of CR coupling during sympathetic elicitation.
This model is a simple adaptation of the theories of weakly coupled oscillators (Rosenblum
et al 1996, Pikovsky et al 1997, 2003) with external driving. Accordingly, this model can
constitute a general tool to be easily embedded in other model-based emotion recognition
systems. In a previous study (Valenza et al 2012a), we evaluated the HRV nonlinear dynamics
through the well-known dominant Lyapunov exponents (DLEs) (Ruelle 1979). The DLE
calculation followed the approach proposed by Rosenstein et al (1993) which ensures reliable
values of DLE even in short datasets. We found that, starting from positive values kept also
during the neutral elicitation sessions, the DLE became negative during the arousal session with
statistical significance (p < 0.05). The repeated intra-subject analysis confirmed how the DLE
was positive during neutral sessions and negative during the arousal sessions (Valenza et al
2012a). Therefore, it is reasonable to hypothesize a relationship between the DLE and the CR
synchronization findings, especially from a biophysics point of view. In fact, the physiological
signals recorded during the presentation of pictures with arousal contents present a clear loss
of DLE (with the change of the sign) as well as a CR phase synchronization increase (Valenza
et al 2012b). The connection between DLE and synchronization is well characterized for
nonlinear and also chaotic systems (Rosenblum et al 1996, Pikovsky et al 1997). In fact,
if two or more nonlinear oscillatory processes (e.g., heart beat and respiratory activity) are
weakly coupled, they can become phase synchronized and such a synchronization manifests
itself in the Lyapunov spectrum of the system (Rosenblum et al 1996). Such a coupling leads
to a decrease of the nφ1 − mφ2 differences. Moreover, considering an external force (i.e.
perturbation) applied to the systems, the DLE is expected to be negative, as a result of a
stable value of the phase with respect to the phase of the external force, in the time domain
(Pikovsky et al 1997). The novelty of this model regards only the fact that it is possible
to adapt the nonlinear model of weakly coupled oscillators to the CR system relying on
previously defined equations. Let us consider the Fourier representation of the HRV as the
weighted summation of complex functions having frequencies fHRV = ωHRV/2π . Likewise,
let us consider the respiration dynamics in the frequency domain but with only one component,
which corresponds to the respiratory frequency fRSP = ωRSP/2π . Therefore, the HRV and
RSP phase dynamics can be written as follows:
˙φHRV = ωHRV + F(HRV, t) (2)
˙φRSP = ωRSP + F(RSP, t), (3)
where F(HRV, t) and F(RSP, t) stand for factors depending on the amplitude of HRV and
RSP, respectively. When the two oscillators become coupled, we can write{ ˙φHRV = ωHRV + FHRV(HRV, t) + εG (φRSP, φHRV, ψ)
˙φRSP = ωRSP + FRSP(RSP, t) + εG (φHRV, φRSP, ψ) . (4)
The simplest non-trivial case is given by G (φHRV, φRSP, ψ) = sin [(φRSP + φHRV) − ψ] =
sin (φCR), where  = dψ/dt represents the dominant oscillation of an external stimulus
(i.e. external force and perturbation). Equation (4) becomes
dφCR
dt
= {ωHRV + ωRSP − } + 2ε sin(φCR) + {F(HRV, t) + F(RSP, t)}. (5)
This equation is similar to the simple Langevin equation describing phase locking of periodic
oscillators in the presence of noise (Stratonovich 1967). In our experimental framework, it is
possible to consider a specific  = GN = dψIAPS/dt assuming its amplitude as a function of
the arousal level and the frequency of elicitation of the ˙φHRV and ˙φRSP systems as a function
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of the valence level. It is possible to write the formal solution of this equation if we assume
the {F(HRV, t) + F(RSP, t)} to be Gaussian δ-correlated:
{F(HRV, t)+F(RSP, t)}{F(HRV, t′)+F(RSP, t′)} = 2Dδ(t−t′). Therefore, it could be solved
by using the Fokker–Planck equation where the main quantities that would characterize such
a synchronization are, precisely, the averaged frequency
〈 ˙φCR〉 and the Lyapunov exponent.
























Therefore, the CR synchronization is mainly characterized by means of the averaged frequency
〈 ˙φCR〉 = {ωHRV + ωRSP − } + 2πεIm(W1) (9)





5. Conclusion and discussion
In conclusion, a novel and effective emotion recognition system has been reported. The
innovative combination of bivariate and monovariate measures improved the system in terms
of recognition accuracy. Specifically, monovariate analyses were applied in order to extract
significant features using both standard and nonlinear techniques to each of the three considered
ANS-related biosignals, i.e. HRV, RSP and EDR. Bivariate measures, related to the CR phase
synchronization, were included into the system. Therefore, the HRV along with the RSP
information was engaged in the CRS analysis in which the synchronization was expressed
as the ratio m:n explaining the presence of n heartbeats in each m respiratory cycle. The
obtained feature space dimension was reduced using the PCA method and a QDC algorithm
performed the pattern recognition phase. We tested the ability of our system during an ad
hoc experimental study involving 35 healthy subjects who were passively emotionally elicited
using standardized images. Such affective stimuli were characterized by the circumplex model
of affects (CMAs) (Posner et al 2005) in which the affective states are conceptualized by
the terms of valence and arousal. Valence represents the extent to which an emotion is
perceived as being pleasant or unpleasant. Arousal indicates the intensity of the emotion.
Accordingly, the stimuli were presented as images gathered from the international affective
picture system (IAPS) having five levels of arousal and five levels of valence, including a
neutral reference level. The experimental timeline foresaw the alternation of arousal and neutral
blocks. During the elicitation, the three peripheral physiological signals were simultaneously
acquired. Results are very satisfactory. Despite the reference set α, the proposed feature
set β gave a recognition accuracy greater than 90% for all classes in both arousal and
valence discriminations. Moreover, the performed cross-validation process, i.e. randomizing
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the subjects for training and test sets, ensured that the classification was independent from
the specific subjects involved. Although the proposed methodology definitely goes beyond the
state of the art, we report less performances in identifying one arousal class, i.e. A1, and two
valence classes, i.e. V 1 and V 3. From the literature, it is possible to consider the CMA plane
as an orthonormal space in which each point is a combination of arousal and valence values.
Hence, our classification findings allowed the fine identification of 25 regions. Although this
is a great achievement, it is noteworthy mentioning that they may not represent 25 different
emotional states. In principle, it is possible to apply our approach to any stimulus acting on
the CR systems that produces a sympathetic activation (a statistically significant sympathetic
activation was found during the arousal sessions by evaluating changes in the sympatho-vagal
balance, i.e. LF/HF ratio of the HRV (Valenza et al 2012b)). From a physiological point of
view, the crucial role of CR coupling is provided by considering the overlapping of power
spectra of the two interacting systems, the cardiovascular and the respiratory one. It has been
shown that, due to interaction, the peaks of such power spectra may become practically equal,
and the peak frequencies become closer (Landa and Perminov 1985, Zhang et al 1997), and
it has been interpreted as the synchronization of the systems quantified by means of cross-
correlation functions (Landa and Perminov 1985), respiration response curve (Zhang et al
1997) and multivariate spectral decomposition (Baselli et al 1997). This principle could be the
ideally theoretical explanation of the respiratory sinus arrhythmia (RSA) (Davies and Neilson
1967) in which great components of the HRV spectrum are consistent with the respiratory
frequency fRSP. Moreover, these experimental findings and theorization are in agreement with
the chaos-destroying synchronization, i.e. when a periodic external force acts on a chaotic
system, it destroys chaos and a periodic regime appears (Kuznetsov et al 1985). In the case of
an irregular forcing, the driven system follows the behavior of the force (Kocarev et al 1993),
which has been experimentally demonstrated by the evaluation of the ANS response as a whole
system (Valenza et al 2012c). In such a case, in fact, the CR system seems to cope with the
visual elicitation by producing ANS linear and nonlinear markers able to follow the stimulus
changes. In a previous study (Valenza et al 2012c), we demonstrated how the use of nonlinear
system-derived approaches is very important for an effective emotion recognition system for
both arousal and valence recognitions. When nonlinearly extracted features are embedded in
the affective computing system along with the linearly derived ones, in fact, the percentages of
successful recognition dramatically increased (Valenza et al 2012c). These encouraging results
prompted us to extend the study of nonlinear dynamics also for the CR system interactions.
In fact, nowadays, it is well accepted that the cardiovascular system and its relationship with
respiration is truly a complex system. Therefore, nonlinearities and nonlinear measures should
be taken into account in its modeling and analysis (Grassberger and Procaccia 1983). In the
current literature, it is not new that techniques derived from nonlinear dynamics and chaos
theory may be of complementary value in identifying patterns and mechanisms in biological
systems that are not detectable with traditional statistics based on linear models (Nicolini
et al 2012, Beckers et al 2006a). Moreover, based on the experimental evidence on DLE
and CRS, a theoretical nonlinear model on cardiopulmonary oscillators has been reported.
It relies on the previously defined theory of weakly coupled oscillators (Rosenblum et al
1996, Pikovsky et al 1997, 2003) driven by external force. We hypothesized that the external
force is given to the CR systems through the ANS activity modulation on the sympathetic
and parasympathetic nerves. Although the chaotic behavior cannot be demonstrated in such a
bio-system because of the strong physiological noise, the theory reported here aims at giving
a useful tool for the assessment of the CR phase synchronization and the DLE changes in
HRV.
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