Quasi-steady aerodynamic model of clap-and-fling flapping MAV and validation using free-flight data by Armanini, SF et al.
Quasi-Steady Aerodynamic Model of Clap-and-Fling Flapping MAV and
Validation using Free-Flight Data
S.F. Armaninia, J.V. Caetanob,a, G.C.H.E. de Croona, C.C. de Vissera, M. Muldera
aSection of Control and Simulation, Faculty of Aerospace Engineering, Delft University of Technology, The Netherlands
bPortuguese Air Force Research Center, Air Force Academy, Portugal
Abstract
Flapping-wing aerodynamic models that are accurate, computationally efficient and physically meaningful, are chal-
lenging to obtain. Such models are essential to design flapping-wing micro air vehicles and to develop advanced
controllers enhancing the autonomy of such vehicles. In this work, a phenomenological model is developed for the
time-resolved aerodynamic forces on clap-and-fling ornithopters. The model is based on quasi-steady theory and
accounts for inertial, circulatory, added mass and viscous forces. It extends existing quasi-steady approaches by:
including a fling circulation factor to account for unsteady wing-wing interaction, considering real platform-specific
wing kinematics and different flight regimes. The model parameters are estimated from wind tunnel measurements
conducted on a real test platform. Comparison to wind tunnel data shows that the model predicts the lift forces on
the test platform accurately, and accounts for wing-wing interaction effectively. Additionally, validation tests with
real free-flight data show that lift forces can be predicted with considerable accuracy in different flight regimes. The
complete parameter-varying model represents a wide range of flight conditions, is computationally simple, physically
meaningful and requires few measurements. It is therefore potentially useful for both control design and preliminary
conceptual studies for developing new platforms.
Keywords: flapping-wing micro air vehicle, clap-and-fling, quasi-steady aerodynamics, system identification,
unsteady forces, free-flight, wind tunnel
1. Introduction
Insects and birds have unmatched flying capabilities. This unique skill has evolved over the course of millions
of years, enabling them to improve their survivability, evade predators and carry food. Aside from the development
at a neuromuscular level, flying species have optimized their wing shapes and beats to provide them with enhanced
performance and lift when required. An example of such evolution is the ‘clap-and-fling’ mechanism that typically
occurs during the dorsal stroke-reversal of two-winged insects and specific birds, such as the pigeon [1]. This mech-
anism can be seen as the (near) touch of the wings, which begins when the leading edges of the wings touch at the
end of the dorsal outstroke (clap) and proceeds with the evolution of the point of interaction between the wings down
the chordwise axis of the wings as they pronate around their trailing edges, and fling apart (cf. Fig. 4 in [2]). Since
the first description of this mechanism by Weis-Fogh [3], several studies have identified variations of this motion
to be present in many other species: Trialeurodes vaporariorum [4], Thrips physapus [5], and the parasitoid wasp
Muscidifurax raptor [6]. Larger insects, such as Lepidoptera [7] and locusts [8] also exhibit similar behaviors.
This particular flapping motion has been shown to augment the generation of lift during one flap cycle and is
believed to be used by flapping flyers whose wing stroke capabilities are limited by their sweeping angle [9]. Adding
to the observations of Weis-Fogh, Ellington [5] further suggested that the Chrysopa Carnea uses clap-and-fling for lift
augmentation, steering and flight control. Several experimental studies tried to prove these hypotheses by developing
flapping mechanisms that promote wing interaction [10, 11, 12]. More recently, experimental work [13, 9, 14, 15, 16]
and numerical simulations [17, 18, 19] concluded that the clap-and-fling mechanism can enhance lift production by
6% [14] to 50% [20] of the net average force, with most of the studies reporting lift gains of 15% to 25% [9, 16].
Inspired by the evolution of natural flyers, such clap-and-flingmechanisms have been mimicked and implemented
in a multitude of Flapping-WingMicro Aerial Vehicles (FWMAV) [14, 21, 22, 23, 24, 25, 26, 27, 28, 29, 30], with four
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wings. Reasons for choosing a four-wing design include: 1) lift augmentation, allowing the FWMAV to carry more
payload, compared to their non-wing-interacting counterparts [31]; 2) reduced complexity of flapping mechanisms
with two degrees of freedom per wing, compared to multi-degree-of-freedommechanisms of other designs [32, 33];
3) reduced flapping induced oscillations due to mutual cancellation of opposed forces caused by counter-motion of
opposed wings, which facilitates inertial measurement unit (IMU) and vision payload integration; and 4) presence of
a tail that introduces static stability and simplifies the on-board control strategies.
Despite the significant maturation of technology, such FWMAVs still have very limited on-board processing ca-
pabilities, which, in turn, limit the use of complex control strategies for automatic and autonomous operations. These
control strategies are typically characterized by simple proportional-integral-derivative (PID) controllers [34], which
limit the flight regime to conditions very close to the linearized model [35]. More complex strategies, like non-linear
dynamic inversion or unsteady aerodynamic models working atop kinematic information, are currently too computa-
tionally expensive for on-board control. To avoid this complexity, some studies suggest the use of free-flight system
identification for estimation of low-order ‘brute-force’models [36, 37, 38] or the use of Fourier series for the complete
modeling of the aerodynamic forces of an existing FWMAV [39, 38]. However, such methods are only possible if the
FWMAV is already flight capable and typically involve expensive sensoring facilities, thus they are not applicable for
the prediction of the aerodynamic, and consequently, the dynamic behavior of FWMAVs during the design phase.
As pointed out by many studies [40, 41, 42, 43, 44, 45], in some cases a good compromise can be obtained through
the use of quasi-steady aerodynamicmodels. These closely represent the aerodynamic forces of single non-interacting
wings, with results matching experimental and numerical results with great approximation. Such models offer elegant
solutions for the limitations identified above. However, for the specific case of lift-augmented clap-and-fling FWMAV,
the quasi-steady models devised so far are lacking in three aspects: 1) quasi-steady aerodynamic representation of the
added lift from wing-wing interaction during clap-and-fling; 2) accurate modeling of the wings, typically modeled as
rigid flapping plates without consideration of spanwise torsion or of the added benefits of wing flexibility shown to
be responsible for most of the lift gain [6, 15]; 3) providing model parameters for flight conditions other than hover,
hence impeding their application to other flight conditions, where active control is more necessary.
The present study addresses the three aforementioned gaps and presents a simple phenomenological model for
flapping-wing aerodynamics, which provides a suitable first approximation of the aerodynamic forces acting on a clap-
and-fling FWMAV. The model extends quasi-steady theory to include additional circulation terms that are present dur-
ing and shortly after clap-and-fling. The parameters of the model are estimated from the force data of a real FWMAV,
obtained from high resolution wind tunnel measurements, considering the real wing kinematics of the specific plat-
form (the DelFly II [23]) in different flight conditions. A global function of the parameters for different trimmed flight
conditions is provided, which allows for fast computation of the aerodynamic parameters for a multitude of flight
regimes, ranging from close to hover to fast 2m/s flight. Furthermore, the model is validated by comparing the force
estimation in different flight regimes with real free-flight data of the FWMAV, ensuring additional closeness to the real
physical system. The proposed model is simple, computationally fast and requires few input measurements, therefore
potentially highly useful for control applications, being applicable as predictor already at the design stage.
The manuscript continues with a comparison of existent quasi-steady models, a theoretical background of the
clap-and-fling mechanism and a discussion of the proposed model in Section 2. Section 3 presents the experimental
methods used to obtain the force data and wing kinematics, from both wind tunnel and free-flight testing. This
is followed by the results, discussion and validation of the estimated aerodynamic model in Section 4. Section 5
summarizes the most important conclusions and contributions to the community.
2. Aerodynamic Modeling
2.1. Revisiting Quasi-Steady Aerodynamic Models
As identified by Sane [2], four unsteady mechanisms are present in flapping flight: 1) build-up of a starting vortex
from the growth of a trailing edge vortex (TEV), i.e. Wagner effect; 2) delayed stall and leading edge vortex (LEV);
3) rotational circulation around a rotating surface, i.e. Kramer effect; 4) capture of the wake of the previous stroke by
the subsequent one, i.e. wake capture. In addition to these, 5) inertial effects due to circular motion; 6) added mass
effect due to accelerating wings and 7) wing-wing interaction are also important force generation mechanisms [42, 3].
Under the assumption of a quasi-steady development of the aerodynamics, the instantaneous forces acting on the
wing are equivalent to the forces that would act during a steady uniform motion of the wing at the same free-stream
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Table 1: Applicability of existent quasi-steady and proposed models, according to reduced frequencies (k = ωc
2V
) and natural frequencies (ωn).
Adapted from [48, 47].
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velocity and angle of attack [46]. This way, a kinematic pattern can be divided into a number of consecutive time
steps at which the forces are calculated, and the time history of the forces is obtained. Despite not considering some
of the mechanisms mentioned above, viz. Wagner effect, wake capture and wing-wing interaction, and being initially
derived for low angles of attack under thin airfoil theory, quasi-steady models of flapping wings have been shown to
represent the aerodynamic forces with great approximation [40, 42, 43, 47, 44].
The applicability of quasi-steady models is limited by two aspects, as clarified by Table 1. On the one hand, for
hovering flight regimes, quasi-steady models are applicable if the flapping frequency is considerably higher than the
natural frequency of the flapper. When this is the case, the time scale of the flapping is so much smaller than that of
the body dynamics, that cycle-averaged aerodynamic forces are sufficient for most types of analysis, and mostly these
are not affected by the flow dynamics. On the other hand, for forward flight, the reduced frequency (k = ωc
2V
) should
be lower than 0.2 for quasi-steady modeling to be applicable. When flow velocity is significantly higher than flapping
frequency, unsteady effects are increasingly less dominant. The proposed model builds on quasi-steady principles and
extends their applicability to account for clap-and-peel.
2.2. Understanding Clap-and-Peel Mechanism
Following the initial description byWeis-Fogh [3], for most species the clap-and-flingmechanism starts at the end
of a half-stroke – at dorsal stroke reversal, cf. subfigure A in Fig. 1. As the wings touch, the cleft that is formed closes
under the point of contact of the wings in a ‘clap’-shaped movement. During this phase, the air in the cleft is pushed
down, which is believed to generate extra momentum [23]. After the clap (B), the wings pronate and move away from
each other, rotating about their trailing edges, which generates a rapid growth of a new cleft between the upper parts
of the wings, as they ‘fling’ apart (C and D). At this phase, air rushes around the leading edge of each wing into the
cleft, in what was observed as an augmented LEV [15]. As the flap continues, the LEV continues to grow and when
the trailing edges separate, a starting trailing vortex starts to form (E).
The particular case represented in Fig. 1 as an example, is based on theoretical assumptions found in the literature
[3, 52, 46], complemented with experimental results of important studies in the field [2, 17, 18, 15, 23]. Several
studies have focused on replicating this mechanism through mathematical [52], physical [11, 12, 13] and numerical
simulation [17, 53] to further conclude on the force augmentation mechanisms. All verified instantaneous and net
force augmentation. However, two generalizations were present in these studies: 1) the wings were modeled as rigid;
2) the fling phase was modeled as a pure rotation about the trailing edges of the wings, without translation.
Recent observations concluded that in some cases the mechanism is better explained and replicated by a flexible
‘peel’ that replaces the described fling phase. It is believed that flexibility allows for a reconfiguration of biological
structures, which results in reduced drag [6] and wake-capture mechanisms [15]. In this updated description, the
upper parts of the wings ‘peel’ apart, while the lower parts are still ‘clapping’, due to a translatory motion induced by
the wing flap reversal along the stroke plane. This reduces the effect of the clap, while promoting the generation of
stronger LEV and a decrease of the adverse effects of added mass, due to the reduction of the effective portion of the
wing that is accelerating during the outstroke. Furthermore, this mechanism ensures a considerable reduction – and
sometimes cancellation – of the trailing edge vorticity shed by each wing on the consequent stroke (during ‘peel’),
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Figure 1: Clap-and-fling mechanism represented for a butterfly model with rigid wings. Arrows represent direction of flow; lines in black and gray
represent current and previous subfigure vortices, respectively; detached lines are streamlines; circular shapes represent vortices; lines connected
to leading edge are starting vortices; lines at trailing edges of subfigure E represent the interaction between the beginning of starting vortices and
the flow from withing the cleft.
Table 2: Comparison between existent and proposed models. The focus is on non-CFD methods, as CFD models are not phenomenologically
insightful or applicable for on-board control. Adapted from [47].
Dickinson et al. Berman & Wang Peters et al. Khan & Agrawal UVLM Ansari et al. Proposed model
# degrees of freedom low low low low high high low
LEV X X - X - X X
Rotational circulation X X X X X X X
Added mass X X X X X X X
Viscous effects - X - X - - X
Wake capture - - - - X - -
Wing flexibility - - - - - - X
Clap-and-peel - - - - - - X
Validated in forward flight - - - - - - X
Applicability to on-board control low high low low low low high
which promotes the growth of circulation, due to the absence of both theWagner and Kramer effects – also considered
to be one of the reasons for force augmentation [2].
2.3. Proposed Aerodynamic Model
Compared to other modeling techniques such as computational fluid dynamics (CFD) or unsteady vortex lattice
methods (UVLM), quasi-steady models gain from their physical insight, relatively simple form and low computational
cost (cf. Table 2), suitable for physical understanding of the force generation mechanisms, design of FWMAV, control
and simulation. Nevertheless, none of the existing quasi-steady models include the contribution of wing-wing inter-
action, thus failing to predict both the instantaneous and the time-averaged lift augmentation present in clap-and-peel
mechanisms.
The proposed model builds on existent quasi-steady models to include the effects listed in Sec. 2.1, as items (2)
to (7). An extensive survey was performed to understand the applicability and compare the (dis)advantages of the
formulations across the literature.
2.3.1. General Formulation
The baseline of the proposed model consists of the combination of quasi-steady aerodynamics with blade element
theory [42, 51, 54]. The forces acting on a wing are divided into blade elementary forces, that are integrated along the
spanwise direction to obtain the time history of the forces. The forces acting on a single blade element (BE), at each
time instant, take the form:
dF=dFinertial+dFcirc+dFaddmass−dFvisc (1)
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which accounts for the inertial, circulatory, added mass and viscous effects, respectively. Note that initial TEV shed-
ding (Wagner effect) was not considered because: 1) this effect has different contributions to the forces, depending on
the Reynolds number (Re) of the system; 2) there is no apparent agreement on the effectiveness of such mechanisms in
flapping wings [9]; 3) clap-and-peel mechanisms considerably attenuate the starting TEV; 4) mathematical simplicity.
The inertial term is present in the model: a) because forces are being computed in a rotating coordinate frame [51]
and b) to account for the inertial forces of the mass of fluid which act normal to the wing surface, estimated from
two-dimensional theory of a plate moving in an inviscid fluid [55] – cf. our final model formulation in Eqs. 12 and 13.
While the inertial forces are not a strictly aerodynamic effect, we chose to include them because our experimental setup
allowed us to measure only the total forces generated by the wings, and, as pointed out elsewhere in the literature [2], it
is highly challenging to separate the aerodynamic forces from the inertial forces in experimental measurements. This
term is not discussed further. The other three terms we discuss in detail in the remainder of this section, progressively
building up our model until the final formulation is obtained in Sec. 2.3.6.
2.3.2. Circulatory Term
The circulatory term (dFcirc in Eq. 1) results from a combination of the translatory circulation (Γtrans), and the
rotational circulation (Γrot). Both are included to satisfy the Kutta condition (cf. Fig. 2 in [2]). For single, non-
interacting wings (in this case, blade elements) Γtrans includes the contribution of free-steam circulation and LEV;
while Γrot accounts for the added circulatory term needed to maintain the Kutta condition for a rotating blade element.
These take the form:
Γ=Γtrans+Γrot=
1
2
CLc(r)|V |+
1
2
CRc
2(r)θ˙w (2)
where CL is the lift coefficient, |V | is the magnitude of the velocity (vector) perceived by the element, CR is the
rotational coefficient, c(r) is the chord as function of the spanwise radius and θ˙w is the pitch rate of the wing element.
Several CL and CR formulations were studied from literature: viz. for CL Fig. 2 in [40], Eq. 2.16 in [51], Eq. 31
in [56] and Eq. 17 in [47]. The values for the parameters in each formulation were optimized (as explained below),
and similar results could be obtained with all formulations by adjusting the parameters. Hence, we recommend:
CL=Cl sin(2α) or CL=
piAR
2(1+
√
( piAR
a0
)2+1)
sin(2α) (3)
the former [51] for simplicity, the latter [47] for preliminary design purposes, to include the aspect ratio (AR) of the
wing. Cl is the lift coefficient magnitude, a0 is the lift curve slope of a two-dimensional airfoil, and α is the angle of
attack at the blade element. The rotational coefficient CR takes the form observed in [40, 41],
CR=Cr(0.75−x0) (4)
with Cr the coefficient, and x0 the chordwise position of the axis of rotation of the wing section.
The final circulatory term used in the model is derived in the next section, where clap-and-peel effects are discussed
and incorporated in the formulation.
2.3.3. Including Clap-and-Peel
Despite a lack of agreement on how to model clap-and-peel, some aspects have been observed across multiple
studies: 1) increased growth of circulation during clap-and-fling [3, 52, 57, 53]; 2) prolonged effect of clap-and-fling
on lift augmentation, still noticeable after the fling until half-way of the wing stroke [17, 13]; 3) contribution of wing
flexibility to increase in lift augmentation and significant reduction in drag [6, 58]. These points are detailed below.
Lighthill suggested the force augmentation mechanism could be described mathematically by a circulatory term
of the form [52, 53]:
Γ=g(λ)θ˙c2 (5)
with g(λ) being a function of the angle between the wing sections (λ=θ f ling/pi). A similar theoretical formulation
was later introduced by Edwards & Cheng [59] and Wu & Hu-Chen [60], who added circulatory terms to the initial
formula, with no considerable changes in the outcome. In their study, Spedding and Maxworthy [11] verified the
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formulation by performing a wing-wing interaction experiment with pure rotation around the trailing edge, obtaining
discrete values for g(λ) for different wing separation angles. They concluded the function g(λ) to be different from
the previous theoretical formulations, taking a somewhat constant value (≈2) up to θ f ling=30°, and then increasing
linearly with the increase of the separation (cf. Fig. 17 in [11]). Moreover, Sunada [12] also obtained similar results
for different wing shapes. These results point to the coherence of the initial circulatory formulation of Eq. 5, indicating
that after 30° other circulatory terms seem to dominate.
Furthermore, during fling the trailing edges of interacting wings are in contact, which considerably attenuates the
generation of TEV, known as starting vortices, thus reducing the delay in bounded circulation growth [2, 23, 61]. This
force augmentation was found to be present also in the case of interacting wings that initiate a translatory motion
after the fling [17, 13]. In particular, it was demonstrated that the clap-and-fling force augmentation still produces
effects as late as mid-stroke, after the fling has occurred, suggesting that this mechanism may be distorting the spatio-
temporal structure of the wake of the previous stroke, in what could be considered wake-capture. Such phenomenon
was later observed experimentally by Percin et al. [15], who showed the lift enhancing wake-capture in clap-and-fling
mechanisms was possible due to wing flexibility and consequent peel instead of fling. The same study also revealed
that during peel a stronger LEV forms, which continues to grow after the peel phase, during wing translation. This is
in line with numerical results of Miller & Peskin [6] and Noda et al. [58] who observed a considerable lift increase
and surprising drag reduction due to the inclusion of flexibility in the model.
Conversely, others suggested different theoretical formulations for the force augmentation. Ellington [57] pro-
posed a circulation dependent on the velocity of the ‘unzipping’ of the wings (uz(t)) during a modeled ‘flat peel’:
Γ=uz(t)xe f (θ f ling), f (θ f ling)≈
(
θ f ling−
pi
2
)2
+2 (6)
with xe being the effective chord length exposed (‘flung part’). This formulation was tested, however simpler alterna-
tives were found to yield effective results while requiring less complex computation, e.g., avoiding the calculation of
wing ‘unzipping’ velocity. Hence Eq. 6 was not used for the final formulation (presented below).
Furthermore, actuator disk and conservation of mass theories were suggested to explain additional force observed
during clap-and-fling: Bennett [62] proposed a formulation based on the conservation of mass around the leading
edge, suggesting the fling to promote the growth of induced velocity in the cleft between the wings. He showed
this induced velocity was considerably higher in the presence of a mirror wing. Under similar assumptions we have
concluded the induced velocity to be a function of the wing flap angle (ζ), flap rate (ζ˙), wing pitch angle (θw)
1 and
pitch rate (θ˙w). This approach, however, results in complex formulas that were tested against the method suggested
below with no considerable improvements, and hence was not considered for implementation.
The previous observations support the following hypothesis, which addresses the three aspects (1 to 3) mentioned
in the beginning of this section:
As opposed to rigid wing clap-and-fling, the flexible clap-and-peelmechanism is dominated by both the translation
and the rotation of the wings around the leading edge. Hence, its dominant effects can be explained by a combination
of translatory and rotational circulation, defined as functions of wing flap rate (ζ˙) and wing pitch rate (θ˙). After the
peel phase, the peel rotational circulation ceases when the wing stops rotating (θ˙=0), giving place to a rotational
circulation needed to establish the Kutta condition after the trailing edges peel apart.
Hence, clap-and-peel is included in the model by adapting the circulation equation (Eq. 2) to the hypothesis in the
form of a piecewise function: the first piece acts during the peel phase, until the wing reaches a constant pitch angle
(pitch rate θ˙=0) and the second piece equals the circulation of Eq. 2:
Γ=

1
2
CLc(r)|V |+
1
2
CFc
2(r)θ˙ f ling if t
∗≥0 and θ˙ f ling≥0
1
2
CLc(r)|V |+
1
2
CRc
2(r)θ˙w else
(7)
whereCF is the fling coefficient, t
∗=t/T is the dimensionless time per flap cycle (period T) and θ˙ f ling=−θ˙w. The above
equation thus replaces Eq. 2 in the final model.
1θw is the angle between the blade element and the ybzb plane; cf. Fig. 9
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Different formulations were tested and Eq. 7 was found to be the simplest and still physically meaningful formu-
lation to model clap-and-peel, as it considers: a) circulation to be a function of wing flap (translatory circulation) and
pitch angles as demonstrated in conservation of mass theory; b) different circulatory terms for each part of the motion;
c) cancellation of TEV and the Kramer effect during peel. The clap part was not considered, since for flexible wings
its contribution is reduced [9]. Thus, the circulatory force contribution in Eq. 1 can now be obtained from:
dFcirc=
[
dFcircx
dFcircz
]
=−ρ fΓ
[
vzw
−vxw
]
dr (8)
where ρ f is the density of the surrounding fluid.
2.3.4. Added Mass
The added mass term (dFaddmass in Eq. 1) originates from the surrounding fluid during blade element acceleration.
For a section of size c×b×dr, with c the chord, b the thickness, dr the infinitesimal length, it takes the general form:
dFaddmass=
[
dFaddmassx
dFaddmassz
]
=−
[
m11axw
m22azw
]
dr (9)
where m11 and m22 are the mass of the surrounding fluid being accelerated along the axes of the wing section. These
are obtained from the two-dimensional theory of Joukowski foil profile [63]. Here, we consider the wings to be thin
flat plates2 with thickness b:
m11=
1
4
piρ f b
2, m22=
1
4
piρ f c
2
e f f (r) (10)
Note that Eq. 10 accounts for an effective chord (c2
e f f
(r)), by only considering the ‘peeled’ part of the chord for added
mass purposes – failing to consider this may result in errors in the final model outcome.
2.3.5. Viscous Effects
Viscous effects (term dFvisc in Eq. 1), arising from fluid viscosity and friction, are modeled as drag force acting
at each section. Similarly as for the CL terms, several forms were revisited, viz. [40, 51, 56]. After parameter
estimation, all forms were found to lead to approximate results. One particular aspect of the model (Eq. 32) in [56]
was that it should only be applied in the initial phase of the stroke. Due to singularities present in other formulations,
the following was used [42, 51, 47]:
dFvisc=
[
dFviscx
dFviscz
]
=
1
2
ρ f c(r)CD|V |
[
vxw
vzw
]
dr, with CD=CD0 cos
2 αw+CD pi
2
sin2 αw (11)
where CD0 and CD pi
2
are the drag coefficients for zero and 90°angle of attack of the wing, respectively; vxw and vzw
are the relative velocities of the blade elements at each wing, along the xw and zw axes, respectively; and αw is the
element relative angle of attack, computed from arctan(−vzw/vxw).
2.3.6. Final Proposed Model
The aerodynamic forces acting along the xw and zw axis of each wing blade element can now be formulated as the
following equations, in conjunction with Eqs. 7, 10 and 11:
dF =dFinertial +dFcirc +dFaddmass −dFvisc
dFxw=[m1vzw θ˙w −ρ fΓvzw−m11axw]dr−dFviscx (12)
dFzw =[−m2vxw θ˙w+ρ fΓvxw−m22azw]dr−dFviscz (13)
m1=
c(r)
c¯R
Mwing+m22, m2=
c(r)
c¯R
Mwing+m11 (14)
2Formulas for other airfoil shapes can be obtained using Eq. on p. 38 of [63], with wing profile information from, e.g., [64]
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Figure 2: Photograph of the Flapping-Wing Micro
Aerial Vehicle used in this study.
Table 3: Inertial and Geometric Properties of the FWMAV.
Configuration
Property Slow Flight (V≤1) Fast Flight V≥1
F
W
M
A
V Mass (g) 17.4 18.4
CG pos. from nose (xb, yb, zb) [mm] (-72.0, 0.0, 2.0 ) (-41.1, 0.0, 0.0)
xCG [% root chord] 83 42
Inertia (Ixx, Iyy, Izz) [Nm
2] (0.10, 9.46, 7.70)E-4 (0.10, 24.51, 74.29)E-4
W
in
g
Mass [g] 0.29
Span [mm] 274
Root chord [mm] 85
Tip chord [mm] 56
Surface [dm2] 2.11
H
.
T
a
il
Mass [g] 1.75
Span [mm] 134
Total surface [dm2] 0.979
Elevator chord [mm] 20
Distance from nose [mm] 148 137
Incidence [°] -3.4 -4.2
V
.
T
a
il
Mass [g] 0.8
Height [mm] 54
Total Surface [dm2] 0.275
Rudder chord [mm] 20
Distance from nose [mm] 148 137
where Mwing is the wing mass and ρ f is the fluid density. The equation terms are arranged in the same order as in
Eq. 1, which is shown again here for better clarity.
This model is extendable to flapping species and ornithopters with: a) two or four wings; b) dorsal, or dorsal and
ventral wing interaction; c) flight conditions different from hover; d) dihedral on the wings. Hence, the infinitesimal
forces acting along the body reference frame can be calculated for each blade element using:
dFxb=dFxw sin θw+dFzw cos θw
dFzb=(dFxw cos θw−dFzw sin θw) cos ζ
(15)
The total force is then computed by numerically integrating the forces acting on each blade along the span of the
wing (from Eq. 15), considering the wing shape, real flapping kinematics, pitch and velocity of the FWMAV and
relative wind perceived by each wing element. Finally, the total lift and drag forces can be obtained from the known
body pitch attitude θ, which in the wind tunnel setup corresponds to the body angle of attack:
L=Fxb sin θ−Fzb cos θ
D=−Fxb cos θ−Fzb sin θ
(16)
3. Materials and Methods
3.1. The Flapping-Wing Micro Aerial Vehicle
The platform used in this study is a light FWMAV (Fig. 2) capable of both hover and fast-forward flight, with a
typical flapping frequency of 10Hz to 14Hz. It was developed with four wings in ‘X’ configuration, which maximizes
the production of lift, while minimizing the need for high-frequencyflap. This configuration is also suitable for optical
payload, as it minimizes the oscillations induced by inertia changes due to wing beat. The wings are made of Mylar
foil and very thin carbon rods composing the leading edge spar and stiffeners. Furthermore, the platform is configured
with an inverted ‘T’ tail made of Styrofoam, for improved visibility and durability. The tail introduces static stability
and separates the control inputs from the wings, thus simplifying the flap mechanism. The detailed physical properties
of the platform are reported in Table 3.
3.2. Experimental Techniques
Two experimental techniques were used to determine the forces that act on the ornithopter. Firstly, measurements
were gathered during free flight of the platform in an optical tracking chamber. Secondly, tests were performed in a
low-speed wind tunnel with the FWMAV clamped and the tail removed.
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Figure 3: Location on the ornithopter of the retro-reflective markers
used to track the position.
xb≡X
yb
zb≡Z
zI
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Figure 4: Schematic of the ornithopter in free flight. Inertial
(xI , yI , zI) and body (xb , yb , zb) reference frames, velocity (V),
pitch (θ) and angle of attack (α).
3.2.1. Free-flight Testing
Using a high-accuracy indoor position tracking system, the FWMAV was flown at a wide range of attitudes and
velocities, covering all the typical conditions experienced in flight. The position of eight retro-reflective markers
placed on the ornithopter (cf. Fig. 3) was recorded at 200Hz: four markers were placed on the fixed structure at the
nose, wing trailing edge, horizontal and vertical stabilizers; the remaining four were placed on the moving surfaces,
viz. two at the connection point between wing leading edge spar and foil stiffeners and one on the elevator and rudder,
respectively. The states of the ornithopter were then reconstructed using the flight path reconstruction techniques
explained in [37], according to the reference axes indicated in Fig. 4.
The typical flight regimes of the ornithopter reconstructed from free-flight position data are represented in Fig. 5
by gray dots, in terms of angle of attack (α) versus total velocity |V | – each dot indicates a single measurement in
time, with a total of about 300 thousand points that correspond to 28 minutes of free flight. The areas of the plot in
Fig. 5 that present a higher concentration of gray dots indicate the trimmed flight regimes of the FWMAV, with the
remaining dispersion indicating the states measured during maneuvering. The black circle markers represent the eight
trimmed flight conditions that were replicated in the wind tunnel experiments reported below and listed in Table 4.
3.2.2. Wind Tunnel Testing
The wind tunnel experiments were conducted in an open section (0.6x0.6)m2 wind tunnel (cf. Fig. 6a) capable of
delivering laminar flows at speeds as low as 0.3m/s, with very low turbulence (≈1%). Fig. 6b presents a simplified
schematic of the setup and respective Inertial and Body reference axes. The ornithopter was attached to a high-
accuracy force transducer (ATI Nano17 Titanium, 0.149gram-force resolution), while its attitude, flapping frequency
and flow speed were set to the eight conditions of Table 4. The point where the ornithopter is attached to the balance
can greatly influence the force readings along the zb direction (Z force) [65]. To reduce this effect, the forces were
measured at a position near the average force application point, at 35mm from the nose (flapping-wing mechanism
hinge). The setup is completed with a hot wire anemometer with thermocouple temperature compensation, for precise
flow velocity measurements, and a field-programmable gate array (FPGA) for force data acquisition at 12.5kHz.
The phase of the wing flap is determined by combining the engine speed controller (ESC) readings, the Hall sensor
mounted on the flap mechanism and high-speed imagery captured at 1.2kHz.
3.3. Modeling the Kinematics of the Wing
The wing kinematics are obtained from experimental data, using a combination of high-speed cameras, motor
rotation sampling and PIV measurements [66, 65], cf. Sec. 3.2.2. The wing has one active degree-of-freedom (DOF),
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Figure 5: Reconstructed angle of attack (α) versus total velocity |V|, marked in gray to
represent the flight states for approximately 28 minutes of flight. The black markers indicate
the flight conditions reproduced in wind tunnel experiments.
Table 4: Level Flight Test Conditions Replicated
in the Wind Tunnel Experiments.
Test Velocity Pitch angle Flap freq.
# V[m/s] θb[°] δ f [Hz]
1 0.30 83 13.3
2 0.50 74 12.5
3 0.55 70 12.5
4 0.65 71 12.5
5 0.70 62 11.7
6 0.80 65 13.3
7 1.00 45 11.7
8 2.00 31 10.3
characterized by the flapping motion along the stroke plane that is perpendicular to the body of the FWMAV. Here,
this DOF is represented by the so-called flap angle, ζ, measured as the angle between the wing leading edges and the
position of closed wings, ζ0. Passive pitching is a consequence of wing flexibility, kinematic and aerodynamic forces.
As an example of the real wing foil motion, Fig. 8 presents the shape of the wing foil at 70% of the wing span (see
Fig. 7a) throughout one flap cycle, for 11Hz flapping frequency and hover conditions (Vin f =0) [66]. This information
was used to compute a mathematical relation between wing shape, flap angle (ζ) and flap angle rate (ζ˙).
θˆw=
pi
2
+Cθw0 +Cθwζ ζ+Cθwζ˙
ζ˙+Cθw
ζ˙2
ζ˙2 (17)
Despite not considering in-flight deformations from turbulence and unsteady effects, this formulation relates the wing
shape to the wing flap phase, reducing the DOF of the model, and hence its complexity, while still maintaining real
kinematic properties. The coefficients were obtained through least-squares estimation and are presented in Table 5.
Table 5: Estimated coefficients for Eq. 17 using the distribution in time of the entire chord.
Coefficient Value
Cθw,0 0.3139
Cθw,ζ -1.1382
Cθw,ζ˙ -0.0179
Cθ
w,ζ˙2
-0.0002
Wing torsion was verified to have a close to linear evolution in spanwise direction throughout the flap cycle. It
was linearly interpolated, in spanwise direction, between zero wing pitch angle (θw) at the wing root and the wing
pitch angle at 70% of the span, observed from PIV [14]. The different relative wind perceived by each blade element
is a function of the spanwise location of that element (r), the pitch angle of the body (θb) and forward velocity of the
ornithopter (Vin f ), wing dihedral (ζ0), wing flap angle (ζ), wing flap rate (ζ˙), and wing pitch axis of rotation (d) along
the chord (c), which is parallel to yw. Lateral movement of the ornithopter is neglected. Hence, the relative velocity
perceived by the upper and lower wing elements, neglecting downwash and unsteady effects (e.g. LEV) is given by:
vxwu =riζ˙ cos θw−Vinf cos(θu) and
vzwu =−riζ˙ sin θw−dc(r)θ˙w+Vinf sin(θu) cos(ζ0+ζ)
(18)
vxwl =riζ˙ cos θw+Vinf cos(θl) and
vzwl =−riζ˙ sin θw−dcθ˙w−Vinf sin(θl) cos(ζ0−ζ)
(19)
where θu=θb−θw+
pi
2
and θl=θb+θw−
pi
2
, and d=0 for the present case. The acceleration of each wing element is
obtained by differentiating the previous formulations in time – worth noting that d should be equal to 0.5 to compute
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e)
f)
(a) Setup: a) ornithopter; b) ATI Nano-17 force transducer;
c) open section wind tunnel; d) actuated strut; e) hot-wire
anemometer; f) thermocouple.
xb≡X
yb
zb≡Z
xI
yI
zI
V
Nano 17
(b) Schematic from a lateral perspective. Inertial
(xI , yI , zI) and Body (xb , yb, zb) reference frames.
Figure 6: Wind tunnel experimental set-up.
the acceleration for the added mass effect. Furthermore, the effective chord used in Eq. 9 varies linearly between 0, at
the beginning of the fling (t∗=0), and 1, when the blade elements peel apart (t∗≈0.17).
The wing flap angle (ζ) was captured at 1kHz in the tests. While the high frequency makes the state more
accurate, the numerical differentiation of this state introduces considerable error magnification [65], which adds to
discontinuities in the differentiated state. Furthermore, the wing flap motion lasts more time during outstroke than
during instroke, due to the fling suction and latency in the motor torque. For these reasons, a biased wing beat formula
was used that considers this split cycle evolution with constant period [67].
φup(t
∗)=−Aamp cos((ω−δ)t
∗)+η (20)
φdown(t
∗)=−Aamp cos((ω+σ)t
∗+ζ)+η (21)
where ω is the fundamental frequency, η is the wing bias, δ is the split-cycle parameter, σ:=δω/(ω−2δ), ζ :=
−2piδ/(ω−2δ), and Aamp adjusts the values to the amplitude of the flapping. The coefficients of the formula were
identified as: Aamp=0.34, δ=0.35, η=0.34. More details on this approximation can be found in Ref. [67].
3.4. Time-Resolved Force Data
Fig. 10 presents the forces in xb and zb direction (X and Z) for a two-flap cycle window and different trimmed
flight conditions. For clarity, only four out of the eight test conditions are represented, as there were only four
different flapping frequencies in the wind tunnel tests and previouswork [65] showed that, for this ornithopter, flapping
frequency has the most noticeable effect on the evolution of the forces. The figure presents the forces determined from
both experimental methods. The plot on the left shows the evolution of the forces acting on the FWMAV in free flight
computed using single rigid body kinematics [68] – the forces from rigid body kinematics are shown for a better fit
with the wind tunnel forces, since both capture inertial and aerodynamic effects. The plot on the right shows the
forces obtained from the force transducer in the wind tunnel. The arrows indicate the direction of lowering flapping
frequency and increasing total velocity. It is worth noting that the forces from the wind tunnel present a smoother
evolution given the direct force measurement and the much higher sampling frequency, as compared to the forces
obtained from free flight, which are significantly more challenging to obtain [68].
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(a) Top view: ρw1 ,h and ρb,h representation,
from CG of the body to CG of the wing,
with closed wings.
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(b) Front view: wings open at angle
ζ; dashed line represents position of the
closed wings at ζ0.
Figure 7: Simplified model with CG, Body (B) and Wing (W1 to W4) reference frames. Grey areas represent moving parts.
As shown in [65], the raw forces obtained from both experimental methods are not easily processed, due to the
significant noise at high frequencies. Particularly in the forces determined from free-flight data, the signal-to-noise
ratio reduces considerably due to the double time-differentiation used to compute the accelerations. To reduce the
noise, both free-flight and wind tunnel obtained forces were filtered using a zero-phase lag low-pass filter. A cut-off
frequency of 40Hz (just above the second harmonic of the flapping frequency) was found to provide sufficient detail
for a comparison between wind tunnel and free-flight forces, as well as an accurate evolution of the forces. However,
this filters out some details of the aerodynamic force production mechanisms. In particular, the clap-and-fling peak is
filtered out, while it is clearly recognizable when higher cut-off frequencies are used. Fig. 11 shows the wind tunnel
forces low-pass filtered at 67Hz (just above the fourth harmonic of the flapping frequency): here the clap-and-fling
peak can be seen in the shaded area at the beginning of the flap cycle. By contrast, in the 40Hz-filtered data, this
additional peak is merged with the following one, so that while the resulting force augmentation is still recognizable,
some details of the force evolution are lost. Lower cut-off frequencies also filter out the initial part of the stroke reversal
for non-dimensional cycle times t∗∈[0.58, 0.70]. One significant limitation of a higher filter cut-off, however, is that in
the current free-flight tests, frequency content above three harmonics was not clearly recognizable and distinct from
noise [65]. For this reason, higher filter cut-offs were only considered further for the wind tunnel data.
The X forces obtained from both experimental methods exhibit a very similar evolution, with phase and peak
amplitude decreasing with decreasing flapping frequency and increasing total velocity, as clarified by the large arrows
in Fig. 10b. Moreover, the sub-flap level behavior of the X forces is similar for all test conditions, and characterized
by a nearly constant cycle phase and a peak amplitude that varies with the flapping frequency, as mentioned. The data
suggest that in a typical steady flight condition, the X force is the main component sustaining the flight. By contrast,
the Z forces vary more between the two experimental methods and between different test conditions. This is due to
the restriction imposed by the clamping in the wind tunnel. In free flight there is an oscillatory motion around the yb
axis, which is more pronounced at higher flapping frequencies, whereas in the wind tunnel this motion is suppressed.
For our modeling, we chose wind tunnel data over flight data for several reasons. Firstly, the wind tunnel measure-
ments have a higher resolution thanks to the significantly higher sampling frequency, and allow for unsteady effects
to be clearly visualized, and thus for the obtained models to be evaluated more thoroughly. Secondly, there are fewer
external disturbances acting during wind tunnel testing, and a wide range of test conditions can be selected and main-
tained very effectively. These conditions can be considered realistic, if they are selected to correspond to existing
free-flight conditions. Finally, wind tunnel testing allows for the wing aerodynamics to be separated from tail effects.
The proposed quasi-steady model accounts only for the aerodynamic forces produced by the wings, thus it is more
accurate, on a theoretical level, to use force measurements conducted on the wings alone for model identification. The
discussed differences between free-flight and wind tunnel data do have to be considered, however they were found to
be negligible for the X force component, which is the main contributor to lift. Given that lift is the main component
of interest, this limitation was considered acceptable.
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t*← t
*
→
t*=0t*=0.5 t*=0.5
(a) Chord evolution for outstroke, nondimendional
time t∗∈[0, 0.5]
t*→ t
*
←
t*=1t*=0.6 t*=0.6
(b) Chord evolution for instroke, t∗∈[0.6, 1]
t* = 0 t* = 0.06 t* = 0.12 t* = 0.18 t* = 0.24
(c) Detailed chord evolution for first part of outstroke, nondimensional time t∗∈[0, 0.24]
Figure 8: Chord evolution during one flap cycle, for two flexible wings displaying clap-and-peel interaction. Subfigure (c) is a detailed representa-
tion of the chord evolution between the first and second time frames in subfigure (a).
3.5. Parameter Estimation Approach
To apply the proposed model (Eqs. 12-13), the unknown parameters flowing into it (Θ=
[
Cl Cr CD0 CD pi
2
CF
]
,
cf. Eqs. 3, 4, 7, 11) must be determined. These parameters were estimated using a maximum likelihood (ML)
estimator [69, 70]. The estimation maximizes the probability of an observation z occurring at a measurement instant
k, given a set of parametersΘ. The cost function for this type of problem can be expressed as:
J(Θ,R)=
1
2
N∑
k=1
[z(k)−y(k)]TR−1[z(k)−y(k)]+
N
2
ln (det(R))+
Nny
2
ln(2pi), (22)
where R is the measurement noise covariance matrix, N is the number of data samples, ny is the number of output
variables, and z(k) and y(k) are the measured and model-predicted outputs, respectively, at measurement time k. The
noise covariance matrix R is estimated in each iteration step using a relaxation technique.
A Gauss-Newton algorithm was used to minimize the cost function. Initial guesses for the parameters, required
to initialize the estimator, were based on values in the literature [55, 51], where available (cf. Table 6). However,
testing showed that the result was not sensitive to the choice of these values. The output equation was obtained via
integration from Eqs. 12 and 13, which represent the forces over a single blade element. The measurements required
for this model are the flap angle and its derivative, the wing pitch angle and its first and second derivatives, the flapping
frequency, and the forward flight velocity. All of these could be obtained from the wind tunnel tests.
Different estimation setups were investigated, as detailed in Sec. 4.1. Depending on the case, the output z includes
one or both of the aerodynamic forces X and Z, which is in each case a function of a different set of parameters (out
of those available, mentioned above) and measurements.
4. Results and Discussion
4.1. Parameter Estimation Setup
Preliminary tests were conducted to establish the most plausible and effective identification approach. This in-
volved estimating different subsets of the available parameters (cf. Table 6), while fixing other parameters at prede-
fined values, and using the X force, Z force, or both as outputs within the estimation process.
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Figure 9: Inertial (xI ,yI ,zI), Body (xb ,yb ,zb) and Wing (xw,yw,zw) reference frames.
Table 6: Initial guesses for the model parameters, based on values in the literature[55, 51].
Parameter Initial value before estimation
Cl 1
Cr 1.6
CF 1
CD0 0
CD pi
2
pi
The chosen setup uses X as sole output measurement, and estimates the parameters Cl, Cr and CF . It was found
that estimating CD0 and CD pi
2
too led to an accurate output but implausible values for these two parameters. This is
most likely because these parameters do not have a significant effect on the X force component and hence cannot be
identified effectively from X force data. CD0 is also typically very small and thus difficult to estimate reliably. Hence,
these parameters were fixed a priori at literature-based values (cf. Table 6) to ensure physically realistic results.
The X force was selected as output because it is the main contributor to lift in typical flight regimes, and hence of
more interest. Moreover, as discussed in Sec. 3, the Z forces measured in the wind tunnel are significantly affected
by the clamping and, therefore, are not a realistic representation of the forces occurring in free flight. Similarly, the
Z component of the forces is considerably affected by the tail of the FWMAV. This again introduces a difference
between wind tunnel and free-flight measurements, and additionally implies that the current model, which considers
only the wings, is inadequate for a complete representation of the Z forces.
All results presented refer to the outlined setup. In the interest of clarity, results are shown in terms of lift and
drag forces, as defined in Eq. 16. Furthermore, to allow for validation with free-flight data, the model is compared to
40Hz-filtered data (cf. Sec. 3.4). A more detailed evaluation that also compares to 67Hz-filtered data is provided for
one test case as an example, in Sec. 4.3. Here details of the higher-frequency force evolution are considered.
4.2. Modeling Results
Fig. 12 shows the model-predicted lift and drag for four different test cases, in comparison with the corresponding
wind tunnel measurements. Results are shown for the same example test cases discussed previously, which represent
each of the four different flapping frequencies considered in the testing. For comparison, the plots also show one of
the baseline models from the literature (Berman & Wang [51]), which does not consider clap-and-fling effects. Note
that the coefficients of the baseline model were estimated in the same way as those of the proposed model.
Overall, the models replicate the lift force measurements with considerable accuracy. The shape of the force
evolution is captured effectively, with both force peaks in the 40Hz-filtered data being reproduced and the phase
alignment and peak amplitudes close to the measured ones. The visual evaluation is confirmed by the low RMSE
values (∼ 0.04N) and output correlation coefficients up to 0.97 (cf. Table 7).
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(a) Forces determined from free-flight tests, using single rigid
body kinematics.
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(b) Forces determined from wind tunnel experiments.
Figure 10: Forces acting on the FWMAV, filtered at 40Hz, for test conditions #1, #4, #7 and #8 – cf. Table 4. The large arrows indicate the direction
of peak phase and amplitude changes with decreasing flapping frequency and increasing total velocity.
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Figure 11: Forces acting on the FWMAV, measured in the wind tunnel and filtered at 67Hz, for test conditions #1, #4, #7 and #8 – cf. Table 4.
Shaded areas indicate the clap-and-peel phase.
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Figure 12: Wind tunnel measurements and models estimated from wind tunnel data for test conditions # 1, # 4, # 7, #8. Cycle averages are also
indicated for each force time history (horizontal lines).
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Table 7: Evaluation of computed models
Lift Drag
Test # RMSE [N] RMSE [%] Corr. RMSE [N] RMSE [%] Corr.
1 0.05 13 0.97 0.03 23 0.66
2 0.04 13 0.97 0.05 43 0.25
3 0.04 13 0.97 0.04 36 0.34
4 0.05 15 0.96 0.05 48 0.04
5 0.04 17 0.96 0.05 52 0.30
6 0.05 18 0.94 0.05 64 0.24
7 0.05 50 0.92 0.04 43 0.90
8 0.05 32 0.85 0.04 47 0.72
avg. 0.04 21 0.94 0.04 44 0.43
While all metrics indicate a satisfactory performance, results are most accurate for flight conditions close to hover;
the correlation coefficient deteriorates slightly for increasing forward velocity and decreasing flapping frequency. This
may be partly because a number of assumptions made in the modeling process (cf. Sec. 2 and 3.3) refer to either the
hover case or a typical flight condition (close to hover, δ f ≈12Hz), thus the more the test conditions differ from these
cases, the more error is introduced into the model. Additionally, with decreasing pitch attitude, the contribution of the
Z force to the lift increases, and as discussed, the proposed model does not accurately predict the Z forces captured in
the balance measurements. Nonetheless, even for test #8, which is characterized by a high forward velocity, the model
provides an adequate approximation. While the focus of this study lies on the instantaneous forces, Fig. 12 shows
that the cycle-averaged lift is also predicted accurately. It is interesting to note that the model yields accurate results
also for flight regimes where quasi-steady approaches are not considered applicable, i.e. Test #1–4, where ω
ωn
≈O(1),
k>0.1 and α>25 (cf. Table 1). However, the current model does not include the flow dynamics, which are likely to
have an influence in this regime, hence further evaluations are required to draw general conclusions in this regard.
The accuracy of the model is partly due to the added fling term, which substantially affects the force evolution
during the first part of the flap cycle. Comparing the model to available quasi-steady models in the literature that
do not include clap-and-fling effects, e.g., Berman & Wang [51] (cf. Fig. 12), clearly highlights the impact of the
supplementary term in the proposed model. The comparison also shows how unsteady effects predominantly occur
while the wings are interacting, during the first part of the flap cycle (outstroke). Without the fling term, the model can
replicate the second part of the flap cycle, after the wings have separated (here, for t∗>0.4), with accuracy. However,
it underestimates the lift during wing-wing interaction, which leads to instantaneous forces that differ significantly
from experimental observation and, consequently, also to a reduced cycle-averaged lift force prediction. Hence, there
is a strong need to account for clap-and-fling for accurate modeling of ornithopters relying on such mechanism.
It can be observed in Fig. 12, particularly for test conditions #1 and #4, that there is a singularity at around t∗=0.4
of the flap cycle. Due to the definition of circulation as a piecewise function (cf. Eq. 7), at the switching point θ˙ f ling=0
only zero-order continuity is ensured. For control applications this discontinuity could cause problems and hence
it is advisable to enforce continuity and ensure a smooth transition. However, for modeling purposes, the current
formulation is considered adequate and more easily interpretable as it shows clearly where fling stops being effective.
In contrast to the lift forces, the drag forces are not predicted very accurately, and there is a considerable difference
between different results, as highlighted by the output match in Fig. 12 and the comparatively high RMS values
(relative to the magnitude of the measurements). Output correlation coefficients range from 0.04 to 0.90, indicating
that the model cannot be relied on to provide an accurate prediction. However, this result was expected, as it is
predominantly the Z force component that contributes to drag. Firstly, previous work [65] showed that the Z forces
measured in the wind tunnel are significantly affected by the clamping and are thus not a realistic representation of the
forces occurring in free flight. Secondly, the Z force is considerably affected by the tail, so that the current model is in
any case inadequate for a complete representation. Thirdly, the Z forces are highly influenced by the kinematics, i.e.,
the assumptionsmade on wing shape and torsion (cf. Sec. 3.3). Finally, and indeed because of these factors, the model
parameters were optimized based on the resulting X force, further constraining the achievable accuracy of the Z and,
consequently, drag force prediction. Despite these limitations, Fig. 12 shows that the model captures at least a part of
the drag forces, and, more importantly, that it predicts cycle-averaged values that are close to the measurements. For
many (control) applications, instantaneous values for lift are of more interest than ones for drag [21, 29, 30].
The parameter estimates, shown in Table 8, are in a plausible order of magnitude and the translatory and rota-
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Table 8: Parameters estimated from each set of estimation data
Param. Test #1 Test #2 Test #3 Test #4 Test #5 Test #6 Test #7 Test #8 Avg. St. dev.
Cl 0.89 1.22 1.20 1.24 1.43 0.90 1.37 2.02 1.28 28%
Cr 1.49 1.45 1.45 1.44 1.39 1.39 1.41 1.57 1.45 4%
CF 1.69 1.57 1.55 1.58 1.61 1.66 1.43 0.67 1.47 23%
tional circulation coefficients approximately agree with similar results in the literature [55, 41]. Correlations between
parameters were mostly found to be low (below 0.5), and estimated errors (Crame´r-Rao lower bounds) were low (cf.
Fig. 14), suggesting an effective estimation process and reliable results. A correlation was observed between parame-
ters and flight regimes. In particular,Cl increases with lower flapping frequencies and higher forward velocities, which
can be explained by the increased airflow over the wings leading to increased lift production, whereas CF increases
with higher flapping frequencies and lower forward velocities, which can be explained by the prevalence of unsteady
wing-wing interaction effects closer to hover. While the similar order of magnitude of the parameters over different
flight regimes suggests that the initial model structure already partly adjusts the model to the specific test condition,
the observed trends further suggest that the final accurate result is attained partly through the parameters. These trends
also suggest that with a smaller number of parameters, common to all flight conditions, a global model of the flapping
aerodynamics could be obtained that covers all flight regimes. This is discussed in Sec. 4.4.
4.3. Frequency Content Evaluation
Fig. 13 provides an example of how the model compares to the less filtered wind tunnel data (67Hz cut-off)
including five harmonics of frequency content. This allows for a closer evaluation. Note that the drag force con-
tains significant higher-frequency content, which is difficult to distinguish from noise. In view of this, and previous
observations on the limitations of the drag modeling, further evaluations are focused on the lift component.
Firstly, it can be observed that the model cannot fully capture the fling effect. In particular, the additional fling-
related force peak occurring in the 67Hz-filtered data at the beginning of the flap cycle (until t∗≈0.17, cf. Sec. 3.4)
is not reproduced. From this perspective, the model follows the 40Hz-filtered data more closely. Here the fling peak
is no longer visible, however its effect can be recognized in the phase shift of the first force peak, which, in this case,
incorporates the first two peaks of the 67Hz-filtered data. The peaks of the model are approximately aligned with the
40Hz-filtered data, and the amplitudes comparable to those in the data. Hence, while there are limitations connected
to the quasi-steady approach, the introduced fling term clearly accounts for a significant part of the overall fling effect.
Secondly, it can be seen that in certain details of the force evolution, the model is closer to the 67Hz-filtered data
than to the 40Hz-filtered data. The troughs of the model, for instance, are closer to those of the 67Hz-filtered data,
dipping to lower values than those of the 40Hz-filtered data. The model also seems to echo the hint at a peak occurring
in the 67Hz-filtered data at t∗≈0.4 of the flap cycle, corresponding to the time when the wings have moved apart (black
circumference in Fig. 13a). It must be noted that this effect may be enhanced by the discontinuity discussed previously,
although an additional peak was found to be present also in the baseline model without clap-and-peel term.
The right hand side plot in Fig. 13 shows the power spectral density (PSD) estimates of the model and the corre-
sponding wind tunnel measurements. Here it can be seen that, while the lift model contains predominantly frequency
content up to the third harmonic, there is still some higher-frequency content, at least up to the fifth harmonic. How-
ever, at these high frequencies the data are highly affected by noise, and a comparison to data filtered at 3 harmonics
already provides a nearly complete evaluation of the model, as also shown in [65].
4.4. Global Applicability and Validation with Free-flight Data
The results discussed so far were obtained using different model parameters for each flight condition. This restricts
the applicability of the model to the specific flight conditions used in the modeling process, for which data was
available. Particularly from an application perspective, however, it is of interest to consider different conditions,
ideally covering the flight envelope of a system. This is a crucial requirement for control and simulation applications,
if the operating domain of a platform is not to be restricted, and also advantageous for design and performance studies,
in order to make complete evaluations. In this context, an investigationwas made into possibilities to apply the devised
model globally, i.e., in different flight conditions, based on the currently available data.
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Figure 13: Model-predicted forces, and forces measured in the wind tunnel filtered at 40Hz and 67Hz, respectively, and corresponding power
spectral densities, for test # 4. The circle in Fig.(a) highlights one of the additional peaks visible in the data filtered with a higher, 67Hz cut-off.
For a model to be applicable in arbitrary conditions, any model parameters must be either constant for all con-
ditions or a function of measurable input variables. To identify global applicability options for our model, we thus
consider the parameters (Cl,Cr,CF , cf. Eqs. 3, 4, 7) estimated from the different available datasets (cf. Sec. 4.2). As
remarked previously, trends were observed between the estimated parameters and the flight regime of the data used to
estimate them. These correlations are highlighted in Fig. 14. As forward velocity and body pitch attitude are highly
correlated (R2=0.94), only the latter variable is shown.
It can be seen that Cl decreases with increasing flapping frequency and decreasing body pitch angle (hence,
increases with increasing forward velocity), while CF displays opposite trends. The trends are approximately linear,
particularly in relation to the flapping frequency. There are some slight outliers, mostly corresponding to flight regimes
that can be considered outliers (e.g., test condition #6, unusually high flapping frequency for the resulting velocity),
but also suggesting that the parameters are correlated to both the flapping frequency and the pitch angle (or velocity).
Indeed, in Table 4 it can be seen that with the same flapping frequency it is possible to fly at different pitch attitudes
(e.g., 65◦ in test condition #6 versus 83◦ in test condition #1). Cr , by contrast, does not vary significantly across the
conditions considered (4% standard deviation, cf. Table 8). Sensitivity studies confirm that changes in Cr within the
range covered by the parameter estimates from the current tests have a negligible effect on the final result.
These trends suggest that the model can be adapted to cover a significant part of the flight envelope with only a
small number of global parameters, rather than a different set of local parameters (Cl,Cr,CF) for each flight regime.
Based on the observations made, a ‘global’ model was computed by keeping Cr fixed at the average of the results
from all test conditions (cf. Table 8), and approximating Cl and CF as a function of the flapping frequency δ f and
the body pitch attitude θb. Least squares parameter estimation was applied to compute this function, and a first-order
polynomial was found to yield adequate results, while entailing a low computational load and simple model structure:
C{l,F},global=C{l,F},global(δ f , θb)=p{l,F},1+p{l,F},2δ f +p{l,F},3θb, Cr,global=
1
n
n∑
i
Cr,local,i (23)
where i indicates the test condition number as defined previously and n is the total number of test cases, in this case
n=8. The model that results from substituting the respectively relevant part of Eq. 23 into Eqs. 3, 4 and 7 is parameter-
varying, with two of the original model parameters being a function of the states. Results can thus be computed in
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Figure 14: Model parameters (Cl ,Cr ,CF ) (i) estimated from each set of identification data (local, blue crosses), with corresponding estimated error
bounds, and (ii) computed from the flapping frequency and body pitch attitude according to Eq. 23 (global, red circles).
any arbitrary condition. However validation is required to evaluate the effectiveness of these results, and especially
to verify whether it is acceptable to extrapolate to conditions outside the range considered in the original tests (e.g.
V>2m/s). Fig. 14 shows the model parameters computed from the above equation (‘global’) compared to the original
parameters estimated from separate sets of estimation data collected in different flight conditions (‘local’). It can be
seen that the two sets of values are close (<8% difference between corresponding parameters).
The obtained ‘global’ model was first evaluated in the test conditions considered in the wind tunnel. Fig. 15
compares the output of the global model to wind tunnel data, as well as to the corresponding local model identified
specifically in the considered test condition (cf. Sec. 4.2). The figure additionally presents free-flight data collected
in conditions approximately corresponding to those recreated in the respective wind tunnel test. As the final goal is
to represent a free-flying vehicle, it is of interest that the model should be able to represent the behavior occurring
during flight. Before being compared to free-flight data, the model was filtered after the third harmonic. On the one
hand, the current free-flight measurements yield no reliable information beyond the third harmonic [65], so it was
considered more accurate and meaningful to validate a filtered version of the model with the filtered free-flight forces.
On the other hand, the higher-frequency content (above 40Hz) is very limited (cf. Sec. 4.2 and Fig. 13), so that from
a practical point of view using the filtered or unfiltered model is approximately equivalent.
Fig. 15 shows that the forces predicted by the global model are very close to those predicted by the separate local
models for each flight condition. We also observe that the model can approximate the free-flight lift, albeit not as
accurately as the wind tunnel lift. In this regard, it must be considered that, as discussed in Sec. 3.4, the free-flight and
wind tunnel measurements differ somewhat. Hence, regardless of the theoretical quality of the model, its performance
cannot be equally effective when it is applied in a free-flight situation, having been identified using wind tunnel
data and not accounting for the tail. This limitation mainly affects the drag component, for which the model cannot
be considered to provide reliable information beyond the average force, but also has some effect on lift: we see for
instance that the free-flight lift in Subfig. 15(a) has significantly smaller peaks than the wind-tunnel lift. Lastly, Fig. 15
shows the output of an ‘average’ model, where all parameters are set to an average from the previous test results rather
than computed from Eq. 23. It is clear that, to cover a wider range of conditions, the suggested parameter-varying
approach yields more accurate results. Nonetheless, if a quick and approximate result is desired, or if only a small
range is considered, an average model may also be an acceptable solution, requiring even less effort to implement.
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Figure 15: Global model evaluation in comparison to the two local models for test conditions #4 and #8. Wind tunnel (WT) and free-flight (FF)
measurements versus model-predicted forces obtained from the ‘local’ models identified from each separate dataset, and from the ‘global’ model
based on Eq. 23.
The final stage in evaluating the model consists in validation with free-flight data collected in flight regimes
that were not replicated in the wind tunnel and hence not considered at any stage of the modeling process. Fig. 16
shows two examples of this. The lift is still predicted with some accuracy, in terms of both sub-flap evolution and
cycle-averaged values. There are some discrepancies, e.g., the model displays larger peak amplitudes, but it is likely
that these reflect differences between wind tunnel and free-flight measurements, rather than shortcomings of the
model. It can be noted in particular, that the free-flight lift has slightly larger peaks in the higher-velocity condition in
subfig. 15b than in the lower-velocity one in subfig. 15a, while an opposite trend was observed in all wind tunnel tests.
These observations suggest that the free-flight lift would be predicted more accurately if the model coefficients were
identified from free-flight data. However, in this case additional effects should be considered, particularly the tail,
and higher-quality measurements would be required. Nonetheless, the current model gives a first approximation and
accurate cycle average also for the free-flight case. At this stage, no suitable data was available to evaluate conditions
outside the chosen test range (V>2m/s): this will be investigated in future research.
5. Conclusions
Quasi-steady models for flapping-wing aerodynamics available in the literature were extended to provide accu-
rate modeling of the lift forces on clap-and-fling ornithopters. The proposed model accounts for inertial, circulatory,
viscous, added mass, and wing-wing interaction effects. Key additions to previous quasi-steady modeling approaches
are the inclusion of a fling circulation factor to account for unsteady wing-wing interaction, the consideration of spe-
cific wing kinematics and geometry, and the consideration of different forward flight velocities. The aerodynamic
coefficients in the proposed model structure were computed using parameter estimation techniques and wind tun-
nel measurements collected on a flapping-wing micro aerial vehicle (FWMAV) test platform. Validation tests were
performed with both wind tunnel and free-flight data.
The resulting model was found to predict the lift forces of the test platform accurately, with output correlation
coefficients of up to 0.97, and shows that accounting for wing-wing interaction is essential for accurate instantaneous
force modeling when such effects are present, and that the proposed approach is effective. The drag forces are esti-
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Figure 16: Global model validation examples. Free-flight measurements versus model-predicted forces computed according to Eq. 23, for two
flight conditions not used in the modeling process. Cycle averages are also indicated for each force time history (horizontal lines).
mated less accurately, with correlation coefficients between 0.04 and 0.90. Better results would require accounting
for the tail and using high-accuracy free-flight measurements, but consequently also a more complex model structure.
This will be investigated in future research.
The model parameters were found to be either independent of the flight conditions or correlated to these, allowing
for a global model to be developed, where the non-constant parameters are a first-order function of the flapping
frequency and body pitch attitude. Thus, the same model can be used to represent different operating conditions of a
vehicle and, if sufficient data is available, it could be possible to cover the full flight envelope in an analogous way.
The global model computed for the test platform is very close to the local models for the flight regimes where the
local models were computed. Additionally, validation tests with free-flight data show that the free-flight lift can be
predicted with some accuracy also for flight conditions not used in the modeling process. This highlights the potential
of the model for control applications.
The proposedmodel accurately represents a wide range of flight conditions, is computationally simple and requires
few measurements (flapping frequency, pitch attitude and forward velocity). Its physically meaningful and yet simple
model structure can be easily interpreted and is thus useful to obtain a better understanding of the platform and analyze
its properties. These advantageous features make the model, on the one hand, a useful tool for preliminary analysis
and design, even before a flight-capable platform is available and, on the other hand, a strong candidate for model-
based control work and first step towards sub-flap control. Future work will encompass evaluating different wing
shapes, aspect ratios and kinematics and validating the model for a wider range of different flight regimes including
maneuvering flight, using a higher data acquisition frequency.
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