




3.1 Rancangan Penelitian 
 Rancangan penelitian merupakan rencana dari struktur riset yang 
mengarahkan proses dan hasil riset sedapat mungkin menjadi valid, objektif, 
efisien dan efektif (Sugiyono, 2007). Jenis penelitian ini adalah penelitian desain 
kausal komparatif (Causal Comparative Research), desain kausal komparatif 
yaitu tipe penelitian dengan karakteristik masalah berupa hubungan bersifat 
sebab-akibat antara dua variabel atau lebih. Peneliti melakukan pengamatan 
terhadap konsekuensi-konsekuensi yang timbul dan menelusuri kembali fakta 
yang secara masuk akal sebagai faktor-faktor penyebabnya (Indriantoro dan 
Supomo, 2002). Pada penelitian ini terdapat tiga variabel, sebagai variabel 
independen yaitu Intellectual Capital (X1), dan Corporate Social Responsibility 
(X2), sebagai variabel moderasi yaitu Good Corporate Governance (M) dan 
sebagai variabel dependen yaitu Kinerja Keuangan Perusahaan (Y). 
3.1.1 Waktu dan Tempat Penelitian 
Penelitian dilakukan pada perusahaan pertambangan yang terdaftar di 
Bursa Efek Indonesia dan diperoleh dari ICMD (Indonesia Capital Market 
Directory) dan www.idx.co.id. Data penelitian berupa Time Series data yaitu data 
yang diambil dalam rentan waktu tertentu dalam satu periode yaitu, per 31 




3.2 Populasi dan Sampel 
Populasi adalah sekelompok orang, kejadian atau segala sesuatu yang 
mempunyai karakteristik tertentu (Indriantoro dan Supomo, 2002). Populasi 
dalam penelitian ini adalah perusahaan pertambangan yang terdaftar pada Bursa 
Efek Indonesia (BEI) dan diterbitkan dalam ICMD (Indonesia Capital Market 
Directory) periode tahun 2014 sampai dengan 2016. 
Sampel merupakan elemen dari populasi yang dijadikan objek penelitian 
(Indriantoro dan Supomo, 2002). Sampel yang diambil adalah perusahaan 
pertambangan yang dipilih dengan menggunakan teknik purposive sampling. 
Purposive sampling yaitu pemilihan sampel tidak acak yang informasinya 
diperoleh dengan pertimbangan atau kriteria tertentu (Indriantoro dan Supomo, 
2002). 
Adapun kriteria populasi sasaran yang digunakan dalam penelitian ini 
adalah sebagai berikut:  
1. Perusahaan pertambangan yang terdaftar di BEI pada tahun 2014-2016.  
2. Perusahaan tersebut telah menerbitkan laporan keuangan selama tiga tahun 
berturut-turut dari tahun 2014, 2015 dan 2016 yang telah dipublikasikan.  
3. Perusahaan tidak mengalami kerugian dan neracanya tidak menunjukkan 
kekayaan negatif selama periode pengamatan, karena yang digunakan adalah 
laba operasi bersih setelah pajak (net operating profit after taxes).  
4. Perusahaan mengungkapkan Corporate Social Responsibility (CSR) selama 





Kriteria Pemilihan Sampel 
No Kriteria Total 
1. Perusahaan pertambangan yang terdaftar di BEI pada 
tahun 2014-2016 
44 
2. Perusahaan tersebut telah menerbitkan laporan 
keuangan selama tiga tahun berturut-turut dari tahun 
2014, 2015 dan 2016 yang telah dipublikasikan. 
(37) 
3. Perusahaan tidak mengalami kerugian dan neracanya 
tidak menunjukkan kekayaan negatif selama periode 
pengamatan, karena yang digunakan adalah laba 
operasi bersih setelah pajak (net operating profit after 
taxes).  
(18) 
4. Perusahaan mengungkapkan Corporate Social 
Responsibility (CSR) selama tahun 2014, 2015 dan 
2016.  
(28) 
Jumlah perusahaan sampel 18 
Tahun pengamatan 3 
Jumlah Sampel Penelitian 54 
Sumber : data  diolah (2018) 




No. Kode Saham Nama Perusahaan 
1 ANTM Aneka Tambang (Persero) Tbk 
2 APEX Apexindo Pratama Duta Tbk 
3 BYAN Bayan Resources Tbk 
4 CITA Cita Mineral Investindo Tbk 
5 CKRA Cakra Minerak Tbk 
6 CTTH Citatah Tbk 
7 DEWA Darma Henwa Tbk 
8 DOID Delta Dunia Makmur Tbk 
9 ELSA Elnusa Tbk 
10 GEMS Golden Energy Mines Tbk 
11 ITMG Indo Tambangraya Megah Tbk 
12 KKGI Resource Alam Indonesia Tbk 
13 MEDC Medco Energy International Tbk 
14 MITI Mitra investindo Tbk 
15 PTBA Tambang Batubara Bukit Asam (Persero) Tbk 






Sumber : data yang diolah (2018). 
 
3.3 Prosedur dan Pengumpulan Data 
Data yang digunakan dalam penelitian ini adalah data sekunder. Menurut 
Indriantoro dan Supomo (2002), data sekunder yaitu sumber data penelitian yang 
diperoleh peneliti secara tidak langsung melalui media perantara (diperoleh dan 
dicatat oleh pihak lain). Dalam penelitian ini data sekundernya berupa data-data 
pada neraca, laporan laba-rugi dan rasio-rasio keuangan selama analisis yaitu 
2014, 2015 dan 2016 yang bersumber dari Indonesian Capital Marker Directory 
(ICMD) dan Website Indonesia Stock Exchange (IDX) di www.idx.co.id. Metode 
pengumpulan data yang digunakan dalam penelitian ini adalah studi dokumentasi. 
Ini dilakukan dengan mengumpulkan, mencatat dan menghitung data-data yang 
berhubungan dengan penelitian. 
3.4 Definisi Operasional dan Pengukuran Variabel 
3.4.1 Variabel Independen  
3.4.1.1 Intellectual Capital (X1)  
Intellectual Capital yang dimaksud dalam penelitian ini adalah kinerja 
Intellectual Capital yang diukur berdasarkan value added yang diciptakan oleh 
physical capital (VACA), human capital (VAHU), dan structural capital 
(STVA). Kombinasi dari ketiga value added tersebut disimbolkan dengan nama 
VAIC™ yang dikembangkan oleh Pulic (1998; 1999). Perhitungan VAIC™ itu 
sendiri dapat dilakukan dengan beberapa tahap perhitungan, yaitu : 
17 SMMT Golden Eagle Energy Tbk  
18 TINS Timah (Persero) Tbk 
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1. Menghitung value added (VA)  
VA adalah indikator paling objektif untuk menilai keberhasilan bisnis dan 
menunjukkan kemampuan perusahaan dalam penciptaan nilai (value creation) 
karena VA memperlihatkan nilai yang diperoleh perusahaan dalam sebuah periode 
(Pulic, 1998). VA dihitung sebagai selisih antara output dan input (Pulic, 1999).  
VA = OUT – IN  
Dimana: 
Output (OUT) : Total penjualan dan pendapatan lain.  
Input (IN)  : Beban dan biaya-biaya (selain beban karyawan).  
2. Menghitung Value Added Capital Employed (VACA)  
Rasio ini menunjukkan kontribusi yang dibuat oleh setiap unit dari modal 
fisik yang bekerja terhadap value added organisasi (Ulum, Ghozali dan Chariri, 
2008). Rasio VA terhadap Capital Employed dihitung dengan formula sebagai 
berikut:  
Dimana:  
VACA = VA/CE  
Capital Employed (CE) : Dana yang tersedia (ekuitas, laba bersih)  
Pulic (1998) mengasumsikan apabila sebuah unit CE bisa menghasilkan 
return yang lebih besar pada sebuah perusahaan dari perusahaan lainnya, maka 
perusahaan pertama lebih baik pemanfaatan CEnya. Oleh karena itu, pemanfaatan 
lebih CE merupakan bagian dari Intellectual Capital sebuah perusahaan.VACA 
dapat menjadi sebuah indikator kemampuan intelektual perusahaan dalam 
memanfaatkan modal fisiknya dengan lebih baik. 
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3. Menghitung Value Added Human Capital (VAHU)  
VAHU menunjukkan kontribusi yang dihasilkan oleh setiap rupiah yang 
diinvestasikan dalam Human Capital (HC) terhadap VA organisasi (Ulum, 
Ghozali dan Chariri, 2008). Hubungan antara VA dan HC memperlihatkan 
kemampuan HC membuat nilai pada sebuah perusahaan. Oleh karena itu 
hubungan antara VA dan HC mengindikasikan kemampuan HC untuk membuat 
nilai dalam sebuah perusahaan. Dan ketika VAHU dibandingkan lebih dari sebuah 
kelompok perusahaan, VAHU menjadi sebuah indikator kualitas sumber daya 
manusia perusahaan (Kuryanto dan Syafruddin, 2008). Rasio dari VA terhadap 
HC dihitung dengan menggunakan formula sebagai berikut:  
Dimana:  
VAHU = VA/HC  
Human Capital (HC) : Beban karyawan.  
4. Menghitung Structural Capital Value Added (STVA)  
STVA mengukur jumlah Structural Capital (SC) yang dibutuhkan untuk 
menghasilkan 1 rupiah dari VA dan merupakan indikasi bagaimana keberhasilan 
SC dalam mencipatakan nilai bagi perusahaan (Ulum, Ghozali dan Chariri, 2008). 
Dalam model Pulic, SC merupakan selisih antara VA dan HC, ini disebabkan 
karena HC memberikan mamfaat yang lebih besar dari pada SC dalam 
pembentukan nilai. Rasio dari SC terhadap VA dihitung dengan formula sebagai 
berikut:  
Dimana:  
STVA = SC/VA  
59 
 
Structural Capital (SC) : VA – HC  
5. Menghitung Value Added Intellectual Coefficient (VAIC™)  
VAIC™ mengindikasikan kemampuan intelektual organisasi. VAIC™ 
dapat juga dianggap sebagai BPI (Business Performance Indicator). Adapun 
indikator VAIC™ diperoleh dengan formula sebagai berikut:  
VAIC™ = VACA + VAHU + STVA 
3.4.1.2 Corporate Social Responsibility (X2)  
Corporate Social Responsibility atau Pertanggung Jawaban Sosial 
Perusahaan adalah salah satu cara bagi organisasi untuk secara sukarela 
mengintegrasikan perhatian terhadap lingkungan dan sosial ke dalam operasinya 
dan hubungannya dengan stakeholder yang melebihi tanggung jawab di bidang 
hukum (Ali Darwin, 2006 : 3). Adapum yang diukur dengan Corporate Social 
Responsibility Index (CSRI) dengan melihat enam indikator kinerja yang terdiri 
dari 91 indikator berdasarkan GRI versi 4.0. Indeks diperoleh dari analisa 
pengungkapan pada laporan berkelanjutan perusahaan. Enam indikator kinerja 
yang terdapat di GRI 4.0 yaitu mencakup:  
1. Ekonomi  yang terdiri dari 9 item 
2. Lingkungan yang terdiri dari 34 item 
3. Ketenagakerjaan dan kenyamanan bekerja yang terdiri dari 16 item 
4. Hak asasi manusia yang terdiri dari 12 item 
5. Masyarakat yang terdiri dari 11 item 
6. Tanggung jawab produk yang terdiri dari 9 indikator 
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Dalam menentukan indeks pengungkapan digunakan teknik tabulasi untuk 
setiap perusahaan berdasarkan daftar atau checklist. Penilaian yang dilakukan 
dalam mengukur pengungkapan CSR dengan pemberian skor 0 dan 1. Dimana 
nilai 0 untuk item yang tidak diungkapkan dan nilai 1 untuk item yang 
diungkapkan oleh perusahaan. Apabila perusahaan mengungkapkan aktivitas CSR 
secara penuh maka nilai maksimal yang dicapai yakni 91 item. Rumus 
perhitungan CSRI sebagai berikut (Gunawan dan Utami, 2008) : 
CSRIj = 
     
   
 
Keterangan : 
CSRDI     :  Corporate Social Responsibility Disclosure Index perusahaan  
           :  Jumlah pengungkapan CSR perusahaan 
𝚺Nj   :   Jumlah item untuk perusahaan sebesar 91 indikator 
3.4.2 Variabel Moderasi 
  Good corporate governance dalam penelitian ini diproksikan menggunakan 
Proporsi Dewan Komisaris yang dimaksud dalam penelitian ini adalah jumlah 
anggota Dewan Komisaris independen dalam suatu perusahaan. Proporsi Dewan 
Komisaris Independen diberi simbol DKI yang diformulasikan sebagai berikut : 
 
KI = Jumlah Anggota Komisaris Independen x 100% 









3.4.3 Variabel Dependen  
3.4.3.1 Kinerja Keuangan Perusahaan (Y) 
Variabel dependen dalam penelitian ini adalah kinerja keuangan 
perusahaan. Kinerja keuangan digunakan untuk mengetahui efisiensi dan 
efektifitas dalam pengelolaan dana yang diinvestasikan, sehingga memberikan 
laba yang maksimal bagi perusahaan, pengelola, dan investor serta untuk 
mengetahui perkembangan perusahaan dan melihat kemampuan perusahaan dalam 
mempertahankan posisinya dalam masa kritis maupun dalam persaingan yang 
semakin kompetitif. Pengukuran variabel kinerja keuangan itu sendiri 
menggunakan ROE (Return on Equity). 
Return on Equity adalah sebuah rasio profitabilitas yang berkaitan dengan 
keuntungan investasi. ROE mengukur mengukur seberapa banyak keuntungan 
sebuah perusahaan yang dapat menghasilkan setiap rupiah dari modal pemegang 
saham (Kuryanto dan Syafruddin, 2008). Rasio ini mengindikasi kekuatan laba 
dari investasi nilai buku pemegang saham dan digunakan ketika membandingkan 
dua atau lebih perusahaan dalam sebuah industri secara kontinu (Van Horne, 1989 
: 129 dalam Kuryanto dan Syafruddin, 2008). Dalam penelitian ini formula untuk 











3.5 Teknik Analisa Data 
Berdasarkan hipotesis dalam penelitian ini maka metode analisis data 
yang digunakan adalah analisis kuantitatif. Indriantoro dan Supomo (2002) 
menyatakan bahwa penelitian kuantitatif menekankan pada pengujian teori-teori 
melalui pengukuran variabel-variabel penelitian dengan angka dan melakukan 
analisis data dengan prosedur statistik. Analisis ini meliputi pengolahan data, 
pengorganisasian data dan penemuan hasil. Pengujian data yang dilakukan dalam 
penelitian ini dengan menggunakkan model regresi. 
3.5.1 Uji Statistik Deskriptif 
 Statistik Deskriptif adalah teknik statistik yang bertujuan untuk 
memberikan penjelasan mengenai karakteristik dari suatu kelompok data atau 
lebih, sehingga pemahaman akan ciri-ciri khusus dari kelompok data tersebut 
dapat diketahui. Statistik deskriptif memberikan gambaran atau deskripsi suatu 
data yang dilihat dari nilai rata-rata (mean), standar deviasi, varian, maksimum, 
minimum, sum, range, kurtosis dan skewness atau kemencengan distribusi 
(Ghozali, 2011). 
3.5.2 Uji Asumsi Klasik 
Uji asumsi klasik digunakan untuk mengetahui kondisi data yang digunakan 
dalam penelitian. Hal ini dilakukan agar diperoleh model analisis yang tepat.  
3.5.2.1 Uji Normalitas  
Uji normalitas bertujuan untuk menguji apakah dalam model regresi, 
variabel dependen dan independen keduanya mempunyai distribusi normal 
ataukah tidak. Model regresi yang baik adalah memiliki distribusi data normal 
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atau mendekati normal. Untuk menguji apakah terdapat distribusi yang normal 
atau tidak dalam model regresi maka digunakanlah uji Kolmogorof Smirnov. 
Caranya yaitu dengan melihat nilai signifikansinya (Ghozali dalam 
Fenandar,2012).  
Jika : 
a. p-value > 0,05 maka data residual tersebut terdistribusi secara normal. 
b. p-value < 0,05 maka data tidak terdistribusi secara normal. 
3.5.2.2 Uji Heteroskedastisitas 
Pengujian heterokedasitas dilakukan untuk mengetahui apakah dalam 
model regresi terjadi ketidaksamaan variance dari residual satu pengamatan ke 
pengamatan yang lain dalam model regresi. Model regresi yang baik adalah jika 
variance dari residual satu pengamatan ke pengamatan lain tetap 
homoskedastisitas (Ghozali dalam Fenandar, 2012). Model regresi yang baik 
adalah jika variance dari residual satu pengamatan ke pengamatan lain tetap 
homoskedastisitas dan tidak mengalami heteroskedastisitas. 
Pengujian heteroskedastisitas menurut (Ghozali dalam Fenandar, 2012) 
yaitu : 
1. Jika ada pola tertentu, seperti titik-titik yang ada membentuk pola tertentu 
yang teratur (bergelombang, melebar kemudian menyempit), maka 
mengindikasikan telah terjadi heteroskedastisitas. 
2. Jika tidak ada pola yang jelas, seperti titik-titik menyebar diatas dan dibawah 
angka 0 pada sumbu Y, maka tidak terjadi heteroskedastisitas. 
3.5.2.3 Uji Autokorelasi 
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Pengujian ini bertujuan untuk menentukan apakah dalam suatu rehgresi 
linier berganda terdapat korelasi antara residual pada periode t dengan residual 
periode t-1. Model regresi yang baik adalah regresi yang bebas dari autokorelasi. 
Untuk mendeteksi apakah antar residual terdapat korelasi yang tinggi, 
salah satunya dapat dilihat dari uji Durbin-Watson (DW test) yaitu dengan 
membandingkan nilai Durbin Watson (DW) hitung dengan nilai (DW) tabel. 
Dasar pengambilan keputusan:  
1. Jika 0<dw<dl, maka dapat disimpulkan bahwa ada autokorelasi positif. 
2. Jika 4-dl<dw<4, maka dapat disimpulkan bahwa ada autokorelasi negatif. 
3. Jika du<dw<4-du, maka dapat disimpulkan bahwa tidak ada autokorelasi baik 
positif maupun negatif. 
4. Jika dl<dw<du atau 4-du<dw<4-dl, maka tidak ada pengambilan keputusan. 
3.5.2.4 Uji Multikolinearitas 
Uji multikolinearitas bertujuan untuk menguji apakah dalam model regresi 
ditemukan adanya korelasi antar variabel bebas atau tidak. Model yang baik 
seharusnya tidak terjadi korelasi yang tinggi diantara variabel bebas. Untuk 
mendeteksi atau tidaknya multikolinearitas didalam model regresi dapat diketahui 
dari nilai toleransi dan nilai Variance Inflation Factor (VIF). Tolerance mengukur 
variabilitas variabel bebas yang terpilih yang tidak dapat dijelaskan oleh variabel 
bebas lainnya. Jadi nilai tolerance rendah sama dengan nilai VIF tinggi (karena 
VIF=1/tolerance) dan menunjukkan adanya kolonieritas yang tinggi. Nilai cut off 




3.5.3 Pengujian Hipotesis 
3.5.3.1 Regresi Moderated Regression Analysis 
Pengujian hipotesis untuk menganalisis pengaruh Intellectual Capital (IC) 
(X1), Corporate Social Responsibility (CSR) (X2) sebagai variabel independen , 
Good Corporate Governcance (GCG) sebagai variabel moderasi (M) dan Kinerja 
Keuangan Perusahaan sebagai variabel dependen (Y), dengan menggunakan 
persamaan Moderated Regression Analysis untuk menganalisis dua variabel 
independen dan variabel moderasi yang memperkuat atau memperlemah terhadap 
variabel dependen. Model ini dipilih karena penelitian dirancang untuk 
menentukan variabel independen yang mempunyai pengaruh terhadap variabel 
dependen, dan variabel moderasi yang akan memperkuat atau memperlemah 
antara variabel independen dan variabel dependen. Pada penelitian ini, data diolah 
menggunakkan software computer yaitu SPSS . Analisis regresi merupakan studi 
mengenai ketergantungan variabel dependen dengan salah satu atau lebih variabel 
independen dengan tujuan untuk mengestimasi rata-rata populasi atau nilai rata-
rata variabel dependen berdasarkan nilai variabel independen yang diketahui 
(Ghozali dalam Fenandar, 2012). 
Analisa data dilakukan dengan menggunakan regresi linier berganda yaitu 
bertujuan untuk menguji dan menganalisis, baik secara parsial maupun secara 
simultan pengaruh Intellectual Capital dan CSR terhadap Kinerja Keuangan 
Perusahaan pada perusahaan pertambangan yang terdaftar di Bursa Efek Indonesia 
(BEI). Model regresi linier berganda dalam penelitian ini adalah sebagai berikut:  




Y  = Kinerja Keuangan Perusahaan  
α  = Konstanta  
β1- β4 = Koefisien arah regresi  
X1  = Intellectual Capital (IC) 
X2  = CSR  
Z  = GCG 
є  = Error  
3.5.3.2 Uji-t (Uji Parsial) 
Dengan menggunakkan uji-t, dimana dalam uji ini menunjukkan seberapa 
besar pengaruh variabel independen secara parsial terhadap variabel dependen. 
Uji hipotesis ini membandingkan signifikansi t hitung, dengan ketentuan sebagai 
berikut : 
Jika t hitung < 0,05 maka Ha diterima 
Jika t hitung > 0,05 maka Ha ditolak 
3.5.3.3 Uji Simultan (Uji F)  
Pengujian ini bertujuan untuk menunjukkan apakah semua variabel 
independen atau bebas yang dimasukkan dalam model mempunya pengaruh 
secara bersama-sama terhadap variabel dependen (Ghozali dalam Fenandar, 
2012). Uji F dapat dilakukan dengan melihat tingkat signifikansi F pada output 
hasil regresi dengan level significant 5%. Jika nilai signifikansi lebih besar dari 
5% maka hipotesis ditolak (koefisien regresi tidak signifikan), artinya secara 
67 
 
simultan variabel-variabel bebas tidak mempunyai pengaruh signifikan terhadap 
variabel terikat dan sebaliknya. 
3.5.3.4 Uji Koefisien Determinasi (R2) 
 Uji adjusted R
2
 digunakan untuk mengetahui besarnya variasi dari variabel 
dependen yang dapat dijelaskan oleh variasi variabel independen, dan sisanya 
yang tidak dapat dijelaskan, merupakan bagian variasi dari variabel lain yang 
tidak termasuk dalam model. Menurut Ghozali (2011) adjusted R
2
 merupakan 
ukuran yang baik dalam hal pengujian kemampuan menjelaskan variabel-variabel 
tambahan secara teoritis dapat dimasukkan kedalam model. Koefisien determinasi 
(R
2





adalah jika nilai R
2
 kecil, maka kemampuan variabel-variabel 
dependen sangat terbatas, dan jika nilai adjusted R
2
 mendekati 1, maka 
kemampuan variabel-variabel independen memberikan hampir seluruh informasi 
yang dibutuhkan untuk memprediksi variasi variabel dependen. 
 
 
 
 
 
 
