Classifier (EFC), which employs the enhanced Fisher linear discriminant model (EFM) on integrated shape and texture features. Shape encodes the feature geometry of a face while texture provides a normalized shape-free image. The dimensionalities of the shape and the texture spaces are first reduced using principal component analysis, constrained by the EFM for enhanced generalization. The corresponding reduced shape and texture features are then combined through a normalization procedure to form the integrated features that are processed by the EFM for face recognition. Experimental results, using 600 face images corresponding to 200 subjects of varying illumination and facial expressions, show that (i) the integrated shape and texture features carry the most discriminating information followed in order by textures, masked images, and shape images;
Introduction
A successful face recognition methodology depends heavily on the particular choice of the features used by the (pattern) classifier [4] , [20] . Feature selection in pattern recognition involves the derivation of salient features from the raw input data in order to reduce the amount of data used for classification and simultaneously provide enhanced discriminatory power. Recently shape and texture ('shape-free' image) have become prominent for encoding face images [6] , [2] , [23] , [13] .
Shape and texture coding, usually used in conjunction with norm based coding, is a two-stage process once the face has been located. Coding starts by annotating the face using important internal and face boundary points. Once these control points are located, they are aligned using translation, scaling and rotation transformations as necessary, and a corresponding mean shape is derived. The next stage then triangulates the annotated faces and warps each face to the mean shape. The first stage yields the shape, while the second stage yields the texture and corresponds to what is known as full anticaricature [6] .
This paper introduces a new face coding and recognition method that employs the Enhanced
Fisher Classifier (EFC) operating on integrated shape and texture features, and assesses comparatively the types of input for face representation against some popular face recognition methods.
The dimensionalities of the shape and the texture spaces are first reduced using Principal Component Analysis (PCA). The corresponding but reduced shape and texture features are then combined through a normalization procedure to form the integrated shape and texture features. The dimensionality reduction procedure, constrained by the Enhanced FLD (Fisher Linear Discriminant) Model (EFM) for better generalization [17] , maintains a proper balance between the spectral energy needs of PCA for adequate representation, and the Fisher Linear Discriminant (FLD) requirements that the eigenvalues of the within-class covariance matrix should not include small trailing values as they tend to encode noise and appear in the denominator. The other two types of input assessed in this paper are the shape images and the masked images. Shape images undergo the same alignment procedure as the shapes do, but preserve the intensity information within the contours of the faces. Masked images are derived by first using the centers of two eyes as control points for alignment, and then placing a mask on them.
Experimental results, using 600 face images corresponding to 200 subjects of varying illumination and facial expression, show that (i) the integrated shape and texture features carry the most discriminating information followed in order by textures, masked images, and shape images; (ii) our new face coding and recognition method, EFC, performs the best among the Eigenfaces method [22] using Ä ½ or Ä ¾ distance measure, and the Mahalanobis distance based methods using a common covariance matrix for all classes [13] , [7] or a pooled within-class covariance matrix [10] . In particular, EFC achieves 98.5% recognition rate using only 25 features.
Background
Learning to recognize visual objects, such as human faces, requires the ability to find meaningful patterns in spaces of very high dimensionality [16] . Psychophysical findings indicate, however, that "perceptual tasks such as similarity judgment tend to be performed on a low-dimensional representation of the sensory data. Low dimensionality is especially important for learning, as the number of examples required for attaining a given level of performance grows exponentially with the dimensionality of the underlying representation space" [9] . Principal Component Analysis (PCA) [12] is the method behind the Eigenfaces coding scheme [22] whose primary goal is to project the similarity judgment for face recognition in a low-dimensional space. Note, however, that PCA driven coding schemes are optimal and useful only with respect to data compression and decorrelation of low (2nd) order statistics. The recognition aspect is not considered and one should thus not expect optimal performance for tasks such as face recognition when using PCAlike coding schemes [14] , [16] .
The Fisher Linear Discriminant (FLD) is a popular discriminant method for the very purpose of achieving high separability between the different patterns in whose classification one is interested.
Characteristic of this approach are recent but similar methods such as the Most Discriminating Features (MDF) [21] and the Fisherfaces [1] . The combined use of PCA and FLD like methods is an improvement over PCA methods, but still has its own drawbacks, especially those associated with overfitting and lack of generalization as a result of insufficient training data [17] , [8] . One can show that the MDF space is, however, superior to the PCA space for face recognition, only when the training images are representative of the range of face (class) variations; otherwise, the performance difference between the PCA and MDF spaces is not significant [21] .
To further improve PCA stand-alone methods, both new face representation approaches and new classifiers are emerging. Beymer [2] introduced a vectorized image representation consisting of shape and texture. Vetter and Poggio [23] used such a vectorized face representation for image synthesis from a single example view. Craw, et al [7] and Lanitis, Taylor and Cootes [13] developed Mahalanobis distance classifiers for face recognition using the shape and texture representation. The Mahalanobis distance is measured with respect to a common covariance matrix for all classes in order to treat variations along all axes as equally significant by giving more weight to components corresponding to smaller eigenvalues [7] . Note that the weighting procedure does not differentiate the between-class scatter from the within-class scatter and it suppresses the former while reducing the latter. To address this issue and to better distinguish the different roles of the two scatters, Edwards, Cootes and Taylor [10] presented yet another Mahalanobis distance classifier by using the pooled within-class covariance matrix.
Face Recognition Using Shape and Texture
We introduce now a new face coding and recognition method, Enhanced Fisher Classifier (EFC), which employs the Enhanced FLD Model (EFM) [17] on integrated shape and texture features.
The shape encodes the feature geometry of the face and it is derived by manual annotation of the facial image, while the texture provides a normalized (shape-free) face image that is obtained by warping the original facial image to the mean shape (the average of the aligned shapes of all the training images). To reduce the dimensionality of the original shape and texture spaces, PCA, constrained by the EFM for enhanced generalization, derives low dimensional shape and texture features, respectively. The low dimensional features are then combined using a normalization procedure to form integrated features accounting for both shape and texture information. Finally, the integrated features are processed by the EFM for face recognition. AE ½ and AE ¾ are the dimensionalities of the shape and the texture spaces, respectively. The shape consists of the coordinates of the control points (see Fig. 1 ). (using Eq. 3), where Ñ ½ and Ñ ¾ are the dimensionalities of the reduced shape space and the reduced texture space, respectively. One can actually show that using more principal components may lead to decreased performance (for recognition). The explanation for this behavior is that the trailing eigenvalues correspond to the high-frequency components and mainly encode noise. As a result, when these trailing but small valued eigenvalues are used to define the reduced PCA space, the subsequent FLD procedure has to fit for noise as well and as a consequence overfitting takes place (see Sect. 3.3).
The remaining question now is how to determine the dimensionalities for the reduced shape space (Ñ ½ ) and the reduced texture space (Ñ ¾ ), respectively. Note that the goal of using Eq. 3
for dimensionality reduction is two-fold. On the one hand, we hope to lose as little representative information of the original data as possible in the transformation from the high dimensional space to the low dimensional one. On the other hand, in the reduced space the small trailing eigenvalues of the within-class covariance matrix are excluded so that we can obtain more robust subsequent FLD projection (see Sect. 3.3). As a result, the eigenvalue spectrum of the within-class covariance matrix of the training data supplies useful information regarding the choice for the dimensionality of the space (see Sect. 3.3).
The low dimensional features are then integrated using the following normalization procedure to form integrated features encoding both shape and texture information:
where ¾ Ê Ñ ½ ·Ñ ¾ , and Ñ ½ and Ñ ¾ are the dimensionalities of the reduced shape space and the reduced texture space, respectively. Note that a concatenated shape and texture vector has been earlier suggested by Cootes et al [5] . They use a diagonal weight matrix to combine the shape and texture features. Rather than calculating a weight matrix, we implement a simple normalization procedure to commensurate the lower dimensional shape and texture features as shown in Eq. 4.
The rational behind such a simple normalization is that the shapes and textures are viewed as equal important discriminating information. To achieve such a goal, the shape and texture features are normalized to have unit norms, respectively, before they are concatenated to form an augmented feature vector. Note that these lower dimensional shape and texture features derived by PCA, ½ and ¾ , are constrained by the EFM for enhanced generalization performance (see Sect. 3.3).
For comparison purposes (see Sect. 4) we also compute the shape images and masked images.
Shape images undergo the same alignment procedure as the shapes do, but preserve the intensity information within the contours of the faces only. Examples of shape images are shown in Fig. 4 .
Note that there are two major differences between shape images and textures: (i) Different shape images usually have different contours, while all the textures share the same contour (due to warping) specified by the mean shape. As a result, the average image of the shape images has a blurred contour, while the one of the texture images has a sharp contour as shown in 
where È´ µ is a priori probability and ´¡µ denotes the expectation operator.
FLD derives a projection matrix © that maximizes the ratio © Ø ¦ © © Ø ¦ Û © [1] . This ratio is maximized when © consists of the eigenvectors of the matrix ¦ ½ Û ¦ [21] :
where © ¡ are the eigenvector and eigenvalue matrices of ¦ ½ Û ¦ .
FLD is behind several face recognition methods [21] , [1] , [11] , [17] . [21] . The drawback of FLD is that it requires large sample sizes for good generalization [17] .
In order to improve the generalization capability of FLD, the EFM method decomposes the FLD procedure into a simultaneous diagonalization of the two within-and between-class covariance matrices [17] . The simultaneous diagonalization is stepwise equivalent to two operations as pointed out by Fukunaga [12] : whitening the within-class covariance matrix and applying PCA on the between-class covariance matrix using the transformed data. The stepwise operation shows that during whitening the eigenvalues of the within-class covariance matrix appear in the denominator.
As the small (trailing) eigenvalues tend to capture noise [17] , they cause the whitening step to fit for misleading variations and thus generalize poorly when exposed to new data. As a result, for enhanced performance EFM should preserve a proper balance between the energy criterionthe need that the selected eigenvalues (corresponding to the principal components for the original image space) account for most of the spectral energy of the raw data, for representational adequacy, and the magnitude criterion -the requirement that the eigenvalues of the within-class covariance matrix (in the reduced PCA space) are not too small, for better generalization.
The choice of the range of principal components (Ñ) for dimensionality reduction (see Eq. 3) reflects both the energy need and the magnitude requirement. The eigenvalue spectrum of the covariance matrix (see Eq. 2) supplies a good indicator for meeting the energy criterion, and one needs further to derive the eigenvalue spectrum of the within-class covariance matrix in the reduced PCA space to facilitate the choice of the range of principal components so that the magnitude criterion is met. Toward that end, one should carry out the stepwise FLD process. In particular, the stepwise FLD procedure derives the eigenvalues and eigenvectors of ¦ ½ Û ¦ as the result of the simultaneous diagonalization of ¦ Û and ¦ . First whiten the within-class covariance matrix:
where ¤ are the eigenvector and the diagonal eigenvalue matrices of ¦ Û .
The eigenvalue spectrum of the within-class covariance matrix in the reduced PCA space can be derived by Eq. 8, and different spectra are obtained corresponding to different number of principal components utilized (see Eq. 3 and Eq. 5). Now one has to simultaneously optimize the behavior of the trailing eigenvalues in the reduced PCA space (Eq. 8) with the energy criteria for the original image space (Eq. 2). Following this procedure one can derive the lower dimensional shape and texture features, ½ ¾ Ê Ñ ½ and ¾ ¾ Ê Ñ ¾ , respectively. The integrated shape and texture vector is then derived using Eq. 4. Now, let the in Eq. 5 represent the integrated shape and texture feature (Eq. 4), and calculate the within-and between-class covariance matrices ¦ Û and ¦ (Eq. 5 and Eq. 6). EFM first diagonalizes the within-class covariance matrix ¦ Û using Eq. 8 and 9. Note that now the ¤ and are the eigenvector and the eigenvalue matrices corresponding to the integrated shape and texture features. EFM proceeds then to compute the between-class covariance matrix as follows:
Diagonalize the new between-class covariance matrix Ã :
where ¢ ¡ are the eigenvector and the diagonal eigenvalue matrices of Ã .
The overall transformation matrix of EFM is now defined as follows:
The EFC method employs the EFM on the integrated shape and texture features. When an unknown face image is presented to the EFC classifier, the shape and the texture of the image are first calculated as explained in Sect. 3.2, and the integrated feature, , is then derived using Eq. 4.
Let Ì be the overall transformation matrix of the EFM as defined by Eq. 12. The new feature Í of the unknown face image is derived as follows:
Let Í ¼ ½ ¾ Ò, be the prototype for class , the mean of the training samples of class after the EFM transformation. The classification rule is then specified as follows:
The unknown face is classified to class to whom the feature Í (of the unknown face) is the nearest neighbor.
Experiments
The classification accuracy of the novel face recognition procedure introduced in this paper is assessed using the FERET facial database [19] . The experiments involve 600 face images corresponding to 200 subjects such that each subject has three images of size ¾ ¢ ¿ with 256 gray scale levels. Since the images are acquired during different photo sessions, both the lighting conditions and the facial expressions may vary (see Fig. 7 ). Two images are randomly chosen from the three images available for each subject for training, while the remaining image is used for testing.
Note that for a face recognition problem, usually there are a large number of faces (classes), but only a few training examples per face [18] .
Fig. 7 goes here
The EFC method includes the following major procedures: texture computation (warping), PCA dimensionality reductions for both shape and texture, EFM implementation (Sect. 3.3), and recognition (Sect. 3.4). The computational complexity of the method mainly falls into two parts: the PCA and EFM procedures. If we use a singular value decomposition (SVD) algorithm to implement these two procedures, then according to [3] , the SVD of matrix of size AE ¢ AE has the complexity of Ç´AE ¿ µ.
The experiments include (i) a comparative assessment of the face recognition performance regarding the types of input for face representation; and (ii) the comparative performance of our EFC method against some popular face recognition methods using the most discriminative type of face representation determined by (i). The kinds of input include shape images (Fig. 4) , masked images (Fig. 6 ), textures (shape-free images) (Fig. 3) , and the integrated shape and texture features as derived using Eq. 4. The popular face recognition methods against which we compared our method are the Mahalanobis distance classifier utilizing a pooled within-class covariance matrix [10] (we call this method M2), the Mahalanobis distance classifier utilizing a common covariance matrix for all classes [13] , [7] (M1), and the Eigenfaces method [22] applying Ä ½ distance measure (L1) and Ä ¾ distance measure (L2), respectively.
Shape images, textures and masked images are derived as described in Sect. 3.2, and their sizes are ¢ ¿, ¼¢ and ½¾¼¢½¿¼, respectively. The dimension of the integrated shape and texture features space is 70, which is derived by PCA reducing the shape and the texture spaces to 20 and 50, respectively. The reason for making such choices is for enhanced generalization performance that is discussed in Sect. 3.3. Fig. 8 shows the face recognition performance regarding the different types of input for face representation using the M2 method. The curves show that the integrated shape and texture features carry the most discriminating information followed in order by the textures, the masked images, and the shape images. The same conclusion holds true when the other three methods, M1, L1 and L2, are applied. For detailed information, please see [15] .
The reason that the shape images perform the worst is that the shape images do not share the same contour while the masked images and the textures do. As a result, the variances on the contours for the shape images are quite large, indicating that the contours are chosen as important discriminative features. Fig. 9 and 10 show the first 30 basis vectors of the shape images and textures, respectively. One can see from these figures that while shape images emphasize the contours as discriminative features, the textures tend to pick internal face features for classification.
The reason that the masked images perform worse than the textures do is that masked images discard shape information (while textures use such information, i.e. the mean shape, for warping) and do not perform image warping. As we determined that the integrated shape and texture features carry the most discriminating information, we compared then our EFC method against the Mahalanobis distance based methods, M1 and M2, and the Eigenfaces method utilizing different distance measures, L1 and L2, using the same integrated shape and texture features. Fig. 11 shows the comparative face recognition performance of our new EFC method against the M1, M2, L1, and L2 methods. One can see from this figure that EFC consistently yields the best performance followed in order by the Mahalanobis distance based methods, M1 and M2, and the Eigenfaces method utilizing different distance measures, L1 and L2.
The reason that the Mahalanobis distance classifiers perform better than the Eigenfaces method is that the Mahalanobis distance measure counteracts the fact that Ä ½ or Ä ¾ distance measure in the PCA space weights preferentially for low frequencies. Such behavior should be expected to be even more pronounced when faces are aligned and cropped, as the first several leading eigenvalues encode then mostly for prototypical (norm) representational aspects rather than discrimination information. As the Ä ¾ measure weights more the low frequencies than Ä ½ does, the L1 classifier should perform better than L2, a conjecture validated by our experiments. While the M1 classifier uses a common covariance matrix for all the classes and it derives eigenvalues which encode for both within-and between-class scatters, the M2 classifier differentiates between these two scatters.
Again, the reasonable expectation that M2 should perform better than M1 is validated by our experiments.
EFC method, which considers both classification accuracy and generalization performance, yields the best recognition results. In particular, EFC achieves 98.5% recognition rate using only 25 features compared to 79.5% for the M2 classifier using the same number of features. 
Conclusions
We introduced in this paper a new face coding and recognition method, Enhanced Fisher Classifier (EFC), which employs the Enhanced FLD Model (EFM) on integrated shape and texture features. Our experiments show that the integrated shape and texture features carry the most discriminating information followed in order by textures, masked images, and shape images. Experimental results, using 600 images corresponding to 200 subjects of varying illumination and facial expression, show that our new face coding and recognition method performs the best among the Eigenfaces method [22] using Ä ½ or Ä ¾ distance measure, and the Mahalanobis distance classifiers using a common covariance matrix for all classes [13] , [7] or a pooled within-class covariance matrix [10] . In particular, the EFC achieves 98.5% recognition rate using only 25 features. 
List of Figures

