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ABSTRAK 
Structural Equation Modeling (SEM) menggambarkan hubungan kausalitas antar 
variabel yang tidak bisa dijelaskan pada analisis regresi biasa, sehingga dapat diketahui 
seberapa baik suatu variabel indikator menentukan variabel laten. Seringkali dalam 
pengamatan di suatu lokasi bergantung pada pengamatan di lokasi lain yang berdekatan 
(neighboring). Sehingga untuk mengatasinya, efek lokasi dimasukkan dalam model. 
Didapatkan bahwa semua indikator yang terboboti pada setiap variabel laten adalah 
valid dan signifikan, dengan reliability yang baik pada semua variabel laten kemiskinan, 
ekonomi, SDM, kesehatan. Nilai R-square (R2)  untuk SDM sebesar 0.988 yang artinya 
model mampu menjelaskan variasi dari SDM pada kasus kemiskinan di Provinsi Jatim 
sebesar 98.8%, Ekonomi sebesar 0.986 atau 98.6% dan model kemiskinan sebesar 0,925 
atau 92.5%.  
 





Structural Equation Modeling 
(SEM) merupakan suatu teknik statistik 
yang memiliki kemampuan untuk 
menganalisis pola hubungan antara 
variabel laten dan indikatornya. Dimana 
metode ini merupakan pengembangan 
dari analisis mutilvariat yaitu analisis 
faktor dan analisis regresi. SEM 
mempunyai kemampuan lebih dalam 
menyelesaikan permasalahan yang 
melibatkan banyak persamaan linear pada 
variabel laten [1]. Variabel laten adalah 
suatu konstruk dalam model persamaan 
struktural yang tidak dapat diukur secara 
langsung, tetapi dapat diukur oleh satu 
atau lebih variabel indikatornya. SEM 
juga dapat menggambarkan hubungan 
kausalitas antar variabel yang tidak bisa 
dijelaskan pada analisis regresi biasa, 
sehingga dapat diketahui seberapa baik 
suatu variabel indikator menentukan 
variabel laten. 
Ada dua hal yang dilakukan dan 
dihasilkan dalam SEM, yaitu 
mengestimasi beberapa persamaan yang 
saling berhubungan secara simultan 
dengan  output  model  struktural 
(structural  model) dan  
merepresentasikan  variabel-variabel 
laten (construct / latent / unobserved 
variables) berdasarkan variabel-variabel 
indikator (manifest / observed variables) 
dengan output model pengukuran 
(measurement model). 
Menurut Joreskog dan Sorbom 
dalam [4] model persam n struktural 
adalah se i u
aa
baga  erik t :  
        ࣁ ൌ  ઠࣁ ൅  ડ૆ ൅  ા                (1) 
b
Dimana ࣁ (eta) adalah vektor 
variabel random dependen endogen 
(latent endogenous) dengan ukuran m x 







independen eksogen (latent exogenous) 
dengan ukuran n x 1, ઠ adalah matrik 
koefisien yang menunjukkan pengaruh 
variabel laten endogen terhadap variabel 
lainnya dengan ukuran m x m dan ડ 
koefisien matrik yang menunjukkan 
hubungan dari ૆ terhadap ࣁ dengan 
ukuran mxn, sedangkan ા (zeta) adalah 
vektor random error dengan ukuran m x 
1, dengan nilai harapan sama dengan nol.  
Asu
struktural variabel laten :  
msi dari persamaan model 
0, E(૆ሻ = 0, E(ાሻ = 0,  E(ࣁሻ = 
ા tidak berkorelasi dengan ૆ dan 
ሺધ െ ઠሻି૚ adalah matrik 
nonsingular.  
Selanjutnya adalah model pengukuran 
atau Confimatory  Factor  Analysis 
Model (CFA).  Model pengukuran (CFA) 
dapat dituliskan sebagai berikut [4]: 
             (2) ࢟ ൌ  ࢫ࢟ࣁ ൅  ࢿ                   
                    ࢞ ൌ  ࢫ࢞૆ ൅  ࢾ                   (3) 
Merujuk pada persamaan (2) dan (3) 
maka matrik kovarian dalam SEM Σ(θ) 
adalah seba e ]:gai b rikut [4  
                  ઱ሺીሻ ൌ ൤
઱࢟࢟ ઱࢟࢞
઱࢞࢟ ઱࢞࢞
൨            (4) 
Pendugaan parameter di dalam PLS 
meliputi 3 hal, yaitu : (1) Estimasi bobot 
(Weight estimate) digunakan untuk 
menciptakan skor variabel laten, (2) 
Estimasi jalur (path estimate) yang 
menghubungkan antar variabel laten dan 
estimasi loading antara variabel laten 
dengan indikatornya, (3) Means dan 
lokasi parameter (nilai konstanta regresi, 
intersep) untuk indikator dan variabel 
laten. 
Estimasi dengan algoritma PLS 
berlangsung dalam tiga tahap. Langkah 
pertama dalam estimasi PLS terdiri dari 
prosedur iterasi regresi sederhana atau 
regresi berganda dengan 
memperhitungkan hubungan model 
struktural / inner model, model 
pengukuran / outer model dan estimasi 
bobot / weight relation. Kemudian hasil 
dari estimasi satu set bobot digunakan 
untuk menghitung nilai skor variabel 
laten, yang mana merupakan kombinasi 
linier dari variabel indikator / manifest. 
Setelah estimasi skor variabel laten 
diperoleh, maka langkah kedua dan 
ketiga melibatkan estimasi koefisien 
model struktural (inner model) dan 
koefisien dari masing-masing model 
pengukuran (outer model). Pada dasarnya 
algoritma PLS merupakan serang-kaian 
regresi sederhana dan berganda dengan 
estimasi ordinary least square [5]. 
Terdapat dua alasan penting yang 
mendasari digunakannya SEM. Pertama, 
SEM memiliki kemampuan untuk 
mengestimasi hubungan antar variabel 
yang bersifat multiple relationship. 
Hubungan ini dibentuk dalam model 
struktural yang digambarkan melalui 
hubungan antara variabel laten endogen 
(dependen) dan variabel laten eksogen 
(independen). Kedua, SEM memiliki 
kemampuan untuk menggambarkan pola 
hubungan antara variabel laten dan 
variabel indikator (manifest). Metode 
SEM menggunakan fungsi maximum 
likelihood untuk meminimalkan 
perbedaan antara matrix covariance yang 
dibentuk dari sampel data dengan matrik 
covariance yang dibentuk dari prediksi 
model. Penggunaan SEM memiliki 
asumsi yang mendasari yaitu multivariat 
normal dan jumlah sampel yang besar. 
Penggunaan sampel yang kecil dapat 
menghasilkan taksiran parameter yang 
tidak baik bahkan tidak kovergen. 
Sehingga salah satu pendekatan yang 
dapat digunakan adalah partial least 
square (PLS). PLS merupakan metode 
analisis yang  powerful  karena tidak 
membutuhkan banyak asumsi dan ukuran 
sampel tidak harus besar. 
Partial Least Square (PLS) pertama 
kali dikembangkan oleh Herman Wold 
tahun 1975. Model ini dikembangkan 
sebagai alternatif apabila teori yang 
mendasari perancangan model lemah. 
PLS merupakan analisis yang powerfull 







skala data serta  syarat asumsi yang lebih 
fleksibel. PLS juga dapat digunakan 
ketika landasan teori model adalah 
tentative atau penggukuran setiap 
variabel laten masih baru, sehingga 
didesain untuk tujuan prediksi [7].  
Metode  bootstrap telah 
dikembangkan  sebagai alat untuk 
membantu mengurangi ketidak-andalan 
yang berhubungan dengan kesalahan 
penggunaan distribusi normal dan 
penggunaannya. Bootstrap standard error 
dari ߠ෠ dihitung dengan standard deviasi 
dari B rep  
Berdasarkan uraian diatas, maka 
dilakukan penelitian menggunakan SEM 
dengan pendekatan Partial Least Square 
(PLS) dalam membentuk model 
struktural yang diterapkan pada kasus 
kemiskinan di Kabupaten/Kota Provinsi 
Jawa Timur tahun 2011, dimana variabel 
laten endogen yang digunakan antara lain 
kemiskinan, ekonomi, kesehatan, dan 
SDM. Dengan demikian tujuan dalam 
penelitian ini yaitu menyusun model 
untuk data kemiskinan di 
Kabupaten/Kota Provinsi Jawa Timur 
tahun 2011 dengan metode SEM Partial 
Least Square. Sehingga akan didapatkan 
suatu model kemiskinan di Jawa Timur. 
likasi [2].
ݏෞ݁൫ߠ෠஻ ൌ ඨ












, B adalah 
jumlah kumpulan resampling yang 
berukuran  n dengan replacement ߠ෠כሺ௕ሻ 
adalah statistik ߠ෠ yang dihitung dari 
sampel ulang ke-b (b = 1,…,B). 
METODE PENELITIAN 
 
S  umber Data dan Variabel Penelitian 
Efek random struktur spasial tunggal 
untuk menghitung korelasi diantara 
variabelnya yang diterapkan pada kasus 
kesehatan [6].  Model faktor konfirmatori 
diadopsi dengan korelasi spasial tunggal 
diantara beberapa indikator sosial [3]. 
Provinsi  Jawa Timur  terbagi  atas  29  
kabupaten  dan  9  kota  atau  secara 
administratif  terdapat  38  kabupaten / 
kota  dan dapat  dikatakan  berkembang  
dalam bidang ekonomi. Namun 
demikian,  dalam realitanya masih 
banyak masyarakat yang hidup di bawah 
garis kemiskinan. Pada tahun 2011 
persentase kemiskinan di Provinsi Jawa 
Timur masih berada diatas persentase 
garis kemiskinan tingkat nasional sebesar 
13,33%. Daerah kantong kemiskinan 
masih saja seputar Kabupaten Sampang, 
Bangkalan, Probolinggo, Sumenep, 
Pamekasan, Tuban, Pacitan, Kota 
Probolinggo, Bojonegero dan 
Bondowoso. Dimana me-miliki 
persentase kemiskinan yang lebih tinggi 
dari garis kemiskinan tingkat Provinsi 
dan Nasional. 
Data yang digunakan pada penelitian 
ini merupakan publikasi “Data dan 
Informasi Kemiskinan Kab/Kota Tahun 
2011” hasil olah data triwulanan Survei 
Sosial Ekonomi Nasional (SUSENAS). 
Informasi yang didapatkan antara lain 
adalah persentase penduduk miskin, 
indeks kedalaman kemiskinan, indeks 
keparahan kemiskinan, bidang kesehatan, 
pengeluaran rumah tangga, ketenaga-
kerjaan, bidang pendidikan dan fasilitas 
perumahan. Variabel-variabel yang 
digunakan dalam penelitian ini disajikan 
dalam Tabel 1.  
 
Metode Analisis 
Metode dan analisis yang digunakan 
dalam mencapai tujuan penelitian adalah 
melakukan analisis pemodelan SEM 
PLS. Dan langkah-langkahnya dapat 
diuraikan sebagai berikut : 
a. Menyusun model konseptual 
berbasis teori. 
b. Mengkonstruksi diagram jalur (path 
diagram) 
c. Pemodelan SEM PLS (uji validitas 
dalam outer model dan model 
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Reliabel Kesehatan 0.989 
Reliabel SDM 0.989 
Reliabel Ekonomi 0.986 
Reliabel Kemiskinan 0.998 
 
2. Uji validitas dan reliabilitas 
pada Outer Model 
Berdasarkan Tabel 3 
menunjukkan bahwa estimasi nilai 
loading pada masing-masing variabel 
laten adalah signifikan, hal ini 
ditunjukkan dengan nilai t-statistik 
yang lebih besar dari t-tabel 1,960 
(2-tailed) pada tingkat signifikansi 
alpha 0.05. 
Gambar 2 Boxplot Indikator Kemiskinan 
 
SEM Partial Least Square 
 
1. Uji validitas dan reliabilitas 
pada Outer Model 
Berdasarkan Tabel 3 
menunjukkan bahwa estimasi nilai 
loading pada masing-masing variabel 
laten adalah signifikan, hal ini 
ditunjukkan dengan nilai t-statistik 
yang lebih besar dari t-tabel 1,960 
(2-tailed) pada tingkat signifikansi 
alpha 0.05. 
Tabel 4 menunjukkan bahwa 
semua blok indikator yang mengukur 
konstruk  Kesehatan, SDM, 
Ekonomi, dan Kemiskinan > 0.7. 
Sehingga variabel laten kesehatan, 
SDM, ekonomi, dan kemiskinan 




Tabel 3 Uji sign ikansi t stik bo 0if
ߣ







3. Persamaan struktural / inner 
model Variabel laten  
 Berdasarkan hasil yang diperoleh 
di  
se























ketahui terdapat tiga persamaan
bagai berikut : 
 Kemiskinan ൌ  1.338 Ekonomi ൅





0.387 K                                    
ൌ  1.377 SDM െ
ese ta   
SDM ൌ  0.994 Kesehatan 
ha n
Model kemiskinan ሺߟ௪ଵሻdapat 
diketahui bahwa ekonomi memiliki 
pengaruh positif dan signifikan terhadap 
variabel laten kemiskinan, SDM juga 
memiliki pengaruh positif tetapi tidak 
signifikan, sedangkan variabel kesehatan 
memiliki pengaruh negatif dan tidak 
signifikan terhadap model kemiskinan. 
Untuk model ekonomi ሺߟ௪ଶሻ diketahui 
bahwa variabel laten SDM memiliki 
pengaruh yang positif dan signifikan 
0.943 1.90E-02 4.96E+01 
0.997 9.12E-04 1.09E+03 SDM 0.987 5.34E-03 1.85E+02 
0.988 4.12E-03 2.40E+02 
0.97 8.65E-03 1.12E+02 
0.934 1.73E-02 5.40E+01 Ekonomi 0.997 8.82E-04 1.13E+03 
0.989 3.25E-03 3.04E+02 
0.996 1.28E-03 7.78E+02 
Kemiskinan 1.000 8.26E-05 1.21E+04 











terhadap variabel laten ekonomi pada 
selang kepercayaan 95% maupun secara 
t-statistik,dengan estimasi koefisien jalur 
didapatkan sebesar 1.377, sedangkan 
variabel laten kesehatan memiliki 
pengaruh negatif dan tidak signifikan 
dengan estimasi koefisien jalur sebesar 
0.387. Dan untuk model SDM ሺߟ௪ଷሻ 
dapat diketahui bahwa variabel laten 
kesehatan memiliki korelasi yang positif 
dan signifikan terhadap SDM pada selang 
kepercayaan 95%, maupun secara t-
statistik dengan estimasi koefisien jalur 
sebesar 0,994.  
Nilai uji evaluasi terhadap model 
persamaan struktural pada SEM PLS 
dapat diketahui dari nilai goodness of fit 
atau R2. Hasil pengolahan data penelitian 
ini dengan menggunakan  R  memberikan 
nilai  R-square (R2) sebagaimana nampak 
pada Tabel 5 berikut: 
 
Tabel 5 R-Square (R2) 
Variabel Laten R-square Keterangan
SDM 0.988 Baik 
Ekonomi 0.986 Baik 
Kemiskinan 0.925 Baik 
Nilai R-square (R2)  untuk SDM 
sebesar 0.988 yang artinya model mampu 
menjelaskan variasi dari SDM pada kasus 
kemiskinan di Provinsi Jatim sebesar 
98.8%, Ekonomi sebesar 0.986 atau 
98.6% dan model kemiskinan sebesar 
0,925 atau 92.5%.  
KESIMPULAN DAN SARAN 
 
Kesimpulan 
Didapatkan model struktural untuk 
kasus kemiskinan di Jawa Timur adalah 
sebagai berikut : 
Kemiskinan ൌ  1.338 Ekonomi
൅ 1.148 SDM 
െ 1.564 Kesehatan 
 
                       
Ekonomi ൌ
1.377 SDM െ 0.387 Kesehatan                                        
SDM ൌ  0.994 Kesehatan 
Dengan nilai R-square (R2)  untuk 
SDM sebesar 0.988 yang artinya model 
mampu menjelaskan variasi dari SDM 
pada kasus kemiskinan di Provinsi Jatim 
sebesar 98.8%, Ekonomi sebesar 0.986 
atau 98.6% dan model kemiskinan 
sebesar 0.925 atau 92.5%.  
 
Saran 
Saran yang dapat diberikan untuk 
penelitian selanjutnya adalah pemodelan 
persamaan struktural SEM PLS dengan 
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