Abstract. We give the parameter version of localization theorem for Bergman metric near the boundary points of strictly pseudoconvex domains. The approximation theorem for square integrable holomorphic functions on such domains in the spirit of Graham-Kerzman is proved in the hereby paper, as well.
Introduction
Let G ⊂ C n be a bounded domain. Let L 2 h (G) denote the Hilbert space of all square integrable holomorphic functions on G equipped with the norm · L 2 (G) arising from the standard scalar product (f, g) := G fḡdL 2n . It is well known that the Bergman kernel of G restricted to the diagonal may be represented as
The Levi form of smooth strictly plurisubharmonic function log K G , denoted by L K G , may be used to define the Bergman metric of G
This latter function allows the following description
for z ∈ G, X = (X 1 , . . . , X n ) ∈ C n , where f ′ X (z) := n j=1 ∂f ∂z j X j . The following localization result for the Bergman metric has been announced in [5, Theorem 19.3.6 ]: Theorem 1.1. Let G be a strongly pseudoconvex domain with C 2 boundary and let R > 0 be such that for any ζ 0 ∈ ∂G the set G ∩ B(ζ 0 , R) is connected. Then, for every ε > 0 there exists a δ ∈ (0, R) such that (1') M G (z; X) ≤ M G∩B(ζ 0 ,R) (z; X) ≤ (1 + ε)M G (z; X) (2') K G (z) ≤ K G∩B(ζ 0 ,R) (z) ≤ (1 + ε)K G (z) (3') (1 + ε) −1 β G∩B(ζ 0 ,R) (z; X) ≤ β G (z;
for all z ∈ G ∩ B(ζ 0 , δ), X ∈ C n . Additionally, R can be chosen so that δ does not depend on the boundary point ζ 0 .
See also [1, Theorem 1] for another result of this type. We would like to give a parameter version of this theorem, with uniform size of respective neighborhoods of boundary points. In the beginning, let us settle the following:
t∈T be a family of bounded strictly pseudoconvex domains with C 2 -smooth boundaries, where T is a compact metric space with associated metric d. Suppose we have a domain U ⊂⊂ C n such that
(ii) for each t ∈ T there exists a defining function r t ∈ C 2 (U ) for G t such that its Levi form L rt is positive on U × (C n \ {0}), (iii) for any ε > 0 there exists a δ > 0 such that for any s, t ∈ T with d(s, t) ≤ δ there is r t − r s C 2 (U ) < ε.
We will prove the following Theorem 1.3. Let (G t ) t∈T be a family of strictly pseudoconvex domains as in Situation 1.2. Then there exists an R > 0 such that for any t ∈ T and ζ t ∈ ∂G t the set G t ∩ B(ζ t , R) is connected, and for any such R, and any ε > 0 there exists a θ ∈ (0, R) such that for any t ∈ T and ζ t ∈ ∂G t we have
for all z ∈ G t ∩ B(ζ t , θ), X ∈ C n . Remark 1.4. As we have indicated before, all the above estimates are known for single C 2 -smooth strictly pseudoconvex domain G. The novelty of our result is the fact that for the family of strictly pseudoconvex domains as in Situation 1.2 the respective neighbourhoods of boundary points may be chosen to be of uniform size, independently of t ∈ T and ζ t ∈ ∂G t .
The main ingredient in the proof of Theorem 1.3 will be the following 
is connected for any t ∈ T, ζ ∈ ∂G t and for every such R there exists a ρ < R with the property that for any ε > 0 there exists an L = L(ε, R) > 0 such that for any t ∈ T, ζ t ∈ ∂G t , f t ∈ L 2 h (G t ∩ B(ζ t , R)), and any point
Remark 1.6. For a fixed domain G = G t 0 , Theorem 1.5 may be viewed as a variant of Theorem 1 from [1] . In that result, one starts with a square integrable holomorphic function defined on some small open set touching fixed boundary point that sticks out of G, and gets the approximation on some smaller subset of G by functions from L 2 h (G). Here, we start with L 2 h function on small subset of G touching ∂G, and get the same type of approximation. Note that our proof of Theorem 1.5 is essentially different than the proof of the mentioned result (see Section 3 for the details).
Remark 1.7. In [9] we proved an analogous result for bounded holomorphic functions, instead of square integrable holomorphic ones (see also [3] ). The proof of said assertion is based on stating and solving certain family of subtlē ∂ problems on some deformations of the domains G t , with estimates that do not depend on t ∈ T and ζ t ∈ ∂G t . The idea of the proof of Theorem 1.5 is similar, although here some estimations must be carried out more carefully. The details are given in Section 3. The issue of the domain dependence for the∂ equation has been recently investigated in [2] .
In Section 2 we collect some preliminary facts about the strictly pseudoconvex domains. The proofs of Theorems 1.3 and 1.5 are given in Section 3.
Strictly pseudoconvex domains
A bounded domain G ⊂ C n is called strictly pseudoconvex if there exist a neighborhood U of ∂G and a defining function r ∈ C 2 (U, R) such that
and with the property that L r (z; X) > 0 for z ∈ ∂G and nonzero X ∈ T C z (∂D), where L r denotes the Levi form of r and T C z (∂G) is the complex tangent space to ∂G at z.
It is known that U and r can be chosen to satisfy (I)-(III) and, additionally: (IV) L r (z; X) > 0 for z ∈ U and all nonzero X ∈ C n , cf. [7] . It is well known that every boundary point of such G is a peak point with respect to O(G) -the family of all functions holomorphic in a neighbourhood of the closure of G, i.e., for any ζ ∈ ∂G there exist a function f ∈ O(G) such that f (ζ) = 1 and |f (z)| < 1 for z ∈ G \ {ζ}. Actually, much more is known: for example, in [8] we have proved the following Theorem 2.1. Let (G t ) t∈T be a family of strictly pseudoconvex domains as in Situation 1.2. Then there exists an ε > 0 such that for any η 1 < ε there exist an η 2 > 0 and positive constants d 1 , d 2 such that for any t ∈ T there exist a domain G t containing G t , and functions h t (·; ζ) ∈ O( G t ), ζ ∈ ∂G t fulfilling the following conditions:
The proofs
We begin with the proof of Theorem 1.5 on approximation of L 2 h functions. Proof of Theorem 1.5. The proof of Theorem 1.5 is similar to the proof of Theorem 1.5 from [9] . Therefore, we here focus mainly on the part of it that is new.
we may assume that
2 such that for any t ∈ T we have B(ζ; 2η) ⊂ G t for all ζ ∈ ∂G t as well as |h t (z; ζ)| ≥ d 3 whenever ζ ∈ ∂G t and z − ζ ≤ η (this is possible because of the uniform choice of d 1 in Theorem 2.1). Define ρ := min{ , and with the property that for any j ∈ {1, . . . , N s } we can find strictly pseudoconvex
s standing for the η-hull of G s ),
, where the constant β do not depend on s. Moreover, by Hörmander's∂ theory, things may be settled so that there is a positive constant C with the property that for any s ∈ T , and any j ∈ {1, . . . , N s } the following estimate holds: Fix now t = t 0 ∈ T and ζ 0 ∈ ∂G t . Let f ∈ L 2 h (G t ∩ B(ζ 0 , R)) and take a 1 Note that if in Situation 1.2 we assumed all the domains are of class C 4 and vary in C 4 -topology on domains, the existence of such C would follow also from [6, Theorem
There exists a j 0 ∈ {1, . . . N t } such that ζ 0 ∈ B(ζ t j 0 , ρ). To simplify the notation, let us assume without loss of generality that j 0 = 1. ) and define α t := (∂χ)f on G t ∩ B(ζ 0 , R) = G t ∩ B(ζ 0 , 2η 1 ) and α t := 0 on G t \ B(ζ 0 , 2η 1 ). Note that in view of the fact that α t ≡ 0 on 
Let us now consider the equation
with, as mentioned above, C independent of t ∈ T and of the choice of ζ 0 . Further, we have
where the constant ‹ C depends only on η 1 (in particular, it does not depend on t). Define the function f k := χf − h t (·; ζ 0 ) −k v t k and observe it is holomorphic on G t . Consequently, the function h t (·;
As in [9] , observe that G t ∩ B(ζ 0 , ρ) ⊂⊂ G t 1 ∩ B(ζ 0 , η) and, by (3.2), the distance of the former set to the boundary of the latter one is bounded from below by some positive constant, independent of t and the choice of ζ 0 . We therefore have
Also, where the positive constant " C does not depend on t and ζ 0 , in virtue of Bergman inequality and the choice of β. Similarly, if we take κ > 0 so small that (G t ∩ B(ζ 0 , ρ)) (κ) -the κ-hull of G t ∩ B(ζ 0 , ρ) -stays compactly in G t 1 ∩ B(ζ 0 , η) with the distance to the boundary independent of t and ζ 0 , using the Cauchy inequality, we get the estimate
where the positive constants C ′ , C ′′ may be chosen independently of t and
It can be easily checked thatf k (w) = f (w), as well as
provided that k = k 0 is large enough (observe it depends only on ε and η 1 ). Definef :=f k 0 . We estimate:
which concludes the proof of Theorem 1.5.
Let us pass to the proof of localization result for the Bergman metric. It is based on similar idea as the proof of Satz 1 from [1] . We are able to get, however, more information about the respective neighbourhoods of boundary points for the localization, and the independence of their size of the parameter t.
Proof of Theorem 1.3. Let R as in Theorem 1.5. Observe that the first inequalities in (1) and (2) are obvious. Also, (3) is an easy consequence of (1) and (2) . We shall first prove the second inequality in (2) . Set ε > 0 and ε ′ > 0 such that
, and the constant L depends only on ε ′ and R. Fix a θ ′ < ρ and let h t (·; ζ 0 ) be a function given by Theorem 2.1 with η 1 = θ ′ and unrestricted other parameters. Take 1 > γ > 0 such that γL < ε ′ and small enough to ensure the inequality
Also, because of the choice of θ ′ and in virtue of Theorem 2.1, there exists a k ∈ N, independent on t, ζ 0 , and h t (·; ζ 0 ) such that |h t (·; ζ 0 ) k | ≤ γ on G t \ B(ζ 0 , θ ′ ). Finally, by (b) in Theorem 2.1, we may choose a θ < θ ′ , independent of t, ζ 0 , and h t (·; ζ 0 ) such that |h t (·; ζ 0 ) k | > 1 − γ on G t ∩ B(ζ 0 , θ). Consider the functionf := h t (·; ζ 0 ) kf . We have
Furthermore, if from the beginning we have had z ∈ G t ∩ B(ζ 0 , θ), then |f (z)| = |h t (z; ζ 0 ) k ||f (z)| = |h t (z; ζ 0 ) k ||f (z)| ≥ (1 − γ)|f (z)|.
This implies that for z ∈ G t ∩ B(ζ 0 , θ) the following estimates hold
and consequently, because of arbitrariness of f ,
This establishes (2) . For the proof of (1) we only need to notice that if f in the proof of (2) were chosen so that f (z) = 0, thenf (z) = 0, for z ∈ G t ∩ B(ζ 0 , θ). Then for such z and any X ∈ C n we have
(1 − γ)|f ′ X (z)| 1 + 2ε ′ , which yields
(1 + ε)M Gt (z; X) ≥ 1 + 2ε ′ 1 − γ M Gt (z; X) ≥ M Gt∩B(ζ 0 ,R) (z; X), and this concludes the proof of Theorem 1.3.
