ABSTRACT. Let R be a constant N XN matrix and g(t) an AT X AT matrix of functions representable as absolutely convergent Laplace-Stieltjes transforms for t > 0. The paper gives sufficient conditions for certain solutions of the system y = (R + g{t))y to be expressed as Laplace-Stieltjes transforms or as linear combinations of such transforms with coefficients which are powers of t.
First, our results can be interpreted as a generalization of the theory of regular singular points since the case where gy(f) or g(t) are power series in z = e~* (i.e., dG, or dG are atomic measures with support on the positive integers) corresponds to a regular singular point at 2 = 0. Second, they provide sharpened variants of known results in the theory of asymptotic integrations. Finally, our results can be considered as a contribution to the theory of the representation of solutions in terms of definite integrals, a theory important to the study of solutions "in the large".
Our results imply the following theorem for the Mh order equation ( For z = 1, Theorems 1.1 and 1.2 are contained in sharper results of Hartman [3] and D'Archangelo [2] , respectively. For z> 1, D'Archangelo [2] gives results in which fw + tv+E(-'~l)w° of (1.13) and (1.21) is replaced by fw, where w = w(t) is a Laplace-Stieltjes transform w(t) = /" e~stdW(s), W(0) = W(+ 0) = 0, (1 -22) j"+or7+m('>|cwooi < °°-These results (corresponding to the absence of certain "logarithmic terms" in the theory of regular singular points) are proved under assumptions including dGfi) = 0 or dG(s) = 0 for 0 < s < X(z) -X(l) or 0 < s < \(K.) -X(l). The proofs in [2] , [3] involve successive approximations. In the License or copyright restrictions may apply to redistribution; see http://www.ams.org/journal-terms-of-use first parts of the proofs, the convergence of the integrals for large Re t is easily established, but the second parts of the proofs for their convergence on Re t > 0 are more complicated and involve majorant equations or systems. Below, we prove the simple Lemma 2.1 which implies that actually the second parts of the proofs are not needed for the proofs of the statements of the theorems (in contrast to a statement concerning the convergence of sucessive approximations).
In §8, we apply Theorem 1.1 above (or rather Theorem 2.1 of [3] ) to Bessel equations to obtain new integral representations for the Hankel functions H^\ Hff~* similar to those of Whittaker [6] . When these are combined with the technique of § 11 of [3] , we obtain some apparently new functional relations for the Legendre functions.
2. Main theorem. In the first order system (2.1)
let / be a constant matrix in a Jordan normal form, say
where J(\, e) denotes an e x e Jordan block with X on the diagonal and 1 on the superdiagonal.
If y isanJV-vector,we write y = (yx, "m,ym) where yk = (yk, •'•,yek^~l)
is an e(ft)-vector. We caäyk the ftth block of y and y^ the (ft, k)Üi component of y. In terms of components, (2.1) can be written Unless the contrary is stated, it is assumed that in any Laplace-Stieltjes transform, say x(t) = ¡^ e~stdX(s), the determining function X(s) is a complex valued function (or vector with complex valued components or matrix with complex valued entries) which is locally of bounded variation on 0 < s < °°, continuous from the right, and satisfies X(0) = X(+ 0) = 0.
Below we consider the determining functions Wk" (s) and Wl"°(s) in (2.14) to be defined for 0 < s < <*=, where WKknv (s) = Wß (Si(nf 0) for s>8i{n) and W££°(s) = 0 for 0<s<S/(n). It will be seen that arguments of [3] and the proof of Theorem 2.1 imply (iv) If Kx<n<K, then Wk"°(s) is absolutely continuous on s>0 except possibly for a discontinuity at s = Sl(n).
In proving Theorem 2.1, it suffices to show that (2.1) has a solution y(t) of the form (2.13)-(2.17), where the Laplace-Stieltjes transforms wKkn0 (t) are absolutely convergent for large Re t. Its absolute convergence for Re t > 0 is then implied by the following lemma and its corollary. 3. Notation and preliminaries. In addition to the conventions introduced above that, for any Laplace-Stieltjes transform (3.1) x(t)=fce-stdX(s), the determining function X(s) is locally of bounded variation on s > 0 and satisfies X(0) = X(+ 0) = 0, we always assume that (3.1) is absolutely convergent on some half-plane Re t > const. We shall say that (3.2) 7>0 is admissible for x(t) or X(s) if f s~y\dX(s)\< «.
-' + 0 Proposition 3.1. Let x(t), y(t) be representable as Laplace-Stieltjes transforms (3.3) x(t)=j~e-stdX(s), y(t)= /V"czT(s)
absolutely convergent for Ret>T. Then the product x(t)y(t) is representable as a Laplace-Stieltjes transform (3.4) x(t)y(t) À"e-stdZ(s), where Z(t)=ftX(t-s)dY(s), absolutely convergent for Re t>T. Furthermore, 5>0, e>0, f+os-6\dX(s)\<°°" and f+()s~e\dY(s)\ <<*> (3.5) *f+0s-S~e\dZ(s)\<~.
Proof . The first part of this proposition is standard. Only the implication (3.5) has to be verified. Suppose first that X and Y have continuous derivatives, so that Z has the continuous derivative where dX^k\s) is the measure (e~sTdX(s)) * • • • * (e~sTdX(s)) obtained by convoluting e'sTdX{s) with itself ft times. Since /Ô 1^*^)1 <(/0=e_sr 1^)1)* > it can be supposed that T is so large that the total variation f^e~sT\dX{s)\ < 1, so that the first part of Proposition 3.2 follows.
In order to verify (3.8) , note that by (3.6), JV5 \dX«\s)\ < (Po s-se-°T\dX(s)\) (f~e->TVX®\) *~* for ft > 1. In view of (3.9), this gives (3.8) and completes the proof. Proof. It is clear that the last term in (3.12) is the contribution of the jump of X(s) at s = A to the left side of (3.12). We can therefore suppose that cA = 0 (i.e., that X(s) is continuous at s = A).
In order to prove (3.12) with cA = 0, we first suppose that dX(s) = 0 for small \s -A|, s> 0. If / is the left side of (3.12), then r i (3.13) / =n fT (t -s)VA-r>s ds/k\ dX(r).
The inner integral is In particular, if y is admissible for x(t), then y is admissible for the coefficient of tk~m in (3.16).
Proof. Write x(t) = x0(t) + x°(t), where x0(t) = JA e~st dX(s) and x°(t) = f°°, e"" <tf(s). where c"^ is a constant and tzi^ is a Laplace-Stieltjes transform.
Note that e(k, k) = e(k, k + 1) for all (ft, k), since k = k+1 if k <Kl and e(k, k) is independent of k for k>Kl.
By (5.6), e(ft, k) = e(ft, k + 1) is admissible for wk'0 and, by (5.18), e(ft, k + 1) > e(k, k + 1) is admissible for gkm. Hence (5.19) follows from Proposition 3.1.
The following proposition will not be used below but can be used to obtain generalizations of Theorem 2. We omit the proof which is similar to that of Proposition 5.2.
6. Proof of Theorem 2.1. The proof is by induction on the order tV of the system (2.1). The result is easy if N = 1 (and is contained in [2] ). Assume that tV> 1 and the validity of Theorem 2.1 and the remark following it for a system of order less than N. Assume the conditions of Theorem 2.1 with (2.12) replaced by (2.18) for k= I, •", Kl. Without loss of generality, it can be supposed that X(l) = 0 (so that X(ft) is real and nonnegative for 1 < ft < K and, in fact, positive for Kl < ft < K). Since the case i(n) = 1 is contained in Theorem 1.1 of [2] , we shall suppose that z'(zz) > 1 (i.e., zz > A',). Furthermore, in view of Corollary 2.2, we shall consider only large Re t (and it is implicitly assumed that all Laplace-Stieltjes transforms below are absolutely convergent on some half-plane Re / > const). We now obtain part (i) of Corollary 2.1 from (5.8), (5.9).
The proofs of parts (ii), (iii) and (iv) are similar and will be omitted. We can obtain other functional equations in a similar manner. If vlt v2 is any pair of solutions of (8.2), then the product v = vlv2 is a solution of (8.12) v" + 4(1 -ß/t2)v + (4ß/t3)v = 0;
Appell [1] . This is a perturbation of the equation v" + 4v = 0 with constant coefficients having characteristic numbers 0, ± 2z*. Hence by Theorem 2.1 of [3] , it has solutions representable in the form From (8.6), (8.13) and (8.14), we get
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