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 i 
초    록 
 
음성 사용자 인터페이스 (Voice User Interface, VUI)가 확산되며, VUI는 
이제 기술 수용에 적극적인 사용자층만을 위한 인터페이스가 아닌 다수가 
일상적으로 사용할 수 있는 인터페이스가 되었다. 기술 수용 및 활용 
적극성 관점에서 사용자를 분류하여 이해할 필요가 있음에도 불구하고, 
현재 HCI 커뮤니티의 VUI에 대한 사용자 연구는, 이와 같은 비교 연구를 
진행하고 있는 경우는 드물다. 본 연구는, 이용빈도와 최신성에 입각하여 
Heavy User와 Light User로 사용자 그룹을 분리해, 이들이 해당 
인터페이스를 사용하며 겪는 어려움에 초점을 맞추어 알아본다. 각각의 
사용자가 어떤 어려움을 겪는지, 그리고 이 어려움에 어떻게 반응하거나 
대응하는지에 대해 알아본다. 이 결과를 통해 VUI의 디자인과 개발 
측면에서의 개선점이 무엇이 있을지 도출하고자 한다. 본 연구는, 네이버 
클로바 AI (Clova AI, Naver Corporation) 연구 조직에서 디자인하고 개발한 
식당 예약 음성 에이전트, AiCall이라는 제품을 활용하여 유저 스터디를 
진행하였다. 필자는 연구의 결과로, Heavy User와 Light User가 보고한 
어려움의 종류와 순위에 차이가 있음을 발견했다. 또한, 각 사용자 그룹이 
어려움에 반응하거나 대응하는 방식의 경향성의 차이에 대해서도 알 수 
있었다. Heavy User는 문제 상황에 대해 적극적이었고 직설적이었으며, Light 
User는 문제 상황에 대해서 수동적인 태도를 보였다. 본 연구는 기술 수용 
및 활용 적극성의 기준에 따라 분류된 각 사용자 그룹이 VUI 이용 시 겪는 
어려움에 대해 이해하는 것을 통해, 이러한 어려움을 개선하기 위해 VUI의 
개발 및 제작 방향은 어떠해야 하는지 제안한다. 
 
주요어 : 음성 사용자 인터페이스(Voice User Interface, VUI),  대화형 
사용자 인터페이스 (Conversational User Interface, CUI), 음성 사용자 경험 
(Voice UX), 대화형 사용자 경험 (Conversational UX) 
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1. 서    론 (Introduction) 
 
 
1-1. 연구의 배경 (Background) 
 
음성 사용자 인터페이스 (Voice User Interface, VUI)가 사람들의 생활 
속으로 깊이 스며들고 있다. 과거에는 전통적인 대화식 음성 응답 
(Interactive Voice Response, IVR)을 통해 제한적으로 VUI를 경험할 수 
있었던 반면, 현재는 다양한 기기 혹은 서비스를 활용하여 VUI를 경험할 수 
있게 되었다. Siri (Apple), Bixby (Samsung)와 같이 스마트폰에서 만날 수 
있는 음성 에이전트 (Voice Agent)부터, Alexa (Amazon), Google Assistant 
(Google)와 같은 스마트 스피커 (Smart speaker)를 중심으로 다른 연결 
기기를 통해 만나볼 수 있는 음성 에이전트까지 최근 사람들이 접할 수 
있는 VUI는 다양해지고 있다. 
 
현재의 인공 지능 기술의 발전은 VUI의 발전과 확산에 긍정적인 
영향을 주고 있다. 특히, 음성 인식 (Automatic Speech Recognition, ASR), 
자연어 이해 (Natural Language Understanding, NLU) 및 처리 (Natural 
Language Processing, NLP) 그리고 음성 합성 (Speech Synthesis) 기술의 
발전은 VUI 발전 및 확산에 주요하게 기여한다. 음성 인식 기술은 사람들의 
목소리를 기기 혹은 서비스가 더 잘 인식할 수 있게 만들고, 자연어 이해 
기술을 중심으로 한 자연어 처리 기술은 인식된 자연어 발화를 더 잘 
이해하고 처리할 수 있도록 하며, 음성 합성 기술은 처리된 내용을 
바탕으로 음성 에이전트가 더욱 사람처럼 자연스럽게 발화할 수 있도록 
만든다. 
 
이러한 기술의 발전과 다양한 기기 및 서비스를 통한 VUI의 확산은, 
VUI에 대한 사람들의 수용도에도 영향을 미치고 있다. 2018년 VUI 및 
대화형 사용자 인터페이스 (Conversational User Interface, CUI) 관련 산업 
소식을 다루는 매체에서는, VUI의 시장 확산과 사용자의 기술 수용 정도와 
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관련해서, 몇몇 국가들은 이미 초기 수용자 (Early Adopter) 단계에서 초기 
다수자 (Early Majority) 단계로 넘어가고 있다고 밝혔다.① 이러한 리포트를 
통해, 혁신 확산 이론 (Diffusion of Innovations) [17]을 기반으로, VUI 
시장의 성숙도를 확인할 수 있으며, 동시에 다양한 사용자 층이 활발히 
VUI를 수용하기 시작했음을 알 수 있다. 
 
초기 다수자 (Early Majority)가 VUI 기술을 수용하게 되었다는 것은, 
이제 VUI가 더 이상, 기술에 대한 호기심과 이해가 깊은 초기 수용자 
(Early Adopter)의 전유물이 아니라, 더 넓은 사용자 층도 접할 수 있는 
기술이자 인터페이스가 되었음으로 해석할 수 있다. 이는 VUI와 관련한 
기술을 연구 및 개발하고 기기와 서비스를 만드는 주체에게도, 타겟으로 
보아야 할 사용자 대상이 넓어지고 있음을 의미하기도 한다. 또한, 앞으로 
시장에 출시하게 될, VUI를 적용한 새로운 기기 및 서비스는 여러 층위의 
사용자를 출시 초기부터 맞아들이게 될 수 있다는 것을 의미한다. 
 
한편, VUI를 구성하는 세부 기술이 빠르게 발전되고 있음에도 불구하고, 
해당 인터페이스는 아직까지 사용자에게 다양한 형태의 어려움을 유발하고 
있다 [27]. 예를 들면, VUI의 사용자 입력과 시스템 출력을 직접적으로 
확인하기 어렵기 때문에 발생하는 문제가 많다 [26]. 음성만을 상호작용의 
매개로 활용하는 Voice-Only 인터페이스에서 특히 많이 발생할 수 있는 
문제인데, 사용자가 자신이 말한 것을 시스템이 정확히 이해했는지 
확인하기 어려운 상황에 봉착하는 경우가 이에 해당한다. 
 
VUI를 사용할 때 발생하는 다양한 어려움에 대해서, HCI 커뮤니티는 
VUI 발전 초기부터 다양한 연구를 진행해 왔다 [40, 41]. 최근에도 VUI 
이용 시 경험하는 어려움에 대한 연구는 지속해서 진행되고 있다 [3, 4, 6, 
27, 29]. 그러나 다양한 사용자 층이 경험하는 어려움을 비교하는 연구는 
많지 않다. 현재와 같은 VUI 확산의 시대에는 VUI를 이용하기 위한 진입 





장벽이 낮다. 그렇기 때문에, 기술 수용 관점에서 수용 적극성이 낮은 
사용자도 VUI를 이용해볼 수 있다. 이는 같은 VUI를 쓰는 여러 사용자 
그룹이 존재함을 의미하며, 이들이 경험하게 될 어려움에는 차이가 있을 
것이라 생각해 볼 수 있다. 그러나 현재의 연구는 사용자 층에 대한 비교 
연구를 통해 VUI 이용 시 맞닥뜨릴 어려움에 대한 다각도의 이해를 
고려하지는 않는 듯 하다.  
 
본 연구는, 이와 같은 시장 상황과 기술 수용도를 염두에 둔 채 사용자 
층을 분류하고, 서로 다른 사용자 층이 VUI를 이용하면서 겪는 어려움에 
대해 이해하는 것을 목표로 한다. 이를 통해, VUI 기술 연구 및 개발과 
디자인, 나아가 서비스 출시에 있어, 각각의 사용자의 어려움에 대해 
이해하고 이를 개선하기 위해 어떤 점을 고려해야 할지에 대해 살펴보고자 
한다. 
 
1-2. 연구의 내용 (Research Goal) 
 
본 연구는 네이버 클로바 AI (Naver Clova AI)에서 자체 기술력으로 
개발하고 디자인한, 식당 예약 음성 에이전트 AiCall을 활용하여②, 사용자의 
VUI 상호작용에 대해 이해하려 한다. 이 때, 사용자 그룹을 이용 빈도와 
최신성을 기준으로 나누고 상이한 사용자 그룹이 어떻게 상호작용하는지에 
대해 탐구하고자 한다.  
 
1-2-1. 사용자 그룹 구분 
 
혁신의 확산 (Diffusion of Innovation)에 ③  따른 기술 수용 관점에서 
                                            
② https://clova.ai/aicontactcenter 
③ 혁신의 확산은 새로운 아이디어와 기술이 어떻게, 왜, 어떤 속도로 퍼지는지
를 설명하는 이론이며, Everett Rogers에 의해 발표되었다. 확산은 사회 시스템 
내의 구성원 사이에서 시간이 경과함에 따라 혁신이 전달되는 과정이라고 주장
한다. 혁신은 이를 받아들이는 과정에서 특정 지점 별, Critical Mass에 도달한
다고 말하고 있다. 이 지점의 구분에 따라, 혁신을 받아들이는 과정이 혁신가 
(Innovator), 초기 수용자 (Early Adopters), 초기 다수자 (Early Majority), 후
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서로 다른 사용자 그룹에 대해 이해하기 위해서는, 먼저 사용자 그룹을 
구분할 필요가 있다. VUI가 초기 다수자 (Early Majority)에게까지 
받아들여지는 현황을 감안할 때, 본 연구에서는 다음의 가정을 적용하여 
사용자 그룹을 구분하려 한다. 
 
l 초기 다수자가 기술 (VUI)을 받아들일 수준으로 기술이 
확산되었다면, 그것보다 더 기술에 대해 열려 있는 태도를 
가졌을 혁신가 (Innovator), 그리고 초기 수용자 (Early Adopter) 
그룹은 해당 기술을 활발히 활용하고 있을 것이다. 
l 하지만, 혁신가 혹은 초기 수용자 역시 해당 기술을 일찍 
접했다 할지라도, 수용의 과정에서 지속적으로 사용 하고 있을 
것이라 단언할 수 없기 때문에 최근까지 해당 기술을 사용하고 
있는지 확인할 필요가 있을 것이다. 
l 이에 따라, 기술에 대한 수용도에 대해 사용자 층을 나누는 
기준으로 이용 빈도 (Frequency of Use)와 이용 최신성 
(Recency of Use)을 활용한다. 얼마나 활발히 기술을 
이용하는지를 알아보는 것을 통해, 기술 수용도라는 원래의 
취지에 맞는 사용자 구분을 가능케 할 것이다. 
l 즉, 이용 빈도가 높고 동시에 이용 최신성이 높은 사용자 층은 
VUI 수용 관점에서의 기술 수용도가 높은 사용자 층으로 
가정한다. 이들은 초기 수용 시기에 인입되었던 사용자일 
가능성이 높을 수 있다. 본 연구에서는 이를 Heavy User라 
지칭한다. 
l 이용 빈도가 낮거나 없고, 이용 최신성 역시 낮거나 없는 
사용자 층은 기술 수용도가 낮은 사용자 층으로 가정한다. VUI 
수용에 있어 수용 적극성이 상대적으로 낮은 초기 다수자를 
대표하는 사용자 층으로 가정해 볼 수 있다. 본 연구에서는 
이를 Light User라 지칭한다. 
                                            





이렇게 이용 빈도와 이용 최신성을 기준으로 사용자 그룹을 크게 두 
개로 나누어, 서로 다른 사용자 층이 VUI를 어떻게 사용하는지에 대해서 
알아보고자 한다. 
 
1-2-2. 연구 질문 (Research Question) 
 
본 연구는 VUI에 관련된 현재의 HCI 커뮤니티의 연구의 흐름 중, 
VUI를 활용하며 사용자들이 겪는 어려움과 관련된 연구와 그 궤를 
함께하려 한다. VUI와 관련한 기술 그리고 디자인 방법론과 그것을 
표현하는 기기 및 서비스까지 이 모든 것이 현재 완전한 성숙단계에 올라와 
있다고 볼 수 없다. 그러므로, 필연적으로 사용자가 이를 사용하며 겪는 
어려움 (Difficulties)은 존재할 수 밖에 없다. 인터페이스의 특성 상 그래픽 
기반 사용자 인터페이스 (Graphical User Interface, GUI)의 성숙도에 비해 
아직 낮은 VUI의 성숙도 역시 사용자로 하여금 GUI에 비해 더 많은, 또한 
다른 형태의 어려움을 겪게 하는 주된 요인으로 작용한다. 이러한 환경 
하에서, VUI 활용의 어려움에 초점을 맞추는 것은 현재의 기술 발전 
단계에서 의미 있다. 
 
본 연구에서는 이용 빈도와 최신성을 기준으로 구분한 두 사용자 그룹, 
Heavy User 그룹과 Light User 그룹을 대상으로 VUI 상호작용 환경에서 
다음의 내용을 알아보고 탐구해보고자 한다. 
 
1. Heavy User 그룹과 Light User 그룹은 새롭게 이용하게 되는 
VUI에 대해 어떤 어려움을 겪을 것인가? 
2. 상이한 사용자 그룹이 겪는 어려움은 어떠한 기술, 혹은 VUI 
디자인에서 기인하는가? 
3. 각각의 사용자 그룹이 VUI를 이용하며 겪게 되는 어려움에 
대처하는 방식은 무엇인가? 
4. 위 세 가지 질문을 통해 파악한 내용을 근거로, 상이한 사용자 
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그룹이 경험하는 어려움을 해결하기 위해 VUI는 어떤 방향으로 
개선될 수 있는가? 
 
본 연구는, 위 네 가지 주요 연구 질문을 해결하기 위해, 앞서 언급한 
식당 예약 음성 에이전트 AiCall을 활용한 유저 스터디 (User Study)를 
진행하고자 한다. 해당 유저 스터디에서 나온 정성적 (Quantitative), 정량적 
(Qualitative) 결과를 분석하고, 사용자의 어려움을 개선할 수 있는 VUI 
























2. 관련 연구 (Related Work) 
 
 
본 연구는, 크게 사용자 그룹 비교 연구이며 동시에 인터페이스를 
사용하며 경험하는 어려움에 대한 연구이다. 본 장에서는 먼저, 본 연구에서 
핵심적으로 다루는 상호작용 시 사용자가 겪는 어려움, 즉 대화의 관점에서 
볼 때의 소통 실패(Communication Breakdown)와 관련된 기존 연구의 
흐름에 대해 알아본다. 이를 통해, 본 연구가 해당 흐름에서 어떤 위치를 
점하는지, 그리고 기존 연구와 어떻게 차별화되는지 밝히려고 한다. 두 
번째로, Heavy User 와 Light User로 구분된 사용자 그룹에 대해 비교한 
연구들을 조사한다. 마지막으로 VUI 적용 기기 및 서비스의 변화 흐름에 
대해 알아보고, 그에 따른 연구 흐름에 대해 이해한다. 
 
2-1. 소통 실패와 복귀 전략 
 
소통 실패 (Communication Breakdown)는 VUI를 포함한 대화형 
인터페이스에서 지속적으로 주요한 주제로 다뤄지고 있다. 일반적으로 
대화에 있어 소통 실패는 대화 참여자 간 주고 받은 정보에 대한 서로 다른 
이해가 발생함을 의미한다 [3]. 실제 사람 간의 대화에서는 이러한 소통 
실패가 발생했을 때, 상호 간의 이해의 차이를 줄이기 위한 일련의 대화를 
이어나간다. 이러한 상호 이해를 회복하기 위한 과정을 대화 수정 과정 
(Repair Practice)이라 지칭한다 [35]. 대화에서의 상호 이해 회복 과정은 
패턴화 시킬 수 있으나, 결코 단순하지 않다. 사람 간의 대화에 있어서의 
소통 실패와 수정 과정을 포함한 복귀 전략은 대화 분석 (Conversation 
Analysis) 영역에서 패턴화하여 정리된 바 있다. 대화형 인터페이스를 
구성하는 기술들이 발전되면서, HCI 영역에서도 소통 실패와 복귀 전략에 
대한 다각도의 이해를 시도하는 움직임이 있다. 
 




먼저, 인터페이스 특성 관점에서 VUI를 포함한 대화형 인터페이스 
(Conversational User Interface, CUI)와 그래픽 인터페이스 (Graphical User 
Interface, GUI)를 비교하는 연구들은 대화형 인터페이스가 가진 인터페이스 
특수성에 집중한다 [14, 26]. Murad et al.은 [26] VUI는 사용자의 입력에 
대한 처리 과정의 확인 가능성이 GUI보다 떨어지기 때문에, VUI 디자인 시 
이에 중점을 두어야 한다고 말한다. Habler et al. [14] 역시 그들의 연구에서 
Voice-Only VUI 환경이 구체적이고 섬세한 과제를 수행하는 환경에서 
GUI에 비해 사용성이 낮다고 주장한다. 이들은 GUI와 VUI의 특성을 
비교하며, 소통 실패를 유발하는 대화형 인터페이스의 본질적 제약에 대해 
언급했다. 
 
조금 더 구체적으로, 음성만을 소통의 매개로 활용하는 Voice-Only 
VUI의 경우 시스템이 현재 어떤 상태인지 알기가 어렵다. 예를 들어, 
사용자가 의도한 발화가 시스템에 오류를 불러일으켰을 때, 사용자의 말을 
들었는지, 들었는데 못 알아들었는지, 또는 알아들었는데, 답변이 잘못 
매핑되었는지 정확하게 알기 어렵다. 결국 이는 사용자로 하여금 다음에 
어떻게 행동해야 하는지 결정을 어렵게 하는 경향이 있다. 이처럼 VUI 
상에서 상호작용은 소통의 실패가 생길 가능성이 높으며, 어떤 형태로 실패 
지점에서 복귀 혹은 수정 (Repair) 해야할 지 알기 어려운 상황이 발생할 
가능성이 높다. 
 
VUI와의 상호작용 시 사용자가 소통 실패를 해결할 수 있는 방법은, 
주로 대화를 통한 수정 과정 (Repair Practice)을 사용하는 것이다. HCI 
커뮤니티에서는 지속적으로 이러한 대화형 인터페이스의 소통 실패 상황에 
대한 수정 과정을 포함한 복귀 전략과 관련한 연구들을 진행해 왔다.  
 
먼저 본 연구와 밀접한 관련이 있는 VUI에 관한 소통 실패와 수정 
과정에 대한 연구들이 있다. Beneteau et al.은 [3] 그들의 연구에서 가족 
단위로 Amazon Alexa를 사용할 때 소통에 문제가 발생하는 경우 이에 대해 
사용자가 어떻게 대화를 수정하고 복귀하는지 파악했다. 해당 연구의 
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특징은 VUI의 주된 사용 맥락인 스마트 스피커, 특히 가정 내에서의 사용에 
초점을 둔다. 그들은 1:1 상호작용이 아닌, 다수 사용자와 VUI 간 
상호작용에 대해 초점을 맞추었고, 이러한 다수 사용자가 소통 실패에 대해 
어떤 복귀 전략을 취하는지 연구했다. 또한, Myers et al.은 [27] 그들의 
연구에서, 사용자가 Multi-modal 환경에서의 VUI와 어떻게 소통하고, 어떤 
사용 상의 장벽을 맞이하는지에 대해 연구를 진행했다. 해당 연구는 
사용자가 맞이하게 되는 장벽의 종류가 무엇이 있는지 알아보았고, 
사용자들의 극복 전략에 대해 탐구했다. Cheng et al.은 [4] 미취학 아동이 
VUI 상에서의 소통 실패에 대한 복귀 전략을 어떻게 펼치는지 연구했다. 
그들은 어린이들이 복귀 전략을 사용하는 특징에 대해 비교적 다각도로 
조사했다. 또한 Beneteau et al.의 연구와 유사하게 이 연구도 다수가 함께 
복귀 전략을 사용할 때의 특징에 대해 연구했다. 구체적으로 어린이와 
VUI가 1:1로 상호작용 할 때 발생하는 소통 실패에 대응하는 상황과, 
부모와 함께 있을 때의 복귀 전략 방식의 차이 등도 조사했다. 
 
위 연구에서처럼 소통 실패와 복귀 전략을 연구의 중심 주제로 
선정하지 않은 경우에도, 소통 실패는 VUI 연구에서 기본적으로 다뤄진다. 
먼저 Luger et al.은 [23] 그들의 연구에서, 사용자들이 에이전트에 대해 
기대하는 바가 실제적인 소통 실패를 경험한 이후 어떻게 변해가는지 
다루었다. 결국 사용자 기대감에 변화를 이끄는 주 요인은 소통 실패라는 
주제와 깊이 연관되어 있음을 이 연구 결과를 통해 알 수 있다. Porcheron 
et al.은 [29] Amazon Alexa를 사용하는 가족들을 대상으로 한 연구에서 
그들의 일상 속에서 Alexa가 어떤 역할을 하는지 다루었다. Alexa와의 
상호작용에서 에이전트가 실패하는 경우, 가족들이 어떻게 복귀 전략을 
전개하는지에 대한 양상을 통해, VUI 상에서의 에이전트 발화 또는 
상호작용에 대한 제언을 한다. Clark et al.은 [6] 소통 실패와 복귀 전략을 
다루는 것에서 더 나아가, 잦은 소통 실패는 현재 대화형 인터페이스와의 
상호작용에서 필연적인 상황임을 가정한다. 이러한 가정 하에서, 사용자가 
사람과의 대화처럼 복귀 전략을 펼치지 않을 수 있도록 시스템이 사용자를 
안내해줄 필요가 있음을 제안한다. 이처럼 VUI를 대상으로 한 여러 유저 
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스터디에서 소통 실패는 중요한 주제 중 하나로 다뤄지고 있다. 
 
2-1-2. 챗 인터페이스 상에서의 소통 실패와 복귀 전략 
 
대화형 인터페이스 중, 챗봇 (Chatbot)으로 불리는 챗 인터페이스 
(Chat Interface) 상의 소통 실패와 복귀 전략에 대한 연구도 지속적으로 
진행되고 있다. 챗 인터페이스는 대화를 통해 상호작용이 일어나는 
인터페이스라는 점에서 VUI와 공통점이 있다. 동시에 GUI의 인터페이스 
상의 장점도 수용할 수 있다는 점에서 챗 인터페이스는 VUI와 차별점을 
지닌다. 공통점과 차이점이 존재함에도 불구하고, 챗 인터페이스의 소통 
실패와 복귀 전략에 대한 이해는 VUI의 그것에 대한 이해 및 적용에 
도움이 될 수 있다. 
 
챗 인터페이스에서 발생할 수 있는 소통 실패의 형태는 VUI에서의 
그것과 유사하다. 하지만, 복귀 전략에 있어서는 GUI 상에서 선택할 수 
있는 다른 부가적인 요소들, 이를테면 버튼 형태의 객관식 항목이나, 하이퍼 
링크 등을 활용한다는 측면에서 VUI와 차이점이 있다. Ashktorab et al.은 [1] 
그들의 연구에서 챗 인터페이스에서 소통 실패에 대한 다양한 복귀 전략에 
대해 비교 연구했다. 대화형 인터페이스의 장점 뿐 아니라, GUI의 장점을 
활용한 방향으로 소통 실패를 표현하고, 복귀 전략을 다양화할 수 있다는 
점은 챗 인터페이스의 특성 덕분에 가능하다. Folstad et al.은 [12] 그들의 
연구에서 실제 운용되고 있는 챗봇 서비스에서 발생하는 소통 실패와 
관련된 문제들과 복귀 전략에 대해 다루었다. 소통 실패를 해결하기 위해 
화면 상에서 사용자가 선택할 수 있는 ‘대화 제안’ 기능을 적용했을 때, 
어떤 효과가 실제로 있는지 알아보았다. 그 결과 ‘대화 제안’ 기능이 소통 
실패가 확장되는 것을 방지함을 확인했다. 챗 인터페이스의 복귀 전략에 
관련한 연구는 GUI의 특징을 반영하는 경우가 많다. VUI가 가진 음성 
중심의 상호작용에서는 위와 같은 복귀에 대한 전략적 방안을 적용하기 




챗 인터페이스에서 발생하는 소통 실패의 기술적 원인은 VUI의 
그것보다 비교적 단순하다. VUI의 경우, 사용자의 음성 입력을 1차적으로 
처리하는 음성 인식 (ASR)부터 에러가 발생할 수 있다. 또한 VUI에서는 
음성 합성 (TTS)을 통해 전달되는 에이전트의 목소리 또한 소통 실패의 
원인이 될 수 있다. 하지만, 챗 인터페이스의 경우 비교적 정확하게 사용자 
입력을 받아들일 수 있고, 시각으로 확인 가능한 자연어 발화를 통해 
에이전트의 의도를 전달하는 경우라면, 시스템 출력과 관련한 오류 가능성 
역시 적다. 이러한 이유로, 챗 인터페이스의 오류 상황에 대한 기술적인 
이해와 발전 방안에 대한 논의 역시 자연어 이해 (NLU)와 대화 운영 (DM) 
영역에 집중되는 경향이 크다 [34, 42]. 하지만 VUI에서 발생하는 소통 
실패와 관련된 기술적 요소는 이것보다 다양하며, 사용자 측면에서 
실패라고 느끼게 되는 요소 역시 복합적이다. 이러한 의미에서 VUI에 대한 
소통 실패와 그에 대한 사용자의 복귀 전략에 대해 알아보는 것은 
기술적으로 보았을 때 VUI가 사람과의 소통과 유사한 내츄럴 인터페이스 
(Natural Interface)로 발전하는 데에 도움을 줄 것이다. 이는 사용자 
관점에서, 직관적 인터페이스로서의 VUI의 효용을 높여줄 수 있다. 
 
본 연구는, VUI에서 발생하는 소통 실패에 대해 다룬다는 점에서 위의 
연구와 맥락을 같이한다. 하지만 차이점은 사용자 그룹을 분리한 비교 
연구라는 점에 있다. 상이한 사용자 그룹이 VUI를 사용하면서 맞닥뜨리게 
될 어려움에 대해 이해하는 것을 너머, 각 사용자 그룹이 보고한 
어려움에는 어떤 차이가 있고, 무엇을 유의미한 차이로 볼 수 있는지 
밝혀낸다. 나아가, 이들이 어려움을 극복해나가는 과정에서 어떤 형태의 
반응, 태도 혹은 전략을 취하는지 알아보고, 이러한 사용자의 특징을 감안할 
때 VUI가 고려해야 할 것은 무엇인지 알아본다. VUI에 관한 주요 연구 
주제인 소통 실패에 대한 큰 맥락을 함께 가져가되, 사용자 그룹을 





2-2. Heavy User와 Light User 사용자 그룹 비교 연구 
 
Heavy User와 Light User의 비교는 사용자 행동 패턴 분석을 통해 논의 
주제나 결과를 도출하는 연구에 주로 활용된다 [10, 11, 28]. 이러한 비교 
연구의 목적은 일반적으로 사용자 (또는 소비자)를 깊이 이해하고, 그들에게 
적합한 제안, 처치나 기여를 하기 위함이다. Heavy User와 Light User의 
비교를 활발히 이용하는 분야 중에는 중독적 성향에 대한 심리적 치료에 
대한 분야 [11, 37], 그리고 소비 패턴 분석에 활용하기 위한 마케팅 및 
경영학 분야 [13, 36]등이 있다. 
 
HCI 연구에서도 Heavy User와 Light User를 나누어 사용자를 이해하는 
형태의 연구들이 있다 [31, 38]. Shim et al. 은 [31] 자신들의 연구에서 기술 
수용 모형 (Technology Acceptance Model, TAM)에 [20] 근거하여 모바일 
앱을 사용하는 사용자 그룹 별 동인이 어떻게 다른지 분석한 바 있다. 
Verkasalo et al. 역시 [38] 그들의 연구에서 기술 수용 모형을 사용하여 
사용자들이 해당 스마트폰 어플리케이션을 사용하게 만드는 동인과 
방해하는 요인에 대해 연구한 바 있다. Drabble 은 [10] 자신의 연구에서 
사회 관계망 서비스 (Social Networking Service, SNS)의 Heavy User와 
Light User를 나누고 이들의 부가적인 SNS 사용이 실제 교육에 어느 정도 
영향을 끼치는지 연구한 바 있다. 
 
이렇게 보았을 때, Heavy User와 Light User를 나누어 비교하는 연구의 
흐름은 크게 둘로 나누어 볼 수 있다. 그 하나는, 그들이 왜 Heavy User 
혹은 Light User가 되었는지 이해하는 것이다. 기술 수용 모델을 활용한 각 
사용자 그룹에 대한 이해는, 기술에 대한 그들의 긍정적이거나 부정적인 
동인을 이해하는 데에 초점을 맞춘다. 특히 중독 치료 연구에서 역시 
그들이 왜 Heavy User가 되었는지 혹은 Light User가 되었는지에 집중한다 
[39]. 또 하나의 흐름은 분류된 사용자 그룹의 표현된 행동 자체를 이해하고 




본 연구는 위에서 기 분류된 상이한 사용자 그룹의 행동 패턴을 
이해하는 것을 그 목적으로 한다. VUI 상에서의 Heavy User와 Light User를 
나누는 기존 저서의 분류 기준을 근거로 [7] 이들이 VUI를 이용하는 행동 
패턴의 차이에 대한 이해를 하는 것이 본 연구의 주된 목적이다. 이러한 
사용자에 대한 이해는 VUI 기술 관점에서의 개선 사항을 도출에 필요한 
논의를 이끌어나가는 데 주요한 역할을 할 수 있을 것이다. 
 
2-3. VUI 적용 기술 및 제품 그리고 서비스의 발전 흐름 
 
음성 인식 (ASR), 음성 합성 (TTS) 등의 음성 관련 기반 기술은 
20세기 초반부터 연구되기 시작했지만,  20세기 중반이 지나서야 그 
실용성을 갖추기 시작하며 세상에 소개되었다. 1952년, Bell Labs의 
Audrey라는 Speech Recognizer를 시작으로, 음성 관련 기반 기술은 꾸준히 
발전을 거듭해왔다. 기술의 성능과 비용의 효율화가 지속해서 이뤄지면서, 
20세기 후반 음성 관련 기반 기술은 일반인들에게 제공 가능한 VUI의 
형태로 세상에 본격적으로 선보이게 되었다 [24]. 
 
2-3-1. 대화식 음성 응답 (Interactive Voice Response, IVR) 
 
VUI가 세계적으로 활발하게 사용되기 시작한 시점은, 2000년대부터라고 
할 수 있다. 국내에서는, 본격적으로 적용되었다고 볼 수 없지만, 
해외에서는 대화식 음성 응답 (Interactive Voice Response, IVR)이 
본격적으로 산업계에서 활용되기 시작하였다. IVR은 음성 인식 기술과 이중 
톤 다중 주파수 (Dual Tone Multiple Frequency, DTMF)요소를 활용한 
기술이자 인터페이스이며, 전화 통화 맥락에서 활용되었다.④ 주로 전문적인 
전화 응대나 상담이 필요한 영역에 IVR을 활용한 서비스가 많이 
적용되었으며, 주로 금융, 여행, 문화 산업 등에서 활용되었다. 
 
IVR 기술은 전화 응대가 필요한 산업 영역에서 제한적이지만 




지속적으로 활용되고 있으나, 사람들은 IVR의 음성을 통한 상호작용 (Voice 
Interaction)은 불편한 것으로 인지하고 있다. 그 이유는 과거의 불편한 사용 
경험이 축적되었기 때문이다. IVR을 도입한 산업계는 서비스 상 정확한 
목적성이 있는, 목적 지향 대화를 기본으로 한다. 즉, 단순하고 제한된 
형태의 대화 흐름만이 용인되는 것이다. 이에 더해 과거 음성 관련 기술의 
제한적 발전 상황은 정의된 전화 흐름 (Call Flow)을 벗어나는 사용자의 
발화를 인식하고 처리하지 못하는 제약이 있었다. 
 
위와 같은 서비스 목적 상, 그리고 기술 상의 제약을 벗어나기 위해, 
전화 맥락에서의 VUI 디자인에 대한 다양한 연구가 진행되었고 관련 저서 
등이 출판되었다. Clark et al.의 조사 연구에 따르면 [5], IVR에 대한 사용 
경험을 중심적으로 연구한 몇몇 연구가 있고, 주로 앞서 언급한 IVR의 
활발한 적용 시기였던 2000년대에 진행되었다. Wolters et al.은 [41] 인지 
부하 중 Working Memory Load 관점에서 연구를 진행했다. 전화 통화 
맥락이 사용자의 음성 상호작용에만 의존하는 특성을 이해하고, 전화의 
목적을 달성하는 과정에서 인지 부하가 어떤 영향을 주는지 파악했다. 
Wilkie et al.은 [40] 전화 통화 중 사용자에게 정보를 제공하는 방식을 
탐구하는 측면에서 연구를 진행했다. 어떤 형태의 정보 제공 방식이 
사용자에게 더 효용이 있는지를 살펴본 연구였다. 이와 같은 연구들은 
실제로 제한된 형태의 상호작용만이 가능한 IVR 환경 하의 VUI에서 사용 
경험을 높이고자 하는 측면에서 진행되었다고 볼 수 있다. 
 
또한 IVR이 활발하게 적용되었던 시기에, VUI에 대해 전반적인 
가이드라인 및 매뉴얼을 제공하고자 했던 여러 저서 등이 출판되었다. 
Cohen et al. 은 [7] IVR 환경의 VUI를 디자인하기 위해 고려할 여러 사항에 
대해서 정리하였다. 주지할 점은, 이 때의 VUI 디자인 가이드라인은 현재의 
VUI 디자인에서도 충분히 유효하게 적용할 수 있다는 점이다. 물론, 음성 
인식 성능 및 NLU 성능의 향상을 위해 Grammar를 정교하게 
구성한다거나, 음성 합성의 제약을 보완하기 위해 녹음을 하는 방식 등을 
소개하는 것을 보았을 때, 현재의 기술에서는 고려하지 않아도 될 내용이 
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포함되어 있는 것은 맞다. 하지만 그럼에도 불구하고, 아직도 디자인 
측면에서 고려해야 할 사항이 요점 별로 정리되어 있다. 또한, Harris 역시 
VUI를 디자인하기 위해 고려해야 할 여러 사항과 디자인 프로세스를 
정리해 놓은 저서를 출판하였고 [16], 현재 새로운 VUI 시대가 진행되는 
상황에서도 그 디자인 프로세스나 업무 방향성은 여전히 유효하다. 
 
과거 VUI가 전화 통화 맥락인 IVR 기술 하에서 제한적으로 사용되던 
시대에도, 사용자와의 상호작용을 보완하기 위해 고려할 사항들은 많았다. 
오히려 기술적 제약이 현재보다 분명히 존재하던 시기였기 때문에, 
상호작용에 대한 디자인에 더욱 신경을 써야했을 수 있다. 음성 관련 
기술이 비약적으로 발달되고, 관련하여 적용할 수 있는 서비스 또는 기기의 
범위 역시 아주 많이 늘어난 최근에도 과거의 연구 방향성과 가이드 혹은 
매뉴얼은 유효하다. 
 
2-3-2. 스마트 디바이스의 VUI  
 
최근, VUI는 스마트 디바이스의 등장과 함께 다시 한 번 확산되는 
시기를 맞고 있다. 2011년 Apple의 Siri가 iPhone에 탑재되면서, 지능형 
가상 비서 (Intelligent Personal Assistant, IPA)의 시대가 본격적으로 
도래했다. 사용자는 Siri에게 음성 명령을 내림으로써 스마트폰 내의 간단한 
태스크를 수행할 수 있고, 음성 피드백 혹은 화면을 통한 피드백을 받을 수 
있다. IVR의 확산에 따른 2000년대의 양상과 차이가 나는 점은, 
스마트폰이라는 개인 기기에 탑재된 VUI가 각 개인의 가상 비서 역할을 
했다는 점이다. 실제로, IPA는 과거의 목적 지향적인 대화 뿐 아니라, 다양한 
형태의 음성 상호작용을 커버해야 하고 나아가 일상 대화까지 일부 
소화하는 면모를 보여야 했다. 이와 같은 VUI의 확산은 IPA에 초점을 맞춘 
HCI 커뮤니티의 연구가 진행되는 환경적 토대를 만들었다. Luger et al.은 
스마트폰에 탑재된 VUI, 대화형 에이전트에 대한 사용자의 기대감과 현실 
사이의 괴리에 대해 연구를 진행했다 [23]. 해당 연구는, 사용자들이 
스마트폰에서 활용 가능한 대화형 에이전트에 대해 탐색적 일상 대화를 
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통해 단순한 인터페이스 이상의 추상적 기대감과 의인화를 진행하는 경향이 
있음을 보여주었다. 
 
또한, 2014년 11월 Amazon의 Echo라는 스마트 스피커가 출시되며, 
VUI는 개인용 스마트 디바이스에서, 활용 공간의 개념적 확장을 이뤄냈다. 
주로 개인 주거 공간에 비치된 스마트 스피커의 사용 맥락이 확대되었다. 
스마트폰의 VUI가 주로 개인과의 1:1 대화 혹은 기능 수행에 초점이 
맞추어져 있다면, 스마트 스피커의 VUI는 다수의 사용자와 대화하거나 
복수의 사용자 이용 맥락에서 기능을 수행하는 것도 고려되어야 했다. 
스마트 스피커가 등장한 초기, 이와 관련한 연구는, 스마트폰의 VUI, 즉 
지능형 개인 비서와의 상호작용과 의인화에 대한 맥락을 이어가는 경우가 
있었다. Purington et al.은 [30] Amazon의 스마트 스피커 Echo와 가상 비서 
Alexa의 사용 리뷰를 활용해서, 사용자들이 해당 기기에 대해서, 구체적으로 
Alexa라는 가상 비서에 대해서 어떻게 인지하고 있는지에 대해 분석하였다. 
Lopatovska & Williams도 [22] 이와 유사하게 유저 스터디를 수행하고, 
참여자로부터 Amazon Alexa에 대해서 어떤 감정을 느끼게 되는지, 그리고 
그 이유가 되는 상호작용 배경은 무엇인지 연구하였다. VUI가 목소리로 
소통하는 인터페이스, 나아가 목소리를 가진 인터페이스라는 특징은 
사용자로 하여금 VUI에 대한 의인화를 시킬 가능성을 가지고 있었다. 이런 
인터페이스의 특징에, 발전된 인공 지능 기술과 스마트 디바이스 상에서의 
다양한 적용 영역이 만나게 되면서, VUI는 의인화된 지능적 개체로 
인지되기 시작했다. 
 
2-3-3. AiCall의 기술 및 적용 영역 상의 위치 
 
AiCall은 전화 상의 VUI로, IVR 기술 영역과 많은 부분 겹쳐 있다. 
그러나, 과거 IVR이 기술 상의 이유로, 단순하고 제한적인 전화 흐름만을 
다루었던 반면, AiCall은 발전된 인공 지능 기술로 과거의 제한적 요소를 
해소하고자 했다. AiCall을 활용한 본 연구를 통해 전화 상의 VUI와 
사용자가 어떻게 상호작용하는지 알아볼 수 있다. 발전된 기술로 재정비된 
 
 17 
전화 상의 VUI라 할지라도, 전화 환경이라는 특수성이 사용자에게 미치는 
영향이 있는지 역시 확인할 수 있다. 특히 본 연구의 주제인 사용자의 
어려움, 즉 소통 실패에 전화 환경이라는 특수성이 영향을 미치는지에 대해 





























3. 연구 방법 (Methodology) 
 
 
본 연구는, 식당 예약 전화 에이전트 AiCall을 활용해, 서로 다른 
사용자 그룹이 VUI를 활용할 때 겪는 어려움을 파악한다. 그리고 그들이 
어떻게 해당 어려움에 반응하고 대응하는지 확인한다. 이를 통해, VUI 기술 
요소의 개선 방향성 및 디자인 개선 방향성에 대해 논의한다. 이를 위해 
식당 예약 전화 에이전트 AiCall이 어떻게 디자인, 개발 그리고 제작의 





AiCall은 식당 예약 전화 에이전트이다. 사용자는 AI 상담원과의 
통화를 통해, 식사를 예약할 수 있고, 예약 정보를 조회 또는 변경할 수 
있으며 취소할 수 있다. 또한, 전화를 통해 간단한 질문 (Frequently Asked 
Question, FAQ)에 대한 답변도 들을 수 있다. 현재 시점 기준으로 아웃백 
스테이크하우스 미금점에 실제 적용되어 있으며, 아래 홈페이지 ⑤  에서도 
가상 아웃백 스테이크하우스 미금점 형태로 체험해볼 수 있다. 
 
3-1-1. AiCall 시스템의 구성 
 
AiCall은 VUI를 전화 환경에 구축한 제품이다. 시스템 구성의 개념도는 
다음과 같다 (그림 1 참조). 





그림 1. AiCall의 구조 (업무 상의 비밀 유지를 위해 개념도로 표현) 
먼저, 사용자가 AiCall에 전화를 하면, 지역 전화 사업자와 Clova 
인터페이스의 통신을 통해 사용자는 대화형 에이전트와 상호작용을 시작할 
수 있다. 사용자의 음성은 Clova의 음성 인식을 통해 텍스트로 이루어진 
결과로 나오며, 해당 결과는 자연어 이해를 위한 입력값이 된다. 자연어 
이해 모델은 이 입력값을 사용자 인텐트 형태로 출력하며, 해당 값은 
Dialog Manager에 입력값으로 작용하며, 기 정의된 운영 방식을 통해 
대화가 운영된다. 이렇게 결정된 대화의 결과값은 텍스트 형태로 음성 
합성을 통해 출력된다. 즉, 대화형 에이전트가 정의된 발화를 출력하는 
방식이다. 
 
Dialog Manager는 기 정의된 대화의 정책적인 요소 역시 관리하는데, 
그 중 서비스 주체인 Glace CIC, 즉 식당 예약 도메인을 관리하는 사업자와 
API 단위의 통신을 통해 정보를 수렴하고 정책에 따른 결과를 출력한다. 이 
때, 식당 예약 도메인 관리자의 정보값에 따라, 대화형 에이전트의 서비스 
커버리지가 달라질 수 있다. 
 
대화형 시스템, 나아가 VUI가 서비스 영역에 적용되어 시스템이 
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구성되는 데에는 다양한 기술, 혹은 서비스 단위들이 결합되어야 한다. 그 
중, 본 연구에서는 대화형 시스템 본연의 디자인과 개발에 대해서 조금 더 
상세히 소개하고자 한다. 
 
3-1-2. AiCall 대화 디자인 
 
AiCall의 대화 디자인은 대화 분석 (Conversation Analysis, CA)이라는 
학문 분야를 기반으로 삼아 설계되었다. 실제로 인간 – 인간 대화의 
방향성이 HCI 영역에서 다루는 인간 – 기계의 대화와는 다를 수 있다. 
대화 분석에서 정리된 결과를 활용하지만, 그것을 재해석하는 과정이 
반드시 필요하다. 또한, 재해석하는 과정에서 사용자로 하여금, 자연스러운 
대화가 일어난다는 사용 경험을 주기 위한 방법에도 초점을 맞추어 디자인, 
크게는 설계 작업에 대한 진행이 필요하다. 본 연구에서는 그 개략적인 
방향성을 언급하고자 한다. 
 
3-1-2-1. TSAT (Turn - Sequence – Activity – Task) 
 
AiCall 대화 설계의 근간은 TSAT 프레임워크에 기반하고 있다. TSAT 
프레임워크는 Conversation Analysis 학문 분야의 대화에 대한 기초 단위 
구분에 근거하여 [25] Clova AI DUET 팀 내부에서 자체 설계되었다. 
TSAT는 그 순서대로 Turn, Sequence, Activity 그리고 Task를 말한다. 
디자인의 단위를 가장 작은 것부터 가장 큰 것까지 범주화시킨 것이라 볼 
수 있다. VUI, 크게는 대화형 유저 인터페이스 (Conversational User 
Interface, CUI)의 대화 설계는 Turn단위의 설계에만 신경을 쓰는 경우가 
많다. 즉, User turn 그리고 System turn의 나열로 대화를 만들어내는 
방향성을 가지고 있다는 것이다. 하지만, 대화는 대화 참여자 간 발생하는 
쌍방향 의사 소통이 겉으로 드러나는 현상이며 이 의사 소통 과정에서 대화 
디자인, 혹은 더 큰 개념으로, 설계자가 예측한 하나의 대화 흐름 (Flow)이 




TSAT 프레임워크는 이러한 단선적인 대화 흐름 설계에서 기본적으로 
벗어나 있다. Turn의 연결은 곧, Sequence라는 더 큰 단위로 결합된다. 
Sequence는 하나의 System turn과 하나의 User turn을 결합한 단위이며, 이 
단위는 대화 설계의 중심축이 된다. 즉 Sequence 단위들의 결합으로 최소 
단위의 대화라고 볼 수 있는 결과물이 만들어질 수 있는 것이다. AiCall 
아웃백 스테이크하우스점 제품의 대화를 Sequence 단위로 나눠보면 다음과 
같다. 
 
S1: 언제로 예약 도와드릴까요? 
U1: 내일 저녁 8시에 가려고 하는데요. 
S2: 혹시 몇 분이서 오시나요? 
U2: 4명이서 가려구요. 
 
위 대화에서 S는 System 발화를 의미하고, U는 User 발화를 의미한다. S1 – 
U1을 하나의 Sequence로 이해할 수 있으며, S2 – U2를 또 하나의 
Sequence로 이해할 수 있다. 이렇게 Sequence를 기준으로 대화가 진행되는 
것을 확인할 수 있다 
 
Activity의 개념은 대화 분석의 Conversational Activity의 의미를 
차용하여 대화 설계에 적용하였다. 기본적으로 Activity의 개념은 인간 – 
기계 대화에서 명명하는 하나의 카테고리인 목적 지향형 대화에서 유효하게 
활용될 수 있다. 뚜렷한 목적이 있는 서비스 상황에서 활용될 수 있는 
개념으로, 대화형 에이전트가 질문의 주도권을 가지며, 사용자가 목표한 
바를 이뤄나갈 수 있도록 이끌어나가는 형태를 취한다. 이런 경우, 
에이전트가 사용자에게 질문을 진행하고, 필요한 정보를 사용자로부터 
얻어내 대화 참여자 (에이전트 - 사용자) 모두가 가진 목적을 이뤄내는 
것을 목표로 한다. 기본적으로 대화의 흐름이 존재하게 되는데, 이 때 
유용하게 쓸 수 있는 개념이 Activity이다. 
 
Activity는 Sequence 단위를 포함하는 상위 개념으로, 하나의 완결된, 
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최소한의 목표한 바를 담을 수 있는 개념적 단위이다. 즉, 대화를 통해 
하나의 완결된 활동을 할 때 고려해야 할 대화 설계 요소를 포함한 것을 
Activity 단위라고 할 수 있으며, AiCall 아웃백 스테이크하우스점은 








Opening은 전화 대화의 시작점으로 인사를 진행하고, 사용자의 발화를 
유도한다. Scheduling은 식당을 대상으로 전화 예약을 진행하기 위한 기본 
정보를 대화형 에이전트가 받아나가는 과정이 디자인되어 있다. 즉, 날짜, 
인원 및 시간 등 예약에 필요한 정보를 받는 Activity다. Availability 
Check는 실제로 고객이 제공한 정보를 매장에 전달한 경우, 매장이 이것을 
처리할 수 있는지에 대한 확인과 관련된 과정, 그리고 다른 일정에 대한 
제안 과정이 포함된 Activity다. Confirmation은 사용자가 원하는 일자에 
예약이 가능한 경우, 그 확정 과정을 포함하며, Closing은 상호 간의 합의 
과정을 통해 전화를 종료하는 흐름이 설계가 되어 있는 Activity다. 이 
밖에도, AiCall은 위 흐름을 가능하게 하기 위한 여러 부가적인 Activity 
단위가 동시에 존재하고 있다.  
 
마지막으로, Task는 TSAT 프레임워크의 가장 상위의 개념적 단위이다. 
사용자가 전화를 거는 상위 목적이 Task가 다루는 범위이다. 위의 다섯 
가지 Activity는 신규 예약이라는 상위 Task의 세부 Activity들이다. AiCall은 
기본적으로 이 외에도 다양한 Task를 가지고 있다. Task의 종류는 다음과 
같다. 
 
l RM (Reservation Make) 
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l RCG (Reservation Change) 
l RCK (Reservation Check) 
l RCL (Reservation Cancel) 
l FAQ (Frequently Asked Question) 
 
이와 같이 Task가 개념적으로 구성되어 있으며, 각 Task 내에는 복수의 
Activity들이 포함되어 있다. 이로써 TSAT 프레임워크는 AiCall 전체 
대화를 구성하는 핵심 요소로 적용되어 있다. (그림 2 확인) 
 
 
그림 2. TSAT 프레임워크의 관계적 개념도 
 
TSAT 프레임워크는 위와 같이 복잡한 형태의 대화를 디자인하기에 
용이하도록 파편화된 대화 단위를 그룹핑하는 데에 유용하다. 하지만 위 
프레임워크로 작업을 진행할 때 그룹핑되어 있는 단위 사이를 대화가 
이동하게 되는 경우 발생할 수 있는 Verbosity는 결과적인 문제를 야기할 
가능성은 존재한다. 
 
3-1-3. AiCall 에이전트 페르소나 디자인 
 
AiCall의 페르소나 (System Persona)는 캐주얼 레스토랑, 혹은 패밀리 
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레스토랑의 점원을 대신할 수 있는 가상 에이전트를 염두에 두고 
디자인되었다. 페르소나 디자인의 목표는 매장에서 일상적으로 들을 수 
있는 언어를 사용하며 친절한 목소리로 응대하는 에이전트를 만드는 
것이었다. 이를 위해서는, 해당 레스토랑의 다양한 지점의 고객 응대 통화 
데이터를 통해, 응대의 우수 사례를 조사하고, 이를 적용할 필요성이 있었다. 
이와 같은 목적으로 해당 작업을 특정 기간 동안 진행했다. (2019년 5월 초 
~ 6월 초, 1달 간) 
 
VUI 상의 에이전트 페르소나 디자인의 핵심 요소인 목소리와 언어 
스타일은 음성 합성 화자의 특질과도 깊은 연관이 있다. IVR을 중심으로 한 
VUI의 1차적 활황기에는 오히려 제품 별, 혹은 서비스 별 특징에 따라 성우 
녹음 스타일을 가이드하는 업무가 중요했다. 물론, 친절한 대화형 
에이전트라는 이미지가 지배적으로 통용되었기에, 큰 틀을 벗어나지 
못했지만, VUI 디자이너의 업무 영역에 녹음 스타일 가이드는 중요한 
부분을 차지했다. 현재의 VUI 확산기는 스마트 기기에서 활용되는 대표 
목소리가 중심이 되는 현상이 나타나고 있어, 오히려 섬세한 목소리의 
디자인이 어려워지고 있다. 그럼에도 불구하고, AiCall 페르소나 디자인은 
젊은 레스토랑 점원의 친절한 목소리와 매칭할 수 있는 여러 화자 후보를 
고르고, 그 중 적합한 화자를 찾아 녹음 스타일을 가이드하는 과정을 
거쳤다. 특수 목적의 음성 합성 화자이기 때문에, 많은 시간을 녹음에 
할애할 수 없었으나, Clova Voice 팀의 음성 합성 기술을 활용해 적은 
시간으로도 고품질의 합성음을 만들어낼 수 있었다 [32].⑥ 
 
에이전트의 언어 활용 특징은 간접 높임법을 사용한다는 것이다. 
서비스 직군에 있는 응대원들의 특이사항이라고 할 수 있는 높임법의 과한 
사용은 사회적인 문제로까지 인식되고 있다. ⑦  하지만, 역으로 기본적인 
높임법에 대한 이해 부족으로, 간접 높임을 정확히 구사하는 경우에도 






높임법의 잘못된 사용이라고 생각하는 경향도 있다. 실제로, 간접 높임의 
정확한 사용은 언어 사용에 있어 고객 응대의 질을 높여주는 역할을 한다. 
AiCall의 에이전트는 간접 높임의 활용을 통해, 사용자로 하여금 매장에서 
서비스 응대하는 직원과 소통할 때의 느낌을 불러 일으키도록, 즉 사용자의 
멘탈 모델 (Mental model)을 활용할 수 있는 방향으로 디자인되었다. 
 
3-1-4. AiCall 데이터 구축 및 자연어 이해 
 
AiCall은 자연어 이해 (Natural Language Understanding, NLU)의 성능 
향상을 위해 자연어 데이터 구축에 노력을 기울였다. 182개의 User intent를 
정의하고, 자연어 데이터를 모아 레이블링을 하는 과정을 거쳤다. 구축된 
User Intent의 카테고리는 크게, 12가지이다. 12가지의 카테고리는 식당 예약, 
특히 캐주얼 레스토랑 사용 상황에 적합한 형태를 추린 것이다. 각 
카테고리 내에 정의된 서비스 요구 사항 뿐 아니라 대화의 진행 상황을 
고려하여 구축된 User Intent 역시 존재한다. 
 
자연어 이해는 BERT (Bidirectional Encoder Representation from 
Transformer, BERT) 모델을 Pre-trained하여 활용했다 [9]. 모델의 pre-
train 방식으로 일반적인 대화 데이터 뿐 아니라, 유사한 질문 답변 영역의 
다양한 데이터 역시 활용했다. 또한, 대화 맥락의 정확한 추론을 위해서, 
학습을 위한 데이터의 구조를 다양화하고, 하이퍼 파라미터를 조정하는 
과정을 거쳐 맥락을 이해한 답변이 가능하도록 했다. 또한, 음성 인식 
결과를 활용한 데이터 학습을 통해 성능 향상에 기여하도록 했다.⑧ 
 
3-1-5. AiCall 전화 환경 음성 인식 
 
AiCall은 음성 인식 (Automatic Speech Recognition, ASR)에 있어, 
전화망 음성 인식을 기본으로 하였다. 전화망 음성 인식은, 인터넷 망을 
활용한 음성 인식에 비해, 낮은 샘플링 레이트 (Sampling Rate)를 활용한 
                                            
⑧ 자세한 내용은 보안 상의 이유로 밝히지 못함에 양해를 구함. 
 
 26 
결과물을 음성 인식에 사용해야 한다. 8000Hz 샘플링 레이트는 인식 품질에 
영향을 미칠 수 있으나, Clova Speech 팀의 기술력은 이러한 상황을 
극복해내고, 높은 품질의 음성 인식 성능을 제공하였다.⑨ 전화 환경은 이런 
기본적인 샘플링 레이트 문제 뿐 아니라, 고려해야 할 사항이 많다. 특히 
주변 소음에 강건한 음성 인식이 가능하기 위한 고민이 많이 필요하다. 
통화를 하는 환경은 조용한 실내, 소음이 있는 실내, 조용한 실외 그리고 
소음이 있는 실외 등 다양할 수 있다. 이러한 모든 환경에서도 안정적인 
결과를 낼 수 있어야 한다는 점에서, 도전적인 과제임은 분명하다. 이러한 
문제를 완벽히 풀어냈다고 볼 수는 없지만, 계속적으로 풀어나가고 있고, 
음성 인식 결과만으로 문제를 해결해나가는 관점을 넘어, 자연어 이해 
모델과 결부한 다양한 방법적인 고민을 통해 문제를 풀어 나가고 있다. 
 
3-2. User Study 
 
VUI의 수용도 관점으로 사용자 층을 Heavy User, Light User로 
구분하고, 이들이 어떤 어려움을 겪고 그것에 반응 혹은 대응하는지 
알아보기 위해 60명의 사용자를 대상으로 유저 스터디를 수행했다.  
 
3-2-1. 참여자 (Participants) 
 
VUI의 수용도 관점에서 사용자 층을 Heavy User 와 Light User로 
구분하는 기준을 잡는 것은 본 연구에서 중요하다. VUI 참고 문헌의 기준을 
활용해 [16] 참여자 군을 선별하기 위한 Pre-screening 설문을 준비했다. 
참여자 군의 선별 기준은 다음과 같다. (표 1 참조) 
 
표 1. Heavy User와 Light User 구분 기준 
사용자 그룹 Frequency of Use Recency of Use 
Heavy User 월 3회 초과 최근 1주일 이내 사용 




Light User 월 2회 미만 최근 1달 이내 미사용 
 
위 기준을 만족하는 사용자 집단을 선별하기 위해서는 설문에 참여하는 
사람이 조금 더 이해하기 쉬운 기준으로 풀어 설문 보기를 작성할 필요가 
있었다. 실제 해당 설문 항목의 보기 기준은 다음과 같다. 
 
l C1. 나는 어떤 형태의 VUI든 매일 사용하고 있다. 
l C2. 나는 어떤 형태의 VUI든 1주일에 1~2회 이상 사용하고 
있다. 
l C3. 나는 어떤 형태의 VUI든 1달에 1~2회 가량 사용하고 
있다. 
l C4. 나는 어떤 형태의 VUI든 평균적으로 1달에 1번 이하로 
사용하고 있다. 
l C5. 나는 VUI를 사용해 보았으나, 언제 사용했는지 기억나지 
않는다. 
l C6. 나는 VUI를 사용한 경험이 없다. 
 
위 6개의 카테고리로 사용자 군을 다음과 같이 나누게 되었다. (표 2 
참조) 
 
표 2. 기술 수용도에 따른 사용자 그룹핑 
사용자 그룹 카테고리  
Heavy C1, C2 
Intermediate C3 
Light C4, C5, C6 
 
위 표를 기준으로 Heavy User와 Light User에 해당하는 참여자 각 30명 
씩 총 60명의 참가자를 모집하였다. 각 사용자 그룹을 기준으로, 참가자의 




표 3. 참여자 정보 
사용자 그룹 
나이 성별 
평균 표준편차 여 남 
Heavy 34.27 6.41 11 19 
Light 32.73 5.71 10 20 
 
 
AiCall의 유저 스터디는 AiCall이 정식으로 릴리즈 되기 전, 사내 
클로즈 베타 테스트 (Closed Beta Test, CBT)의 형태로 진행되었다 (2019년 
11월). 본 CBT는 해당 제품의 출시 점검을 위한 것이기 때문에, 사내 보안 
등의 문제로 외부 참여자를 모집하여 테스트를 진행하기 어려운 측면이 
있었다. 그로 인해, 실제 참여자는 네이버 내부의 Clova 부문 그리고 Glace 
부문의 임직원을 대상으로 진행되었다는 점을 밝힌다.  
 
3-2-2. 진행 방식 (Procedure) 
 
유저 스터디는 실험실 세팅으로 진행되지 않고, 실제 전화 사용 환경을 
감안해 진행되었다. AiCall은 전화 사용을 기반으로 한 VUI이기 때문에, 
참여자의 자연스러운 상호작용을 이끌어내기 위해서는, 그에 걸맞는 사용 
환경을 제공할 필요가 있다고 판단했다. 그래서 사용자들이 실제로 원하는 
시간에, 원하는 공간에서 참여할 수 있도록 테스트 환경을 구성할 필요가 
있었으며, 참여 방식의 명확한 정의가 필요했다. 구체적인 테스트 참여 
방식은 다음과 같다. 
 
l 테스트는 하루를 기준으로 진행 
l 테스트를 위한 전화번호는, 참여자 정보 수령 시 기입한 
전화번호로만 진행 
l 테스트 가능 시간은 미션 전달 후, 오후 8시 이전까지 진행 




l 미션은 총 4가지로 구성되어 있음 (표 4 참조) 
l 참여자는 마지막 미션까지 끝낸 뒤, 가급적 바로 설문에 
응답하고, 또 참여자 본인이 VUI와 상호작용하면서 겪었던 
어려움을 자유롭게 기술 
l 메일을 전달 받고, 진행에 어려움이 있는 경우, 평가 
진행자에게 회사 메일 혹은 사내 메신저 (Line Works)를 통해 
문의할 수 있음 
 
참여자는 위 내용에 대한 전체적 가이드가 담긴 메일을 당일 오전 전달 
받았으며, 참여자 중 일부는 해당 내용에 대한 문의를 메일과 사내 
메신저를 통해 질문하였다. 질문에 대해서는, 평가를 방해하지 않는 선에서 
답변을 제공했다. 참여자는 해당 테스트에 대한 참여가 완료된 경우, Glace 
CIC에서 준비한 소정의 네이버 포인트를 받았다⑩. 
 
표 4. 테스트 미션 상세 
미션 Number 미션 내용 
Mission 1 13명의 지인과 함께 아웃백 스테이크하우스 미금점을 
방문합니다. 점심 시간에 예약이 가능한지 확인하고, 
주차와 가는 길에 대해서 편하게 질문해주세요. 
(선호 시간: 12시) 
Mission 2 남자친구 혹은 여자친구와 함께 기념일을 맞아 
아웃백 스테이크하우스 미금점에 방문합니다. 점심 
혹은 저녁 시간 중 특정 시간을 정해 예약을 
진행해주세요. 원하시는 자리가 있는 경우, 자리에 
대해서도 편하게 질문해주세요. 
Mission 3 차를 가지고 지금 아웃백 스테이크하우스 미금점으로 
가고 있습니다. 예약은 따로 진행하지 않았고, 




부모님, 그리고 자녀 (혹은 조카들)와 함께 
아웃백으로 가고 있는데, 정확한 가는 길과 부모님 
및 어린이를 위한 편의시설 / 메뉴 등이 궁금한 
상황입니다. 
Mission 4 아웃백의 추천메뉴가 궁금합니다. 메뉴와 관련한 
할인 사항도 함께 물어보세요. 어떠한 할인이 있는지, 
각 할인 별 조건이 무엇인지도 확인해주세요. 
 
미션은 AiCall의 전체적인 기능을 한 번씩 평가할 수 있는 흐름으로 
구성되었다. 앞서 언급하였듯이, AiCall은 목적 지향형 대화가 진행되면서 
동시에 자주 묻는 질문에도 답할 수 있도록 설계되어 있다. 또한, AiCall이 
성공할 수 있는 영역 뿐 아니라, AiCall이 제공할 수 없는 정보 영역에 대한 
내용 역시 위 미션에 포함되어 있다. 위 네 가지 미션을 통해 참여자는 
AiCall의 기능을 전반적으로 탐색할 수 있다.  
 
3-2-2-1. Speech User Interface Service Quality (SUISQ) 
 
참여자들이 실제로 해당 VUI의 사용성을 어떻게 평가하는지 
정량적으로 파악하기 위해 Speech User Interface Service Quality (SUISQ-
MR) 설문을 활용하였다. 해당 설문은 VUI 사용성 중 전화 환경에서의 
사용성을 평가하는 데 초점이 맞춰져 있다 [19, 21]. SUISQ 설문은 총 
4가지의 상위 Factor와 (표 5 참조) 각 Factor 하위에 위치한 25개의 설문 
항목으로 구성되어 있으며, 7점 리커트 척도를 (Likert Scale) 사용한다.  
 
표 5. SUISQ의 4가지 Factor 
Factors Number of Items (개별 설문 항목 수) 
User Goal Orientation 8개 
Customer Service Behavior 8개 





SUISQ 설문은 각각 설문 항목 별 측정 목표의 유효성은 보장하면서 
동시에, 항목 수를 줄인 두 가지의 압축 버전을 가지고 있다. 하나는 
SUISQ-R (Reduced)이고, 다른 하나는 SUISQ-MR (Maximally 
Reduced)이다. SUISQ-R은 총 14개의 항목으로 구성되어 있으며, SUISQ-
MR은 총 9개의 항목으로 구성되어 있다. 본 연구에서는 SUISQ-MR 
설문을 사용했으며 (표 6 참조) 5점 리커트 척도를 활용했다. 
 
표 6. SUISQ-MR (Maximally Reduced) 설문 항목 
Factors Questions 
User Goal Orientation I would be likely to use this system again. 
(이 시스템을 다시 사용하고 싶다.) 
I felt confident using this system. 
(이 시스템을 자신감 있게 사용할 수 
있다.) 
Customer Service Behavior The system used everyday words. 
(이 시스템은 일상적인 단어를 사용해서 
말한다.) 
The system seemed polite. 
(이 시스템은 공손하게 응대한다.) 
Speech Characteristics The system’s voice sounded natural. 
(이 시스템의 목소리는 자연스럽다.) 
The system’s voice sounded enthusiastic or 
full of energy. 
(이 시스템의 목소리에서 긍정적인 활력이 
느껴진다.) 
Verbosity I felt like I had to wait too long for the 
system to stop talking so I could respond. 
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(내가 말하려면 시스템의 말이 끝날 때까지 
너무 오래 기다려야 한다.) 
The messages were repetitive. 
(이 시스템은 반복적으로 응답하는 경우가 
많다.) 
The system was too talkative. 
(시스템이 너무 말을 많이 한다.) 
 
3-2-2-2. VUI 사용 시 겪었던 어려움의 리포트 방식 
 
평가가 실험실 환경에서 진행되지 않고, 원격으로 진행되었다는 
측면에서, 사용자를 대상으로 인터뷰를 진행하는 것은 용이하지 않았다. 
대신 참여자가 스스로 자신이 VUI를 사용하면서 느꼈던 어려움을 보고할 
수 있도록 전체 설문 항목 내에 다음의 질문에 대한 주관식 답변을 받는 
입력란을 포함하였다. 
 
l 질문: AiCall의 총 4가지의 통화 미션을 완료하셨나요? 미션을 
완료하셨다면, 사용하시면서 불편하거나 어려움을 겪었던 
지점이 있다면 상세하게 기술해주세요. 
 
위 질문에 대한 답변을 통해 VUI 사용자가 느끼는 어려움에 대해서 
상세하게 이해하고 나아가 기술 수용 관점에서의 사용자 그룹 간의 어려움 
대한 정도의 차이에 대해 이해할 수 있기를 기대했다. 해당 답변의 
참여율과 적극성을 높이기 위해, 충실히 답변한 참여자에게 추가적인 
리워드 (네이버 포인트)가 제공될 것으로 사전 안내되었다. 
 
3-2-2-3. 통화 내용 자동 기록 (Call Session Viewer) 
 
참여자들의 통화 기록은 그들의 동의 하에 연구 및 제품 개선의 
목적으로 저장되었다. Clova의 Call Session Viewer는 진행된 통화의 내용을 
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자동으로 기록할 수 있도록 자체 개발되었다. 2020년 상반기 기준으로, 
비즈니스 클라이언트를 포함하여, 외부에 공개되지 않은 제품이다. Call 
Session Viewer를 통해서 확인할 수 있는 내용은 다음과 같다 (표 7 참조). 
 
표 7. Session Viewer 피쳐 리스트 
Feature 설명 
Session ID 세션 개별 부호이며, 모든 독립적인 콜에 대해 ID가 
발급 
Caller 전화를 건 번호 
Respondent 전화를 받은 번호 
Time 전화를 건 날짜 및 시간을 기록 
Duration 통화 진행 시간 
Call Detail Caller 턴, Respondent 턴 모두가 발화 순서대로 
기입. 사용자의 턴인 경우, 음성 인식된 결과가 
텍스트로 표현 
Play 각 턴의 실제 발화 내용이 녹음되어 있음 
 
본 연구에서는 Caller 번호를 통해, 참여자가 실제로 참여를 진행했는지 
확인하며, 몇 번의 통화를 진행했는지 확인할 수 있다. 또한, Call Detail의 
Caller 턴의 텍스트로 음성 인식 결과를 확인할 수 있다. 이와 실제 발화를 
비교해보려면 Play 버튼을 통해, 실제로 참여자가 발화한 내용이 ASR을 
거쳐, 어떤 결과로 나오게 되었는지 알 수 있다. 실제 발화와 시스템에서 
처리한 발화 사이의 차이를 알 수 있다는 점은, 향후 분석에 있어 유용하게 
쓰일 수 있다. 
 
3-3. 분석 방법 (Analysis Method) 
 
본 연구의 유저 스터디는 Heavy User 그룹과 Light User 그룹으로 
분류한 참여자 집단이 VUI를 사용하면서, 1) 어떤 어려움을 겪는지 그리고, 
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2) 그 어려움을 어떤 방식으로 대응 혹은 극복하는지 알아보기 위한 
목적으로 수행되었다. 이를 위해서 유저 스터디를 진행하면서 확보된 정량, 
정성 데이터의 분석 과정이 필요하다. 
 
3-3-1. VUI 사용 시 겪는 어려움을 이해하기 위한 분석 
 
먼저, 두 그룹의 참여자가 VUI 사용 시 겪는 어려움을 이해하기 위한 
정량, 정성 데이터의 분석 과정을 거친다. 정량적 분석에 해당하는 것은 
SUISQ-MR 설문 결과에 대한 스코어 분석이 있다. 정성적 분석은, 주관식 
설문 형태로 참여자가 보고한 ‘사용 시 겪었던 어려움’에 대한 자료 분석이 
있다.  
 
3-3-1-1. 정량적 분석 방법 
 
먼저 SUISQ-MR의 결과 분석을 통해 정량적으로 각 사용자 그룹의 
VUI 사용성에 대해 분석하였다. SUISQ-MR에 대한 결과는 각 세부 문항 
별로 평균을 집계하였고 (총 9개 문항). 상위 Factor로 한 번 더 평균에 
대한 값을 구했다. 이 때 Factor는 앞서 언급하였던, 다음의 네 가지이다. 
 
l User Goal Orientation 
l Customer Service Behavior 
l Speech Characteristics 
l Verbosity 
 
이렇게 구해진 스코어는 위 네 가지의 Factor를 대표하는 점수가 되며, 이를 
통해 사용자가 해당 VUI의 사용성을 어떻게 평가하는지 알 수 있다.  
 
본 연구의 목적이 상이한 두 사용자 그룹, 즉 Heavy User 그룹과 Light 
User 그룹을 비교하는 것이므로 연구 목적에 따라, SUISQ-MR 점수를 통해 
실제로 두 사용자 그룹이 VUI 사용성을 평가한 것에 유의미한 차이가 
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있는지 파악하고자 했다. 서로 다른 두 그룹에 대해 평균의 유의미한 
차이를 구하기 위해 Two-sample t-test를 수행하였다. 평균을 비교할 때의 
단위는 세부 항목의 평균이 아닌, 상위의 네 가지 Factor에 대한 평균 
스코어를 비교하는 것을 목표로 하였다. 
 
3-3-1-2. 정성적 분석 방법 
 
정성적 분석은 각 참여자 그룹이 리포트한 ‘VUI 사용 시 겪는 
어려움’에 대한 정성 데이터에 대해 Grounded Theory에 [8] 근거하여 
진행하였다. 단, 참여자는 연구원과의 대면 인터뷰 방식으로 사용 상의 
어려움을 리포트하지 않고, 간접적인 방식인 설문을 통한 주관식 답변 
형태로 스스로가 겪었던 어려움을 리포트하였다.  
 
설문 결과는 Google Forms⑪ 를 통해 종합하였으며, 참여자 그룹 별로  
해당 결과를 나누어서 확인하였다. 해당 결과를 활용해, 우선적으로, 
데이터에 대해 개방형 코딩을 하는 과정을 탐색적으로 진행했다. 이 때는, 
기술 수용 정도에 따른 참여자 그룹 구분의 특수성에 대한 사전 지식 등을 
투영하지 않고, 귀납적으로 발견되는 주요 키워드나 표현에 근거해 코딩을 
진행했다. 해당 과정을 1차적으로 거치고 난 뒤, 2차로 추상화 작업을 
진행했다.  
 
나열된 코딩 결과물들은 몇 가지의 주요 개념으로 범주화될 수 있었다. 
이렇게 범주화된 결과물은 참여자들이 리포트한 ‘VUI 사용 시 겪었던 
어려움’의 개념으로 받아들여질 수 있으며, 해당 분석 결과물은 연구원의 
추가적인 2차 해석이 포함되기 전, 참여자 관점에서의 어려움을 있는 
그대로 판단할 수 있다는 점에서, 본 연구의 중심 결과로 활용되었다. 
 
그 다음으로, 위 범주화된 결과를 활용해, VUI 기술과 디자인 관점으로 
다시 한 번 주요 축을 기준으로 개념들을 추상화시키는 작업을 진행했다. 




즉, 관련된 어려움이 내포하는 기술적인, 혹은 디자인 관점의 문제는 
무엇일지를 알아내기 위한 작업이었다. 이렇게 도출된 VUI 디자인 및 
개발과 관련된 주요 개념들은 향후, 참여자들이 VUI 상에서 겪게 되는 
어려움에 대응하거나, 극복하는 방법을 대화 분석을 통해 알아보는 
과정에서 활용된다. 
 
3-3-2. VUI 사용 시 겪는 어려움에 대한 대응 방식 분석 
 
두 참여자 그룹이 어려움에 대응하는 방식을 알아보기 위해, Call 
Session Viewer에 저장된 대화 흐름과, 통화 녹음본을 활용하여 분석이 
진행되었다. 
 
3-3-2-1. 대화 흐름 분석 
 
참여자가 AiCall과 어떻게 대화를 나누었는지 알아보기 위해, 통화 별로 
대화의 흐름을 분석한다. 먼저 Call Session Viewer에 기록된 텍스트를 통해, 
해당 대화의 흐름을 이해할 수 있다. 이 때, Call Session Viewer는 사용자의 
발화에 대해 음성 인식된 결과를 텍스트로 보여주기 때문에, 해당 텍스트는 
실제 유저가 진행한 발화와 다를 수 있다. 예시는 다음과 같다 (표 8 참조). 
 
표 8. 실제 발화와 Session Viewer 결과 비교 (참여자 통화 중 발췌) 
(* U: User, S: System) 
실제 발화  Session Viewer 결과 
U 영업시간 언제부터인지 
궁금해요 
 U 영업시간 언제 들어온 직후 
코미 
S 쉬는 날 없이 매일 오전 11시 
반부터 오후 10시까지 
영업해요. 
 S 쉬는 날 없이 매일 오전 11시 
반부터 오후 10시까지 
영업해요. 
U 매장 정확한 주소가 어떻게 
되나요 




S 경기도 성남시 분당구 
돌마로에 있어요. 정확한 
주소를 문자로 보내드릴까요? 
 S 경기도 성남시 분당구 
돌마로에 있어요. 정확한 
주소를 문자로 보내드릴까요? 
U 네네  U 쉬 내니 
S 문자로 보내드렸습니다. 혹시 
더 필요하신 거 있으신가요? 
 S 문자로 보내드렸습니다. 혹시 
더 필요하신 거 있으신가요? 
 
위 표를 통해 볼 때 우측 표의 Session Viewer 결과 중 User 발화는 
왼쪽의 실제 발화와 다른 것을 알 수 있다. Session Viewer 결과에서 실제 
발화를 확인하기 위해서는, Session Viewer에서 제공하는 발화 음성 녹음을 
활용한다. 이를 통해, 실제로 참여자가 말한 발화의 음성 인식 결과, 그리고 
그것이 어떻게 자연어 이해를 거쳐 대화 운영 모듈에서 매핑된 답변을 
출력하게 되었는지 일련의 과정을 이해할 수 있게 된다. 
 
또한, Session Viewer를 통해 사용자의 발화 인식 결과 그리고 대화 흐름 
양상의 특이성을 확인하는 과정을 통해, 사용자가 문제에 직면했을 때, 이를 
어떻게 풀어나가는지 파악할 수 있다. 각 참여자가 Self-report 방식으로 
제기한 문제에 대해서, 어떤 형태로 문제를 해결해 나가는지 파악하는 














4. 연구 결과 (Result) 
 
 
본 장에서는 유저 스터디를 통해 도출된 정성적, 정량적 분석 결과를 
제시한다. 크게 연구 결과에 대해서는 두 가지 단계를 거쳐 논의 주제를 
제시한다. 첫 번째 단계는 두 가지의 참여자 그룹이 VUI를 사용하면서 겪는 
어려움의 형태에 대한 탐색이다. 이 과정에서는, SUISQ-MR 점수에 대한 
Two sample t-test를 통해, 두 그룹 간에 VUI 사용성에 있어, 유의한 차이가 
있는 항목이 무엇인지 확인한다. 또한 각 사용자 그룹이 제공한 Self-report 
형태의 정성적인 자료를 분석하고 그 결과를 제시한다. 두 번째 단계에서는 
정의된 어려움의 형태에 대해, 두 참여자 그룹이 어떻게 대응하거나 
극복하는지 확인한다. 이 단계에서는 Call Session Viewer의 참여자 Call log 
(텍스트 및 통화 녹음) 데이터를 분석하여 결과를 도출한다. 위 과정을 통해, 
토론 주제를 제시하고, 상이한 사용자 그룹을 위한 맞춤형 VUI 제공을 위해 
고려할 사항을 논의한다. 
 
4-1. SUISQ-MR 결과 분석 
 
참여자가 생각하는 VUI 사용성에 대해 알아보기 위해, SUISQ-MR 
설문 결과에 대한 정량적인 분석을 진행했다. 정량적인 분석 결과는 다음과 
같다 (표 9 참조). 
 











Heavy 0.17 0.83 0.785 0.436 
Light 0.82 
                                            










Heavy 0.19 0.85 0.723 0.473 
Light 1.10 
Verbosity Heavy 0.58 0.81 3.000 0.004** 
Light 0.68 
 
SUISQ-MR 결과의 상위 4가지의 Factor를 기준으로 Two-sample t-
test를 수행한 결과, Verbosity, 즉 사용자가 느끼는 대화형 에이전트의 
발화량 및 반복 발화의 과다는 두 그룹 간 유의미한 차이가 있는 것으로 
나타났다. 특히 Heavy User 그룹이 Light User 그룹보다, 해당 항목에 대해 
더 많이 문제 삼았음을 확인할 수 있는데, 평균 차가 0.58점으로 나머지 세 
가지 항목에 비해 2배 이상 크다는 것을 확인할 수 있다. 참고로, 세부 항목 
간의 평균 차이는 다음과 같다 (표 10 참조). 
 
표 10. SUISQ-MR 세부 항목에 대한 평균 차 





I would be likely to use this system again. 
(이 시스템을 다시 사용하고 싶다.) 
0.03 
I felt confident using this system. 





The system used everyday words. 
(이 시스템은 일상적인 단어를 사용해서 
말한다.) 
0.00 
The system seemed polite. 






The system’s voice sounded natural. 
(이 시스템의 목소리는 자연스럽다.) 
0.03 
The system’s voice sounded enthusiastic or full of 
energy. 
(이 시스템의 목소리에서 긍정적인 활력이 
느껴진다.) 
0.33 
Verbosity I felt like I had to wait too long for the system to 
stop talking so I could respond. 
(내가 말하려면 시스템의 말이 끝날 때까지 
너무 오래 기다려야 한다.) 
0.77 
The messages were repetitive. 
(이 시스템은 반복적으로 응답하는 경우가 
많다.) 
0.23 
The system was too talkative. 
(시스템이 너무 말을 많이 한다.) 
0.73 
 
4-2. VUI 이용 시 겪는 어려움의 유형 (Difficulty Types) 
 
유저 스터디의 결과를 통해 Heavy User 그룹에 속한 참여자와 Light 
User 그룹에 속한 참여자들이 어떤 유형의 어려움을 경험했는지 파악했다. 
어려움의 유형은 최종적인 코딩 과정을 거쳐, 15가지가 도출되었다 (표 11 
참조). 위 15가지의 범주화된 어려움 유형에 대해, Heavy User 그룹과 Light 
User 그룹 도합 총 133건이 리포트 되었다. 이 133건은 1차 코딩 결과에 
대한 2차 범주화 작업이 완료된 건들에 대해 수치를 센 것임을 밝혀둔다. 
참고로, Heavy User의 리포트 수가 Light User의 리포트 수 대비, 약 2배 
가량 많았다⑬. 
 
                                            




표 11. 15가지 VUI 사용 시 경험한 어려움의 유형⑭ 
Type Difficulty Heavy Light 
D1 에이전트가 같은 말을 너무 반복적으로 함 0.21 0.05 
D2 에이전트가 내가 했던 말을 정확히는 이해하지 
못한다고 생각됨 
0.19 0.09 
D3 시스템이 내 말을 인식하는 것에 문제가 
있다고 생각됨 
0.14 0.13 
D4 에이전트의 목소리가 자연스럽지 않음 0.10 0.03 
D5 에이전트가 내가 말하고 있는 도중 내 말을 
끊음 
0.07 0.04 
D6 가끔 지금 무슨 말을 해야할 지 모르겠는 
경우가 있음 
0.05 0.05 
D7 시스템이 내 요청을 처리하는 논리적 흐름이 
이상하다고 생각됨 
0.04 0.00 
D8 시스템이 멀티턴 대화를 지원하지 않는 것으로 
보임 
0.04 0.01 
D9 에이전트가 하는 말을 내가 끊을 수 없음 0.04 0.00 
D10 에이전트가 한 번 말을 하면 너무 길게 함 0.03 0.01 
D11 에이전트가 제공하는 정보의 양이 불충분함 0.02 0.01 
D12 대화 흐름이 어색하다고 생각됨 0.02 0.01 
D13 에이전트의 발화 속도가 너무 빠름 0.01 0.00 
D14 에이전트가 한 번에 너무 다양한 종류의 
정보를 내게 요청함 
0.01 0.00 
D15 에이전트의 응답 속도가 느린 것 같음 0.01 0.01 
  1.00 0.46 
 
 
                                            
⑭ 해당 표의 결과는 대외비 이슈로 인해 전체 총합 133건에 대한 상대적 수치
를 기입하였으니, 양해를 바람. 
 
 42 
특징적으로, Heavy User 그룹이 보고한 어려움의 종류가 Light User 
그룹이 보고한 종류를 모두 아우른다. 실제로, 결과를 정리해보면, Light 
User 그룹이 보고한 어려움의 종류는 총 11개로 정리되었음을 확인할 수 
있다. 다음 보여지는 어려움의 종류는 Light User 그룹에서 발견되지 않은 
형태이다. 
 
l D7: 시스템이 내 요청을 처리하는 논리적 흐름이 이상하다고 
생각됨 
l D9: 에이전트가 하는 말을 내가 끊을 수 없음 
l D13: 에이전트의 발화 속도가 너무 빠름 
l D14: 에이전트가 한 번에 너무 다양한 종류의 정보를 내게 
요청함 
 
다음으로 위 어려움 유형에 대해 그룹 별로 그 비율을 확인해 보았다. 
위 비율을 확인함으로써 각 그룹 별로 문제 삼는 어려움의 유형에 대한 
순위를 파악할 수 있다 (그림 3 참조). 
 
그림 3을 통해 파악할 수 있는 점은, Heavy User 그룹과 Light User 
그룹 내에 어려움 유형의 순위 구성에 차이가 있다는 점이다. 흥미로운 
점은 Top 3 어려움 유형인 D1 (에이전트가 같은 말을 너무 반복적으로 
함)과 D2 (에이전트가 내가 했던 말을 정확히는 이해하지 못한다고 생각됨) 
그리고 D3 (시스템이 내 말을 인식하는 것에 문제가 있다고 생각됨)의 각 
그룹 내 순위 구성이 반대로 되어 있다는 점이다. 즉, Heavy User 그룹 
내에서는 D1 – D2 – D3 순으로 1위부터 3위가 구성되어 있다면, Light 
User 그룹 내에서는 D3 – D2 – D1의 순서로 1위부터 3위가 구성되어 
있다.  
 
이는, 4위부터 6위에 해당하는 어려움 유형에도 마찬가지로 적용된다. 
D4 (에이전트의 목소리가 자연스럽지 않음), D5 (에이전트가 내가 말하고 
있는 도중 내 말을 끊음) 그리고 D6 (가끔 지금 무슨 말을 해야할 지 
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모르겠는 경우가 있음)에 대해 Heavy User 그룹은 D4 – D5 – D6 순으로 
4위부터 6위가 구성되어 있다면, Light User 그룹 내에서는 D6 – D5 – D4 
순으로 4위부터 6위가 구성되어 있다. 이는 두 그룹이 생각하는 어려움 
유형의 순위가 서로 다를 수 있음을 나타낸다. 
 
참고로, 본 연구원은 각 사용자 그룹의 Self-report 데이터를 대상으로, 
어려움 유형을 도출하기 위해 1차적으로 개방형 코딩을 진행했다. 15가지의 
어려움 유형을 범주화 하기 전 중복을 제외한 1차 코딩 결과물은 37건이고, 




그림 3. 각 사용자 그룹 별, 어려움 유형 비율⑮ 
 
                                            
⑮ 대외비 이슈로 인해 Percentage 비율로 표현함에 양해를 구함. 
















Heavy User Light User
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4-2-1. Heavy User 그룹의 어려움 유형 
 
Heavy User가 VUI를 사용하면서 경험하고 리포트한 어려움의 유형은 
Light User보다 많다. 그들이 Self-report 형태의 주관식 설문에서 어려움을 
어떻게 표현했는지 역시 중요한 자료가 될 수 있으므로, 그 표현 방식에 
대한 결과를 제시할 필요가 있다. 먼저, 빈도 수가 가장 높았던 D1 
(에이전트가 같은 말을 너무 반복적으로 함)에 대해 Heavy User 그룹의 
참여자들은 해당하는 어려움 유형을 다음과 같이 표현했다. 
 
“매번 시간이나 인원을 확인하는 것보다 최종적으로 한 번만 확인하면 
좋겠습니다. 이 부분이 좀 거슬리네요. 예를 들어 시간과 인원을 한 번 
예약하면, 계속해서 ‘몇 월, 몇 일, 언제, 몇 명으로’라는 멘트가 고정적으로 
계속 나오는데요, 이 부분이 사용을 진행하는데 꽤나 불편하고 진행에 
직접적인 방해가 된다고 생각되네요.” – P21 Self-report 에서 발췌 
 
“반복적으로 점원 연결로 보내주는 것이 부담스러움. 정말 복잡하고 
어려운 주문을 하게 될 때는 애초에 점원 연결을 할 것 같음. AI가 ‘점원 
연결해드릴까요’라고 말하는 순간 엄청 하기 싫어짐.” – P12 Self-report에서 
발췌 
 
Heavy User 그룹의 참여자들은 명확한 확인을 위한 프로세스, 그리고 문제 
해결을 위한 점원 연결 발화 등에 대해 스스로 문제를 풀어가는 데에 
방해되는 요소이며, 이러한 것이 VUI를 사용하는 데 겪게 되는 
어려움이라고 표현했다. 
 
또한, 특징적으로 Light User 그룹의 어려움 유형에는 나타나지 
않았지만, Heavy User 그룹의 어려움 유형에서만 보고된 D9 (에이전트가 
하는 말을 내가 끊을 수 없음)에 대해서 그들은 이렇게 표현했다.  
 
“예약 내용 설명이 명확한 건 좋은데, 중간에 말을 끊을 수 있어야 할 
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것 같습니다. 중간에 말을 끊을 수가 없었어요. 무시하고 자기 말만 하는 것 
같아 진행이 좀 어렵네요. 화도 나요.” – P11 Self-report에서 발췌 
 
“테스터들은 환경을 알고 있기 때문에 AiCall의 문장이 끝나기를 
기다렸다가 질문을 합니다. 그렇기 때문에 성공률이 높은데요. 조금만 말이 
끝나기 전에 들어가면 이해하지 못하는 경우가 발생하여 불편합니다. 
(사용자 발화가) 겹쳐진 부분에 대해 말을 못 듣는 걸까요?” - P2 Self-
report에서 발췌 
 
이들은 시스템의 발화가 끝나기 전에 말을 하는 경우에 대해, 적어도 말을 
끊을 수 있거나 (Barge-in), 아니면 중간에 끊지 못한다면, 말이 겹쳐진 
부분 (overlapped)이 처리될 수 있어야 한다고 지적했다. P11은 이렇게 말이 
끊어지지 않고, 시스템이 발화를 이어나가는 상황에 대해 ‘무시하고 자기 
말만 하는 것 같아 진행이 좀 어렵고, 화도 난다’라고 감정적인 표현을 
하기도 했다. 
 
4-2-2. Light User 그룹의 어려움 유형 
 
Light User가 VUI를 사용하면서 경험하고 리포트한 어려움의 유형은 
Heavy User의 그것보다 적지만, 흥미롭게도 Light User 그룹의 어려움 유형 
순위는 Heavy User 그룹의 순위와 다르다. Light User 그룹이 가장 많이 
리포트한 어려움 유형은 D3 (시스템이 내 말을 인식하는 것에 문제가 
있다고 생각됨)로, 자신의 말을 시스템이 잘 알아듣는지 확신하지 못한다고 
생각하는 것과 관련이 있다. 
 
“날짜, 시간, 인원 수 정보를 한 번에 정확히 인식할 수 있으면 
좋겠습니다.” – P47 Self-report에서 발췌  
 
“제 발음 때문인지는 모르겠지만, 숫자 등에 대한 인식률이 떨어지는 거 
같네요. 이번 주 28일이라는 말을 계속 못 알아 듣습니다. (그래서 음성 
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비서를 잘 안씀)” – P44 Self-report에서 발췌 
 
Light User 그룹은 대화형 에이전트가 자신의 말의 뜻을 ‘이해하지’ 못하는 
것에 앞서, 자신의 말을 제대로 ‘듣지’ 못하는 것에 대해서 어려움을 느끼고 
있음을 위와 같이 표현했다. 실제로, 에이전트의 성능이 아닌, 참여자 
자신의 문제일 수 있다고 표현하면서, 이것이 참여자 본인이 VUI를 쓰지 
않는 이유와 연결하는 형태의 발언을 한 경우도 보인다. 
 
또한, 어려움 유형 D6 (가끔 지금 무슨 말을 해야할 지 모르겠는 
경우가 있음) 역시, Light User 그룹에서 상대적으로 높게 나오는 것을 
확인할 수 있다. 이는 VUI의 해석 가능성과도 연결된 문제라고 볼 수 
있는데, 다음과 같이 해당 어려움을 표현했다. 
 
“런치타임은 몇 시부터 몇 시예요, 매장은 어디 어디 앞 쪽에 있어요. 
하고 ‘혹시 더 궁금하신 게 있나요?’ 멘트가 나오지 않아 전화가 끊어진 
것인지 무엇인지 잘 모르겠던 상황이 있었습니다. (버그일 수도 있겠네요…)” 
– P42 Self-report에서 발췌 
 
“음성 비서 형태를 처음 쓰는 것은 아니지만, 전화 시작 시에 AI 
응대에 대한 안내를 사용자에게 고지하여 주면 보다 효과적인 통화가 될 수 
있을 것 같습니다.” – P56 Self-report에서 발췌 
 
D6 어려움 유형의 비율은 Light User 그룹에서 상대적으로 높다. 어떻게 
제품을 이용하면 좋을지, 전반적으로 혹은 부분적으로 VUI가 안내하고 
이끌어 줄 필요가 있다는 점을 리포트했다. 
 
4-3. VUI 구성 단위로 재범주화된 어려움 유형 
 
사용자 관점의 어려움 유형은 시스템 관점으로 파악될 수 있다. 즉, 
VUI를 구성하는 기술 요소의 어떤 측면이 사용자로 하여금 어려움을 
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유발하였는지 유형화 또는 범주화 시켜볼 수 있다는 점이다. 본 연구원은, 
도출된 15가지의 어려움 유형을 각 기술 단위 및 디자인 요소와 연결 지어 
시스템 관점으로 바라보았다. 그 결과는 다음과 같다 (표 12 참조). 
 
표 12. 어려움 유형과 관련한 VUI 구성 단위 (기술 및 디자인)16 
Type 







D1   V  V 
D2 V V    
D3 V V    
D4    V  
D5 V     
D6     V 
D7   V   
D8  V    
D9   V   
D10   V  V 
D11  V   V 
D12 V V V  V 
D13    V  
D14     V 
D15 V  V   
 
위 범주화 기준을 활용하여, 어려움 유형에 영향을 미치는 VUI 구성 
단위에 대한 비율을 Heavy User와 Light User 전체에 대해 확인을 하면 
다음과 같다. 
                                            
16 어려움 유형 별 가중치에 대해서는 대외비 문제로 인해 본 표에서 제시하지 
않음에 대하여 양해를 구함. 
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표 13. 어려움 유형과 관련된 VUI 구성 단위에 대한 사용자 그룹별 비율17 
VUI 구성 단위 Heavy Light 
ASR 0.26 0.17 
Data & NLU 0.25 0.14 
DM 0.22 0.05 
Conversation Design 0.21 0.09 
TTS 0.07 0.02 
 1.00 0.47 
 
Heavy User, Light User 그룹 모두 어려움 유형과 관련된 VUI 구성 
단위의 Top1, 2가 음성 인식 (ASR) 그리고 데이터와 자연어 이해 (Data & 
NLU)로 확인된다. 물론, Heavy User 그룹은 Top1, 2의 비율 차이가 크지 
않은 것에 비해, Light User 그룹은 그 순위에 대한 비율 차이가 Heavy 
User의 그것보다 상대적으로 크다는 것을 알 수 있다. Top3, 4에 대한 
순위는 양쪽 그룹 간 차이가 있는데, Heavy User 그룹은 근소한 차이로 대화 
운영 (DM), 대화 디자인 (Conversation Design) 순으로 순위가 구성된다. 
하지만 Light User 그룹은 상대적으로 대화 디자인이 Top3에 위치하며 그 
뒤로 대화 운영이 순위를 차지하고 있다. 모든 그룹에서 음성 합성 (TTS)과 
관련된 어려움은 낮은 비중을 차지하는 것으로 파악된다.  
 
어려움 유형을 시스템 관점으로 범주화하게 되면, 다음과 같이 사용자 
그룹이 어려움을 느끼는 데에 영향을 주고 있는 VUI 구성 단위에 대해 더 
쉽게 알 수 있으며, 이는 논의 주제로 활용될 수 있다. 
 
4-4. VUI 사용 시 맞이하는 어려움을 대응하는 방식 
 
본 연구원은, Call Session Viewer를 통해 실제로 사용자들이 VUI 사용 
시 어려움을 맞닥뜨리는 양상 혹은 구체적인 원인과, 그에 대한 반응 혹은 
                                            
17 어려움 유형에 대해 보고한 빈도를 가중치로 활용하여 적용함. 
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대응 과정을 관찰하였다. 이에 대해 Heavy User 그룹과 Light User 그룹은 
그 대응 과정이 어떠한지 확인할 수 있다. 본 연구에서는 모든 어려움 
유형에 대해 다루지 않고, 특징적인 어려움 유형 몇 가지에 대해 Heavy 
User와 Light User 간 어려움 유형 대응 방안이 어떠한지를 확인하고자 했다. 
 
4-4-1. 어려움 유형 D1에 대한 대응 방식 
 
어려움 유형 D1 (에이전트가 같은 말을 너무 반복적으로 함)에 대한 
Call log를 탐색적으로 확인하고, 그에 대해 Heavy User 그룹과 Light User 
그룹이 어떻게 반응 혹은 대응하는지 살펴보았다. 먼저 Heavy User 그룹의 
반응 혹은 대응하는 방식에는 아래의 3가지 형태가 있었다. 
 
l 평가 Task와 관련 없는 부정적 감정 표현 
l 명시적인 통화 종료 의사 표현  
l 잘못된 진행 중임에도, 진행 중인 대화를 마무리하고 (Sequence 
종료18), 맥락을 파악해 나가며 대화 수정 (Repair) 과정 진행  
 
먼저 D1 어려움 유형에 대해 Heavy User 그룹은 평가 Task와 관련 
없는 부정적 감정을 표현하는 경우가 있었다. Call log의 탐색적 확인 결과, 
Heavy User 그룹에서 특징적으로 부정적 감정 표현이 많았는데, D1 어려움 
유형과 관련되어서 많이 발견되었음을 확인할 수 있었다. 실제 사례 중 
하나를 발췌하여 보면 다음과 같다 (표 14 참조). 
 
표 14. D1 유형에 대한 부정적 감정 표현 사례 
 실제 발화 Session Viewer 결과 
1 S 단체 예약은 매장 직원 분께 
확인을 해야 되거든요. 
연결해 드릴까요? 
S 단체 예약은 매장 직원 분께 
확인을 해야 되거든요. 연결해 
드릴까요? 
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2 U 아뇨 9명도 단체예요? U 아뇨 9명도 단체요 
3 S 단체 예약은 매장 직원 분께 
확인을 해야 되거든요. 
연결해 드릴까요? 
S 단체 예약은 매장 직원 분께 
확인을 해야 되거든요. 연결해 
드릴까요? 
4 U 아뇨 아뇨 아뇨. 몇 명부터 
단체예요? 
U 아니 아니 몇명부터 단체예요 
5 S 자세한 예약정보는 매장 
직원 분께 문의하셔야 돼요. 
연결해 드릴까요? 
S 자세한 예약정보는 매장 직원 
분께 문의하셔야 돼요. 연결해 
드릴까요? 
6 U 아니요. 근데 말투가 왜 
그래요?  
U 아뇨 근데 말투가 왜 그래요 
 
위 Call log를 확인하였을 때, Turn 1, 3에서 에이전트가 사용자의 의도를 
정확히 파악하지 못하고 반복적인 답변을 한 것을 확인할 수 있다. 이에 
대해 사용자는 Turn 4에서 진행 중인 대화 sequence를 확장하여, 단체 
인원에 대한 정보를 문의했으나, Turn 5에서 에이전트는 사용자의 의도를 
통화 내에서 처리하지 못한다고 판단하여, 외부 직원으로 넘기려고 한다. 
Turn 6는 반복적으로 사용자의 의도를 파악하지 못한 것을 포함한 문제 
해결이 안되는 상황을 인지하게 된 사용자가 특정 액션을 할 것이라 예상할 
수 있는 Turn이다. 이 때 사용자는 실험 태스크 진행과 관련 없는, 
에이전트 말투에 대한 지적, 더 추상적으로 표현하자면, 위 과정에 대한 
부정적 감정을 표현하는 것을 확인할 수 있다.  
 
한편, 반복적인 발화로 불편함 혹은 대화가 진행되지 않음을 판단했을 
때, 명시적으로 통화 종료 의사를 표현하는 형태의 대응을 하는 경우도 
보였다 (표 15 참조).  
 
표 15. D1 유형에 대한 명시적인 대화 종료 의사 표현 사례 
 실제 발화 Session Viewer 결과 
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1 U 부스석이 있어요? 부스석. U 부 스 석 있어요 부스 성 
2 S 죄송한데, 오시는 날짜랑 
시간. 인원 다시 한 번 
말씀해주실 수 있을까요? 
S 죄송한데, 오시는 날짜랑 
시간. 인원 다시 한 번 
말씀해주실 수 있을까요? 
3 U 예약말고여. 부스석이 
있어요? 
U 예약말고 여부 스 석이 
있어요 
4 S 죄송한데 다시 한 번 
말씀해주시겠어요? 
S 죄송한데 다시 한 번 
말씀해주시겠어요? 
5 U 전화 끊어주세요. U 하나 빼놔주세요 
 
위 Call log를 확인해보면, 사용자는 Turn 2를 통해 Turn 1의 사용자 
발화를 에이전트가 이해하지 못했음을 확인했다. 그래서 Turn 2에서 
에이전트가 했던 말의 카테고리인 ‘예약’과 관련한 발화가 아님을 
명시적으로 Turn 3에서 표현하고 (“예약말고여.”), 다시 대화 수정 
(Repair)의 과정을 거친다 (“부스석이 있어요?”). 하지만, 이러한 명시적인 
대화 수정 (Repair) 과정에도 불구하고 에이전트가 Turn 4에서 다시 Turn 
2의 연장선상인 알아듣지 못했다는 발화를 하는 것을 확인하고, 사용자는 
Turn 5에서 통화 종료 의사를 명시적으로 표현한다. 물론, 이 발화 역시 
인식이 잘못된 이유로 이후 발화가 통화 종료로 연결되지는 않았지만, 
이렇게 명시적으로 대화를 종료하겠다는 의사, 즉 지금의 대화 흐름이 
잘못되었을 때 에이전트로 하여금 잘못된 상황에서 벗어나겠다는 형태의 
대응을 명시적으로 표현하는 것은 Heavy User 그룹의 다른 사례에서도 
발견되었다.  
 
위 형태와 유사한 맥락으로, 지금 진행 중인 대화를 마무리하고, 다시 
대화 수정 (Repair)이 가능한 상황을 판단하기 위해 지켜보는, 맥락 파악형 
대화 수정 (Repair) 진행을 이끌어 나가는 사용자 또한 존재했다. 다음의 




표 16. D1 유형에 대한 맥락 파악형 Repair 사례 
 실제 발화 Session Viewer 결과 
1 U 아, 예. 알겠습니다. 
언제까지 하나요 참, 
토요일은? 
U 아예 알겠습니다 언제까지 
안에 잠 들은 
2 S 고객님, 아기 의자 
필요하세요? 
S 고객님, 아기 의자 
필요하세요? 
3 U 아기 의자…. 예. 
준비해주세요. 
U 예약이 의장이 계신 대 
주세요 
4 S 고객님, 아기 의자 
필요하세요? 
S 고객님, 아기 의자 
필요하세요? 
5 U 예. 준비해주세요. U 예 준비해주세요 
6 S 혹시 의자 몇 개 
필요하신가요? 
S 혹시 의자 몇 개 
필요하신가요? 
7 U 의자 1개요. U 의자 1개 
8 S 아기 의자 1개 
준비해드리겠습니다. 
전화주신 ****번으로, **월 
**일 토요일 오후 두시에, 
세 분으로 
예약해드렸습니다. 혹시 더 
필요하신 거 있으신가요? 
S 아기 의자 1개 
준비해드리겠습니다. 
전화주신 ****번으로, **월 
**일 토요일 오후 두시에, 세 
분으로 예약해드렸습니다. 
혹시 더 필요하신 거 
있으신가요? 
9 U 언제까지 영업하나요? U 언제까지 영업하나요 
10 S 주문은 9시까지 받고 
있구요, 저녁 10시에 문을 
닫아요. 
S 주문은 9시까지 받고 있구요, 
저녁 10시에 문을 닫아요. 
 
위 대화 내용을 파악해보면, 사용자는 Turn 1에서 문의한 내용을 Turn 
10에서 들을 수 있었다. 하지만, 사용자 스스로가 대화 맥락에 대해서 
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이해를 하면서, 현재 시스템이 지원하지 못하는 상황을 이해하고, 7 turn을 
희생하는 모습을 확인할 수 있다. 에이전트의 아기 의자 확인 대화 
sequence를 종료한 뒤에서야, Turn 9에서 다시 질문을 진행해 원하는 답변을 
얻어냈다. 앞선 부정적 감정 표현의 형태, 그리고 명시적인 통화 종료 의사 
표현과는 상반되는 모습으로 보여질 수 있으나, 이는 대화 시스템의 흐름에 
대한 이해를 기반으로 한, 또한 원하는 답을 어려움 없이 얻기 위한 
효과적인 대화 수정 (Repair) 전략으로 보여진다. 
 
다음으로, Light User 그룹은 어려움 유형 D1에 대해 어떻게 반응 혹은 
대응하는지 살펴보았다. Light User 그룹에 있어 D1은 3순위에 올라와 있는 
어려움 유형이라, Heavy User 그룹에 비해 문제 심각성은 크지 않을 수 있다. 
하지만, 그 반응 혹은 대응 방식이 어떠한지는 알아볼 필요가 있다. 크게 
다음과 같은 유형으로 D1에 대해 대응하는 경향성을 보인다. 
 
l 반복 발화에 대해 대화 수정 (Repair) 지속 시도 
l 맥락과 관계 없는 에이전트 발화에 의존하는 경향성 
 
먼저, 반복 발화에 대한 대화 수정 (Repair)을 지속적으로 시도하는 
경향성을 확인할 수 있다. 아래의 사례는 그 양상이 드러나는 대화 중 
일부이다 (표 17 참조). 
 
표 17. D1 유형에 대한 지속 Repair 사례 
 실제 발화 Session Viewer 결과 
1 S 준비해 드릴게요. 혹시 몇 
시에 오시나요? 
S 준비해 드릴게요. 혹시 몇 
시에 오시나요? 
2 U 한 3시에 갈 거 같애요. U 가는 3시 꺼 같애요 
3 S 당일 예약은 3시간 이후 
좌석부터 가능하세요. 예약 
가능한 시간으로 다시 한 번 
S 당일 예약은 3시간 이후 
좌석부터 가능하세요. 예약 




4 U 한 5시에 갈 거 같애요. U 한 5시에 갈 거 같애요 
5 S 당일 예약은 3시간 이후 
좌석부터 가능하세요. 예약 
가능한 시간으로 다시 한 번 
말씀해 주시겠어요? 
S 당일 예약은 3시간 이후 
좌석부터 가능하세요. 예약 
가능한 시간으로 다시 한 번 
말씀해 주시겠어요? 
6 U 어…. 그러면, 저녁 7시에 
가능할 거 같애요. 
U 그러면 저녁 7시에 
가능할까요 
 
위 사례를 보면, Turn 3으로부터 Turn 2의 사용자 발화를 에이전트가 
이해하지 못했음을 사용자가 파악했음에도 불구하고, Turn 4, 6에 걸쳐서 
반복적으로 대화 수정 (Repair)을 지속하는 경향성을 파악할 수 있다. 
실제로 Turn 3, 5를 통해 지속적으로 반복된 발화가 나오는 것은 문제 
상황이 될 수 있음에도 불구하고, 사용자는 이에 대해 특별한 문제 제기 
없이, Turn 6에서도 지속적으로 에이전트의 요청에 맞춰서 대화 수정 
(Repair) 발화를 진행하는 모습을 보였다. 이는, Heavy User 그룹에서 반복 
발화가 나왔을 때 보여지는 반응 혹은 대응과는 다른 양상이며, 논의 
주제에서 다뤄질 예정이지만, 해당 상황에 대한 문제 심각도 인식과 연관이 
있을 수 있다고 보여진다. 
 
또한, Light User 그룹의 대화에서는, 반복 발화의 문제가 발생하는 
지점에서, 맥락과 관계 없는 에이전트의 발화에 의존하는 경향성을 보였다 
(표 18 참조).  
 
표 18. D1 유형과 관련 없는 맥락에 의존하는 사례 
 실제 발화 Session Viewer 결과 
1 S 고객님 지금 예약 
도와드릴까요? 
S 고객님 지금 예약 
도와드릴까요? 




3 S 그러면 예약 도와드릴까요? S 그러면 예약 도와드릴까요? 
4 U 제가 나중에 
전화드리겠습니다. 
U 제가 나중에 
전화드리겠습니다 
5 S 혹시 몇 분이서 오신다고 
하셨죠? 
S 혹시 몇 분이서 오신다고 
하셨죠? 
6 U 13명이예요. U 13명이예요 
 
사용자는 Turn 2, 4에서 비교적 명시적으로, 물론 Heavy User 그룹의 
사례와 같이 직접적이지는 않지만, 통화 종료를 요청한다. 하지만, Turn 
5에서 에이전트가 다시 대화를 리드하는 형태로, 예약 관련 내용을 
진행하기 위한 방문 인원 수를 문의하자, 사용자는 ‘13명이예요’라고 Turn 
5에 대한 응답을 한다. 직전까지 통화 종료를 시도했던 사용자였음에도 
불구하고, 에이전트가 대화를 이끄는 상황에서 협조적으로 대화를 
이어나가는 경향성이 보이는 것을 확인할 수 있었다. 
 
D1 유형은 Heavy User 그룹에서는 Top 1의 순위를, Light User 
그룹에서는 3위를 기록한 어려움 유형이다. 각 사용자 그룹이 이 어려움에 
대응하는 방식 혹은 경향성에 차이가 있음을 위 사례들을 통해 확인할 수 
있다. 
 
4-4-2. 어려움 유형 D9에 대한 대응 방식 
 
각 사용자 그룹별로, 특수성이 있는 몇 가지의 어려움 유형에 대해 
선별적으로 Call log를 확인해 반응 혹은 대응 방식을 살펴보고자 한다. 그 
중 D9 (에이전트가 하는 말을 내가 끊을 수 없음) 관련한 Call log를 
탐색적으로 확인해본다. D9은 Heavy User 그룹에서만 보고된 어려움 
유형이다. 일반적으로, Barge-in이 허용되지 않는 시스템 구성에서, ASR 
결과는 인식이 시작된 지점부터의 부분만을 결과로 출력한다. 이 때문에, 
NLU가 해당 구간에 대해 잘못된 추론을 하게 될 가능성이 높다는 단점이 
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있다. 사용자가 VUI를 사용하면서 해당 문제를 직접적으로 맞닥뜨릴 수 
있는 상황은 다음과 같다. 
 
1. 에이전트가 사용자 발화를 무시하고, 계속 발화 진행: 사용자가 
에이전트가 말하는 도중에 자신이 발화를 하게 되어도, 에이전트는 
계속 발화를 진행한다. 이 과정에서, 사용자는 에이전트로부터 
‘무시받는다’라는 감정을 느낄 수 있다 (P11의 사례에서 확인). 
2. 에이전트가 알아들을 수 있도록 사용자가 정확히 말했는데도, 
에이전트는 못 알아들었음을 표현하는 ‘죄송한데, …’와 같은 대화 
수정 (Repair) 유도 발화를 진행: 위 사례는, 사용자 발화의 
시작점과 에이전트 발화의 끝점이 겹친 상황에서 자주 발생한다. 
이런 상황은 사용자로 하여금 대화 수정 (Repair) 발화를 하게 
만들고, 무엇이 잘못되었는지 이해하기 어렵게 만든다. 
 
이 문제에 대해서 Heavy User 그룹은 다음의 형태로 대응하는 것을 
확인할 수 있다. 
 
l 발화의 방식을 달리함 (발화를 길게 끌거나, 끊어서 말하거나 
혹은 큰 목소리로 말함) 
 
위 방식으로 대응하는 것을 통해, 위 어려움에 대해 사용자의 감정이 
동요하였음을 유추해볼 수 있다. 관련한 대화 사례는 다음과 같다 (표 19 
참조). 
 
표 19. D9 유형에 대해 발화 방식 변경을 통한 대응 
 실제 발화 Session Viewer 결과 
1 S 언제로 예약 도와드릴까요? S 언제로 예약 도와드릴까요? 
2.1 U 내일이요. (Barge-in 실패) U (Barge-in 실패로 기록 안됨) 
2.2 U 내일…이요. U 네일 집 
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3 S 죄송한데 다시 한 번 
말씀해주시겠어요? 
S 죄송한데 다시 한 번 
말씀해주시겠어요? 
4 U 내일이요! U 데일리 
5 S 혹시 더 필요하신 거 
있으신가요? 
S 혹시 더 필요하신 거 
있으신가요? 
 
실제로 사용자는 Turn 1이 진행되고 있는 도중에 Turn 2.1에 해당하는 
사용자 발화를 완료했음에도 불구하고, 에이전트는 Turn 1을 끊지 않고 
계속 진행한다. 이를 통해 사용자는 Turn 2.2의 발화를 해야만 했는데, 이 
때, ‘내일’이라는 표현을 길게 끄는 방식으로 발화 형태의 변경을 준다. 이와 
같은 형태의 발화는 음성 인식 결과를 더 좋게 하기 위한 명확한 발화라기 
보다는, 감정적 표현에 기반한 발화 형태라고 유추해볼 수 있다. 이러한 
상황에서 Turn 3의 에이전트 발화는 Turn 2.2를 이해하지 못했음을 
직접적으로 드러내게 되는데 (Display), Turn 4에서 사용자는 부정적 감정을 
의 표현을 직접적으로 표현하는 것을 확인할 수 있다. 이와 같이 
에이전트의 발화를 중단할 수 없는 문제는, 사용자의 발화 형태가 
감정적으로 변하는 데에 영향을 미칠 수 있을 정도의 문제라고도 볼 수 
있다. 
 
4-4-3. 어려움 유형 D6에 대한 대응 방식 
 
Light User 그룹으로부터 보고된 어려움 유형 중, D6 (가끔 지금 무슨 
말을 해야할 지 모르겠는 경우가 있음)는 4순위로 보고되며, Heavy User 
그룹에서의 해당 유형이 차지하는 비율보다 더 높은 것을 확인했다. 실제로, 
해당 어려움을 맞닥뜨린 Light User 그룹은 다음의 형태로 반응 혹은 
대응한다. 
 
l 사용자가 에이전트의 발화 이후 일정 시간 이상 기다리는 
반응을 보임 
l 머뭇거림을 나타내는 대화 표지 (어…, 아…,) 등을 사용하여 
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인식 오류를 유발함 
 
Light User 그룹의 사용자는 Heavy User에 비해 에이전트의 발화 이후 
상대적으로 오래 기다렸다가 발화를 하는 경우가 많았다. 이는 어려움 유형 
D6에 대한 사용자 Self-report에서도 동일하게 발견되었다. 다음 사례를 
통해 실제 대화 속에서 해당 어려움이 어떻게 표현되고 이에 사용자는 
어떻게 대응하는지 확인할 수 있다 (표 20 참조). 
 
표 20. D6 유형에 대한 에이전트 발화를 기다리는 형태의 반응 사례 
 실제 발화 Session Viewer 결과 
1 U 혹시 런치세트는 언제 할 수 
있어요? 
U 혹시 런치세트는 언제 할 수 
있어요? 
2.1 S 런치 타임은 매일 오전 
11시 반부터 5시까지예요. 
S 런치 타임은 매일 오전 11시 
반부터 5시까지예요. 
2.2  (3.1)  (3.1) 
3 U 음. 혹시 통신사 할인 
되나요? 
U 혹시 통신사 할인 되나요 
4 S 통신사가 에스케이티나 
케이티이시면 할인 받으실 
수 있어요. 
S 통신사가 에스케이티나 
케이티이시면 할인 받으실 수 
있어요. 
 
해당 발화 사례를 통해 확인할 수 있는 것은, Turn 2.1의 에이전트 발화 
이후, 사용자는 Turn 2.2에서 3.1초 가량을 기다렸다가 발화를 진행한다는 
점이다. 사용자는 Turn 3에서 질문을 이어나가지만, Turn 2.2의 공백을 깨기 
위해 대화 표지 (음.)를 사용한 뒤 질문을 이어나간다. 에이전트와의 대화에 
대한 적극적 탐색의 방식보다 수동적 반응인 기다림이 Light User가 D6의 
어려움에 반응하는 한 형태였다. 
 
또한, 앞선 사례에서 간략히 언급되었지만, D6에 대한 반응의 하나로 
대화 표지의 사용이, 음성 인식에까지 영향을 주어, 대화의 흐름을 의도에 
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벗어나게 만든 경우도 있었다 (표 21 참조). 
 
표 21. D6 유형에 대한 대화 표지 사용이 인식 결과에 영향을 미친 사례 
 실제 발화 Session Viewer 결과 
1 U 통신사 할인은 지금 어떻게 
되죠? 
U 통신사 할인은 지금 어떻게 
되죠 
2.1 S 통신사가 에스케이티나 
케이티이시면 할인 받으실 
수 있어요. 
S 통신사가 에스케이티나 
케이티이시면 할인 받으실 수 
있어요. 
2.2  (2.8)  (2.8) 
3 U 어…. 그. U 어린 니 
4 S 키즈 메뉴 알 수 있는 
홈페이지 링크 문자로 
보내드릴까요? 
S 키즈 메뉴 알 수 있는 
홈페이지 링크 문자로 
보내드릴까요? 
5 U 아. 아니요. 몇 퍼센트 할인 
되나요? 
U 아니요 몇퍼센트 할인되나요 
 
위 발화를 통해 볼 때, Turn 2.2에서 발생한 2.8초 가량의 침묵 (Silence) 
구간에 대해 Turn 3에서 사용자는 해당 침묵에 대해 머뭇거림, 혹은 판단의 
어려움을 나타내는 대화 표지 사용으로 반응하게 되었고, 이것이 잘못된 
음성 인식을 유발해 Turn 4에서 잘못된 답변이 나가는 데에 영향을 주게 
되었다. 결국 이는 대화의 효율 관점에서 한 개의 Turn을 낭비하게 되는 
결과를 초래했고, 이후 대화 흐름에도 영향을 미칠 수 있는 여지가 남게 
되었다. 
 
지금까지, VUI 사용 시 Heavy User와 Light User가 인식하는 특징적인 
어려움 유형에 대해 각 사용자 그룹이 어떻게 반응 혹은 대응하는지 
살펴보았다. 각 사용자 그룹이 어려움에 대응하는 각각의 개별적인 
양상보다 경향성을 파악하는 것이 중요할 것으로 생각된다. 이후 논의 
주제로 연구 결과에서 확인된 정량, 정성적 분석 내용과 Call log 기반의 
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내용을 토대로 Heavy User와 Light User에게 최적의 사용 경험을 줄 수 






























5. 논 의 (Discussion) 
 
 
본 장에서는 연구를 통해 도출한 정량, 정성적 분석 결과, 그리고 Call 
log에 기반한 대화 분석 내용을 토대로 논의 주제를 도출하고, 그에 맞게 
논의를 진행한다. 논의 진행을 통해 Heavy User, Light User 그룹의 경향성을 
이해할 수 있고, 이를 고려하는 VUI 구축은 어떻게 되어야 하는지 
고려사항을 도출할 수 있을 것으로 기대한다. 
 
5-1. VUI 이용 행태로 파악한 각 사용자 그룹의 경향성 
 
본 연구를 통해 Heavy User와 Light User 간의 VUI 이용 행태 
경향성을 확인할 수 있었다. 필자는 그 경향성에 대해, Heavy User 그룹은 
적극적으로 VUI를 사용하며, Light User 그룹은 수동적으로 VUI를 
사용한다고 표현하고자 한다. 이것은 이용 행태와 관련된 가장 상위 개념의 
차이점이라고 볼 수 있다. 
 
5-1-1. Heavy User는 적극적이며, 의사 표현이 직설적임 
 
Heavy User는 VUI의 사용 의도를 저해하는 요소에 대해 비교적 
직접적으로 자신의 감정을 표현하고 또한 능동적으로 문제 상황을 해결하는 
경향이 있다. 즉, 적극적인 사용 행태를 보여주었다. 먼저 어려움 유형의 
보고 개수를 보면 그 차이를 알 수 있다. Heavy User의 경우, Light User 
보다 어려움 유형을 보고한 건수가 약 2배 이상 많으며, 어려움 유형의 
종류도 4가지가 더 많다. 이러한 결과는 기본적으로 Heavy User가 문제 
제기에 적극적이라는 증거가 될 수 있다. 동시에 이러한 문제를 제기할 수 
있다는 것은, 맞닥뜨리는 어려움 유형을 세세한 층위로 파악할 수 있다는 
점을 의미하기도 한다. 예를 들어, 에이전트가 사용자의 말을 알아듣지 
못하는 경우에, 만약 사용자가 VUI에 대한 이해도가 높다면, 자신의 말을 
인식하기 어려워하는 것인지 아니면, 인식은 되었으나 이해 혹은 처리가 
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안되는 것인지에 대한 미세한 차이를 파악할 수도 있다. 이는 비단, 음성 
입력과 처리 관점에서 뿐만이 아니라, 본 연구에서 다룬 15가지 어려움 
유형 모두와 관련이 있다고 볼 수 있다. 즉 Heavy User는 VUI 이용의 
어려움에 대해 더 세세하게 정의할 수 있고, 그것을 문제 상황으로 인식할 
줄 아는 적극성이 있다고 볼 수 있다. 
 
문제 상황의 파악은 결국 해결책의 제안 혹은 임시적이지만 해당 
어려움을 맞닥뜨렸을 때의 전략의 활용 가능성과도 직접적으로 연결될 수 
있다. 어려움 유형 D1의 대응 사례에서 살펴보았듯이, Heavy User 그룹은 
주어진 문제에 대해 적극적이면서 효율적인 대화 수정 (Repair)을 해내는 
상황을 보여주었다 (P13, P18). 이러한 방식은 추가적인 문제를 만들어 낼 
소지를 줄이고, 사용자로 하여금 VUI를 통제할 수 있는 가능성을 
높여준다고 할 볼 수 있다. 다시 말해, 문제 상황을 파악 할 수 있다는 것은 
역으로, VUI를 사용하는 방법에 대해 능숙함을 갖추고 있다는 반증이다. 
 
하지만 흥미롭게도, 이와 같은 대응에 있어서의 능숙함과는 별개로 
문제 상황을 맞닥뜨렸을 때 Heavy User 그룹의 반응은 직설적이었다. 
실제로 Call log 분석 결과, D1 유형의 어려움에 직면했을 때 P07은 “근데 
말투가 왜 그래요?”라는 맥락과 관계 없이 에이전트를 지적하는 형태의 
감정적 발화를 내뱉었다. D1 유형에 대한 사례 외에도 Heavy User의 Call 
log를 살펴보면, 전반적으로 어려움 유형을 맞닥뜨렸을 때 사용자는 
에이전트에 대해 비아냥대거나 (P29), 에이전트의 발화에 신경질적으로 
꼬투리를 잡는 등의 모습을 보이기도 했다 (P15). 아래는, P15가 어려움에 
맞닥뜨렸을 때 했던 발화의 내용 중 일부이다. 
 
l S: 잠시만요. 11월 26일 화요일 오후 12시 세 분으로 
가능하세요. 이렇게 예약해 드릴까요? 
l U: 아니요. 근데 근처에 주차장 많이 있어요? 
l S: 혹시 가까운 시간으로 알아봐 드릴까요? 
l U: 뭘요? 
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l S: 오후 다섯 시 그리고 여섯 시에 가능하세요. 어떤 시간이 
괜찮으신가요? 
l U: 아니…. 근처에 주차장 많이 있냐구요! 
 
위 대화에서 “뭘요”라는 반응과 “아니…. 근처에 주차장 많이 있냐구요!” 
등의 반응은 사용자가 현 상황에서 부정적 감정을 표현하고 있음을 알 수 
있는 부분이다. 
 
일반적으로, VUI 사용 시 에이전트에 대한 이해가 부족하거나, 익숙하지 
않거나 또는 기대가 낮은 경우 에이전트에 대해 감정적으로 반응을 할 
것이라 생각할 수 있다. 하지만 이번 연구 결과는 이러한 예상과는 반대로, 
Heavy User와 Light User 그룹 간 비교에서는 Heavy User 그룹이 
전반적으로 문제 상황에 직면했을 때 에이전트에 대해 부정적 감정을 
표현하는 경우가 상대적으로 많았음을 확인할 수 있다. 테스트 방식이 
일반적인 실험실 세팅이 아니고, 사용자에게 테스트 공간의 자유도를 
제공한 상황에서, 음성 녹음과 대화 로그를 통해 감정적 반응을 확인했기 
때문에 기존 실험실 세팅에서 파악하기 힘든 현실적인 반응을 얻은 것이라 
생각할 수 있다. 결국 이러한 반응을 확인했다는 점은, 해당 반응이 대화 
내에서 발견되었을 때 시스템 역시 해당 사항을 문제 상황으로 받아들이고, 
효율적으로 풀어낼 수 있어야 함을 시사하고 있다. 즉 VUI 디자인과 
시스템은 다음의 사항에 대해 어떻게 대응해야 할 것인지에 대해 고려할 수 
있어야 한다. 
 
l 고려사항 1: Heavy User의 반응 사례에서 보았듯이, 부정적 
감정의 표현이 있는 경우, 시스템은 이에 대해 효과적으로 
파악할 수 있어야 한다. 
l 고려사항 2: 반복적 발화는 특히 Heavy User의 부정적인 감정 
표현을 직접적으로 자극하는 요소이며, 이에 대한 개선은 주의 




5-1-2. Light User는 수동적이며, 가이드를 필요로 함 
 
Light User는 문제 상황에 대해 Heavy User 그룹에 비해 수동적인 
모습을 보였다. 이들의 VUI 이용 행태를 수동적이라고 표현할 수 있는 
이유는 다음과 같다. Light User 그룹이 보고한 Top 1 어려움 유형은 D3 
(시스템이 내 말을 인식하는 것에 문제가 있다고 생각됨)이다. D3는 Heavy 
User에도 높게 나왔으나 (3위 기록), 이 어려움 유형에 대해 Light User가 
인지하는 방식은 Heavy User의 어려움 유형 언급 방식에 비해 흥미롭고 
특징적이라 볼 수 있다. 앞서 연구 결과 영역에 언급하였듯이, P44는 음성 
인식 오류의 가능성을 자신의 발음 문제일 수도 있다고 표현한 바 있다. 
다른 어려움 유형도 마찬가지이겠지만, D3 어려움 유형은 VUI에 대한 
사용자의 Input, 즉 사용자 발화가 오류를 야기할 수 있는 가능성이 
상대적으로 높다고 볼 수 있다. 그리고 이러한 특성은 사용자로 하여금 VUI 
오류에 대한 원인을 스스로에게 돌릴 수 있는 가능성도 함께 내포한다. 즉 
VUI 이용 시 맞이하는 어려움 유형 중 인식 오류와 밀접하게 연관된 D3을 
최우선으로 꼽았다는 것은, 비단 D3 뿐 아니라, 다른 어려움 유형에 
대해서도 Light User는 문제의 원인을 자신에게서 찾을 가능성이 있다는 
점을 시사한다. 
 
문제의 원인을 사용자 스스로에게서 찾는 경향성은 나아가 문제 대응에 
있어서의 소극적인 태도와 연결된다고 생각할 수 있다. 앞서 Call log에서도 
살펴보았듯이, 문제 상황에 대해 대화 수정을 (Repair) 하는 방식에 
있어서도 Light User는 에이전트에게 의존적이었다. 본인이 문제를 파악하고, 
원하는 답변을 얻어내지 못해 수정 (Repair) 해나가는 과정에서도, 
에이전트의 문의에 의존하는 경향을 보인다. Light User의 수정 (Repair) 
유형 중 하나의 사례를 살펴보면, 문제 상황에 대한 그들의 대응 방식을 
구체적으로 알 수 있다 (P34 Call log 중 발췌). 
 
l S: 고객님 지금 예약 도와드릴까요? 
l U: 어…. 아뇨 제가 나중에 전화할게요. 
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l S: 그러면 예약 도와드릴까요? 
l U: 제가 나중에 전화 드리겠습니다. 
l S: 혹시 몇 분이서 오신다고 하셨죠? 
l U: 13명이예요. 
 
위와 같이 대화 수정 (Repair) 방법을 찾지 못해 전화를 끊어야 하는 
상황에서도, 마지막에 시스템이 질문한 내용에 대해 답변을 한 것을 통해 
Light User가 에이전트에게 의존적이라는 점을 유추해볼 수 있다. 
에이전트가 현재 사용자의 요구를 해결해 낼 수 없다는 것을 정확히 
파악하고 있다면, 오히려 Heavy User의 사례처럼 주도적으로 에이전트와의 
대화를 활용해서 문제를 풀어나갈 것이라 예상할 수 있다. 하지만, Light 
User는 에이전트가 어떤 문제 상황에 있는지 이해하지 못할 가능성이 있고, 
이것은 위 사례처럼 에이전트에 의존하게 되는 경향성을 만들어 낸다고 볼 
수 있다. 
 
에이전트에 대한 의존적인 성향은 대화를 어떻게 이어나갈 것인지에 
대한 가이드가 필요하다는 Light User 그룹의 Self-report에서도 확인할 수 
있다. 그들은 대화에서 생각하지 못한 공백이 있거나 (P42), 처음 대화를 
시작할 때 (P56) 에이전트가 대화를 이끌어나가 주기를 기대했다. 이러한 
구체적인 가이드가 필요하다는 점 역시, 앞서 Call log에서 보았듯이 
에이전트에 의존적인 Light User 그룹의 특성과 그 궤를 같이한다.  
 
이 밖에도, Light User가 어려움 유형에 직면했을 때 대화 표지 (음…. 
아….)를 더 많이 사용하는 점도 특징적이다. 실제로 사람과 사람 간의 
대화에서 발현되는 대화 선호 (Preference) 관점을 적용시켜본다면 [35], 
Light User가 위 대화 표지를 많이 쓰는 이유를 알 수 있다. Preference에 
대한 대화 분석 영역의 학문적 해석을 보면, 사람은 자신이 기대했던 것과 
다른 형태의 답변을 대화 상대방으로부터 들었을 때, 답변을 하는 데 
시간이 걸리거나, 대화 표지를 사용하게 된다고 한다. 이를 VUI 이용 
상황에 적용해 보면, Light User의 대화에서 발견되는 대화 표지는 사용자가 
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에이전트의 성능과 문제 해결 방식에 대한 이해도가 높지 않음을 나타내는 
단서로 생각될 수 있다. 더 간단히 말해, 이러한 대화 표지가 많이 나오는 
사용자 발화는 VUI 이용에 문제가 있다는 증거가 될 수 있다. 
 
VUI 이용 맥락을 ‘대화’의 관점에서 바라보면, 에이전트는 대화 
상대방을 이해하는 데 어려움을 느끼고 조심스럽게 대화를 진행하는 Light 
User와 같은 대화 참여자에 대해, 더 섬세하게 대응할 수 있어야 한다. 
그들의 발화 속에서 사용자가 어떠한 상황에 처해있는지 역으로 이해하고자 
노력할 필요가 있다. 이를 VUI 기술 관점으로, 동시에 대화 디자인의 
관점으로 고려해보아야 한다. 
 
l 고려사항 3: 대화가 원활히 진행되지 않고 있다는 상황을 
사용자 발화로부터 또는 사용자 발화 외의 사용자 침묵 등의 
비언어적인 신호를 통해 알아낼 수 있어야 한다. 
l 고려사항 4: 사용자의 머뭇거림이 감지된 경우, 적절하게 
디자인된 발화로 사용자를 대화의 원래 흐름으로 이끌 수 
있어야 한다. 
 
5-2. 다양한 사용자 그룹을 고려한 VUI 개선 방향성 
 
위 논의를 통해 도출된 4가지의 고려사항과 연구 결과를 통해 파악한 
어려움 유형을 이해하는 과정을 통해 상이한 사용자 그룹 모두를 위한 VUI 
개선 방향성을 설정해볼 수 있다. 
 
5-2-1. VUI 개선 우선 순위에 대한 이해의 필요성 
 
연구 결과를 종합해보았을 때, 각 사용자 그룹이 제기한 문제를 
해결하기 위한 실제적인 단계로 VUI 구성 요소의 개선 우선순위를 정해볼 
수 있다. VUI를 구성하는 기술 및 디자인 요소에는 음성 인식 (ASR), 
데이터 및 자연어 이해 (Data & NLU), 대화 운영 (DM), 음성 합성 (TTS) 
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그리고 대화 디자인 (Conversation Design)까지 다양한 영역이 있다. 앞선 
연구 결과 분석에서 도출된 15가지 어려움 유형을 토대로 하여 개선이 
필요한 VUI  구성 요소에 대해 정리했다. 정리된 표를 기준으로 VUI 기술 
구성요소의 개선 우선 순위를 파악할 수 있다. 
 
VUI 구성 단위 Heavy Light 
ASR 0.26 0.17 
Data & NLU 0.25 0.14 
DM 0.22 0.05 
Conversation Design 0.21 0.09 
TTS 0.07 0.02 
 1.00 0.47 
 
우선 Heavy User와 Light User 모두 공통적으로 음성 인식과 자연어 
이해에 관련한 어려움 유형을 가장 많이 보고했다. 즉 사용자 발화의 
인풋과 관련된 문제의 해결은 VUI에 있어 공통적으로 중요한 주제라는 
것이다. 실제적인 문제 해결의 방식은 각 기술 요소 단위 별로 상이할 수 
있겠지만, 전체적인 관점에서 VUI에 대한 사용자 경험을 향상시키기 위해 
해당 기술 구성 요소 개선을 중심 과제로 둘 필요가 있다는 것을 보여준다. 
 
실제로, VUI는 여러가지 기술 영역의 집합이고, 해당 기술 영역은 
현재의 산업 구조 상, 또는 AI 기술 발전 상황 상 독립적으로 고도화가 
필요한 영역이다. 하지만, VUI의 발전을 위해서는 기술 개별 단위가 아니라, 
VUI 단위로서의 발전에 대해서도 신경을 써야 한다. 사용자가 경험하는 
어려움 유형이 하나의 기술 구성 요소에만 의존적이지 않다는 것을 연구 
결과를 통해서 살펴볼 수 있었다. 사용자가 맞이하게 되는, 겉으로 드러나는 
현상은 각 구성 요소의 복합적인 조합으로 발현되는 것이다. 그렇기 때문에 
Heavy User 그룹과 Light User 그룹의 사용자 별 개선에 앞서 VUI 발전에 
대한 통섭적인 시각을 갖는 것이 실제로 중요하다. 통섭의 시각을 가질 수 
있을 때 비로소, VUI 관점으로의 개선 방향성에 대해 각 기술 구성 요소, 
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구체적으로 해당 담당자들이 원활히 커뮤니케이션을 할 수 있으며, 사용자 
중심의 더 나은 경험을 만들 수 있는 기반이 될 수 있다.  
 
5-2-2. 소통 실패를 해결하기 위한 실질적인 방안 
 
VUI의 개선 우선 순위를 알아내는 논의는, 통합적인 관점에서 VUI를 
개선하는데 실제적인 도움을 줄 수 있다. 그러나, 본 연구에서 도출한 4가지 
고려사항에 대해 논의하기 위해서는 더 실질적이고 구체적인 방안이 
필요하다. 
 
5-2-2-1. 음성 정보를 활용한 사용자 상태 이해 
 
본 연구원은 VUI와 소통 실패가 발생한 상황에 사용자는 말의 
내용이라고 볼 수 있는 ‘텍스트’ 뿐 아니라, 음성 정보로도 자신의 상태를 
표현하고 있음을 확인할 수 있었다. 먼저 고려사항 1과 관련해서 음성 
정보를 활용한 감정에 대한 이해의 필요성을 확인할 수 있었다. 먼저, Heavy 
User의 감정 표출과 관련해서는 음성의 세부 특질, 즉 높낮이 (Pitch)나 
음량 (Volume) 또는 세기 (Energy) 등을 활용해 사용자의 상태를 파악할 
필요성이 있다. 현재의 음성 인식 분야에서는 이와 같이 음성 정보를 
활용해 사용자의 감정을 인식할 수 있도록 진행하는 기술적 연구가 활발히 
진행되고 있다 [2, 15]. 오늘날의 VUI는 이와 같이 음성 정보를 활용한 
사용자 감정을 이해하기 위해 관련된 기술 도입이 필요한 시점이라는 것을 
확인할 수 있다. 
 
이와 동시에, 기술적인 난이도는 높지 않지만, 유효하게 사용할 수 있는 
음성 정보로 침묵을 들 수 있다. 세 번째 고려사항을 통해 도출하여 
보았듯이, Light User 그룹이 어려움에 처했을 때 발현되는 주된 현상 중 
하나인 침묵은 주의 깊게 다뤄져야 할 신호 중 하나이다. 음성 
인터페이스에서 침묵이 있는 구간을 잡아내는 것은 비교적 어렵지 않다. 
이렇게 사용자가 현재 상태에서 이상 상황에 있다는 것을 음성 정보로 
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알아낸다면, 본 연구에서 도출한 다른 두 가지 고려사항 (고려사항 2, 4)을 
해결하기 위한 논의를 진행시킬 수 있다. 
 
5-2-2-2. 소통 실패에 대비한 대화 디자인의 필요성 
 
상이한 사용자 그룹이 처한 어려움, 즉 소통 실패 영역에 대한 복귀 
전략이 더 원활하게 진행될 수 있도록 VUI는 사용자를 가이드할 수 있어야 
한다. 앞서 논의했듯이 챗 인터페이스는 이러한 복귀 전략에 대한 가이드로 
GUI의 장점을 활용한다. 음성 중심의 VUI는 앞서 언급한 음성 정보를 
활용해 사용자의 대화 수정 과정 (Repair Practice)을 도울 필요가 있다. 
 
수정 과정에 대한 대비 혹은 가이드는 상당 부분 대화 디자인과 그를 
운영하는 대화 운영 (DM) 영역에서 관장해야 한다. 고려사항 2와 관련하여, 
소통 실패에 의해 반복적인 발화가 발생하는 경우에 대비한 대화 정책이 
필요하다. 앞서 살펴 보았듯, 반복적인 발화는 Heavy User에게 있어 가장 
문제되는 어려움 유형이었다. 필수적으로 반복적 안내가 필요한 대화에서도 
부정적 감정 표현 등이 감지되었을 때는 이에 대응할 수 있는 정책이 
필요하다. 
 
부정적 감정 표현이 발생하는 구간은 대화에 있어 최종적인 소통 
실패가 발생한 구간으로 간주해볼 수 있다. 다시 말해, 사용자가 대화를 
수정하는 과정을 더 이상 진행하지 않겠다고 표현한 지점과 다름 없다고 볼 
수 있다. 이런 경우, AiCall과 같은 목적 지향형 대화 시스템은 대화 진행을 
포기할 수 있어야 한다. 대화 디자인 상, 에이전트의 관점에서 더 많은 대화 
수정 과정들이 준비되어 있다고 하더라도, 사용자의 부정적 감정 표현을 
감지하게 되었다면, 대화 수정 과정은 중단될 수 있어야 한다. 예를 들면, 




표 22. P15 (Heavy User)의 부정적 감정에 대한 대응 방안 재구성 
Turn Speaker Utterance 비고 
1 S 잠시만요. 11월 26일 화요일 오후 
12시 세 분으로 가능하세요. 
이렇게 예약해 드릴까요? 
 
2 U 아니요. 근데 근처에 주차장 많이 
있어요? 
 
3 S 혹시 가까운 시간으로 알아봐 
드릴까요? 
 
4 U 뭘요?  
5 S 오후 다섯 시 그리고 여섯 시에 
가능하세요. 어떤 시간이 
괜찮으신가요? 
 




7 S 제가 말씀하신 내용을 알아듣지 
못해서 죄송합니다. 요청하신 내용 
해결하실 수 있게, 매장 직원 분 
연결해드려도 괜찮을까요? 
음성 정보를 
반영한 대응 예시 
 
위 재구성된 예시에서, 에이전트는 사용자의 부정적 감정 표현을 
인지하고 (Turn 6), 대화 진행이 더 이상 어렵다는 사실을 안내한다 (Turn 
7). 이와 같은 대응은 곧 사용자의 목적 성취에 초점을 둔 대응이며, 대화 
시스템은 한계를 파악하고 그 이상의 시도를 하지 않아야 한다는 점에서 
시사하는 바가 있다. 
 
Light User의 소통 실패를 암시하는 침묵과 관련된 대응 역시 VUI에서 
중요하다. 구체적으로 말하면 침묵이라는 비언어적 신호는 연속적인 대화가 
일어날 것으로 가정된 VUI에서 특히 중요하다. AiCall과 같은 전화 상의 
VUI가 그 예시가 될 수 있으며, 그 외에도 Google의 Continued 
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Conversation과 같이 기능 상 연속 대화를 제공하는 VUI에서 침묵은 
중요한 의미를 가질 수 있다. 
 
일반적으로 사용자의 침묵이 감지되면, 에이전트는 사용자가 대화에 
참여하고 있는지 여부를 확인한다. AiCall 역시 사용자가 대화에 참여하고 
있는지에 대한 여부를 문의하는 방식으로 대화가 디자인되어 있다. 하지만, 
Light User의 어려움 유형을 확인했을 때, 침묵은 대화에 참여하고 있는 
중에도 발생할 수 있다. 그러므로 대화를 디자인하고, 정책을 정의할 때 
사용자 침묵에 대해 더 세부적으로 정의해낼 수 있어야 한다. 즉, 사용자가 
대화를 이탈한 상황인지 그렇지 않고 다음 발화를 말하기 위한 준비 
과정인지 구분해내는 것이 중요하다. 
 
그런데, 한 번의 Turn-taking 관점에서 침묵의 의미에 대해 세부적으로 
정의하기는 어렵다. 왜냐하면 대화가 진행되면서 침묵의 횟수가 빈번히 
발생되는 것이 대화 진행에 있어 일련의 소통 실패가 반복적으로 
나타난다는 증거가 될 수 있기 때문이다. 그러므로 사용자 침묵을 대화 
디자인으로 정의할 때는 일회성의 사용자 침묵에 대한 대화 정책 정의에 
더해, 반복적인 사용자 침묵이 대화 중에 나타날 때를 대비한 대화 
디자인도 필요하다. 
 
반복적인 사용자 침묵이 대화 중에 나타난다면, 이는 소통 실패의 
근거로 볼 수 있고, 연구 결과의 Light User의 어려움 유형을 통해 확인한 
것처럼 사용자가 가이드를 필요로 하는 상황으로 유추해볼 수 있다. 이러한 
경우를 대비해 반복적인 사용자 침묵에 대한 다음과 같은 가이드 발화 역시 
준비해 놓을 필요가 있다. 
 
표 23. 사용자 침묵에 대한 상세 정의와 응대 예시 






사용자의 대화 가능 여부를 
확인함 
고객님, 통화 가능하신가요? 
반복적 
사용자 침묵 
사용자에게 대화를 원활히 
이어갈 수 있는 안내성 
발화를 제공 
1. 예약 진행 흐름의 경우: 
고객님, 질문 다시 한 번 
드릴까요? 
 
2. 단순 질문 흐름의 경우: 
고객님 예약이나 매장 이용 
전반에 대해 다른 문의사항 
있으신가요? 
 
위 표에서와 같이 사용자 침묵에 대해 대응하는 방식도 크게 일회성, 
그리고 반복적 사용자 침묵을 나누어 디자인 할 수 있고, 반복적 사용자 
침묵의 상황에서도 목적 지향형 대화의 경우와 일반적인 질문과 답변 
경우를 나누어 대화를 디자인할 수 있다. 
 
이러한 대응 방식은, Light User 그룹의 사용자처럼 VUI 이용의 소통 
실패 단계에서 적극적인 문제 해결을 하기 어려운 사용자 그룹에 대해 
도움이 되는 방식이라 생각할 수 있다. 
 
위 논의 내용을 통해 Heavy User와 Light User 그룹이 본질적으로 
어려움을 겪는 문제를 분석하고, VUI 디자인 시 고려해야 할 사항에 대해 
알아보았다. 구체적으로 도출된 4가지의 고려 사항을 해결하기 위해, 즉 
소통 실패 상황에서 사용자의 명확하거나 안정적인 대화 복귀가 가능하도록 
돕기 위해 VUI가 구성되어야 방향성을 알아보았다. 해당 논의 방향성은 







6. 연구의 한계 (Limitations) 
 
 
본 연구는 AiCall이라는 전화 상의 VUI를 활용하여 Heavy User와 
Light User/간 이용 행태의 차이를 알아보았다. 각 사용자 그룹은 어떤 
형태의 어려움을 겪는지 대화의 소통 실패 관점으로 알아보았다. 이를 
근거로 하여 사용자가 소통 실패로부터 명확하게, 그리고 안정적으로 
대화를 이어나갈 수 있도록 복귀 가이드를 제공하는 방안 역시 다루었다. 
그럼에도 불구하고, 본 연구는 한계점 역시 존재한다. 첫째로, 연구의 진행 
시점은 2019년 11월로, AiCall이 아웃백 스테이크하우스 미금점이나, 홍보 
페이지를 통해 실사용자에게 선보이기 전이다. 정식 릴리즈 전의 제품을 
활용한 연구였기 때문에, 테스트 대상자들은 사내 직원들이었다. 물론 
Naver라는 회사가 기본적으로 IT회사임을 감안할 때, 사내 직원들을 
대상으로 한 연구의 결과는 실제 사용자에게서 얻을 수 있는 결과와 다를 
가능성이 있다. 2020년 상반기, AiCall이 출시된 이후 무작위로 선정된 
사용자 테스트를 통해, 본 연구의 결과와 실제 사용자 대상 테스트 결과를 
비교해 나갈 예정이다.  
 
또한, 본 연구는 Heavy User 그룹과 Light User 그룹을 나눈 뒤 이들의 
초기 사용 행태에 집중하여 연구 결과 도출 및 논의를 진행하였다. 하지만, 
실제로 Heavy User 그룹과 Light User 그룹 각각 지속적으로 VUI를 
이용하게 되는 경우 각 사용자 그룹이 어떤 형태로 변화해 나갈 것인지에 
대한 관찰 및 이해는 이번 연구에서 진행되지 않았다. 앞으로의 연구에서는 
동의 및 승낙을 받은 사용자에 한해, 본 연구의 사용자 그룹을 나누는 
기준을 적용해, 각각의 사용자 그룹이 반복적으로 에이전트를 이용하게 
되면서 어떤 변화를 겪게 되는지 알아볼 예정이다.  
 
마지막으로, 본 연구가 전화 상의 VUI를 대상으로 진행되었기 때문에, 
VUI 활용 기기가 달라지는 경우에는 다른 형태의 어려움 유형이 도출될 수 
있으며 이에 따른 고려사항이 발생할 수 있다. 예를 들어, 전화 상의 VUI는 
 
 74 
필연적으로 개인 사용을 기반으로 한 것이고, 호출어가 존재하지 않으며, 
그렇기 때문에 더욱 대화의 흐름이 중요해질 수 있다. 물론 본 연구의 
결과와 논의 주제가 VUI에 대해 일반적으로 적용될 수 있는 부분이 
존재하지만 스마트 스피커나 스마트 폰의 VUI의 경우 그 특수성이 달라질 



























7. 결 론 (Conclusion) 
 
 
본 연구는 Heavy User와 Light User 그룹을 기술 수용도 관점으로 
나눠보고, 상이한 사용자 그룹을 만족시킬 수 있는 VUI가 되기 위해서는 
어떤 고려사항이 필요한지 탐구하였다. 구체적으로, 먼저 사용자 그룹이 
VUI를 사용하면서 겪는 어려움은 무엇인지를 알아보고 유형화한 뒤 주요 
어려움 유형에 대해 사용자 그룹 별로 어떻게 반응 혹은 대응하는지 
알아보았다. 이후 해당 연구 결과를 토대로 상이한 사용자 그룹을 위한 
맞춤형 VUI가 되기 위한 고려사항과 이를 실제적으로 해결하기 위한 VUI 
기술, 디자인 관점의 방법에 대해 논의하였다. 
 
이 연구는 VUI 활용 제품과 서비스가 늘어나는 현재의 시점에, VUI도 
이제는 다양한 사용자 층의 사용 경험을 고려할 필요가 있음을 연구 결과와 
논의를 통해 제안하였다. 구체적으로 본 연구가 HCI 커뮤니티와 VUI 관련 
산업계에 기여할 수 있는 바는 다음과 같다. 
 
l 기술 수용도 관점에 따라 VUI가 초기 다수자 (Early 
Majority)에게까지 받아들여지고 있는 현 시점에서, 출시 
초기부터 다양한 사용자 층을 받아들일 가능성이 있음을 
염두에 두고 VUI 관련 제품 혹은 서비스를 개발해야 한다 
l HCI 커뮤니티는 VUI에 대한 특정 사용자 층 연구 흐름을 
확장해, 하나의 VUI에 대해서도 서로 다른 특징을 가진 사용자 
층이 사용하고 경험하는 바가 다를 수 있음을 이해해야 한다 
l Heavy User와 Light User가 VUI에 대해 경험하는 어려움이 
서로 다를 수 있음을 이해하고, 그것을 VUI 기술 관점에서 
그리고 대화 디자인 관점에서 어떻게 풀어나갈 수 있을지 
고민해야 한다 
l 특히 VUI 기술 관점에서는 텍스트를 기반으로 한 언어 정보 
외에 음성 정보도 대화 시스템 전반에서 활용할 수 있는 
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방안을 확보해야 하며, 이것이 서로 다른 사용자 그룹의 특징을 
이해하기 위한 출발점임을 인지하고 있어야 한다 
l 대화 디자인 관점에서는 사용자 발화에 대한 다양한 층위의 
정보를 활용하게 될 상황을 고려해 전체 대화 공간을 구성할 
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   Voice User Interfaces (VUIs) are growing in popularity. Recent market 
research has shown that VUIs are being adopted by the ‘early majority’ based 
on the ‘Diffusion of Innovation’ theory. This means that VUIs are not just for 
the ‘innovators’ or the ‘early adopters.’ While it is important to understand 
the usage patterns of different user groups, few studies focus solely on these 
differences. In this paper, the VUIs user group are divided into two categories, 
heavy users and light users, in terms of the frequency and recency of use. To 
understand the differences between heavy users and light users in difficulties, 
I conduct user study using the restaurant reservation VUI, AiCall, which I 
have participated in designing and development. From the result of the user 
study, I found out that each user group had a different way of dealing with 
the difficulties; heavy users were active and aggressive, while light users were 
passive. I hope that the findings and the discussions of this study would be 
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