Previous research [N. Bhandari and D. K. Rollins, Ind. Eng. Chem. Res., 2003, 42, 5583] introduced a methodology for obtaining accurate continuous-time multiple-input, multiple-output (MIMO) models for Wiener processes with nonlinear static and dynamic behavior. This methodology consists of a model-building procedure for estimation of model forms in the Wiener structure and a choice of two algorithms for exact predictions of true Wiener systems. One algorithm uses only the most-recent input changes but is restricted to approximately steady-state conditions between input changes. The other algorithm has no restricted conditions but is dependent on all past input changes and, thus, requires a fading memory treatment. This article extends the former algorithm by proposing a new continuous-time algorithm that is not restricted by steady-state conditions between input changes. In addition, the proposed algorithm is dependent only on the most-recent input changes. Evaluation of the proposed algorithm is conducted using a simulated continuously stirred tank reactor (CSTR) that closely follows a Wiener process; the results of this study are compared with the other two previously mentioned algorithms. Results are given for two basic cases: (i) no noise and (ii) independently, identically, and normally distributed noise.
Introduction
The nature of chemical processes in industry has become increasingly complicated. Linear modeling is no longer as useful in obtaining accurate models as nonlinear modeling. As one of the popular nonlinear techniques, block-oriented modeling has received a significant amount of attention. [1] [2] [3] Hammerstein and Wiener systems are two block-oriented structures that have been widely used to model chemical processes. Both of these systems have a nonlinear static gain block and a linear dynamic block; however, the order of these blocks is different for each structure. In a Hammerstein system, the nonlinear static gain block is followed by the dynamic block; the opposite is true in a Wiener system. A multiple-input, multiple output (MIMO) Wiener system with p inputs and q outputs can be accurately modeled by decomposition to a q multipleinput, single-output (MISO) structure (see the book by Nells 4 ), as shown in Figure 1 .
The Wiener system is more direct in its description of addressing nonlinear dynamics than the Hammerstein system. In the Wiener system, each output has its own set of dynamic and static gain blocks. In each set, each input passes through a separate linear dynamic block and produces an intermediate variable; the vector of intermediate variables then enters the nonlinear static gain function, which ultimately generates the output. Thus, each input can have a different dynamic effect on the output. In contrast, in the Hammerstein system, each output has only one dynamic block. Examples of real processes that have been approximated by Wiener structures include distillation columns, 5 reactors, 6 and pH processes. 7 Although the Hammerstein and Wiener systems do not perfectly describe real physical and biological systems, studies have shown that they approximate these systems satisfactorily. Hammerstein and Wiener models have been developed for many applications, although most have been discrete-time systems. Because the Hammerstein and Wiener models are approximations of physical systems (which operate as continuous-time systems), modeling them in discrete time adds another level of approximation. Moreover, block-oriented structures are continuous-time systems; therefore, modeling these physical systems using continuous-time methods (CTM) rather than discrete-time methods (DTM) is more appropriate for the system and can eliminate a level of approximation. Another limitation of discrete-time models is that they are adversely affected when sampling is inconstant or infrequent. 8 A significant advantage of DTM over CTM is that prediction requires only a few recent input changes at most, whereas CTM can be dependent on all previous input changes and requires a fading memory treatment. 3 We recently developed constrained DTM for both decomposed MISO Hammerstein and Wiener systems that can effectively build models from sequential step tests in a two-stage approach. 6 Similarly, for CTM, we have introduced a decomposed MISO model-building technique for Wiener systems that has been named the "Wiener Block-oriented Exact Solution Technique" or "W-BEST." 9 Users have a choice of two continuous-time algorithms to predict output responses. One algorithm uses only the most recent input change but is restricted to the condition of approximate steady state between input changes. Note that this restriction is not a limitation in model-building, because the modeler can chose to run sequential step tests (which inherently provides the steady-state requirement) from a statistical design of experiments (SDOE), as recommended in our earlier work. 9 However, under normal operating conditions, input changes do not typically occur as sequential "step test"-type changes; therefore, this restricted algorithm will have limited predictive applications under these conditions.
To overcome the restricted W-BEST input limitation of "step test"-type changes, one could use the DTM algorithm that we developed in the earlier work. 6 Both the DTM and CTM W-BEST algorithms are limited by the validity of the piece-wise step-input approximation, although the DTM algorithm is further restricted by constant and frequent sampling. In addition, if one chooses to solve the differential equations of the DTM algorithm using a numerical method, such as the Euler Method or the Runge-Kutta Method, please note that this is an approximation to the CTM algorithm and adds a level of approximation to the solution. Furthermore, calculating the solution could take significant computational time, depending on the step size. On the other hand, a closed-form continuous-time solution to the Wiener system is provided in our earlier work. 9 This CTM algorithm has no restricted conditions but is dependent on all past input changes; thus, this CTM algorithm will not be attractive when its fading memory is slow (i.e., requiring the use of a huge number of past inputs). Therefore, limiting the scope of this article to prediction where the piece-wise step input change assumption is valid and to conditions where continuoustime prediction with nonfading memory equations are needed, this work proposes a new algorithm that fulfills both criteria.
This article evaluates the proposed algorithm in studies that compare its performance with the two continuous-time algorithms that we introduced earlier, 9 as mentioned previously. In this article, the algorithm 9 that uses only the most recent input changes is called the "restricted" algorithm, whereas the algorithm 9 that does not have restricted conditions is called the "classical" algorithm. The newly proposed algorithm introduced in this article is called the "unrestricted" algorithm. Although this algorithm can be complex when high-order systems are involved, it meets the requirements mentioned previously for the Wiener system.
To present our evaluation of the unrestricted algorithm, this article is organized as follows. In the next section (Section 2), we give an overview of all three algorithms: classical, restricted, and unrestricted. Then, in Section 3, the application of the proposed algorithm is illustrated on a true Wiener system, to demonstrate the algorithm's ability to make exact predictions for this system. In Section 4, the simulated continuously stirred tank reactor (CSTR) used in this evaluation is presented. The results of the study using the CSTR for noise-free and noise cases are given in Sections 5 and 6, respectively, with our concluding remarks presented in Section 7.
W-BEST Algorithms
This section presents the two W-BEST continuoustime algorithms mentioned in the previous section and introduces the proposed algorithm. Under specified conditions, all three algorithms can exactly determine the true values of output i, η i (t), although they differ in how they determine the intermediate unobserved variable, v ij (t), as shown in Figure 1 . The measurement model used for the scope of this work is presented below:
where y i (t) is the measurement of output i taken at time t, and i (t) is the corresponding error term, with the covariance of i (t) and j (t) equal to zero for i * j.
The classical algorithm is presented first and can be obtained using common approaches such as Laplace transforms or convolution methods, as found in textbooks on automatic control. 10, 11 For simplicity, all the variables in this article are deviation variables (i.e, deviations from the initial steady state at time t ) 0). Without any restriction on the input changes, the W-BEST classical algorithm 9 is given by eqs 3 and 4 below, where the input vector is u(t): T and v ij is the unobserved intermediate variable for output i and input j.
Because the scope of this work is restricted to step input changes, the classical algorithm will be given for a series of step changes. With K step changes in the inputs occurring at times t ) 0, t 1 , t 2 , ..., t K-1 , the input vector can be represented by eq 5:
where u k ) [u 1,k , u 2,k , ..., u p,k ] T , u j,k is the value of the jth input in the kth interval, j ) 1, ..., p, and k ) 1, ...,
K. A graphical example of this input change sequence is shown in Figure 2 for a single input for the case with K ) 3. The classical algorithm for step input changes occurring as shown in eq 5 is given by eq 6:
where S(t) is the shifted unit step function and g ij (t) is the dynamic function, which is given by where L -1 is the inverse Laplace transform operator. Note that, for the input changes given by eq 5, t 0 ) 0 and u j,0 ) 0 for all j. The outputs can be obtained from eq 3 after the v ij values are calculated. The classical algorithm for step input changes, given by eq 6, is dependent on all previous input changes. As a result, the practical use of the classical algorithm requires a fading memory treatment 3 to reduce the dependence on the number of past inputs. Thus, this approach is not desirable when a large number of past changes have occurred, which is commonly the case when the sampling time is small and the inputs are assumed to change at each sampling time.
Next, we discuss the restricted W-BEST algorithm. For step changes in the inputs, this algorithm, which has been proposed by Rollins and co-workers 12, 13 for Hammerstein systems and Bhandari and Rollins 9 for Wiener systems, is dependent only on the most recent input change. The restricted W-BEST algorithm is always valid for first-order processes with step input changes. However, for processes that are higher than first-order, this algorithm is only valid for step input changes spaced far enough in time for the output responses to approach steady-state conditions. A mathematical proof of this algorithm is given in the work by Rollins et al. 13 For step changes that occur, such as those in eq 5, the restricted W-BEST algorithm for the intermediate variable for the (k + 1)th input change in the interval t k < t e t k+1 is given by eq 8:
where v ij (t), u j,k+1 , and g ij (t) follow the definitions given previously. From eq 8, we see that the predicted output (using eqs 3 and 8) in this (and any other) interval is dependent on only the most recent input change, u j,k+1 . In comparison, as discussed previously, the classical algorithm is dependent on all the previous input changes. Thus, in defining "compact" to mean dependent on few input changes, we understand eq 8 (the restricted algorithm) to be compact, in contrast to eq 6 (the classical algorithm). Therefore, when the input change requirements are met, the restricted algorithm can prove useful for predicting output responses for Wienertype processes. However, the accuracy of the algorithm will suffer when the process does not approach steady state between input changes.
To overcome this limitation of eq 8, we propose a new algorithm that has the advantage of compactness plus an indifference to the rate of input changes. The exact forms of the equations in this algorithm are dependent on the attributes of the linear dynamic forms (i.e., the number of zeroes and poles and their nature) in the Wiener model. Before this algorithm is presented, it is necessary to give the general form of a linear dynamic function, G ij (s), with n poles and m zeroes:
With step changes in input occurring at times t ) 0, t 1 , t 2 , ..., as given in eq 5, the proposed unrestricted W-BEST algorithm in the interval t k < t e t k+1 is given below:
where v ij (r ) (t k ) is the rth derivative of v ij at time t k . The dynamic functions g ij are defined in eqs 11-16 below. First note that only u j,k+1 and u j,k appear in eq 10, indicating that only the two most recent input changes are required to predict the output. Thus, this algorithm has the attribute of being compact (as defined previously). Second, note that u j,k is as previously defined. Third, note that, for a dynamic function with n poles and m zeroes (such that m > 0), a total of (n + 2) dynamic functions, or g ij values, are required. The first two dynamic functions, g ij,1 and g ij,2 , are associated with the two most recent input changes, u j,k+1 and u j,k , and their forms are shown in eqs 11 and 12, respectively. The next n dynamic functions, g ij, 3 to g ij,n+2 , are associated with the derivatives of the intermediate variable, v ij , and are given by eqs 13-16. 
As stated previously, the proposed unrestricted algorithm given in eq 10 is dependent only on the two most recent input changes, and although this algorithm requires more initial effort (i.e., the determination of eqs 11-16), it is not restricted by the time between input changes (as is the restricted W-BEST algorithm). The derivation of the proposed unrestricted algorithm for a specific Wiener system is given in the Appendix. Please note that, when the linear dynamic function (given in eq 9) has no zeroes, i.e., m ) 0, then g ij,2 (t) is zero, and in that case, only (n + 1) dynamic functions are needed. In the next section, we evaluate the performance of the unrestricted and restricted algorithms using a mathematical Wiener process.
Mathematical Wiener Process Evaluation
To better understand the application of the unrestricted W-BEST algorithm, we first show its implementation on a true Wiener system. This system has two inputs and one output, with a polynomial static gain function and two second-order-plus-lead dynamic functions. The system is described using eqs 17 and 18 as follows: where j ) 1 or 2, 1 ) 5.0, 2 ) 7.50, 3 ) 2.0, 4 ) 2.50, 5 ) 1.0, τ a,1 ) 8.0, τ a,2 ) 10.0, τ 1,1 ) 2.0, τ 1,2 ) 4.0, τ 2,1 ) 2.0, and τ 2,2 ) 4.0. Because there is only one output, the subscript i has been dropped, for simplicity. For this system, the dynamic transfer function is given by eq 19 below:
The dynamic functions for this system have one zero and two poles each. Hence, g j values are given by eqs 20-23. The first two, g j,1 and g j,2 , are associated with the two most recent input changes. The last two, g j, 3 and g j, 4 , are associated with v j and its first derivative.
For step changes in the inputs as shown in eq 5, the exact unrestricted W-BEST algorithm, by application of eq 10, for this system in the interval t k < t e t k+1 is given in eqs 24 and 25:
where j ) 1 or 2, g j,1 through g j, 4 are given in eqs 20-23, and v j (1) (t k ) is the first derivative of v j at time t k . The value of the derivative term, v j (1) (t k ), is calculated using
[ a ij,n s n-1 + a ij,n-1 s n-2 + ... + a ij,1 a ij,n s n + a ij,n-1 s n-1 + ... + a ij,1 s + 1
an analytical derivative. Because the system is initially at steady state, v j (1) (0) ) 0. The derivative values at the end of the first interval and at the end of the kth interval are given by eqs 26 and 27, respectively:
For details on the mathematical derivation of eqs 26 and 27, please refer to the Appendix at the end of this article. To evaluate the performance of the unrestricted W-BEST algorithm, we used an arbitrary sequence of input changes, as shown in Figure 3 . We obtained the true response of the system by numerical integration of eqs 17 and 18, using a very small step size. Because we also wished to compare the restricted W-BEST algorithm with the unrestricted algorithm, these responses, along with the true response, are shown in Figure 4 . The restricted algorithm is obtained using eq 8, where the g j (t) term is given by eq 20 for this particular system.
As seen in Figure 4 , the unrestricted algorithm agrees perfectly with the true response, which thus validates the exactness of the unrestricted model. The restricted algorithm also closely agrees with the true response but only for the initial 50 min or so. This is due to the size of the interval between the first two input changes, which is large enough to allow the output to approach steady state. However, for subsequent input changes, sufficient time is not available for the output response to settle, and therefore, the output is unable to approach steady state. Thus, the restricted algorithm is no longer valid and significant deviation from the true system is observed. The proposed unrestricted algorithm eliminates this deviation and provides a closed-form exact solution without the restriction of steady state between input changes. In the next section, we present the CSTR used for our evaluation on a MIMO physical simulated process.
The Simulated Continuously Stirred Tank Reactor Process
This section briefly describes the simulated CSTR process used to evaluate and compare the predictive performance of the W-BEST classical, restricted, and unrestricted algorithms on a MIMO physical process. The second-order, exothermic reaction that occurs in the CSTR results in nonlinear and interactive effects of the inputs on the outputs. The reactants A and B independently flow into the CSTR and form product C. The process model consists of the overall mass balance, component (A and B) mole balances, and energy balances on the tank and jacket contents. Conditions of this process include the following: (i) the contents of the reactor and the jacket are perfectly mixed; (ii) there are no heat losses; and (iii) all the streams have the same density and heat capacity, which do not change with stream composition or temperature. The details of the model and the nominal steady-state values are available in our earlier work. 9 A schematic of the CSTR is shown in Figure 5 .
The input variables are as follows: q Af , the feed flowrate of A; T Af , the feed temperature of A; C Af , the feed concentration of A; q Bf , the feed flowrate of B; T Bf , the feed temperature of B; C Bf , the feed concentration of B; and q c , the coolant flow rate to the jacket. The output variables are as follows: C A , the concentration of species A in the reactor; C B , the concentration of B in the reactor; C C , the concentration of C in the reactor; T, the temperature in the tank; and T c , the coolant temperature in the jacket. Thus, in all, this process consists of seven inputs and five outputs. Using a two-stage procedure with statistical experimental design, in the earlier work, 9 we obtained the estimated Wiener process given below, using the restricted algorithm to build the model. More specifically, the estimated nonlinear static function is
The form of the estimated dynamic functions is
where τ a,ij , τ 1,i , and τ 2,i are the dynamic parameters associated with the dynamic block for the ith output and the jth input (i.e., g ij with i ) 1, ..., 5 and j ) 1, ..., 7). Using the restricted algorithm under valid input changes, this algorithm gave excellent predictive performance. 9 For details of the model-building procedure using the restrictive algorithm, see our earlier work. 9 In the next section, we use the fitted Wiener system for this CSTR process to compare the predictive performance of all three W-BEST algorithms under rapid input changes.
Comparison Study
This section presents the performance of the three W-BEST prediction algorithms, using the Wiener model developed in our previous work 9 for the CSTR process described in the previous section. The predictive Wiener model is shown in eqs 28 and 29, as we identified in the previous work; 9 in that work, we used data generated by the mathematically simulated CSTR to develop this Wiener model. The input test sequences used for this identification are shown in Figure 6 . The input changes occur at random times, so that some changes are faster while others are slower. As a result, the outputs approach steady state for only a few of the input changes.
Starting from the Wiener model 1 given by eqs 28 and 29, we will develop the three algorithms before present-ing the results of this study. Note that all three algorithms use eq 28 to determine the output predictions but differ in how they determine the intermediate variable v ij .
The classical algorithm is defined by the following predictive equation for the intermediate variable v ij :
where i ) 1, ..., 5, j ) 1, ..., 7, g ij (t) is given by eq 29, and the input level and time for each input change are shown in Figure 6 . For this study, the total number of input changes was 225, and we used a fading memory approach with a dependence on 12 past input changes.
The restricted algorithm is defined by its own predictive equation for the intermediate variable, v ij , in the interval t k < t e t k+1 :
where i ) 1, ..., 5, j ) 1, ..., 7, and g ij (t) is again given by eq 29. For this study, the interval between the input changes, on average, was ∼1 min, which was not enough time to allow the responses to approach steady state between changes.
The prediction of v ij from the unrestricted algorithm is obtained using eq 32:
where the dynamic function g ij,1 is given by eq 29, and g ij,2 through g ij,4 are given below in eqs 33-35. The derivative term is calculated using eq 27, but with the parameters obtained in the earlier work. 9 The predictions from these W-BEST algorithms for C A are shown in Figure 7 . For space consideration, the other output graphs are not shown. Figure 6 . Input test sequences for the comparison study using the CSTR.
To estimate the accuracy of the different prediction algorithms quantitatively, we used a measure that is called the sum of squared prediction error (SSPE), which is defined as where N is the total number of equally spaced sampling points used over the testing interval, y i is the true response, and η i is the predicted response. For this study, N ) 600. The smaller the SSPE, the higher the accuracy of the algorithm. The SSPE values for the three W-BEST algorithms are summarized in Table 1 .
The SSPE values from the classical algorithm are the lowest and are very similar to the SSPE values from the unrestricted algorithm. Thus, the unrestricted algorithm performs as well as the classical algorithm, although without the requirement of a fading memory treatment, because the unrestricted algorithm is dependent on only the two previous input changes for prediction. The restricted algorithm performs poorly, relative to both the classical algorithm and the unrestricted algorithm for the conditions of this study. This observation is not surprising, because the input changes in Figure 6 do not meet the conditions required for accurate predictions by the restricted algorithm.
The Noise Case
Next, we evaluate the proposed algorithm under added noise, as described by eq 1. A Gaussian error term, with mean that is equal to zero and a standard deviation of σ ) 0.006, is added to the true output C A at each sampling time. As illustrated in Figure 8 , this level of noise is quite significant. All the parameters are re-estimated using the method described in our earlier work, 9 and the fitted equation is evaluated using the same input test sequence as that shown in Figure 6 . The prediction from the unrestricted W-BEST algorithm is shown in Figure 8 , and, for space considerations, the other graphs are not shown here. The absolute SSPE values for classical, restricted, and unrestricted algorithms are 0.047, 0.170, and 0.048, respectively. These results show that the unrestricted algorithm still performs equally as well as the classical algorithm in this noisy example. In contrast, the absolute SSPE value for the restricted algorithm is ∼4 times higher than the other two algorithms, revealing again its poor performance under these testing conditions.
Concluding Remarks
In this work, we have presented an unrestricted closed-form continuous-time algorithm for Wiener systems which overcomes the limitations imposed on the restricted Wiener Block-oriented Exact Solution Technique (W-BEST) algorithm that we presented in earlier work. 9 This unrestricted algorithm is able to address all step input changes, irrespective of the time between those changes, in a compac, closed form. This advantage of requiring only a few previous input changes to predict the outputs can make its use much more attractive than the classical algorithm, which requires a fading memory treatment. The unrestricted algorithm requires a greater one-time effort of developing the dynamic functions but can be more computationally efficient than the classical algorithm when dependence on past inputs is large. The accuracy of the unrestricted algorithm is similar to that of the classical algorithm, as seen from the continuously stirred tank reactor (CSTR) study in both noise-free and noise cases. Although the proposed algorithm is re- 7 . True and predicted CA responses using classical, restricted, and unrestricted W-BEST algorithms for the input sequences shown in Figure 6 .
stricted to step input changes, this is not a new restriction, because discrete-time methods also are dependent on step or piece-wise input changes. If the treatment of other types of input changes is required for continuous-time predictions, then the classical algorithm is always a viable choice.
We would like to note that, in model building, the restricted algorithm is always the best choice when sequential step tests are used, as we have already described. 9 It is the most compact and simplest algorithm. After applying this procedure, the estimated static gain and dynamic functions can then be used in the prediction algorithm that seems most suitable.
The greatest challenge in using the unrestricted W-BEST algorithm for prediction lies in the accurate computation of the derivative terms, especially for processes with underdamped behavior (i.e., complex poles). In this study, the derivatives were calculated analytically, because the dynamic forms estimated for the CSTR were overdamped (i.e., had real poles). Future work consists of extending the unrestricted W-BEST algorithm to other block-oriented structures and to other input changes, such as ramp and sinusoidal changes.
Appendix: Mathematical Derivation of eq 10
The derivation of the unrestricted W-BEST algorithm is shown here for a specific two-input, one-output Wiener system with second-order-plus-lead dynamics. Working from the description of the Wiener system given in Figure 1 , a general mathematical model can be written as shown in eqs A1 and A2:
where v ) [v 1 , v 2 ] T , j ) 1 or 2, and the subscript i has been dropped, for simplicity. When the system output η(t) is at steady state, the intermediate variables v j (t) are also at steady state and the derivatives of v j (t) are equal to zero. With step changes in u j occurring at times t ) 0, t 1 , t 2 , ..., as shown in eq 5, the initial conditions for this system in the interval t k < t e t k+1 are given by and Assuming that the system does not reach steady state before the input changes are made, from eq A2, we can see that v j (t) will not reach steady state, and thus, the derivatives of v j (t) do not equal zero.
Taking the Laplace transform of eq A1 gives
where v j (1) (t k ) is the first derivative of v j evaluated at time t k . The equation for this derivative term is given at the end of this section. Rearranging terms in eq A4 gives Bringing the terms associated with v j (t k ) and v j (1) (t k ) to the right-hand side of eq A5, dividing the entire equation by the coefficient of V j (s), and substituting U j (s) ) [u j,k+1 exp(-t k s)]/s gives Taking the inverse Laplace transform of eq A6 gives Figure 8 . Observed values of CA (y), the true response (CA), and the predicted CA response (Etahat-unrestricted) using the unrestricted W-BEST algorithm for the input sequences shown in Figure 6 . The plot on the left contains all the response data, whereas the plot on the right shows an expanded view of the first 50 min.
(τ 1,j τ 2,j s + τ 1,j + τ 2,j ) -[v j (1) (t k ) exp(-t k s)](τ 1,j τ 2,j ) ) (τ a,j s + 1)U j (s)τ a,j u j,k exp(-t k s) (A5) 
Equation A7 is equivalent to eq 25 in the interval t k < t e t k+1 when the g j values defined in eq 20-23 are substituted therein. Substituting eq A7 into eq A2 yields the proposed unrestricted algorithm for a second-order Wiener system with a zero. Thus, the mathematical derivation of the proposed algorithm for this case has been presented.
The first derivative of v j at time t k is computed using the equation for v j (t) in the interval t k-1 < t e t k . At t ) 0, the system is initially at steady state and, thus, v j
(1) (0) ) 0. The equation for the derivative at the end of the first interval is shown in eq A8.
The general equation for the derivative term v j
(1) (t) at the end of kth interval is shown in eq A9.
We have presented the derivation of the unrestricted W-BEST algorithm for a specific Wiener system in this appendix. Because of space requirements, the derivation of the unrestricted W-BEST algorithm for a general Wiener system, as well as other cases, is being submitted for publication in a separate article. 
