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ABSTRACT
This work presents a formulation of the Fast Multipole Boundary Element Method
(FMBEM) applied to the analysis of anisotropic elastic problems in two dimensions.
Integral equations are obtained using the Somigliana identity. Displacement and traction
fundamental solutions obtained by the Lekhnitskii formalism are used in order to transform
domain integral equations into boundary integral equations. The boundary is discretized
into small boundary pieces, called boundary elements, considering that displacements and
tractions are constants along each boundary element. Integrals are divided into near and far
field. Near field, when source points and integration elements are near, are treated as in
standard boundary element method, i.e., integrating along the boundary and considering the
interaction between source points (nodes) and elements. On the other hand, in far field, the
fast multipole method is applied. In this case, the fundamental solution is expanded into
Laurent series and the node to node interaction is substituted by a cell to cell interaction.
Cells are generated by an hierarchical decomposition of the domain using the quad-tree
algorithm. Different multipole operations are used in order to take advantage of the
hierarchical decomposition of the domain and the expansions of fundamental solutions.
Influence matrices are never explicitly obtained and the matrix-vector product can be
carried out with linear complexity. The linear system is solved by an iterative method, in
this problem the generalized minimum residue method (GMRES) was chosen based on
previous work. A preconditioner matrix is used in order to reduce the number of iterations
to obtain the specified accuracy. The effectiveness and efficiencies in solving large-scale
problems are discussed. The formulation presented in this thesis is based on a
complex-variable representation of the kernels, similar to the formulation developed earlier
for potential (scalar) problems. Validation is carried out through comparison of results
obtained by both formulations: the standard boundary element method and the fast
multipole boundary element method. It is analyzed the influence of the number of terms in
the series expansion on the computation of fundamental solution and influence matrices.
The computational cost of both formulations are compared. Numerical examples are
presented to further demonstrate the efficiency, accuracy and potentials of the fast multipole
BEM for solving large-scale anisotropic elastic problems.
Keywords: Boundary element method, fast multipole, anisotropic elasticity, composite ma-
terials, hierarchical matrices.
RESUMO
Este trabalho apresenta uma formulação do método dos elementos de contorno com
expansão em multipolos rápidos (FMBEM) aplicado à análise de problemas elásticos
anisotrópicos em duas dimensões. Equações integrais são obtidas usando a identidade de
Somigliana. Soluções fundamentais de deslocamento e tração obtidas pelo formalismo de
Lekhnitskii são usadas para transformar equações integrais de domínio em equações
integrais de contorno. O contorno é discretizado em pequenos pedaços do contorno,
chamados de elementos de contorno, considerando que deslocamentos e trações são
constantes ao longo de cada elemento de contorno. As Integrais são divididas em campo
próximo e campo distante. Campo próximo, quando os pontos fontes e os elementos de
integração estão próximos, são tratados como no método do elemento de contorno padrão,
ou seja, integrando ao longo do elemento e considerando a interação entre pontos fontes
(nós) e os elementos. Por outro lado, no campo distante, quando os pontos fontes e os
elementos de integração estão longes, o método dos multipolos rápidos é aplicado. Nesse
caso, a solução fundamental é expandida em série de Laurent e a interação nó a nó é
substituída por uma interação célula a célula. As células são geradas por uma
decomposição hierárquica do domínio usando o algoritmo quad-tree. Diferentes operações
de multipolos rápidos são usadas para tirar vantagem da decomposição hierárquica do
domínio e das expansões das soluções fundamentais. As matrizes de influência nunca são
explicitamente obtidas e o produto matriz-vetor pode ser realizado com complexidade
linear. O sistema linear é resolvido por um método iterativo. Nesta tese o método dos
resíduos mínimos generalizados (GMRES) foi escolhido com base em trabalhos anteriores.
Uma matriz de precondicionamento é usada para reduzir o número de iterações para obter
um resultado com a precisão especificada. A eficácia e eficiência na solução de problemas
de larga escala são discutidas. A formulação apresentada nesta tese é baseada em uma
representação de variáveis complexas dos integrandos, similar à formulação desenvolvida
anteriormente para problemas potenciais (escalares). A validação é realizada através da
comparação dos resultados obtidos pelas duas formulações: o método dos elementos de
contorno padrão e o método dos elementos de contorno com expansão em multipolos
rápidos. Analisa-se a influência do número de termos da expansão em séries no cálculo das
soluções fundamentais e das matrizes de influência. O custo computacional de ambas as
formulações é comparado. Exemplos numéricos são apresentados para demonstrar a
eficiência, a precisão e os potencial do método dos elementos de contorno com expansão
em multipolos rápidos para resolver problemas elásticos anisotrópicos de larga escala, ou
seja, com dezenas de milhares de graus de liberdades.
Palavras-chave: Método dos elementos de contorno, expansão em multipolos rápidos, elas-
ticidade anisotrópica, materiais compósitos, matrizes hierárquicas.
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Muitos processos físicos são descritos por sistemas de equações que podem ser do tipo
diferencial ou integral, sendo essas lineares ou não lineares. Para todos esses casos, as so-
luções analíticas sempre foram desejadas, pois elas representam respostas exatas. Contudo,
elas existem apenas para poucos casos, devido à dificuldade em encontrá-las. Por isso, ao
longo dos anos, métodos numéricos foram desenvolvidos com o objetivo de encontrar solu-
ções aproximadas. Um desses métodos é o Método dos Elementos de Contorno (MEC), do
inglês Boundary Element Method (BEM).
O MEC é um método para a solução de equações integrais de contorno, do inglês Boun-
dary Integral Equation (BIE). Alguns dos precursores para o desenvolvimento do MEC são
Green (1828), Betti (1873), Somigliana (1885) e Fredholm (1903). Segundo Katsikadelis
(2016), no trabalho de Green (1828) encontra-se a representação integral da equação de La-
place para problemas envolvendo condições de Dirichlet e Neumann. Para realizar tal feito,
as funções de Green foram desenvolvidas. Dentre as várias contribuições de Betti (1873),
temos o desenvolvimento de uma representação similar à de Green (1828) para problemas
de elasticidade. Ela ficou conhecida como teorema de reciprocidade de Betti (1873). Ele
tem sido usado para resolver diferentes problemas de mecânica estrutural, segundo Panditta
(2013). O teorema de Betti (1873) foi utilizado para desenvolver da identidade de Somigliana
(1885), sendo esta fundamental para formular a equação integral de contorno.
Dentre as contribuições citadas acima, ainda temos o trabalho de Fredholm (1903). Ele
foi o primeiro a usar equações integrais singulares, para problemas potenciais, com o pro-
pósito de achar quantidades desconhecidas no contorno (KATSIKADELIS, 2016). Através
dos trabalhos de Fredholm (1903), Jaswon (1963) e Symm (1963), eles apresentaram um
método numérico no qual dividiram o contorno de problemas potencias em pequenos seg-
mentos. Devido à importância dos resultados obtidos, esses artigos são considerados os
responsáveis por formalizar o MEC. O método criado por eles, juntamente com a identidade
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de Somiglinana, foram utilizados por Rizzo (1967) e Cruse (1969) para criar as equações in-
tegrais de contorno para problemas de elasticidade em duas e três dimensões. Uma completa
revisão histórica sobre o MEC foi feita por Alexander e Cheng (2005), onde são citados mais
autores e contribuições matemáticas que ajudaram no seu desenvolvimento.
O termo Boundary Elemente Method (BEM) apareceu em 1977, com a popularidade das
publicações de Banerjee e Butterfield (1975), Brebbia e Dominguez (1977) e Dominguez
(1977). Nos anos 1980, com o advento dos computadores, o MEC popularizou-se como
técnica computacional e, com o passar dos anos, tornou-se uma das técnicas numérica mais
utilizadas.
Como todo e qualquer método numérico, o MEC possui vantagens e desvantagens. Uma
das vantagens claramente conhecida é a redução da dimensão dos problemas analisados. Si-
tuações bidimensionais são resolvidas como se fossem problemas de uma dimensão, pois
este método só trabalha com o contorno do problema. Seguindo o mesmo raciocínio, proble-
mas tridimensionais são analisadas usando apenas informações de suas superfícies. Logo, a
redução da dimensionalidade traz uma diminuição do esforço computacional envolvido, pois
tal característica diminui o tamanho do sistema-linear (A γ = b) obtido, sendo que a matriz
A tem como característica ser cheia e não simétrica.
Vale ressaltar que essa última característica torna-se uma grande desvantagem quando o
MEC é utilizado para resolver problemas de larga escala, que são reconhecidos por terem
muitos graus de liberdade, do inglês degrees of freedom (DOFs). Como consequência, o nú-
mero de termos diferentes de zero, da matriz A, que precisam ser armazenados na memória
do computador torna-se extremamente grande, já que ela é uma matriz quadrada de dimen-
são (N × N ), sendo N o número de DOFs. Por conseguinte, a quantidade de operações
necessárias para sua construção é muito elevada. De acordo com Liu (2009), são necessárias
O(N2) operações para calcular os coeficientes da matriz A. Além do mais, a quantidade de
memória utilizada para armazená-los também é O(N2). Um outro obstáculo que atrapalha o
desempenho do MEC é o método numérico escolhido para resolver o sistema linear.
Se a solução for alcançada com a ajuda de solucionadores diretos, como a eliminação
gaussiana, O (N3) operações são executadas. Não obstante, essa quantidade pode ser redu-
zida paraO(N2) com solucionadores iterativos. Portanto, a redução da dimensionalidade do
problema proposto ainda pode ser falha em viabilizar o MEC como ferramenta computacio-
nal para resolver problemas com alguns milhares de graus de liberdade.
Uma das formas para resolver esse obstáculo está na implementação de formulações
rápidas no MEC. Esse procedimento tem melhorado o seu desempenho, uma vez que a com-
plexidade para resolver o problema vai para próximo da situação ideal, que é O(N ). Assim,
o tempo de processamento e da memória utilizada, com o objetivo de encontrar a solução
do problema de larga escala, são drasticamente reduzidos. Entre as formulações rápidas
existentes, tem-se o método multipolar rápido ou Fast Multipole Method (FMM). A união
entre MEC e FMM é conhecida como Método de Elementos de Contorno Multipolar Rápido
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(MECMP).
1.2 Método rápido com expansão em multipolos
O FMM foi desenvolvido a partir das publicações de Rokhlin (1985), Greengard e Rokh-
lin (1987), Greengard (1987). Rokhlin (1985) desenvolveu um algoritmo capaz de acelerar a
solução do sistema linear originado pela discretização de equações integrais de contorno. Tal
método reduziu para O(N ) a solução desses problemas. Para realizar tal feito, ele apresen-
tou e provou que uma função potencial poderia ser expandida em série de Taylor para uma
determinada região do espaço. Com esse resultado, demonstrou-se que o número de opera-
ções realizadas para calcular a interação entre grupos de partículas poderia ser drasticamente
reduzido.
As expansões desenvolvidas por Rokhlin (1985) foram fundamentais para criação da
expansão multipolar feita por Greengard e Rokhlin (1987). Através dela, juntamente com
a ideia de agrupamento de partículas, foi possível calcular, de maneira rápida, a interação
de um conjunto de N partículas para qualquer precisão desejada. O agrupamento delas foi
realizado com a ajuda da estrutura da árvore, conhecida como tree structure, de Barnes e Hut
(1986).
Ao longo dos anos, vários trabalhos associado com FMM, para diversas áreas do conhe-
cimento, foram publicados. Como exemplo, temos o trabalho de Fenley et al. (1996), que uti-
lizaram o FMM para calcular interações eletrostáticas para DNA polieletrolítico. Takahashi
e Wakao (2006) descreveram um campo magnético de larga escala por meio da união do
MEF com o MECMP. Takahashi et al. (2012) apresentaram alguns algoritmos para executar
o FMM em placa de processamento gráfica NVIDIA CUDA. Gumerov et al. (2019) fizeram
a simulação de dinâmica de bolhas em fluxos tridimensionais, através da implementação do
MECMP em uma arquitetura de CPU/GPU. Verde e Ghassemi (2015) usaram o método de
descontinuidade por deslocamento, do inglês Displacement Discontinuity Method (DDM),
juntamente com o FMM, para modelar o comportamento de fraturas em rochas elásticas line-
ares. Ricciardi, Wolf e Bimbato (2017) utilizaram o FMM com o método do vórtice discreto,
do inglês Discret Vortex Method (DVM), para simular problemas de domínio livre e periódi-
cos, com o intuito de melhorar a performance dessa simulações, afim diminuir a dissipação
numérica para evitar soluções falsas em fluxos invíscidos instáveis. Kebbie-Anthony et al.
(2018) utilizaram o FMM para acelerar a simulação de um modelo aerodinâmico UVLM
(Unsteady Vortex Lattice Method) para uma superfície de levantamento retangular plana.
Devido ao seu desempenho, o FMM foi considerado um dos dez principais algoritmos do sé-
culo XX, segundo Liu (2009). Assim como nos exemplos expostos, a formulação do FMM
também pode ser utilizada para melhorar o desempenho do MEC.
Essa melhora só é obtida porque o núcleo da solução fundamental pode ser expandido
da mesma maneira que as funções potencias dos trabalhos apresentados por Rokhlin (1985)
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e Greengard (1987). O resultado dessa expansão é a separação da relação entre ponto fonte
e o ponto campo do MEC, através de um ponto intermediário que ficará entre eles. Como
resultado, diminuímos o número de operações, pois faremos um agrupamento entre os pon-
tos. Assim as integrais do MEC podem ser escritas como a soma de duas integrais, sendo
que uma integral está relacionada com elementos próximos ao ponto fonte e a outra integral
está relacionada com elementos distantes desse ponto. Para as primeiras integrais, aplica-
se o MEC e para as outras o MECMP. Para qualificar quais elementos estão distantes ou
próximos do ponto campo, utiliza-se a estrutura da árvore.
Outra importante implementação que melhora a eficiência do MEC é uso de métodos
iterativos para resolver o sistema linear. Mullen e Rencis (1987), Kane, Keyes e Prasad
(1991), Mansur, Araujo e Malaghini (1992), Barra et al. (1992), Prasad et al. (1994) são
alguns artigos em que retratam a eficiência dos métodos iterativos para solução de sistemas
lineares cheios e não simétricos do MEC. Prasad et al. (1994) trabalharam com problemas
de elasticidade e de transferência de calor em duas e três dimensões. Eles foram resolvidos
com diferentes métodos iterativos, pois o objetivo era estudar o desempenho dos métodos
de Krylov pré-condicionados. Pelos diversos tipos de problemas analisado, Prasad et al.
(1994) concluíram que as técnicas de Krylov pré-condicionadas são mais competitivas ou
superiores aos métodos diretos. Kane, Keyes e Prasad (1991) utilizaram as técnicas do gra-
diente conjugado, do inglês Conjugate Gradient (CG), juntamente com o método iterativo
residual mínimo generalizado, do inglês Generalized Minimum Residual Method (GRMES),
para analisar a resposta estrutural de problemas de elasticidade em duas dimensões. Para
tais situações, os modelos desenvolvidos pelo MEC tinham zonas simples e múltiplas, sendo
que, para certos casos, tinha-se zona de condensação e, em outros casos, não. O objetivo era
estudar o desempenho do CG e do GMRES. Vale ressaltar que, nesse estudo, abordagens de
pré-condicionamento diagonal, diagonal de blocos e de bandas foram utilizadas para acelerar
o convergência dos métodos. Como resultado, identificou-se que, de forma geral, o GMRES
é mais eficiente que o método CG.
Além disso, os vários tipos de pré-condicionamento implicam em performances diferen-
tes. Barra et al. (1992) fizeram uma comparação entre o GRMES com o método iterativo do
gradiente biconjugado, do inglês Bi-Conjugate Gradient (BCG), e com o método de elimina-
ção de Gauss. Eles foram usados para resolver problemas de elasticidade em duas dimensões
para materiais isotrópicos. A conclusão obtida foi que o GMRES pré-condicionado é mais
rápido que o método BCG pré-condicionado e o método de eliminação de Gauss, sendo que,
esse último, é o mais lento dos três. Nessa tese, assim como nos artigos envolvendo MECMP,
o método GMRES é escolhido para encontrar a solução do sistema linear obtido.
Assim como FMM, o MECMP vem sendo aplicado para várias situações, comprovando,
assim, sua eficiência para resolver problemas de grande escala. Dentre os vários trabalhos
existentes, pode-se destacar alguns relacionados com materiais anisotrópicos, pois eles pos-
suem certa similaridade com o que será proposto.
Para problemas em duas dimensões, temos o trabalho de Haitao e Zhenhan (2004). Neste
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artigo eles desenvolveram uma versão mais eficiente do MECMP para resolver problemas de
elasticidade isotrópica. Tal versão substitui uma das operações do MECMP, conhecida como
Momento para Local ou Moment to Local (M2L), por três novos passos. Isso foi possível
porque a expansão das soluções fundamentais foi efetuada de maneira exponencial e, como
consequência, a operação M2L foi substituída pelas operações Expansão Multipolar Expo-
nencial ou Multipole to Exponential Expansion (M2E), Expansão Exponencial para Expo-
nencial ou Exponential to Exponential Expansion (E2E) e Exponencial para Expansão Local
ou Exponential to Local Expansion (E2L). Haitao e Zhenhan (2004) também introduziram a
técnica de sub-regiões de Yao, Kong e Zheng (2007) para calcular a relação do módulo de
volume efetivo de uma placa contendo 1600 inclusões. Como a placa e as inserções possuem
propriedades elásticas diferentes, tal modelo foi considerado como material anisotrópico, já
que temos a união de dois materiais com propriedades diferentes.
Zhu et al. (2010) aplicaram o MECMP para determinar o comportamento viscoelástico
de materiais compósitos, sendo que as interfaces entre os materiais foram consideradas im-
perfeitas. A equação integral implementada usou um modelo viscoelástico para materiais
isotrópicos. Vale ressaltar que a equação integral de viscoelasticidade foi expressa no domí-
nio do tempo e um modelo viscoelástico tipo Kelvin foi empregado. Eles compararam os
resultados da simulação viscoelástica proposta com testes laboratoriais de fluência do con-
creto asfáltico. A finalidade desse artigo foi estudar o comportamento do concreto asfáltico
ao longo do tempo. Além disso, Zhu et al. (2010) estudaram as propriedades viscoelásticos
de materiais compósitos submetidos a um estado plano de deformação. Para essa simula-
ção, a matriz do material compósito seguiu o modelo de Burgers, no qual suas propriedades
viscoelásticas eram lineares. Ademais, 100 inclusões elásticas circulares distribuídas alea-
toriamente foram incorporadas. Utilizou-se o modelo micromecânico de Mori-Tanaka para
determinar propriedades efetivas de materiais compósitos para a situação em que a inter-
face entre a matriz e as inclusões eram imperfeitas. Com esses parâmetros estabelecidos,
comparou-se o deslocamento médio das inclusões com dados analíticos e numéricos pro-
postos, concluindo que o modelo simulado tinha boa concordância com o comportamento
previsto.
Liu, Li e Huang (2014) utilizaram o MECMP para calcular campo de deslocamento e
tensão para problemas de termoelasticidade em duas dimensões. Exemplos numéricos foram
utilizados para validar a proposta desenvolvida, mostrando a precisão e a eficácia do método.
Os resultados obtidos foram comparados com as soluções analíticas e com os dados gerados
pelo MEF. A partir dos problemas propostos, conclui-se que a proposta poderia ser estendida
para problemas que possuem multi-domínio, a fim de calcular tensões térmicas em trincas
de interfaces em filmes finos e revestimento de multicamadas.
Para problemas em três dimensões, tem-se o trabalho de Liu, Nishimura e Otani (2005).
Eles publicaram um novo modelo de interface coesiva para caracterizar compósitos de nano-
tubos de carbono, ou carbon nanotube (CNT), usando o MECMP. Devido à sua eficiência,
um modelo de volume representativo contendo 16.000 CNT e 28.896.000 DOFs foi simu-
5
lado. Comparou-se o módulo de elasticidade longitudinal do material compósito com os
valores obtidos pelo modelo representativo de CNT. De acordo com Liu, Nishimura e Otani
(2005), tal estudo foi realizado dado que interface entre a matriz e o CNT é um dos prin-
cipais fatores para a transferência de carga entre esses constituintes, afetando, portanto, às
propriedades efetivas do compósito formado por CNT. Outrossim a interface contribui para
o alinhamento e dispersão do CNT na matriz do material compósito.
Haitao e ZhenHan (2005) apresentaram uma nova versão do MECMP para analisar as
propriedades mecânicas de compósitos reforçados com fibras. As análises feitas foram para
modelos de três dimensões. Essa nova versão incorporou expansão multilopar exponencial
para os casos analisados, tornando-a mais eficiente que o MECMP padrão. Foram feitas
simulações numéricas para calcular as distribuições de tensões nos problemas analisados, a
fim de determinar suas propriedades elásticas efetivas. Para desenvolver esse modelo, Hai-
tao e ZhenHan (2005) usaram à abordagem de sub-domínio de Yao, Kong e Zheng (2007).
Dentre os vários casos analisados, tem-se uma situação em que 100 fibras elásticas longas,
distribuídas aleatoriamente, foram utilizadas para calcular a relação entre módulo de Young
efetivo com a orientação de fibra espalhada para diferentes razões de aspecto de fibra. Tal
modelo alcançou mais de 2.500.000 DOFs e foi simulado com computador 1 GB de memó-
ria. Os resultados apresentados por Haitao e ZhenHan (2005) mostraram que o MECMP
proposto é capaz de predizer como parâmetros microestruturais podem interferir nas propri-
edades elásticas efetivas do compósito, já que as características mecânicas desses materiais
dependem fortemente daqueles parâmetros.
Wang et al. (2019) aplicaram a formulação do MECMP para estudar o comportamento
mecânico de materiais compósito em três dimensões. Para tal, utilizou-se o método de sub-
regiões com um formulação híbrida do método dos nó do contorno, conhecido como Hybrid
Boundary Node Method (hybrid BNM). Diferentemente do MEC para três dimensões, no
método do nó, de MUKHERJEE e MUKHERJEE (1997), não precisa elaborar uma malha,
pois ele apenas trabalha com os nós construídos no contorno de um domínio. Por isso, ele
está classificado como um método sem malha, assim como o método livre de Galerkin, ou
Free Galerkin Method de Belytschko, Lu e Gu (1994), a abordagem local sem malha de Pe-
trov Galerkin, ou Meshless Local Petrov-Galerkin (MLPG) approach de Atluri e Zhu (1998),
o método do contorno da face,ou Boundary Face Method (BFM) de Zhang et al. (2009). Os
resultados obtidos pelas análises de Wang et al. (2019) demonstraram que a proposta é efici-
ente porque o algoritmo alcançou uma complexidadeO(N ) para resolver problemas de larga
escala. Ele também foi preciso, dado que os resultados numéricos obtidos para simular um
cilindro bimaterial de parede espessa e uma esfera bimaterial estavam de acordo com as solu-
ções analíticas. Para o primeiro caso, comparou-se os resultados de tensão circunferencial na
parede do cilindro. O maior erro entre os dados analíticos e numéricos foi igual a 2.8 10−3%.
Para o exemplo da esfera formada por dois materiais, utilizou-se deslocamento radial, tensão
radial e tensão tangencial como critério de comparação entre as soluções. O maior erro para
o deslocamento radial foi de 0, 06%, para tensão radial igual a 0, 03% e o erro para tensão
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tangencial foi menor que 0, 045%. Por fim, tem-se o trabalho de Wang e Yao (2013), que
aplicaram o MECMP para a análise térmica de compósitos reforçados com fibra, utilizando
o modelo de inclusão de linha. Nesta abordagem, as fibras são tratadas como inclusões. A
temperatura é constante na seção transversal circular e varia ao longo do seu comprimento.
Para a proposta desenvolvida, o maior modelo apresentou 20.000 fibras, que gerou num pro-
blema com mais de 200.000 graus de liberdade. Os resultados mostraram que o método de
inclusão de linha proposto, com a finalidade de calcular a distribuição de temperatura nas
fibras, está em boa concordância com o modelo convencional utilizado para realizar os mes-
mos cálculos. Comparando o custo computacional dos modelos, constatou-se que memória
requerida pelo MECMP foi mais de 100 vezes menor que o modelo convencional.
1.3 Objetivo
O presente trabalho tem como objetivo desenvolver a formulação do MECMP para pro-
blemas de elasticidade anisotrópica em duas dimensões, a partir da solução fundamental
obtida com a formulação de Lekhnistskii (1981), Lekhnistskii (1968). Tal fato constitui-
se o fator inovador dessa tese, pois nenhum trabalho envolvendo MECMP utilizou a solução
fundamental proposta, conforme apresentado. Como resultado final, a formulação deve apre-
sentar um código mais eficiente que o MEC convencional. Ambos os métodos serão com-
parados, para mostrar que a formulação proposta possui complexidade O(N ) para resolver
problemas de larga escala. Por isso, a memória e o tempo de processamento para resolver
um problema com vários graus de liberdade deve ser analisado.
1.4 Organização do trabalho
Como nessa tese desenvolveremos a formulação do MECMP para problemas de elastici-
dade anisotrópica em duas dimensões, através da formulação de Lekhnitskii, no capítulo 2
faremos uma revisão sobre elasticidade anisotrópica, apresentando alguns conceitos clássi-
cos da elasticidade plana, como deslocamento, deformação e tensão. A partir desses termos
básicos, desenvolveremos a formulação de Lekhnitskii, exibindo as suas principais caracte-
rísticas, vantagens e desvantagens. Como os materiais aqui simulados não são feitos da união
de 2 ou mais materiais isotrópicos, apresentaremos, também, alguns conceitos relacionados
a materiais compósitos. Portanto, primeiramente os classificaremos, para identificar os tipos
de materiais compósitos existentes. Depois, analisaremos o comportamento elástico de um
laminado simétrico, exibindo as principais equações para calcular tensão e deslocamento.
No capítulo 3 desenvolveremos a formulação de elementos de contorno para materiais
anisotrópicos, com o objetivo de apresentar a formulação integral para esse tipo de pro-
blema. Inicialmente apresentaremos a solução fundamental para elasticidade anisotrópica.
Em seguida, alguns teoremas serão desenvolvidos, a fim de dar base para o desenvolvimento
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da equação integral. Por fim, mostraremos como se discretiza a equação integral de contorno,
com o intuito de criar o sistema linear do MEC.
O método do MECMP aplicado a problemas anisotrópicos será desenvolvida no capí-
tulo 4. Primeiramente, as suas características serão discutidas, apresentado alguma de suas
vantagens e desvantagens. Em seguida explicaremos o seu funcionamento, acompanhada do
desenvolvimento de suas equações. Na parte final mostraremos o método numérico usado
para resolver o sistema linear do MECMP. Assim, as principais características e funciona-
mento do GMRES serão apresentadas.
O capítulo 5 corresponde aos resultados da proposta feita. Para tanto, cada uma das eta-
pas que compõem o MECMP serão analisadas, a fim de mostrar sua convergência para o
MEC padrão. Desta forma, começaremos pela análise da expansão das soluções fundamen-
tais. As operações desse método serão testadas em seguida. Um problema prático também
será analisado, com a finalidade de estudar acurácia dos resultados produzidos. Por fim, um
problema de larga escala será simulado, com a finalidade de estudar a eficiência do método.
Por fim, no capítulo 6 faremos as conclusões finais sobre os resultados obtidos, com a fi-
nalidade de avaliar a proposta realizada. Além disso, algumas considerações sobre trabalhos




Fundamentos da elasticidade para
problemas anisotrópicos
2.1 Introdução
Neste capítulo, as bases teóricas utilizadas para calcular tensões e deformações em pro-
blemas anisotrópicos em duas dimensões são apresentadas. Sendo assim, algumas hipóteses
são assumidas, com o intuito de se desenvolver as equações dos problemas que serão anali-
sados. A primeira delas está relacionada com a teoria dos pequenos deslocamentos. Por isso,
durante o desenvolvimentos das equações desse capítulo, as derivadas de ordem superior são
desconsideradas, pois seus valores são desprezíveis. Além disso, admitimos que as defor-
mações dos corpos sólidos são muito pequenas quando comparadas com as suas dimensões.
Como consequência, tem-se a não alteração das propriedades constitutivas do material pela
deformação do corpo. Outra consequência dessa simplificação está presente na aproxima-
ção entre o tensor Green-Lagrange e o tensor das pequenas deformações. Ela ocorre porque
os termos não lineares são desprezados. Também ignoramos a teoria da mecânica dos só-
lidos rígidos, porque ela estuda o movimento e equilíbrio de corpos sólidos ignorando suas
deformações.
Outra importante hipótese é a teoria elástica linear. Ela é usada para apresentar a relação
constitutiva dos materiais. Essa relação é importante visto que ela caracteriza as propriedades
associadas à rigidez e à resistência dos materiais, além de relacionar tensões com deforma-
ções. A hipótese elástica está associada com o comportamento elástico do corpo, isto é, as
deformações são reversíveis. Dessa forma, as deformações de um corpo se processam de
forma imediata quando o mesmo estiver sob ação de uma força externa. Depois de retirada
a força externa, o corpo volta à sua configuração inicial. O aspecto linear dessa hipótese
está associada com a proporcionalidade entre tensões e deformações. Esse modelo é adotado
porque muitos materiais exibem esse comportamento sob pequenas deformações.
Assim, com as simplificações adotadas acima, calcularemos as tensões e deslocamen-
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tos de materiais anisotrópicos utilizando a formulação de Lekhnitskii. De acordo com Ting
(1996), essa proposta foi feita a partir da formulação de Muskhelishvili (1977) para mate-
riais elásticos isotrópicos em duas dimensões. A base desse método está na utilização de
uma função potencial para definir componentes de tensão e de deslocamento. A utilização
de funções potenciais para descrever alguns fenômenos físicos é bastante comum. Como
exemplo, temos o uso de funções potenciais para descrever a força gravitacional. Outro caso
é a descrição do fluxo de temperatura como função potencial da temperatura. Assim, em am-
bos os casos, tem-se uma situação onde o problema original, que é vetorial, é reduzido para
um problema envolvendo funções potenciais e as suas derivadas, segundo Barber (2003). As
funções potenciais usadas nessa tese são as de Airy, dado que os problemas são planos. Em
contrapartida, se estivéssemos trabalhando com torções, as funções potenciais deveriam ser
de Prandtl e, para problemas de três dimensões, as funções utilizadas são as de Beltrami, de
acordo com Martin (2014).
Desta maneira, inicia-se este capítulo apresentando os conceitos de deslocamento, de-
formação e o gradiente da deformação. Em seguida apresenta-se o tensor de deformação
de Green-Lagrange e o tensor das pequenas deformações. Estes tensores são escritos em
função dos três conceitos apresentados na parte inicial. O terceiro tópico está relacionado
com o desenvolvimento da equação da compatibilidade. Ela representa a restrição envol-
vendo os deslocamentos e as deformações. Através dela, garantimos que a solução buscada
é compatível com as condições de contorno do problema. Além do mais, ela é utilizada para
assegurar a integralidade do campo de deformações. Feita essa restrição, apresentaremos a
equação de equilíbrio. A relação constitutiva para os materiais anisotrópicos e a formulação
de Lekhnitskii serão apresentadas em seguida. A parte final deste capítulo destina-se ao es-
tudo dos materiais compósitos. Uma breve e sucinta análise do comportamento mecânico
de materiais compósitos formados por lâminas será exibida. Essa parte são calculadas as
tensões e deformações nesses materiais.
2.1.1 Deslocamentos, deformações e gradiente das deformações
O primeiros conceito desenvolvido é o deslocamento. Através dele, defini-se a deforma-
ção e o gradiente da deformação. Sendo assim, considere a partícula ou ponto material P
da Figura 2.1. O vetor posição desse ponto, para um momento inicial t0, de acordo com o
sistema referência adotado, é definido da seguinte forma:
x = xieˆi (i = 1, 2). (2.1)
Vale ressaltar que o momento inicial t0 está associado com a situação não deformada
do corpo. Agora considere um outro instante t′ , onde o corpo se encontra em uma situa-
ção deformada, conforme mostra a Figura 2.2. Nessa nova circunstância, considerando o
referencial dado, é possível escrever vetor posição x′ em função da posição anteriormente
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Figura 2.1: Posição de um ponto material de um corpo
Figura 2.2: Posição de um ponto material em um corpo deformado
ocupada, x. Para fazer isso, segundo (ABEYARATNE, 2012), existe um mapeamento f ,
chamado de configuração do corpo, que irá relacionar esses dois estados. Assim, tem-se:
x
′
= f(x) . (2.2)
Através da mudança de posição do ponto P , pode-se definir o campo deslocamento
u = u(x) de acordo com a seguinte representação de Lagrange:
x
′
= x + u(x)⇔ u(x) = x′ − x. (2.3)
O lado esquerdo da equação (2.3) mostra que o vetor posição de uma partícula x′ pode
ser conhecida através do seu vetor posição inicial x e do campo deslocamento u(x). Este
campo pode ser descrito pela representação de Lagrange ou pela representação de Euler.
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Figura 2.3: Deslocamento de pontos materiais para um corpo em uma situação deforma e
não deformada
Na representação de Lagrange utiliza-se a posição inicial para descrever o deslocamento,
já que ela é mais conveniente para representar a teoria elástica das pequenas deformações,
conforme apresenta por Lautrup (2011). Na representação de Euler, o campo deslocamento
é feito a partir da configuração atual u(x′). A vantagem dessa representação é que o campo
deslocamento para um dado ponto representa o seu estado nessa posição.
Agora, considere outro ponto, Q, definido como vizinho de P , separados por uma dis-
tância infinitesimal dx, como apresentado na Figura 2.3. O vetor posição do ponto Q, para
os instantes t0 e t
′ , é escrito, respectivamente, como:









i (i = 1, 2). (2.5)
Para calcular o tensor gradiente de deformação, considere que dx seja dada pela soma
vetorial da Figura 2.3:
dx
′
= f(x + dx)− f(x). (2.6)
A equação (2.6) pode ser reescrita através da série de Taylor, pois iremos desenvolver o
termo f(x + dx) em torno de x. Assim:
f(y) = f(a) + f
′




(y − a)2 + ...+ f
n(a)
n!
(y − a)n, (2.7)
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Desprezando os termos de derivadas mais alta ordem, por efeito da teoria dos pequenos
deslocamentos, tem-se:
f(x + dx) = f(x) +
∂f(x)
∂x
dx⇔ f(x + dx) = f(x) + dx · ∇f(x). (2.9)
Permutando o termo f(x + dx) da equação (2.9) na equação (2.6):
dx
′
= [f(x) + dx · ∇f(x)]− f(x)⇔ dx′ = dx · ∇f(x). (2.10)
A equação (2.10) mostra uma relação entre a configuração deformada dx′ e a não defor-






. Denominaremos-o como tensor gradiente de deformação.
Sua função é de mapeamento entre a situação deformada e a não deformada, isto é, ele con-
tém informações acerca da maneira como se procedeu a modificação entre as duas situações.
O gradiente de deformação é importante em razão de auxiliar na demonstração do tensor de
deformações de Green-Lagrange.
2.1.2 Tensor de deformações de Green-Lagrange
Para definir o tensor de deformações de Green-Lagrange e o tensor das pequenas defor-
mações, deve-se calcular o comprimento de reta que liga os pontos P eQ para a configuração
não deformada dx e deformada dx′ , conforme a Figura 2.3. Estabelece-se o escalar ds como
o comprimento do segmento de reta que liga os pontos P e Q para a circunstância não de-
formada. Em contrapartida, dS é o comprimento do segmento de reta para a conjuntura
deformada. Eles são calculados como:
ds2 = dx · dx, (2.11)
dS2 = dx
′ · dx′ . (2.12)
Valendo-se do tensor gradiente de deformações dado pela equação (2.10), pode-se escre-
ver dx′ de duas maneiras:
dx
′
= dx · ∇f(x)⇔ dx′ = dx · ∇x′ ou dx′ = ∇(x′)T · dx . (2.13)
A partir das duas formas apresentados para dx′ pela equação (2.13), os substituiremos na
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equação (2.12) para definir o tensor de Cauchy-Green C:
dS2 = dx · ∇x′ · ∇(x′)T · dx⇔ dS2 = dx ·C·dx, (2.14)
onde o termo:
C = ∇x′ · (∇x′)T, (2.15)
é conhecido como tensor de deformação Cauchy-Green à direita. O tensor de Cauchy-Green
à esquerda (∇x′)T · ∇x′ é obtido utilizando a formulação de Euler. Com esse tensor, deter-
minaremos o tensor de Green-Lagrange E. Para encontrá-lo, deve-se calcular à medida de
deformação, dada pela diferença dos quadrados dos termos ds2 e dS2. Logo:
dS2 − ds2 = dx ·C·dx− dx·dx⇔ dS2 − ds2 = dx·(C− I)·dx. (2.16)




(C− I)⇔ E = 1
2
(∇x′ · (∇x′)T − I). (2.17)
Uma outra formar de apresentar equação (2.17) é escrever a deformação em função dos
deslocamentos. Sendo assim,∇x′ é rescrito por intermédio da derivada da equação (2.3):
x
′
= x + u(x)⇔ ∇x′ = ∇x +∇u(x)⇔ ∇x′ = I +∇u(x). (2.18)
Recolocando o resultado da equação (2.18) na equação (2.15), temos:
C = (I +∇u) · (I +∇u)T = I +∇u +∇uT +∇u · ∇uT. (2.19)
Por fim, substitui-se o tensor de Cauchy-Green da equação (2.19) na equação (2.17) para




(C− I) = 1
2
[I +∇u +∇uT +∇u · ∇uT − I] = 1
2
[∇u +∇uT +∇u · ∇uT],
(2.20)





Para aproximar o tensor de Green-Lagrange com o tensor das pequenas deformações,
analisa-se o resultado da diferença entre eles. Logo:




Considerando a teoria dos pequenos deslocamentos, concluímos que E ≈ . Portanto,
deve-se desconsiderar o termo não-linear, uma vez que o contraste entre esses tensores é
concedido pelo o produto das derivadas. Assim, assume-se que:ww∇u · ∇uTww ‖ ‖⇔ ww∇u · ∇uTww ww∇u +∇uTww . (2.23)
A condição da equação (2.23) mostra que o tensor de Green Lagrange se aproxima do
tensor das pequenas deformações se o fator não linear for desprezível em relação ao termo
linear. Essa aproximação é válida em virtude da teoria das pequenas deformações ignorar
o produto dos deslocamentos, porque as derivadas do deslocamento são menores que um.
Assim, nessa tese, a relação entre deformação e deslocamento é dada pela equação (2.21).
2.2 Equação da compatibilidade
Como exposto na seção anterior, é possível determinar os componentes do tensor de
Green-Lagrange e o tensor das pequenas deformações mediante os deslocamentos. Con-
tudo, tentar calcular os deslocamentos por intermédio das componentes do tensor de Green-
Lagrange não é possível, dado que, para um situação em duas dimensões, temos dois deslo-
camentos que precisam ser obtidos a partir de três deformações.
Para resolver esse problema, serão impostas restrições matemáticas sobre as componen-
tes do tensor de deformação, por meio da equação da compatibilidade. Ela representa uma
garantia da compatibilidade entre os deslocamentos existentes e as deformações computa-
das. Em outras palavras, garantem que os deslocamentos possuem valores únicos a partir
das deformações. Um dos processos para desenvolver estas equações está relacionado na
eliminação dos deslocamentos a partir da equação (2.21), pois encontraremos uma equação


































































































































































































































































= 0⇔ kl,ij + ij,kl + jl,ik + ik,jl = 0.
(2.30)
A equação (2.30) é conhecida como equação de compatibilidade de Saint Venant. Ela
representa a condição para que o tensor de deformações corresponde a um único campo de
deslocamento. Os índices (i, j, k, l) variam de 1 a 3, logo a equação (2.30) corresponde a 81
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equações diferenciais parciais. Para um caso bidimensional, essas 81 equações transfiguram-










2.3 Equação de equilíbrio
Figura 2.4: Corpo submetido a força de campo e a força de superfície
A tensão pode ser interpretada como uma medida de intensidade de uma força. Na mecâ-
nica dos meios contínuos, dois tipos de forças são particularizadas: força de corpo e força de
superfície. A força de corpo pode atuar em um elemento de volume ou elemento de massa.
Para o primeiro caso, a representamos pelo símbolo % e para a outra situação com o símbolo
b. O segundo tipo de força age sobre um elemento de superfície de um corpo. Ele é repre-
sentado por t. Assim, considerando que um corpo esteja sujeito a uma força de superfície t
e a uma força de corpo por b, conforme a Figura 2.4, calcula-se a resultante de forças sobre
















Esse axioma reflete o balanço do momento linear para um corpo e, por isso, é chamada
de lei do balanço linear do momento. Ela mostra que taxa de variação do momento linear
para um volume contínuo é igual à força resultante. Na equação (2.32), p representa o
momento linear. O segundo axioma está relacionado ao balanço do momento angular de um
corpo. Vale frisar que os axiomas de Euler são utilizados para retratar o movimento de um
corpo com massa continuamente distribuída, isto é, composto por um conjunto de partículas
discretas. Para cada partícula aplicam-se as leis do movimento de Newton e, através delas, as
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equações de Euler são derivadas. As equações de Euler podem, no entanto, ser usadas como
axiomas para descrever as leis de movimento para corpos estendidos, independentemente da
distribuição das partículas. O vetor t da equação (2.32) é relacionado com o tensor de tensão
de Cauchy (σji), por meio da seguinte equação:












Valendo-se do teorema da divergência, a integral destacada na equação (2.34) pode ser


















onde relacionamos a integral de volume com a integral de superfície. Com o solução dada















bi + σji,j − ρdvi
dt
]
dV = 0. (2.36)
Através da equação (2.36), logra-se a seguinte equação:
bi + σji,j − ρdvi
dt
= 0⇔ bi + σji,j = ρv˙i. (2.37)
Para reduzir a equação de equilíbrio por meio da equação (2.37), presume-se, primeira-
mente, que o somatório de forças é igual à zero. Logo, a aceleração v˙i é zero. Além disso,
vamos considerar que não existe a presença da força de corpo bi. Assim:
σji,j = 0. (2.38)
De acordo com Martin (2014), a equação (2.38) pode ser reescrita com função de tensão
de Beltrami φ, que é um tensor simétrico de segunda ordem. A relação é dada por:
σji = jmpiklφmk,pl ou σji = δjiφkk,ll − δjiφkl,kl − φji,kk + φlj,li + φlj,li − φkk,jj ,
(2.39)
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sendo que o lado direito da equação (2.39) pode ser decompostos nas seguintes equações:
σ11 = φ33,22 + φ22,33 − 2φ23,23,
σ22 = φ11,33 + φ33,11 − 2φ31,31,
σ33 = φ22,11 + φ11,22 − 2φ12,12,
σ12 = −φ12,33 − φ33,12 + φ23,13 + φ31,23,
σ23 = −φ23,11 − φ11,23 + φ31,21 + φ12,31,
σ31 = −φ31,22 − φ22,31 + φ12,32 + φ23,12. (2.40)
De acordo com o problema analisado, as funções de Beltrami podem ser simplificadas.
Como comentado na seção inicial, as funções de Airy serão usadas para escrever tensão
e deformação. Tais funções são um caso específico das funções potenciais de Maxwell.
Por sua vez, as funções potenciais de Maxwell representam um caso específico das funções
potenciais de Beltrami. As funções de tensão de Maxwell são dadas por:
φij =
 φ11 0 00 φ22 0
0 0 φ33
 , (2.41)
sendo que a equação (2.41) pode ser reescrita para o caso da equação (2.40) como:
σ11 = φ33,22 + φ22,33,
σ22 = φ11,33 + φ33,11,
σ33 = φ22,11 + φ11,22,
σ12 = −φ33,12,
σ23 = −φ11,23,
σ31 = −φ22,31. (2.42)
As funções de tensão de Airy são uma simplificação das funções de Maxwell. Conside-
rando que φ11 e φ22 são nulas, a componente φ33 é dada por φ33 = φ(x1, x2). Portanto, as














σ33 = 0. (2.43)
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2.4 Equações constitutivas
Uma equação constitutiva é uma relação entre duas grandezas físicas específicas, como
cinemática e cinética, de um material. Elas aproximam a resposta desse material a estímu-
los externos, geralmente como campos ou forças aplicadas. Como exemplo, temos a relação
entre tensão com deformação. As equações constitutivas são importantes, já que elas comple-
tam, juntamente com a equação de equilíbrio e com a equação que relaciona deslocamento
com deformação, um sistema de equações onde é possível obter todos os deslocamentos,
tensões e deformações desconhecidos. Para um caso de três dimensões, temos 15 variáveis,
sendo 3 deslocamentos, 6 deformações e 6 tensões. Para as situações dessa tese, a configura-
ção dada é: 2 deslocamentos, 3 deformações e 3 tensões. Com as equações apresentadas até
agora, temos 5 equações, sendo 3 equações que relacionam deslocamentos com deformações
e 2 equações de equilíbrio de força. Para fechar esse conjunto de equações, apresentaremos
as equações constitutivas.
Nessa tese, o modelo adotado para equação constitutiva é o elástico linear entre a re-
lação tensão-deformação. Ele é considerado elástico porque recupera a sua configuração
inicial assim que o carregamento é removido. Além disso, a tensão é função unicamente
da deformação. Embora essa abordagem seja considerada bastante simples, através dela
consegue-se obter uma boa aproximação com os resultados experimentais. A relação entre
tensão-deformação, na sua forma mais abrangente, é dada por:
σ = F : ⇔ σij = Fijklkl;  = S : σ ⇔ ij = Sijklσkl com (i, j, k, l = 1, 2, 3). (2.44)
O tensor Fijkl é intitulado como tensor de rigidez e Sijkl é o tensor flexibilidade, sendo
que F = S−1. Ambos esses tensores são de quarta ordem e, por isso, têm 81 componentes.
Contudo, nem todas essas componentes são independentes. Logo, o número de componentes
necessárias para descrever esse tensor pode ser significantemente condensado. A primeira
redução está relacionada com a simetria do tensor de tensão e do tensor de deformação.
Através dessas relações, o número de constante independentes cai para 36, pois:
Fijkl = Fjikl;Sijkl = Sjikl. (2.45)
Além disso, o tensor de rigidez Fijkl e o tensor flexibilidade Sjikl também são simétricos,
devido a existência da função energia de deformação. Logo, o número de componentes
independentes cai para 21. A relação do número de constantes independentes pode cair
devido as propriedades de simetria existente na estrutura interna dos materiais. A Tabela 2.1
mostra à relação do número de constantes independentes com o tipo de simetria em cada
material.
A relação entre tensão e deformação também pode ser representada através da notação
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Tabela 2.1: Relação entre tipo de material e o número de constantes independentes




de Voigt. Ela é uma forma de apresentar uma equação através da contração dos índices da
notação indicial, (VANNUCCI, 2017). Assim, conseguimos representar um tensor simétrico
reduzindo sua ordem. Logo, os tensores simétricos de segunda ordem transformam-se em
vetores coluna e, equivalentemente, o tensor de elasticidade de quarta ordem é transformado
numa matriz quadrada simétrica de tamanho 6 × 6. Portanto, temos que:
σi = Fijj (i, j = 1, 2, 3, 4, 5, 6), (2.46)
i = Sijσj (i, j = 1, 2, 3, 4, 5, 6), (2.47)
onde:
σ11 = σ1 11 = 1,
σ22 = σ2 22 = 2,
σ33 = σ3 33 = 3,
σ23 = σ4 223 = 4,
σ13 = σ5 213 = 5,
σ12 = σ6 212 = 6.
(2.48)
De acordo com Vannucci (2017), a introdução de 2 nos termos 4, 5 e 6 foi necessária
para preservar a simetria de σ e  devido a lei de Hooke. Escrevendo na forma matricial:











F11 F12 F13 F14 F15 F16
F21 F22 F23 F24 F25 F26
F31 F32 F33 F34 F35 F36
F41 F42 F43 F44 F45 F46
F51 F52 F53 F54 F55 F56






















S11 S12 S13 S14 S15 S16
S12 S22 S23 S24 S25 S26
S13 S23 S33 S34 S35 S36
S14 S24 S34 S44 S45 S46
S15 S25 S35 S45 S55 S56












Por fim, relaciona-se o tensor flexibilidade Fij com as seguintes constantes da Tabela 2.2:
Tabela 2.2: Constantes materiais
Módulo de Young Ek
Módulo de Cisalhamento Gij
Coeficiente de Poisson νij
Coeficiente Mútuo de primeira espécie ηi,jk
Coeficiente Mútuo de segunda espécie ηij,k
Coeficiente de Chetsov ζij,kl
F11 = 1/E1, F12 = ν12/E1 = −ν21/E2,
F13 = −ν31/E1 = −ν13/E3, F14 = η23,1/E1 = η1,23/G23,
F15 = η32,1/E1 = η1,32/G23, F16 = η12,1/E1,
F22 = 1/E2, F23 = ν32/E2 = −ν23/E3,
F24 = η23,1/E2 = ν23,3/G23, F25 = η31,2/E2 = η2,31/G13,
F26 = η12,2/E2 = η2,12/G12, F33 = 1/E3,
F34 = η23,3/E3 = η3,23/G23, F35 = η31,1/E3 = η3,31/G13,
F36 = η12,3/E3 = η3,12/G12, F44 = 1/G23,
F45 = ζ32,23/G23 = ζ23,31/G13, F46 = ζ12,23/G23 = ζ23,12/G12,
F55 = 1/G13, F56 = ζ12,31/G13 = ζ31,12/G12,
F66 = 1/G12.
(2.51)
Onde o módulo de Young Ek está relacionado com eixo xk, Gij são os módulos de elas-
ticidade transversais para os planos xixj . O coeficiente de influência mútua de primeira
espécie ηi,jk representa a razão entre extensão da deformação com a deformação de cisalha-




(i, j, k = 1, 2, 3), com j 6= k (2.52)
O primeiro índice representa o plano onde ocorre a extensão da deformação, seja um
alongamento ou encurtamento. Os outros índices representam o plano onde está atuando
a tensão de cisalhamento. O coeficiente mútuo de segundo tipo ηij,k representa a razão
entre deformação de cisalhamento com a extensão da deformação. Isso ocorre quando um




(i, j, k = 1, 2, 3) com i 6= j. (2.53)
Os primeiros índices representam o plano onde está ocorrendo o deslizamento e o se-
gundo índice representa a direção onde está atuando a tensão normal. Por fim, o coeficiente
de Chentsov ζij,kl representa deformação cisalhante no plano xjxi devido à tensão cisalhante
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no plano xkxl.
Considerando que os problemas analisados nessa tese são problemas em duas dimensões,
as equações (2.49) e (2.50) podem ser reescritas para situação plano de tensão e plano de de-
formação. O estado plano de tensão ocorre quando quando a tensão normal à uma superfície
particular é zero (σ3 = σ4 = σ5 = 0). Para esse caso, a equação (2.49) é dada por:














Em contra partida, o estado plano de deformação caracteriza-se por apresentar as seguin-
tes relações para tensão:





logo, a equação (2.49) torna-se:















βij = Sij − Si3Sj3
S33
com (i, j = 1, 2, 6). (2.57)
2.5 Formulação de Lekhnitskii
Para encontrar a solução do estado de tensão e deformação de um meio elástico ani-
sotrópico, submetido a uma força externa, a deformação, o deslocamento e tensão devem
satisfazer as seguintes equações: a equação de equilíbrio (2.38), a relação das pequenas de-
formações entre deslocamento-deformação, dada pela equação (2.21) e a relação linear entre
tensão-deformação, dada pela equação (2.44). Para um caso em três dimensões, as equações
acima totalizam um conjunto de 15 variáveis (6 tensões, 6 deformações e 3 deslocamentos)
para serem calculadas através de 15 equações diferenciais, conforme comentado. Para pro-
blemas em duas dimensões, o número de variáveis e de equações utilizadas será apenas 8 (3
tensões, 3 deformações e 2 deslocamento).
Para solucionar as equações diferencias dos problemas anisotrópicos, utiliza-se a formu-
lação de Lekhnitskii ou formulação de flexibilidade. Desenvolvida por Lekhnistskii (1968),
Lekhnistskii (1981), esse método é considerado um dos formalismo mais antigos parar re-
solver problemas elásticos em duas dimensões para meios anisotrópicos. Tal formalismo
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ainda tem sido bastante utilizado, Vignoli e Savi (2018) o usaram para obter a solução elás-
tica das distribuições de tensão e deformação para cilindros laminados de parede espessa
com pressão interna. Mimouna e Prioul (2017) calcularam tensões em torno de furos sujei-
tos a pressão interna e tensão in situ em meios elásticos triclínicos. Para isso, introduziu-se
parâmetros anisotrópicos de Green no formalismo de Lekhnitskii. Bouhala, Makradi e Be-
louettar (2015) usaram o método dos elementos finitos estendidos, do inglês Extended Finite
Element Method (XFEM), para modelar a propagação de trinca em materiais elásticos aniso-
trópicos. Nesse estudo, calculou-se a singularidade na ponta da trinca com funções especiais
de enriquecimento. Elas foram derivadas a partir da análise assintótica do formalismo de
Lekhnitskii. Outros formalismos existente é o de Stroh, que pode ser encontrado nos tra-
balhos de Eshelby, Read e Shockley (1953), Stroh (1958), Ting (1996), Ting (2000). Ele é
conhecido como formalismo rigidez.
A principal diferença entre a formulação de Lekhnistkii e de Stroh está na maneira
adotada para resolver as equações diferenciais. No formalismo de Lekhnistkii, a equação
de equilíbrio é reescrita em termos da função de Airy e, em seguida, o resultado final é
substituído na equação de compatibilidade. Na formulação de Stroh o processo é inverso,
reescreve-se, primeiro, a equação de compatibilidade em termos da função de Airy para, de-
pois, substituir esse resultado na equação de equilíbrio. Como mencionado, no formalismo
de Lekhnistkii as tensões são consideradas dependentes apenas de duas coordenadas, x1 e
x2. Na formulação de Stroh, considera-se que os deslocamentos são funções das duas co-
ordenadas citadas. Além disso, na formulação de Lekhnistkii, usa-se a equação constitutiva
em temos do tensor flexibilidade S e na formulação de Stroh usa-se a equação constitutiva
em termos do tensor rigidez F.
Para o formalismo de Lekhnistikii, considere que o corpo a ser analisado está limitado
por uma superfície cilíndrica a qual está em equilíbrio elástico sob a ação de forças de super-
fícies. As equações desenvolvidas não levam em consideração o tamanho do corpo. Logo,
ele pode ter tamanho finito ou infinito. O que garante que as tensões só dependem de duas
coordenadas é o fato de considerar que as forças atuam em planos normais ao plano gerador
da superfície cilíndrica, conforme apresentado por Hwu (2010).
Outra ponderação é que as forças atuantes não variam no plano da superfície geradora.
A anisotropia é do tipo retilínea, onde todas as direções paralelas possuem propriedades
elásticas equivalentes. Como será exposto, no formalismo de Lekhnistkii, as tensões serão
escritas em termos de uma função potencial de tensão dependente, apenas, de duas coorde-
nadas (x1, x2). Para iniciar o formalismo de Lekhnitskii, considere o lado direito da equação
(2.54). Para situação em duas dimensões, temos a seguinte simplificação:
i = Sijσj →

1 = S11σ1 + S12σ2 + S16σ6,
2 = S12σ1 + S22σ2 + S26σ6,
6 = S16σ1 + S26σ2 + S66σ6.
(2.58)
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As tensões da equação (2.58) são escritas usando funções de Airy, dada por: φ(x1 +µx2).
Essas funções são empregadas com o objetivo de encontrar uma representação para o campo
de tensão que seja capaz de satisfazer a equação de equilíbrio e a equação da compatibilidade.















































































































































































































































A equação (2.63) pode ser decomposta em 4 operadores lineares de primeira ordem, da
seguinte maneira:









A ideia de reproduzir a equação (2.62) pela equação (2.64) consiste em facilitar o pro-
cesso de integração, fazendo-a por passos. Vale considerar que o termo µk representa as
raízes da equação algébrica:
S11µ
4 − 2S16µ3 + µ2(2S12 + S66)− 2S26µ+ S22 = 0. (2.66)
A equação (2.66) possui 4 raízes, que podem ser complexas ou imaginárias puras. In-
dependentemente de serem complexas ou imaginárias puras, outra características é que elas
são sempre conjugadas ou não. Vale salientar que os valores de µk também representam o
grau de anisotropia dos problemas, de acordo com Lekhnistskii (1981). Dessa forma, pode-
se observar quão distantes estamos de uma situação isotrópica. Elas são conhecidas como










A solução da equação (2.67), encontrada por Lekhnistskii (1968), e expressa da seguinte
forma:
φ(x1, x2) = φ1(x1 + µ1x2) + φ2(x1 + µ2x2) + φ3(x1 + µ3x2) + φ4(x1 + µ4x2). (2.68)
Para o caso estudado, as raízes de µk são conjugadas. Por isso, tem-se:
µ1 = α1 + iβ1,





φ(x1, x2) = 2<[φ1(x1 + µ1x2) + φ2(x1 + µ2x2)]. (2.70)
A equação (2.70) pode ser reescrita como função da variável complexa zk = x1 + µkx2
para k = 1, 2, como:
φ(z1, z2) = 2<[φ1(z1) + φ2(z2)]. (2.71)
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= 2<(S12µ2 + S22 − S26µ)φ′′1 + 2<(S12µ2 + S22φ2 − S26µ)φ
′′
2 .
Integrando a equação (2.75) temos os seguintes resultados:
u1 = 2<[p1Ψ1(z1) + p2Ψ2(z2)]− ωx2 + u01 ,
u2 = 2<[q1Ψ1(z1) + q2Ψ2(z2)] + ωx1 + u02 . (2.76)
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Na equação (2.76) temos que ω, u01 e u02 são constantes arbitrárias que apareceram de-
vido o resultado da integração. Elas caracterizam os deslocamentos de corpo rígido, isto é,
deslocamento sem deformação. A constante ω representa a rotação e u01 e u02 o desloca-
mento translacional. Nessa tese desconsideraremos a situação de deslocamentos de corpos
rígidos. Logo, essas constantes serão ignoradas. Além disso, os termos pi e qi são dados por:
pi = S11µ
2
i − S16µi + S12,
qi = S12µi − S26 + (S12/µi).
(2.77)
2.6 Materiais compósitos
Os materiais compósitos podem ser definidos como a combinação, na escala macroscó-
pica, de dois ou mais materiais que são quimicamente distintos nessa escala, segundo Jones
(1999). Como consequência, tem-se um material cujas propriedades mecânicas são melho-
res que a de seus constituintes, sendo elas influenciadas por inúmeros fatores. Entre eles,
temos a seleção dos materiais utilizados na sua formação, a sua distribuição e a interação
entre eles. Devido a esses fatores, consideramos que as propriedades do material compó-
sito são ponderadas pelas soma das frações volumétricas de seus constituintes, sendo que,
segundo Agarwal e Broutman (1990), a razão de volume entre essas fases deve ser maior
que 10%. Por isso, iremos estruturá-los por fases: uma contínua e outra descontínua. A fase
descontínua é denominada de reforço e a fase contínua como matriz. A matriz tem como
função manter a fase descontínua junta, proteger as fibras do meio envolvente, proteger as
fibras do dano durante o manuseamento, distribuir o carregamento pelas fibras e redistribuir
o carregamento pelas fibras em caso de ruptura.
A fase descontínua é responsável por realçar as propriedades mecânicas, eletromagné-
ticas ou químicas do material. Vale ressaltar que pode existir materiais de interface, ou
interfases, presentes entre a matriz e o reforço. Dentre as várias características que essas
fases possuem, vale ressaltar que a fase descontínua é, normalmente, mais rígida e resistente
que a contínua, além dela ser capaz de promover o aumento da resistência ao calor, à cor-
rosão e à condutividade. O reforço também é a estrutura que vai suportar a maior parte dos
esforços e, por isso, deve ser mais forte e mais rígido que a matriz. Segundo Albuquerque
(2001), esse constituinte deve ter uma rigidez e resistência pelo menos 5 vezes maior que a
do outro componente, a fim de garantir que teremos um material com propriedades mecâni-
cas muito superiores à de seus constituintes. Devido a esses fatores, os materiais compósitos
apresentam maior rigidez específica e maior resistência mecânica específica que a maioria
dos materiais comuns, como aços e alumínios. Além disso, a performance de materiais com-
pósitos também é melhor do que a de seus constituintes em altas temperaturas. Define-se a
rigidez específica como a relação entre rigidez e densidade. A resistência mecânica especí-
fica é a relação entre resistência mecânica e densidade. Outro importante fator que impacta a
28
propriedade final do material compósito é a geometria e a orientação do reforço com relação
a um determinado sistema de referência. O fator geometria está relacionado com a distri-
buição, forma e tamanho do reforço. Normalmente, as unidades do reforço são modeladas
como cilindros ou esferas.
O uso de materiais compósitos é bastante antigo. Segundo Albuquerque (2001), por
volta de 800 a.C., os israelitas já usavam palhas de vegetais fibrosos para fabricar tijolos de
argila. Na América do Sul e Central existiam algumas tribos indígenas que também usavam
fibras vegetais para fazer peças cerâmicas. O grande desenvolvimento desse material surgiu
a partir do século XX, especificamente durantes os anos de 1940, com o surgimento dos
compósitos com matriz polimérica reforçada com fibra de vidro, (DVORAK, 2013). Com o
passar do tempo, o desenvolvimento e aperfeiçoamento na fabricação desses materiais, como
o surgimento de fibras de carbono e boro, fez com que sua utilização cresce-se. Vale ressaltar
que, durante muitos anos, a indústria aeroespacial foi uma das principais áreas da ciência
que proveram o desenvolvimento desses materias. Contudo, atualmente, devido a inovação
e criação de novos materiais compósitos, a indústria automotiva, marítima, eletrônica e a
construção civil têm promovido a sua expansão, juntamente com outras áreas da ciência
que requerem o seu uso,(COMPOSITELAB, 2019). Devido a essa gama de utilidade, faz-
se necessário criar uma classificação para os materiais compósitos, a fim de agrupá-los de
acordo com a sua necessidade.
2.6.1 Tipos e Classificação dos Materiais Compósitos
Os compósitos podem ser classificados em dois níveis distintos: o primeiro com relação
ao material constituinte da matriz e a segunda classificação está relacionada com o tipo de
reforço usado, (DVORAK, 2013). Assim, temos os seguintes grupos apresentados na Tabela
2.3.
Tabela 2.3: Classificação do material compósito segundo o tipo de matriz ea forma do reforço




Os compósitos classificados pelo material de matriz são utilizados de acordo com faixa
de temperatura que os mesmos suportam. Os materiais compósitos feitos de matriz poli-
mérica, do inglês polymer matrix composites são os que trabalham em menores faixas de
temperatura. Em contrapartida, os compósitos com matriz metálica situam-se na posição
intermediária, isto é, eles suportam temperaturas maiores que os compósitos de matriz poli-
mérica e não suportam as temperaturas de trabalhos dos compósitos com matriz cerâmica.
Analisando a classificação dos compósitos a partir da segunda propostas, os compósitos
fibrosos são aqueles formados por fibras pequenas ou longas. Elas podem estar orientadas
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de forma aleatória ou não. O desempenho de tais compósitos, segundo Hannant (1980) e
Johnston (1994), está intimamente relacionado com as seguintes características:
• Comprimento da fibra;
• Propriedades físicas da fibra e da matriz;
• Aderência entre as duas fases;
• A orientação e distribuição da fibra na matriz;
Quanto a orientação das fibras, destacamos as seguintes orientações: fibras paralelas uma
as outras, fibras orientadas em ângulos retos (compósitos "cross ply") ou fibras orientadas em
várias direções (compósito fibroso multidirecional).
Figura 2.5: Lâmina ortotrópica - referência Costa (2011)
Os compósitos particulados são formados por partículas, de formas e tamanhos variados,
aleatoriamente dispersas na matriz. Este material também pode ser denominado de quasi-
homogêno ou quasi-isotrópico, se o analisarmos em uma escala que seja muito maior que
o tamanho da partícula e do seu espaçamento. A fase particulada tem como característica
ser mais dura e rígida do que a matriz. Como consequência, eles tendem a restringir o
movimento da matriz na vizinhança de cada partícula. Vale ressaltar que a performance
do comportamento mecânico desse material está intimamente relacionada com a ligação
na interface matriz-partícula. Como exemplo de compósitos particulados, temos o concreto,
cuja a matriz é o cimento. A areia e o cascalho formam a parte particulada. No caso do vidro,
detectamos que seu reforço é o floco de mica. Na exemplificação, também destacamos os
polímeros reforçados com partículas de borracha, de chumbo, etc.
Os compósitos laminados são formados por camadas alternadas de materiais diferentes.
Eles ficam impregnados em uma determinada matriz. Dentre os vários laminados existen-
tes, os considerados simétricos são bastante utilizados para formarem estruturas, porque eles
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apresentam uma equação constitutiva que permitem serem mais facilmente analisados. Uma
lâmina é definida como uma camada plana ou curva de fibras unidirecionalmente dispostas
ou na forma de tecidos. Os compósitos laminados que contêm lâminas de dois ou mais tipos
de material são conhecidas como compósitos híbridos. Por isso, os laminados de material
compósitos são designados indicando o número, tipo, orientação e sequência de empilha-
mento das várias lâminas. A lâmina é considerada com característica ortotrópica, sendo que
os eixos principais estão dispostos nas seguintes direções:
• Na direção das fibras (longitudinal);
• Na direção normal as fibras, no plano da lâmina (transversal);
• Na direção normal ao plano da lâmina;
Esses eixos podem ser chamados de (1, 2, 3), conforme a Figura 2.5 ou da forma (x, y),
como na Figura 2.6. Além do eixo das lâminas, também temos o eixo dos laminados, definido
como (x, y) na Figura 2.6. Em alguma situações, tais eixos não são coincidentes. Logo, a
relação constitutiva de cada lâmina deverá ser modificada para o eixo do laminado (x, y).
Por isso, tal eixo será considerado o eixo de referência. Conforme a Figura 2.6, a orientação
de uma lâmina (x, y) é dada pelo ângulo entre o eixo de referência (x, y) e a direção das
fibras da lâmina. Vale salientar que o sentido do ângulo é anti-horário, como apresenta a
Figura 2.6.
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Figura 2.6: Sistemas de coordenadas da lâmina (x1, x2) e do laminado (x, y). referência:
Albuquerque (2001)
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2.7 Comportamento elástico da lâmina do compósito
Nessa seção apresentaremos o cálculo da tensão e deformação para uma lâmina bidimen-
sional, onde as fibras estão orientadas unidirecionalmente. Considerando que a lâmina seja
ortotrópica, conforme a Figura 2.7, a relação de tensão e deformação, dada pela primeira
identidade da equação (2.44), é:




























Como pode-se perceber, a equação (2.79) foi completamente caracterizada com os se-
guintes valores de constantes elásticas: os módulos de elasticidade longitudinais E1 e E2 nas
direções 1 e 2, o módulo de elasticidade transversal G12 e a razão de Poisson ν12. Por isso a
lâmina acima é ortotrópica.
Quando os eixos principais das lâminas (x1, x2) não são coincidentes com os eixos dos
laminados (x¯1, x¯2), deve-se fazer uma transformação na relação constitutiva de cada lâmina,
para que os eixos principais da lâmina sejam coincidentes com os eixos dos laminados.
Para realizar tal feito, deve-se multiplicar os tensores de tensão e deformação do sistema de
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referência da lâmina (σij, εij) com a matriz de transformação T:
T =
 m2 n2 2mnn2 m2 −2mn
−mn mn m2 − n2





















Feita a transformação do sistema de referência da lâmina para o sistema de referência do










onde (T−1)′ representa a matriz transposta da matriz inversa de T:
T−1 = T(−θ) =
 m2 n2 −2mnn2 m2 2mn
mn −mn m2 − n2
 . (2.84)
Vale ressaltar que a matriz inversa T−1 pode ser obtida pela substituição do ângulo posi-






 F 11 F 12 F 16F 12 F 22 F 26








onde os termos da matriz F¯ij são dados por:
F 11 = F11cos
4θ + 2(F12 + 2F66)sen
2θcos2θ + F22sen
4θ,
F 22 = F11sen
4θ + 2(F12 + 2F66)sen
2θcos2θ + F22cos
4θ,
F 12 = (F11 + F22 − 4F66)sen2θcos2θ + F12(sen4θ,+cos4θ)
F 66 = (F11 + F22 − 2F12 − 2F66)sen2θcos2θ + F66(sen4θ + cos4θ),
F¯16 = (F11 − F12 − 2F66)senθcos3θ + (F12 − F22 + 2F66)(sen3θcosθ),
F 66 = (F11 − F12 − 2F66)senθcos3θ + (F12 − F22 + 2F66)(senθcos3θ). (2.86)
Conforme a equação (2.85), a matriz F é completamente preenchida. Logo temos seis
constantes elásticas governando o comportamento da lâmina, porém duas, F 16 e F 26, são
combinações lineares das outras quatro. Devido a transformação realizada pelo sistema de
referência, a lâmina ortotrópica é conhecida como geralmente ortotrópica. Logo, a matriz
F¯ é parecida com a matriz F dos materiais totalmente anisotrópicos (F 16 6= 0, F 26 6= 0).
Porém, quando temos a condição onde F16 = F26 = 0, diz-se que o material é especialmente
ortotrópico.
2.8 Laminados simétricos
Laminados simétricos são aqueles onde as lâminas estão dispostas para que haja um
plano médio em relação a elas, de tal modo que, para cada lâmina a uma distância h do
plano médio, exista uma outra, com propriedades e orientação idêntica, sendo está localizada,
também, a mesma distância h, conforme mostra a Figura 2.8.
Figura 2.8: Laminado simétrico - referência: Albuquerque (2001)
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De acordo com Albuquerque (2001), a não existência de um plano médio implica num
laminado no qual não é possível fazer uma análise bidimensional, pois haveria uma flexão
em torno do eixo x1. Assim, tal flexão, juntamente com as deformações no plano x1x2,
totalizaria três deformações em torno de um único eixo. Portanto, a análise bidimensional
estaria descartada.
Para analisar o comportamento do laminado simétrico da forma que faremos, devemos
assumir algumas hipóteses. Assim, inicialmente, consideramos que as deformações em qual-
quer reta que seja perpendicular ao plano x1x2 serão as mesmas em toda a espessura do la-
minado. Logo, pressupõem-se que as lâminas encontram-se perfeitamente coladas (não há
escorregamentos entre uma lâmina e outra). Além disso, o tensor de deformações ij será,
por hipótese, o mesmo em todas as lâminas. A fim de obter as componentes do tensor de
tensões atuantes num laminado, iremos integrar as componentes atuantes em cada lâmina,







onde σ′ij é o tensor de tensão atuante em uma lâmina individual e σij é o tensor de tensão
média no laminado.
Considerando que o laminado possua N lâminas genericamente ortotrópicas, conforme
mostrado na Figura 2.8, as forças atuantes no plano médio deste laminado podem ser obtidas
pela substituição da integral contínua pela soma das integrais, representando a contribuição


























 F 11 F 12 F 16F 12 F 22 F 26
















 F 11 F 12 F 16F 12 F 22 F 26










pois a matriz de rigidez Fl e o vetor deformação ij são constantes ao longo da espessura da
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Vale ressaltar que a equação (2.92) é equivalente a matriz de rigidez do laminado. Além





Por fim, de acordo com Albuquerque (2001), muitas vezes tem-se ainda a necessidade
de se escrever o tensor de rigidez Fij e de flexibilidade Sij do laminado em relação a um
outro referencial. Neste caso, por um procedimento similar ao realizado para encontrar as
equações, tem-se que:
S ′11 = S11cos





S ′22 = a11sen
4θ + (2S12 + S66)sen
2θcos2θ + S22cos
4 − (S16cos2θ + S26sen2θ)sen2θ,




S ′66 = S66 + 4(S11 + S22 − 2S12 − S66)sen2θcos2θ + 2(S26 − S16)sen2θcos2θ,
S ′16 = [S22sen
2θ − S11cos2θ + 1
2




S ′26 = [S22cos
2θ − S11sen2θ + 1
2
(2S12 + S66)cos2θ]sen2θ + S16sen
2θ(3cos2θ − sen2θ),
+S26cos
2θ(cos2θ − 3sen2θ), (2.94)





enquanto que Sij representa esta mesma matriz escrita no sistema (x1, x2). Por fim, as raízes
da equação característica podem ser escritas num novo sistema de coordenadas, conforme









2) e µk as
raízes da mesma equação no referencial (x1, x2).
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Capítulo 3
Método de Elementos de Contorno para
materiais anisotrópicos
3.1 Introdução
Neste capítulo apresentaremos a formulação do MEC para problemas de elasticidade ani-
sotrópica. Começaremos-o com uma breve apresentação das ideias básicas do MEC, como
suas vantagens, desvantagens e características. Em seguida, desenvolveremos as soluções
fundamentais para formulação proposta. Vale ressaltar que elas são essenciais ao método,
pois, sem elas, as equações integrais de contorno não são obtidas. O teorema recíproco de
Betti e a identidade de Somigliana também serão descritos. Esses dois tópicos colaborarão,
juntamente com as soluções fundamentais, para o desenvolvimento da equação integral de
contorno, que será obtida na quarte parte deste capítulo. Posteriormente, iremos discretiza-la,
para obter o sistema linear do MEC. Para realizar tal feito, apresentaremos os tipos de ele-
mentos disponíveis para efetuar a discretização. Além disso, mostraremos como a solução
desses problemas são encontradas. Por fim, as equações para calcular tensão e o desloca-
mento no interior do domínio são descritas.
3.2 Ideias básicas do MEC
Como apresentado na introdução, o MEC corresponde a uma classe de métodos numé-
ricos disponíveis para encontrar a solução de problemas existentes em diversas áreas da
ciência. Tal método, juntamente com o Método dos Elementos Finitos (MEF), do inglês Fi-
nite Element Method (FEM) e com o Método das Diferenças Finitas (MDF), do inglês Finite
Difference Methods (FDM) formam o grupo dos métodos computacionais mais utilizados,
sendo que o MEF é o de maior destaque entre eles, pois é o mais difundido e o mais utili-
zado, segundo os dados de Alexander e Cheng (2005). O MEF e o MDF fazem parte dos
métodos numéricos que tem o domínio do problema como base para seu desenvolvimento.
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Por isso, eles trabalham com equações diferenciais, sejam elas ordinárias ou parciais. Em
contrapartida, o MEC é um método que trabalha com o contorno do problema analisado. Por
isso, faz-se necessário trabalhar com a formulação integral das equações diferenciais. Esse
fato configura-se como uma de suas principais características. A Figura 3.1 reflete o que foi
apresentado.
Figura 3.1: Classificação dos métodos numéricos - referência: Becker (1992) modificado
Todos esses métodos possuem desvantagens e vantagens, por isso, para determinadas
situações, um deles levará vantagem sobre os outros dois. Como exemplo, o MEC possui
melhor desempenho que o MEF para problemas de meio infinito e semi-infinito. Em contra-
partida, para o MEC ser aplicado, o problema estudado precisa ter uma solução fundamental.
Se isso não acontecer, não será possível usar o MEC, pois a equação integral não pode ser
obtida. A título de exemplo, a Tabela 3.1 apresenta algumas vantagens e desvantagens entre
o MEC e o MEF.
Mais informações sobre características do MEC podem ser encontrada nas seguintes li-
teraturas: Aliabadi (2002), Beer, Smith e Duenser (2008), Brebbia e Dominguez (1992), Liu
(2009), Gaul, Kogl e Wagner. (2002), Katsikadelis (2016)
3.3 Soluções fundamentais
As soluções fundamentais podem ser definidas como as soluções de uma equação dife-
rencial quando a condição de carga concentrada é utilizada, segundo Aliabadi (2002) e Beer,
Smith e Duenser (2008). Na literatura, essas soluções também podem ser referidas como
funções de Green ou kernels. Nesta tese apresentaremos as soluções fundamentais relaci-
onadas com a formulação de Lekhnistskii (1981), Lekhnistskii (1968). A utilização dessas
soluções está presente em muitos artigos que lidam com a elasticidade anisotrópica. Seu uso
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Tabela 3.1: Características e vantagens do MEF e MEC
MEF MEC
Características
Abordagem feita com derivadas Abordagem feita com integrais;
Malha do domínio: 2D ou 3D; Malha do contorno: 1D ou 2D;
Matriz simétrica e esparsa; Matriz não simétrica e densa;
Muitos pacotes comerciais disponí-
veis;
Poucos pacotes comerciais disponí-
veis;
Vantagens
Solução rápida; Geração da malha é rápida;
Adequada para análises estruturais; Adequada para problemas com con-
centração de tensão;
Problemas não-lineares; Problemas de domínio infinito;
Materiais compósitos (análise em
macro-escala);
Materiais compósitos (análise em
micro-escala);
remonta aos anos 90, desde os primeiros trabalhos de Sollero (1994), seguidos por muitos
outros trabalhos, como os de Albuquerque, Sollero e Aliabadi (2004), Albuquerque, Sollero
e Fedelinski (2003a), Albuquerque, Sollero e Fedelinski (2003b), Albuquerque, Sollero e
Aliabadi (2002), Garcia-Sanchez, Saez e Dominguez (2006), Garcia-Sanchez, Zhang e Saez
(2008). Vale ressaltar que tal solução fundamental nunca foi usada para simular problemas
de larga escala para materiais anisotrópicos. Trabalharemos com as solução fundamental de
deslocamento Uij e a solução fundamental de força de superfície Tij . Elas representam o
deslocamento e a força de superfície no ponto campo z, na direção j, quando a força concen-
trada está atuando na direção i no ponto fonte z0. Portanto, o ponto fonte é o ponto em que a
força concentrada é aplicada. No ponto campo encontramos a resposta que desejamos obter.
Como as soluções fundamentais serão mapeadas em um plano complexo, escreveremos o























Os termos µ1 e µ2 das equações (3.2) e (3.1) são raízes da equação característica (2.66).
As coordenadas do ponto fonte são (xo1 , xo2) e as coordenadas do ponto campo são (x1, x2).
Para encontrar as soluções fundamentais, é necessário descobrir as funções de tensão de Airy
correspondentes às equações de forças de superfície fundamentais. Portanto, considere um

























t2dΓ = 2<[[Ψ1 + Ψ2]]. (3.3)
Os colchetes duplos foram necessários porque representam o salto da função devido a um
contorno fechado em torno do ponto fonte, segundo Cruse e Swedlow (1971). A equação
(3.3) terá resultado diferente de zero se o contorno Γ incluir o ponto de aplicação de carga.
Para encontrar a função de Airy desejada, deve-se considerar que a integrais da equação (3.3)
sejam escritas considerando carregamentos concentrados. Eles são representados pelo delta
de Dirac: δi1 e δi2. A função de Airy relacionada ao carregamento concentrado na direção i
é representado por Ψik. Logo, a equação (3.3) é reescrita como:
˛
Γ
t1dΓ = −δi1 ∴ −δi1 = 2<[[µ1Ψi1 + µ2Ψi2]],˛
Γ
t2dΓ = δi2 ∴ δi2 = 2<[[Ψi1 + Ψi2]]. (3.4)
Para que a equação (3.4) satisfaça qualquer contorno fechado Γ em torno de zo, deve-se
considerar que:
Ψik = Aik ln(z− zo), (3.5)
onde Aik representa o valor de quatro constantes complexas. Para obtê-las, primeiramente,
considere o seguinte resultado:
ln(z− zo) = 2pii, (3.6)
sendo que a equação (3.6) foi obtida devido as propriedades da função complexa. Ela
representa o resultado associado com a condição de um contorno fechado qualquer em torno
de zo. Mesclando os resultados da equação (3.5) e (3.6) para reescrever a equação (3.4),
tem-se:
−δi1 = 2<[[µ1Ψi1 + µ2Ψi2]]⇔ −δi1 = 2<[[µ1Ai1 ln(z− zo) + µ2Ai2 ln(z− zo)]]
−δi1 = 2<[[µ1Ai12pii + µ2Ai22pii]],
δi2 = 2<[[Ψi1 + Ψi2]]⇔ δi2 = 2<[[Ai1 ln(z− zo) + Ai2 ln(z− zo)]]




= µ1Ai1 − µ1Ai1 + µ2Ai2 − µ2Ai2,(−δi2
2pii
)
= Ai1 − Ai1 + Ai2 − Ai2, (3.8)
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sendo que a barra sobre os termos da equação (3.8) representam o complexo conjugado. Para
encontrar as outras duas equações, considere que os deslocamentos possam ser reescritos
como:
u1 = 2<[p11Ψi1(z1) + p12Ψi2(z2)]⇔ u1 = 2<[p11Ai1 ln(z− zo) + p12Ai2 ln(z− zo)],
u2 = 2<[p21Ψi1(z1) + p22Ψi2(z2)]⇔ u2 = 2<[p21Ai1 ln(z− zo) + p22Ai2 ln(z− zo)].
(3.9)
Devido a exigência dos deslocamentos serem únicos, temos que:
[[ui]] = 0. (3.10)
Logo, os resultados para equação (3.10) são:
0 = 2<[p11Ai1 ln(z− zo) + p12Ai2 ln(z− zo)],
0 = 2<[p21Ai1 ln(z− zo) + p22Ai2 ln(z− zo)], (3.11)
reorganizando:
0 = p11Ai1 − p11Ai1 + p12Ai2 − p12Ai2,
0 = p21Ai1 − p21Ai1 + p22Ai2 − p22Ai2. (3.12)
Assim, montamos o seguinte sistema de equação linear utilizando a equação (3.12) e
(3.8). 
1 −1 1 −1
µ1 −µ1 µ2 −µ2
p11 −p11 p12 −p12














A solução da equação (3.13) torna-se singular quando µ1 é igual a µ2, (SOLLERO, 1994)
e (ALBUQUERQUE, 2001). Essa singularidade surge quando tentamos equiparar a solução
fundamental anisotrópica com a solução fundamental isotrópica. Quando isso acontece, a
equação característica torna-se biquadrada, sendo que duas raízes serão iguais à i e as outras
duas iguais à −i. Devido à singularidade mencionada acima, não é possível, dessa formar,
aproximar o comportamento da solução fundamental de materiais anisotrópicos com a so-
lução fundamental isotrópica de Kelvin. Para fazer a comparação proposta, deve-se utilizar
uma formulação quase-isotrópica:
E1 = E2 + χ ' E. (3.14)
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Assim, após obtermos a função de Airy correspondente ao carregamento apropriado,
dada pela equação (3.5), deve-se substitui-la nas equações (2.76) para escrever a solução
fundamental de deslocamento Uij:
Uij(zo, z) = 2<[pi1Ψi1 + pi2Ψi2] = 2<[pi1Ai1 ln(z1 − zo1) + pi2Ai2 ln(z2 − zo2)]. (3.16)
A solução fundamental para força de superfície Tij é obtida a partir da derivada da equa-
ção (3.6) com respeito a zi. Em seguida, substitui esse resultado na equação (2.73), para
obter a seguinte equação:


















Na equação (3.17) os termos n1 e n2 representam os componentes do vetor externo nor-
mal nk. As soluções fundamentais dada pelas equações (3.16) e (3.17) possuem singulari-
dades quando o ponto fonte e o ponto campo se aproximam. A singularidade para equação
(3.16) é considerada fraca, pois é do tipo ln(r). A singularidade para equação (3.17) é do
tipo forte, pois é do tipo (1/r). Essa denominação existe porque a singularidade do tipo forte
cresce mais rápido em direção ao valor infinito, enquanto a outra singularidade cresce de
uma maneira mais branda, conforme a Figura 3.2. Assim, definidas as soluções fundamen-
tais, deve-se, agora, desenvolver as equações integrais de contorno. Para tal, utilizaremos
o teorema de reciprocidade de Betti e a identidade de Somigliana. Durante o desenvolvi-
mento de tais tópicos, ficará claro porque a solução fundamental é um fator importante para
o desenvolvimento do MEC.
3.4 Teorema de reciprocidade de Betti
O primeiro passo para apresentar a formulação do MEC está relacionada com a transfor-
mação de uma equação diferencial em uma equação integral, Gaul, Kogl e Wagner. (2002).
Para problemas de elasticidade, seja em meio isotrópico ou anisotrópico, a equação integral
é formulada com base no teorema do trabalho recíproco de Betti (1873).
43
Figura 3.2: Comportamento das singularidades fortes e fracas
O teorema recíproco de Betti, também conhecido como teorema de Maxwell-Betti, foi
utilizado para integrar as equações de elasticidade e derivar sua solução na forma integral.
Esse teorema é considerado uma proposta mais geral que o princípio de reciprocidade pro-
posto por Maxwell.
Através do teorema de Betti correlacionamos o trabalho de dois estados elásticos diferen-
tes. Assim, considerando os estados elásticos I e II , pode-se igualar o trabalho resultante
da carga do estado I e o deslocamento do estado II com um outro trabalho resultante da
aplicação de uma carga no estado II e o deslocamento do estado I . Esse teorema é impor-
tante porque uns dos estados utilizados para desenvolver a equação integral está relacionado




















i dΩ = 0, (3.19)
onde o termo em destaque na equação (3.19) foi originado a partir da seguinte equação:
(σiju
∗














(u∗i,j − u∗j,i) = ∗ij + ω∗i , (3.21)
onde ∗ij é o tensor deformação e ω
∗
ij o tensor rotação. O primeiro é simétrico e o segundo é
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anti-simétrico. Então, a equação (3.20) é reescrita como:
(σiju
∗







Como σij é um tensor simétrico, o produto entre um tensor simétrico e um tensor anti-
simétrico ω∗ij é nulo. A equação (3.22) será:
(σiju
∗




ij ⇔ (σiju∗i ),j − σji∗ij = σij,ju∗i , (3.23)













i dΩ = 0. (3.24)






















ti = σijnj. (3.26)















i dΩ = 0. (3.27)
O mesmo resultado apresentado na (3.27) pode ser obtido considerando o estado auto-















b∗iuidΩ = 0. (3.28)









b∗iuidΩ = 0. (3.29)























A equação (3.31) fornece uma relação, na forma integral, entre dois estados elastostáticos
diferentes. Através dela, desenvolveremos a equação integral de contorno. Para tanto, deve-
se eliminar as integrais associadas ao domínio do nosso problema.
3.5 Equação integral de contorno
Para demonstrarmos a equação integral do contorno, considere, primeiramente, que a
força de corpo pode ser representada por uma função do delta de Dirac:
bi = δ(z− z0)ei, (3.32)
onde as seguintes propriedades podem ser definidas:
δ(z− zo) =∞ se z = zo,
δ(z− zo) = 0 se z 6= zo,´∞
−∞ δ(z− zo)dΩ = 1.
(3.33)
De acordo com Albuquerque (2001), a razão para escolher a força do corpo como função
delta de Dirac é a possibilidade de reduzir o número de integrais de domínio em nosso
problema. Isso é possível em razão da seguinte propriedade:
ˆ
Ω
f(x)δ(z− zo)dΩ(z) = f(zo). (3.34)
Para obter a equação integral de contorno a partir da equação (3.31), considere que o




i ) é chamado como estado fundamental e o estado (ui, ti, bi) está relacionado
com a solução desejada. Utilizando as soluções fundamentais de deslocamento Uij(zo, z) e
forças de superfície Tij(zo, z), dada pela equações (3.16) e (3.17) respectivamente, pode-se
reescrever o estado fundamental:
u∗i = u
∗
jδij = Uij(zo, z)δijei,
t∗i = t
∗
jδij = Tij(zo, z)δijei,
(3.35)













































A equação (3.38) é conhecida como identidade de Somigliana para pontos no interior de
um corpo. Através do teorema recíproco de Betti, Somigliana (1885) obteve a representação
integral da solução de problemas de elasticidade plana, sendo ela equivalente a segunda









De acordo com Sollero (1994), esta equação não é considerada um problema de valor
limite bem posicionado. Como as forças de superfícies e os deslocamentos de contorno
não são conhecidos para todos os pontos do contorno, é necessário criar uma relação entre as
força de superfície no contorno juntamente com os deslocamentos. Isso é realizado movendo
o ponto fonte até o contorno. Este processo não é trivial e requer alguns cuidados, como
apresentado por Gaul, Kogl e Wagner. (2002). Sendo assim, primeiramente deve-se observar
o comportamento não singular, quando (z − z0 6= 0), para as integrais da equação (3.39).
Como r representa a distância entre o ponto fonte e o ponto campo, é necessário analisar o
limite de transição do ponto campo para o contorno (z − zo = 0). Para fazermos isso, o
limite é modificado pela introdução de uma região semicircular Γ∗ε com raio ε, sendo que ε










A equação (3.40) tem duas integrais singulares. A integral do lado direito é conhecida
como fracamente singular porque a solução fundamental para o deslocamento tem a ordem
(log r). De acordo com Gaul, Kogl e Wagner. (2002), a integral sobre um integrante fraca-
mente singular existe e é contínua no ponto de singularidade. A integral do lado esquerdo
é conhecida como fortemente singular, porque a ordem da solução fundamental de tração é
(1/r). A integral é singular quando r = 0. Para regularizar a integral fortemente singular, é




















O primeiro termo da equação (3.41) pode ser integrável e desaparecerá quando o limite
for considerado. Isso acontece quando considera-se que o campo deslocamento apresenta
continuidade Ho¨lder. Essa condição é dada no momento em que existam constantes reais
não-negativas C, α tais que, ∀ x, y ∈ <n:
|f(x)− f(y)| ≤ C|x− y|α. (3.42)
Aplicando a condição dada pela equação (3.42) para o campo deslocamento, tem-se:
|uj(zo)− uj(z)| ≤ C|zo − z|α ⇔ |uj(zo)− uj(z)| ≤ C|r|α. (3.43)
A segunda integral da equação (3.41) levará a um salto no deslocamento. Isso é dado
pelos termos Aij(z)uj . Os termos Aij(z) são constantes que dependem da geometria local
e das constantes elásticas, (SOLLERO, 1994). O último termo resultará em uma integral
imprópria. Por isso, ela será avaliada no sentido do valor principal de Cauchy. Finalmente, a













para zo ∈ Γ,
1 para zo ∈ Ω,
0 para zo /∈ Γ, zo /∈ Ω.
(3.45)
Esta equação é considerada como o ponto de partida para iniciar a solução numérica
do MEC. Sendo assim, o próximo passo consiste em discretizar o contorno em pequenos
segmentos, para que a equação (3.44) seja aplicada a cada segmento. Por conseguinte, mon-
taremos um sistema linear a partir de cada parte do contorno discretizado.
3.6 Discretização da equação do contorno
A discretização da equação de contorno é obtida a partir da subdivisão do contorno do
problema. Por isso, o subdividiremos em pequenos elementos, conforme apresenta a Figura
3.3. Dentre os vários elementos existentes, para realizar essa tarefa, tem-se os elementos
constantes, lineares e quadráticos. Nessa tese utilizaremos os elementos constantes. Con-
sequentemente a geometria será aproximada por segmentos de retas com um nó no ponto
médio de cada elemento. Para esse tipo de elemento, o número de nós é igual ao número de
elementos. Ademais, o valor da condição de contorno é assumida como constante ao longo
desse elemento. Ela é aplicada no único ponto nodal do elemento, isto é, no meio dele.
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Figura 3.3: Contorno discretizado por vários elementos - (a) Elementos constantes; (b) Ele-
mentos lineares; (c) Elementos Quadráticos. referência:Katsikadelis (2016)












sendo que uˇni e tˇ
n
i são os deslocamentos nodais e as forças de superfície no nó n. Para
elementos constantes, o valor de n = 1. A função de forma para Nnc (ξ) para os elementos
constantes também é igual a 1. O termo ξ é a coordenada ao longo do elemento. Portanto, a
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Vale ressaltar que a avaliação das integrais de contorno, ao longo do elemento, requer o
uso de um Jacobiano. O uso da matriz jacobiana é de grande importância quando fazemos
uma mudança de variáveis. Como a função de forma é expressa em termos da coordenada














∣∣∣∣⇔ dΓe = J(ξ)dξ. (3.48)

























. Além disso, a equação (3.49) deve ser aplicada, sequencialmente, para cada nó
do contorno. Esse processo é conhecido como colocação nodal. Em cada direção, de cada
nó, existe um componente de deslocamento e uma componente de força de superfície, sendo
elas conhecidas como condições de contorno para deslocamentos uˇi e forças de superfície tˇi.
O próximo passo será transformar as várias equações integrais obtidas em equações al-
gébricas. Isso é feito através da colocação nodal e do resultado de integração sobre os ele-
mentos de contorno. A colocação nodal tem como característica passar por todos os pontos
nodais. Logo, o sistema linear do MEC é cheio e não simétrico. As forças de superfícies
e os deslocamentos desconhecidos serão obtidos resolvendo este sistema de equações. Por
conseguinte, temos o seguinte sistema linear:
Hu = Gt⇔

H11 H12 · · · H1N
H21 H22 · · · H2N
... · · · . . . ...









G11 G12 · · · G1N
G21 G22 · · · G2N
... · · · . . . ...









Os elementos da matrizes H e G foram calculados pelos termos do lado esquerdo e
direito da equação (3.49), respectivamente. Os vetores t e u correspondem as forças de
superfície e deslocamentos conhecidos e desconhecidos. As integrais da equação (3.49) são
conhecidas como coeficientes de influência, pois eles estão multiplicando os valores nodais
uˇi e tˇi que serão somados com os valores nodais
ui(ξ)
2
. Logo, essas integrais contribuem para
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formarem os respectivos termos a elas associadas. A equação (3.49) pode ser rescrita se os
termos desconhecidos e conhecidos forem reagrupados:
A11 A12 · · · A1N
A21 A22 · · · A2N
... · · · . . . ...














A matriz A é escrita pelos termos das matrizes H e G que estão relacionados com os
valores desconhecidos dos vetores u e t. A matriz b é formada pelos termos das matrizes
H e G relacionados com termos conhecidos dos vetores u e t. Uma das formas de resolver
a equação acima é através de métodos diretos. Eles são uteis quando a equação (3.51) não
possui muitos termos desconhecidos, pois eles necessitam executarO(N2) operações, sendo
N o número de variáveis desconhecidas no sistema linear. Portanto, uma das formas de
diminuir a quantidade de operações necessárias para encontrar a solução desse sistema linear
é através de solucionadores iterativos.
No próximo capítulo apresentaremos o funcionamento de um desses métodos iterativos
para solucionar sistemas de grande porte. Vale considerar que, apenas o emprego do método
iterativo não diminui, de maneira eficaz, a complexidade do MEC. Apesar de haver um
ganho de perfomance, faz-se necessário alterar a forma que o ponto fonte e o ponto campo
se relacionam, pois é isso que torna a matriz do MEC cheia e não simétrica. Uma das técnicas
utilizadas para modificar a forma como esses pontos interagem é o Método multipolar rápido
ou Fast Multipole Method (FMM).
3.7 Tensão e deslocamento em pontos internos
Esta seção mostrará como calcular deslocamentos e tensões em pontos internos. Para
realizar tal feito, deve-se derivar a equação (3.38) com relação ao ponto fonte zo. Assim o
resultado obtido é considerado uma identidade de Somigliana no domínio, pois ela é válida
para os pontos internos. O resultado da diferenciação da equação (3.44), com relação ao















onde as derivadas das soluções fundamentais Tij,l e Uij,l são:


























e os termos Aij , pij e qij são as constantes complexas mostradas nos capítulos anteriores.




[ui,l(zo) + ul,i(zo)] . (3.56)








[Uij,l(zo, z) + Ulj,i(zo, z)uj(z)dΓ(z)]. (3.57)
Finalmente, para determinar as tensões nos pontos internos, é necessário usar a lei gene-
ralizada de Hooke:
σij(zo) = Fijj(zo), (3.58)
onde Fij é a matriz de rigidez e σij são as componentes de tensão. Podemos fazer a seguinte
















Método de Elementos de Contorno
Rápido com Expansão em Multipolos
(MECMP)
Nesse capítulo apresentaremos a formulação do método dos elementos de contorno rá-
pido com expansão em multípolos (MECMP) para problemas de elasticidade anisotrópica.
Desta maneira começaremos esse capítulo expondo as suas principais características e as
suas vantagens em relação ao MEC. Depois, faremos a descrição do MECMP para explicar
seu funcionamento, apresentando como as suas operações funcionam e a forma como elas
interagem entre si. A dedução matemática dessas operações serão feitas na terceira parte
desse capítulo. O desenvolvimento delas é uma das parte principais dessa tese, haja visto
que não há, na literatura, nenhum trabalho onde as formulações de Lekhnitskii foram em-
pregadas para simular problemas de larga escala para materiais anisotrópicos. Por isso, no
próximo capítulo, serão feitos estudos de convergência das operações deduzidas com os re-
sultados do MEC. A penúltima parte deste capítulo está relacionada com apresentação do seu
funcionamento e das principais características do método numérico conhecido como Míni-
mos Resíduos Generalizados, do inglês Generalized minimal residual method (GMRES). Ele
será utilizado para resolver, de modo iterativo, o sistema linear do MECMP. Por fim,também
faremos breves comentários sobre a linguagem de programação utilizada, conhecida como
Julia
4.1 Princípios Básicos do MECMP
Como já apresentado, o MEC exibe limitações para solucionar problemas de larga escala
devido a suas características. Uma das adversidades é a quantidade de operações necessárias
para construir a matriz A. Como ela é cheia e não simétrica, são requeridasO(N2) operações
para construí-la, segundo Liu (2009). Outro problema está na escolha do método adotado
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para solucionar o sistema de equações obtido. Se a escolha for feita por um método direto,
como eliminação de Gauss, serão necessárias O(N3) operações para solucionar o sistema.
Se a opção for um método iterativo, o número de operações cai para a ordem O(NiterN2),
sendo Niter o número de iterações requeridas. Os trabalhos de Mullen e Rencis (1987),
Kane, Keyes e Prasad (1991), Barra et al. (1992), Prasad et al. (1994) são alguns exemplos
do uso de métodos iterativos para resolver o sistema linear do MEC. No trabalho de Barra
et al. (1992) podemos constatar a eficácia que os métodos iterativos apresentam em face do
método de eliminação de Gauss. Essa análise teve como base problemas de elasticidade
isotrópica em 2-D.
Atualmente, para melhorar o desempenho do MEC, técnicas como, Matrizes-H , (HACK-
BUSCH; NOWAK, 1989; BORM, 2009), Adaptive Cross Approximation (ACA), (BEBEN-
DORF, 2000; BEBENDORF; RJASANOW, 2003) e FMM são utilizadas. Nesta tese foi feita
a opção pelo FMM, visto que alguns trabalhos associados com ACA já foram publicados pelo
grupo de estudo. Originalmente, o FMM foi proposto com a intenção de acelerar o cálculo
dos potencias elétricos e gravitacionais de um grande número de partículas interagindo en-
tre si, juntamente com as respectivas forças associadas e esses potenciais. Como resultado,
obteve-se um algoritmo que diminui a quantidade de operações necessárias para realizar
tais interações. A complexidade alcançada foi de ordem O(N), substituindo a complexi-
dade original O(N2). Ademais, a precisão dos resultados obtidos podem ser previamente
determinada, a fim de que não haja grandes erros numéricos associadas a interação entre
as partículas. Devido as suas qualidades, o FMM é considerando uma das principais técni-
cas numéricas do século XX, conforme apresentado por Dongarra e Sullivan (2000). Outra
importante característica desse método está associada a sua aplicabilidade, uma vez que o
mesmo pode ser usado para problemas envolvendo dinâmica de fluidos, dinâmica molecular
e mecânica celestial. Ele ainda pode ser aplicado para acelerar a multiplicação matriz-vetor
dos problemas analisados pelo MEC, surgindo o MECMP.
A apresentação do funcionamento do MECMP será feita por partes. A primeira é com-
posta pelo método FMM, que pode ser subdividido em três grandes partes: expansão das so-
luções fundamentais, inclusão das operações expansão multipolar ou Multipole Expansion,
translação momento para momento ou Moment to Moment Translation (M2M), expansão
local ou local expansion, translação momento para local ou Moment To Local Translation
(M2L) e translação local para local ou Local to Local Translation (L2L). A segunda parte
está associada com a estrutura da hierarquia das árvores. A terceira parte está relacionada
com a escolha de um método numérico para solucionar o sistema linear produzido. Esta
subdivisão foi feita para tornar o entendimento do MECMP mais didático.
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4.2 Expansão rápida em multípolos para problemas de
elasticidade anisotrópica
4.2.1 Descrição do algoritmo
Antes de apresentarmos as operações do MECMP, faremos a sua descrição, com a fi-
nalidade de apresentar as suas características. A primeira etapa consiste em discretizar o
contorno do problema. Em seguida, utiliza-se a técnica desenvolvida por Barnes e Hut
(1986), conhecida como estrutura das árvores ou tree structure. Uma das consequências
da utilização dessa estrutura está relacionada na possibilidade de qualificar quais são os pon-
tos campos que estão perto ou distante do ponto fonte, possibilitando, assim, a criação de
uma estrutura de dados. Este método foi capaz de diminuir a complexidade de problemas
envolvendo interação gravitacional de N − corpos. Originalmente, necessita-se de O(N2)
operações para computar tais interações. O método de Barnes e Hut (1986) foi capaz de
reduzir para a ordem de NlogN . Vale ressaltar que a proposta de Barnes e Hut (1986) é
um aperfeiçoamento da proposta de Appel (1985), a qual usou a estrutura das árvores para
armazenar as partículas de um sistema de N − corpos em uma região conhecida como fo-
lhas. A partir dele, uma aproximação foi proposta para computar as forças de interação entre
partículas bastante distantes entre si, agrupando-as, segundo Greengard e Rokhlin (1987).
Figura 4.1: Contorno circunscrito pelo quadrado do nível zero
Para construirmos a estrutura hierarquizada da árvore, deve-se, como primeiro passo,
circunscrever o contorno do problema por um quadrado, conforme dado pela Figura 4.1.
Denominaremos essa etapa como nível zero. Em seguida dividiremos esse quadrado em 4
partes iguais, criando 4 novas estruturas. Elas são conhecidas como células e pertencem ao
nível 1. Devido à subdivisão, gera-se uma interdependência entre o nível 1 e o nível 0. O
quadrado do nível 0 é considerado a célula pai daquelas 4 células do nível 1. O próximo
passo consistirá em dividir cada uma das 4 células em 4 novas células, para construir o nível
2. No total este nível será composto por 16 células, conforme dado pela Figura 4.2.
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Figura 4.2: Divisão recursivas das células
Essa divisão continuará, de maneira recursiva, até alcançarmos um determinado limite.
Tal limite está associado com o número de nós dentro de uma célula. Assim, este número
não pode exceder um valor previamente determinado. Quando ele é alcançado, a célula não
pode sofrer mais divisão. Portanto, ela é conhecida como célula folha. Vale ressaltar que
cada célula criada possui um centroide. Essa posição é importante porque será utilizada para
realizar as operações do MECMP. Para algumas situações, pode-se estabelecer determinado
limite de um único nó por célula. Para outras situações, pode-se usar mais nós por células.
Por isso, neste trabalho, investigaremos como o número de nós dentro da célula pode influ-
enciar a eficiência do MECMP. A Figura 4.3 ilustra todos os passos do processo descrito.
Figura 4.3: Processo de hierarquização do contorno
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Uma das consequências da hierarquia da árvore é poder classificar as célula em três
grandes grupos: adjacentes, bem separadas e distantes. Para classificar duas ou mais células
como adjacentes, deve-se observar se elas possuem, no nível em que estão, um vértice em
comum. Essa mesma classificação também pode ser aplicada às células que não estão no
mesmo nível. Contudo, essa condição só pode ser utilizadas para aquelas células conhecidas
como folhas. Portanto, se célula pai, de uma célula folha, possui um vértice em comum
com uma determinada célula folha, ambas no nível l, então a célula folha no nível (l + 1) é
considerada adjacente da célula folha do nível l, conforme a Figura 4.4.
Figura 4.4: Relação de adjacência de duas células pertencentes e não pertencentes ao mesmo
nível
Figura 4.5: Relação de células bem separadas
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Duas ou mais células são classificadas como bem separadas se elas não forem adjacentes
no nível l, mas suas respectivas células pais forem adjacentes no nível l − 1, conforme a
Figura 4.5. Assim, todas as células consideradas bem separadas irão formar o que denomi-
namos de lista de interação. Por fim, duas ou mais células são consideradas distantes se as
células pais não forem adjacentes.
Após essa subdivisão, realizar-se-á às operações do MECMP, a fim de computar a inte-
ração entre ponto fonte e o ponto campo. Como será apresentado, temos um conjunto de 2
operações, divididas em 2 expansões e 3 translações. As expansões são conhecidas como
expansão multipolar e expansão local. A primeira está associada com a expansão em torno
do ponto campo e a segunda tem relação com a expansão em torno do ponte fonte. Associ-
ada a cada expansão, temos suas respectivas translações. Para a primeira expansão, temos
associada a translação momento para momento (M2M). Para segunda expansão, temos a
translação momento para local (M2L) e a translação local para local (L2L). Esse conjunto
de expansões e translações é usado em diferentes situações durante o funcionamento do
MECMP. A expansão multipolar e a translação (M2M) são utilizadas para formar a etapa
conhecida como upward. A expansão local juntamente com as translações (M2L) e local
para local (L2L) formam o processo chamado de downward.
O processo upward tem como função agrupar os pontos campos através das operações
que o compõem. Como o próprio nome sugere, nessa etapa estamos subindo na estrutura das
árvores, saindo dos níveis mais altos para alcançar os níveis mais baixos.
Após esse procedimento, deve-se realizar a interação entre os pontos campos agrupados
e o ponte fonte. Tal interação é feita por partes, utilizando-se das operações presentes na
etapa downward. Fazendo uma analogia com o que foi apresentado para a etapa upward, o
processo downward desce na estrutura das árvores, indo dos níveis mais baixos até os mais
altos, a fim de alcançar o ponto fonte e, assim, calcular a interação dos pontes campos com
o ponto fonte.
Para construirmos a etapa upward, primeiramente transferimos o nó de um determinado
elemento para o centroide da célula folha, através da expansão multipolar, conforme a Figura
4.6. Ela é feita com a introdução de um ponto intermediário perto do ponto campo. Vale
ressaltar que esse é o único momento em que utiliza-se a operação expansão multipolar, isto
é, ela só é usada para transferir a posição do nó para o centroide da célula folha. Depois,
transferimos a posição do centroide da célula folha para o centroide da sua célula pai. Isso é
feito através da operação translação momento para momento, conforme as Figuras 4.6 e 4.7.
Esse processo será feito recursivamente até alcançarmos o nível 2, fazendo a transferência
de posição através da operação (M2M).
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Figura 4.6: Operação expansão multipolar e M2M presentes na operação upward - Fonte:
Liu (2009) modificada
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Figura 4.7: Visão esquemática das operações presentes no método upward - Fonte: Wage-
nhoffer, Moored e Jaworski (2019) modificada
A partir do nível 2, iniciaremos a etapa downward. Como foi apresentado, a ideia é
descer na hierarquia das árvores para realizar a interação dos pontos campos, que foram
agrupados, com o ponte fonte, pois, a partir dessa interação, faremos o produto matriz-vetor.
Portanto, para realizar tal feito, usa-se a operação (M2L) para células que estão na lista de
interação e a translação (L2L) para aquelas consideradas distantes. Contudo, vale ressaltar
que, para todas as células do nível 2, usamos, sem restrição, a operação (M2L), conforme
apresentada na Figura 4.8. A partir do nível 3, usamos as operações (M2L) e a operação
(L2L), ver Figura 4.9.
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Figura 4.8: Translação M2L para todas as células do nível 2 - Fonte: Liu (2009) modificada
Figura 4.9: Translação M2L e translação L2L - Fonte: Liu (2009) modificada
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Após computar essa contribuição, introduzimos um ponto intermediário perto do ponto
fonte. Assim, realizamos a expansão local. As células que forem consideras adjacentes,
não irão realizar nenhuma operação do MECMP. Elas interagem utilizando o MEC. Por fim,
realizaremos os cálculos finais, calculando as integrais de contorno. Por isso, separamos o
domínio dessas integrais em duas partes: uma relacionada com os elementos que são consi-
derados adjacentes e, por isso, usamos o MEC, e uma segunda parte está relacionada com
a contribuição dos elementos considerados distantes e bem separados. Essa divisão é feita
conforme a equação (4.1):
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tjqi2G(zo2 , z2)dΓ︸ ︷︷ ︸
MECMP
. (4.1)
4.2.2 Operações do Método Rápido com Expansão em Multipolos
Nessa seção apresentaremos a expansão das soluções fundamentais e as operações do
FMM. Começaremos pelas a expansão das soluções fundamentais, pois as operações do
MECMP depende do resultado aqui exibido. Essa etapa é relevante porque separa a relação
entre ponto fonte e ponto campo. Isso é possível pois os núcleos das soluções fundamentais







i (y, yc), (4.2)







F (x, y)φ(x, y)dΓ(y). (4.3)
Utilizando a proposta dada pela equação (4.2), é possível reescrever a primeira integral
da equação (4.3). Para isso, deve-se considerar um subconjunto específico do contorno Γ.
Tal subconjunto está associado com os pontos campos distantes do ponte fonte. Para qua-
lificar quais os pontos campos são considerados distantes ou perto do ponte, utilizar-se-á a
hierarquia das árvores, conforme comentado. Desta maneira, assumindo que o contorno Γ











Kyi (y, yc)q(y)dΓ(y). (4.4)
A equação (4.4) mostra que a relação entre o ponto fonte e o ponto campo foi rompida,
pois um ponto intermediário foi introduzido entre eles. Isso foi possível devido a utilização
da expansão de Taylor na função de Green. Todavia, vale ressaltar que outros métodos podem
ser utilizados para realizar essa separação, conforme apresentado por Nishimura (2002).
Uma delas foi apresentada por Yarvin e Rokhlin (1998). Ele apresentou-se uma versão mais





ui(x− yo)si(yo)vi(y, yo), (4.5)
onde ui , si e vi são funções associadas ao respectivo problema. Com essa forma de expansão,
foi possível reescrever a expansão multipolar associada com a decomposição de operadores
integrais, consoante dado por Yarvin e Rokhlin (1998). Como consequência, tem-se uma
nova versão que é 2 vezes mais rápida que a proposta original. Por esse motivo, a expan-
são das soluções fundamentais representa um importante passo para o desenvolvimento do
MECMP.
4.2.3 Expansão das soluções fundamentais
Para fazer a expansão das soluções fundamentais, deve-se identificar o seu respectivo
núcleo, isto é, o termo que associa o ponto campo e o ponto fonte. Sendo assim, defini-se a
função G(zo, z) como:
G(zoi , zi) = log(zoi − zi) para (i = 1, 2), (4.6)
com sua respectiva derivada:







Por meio das equações (4.6) e (4.7), reescreveremos as soluções fundamentais como:
Uij(zo, z) = 2< [qi1Aj1G(zo1 , z1) + qi2Aj2G(zo2 , z2)] , (4.8)
Tij(zo, z) = 2<[G′(zo1 , z1)gi1(µ1n1 − n2)Aj1 +G′(zo2 , z2)gi2(µ2n1 − n2)Aj2]. (4.9)
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O ponto intermediário zci é definido como:











onde (xci , yci) são as respectivas coordenadas desse ponto. Introduzindo o ponto intermediá-
rio zci nas função G(zoi , zi), tem-se que:
G(zoi , zi) = log(zoi − zci − zi + zci) = log
[
(zoi − zci)





utilizando a propriedade de multiplicação do logaritmo:
G(zoi , zi) = log(zoi − zci) + log
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reescrevemos a equação (4.13) a partir da equação (4.14) como:
G(zoi , zi) = log(zoi − zci) + log(1− ξi). (4.15)
A expansão do termo log(1 − ξi) é feita com a série de Taylor. De acordo com Braga
(2012), a expansão é escrita da seguinte forma:





, para |ξi| < 1, (4.16)
assim:






















para |ξi| < 1→
∣∣∣∣ zci − zizci − zoi
∣∣∣∣ < 1→ |zi − zci| < |zoi − zci |. (4.17)
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Portanto, a equação (4.15) será reescrita com o resultado da equação (4.17):









G(zoi , zi) =
∞∑
k=0
Ok(zoi − zci)Ik(zi − zci), (4.19)
onde:
Oo(z) = − log(z) e Ok(z) = (k − 1)!
zk




, para k > 0. (4.21)
Utilizando o mesmo procedimento realizado acima, reescrevemos a equação (4.7) como:
G′(zoi , zi) =
∞∑
k=1
Ok(zoi − zci)Ik−1(zi − zci), (4.22)
e:
I ′k(z) = Ik−1(z) =
k(zk−1)
k!
para k > 1; e I ′o(z) = 0. (4.23)
Com os resultados das equações (4.19) e (4.22), pode-se verificar que os núcleos das
soluções foram aproximados pelo somatório da multiplicação de funções escritas em termos
de expressões fatoriais. Logo, deve-se verificar se essa aproximação é válida. Por isso, no
próximo capítulo estudaremos a convergência das soluções fundamentais.
4.2.4 Expansão Multipolar do núcleo U
Após a expansão das soluções fundamentais, apresentaremos a primeira operação do
MECMP. Ela é denominada expansão multipolar. Seu principal objetivo é identificar como a
introdução do ponto intermediário zci afeta as integrais de contorno. Sendo assim, considere
que os pontos intermediários introduzidos (zc1 , zc2) estão perto dos pontos campos (z1, z2).
Logo, a seguinte condição é dada: |z1 − zc1|  |zo1 − zc1| e |z2 − zc2|  |zo2 − zc2|.
















Figura 4.10: Expansão Multipolar entorno dos pontos campos




























tj(z)qi1Aj1Ik(z1 − zc1)dΓ(z) k = 0, 1, 2, ..., (4.26)
sendo Mk(zc1) conhecido como momentos. A equação (4.25) é conhecida como expansão
multipolar. De acordo com Liu e Nishimura (2006), o termo momentos pode ser calculado
rapidamente, porque não depende da posição do ponto fonte (zo). Por isso, ele não precisará
ser mais calculado quando o ponto fonte (zo) mudar de posição no contorno. Essa indepen-
dência caracteriza-se como um dos pontos chaves do método multipolar rápido. Realizando




tj[qi2Aj2G(zo2 , z2)]dΓ(z) = 2<
∞∑
k=0





tj(z)qi2Aj2Ik(z2 − zc2)dΓ(z) k = 0, 1, 2, ... (4.28)
As equações (4.25) e (4.27) mostram que a integral de contorno original foi substituída
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pela multiplicação de dois novos termos. Um deles envolve uma integral, na qual foi de-
nominado de momentos. Como apresentado, essa integral não evolve o ponto fonte, pois
somente existe a relação entre o ponto intermediário com o ponto campo. Assim, quando o
ponto fonte mudar de posição, esse cálculo será efetuado por meio de uma função contendo
um fatorial, reduzindo assim, o esforço computacional.
4.2.5 Translação momento para momento (M2M)
Figura 4.11: Translação dos pontos campos para novas posições
Considere, agora, que o ponto zc1 e zc2 são movidos para as posições z
′
c1
e z′c2 . Com esses
deslocamentos, calculam-se dois novos momentos usando as seguintes propriedades:
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tj(z)qi1Aj1Il(z1 − zc1)dΓ(z) l = 0, 1, 2, ..., (4.32)












tj(z)qi2Aj2Il(z2 − zc2)dΓ(z) l = 0, 1, 2, ..., (4.34)
As equações (4.31) e (4.33) representam a operação translação momento para momento.
Nessas equações, podemos constatar que a mudação da posição do ponto (zc) para posição
(z′c) não acarreta alteração nos cálculos das integrais das equações (4.32) e (4.34). A con-
sequência dessa mudança de posição está relacionado com o termo Ik−l. Assim, apenas ele
será recalculado.
As duas operações apresentadas fazem parte de um procedimento denominado upward.
Essa etapa é conhecida por agrupar os pontos campos considerados distantes do ponto fonte,
para diferentes níveis da estrutura das árvores. Após agrupar esses termos, devemos, agora,
computar a influência deles com o ponto fonte. Contudo, tal interação não é feita de forma
direta. Ela é realizada por partes. Para tal, introduziremos um ponto intermediário perto do
ponto fonte.
4.2.6 Expansão Local e translação Momento para Local (M2L)
Para realizar a expansão do ponto fonte, considere dois pontos, zL1 e zL2 ,introduzidos
perto do ponte fonte zo1 e zo2 . Sendo assim, rescreveremos a equação integral levando em




tj(z)qi1Aj1G(zo1 , z1)dΓ(z) = 2<
∞∑
k=0




Ok[(zL1 − zc1) + (zo1 − zL1)]Mk(zc1). (4.35)
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Figura 4.12: Expansão em torno do pontos fontes
Desenvolvendo a equação (4.35) com a seguinte propriedade:
Ok(z1 + z2) =
∞∑
l=0





tj(z)qi1Aj1G(zo1 , z1)dΓ(z) = 2<
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Ol+k(zL1 − zc1)Mk(zc1) = 2<
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a equação (4.37) é conhecida como expansão local e a equação (4.38) como translação-




tj(z)[qi2Aj2G(zo2 , z2)]dΓ(z) = 2<
∞∑
l=0





Ol+k(zL2 − zc2)Mk(zc2). (4.40)
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A operação de translação translação-momento-para-local é conhecida por ser a que mais
consome tempo e memória do método, de acordo Fong e Darve (2009), Greengard e Hel-
sing (1997), Junichiro (1999), pois ela é a operação que é mais realizada, em conformidade
com William e Jr (1996). Essa circunstância está relacionado com o fato dessa operação
concatenar o processo upward com a etapa downward. A etapa downward é a segunda parte
da estrutura hierárquica das árvores. Como foi representado, ela, juntamente com a opera-
ção translação L2L, são responsáveis por difundir a influência dos agrupamentos dos pontes
campos para o ponto fonte.
4.2.7 Translação local para local (L2L)
Figura 4.13: Translação dos pontos fontes para novas posições
A última operação do método rápido com expansão em multipolos é a translação dos
pontos zL1 e zL2 para as posições z
′
L1





































































A equação (4.43) é conhecido como translação local-para-local. O mesmo resultado










)Il(zo2 − z′L2), (4.44)











No apêndice A encontramos os mesmos resultados aqui desenvolvidos, porém, para a pri-
meira integral da equação (3.44), que está relacionada com o núcleo da solução fundamental
de tração, dada pela equação (3.17).
4.3 Solucionador iterativo - GMRES
Após a montagem do sistema linear, deve-se utilizar alguma técnica numérica para
resolvê-lo. Dependendo da complexidade do problema analisado, pode-se optar por téc-
nicas diretas ou iterativas. As técnicas diretas têm como características encontrar a solução
exata de um determinado problema com um número fixo de etapas, onde apenas erros de
arredondamento são produzidos, (BURDEN; DOUGLAS, 2013). Isso ocorre pelo fato de
trabalharmos com pontos flutuantes nos sistema computacionais, (NERIS, 2014). Contudo,
tais erros não devem ser menosprezados, pois eles podem conduzir a uma resposta falsa
quando se tem um problema que envolva um grande número de operações. Alguns exemplos
de métodos diretos são: Eliminação de Gauss, Gauss-Jordan e Método Crout.
Em contra partida, métodos iterativos têm como meta encontrar respostas aproximadas
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de um sistema linear. Eles são admissíveis quando os mesmos tornam-se satisfatórios. Por
isso, todos os métodos iterativos iniciam-se a partir de um valor preliminar sugerido e, atra-
vés de sucessivas iterações, ele é refinado até que o mesmo convirja para uma determinada
solução, conforme apresenta o esquema dado pela Figura 4.14. A solução iterativa pode
produzir resultados com boa precisão usando poucas interações. Segundo Burden e Douglas
(2013), tais técnicas são adequadas para resolver problemas de grande dimensão, pois eles
são mais eficientes que os métodos diretos para armazenar dados e fazer cálculos necessários
para resolver o sistema linear proposto. Segundo Amarilia (2014), tal fato foi constatado por
Gauss em 1823. Ele observou que um método direto era inviável para solucionar sistema
linear de grande dimensão, visto que o esforço matemático para encontrar a solução era ex-
tremamente elevado. Por isso, ele propôs um método iterativo para solucionar um sistema
linear, bem posto, de quatro equações. Tal proposta representa o primeiro método iterativo
de que se tem conhecimento, segundo Amarilia (2014). Vale ressaltar que o método pro-
posto por Gauss ficou conhecido como Gauss-Jacobi, pois Jacobi o utilizou para calcular
perturbação de orbitas planetárias.
Em contra partida, métodos iterativos não são recomendados para solucionar problemas
que possuem um sistema linear de pequena dimensão. Tal situação está relacionada quando
compara-se o tempo necessário para obter a precisão desejada, dada pelo métodos iterativos,
com o tempo gasto pelas técnicas diretas para resolver o sistema linear. Segundo Burden e
Douglas (2013), o tempo requerido para se obter a precisão da solução torna-se muito alto
quando comparado com o tempo necessário para encontrar a resposta desejada.
Os métodos iterativos ainda podem ser classificados em dois tipos: métodos estacio-
nários e os métodos não-estacionários. Os métodos estacionários têm como característica
de serem mais fáceis de entender e implementar, sendo eles mais antigos que os métodos
não-estacionários, segundo Perni (2002). Tais método possuem origem no início do sé-
culo XIX. Contudo, os métodos estacionários não são tão eficientes quanto os métodos não-
estacionários. Tal fato está relacionado com o seu funcionamento. No método estacionário
o critério de busca é fixo durante as iterações, (KLEUCIO, 2003). Como consequência, tais
métodos são utilizados para sistemas esparsos que são diagonalmente dominantes. Como
exemplo, temos o método de Jacobi, o método de Gauss-Seidel, o método de sobrerelaxação
sucessiva, conhecido como sucessive overrelaxation (SOR), e o método de sobrerelaxação
sucessiva simétrica ou symmetric sucessive overrelaxation.
Os métodos iterativos não-estacionários são mais recentes, sendo que sua compreensão
é mais difícil, se levarmos em consideração a compreensão dos métodos estacionários. Tais
métodos são mais eficientes, pois os parâmetros de busca são flexíveis a cada iteração. Uma
outra característica é que alguns desses métodos buscam soluções em espaços específicos,
como o espaço de Krylov. De acordo com Kleucio (2003), a utilização desse subespaço pelos
métodos iterativos se iniciou com as publicações de Hestenes e Stiefel (1952) e de Lanczos
(1950). O trabalho desenvolvido por Hestenes e Stiefel (1952) foi responsável pelo método












Figura 4.14: Esquema do funcionamento do processo iterativo
métodos iterativos não-estacionários são: Gradiente conjugado, do inglês Conjugate Gradi-
ent (CG), método do Resíduo mínimo generalizado, do inglês Generalized Minimal Residual
(GMRES), método de Gradiente Biconjugado, do inglês BiConjugate Gradient (BiCG), mé-
todo do Resíduo Quase-Mínimo, do inglês Quase-Minimal Residual (QMR), e o método do
Gradiente Conjugado Quadrado, do inglês Conjugate Gradient Squared (CGS). A Tabela
4.1 apresenta as principais características de alguns métodos mencionados, sendo elas rela-
cionadas com o tipo de matriz onde o método é aplicado, a forma de se construir o subespaço
onde a solução é encontrada e a técnica utilizada para encontrar a solução proposta:
Tabela 4.1: Método iterativos não-estacionários para subespaço de Krylov






CG Simétrica definida posi-
tiva
Lanczos Ritz-Galerkin
BiCG Não-simétrica Bi-Lanczos Petrov-Galerkin
GMRES Não-simétrica Arnoldi Norma mínima
residual
Nesta tese, usaremos o método dos Mínimos Resíduos Generalizados, também conhe-
cido como Generalized Minimal Residual Method (GMRES), para solucionar sistema linear
produzido pelo MECMP. Desenvolvido por Saad e Schultz (1986), esse método pertence à fa-
mília dos métodos de projeção associado com o subespaço de Krylov (1931). Vale considerar
que, a partir desse subespaço, outros métodos iterativos também foram desenvolvidos, como
o método dos Gradientes Conjugados (GC), Resíduos Mínimos (MINRES), LQ Simétrico
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(SYMMLQ), Gradientes BiConjugados (BiGC), Resíduos Quase-Mínimos (QMR), Gradi-
entes BiConjugados Estabilizado (Bi-CGSTab) e Gradientes Conjugados Quadrado (CGS).
O GRMES é considerado uma generalização do método MINRES, devido a utilização do
processo de Arnoldi.
Com o passar dos anos, este método vem ganhando algumas variações, com o intuito
de melhorar seu desempenho. Como exemplo, Yu, Ren e Bai (2016) aplicaram o método
residual mínimo generalizado com algoritmo de parâmetro de reinício (m) variável, do inglês
GMRES(m) with Variable Restart Parameter (VRP-GMRES(m)), para obter um algoritmo
cuja a eficiência e precisão computacional são melhores que o tradicional GMRES(m). De
acordo com Yu, Ren e Bai (2016), o parâmetro de reinício é um fator importante para o
funcionamento do método, pois, ao longo dos anos, constatou-se que valores pequenos de m
resultam em uma convergência lenta ou em uma não convergência.
Em contra partida, um alto valor de m requer uma grande quantidade de memória, tor-
nado a solução muito onerosa. A melhora de performance do VRP-GMRES(m) foi cons-
tatada ao analisar os resultados gerados pela solução de problemas envolvendo a equação
da onda, em uma dimensão, e de um problema envolvendo a equação de Poisson para duas
dimensões. Para a primeira situação, Yu, Ren e Bai (2016) mostraram que, sob a mesma pre-
cisão, o número de iterações para o algoritmo GMRES(m) é 11,7 vezes maior do que para o
algoritmo VRP-GMRES(m). Além disso, o tempo de processamento foi 10,7 vezes maior.
Para o problema envolvendo a equação de Poisson, o tempo de processamento do VRP-
GMRES(m) chegou a ser 35 vezes menor que o tempo de processamento do GMRES(m).
Para apresentar o funcionamento do GMRES, definiremos, primeiramente, o espaço e o
subespaço de Krylov. Sendo assim, dado o sistema linear:
b = Ax. (4.46)
O espaço e subespaço de Krylov são definidos como:
Definição 1 Seja A ∈ Cn×n e x,b ∈ Cn. Defini-se o espaço de Krylov:




























e o seu respectivo subespaço, limitado pela ordem k, como:
κk(A, b) = span(b, Ab,A























O subespaço de Krylov desempenha um papel importante no método GMRES porque
ele representa a região onde deve-se encontrar a solução aproximada (x˜) do sistema linear.
Como pode-se perceber, tal subespaço é formado pela combinação linear de k vetores. De-
vido o GMRES ser um método de projeção, o subespaço de Krylov é o espaço da busca.
Pode-se garantir que a solução está nesse subespaço se a condição do o teorema abaixo for
satisfeita:
Teorema 1 Seja l o grau do polinômio mínimo de b com relação a A, e seja k o índice de
A. O sistema linear Ax = b possui solução no subespaço de Krylov κl(A, b) se e somente se
b ∈ img(Ak)
Para gerar o espaço da busca, deve-se criar a sua respectiva base, que tem como caracte-
rística ser ortonormal ao subespaço de Krylov. Isso será feito através do método de projeção
de Arnoldi, que tem como base processo de ortogonalização de Gram-Schmidt. De acordo
com Saldanha (2010), a base do trabalho de Arnoldi está relacionado o artigo de Lanczos. O
seu trabalho tem como finalidade encontrar solução para problemas de autovalores. Portanto,
ele aplicou seu método para solucionar a equação característica de uma matriz.
A partir desse método, segundo Saad (2003), pode-se obter uma matriz Hessenberg su-
perior a partir de uma matriz densa qualquer, conforme apresenta a Figura 4.15, onde a
matriz Vm representa uma matriz coluna formada por vetores ortonormais e a matriz H˜m
representa a matriz Hessenberg, Figura 4.16. Segundo Saad (2003), demonstrou-se que os
autovalores da matriz de Hessenberg seriam aproximações precisas para alguns autovalores
da matriz transformada, sendo que, tal fato mostrou-se ainda mais eficiente para aproximar
os autovalores de matrizes que eram grandes e esparsas.
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Figura 4.15: Matriz coluna formada por vetores ortonormais
Figura 4.16: Matriz Hessenberg
Como apresentado na Tabela 4.1 , o método do GMRES utiliza a técnica do mínimos
quadrados para encontrar a solução aproximada. Para realizar essa tarefa, considere que o
método comece de um valor inicial, dado por x˜o. A partir desse valor, calculamos o seguinte
resíduo inicial r0:
r0 = b− Ax˜0, (4.49)
sendo que o subespaço de Krylov é dado por:
κk(A, r0) = span(r0, Ar0, ..., A
k−1r0). (4.50)
De posse da solução inicial e do seu respectivo resíduo, encontraremos, nas próximas
interações, a seguinte solução x˜k:
x˜k = x˜o + zk, (4.51)
sendo que zk é fator de acréscimo, dado por: zk = Vkyk, onde Vk é uma matriz cujas coluna
são os vetores ortonormais vi, 1 ≤ i ≤ k e zk é a solução do problema de norma mínima
residual, conforme apresentaremos. O resíduo associado com x˜k é dado por:
rk = b−Ax˜k = b−A(x˜o+zk) = (b−Ax˜o)+Azk ⇔ rk = ro+Azk, zk ∈ κk(A, r0). (4.52)
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Como o GMRES tem como ponto central minimizar a norma do resíduo, podemos definir
essa norma como:
‖rk‖2 = ‖b−Ax˜k‖2 = ‖b−A(x˜o+zk)‖2 = ‖(b−Ax˜o)+Azk‖2 ⇔ ‖rk‖2 = ‖ro+Azk‖2, zk ∈ κk(A, r0).
(4.53)
Considerando que o processo de Arnoldi produz a seguinte identidade: AVk = Vk+1H¯k,
podemos reescrever a equação (4.53):
‖ro − A(Vkzk)‖2 = ‖ro − (AVk)zk‖2 = ‖ro − Vk+1H¯kzk‖2. (4.54)




‖ro‖ ⇔ ro = v1‖ro‖2 e v1 = Vk+1e1. (4.55)
Portanto, substituindo os resultado da equação (4.55) na equação (4.54):
‖(v1‖ro‖2)−Vk+1H¯kzk‖2 = ‖(Vk+1e1)‖ro‖2−Vk+1H¯kzk‖2 = ‖Vk+1(e1β−H¯kzk)‖2, (4.56)
considerando que as colunas de Vk+1 são ortonormais, podemos reescrevera equação (4.56)
como:
‖e1β − H¯kzk‖2. (4.57)
A equação (4.57) representa o problema de mínimos quadrados que o GMRES tentará
solucionar. Através dela, encontraremos um respectivo valor de zk. De posse desse resultado,
obteremos um novo valor para a solução iterativa, dada por: x˜k = x˜o + zk. A equação (4.57)
é resolvida pelo método de fatoração QR.
Apesar do método GMRES ser amplamente utilizado e reconhecido, sendo usualmente
selecionado para resolver sistema linear grande e esparso onde a matriz dos coeficientes é não
simétrica e não singular, (KOLEV, 2009), ele apresenta alguns problemas. Primeiramente,
deve-se ficar atento com a quantidade de memória que o método pode consumir, além do
tempo requerido, pois a dimensão do sistema linear está intimamente relacionada com custos
computacionais (tempo e memória) do problema analisado, (PESSANHA; PAZ; PRADA,
2012). Por isso, o método GMRES deve ser reiniciado após um número pré-especificado
de iterações, conforme demonstrado por Saad e Schultz (1986). Portanto, ao reiniciarmos o
método, as informações acumuladas são eliminadas e os resultados mais recentes são usados
como valores iniciais para as próximas iterações. Contudo, o método de reinicialização pode
trazer o problema conhecido como estagnação, pois ele não possui garantia de convergência.
Tal adversidade está relacionada com a possibilidade de duas soluções consecutivas serem
iguais ou quase iguais. Isso acontece quando a matriz A não é definida e positiva. Uma das
maneiras de contornar essa estagnação está no uso de precondicionadores no sistema inicial.
Vale ressaltar que tal problema não aparece no método GMRES sem a técnica de recomeço,
77
pois o mesmo garante a convergência em, no máximo, n iterações, sendo que n é a dimensão
do sistema linear a ser resolvido.
Liu (2009) também apresentou alguns benefícios de se utilizar o pré-condicionamento.
Aplicar um bom pré-condicionador pode ser muito benéfico para o processo de convergência
das soluções iterativas. Esse fato é importante porque existem situações em que a solução
só converge depois de uma centenas de iterações. Contudo, para outras situações, o sistema
pode convergir rapidamente, utilizando poucas iterações. Para acelerar o processo de solução
iterativa - isto é, reduzir o número de iterações para uma determinada tolerância - uma matriz
de pré-condicionamento pode ser introduzida para melhorar o condicionamento da matriz do
sistema. Como consequência, temos um aumento na eficiência computacional.
O uso desses métodos para melhorar o condicionamento tem origem com o trabalho de
Cesari (1937), segundo Ferronato (2012). Este trabalho consiste em apresentar uma visão
geral dos algoritmos mais populares disponíveis hoje, enfatizando os respectivos méritos e
limitações. A visão geral é restrita a pré-condicionadores algébricos, que representam uma
determinada classe de pré-condicionadores. Sua principal característica é que eles podem
funcionar para diversos tipos de problemas, pois a matriz dos coeficientes do sistema linear
possuem as mesmas similaridades. Por isso, uma grande gama de problemas pode utilizar
um mesmo tipo de pré-condicionador.
Em contrapartida, temos também os pré-condicionadores que funcionam para um deter-
minado tipo de problema, isto é, seu funcionamento é restrito ao problema analisado. Isso
ocorre pois ele é projetado de acordo com algumas características do problema analisado,
como condições de contorno e propriedades físicas.
Juntamente com o trabalho de Ferronato (2012), temos também o trabalho de Benzi
(2002), que fez uma pesquisa sobre pré-condicionamento para a solução iterativa de grandes
sistemas lineares. Seu foco era em métodos algébricos adequados para matrizes esparsas.
Apesar do trabalho de Cesari (1937) ser o precursor desses métodos, apenas com o trabalho
de Evans (1968) é que o termo de pré-condicionamento foi utilizado. O método GMRES
admite um tipo de pré-condicionamento onde uma matriz bloco diagonal M é utilizada,
sendo que ela é dada pela seguinte forma:
M =

A1 0 0 . . . 0
0 A2 0 . . . 0
0 0 A3 . . . 0
...
... . . . . . . 0
0 0 0 0 0
 , (4.58)
sendo que Ai é uma submatriz de A, onde o coeficiente formado em uma folha por direta
avaliação das integrais dentro dessa folha. Usando a matriz do precondicionador M, nós
mudamos o sistema original:
(M−1A)x = M−1b. (4.59)
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Segundo Liu (2009), outras formas de pré-condicionadores podem ser utilizados. Tal tó-
pico ainda é um tema de pesquisa muito importante, pois através deles poderemos melhorar
o desempenho do MECMP. Tal fato foi constatado por Amlani Faisal; Chaillat (2019), que
utilizaram um pré-condicionador, obtido pela decomposição da matriz do MEC padrão atra-
vés do método das Matrizes-H , para acelerar a convergência de problemas de propagação de
ondas em três dimensões. Para algumas situações, a proposta apresentada chegou a ser 80%
mais rápida que a solução fornecida pelo MECMP com o pré-condicionador original.
4.4 Linguagem Julia
Julia é uma linguagem de programação escrita em C, C++ e Scheme, utilizando a es-
trutura do LLMV (Low Level Virtual Machine) como compilador. Ela tem como finalidade
otimizar o tempo de compilação e execução desse programa. A finalidade da linguagem
Julia é produzir um código que seja utilizado para situações onde deseja-se um alto desem-
penho numérico e científico. Vale ressaltar que a linguagem C é uma das mais populares
atualmente, sendo ela a influenciadora de outras, como a linguagem Java e a linguagem
C++, sendo que esta última pode ser entendida como uma extensão do C. Scheme é uma
linguagem de programação que suporta mais de um paradigma de programação, como a fun-
cional e procedural. Logo, o objetivo é fornecer um framework no qual o programador possa
trabalhar com vários estilos.
O desenvolvimento do Julia começou em 2009, por Alan Edelman, Jeff Bezanson, Ste-
fan Karpinski e Viral Shah. O objetivo deles era criar uma linguagem que pode-se ser rápida
e com uma boa eficiência numérica. Em 2012 o MIT lançou a primeira versão de código
aberto. Desde então, a linguagem se tornou muito popular entre vários programadores, pois
proporciona a facilidade que muitas linguagens de alto nível têm, sendo, contudo, mais efici-
ente no quesito desempenho. Por isso, vale ressaltar que o seu desempenho pode ser o dobro
da linguagem C, quando o Julia for otimizado.
Nesta tese a ideia de utilização dessa linguagem surgiu devido a necessidade de substituir
a programação inicial, feita em MATLAB, por um outra. Apesar da facilidade de se utilizar
a programação em MATLAB, percebeu-se que o mesmo não é adequado para programar
problemas que possuem número de graus de liberdade elevado. Por isso, foi necessário
encontrar uma linguagem que fosse capaz de melhorar a eficiência do código. Devido ao





Neste capítulo apresentaremos alguns resultados numéricos com o objetivo de validar a
formulação desenvolvida nesta tese. Por isso, serão apresentados os resultados para cada um
dos tópicos do capítulo 4.
O primeiro resultado está relacionado com a expansões das soluções fundamentais. Essa
verificação tem fundamental importância para os resultados subsequentes, já que as opera-
ções do MECMP começam a partir delas. Dessa maneira, faremos a seguinte análise: iremos
comparar o comportamento das soluções fundamentais expandidas com o comportamento
das soluções fundamentais na sua forma tradicional, variando, contanto, o número de termos
nas expansões. A importância dessa análise reside no fato de sabermos qual o número de
termos da expansão que é apropriado para produzir resultados com uma boa acurácia.
Em seguida, analisaremos se as operações de expansões e translações desenvolvidas estão
corretas. Para tanto, aferiremos os resultados do produto matriz vetor de alguns elementos
das matrizes G e H produzidas pelo MECMP e pelo MEC. Verificaremos, também, como
o número de termos na série interfere nos resultados obtidos. Concluída essa etapa, analisa-
remos um problema onde contrastaremos os resultados entre uma solução analítica com os
resultados numéricos produzidos pelo MECMP e MEC. A ideia é verificar se os resultados
finais obtidos estão corretos, pois apenas as análises das expansões fundamentais e das ope-
rações não garantem que o resultado final esteja correto, uma vez que a solução numérica
pode não convergir.
Por fim, após apurarmos que todas as etapas acima foram implementadas e testadas, ainda
é necessário verificar se o método proposto é mais eficiente que o MEC. À visto disso, um
problema de larga escala será simulado para verificar a complexidade do MECMP proposto.
Desse modo, estudaremos a relação da memória consumida e o tempo de processamento
com o número de graus de liberdade de um problema. Através dessa relação, lograremos a
complexidade do MECMP e do MEC.
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5.1 Expanção das soluções fundamenta
Nesta seção as expansões das soluções fundamentais, dada pelas equações (4.8) e (4.9),
são comparadas com as equações (3.16) e (3.17). Para as equações (3.16) e (3.17), fixamos,
inicialmente, os pontos campos zi e fontes zoi nas coordenadas (0, 0; 0, 5) e (0, 0; 1, 0). Em
seguida, aproximamos, por pequenos incrementos, o ponto campo do ponto fonte, a fim de
diminuir a distância (zoi−zi). A partir desses resultados, plotamos um gráfico que apresenta
comportamento das equações (3.16) e (3.17). A mesma análise foi feita para as equações
(4.7) e (4.8). Dessa vez, os fixados são os pontos intermediários e os pontos fontes, nas
mesmas coordenadas da situação anterior. Assim, variamos as posições dos pontos campos,
diminuindo as seguintes distâncias (zi − zci). Plotou-se um gráfico do comportamento das
equações (4.8) e (4.9). Como apresentado na seção introdutória deste capítulo, esses gráficos
foram feitos com diferentes números de termos na série, com a finalidade de verificar como
eles interferem na acurácia dos resultados. As contantes referentes ao material do problema
estão nas Tabelas 5.1 e 5.2.
Tabela 5.1: Propriedades do material Boro-epóxi
Camada E1 (MPa) E2 (MPa) G12 (MPa) ν12
1 55.16 170.65 4.83 0.036
Tabela 5.2: Valores das raízes do polinômio característico para o Boro-epóxi.
i µ
1 -0.6072 + 1.4875i
2 0.5124 + 0.8588i
Tabela 5.3: Valores das constantes complexas para o Boro-epóxi.
(i, j) Aij qij gij
11 0.0117 - 0.0268 i -0.432 - 0.0570 i -0.6072 + 0.8588 i
12 0.0058 + 0.0268 i -0.0280 - 0.0453 i 1.4554 + 1.816 i
21 -0.0328 - 0.0459 i -0.0585 - 0.1246 i -1.000
22 -0.0233 - 0.0337 i -0.0127 - 0.0758 i -1.000
As Figuras 5.7, 5.8 e 5.9 representam o comportamento da solução fundamental para
deslocamento Uij . As figuras 5.10, 5.11, e 5.12, representam o comportamento da solução
fundamental de forças de superfície Tij . A partir dos resultados obtidos, verifica-se que as
soluções expandidas são uma boa aproximação das soluções fundamentais, pois o erro asso-
ciado com essa diferença torna-se muito pequena quando aumentamos o número de termos
na série, conforme os gráficos de erro para solução fundamental de deslocamento, Figuras
5.1, 5.2 e 5.3 e as Figuras 5.4, 5.6 e 5.6 para solução fundamental de forças de superfícies.
Eles representam a diferença entre os valores dados pelas soluções fundamentais com os
valores dados pelas soluções expandidas, sendo estas realizadas com diferentes número de
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Figura 5.1: Erros para solução fundamental U11
termos na série. Como pode-se notar, o erro entre esses dois valores decresce com o aumento
no número de termos da série.
No entanto, à medida que as diferenças (zoi − zi) e (zi − zci) tornam-se cada vez meno-
res, o problema de singularidade aparece na formulação original das soluções fundamentais
e na formulação das soluções expandidas. Além disso, pode-se notar que, para um mesmo
número de termos na expansão, a solução fundamental para deslocamento tem uma melhor
acurácia que a solução fundamental de forças de superfície, pois o erro encontrado são meno-
res. Isso acontece porque a solução fundamental de deslocamento possui singularidade fraca
ln(r) e a solução fundamental para força de superfície possui singularidade forte (1/r). Vale
ressaltar que, apesar da Figura 5.1 apresentar dois erros relativos extremamente altos (erros
3 e 4), o erro absoluto entre a solução fundamental e a solução expandida é de 0.0017 e de
0.0031, respectivamente.
Os dados obtidos pela análise feita foi bastante parecido com os resultados encontrados
por Braga (2012), onde o comportamento das soluções fundamentais para problemas po-
tenciais (fluxo de calor e de temperatura) foram comparadas com as soluções expandidas.
Nela, a solução fundamental de fluxo demora mais para alcançar a convergência que a solu-
ção fundamental de temperatura. Portanto, através desses dois resultados, concluímos que o
metodologia utilizada para fazer o estudo de convergência entre a solução fundamental e a
solução expandida é boa, porque apresentam resultados precisos para diferentes tipos de so-
luções fundamentais propostas. Além disso, mostra como o número de termos na expansão
interfere na acurácia dos resultados.
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Figura 5.2: Erros para solução fundamental U22
Figura 5.3: Erros para solução fundamental U12 = U21
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Figura 5.4: Erros para solução fundamental T11
Figura 5.5: Erros para solução fundamental T22
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Figura 5.6: Erros para solução fundamental T21 = T12
Figura 5.7: Solução Fundamental U11
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Figura 5.8: Solução Fundamental U12 = U21
Figura 5.9: Solução Fundamental U22
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Figura 5.10: Solução Fundamental T11
Figura 5.11: Solução Fundamental T12 = T21
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Figura 5.12: Solução Fundamental T22
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5.2 Operação do Método Rápido com Expansão Multipo-
lar
Nessa seção verificaremos se todas as operações desenvolvidas para o MECMP conver-
gem para o resultados do MEC tradicional. Calcularemos as integrais das equações (5.1)
e (5.2) utilizando o MECMP e o MEC padrão. Está análise foi feita porque os coeficien-
tes das matrizes G e H, presentes nas equações (5.2) e (5.1), são computados através das
operações apresentadas no capítulo anterior. Esses valores serão calculados com diferentes
números nos termos da expansão multipolar e da expansão local, a fim de verificar a influên-
cia do número de termos na acurácia desses resultados. Para iniciar os cálculos propostos,
será considerado o problema da Figura 5.13. Deve-se escolher os elementos onde os pontos
fontes e os pontos campos pertenceram. Nesse problema, os pontos fontes serão os nós dos
elementos 27 e 28 e os elementos de integração serão os nós dos elementos 5 e 6, 11 e 12 e
15 e 16. A integral calculada representa a resposta dos pontos campos quando uma força de
carga unitária é aplicada. As constantes desse problema estão representadas nas Tabelas 5.4,
5.5 e 5.6.
Para exemplificar como as operações apresentadas funcionam, analisaremos um dos
exemplos propostos. Considere que os pontos fontes pertencem aos nós dos elementos 27 e
28 e pontos campos estão nos nós dos elementos 15 e 16. Assumindo que o número máximo
de elementos por célula é igual a 1, foi calculado os momentos dos elementos 15 e 16 com
respeito ao centro das células 54 e 55. Em seguida, através da operação M2M, faremos uma
translação dessas posições para o centro da célula 37, pois ela é a célula pai das células 54 e
55. Após somá-las, foi utilizado a operação M2L, a fim de computar a translação do centro
da célula 37 para o centro da célula 21, que é a célula pai das células folhas 41 e 40. A
translação do centro da célula pai, 21, para as células filhas, 41 e 40, é feita com através da
expansão local. A partir desse conjunto de operações, calcularemos um dos coeficientes das
matrizes presentes nas equações (5.1) e (5.2). Utilizando os mesmos procedimentos menci-
onados para os elementos 5,6,11 e 12, os resultados encontrados se encontram nas Tabelas






























Tabela 5.4: Valores para constante complexas para o material compósito.
(i, j) Aij qij gij
11 0.073 - 0.0654 i -0.4473 - 0.3397 i -0.5124 + 0.8588 i
12 0.073 + 0.0654 i -0.04473 - 0.3397 i 0.5124 + 0.8588 i
21 -0.0524 - 0.0398 i -0.0625 - 0.05528 i -1.000
22 -0.0524 - 0.0398 i -0.0625 - 0.05528 i -1.000
Tabela 5.5: Propriedades do material compósito
Camada E1 (GPa) E2 (GPa) G12 (GPa) ν12 θ
1 2.2 4.4 0.7692 0.4286 −15o
2 2.2 4.4 0.7692 0.4286 25o





































Tabela 5.6: Valores das raízes do polinômio característico para o material compósito.
i µi
1 -0.5124 + 0.8588 i
2 0.5124 + 0.8588 i
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Figura 5.14: Estrutura do MECMP
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Tabela 5.7: Comparação entre MECMP e o MEC convencional para matriz G e H do nó 5
Num of exp MECMP IG nó 5 MECMP IH nó 5
2 −0.74995/− 0.5682 0.027287/− 0.0077593
4 −0.75024/− 0.56916 0.023676/− 0.0068712
6 −0.75028/− 0.56914 0.023772/− 0.0067535
8 −0.75028/− 0.56914 0.023772/− 0.0067659
BEM −0.75028/− 0.56914 0.02377/− 0.0067661
Tabela 5.8: Comparação entre MECMP e o MEC convencional para matriz G e H do nó 6
Num of exp MECMP IG nó 6 MECMP IH nó 6
2 −0.7106/− 0.53994 0.020051/− 0.006443
4 −0.70919/− 0.54188 0.020051/− 0.006443
6 −0.70935/− 0.54183 0.020051/− 0.006443
8 −0.70935/− 0.54183 0.020051/− 0.0064409
BEM −0.70935/− 0.54183 0.020051/− 0.0064409
Tabela 5.9: Comparação entre MECMP e o MEC convencional para matriz G e H do nó 11
Num of exp MECMP IG nó 11 MECMP IH nó 11
2 −0.62066/− 0.45961 0.040665/− 0.0082007
4 −0.62026/− 0.45964 0.040499/− 0.0089126
6 −0.62026/− 0.45964 0.040468/− 0.0088904
8 −0.62026/− 0.45964 0.040469/− 0.0088903
BEM −0.62026/− 0.45964 0.040469/− 0.0088903
Tabela 5.10: Comparação entre MECMP e o MEC convencional para matriz G e H do nó
12
Num of exp MECMP IG nó 12 MECMP IH nó 12
2 −0.61358/− 0.44324 0.043138/− 0.0011282
4 −0.61269/− 0.443 0.042832/− 0.011912
6 −0.6127/− 0.443 0.042817/− 0.1188
8 −0.6127/− 0.443 0.042818/− 0.1188
BEM −0.6127/− 0.443 0.042818/− 0.01188
Tabela 5.11: Comparação entre MECMP e o MEC convencional para matriz G e H do nó
15
Num of exp MECMP IG nó 15 MECMP IH nó 15
2 −0.84276/− 0.55643 0.051138/0.029998
4 −0.84267/− 0.5565 0.051055/0.029937
6 −0.84266/− 0.5565 0.051068/0.029947
8 −0.84266/− 0.5565 0.051068/0.0299948
BEM −0.84266/− 0.5565 0.051068/0.029948
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Tabela 5.12: Comparação entre MECMP e o MEC convencional para matriz G e H do nó
16
Num of exp MECMP IG nó 16 MECMP IH nó 16
2 −0.085486/− 0.53702 0.054505/0.036072
4 −0.085499/− 0.53684 0.054696/0.036406
6 −0.085498/− 0.53683 0.054707/0.036422
8 −0.085498/− 0.53683 0.054707/0.036422
BEM −0.085498/− 0.53683 0.054707/− 0.036422
Os resultados mostram que as integrais calculadas usando o MECMP estão em boa con-
cordância com os resultados apresentados pelo MEC convencional, mesmo quando poucos
termos nas expansões multipolar e local são usados. Assim, pode-se concluir que todas as
operações desenvolvidas convergem, ou seja, a acurácia dos resultados melhora quando au-
mentamos o número de termos na expansão multipolar e na expansão local. Além disso,
verificou-se que os resultados para a matriz H exigiram um número maior de termos na série
do que a matriz G. Novamente, esse comportamento pode ser explicado pela presença da
singularidade forte na solução fundamental de força de superfície. Ela demanda mais de
termos para garantir a mesma precisão dos resultados. Vale ressaltar que essa proposta tam-
bém foi desenvolvida por Braga (2012) e Dias (2014). Os resultados por eles encontrados
também foram bastante parecidos: a matriz H exigiu maior número de termos que a matriz
G. Portanto, concluímos que as operações foram implementadas corretamente e que a me-
todologia utilizada para averiguar esses resultados também é confiável, visto que conclusões
semelhantes foram obtidos para problemas potenciais e de elasticidade isotrópica em duas
dimensões.
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5.3 Cavidade circular sob pressão interna
Figura 5.15: Pontos internos dentro da cavidade no meio infinito
Neste problema analisaremos uma cavidade circular sob pressão interna em um meio
infinito, conforme apresentado na Figura 5.15. A finalidade desse problema é averiguar a
exatidão do resultado final obtido pelo MECMP. Deve-se ressaltar que os resultados apre-
sentados anteriormente servem para construir as matrizes G e H. Portanto, agora deve-se
verificar se a solução obtida pelo GMRES do MECMP apresenta alguma irregularidade. Este
problema foi analisado por Foltran (1999) usando o BEM convencional, onde o mesmo cal-
culou deslocamentos e tensões para diferentes pontos distantes da cavidade. Logo, uma das
simulações realizadas tem como objetivo comparar o deslocamento obtido pelo MECMP
com seguintes resultados: os valores da solução numérico obtida por Foltran (1999) e os





Na equação (5.3) u é deslocamento radial desejado, em milímetros, p é a pressão interna
da cavidade, em Pa, a é a distância da cavidade circular, em metros, ν o coeficiente de
Poisson, E o módulo de elasticidade, em Pa e r é o raio da cavidade interna, em metros. Os
valores utilizados para as constantes ν, p, E e r estão definidas na Tabela 5.13. Esses valores
foram utilizados porque são os parâmetros escolhidos por Foltran (1999). Vale ressaltar
que o problema original é isotrópico. Logo, a formulação de Lekhnitskii deve ser adaptada
para simular materiais isotrópicos, conforme comentado no capítulo 3. Assim, as seguinte
considerações foram adotadas:
E1 = E, (5.4)
E2 = E1 + χ, (5.5)
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Tabela 5.13: Valores dos parâmetros usados
Constantes Valores
ν 0,1
E 2, 079 · 105Pa
p 100Pa
r 2 m
ν12 = ν12 = ν, (5.6)




Tabela 5.14: Valores para constante complexas para o material compósito.
(i, j) Aij qij gij
11 2,0139 - 0,0 i 0.0 + 1.0109377 i 0,0 + 0,0 i
12 -1,97812 + 0,0 i 0,0 + 0,988976 i 0,0 + 0,0 i
21 0,0328 - 0,0459 i 0,0 - 1.95632 i -1.000 + 0,0 i
22 -0.0233 - 0.0337 i 0,0 - 2,0358988 i -1.000 + 0,0 i
Tabela 5.15: Valores das raízes do polinômio característico para o material compósito.
i µi
1 0.0 + 1.0109037 i
2 0.0 + 0.9888976 i
Nas tabelas 5.15 e 5.14 temos as constantes utilizadas pela formulação MECMP para si-
mular um problema quasi-isotrópico. Assim, o primeiro resultado simulado está relacionado
com o estudo da aproximação proposta. Foi realizada uma simulação onde o parâmetro χ é
variado e, o número de elementos utilizados na discretização é constante. Para cada simula-
ção do MECMP, usamos 15 termos na expansão multipolar e expansão local. A tolerância
no GMRES foi de 10−6 e utilizamos 1 elementos por folha na estrutura da árvore, conforme
à Figura 5.16. Os pontos distantes da cavidade utilizados para calcular os deslocamentos
foram: 4, 6, 10, 20, 50, 200 e 1000 metros da cavidade. Vale destacar que o sentido do vetor
normal foi invertido, a fim de considerar à parte interna da cavidade como o meio externo,
como representado pela Figura 5.17.
O primeiro resultado apresentado, dado pelas Figura 5.18 e 5.19 e pela Tabela 5.16,
comparam a solução analítica com as respostas numéricas, utilizando-se apenas 24 elementos
na discretização de contorno. Conforme foi discutido, os valores de χ foram variados. Com
essas informações, percebeu-se que a variação dos valores de χ não tem grande influência
na acurácia dos resultados, conforme o gráfico de erro da Figura 5.17. Percebe-se que a
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Tabela 5.16: Comparação dos deslocamentos em (mm) entre a solução analítica, MEC e
MECMP para 24 elementos constantes com para diferentes valores de δ
Dist. da cavidade (m) Solução Analítica MEC MECMP Erro
4 1,190476 1,165320 1,241307 3,051085
6 0,7936517 0,776870 0,827535 3,078776
10 0,476190 0,466122 0,496521 3,078776
20 0,238095 0,233061 0,248261 3,078776
50 0,093224 0,093224 0,099304 3,078776
200 0,023809 0,0233061 0,024826 3,078776
1000 0,004762 0,004762 0,004965 3,078776
diferença entre χ = 1,01 e χ = 1,00000001 é de apenas 0.0276, conforme pode ser calculado
pelos dados da Tabela 5.16. De acordo com a simulação proposta, constate-se que a variação
do valor de χ não produziu resultados com erros menores que 3%.
Por isso, será necessário simular o respectivo problema com uma outra configuração de
parâmetro. O resultado dessa primeira simulação foi extremamente útil, dado que estudare-
mos a convergência desse problema variando o número de elementos da discretização. Para
realizar tal estudo, vamos escolher o valor de 1, 001 para χ. Ele será tomado como referência,
pois, a partir dele, não há uma melhora nos resultados obtidos.
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Figura 5.16: Estrutura do MECMP
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Figura 5.17: Direção positiva e sentido do vetor normal para um domínio fechado (a); Re-
presentação da direção positiva e sentido do vetor normal para um domínio no meio infinito
(b)
Figura 5.18: Comparação entre solução analítica e MECMP para diferentes valores de δ com
24 elementos na discretização do problema
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Figura 5.19: Erro entre os valores numéricos e analíticos com 24 elementos
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Os resultados obtidos para segunda proposta estão mostrados na Figura 5.20 e 5.21.
Nota-se que existe uma instabilidade na convergência da solução. Ela só se estabiliza de-
pois que 48 elementos são utilizados na discretização. Logo, após esse valor, os resultados
convergem, conforme observa-se na Figura 5.24, 5.24 e 5.24. Nota-se que a convergência,
a partir da estabilização, se dá por cima da solução analítica. A irregularidade no padrão de
convergência também foi detectada por Braga (2012). Nessas situações, constatou-se que
a convergência para solução analítica se aproximava ora por acima, ora por abaixo. Vale
ressaltar que Braga (2012) também utilizou elementos constantes na sua simulação. Assim,
deve-se utilizar outros tipos de elementos a fim de verificar se a estabilidade gerada está re-
lacionada com elementos constantes. Além disso, para atingir um erro menor que 1%, foram
necessário 700 elementos, conforme a Tabela 5.17.
Por fim, fora as particularidades apresentadas, percebe-se que o MECMP implementado
está produzindo resultados corretos, pois uma acurácia menor que 1% foram obtidas. Vale
considerar que aproximação entre de um problema anisotrópico para um problema quasi-
isotrópico também possui uma limitação, conforme demonstrado pelos resultados obtidos
para diferentes valores de χ. Portanto, tal fator também deve ser considerado quando de-
sejamos estudar a precisão dos resultados obtidos. Enfim, a partir dos resultados obtidos,
constata-se que toda a implementação tem uma boa precisão, desde as expansões, passando
pelas operações do MECMP até chegar no cálculo dos resultados finais. Para finalizarmos
a análise da proposta feita, faz-se necessário estudar a eficiência do mesmo, pois tal método
foi destinado a ser mais eficiente que o MEC padrão, sendo que tal eficiência deve apresentar
complexidade O(N).
Tabela 5.17: Deslocamentos dos pontos internos em (mm) para 700 elementos constantes
Dist. da cavidade (m) Solução Analítica MECMP Erro
4 1,190476 1,202236 0,987847
6 0,7936517 0,8014914 0,987913
10 0,476190 0,4808948 0,987906
20 0,238095 0,2404474 0,987900
50 0,093224 0,0961789 0,987898398
200 0,023809 0,024045 0,987898046
1000 0,004762 0,004808 0,9878980250
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Figura 5.20: Comparação entre a solução analítica e o MECMP para diferentes número de
elementos na discretização
Figura 5.21: Comparação entre a solução analítica e o MECMP para diferentes número de
elementos na discretização
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Figura 5.22: Gráfico de erros entre solução analítica e numérica para os deslocamentos dos
pontos internos
Figura 5.23: Gráfico de erros entre solução analítica e numérica para os deslocamentos dos
pontos internos
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Figura 5.24: Gráfico de erros entre solução analítica e numérica para os deslocamentos dos
pontos internos
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5.4 Placa com furos
Neste exemplo estudamos a eficiência do MECMP para problemas anisotrópicos. Com-
paramos o custo computacional (tempo de processamento e a memória utilizada) entre o
MEC convencional e o MECMP desenvolvido. Para realizar essa tarefa, utilizaremos a fun-
ção @timev da linguagem Julia, pois ela é maneira mais comum de se medir tempo e a
memória alocado durante a execução do programa. Vale ressaltar que os valores registrados
aqui não contem o tempo decorrido para compilá-los. Por isso, a aferição é realizada mais
de uma vez. Nesta seção simulamos uma placa com orifícios circulares, distribuídos unifor-
memente, submetidos à tração. Assim, uma das arestas é fixada enquanto outra é tracionada,
conforme apresentado pela Figura 5.25. A placa analisada tem uma área de 1 m2 e a área
de todos os furos é de 12,47% da área da placa. Para simulá-lo com o MECMP, usamos 10
termos da série da expansão multipolar e da expansão local. As propriedades utilizadas do
material compósito estão na Tabela 5.18, 5.19 e 5.20. A tolerância no GMRES é de 10−7. O
tempo e a memória consumidos são apresentados nas Figuras 5.26 e 5.27.
Figura 5.25: Placa com 100 furos
Tabela 5.18: Constantes de Engenharia para compósito de Vidro-Époxi
Layer E1 (GPa) E2 (GPa) G12 (GPa) ν12
1 48.26 17.24 4.83 6.89
Os resultados obtidos mostram que o MECMP é mais eficiente quando o grau de liber-
dade aumenta, porque consome menos memória e é mais rápido que o MEC convencional,
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Tabela 5.19: Raízes da equação característica para o Vidro-Époxi.
i µi
1 −0.309843 + 1.15608i
2 0.302941 + 1.08549i
Tabela 5.20: Constantes complexas para o Vidro-Époxi
(i,j) Aij qij gij
(1,1) 0.0285378-0.0383373i -0.00123219-0.00124873i -0.309843+1.15608i
(1,2) 0.0212743+0.0383373i -0.000953288+0.00117249i 0.302941+1.08549i
(2,1) 0.0328 - 0.0459i -0.00106185-0.00148037i -1.000
(2,2) -0.0233 - 0.0337i 0.00098394-0.00170082i -1.000
conforme os gráficos apresentados pelas Figuras 5.26 e 5.27. Analisando a inclinação dos
gráficos em escala logarítmica, notou-se que o MECMP possui uma inclinação quase linear,
isto é, O(N). Esse resultado era esperado, pois o MECMP deve ter essa complexidade, a
fim de garantir que a proposta realizada seja mais eficiente que o MEC. Fazendo a mesma
análise de inclinação para os resultados do MEC, constatamos que um valor próximo de 2 foi
obtido. Logo, a complexidade é O(N2). Devido essas diferenças, os dois métodos possuem
desempenhos bastante distintos.
O maior modelo simulado pelo MECMP tem 159940 DOFs (46×46 furos) e levou 15240
segundos, sem uso de swap no disco rígido. Por outro lado, o MEC convencional não pode
executar um modelo com mais de 15108 DOFs (14× 14 furos), porque o a memória RAM é
totalmente consumida. Para 11220 DOFs, a memória consumida pelo MEC é quase 6 vezes
maior que a memória consumida pelo MECMP, conforme o gráfico da Figura 5.27.
Com esses resultados e com os outros obtidos ao longo desse capítulo, podemos concluir
que o método desenvolvido é preciso e é mais eficiente que o MEC a medida que o número
de graus de liberdade de um problema aumenta. Tal fato deve ser evidenciado porque essa
eficiência não é notada para situações em que o grau de liberdade está entre 103 e 104,
conforme nota-se nos gráficos em escala logarítmica das Figuras 5.26 e 5.27. O MECMP só
é realmente eficiente quando o problema possui grau de liberdade maior que 104.
Além das simulações mostrando a eficiência do FMM, também simulamos o problema
para diferente números de elementos na folha. Essa característica é importante, pois a per-
formance do FMM é alterada pela quantidade de operações executadas. Como apresentado,
a operação M2M é a que mais limita a eficiência do FMM. Portanto, ela deve ser evitada.
Assim, nessa tese, diminuímos a operação M2M agrupando mais de um elemento em uma
folha, pois quanto mais elementos juntos, menos níveis teremos na etapa downward. Sendo
assim, a Figura 5.28 apresenta o tempo de processamento envolvendo simulações com dife-
rentes número de elementos em uma folha. Constata-se que, quando aumentamos o número
de DOFs, o tempo de processamento melhora (diminui) com o aumento do número de ele-
mentos em uma folha. Tal fato era esperado, pois nenhum artigo de FMM simulou problemas
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envolvendo mais que 104 DOFs com um elemento por folha.
Contudo, também deve-se notar que a eficiência relacionada com a quantidade de ele-
mentos por folha não é direta. Isto é, nem sempre uma simulação com um número grande
de elementos na folha será mais rápida que a simulação com um elemento por folha. Isso
pode ser constatado pela Figura 5.28, pois a gráfico de 1 elemento por folha está abaixo do
gráfico com 10 elementos por folha em uma determinada faixa de simulação. Contudo, esse
ganho de performance não é tão alto, conforme apresenta a Figura 5.29. Ela representa a
diferença, em minutos, do tempo entre as duas simulações propostas. Os valores negativos
representam quão rápido é a simulação com 1 elemento por folha. Por outro lado, os valores
positivos representam quão rápido é a simulação com 10 elementos por folha. Comparando
a máxima diferença entre os resultados propostos, a simulação com 1 elemento por folha
teve um ganho máximo de 5 minutos. Fazendo a mesma análise para a simulação com 10
elementos por folha, nota-se que esse ganho foi de 27 minutos, mais que 5 vezes a máxima
eficiência da proposta com 1 elemento por folha. Logo, concluímos que a simulação com 1
elemento por folha representa a pior performance para proposta do MECMP.
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Figura 5.26: Tempo consumido pelo MECMP e MEC convencional
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Figura 5.27: Memória consumida pelo MECMP e MEC convencional
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Figura 5.28: Comparação entre simulação com diferentes números de elementos na folha




O objetivo desta tese foi desenvolver à formulação do MECMP para problemas de elas-
ticidade anisotrópica. Na introdução desse trabalho apresentamos as suas principais caracte-
rísticas do MEC e o MECMP. Além disso, discorremos sobre alguns trabalhos de MECMP
relacionados com o tema proposto. Percebeu-se que na literatura não tinha sido utilizada
a formulação proposta, pois nenhum trabalho envolvendo o MECMP usou a solução fun-
damental de Lekhnitskii para resolver problemas de elasticidade anisotrópica. Em virtude
disso, iniciamos o capítulo 2 apresentando os principais conceitos relacionados a teoria da
elasticidade para materiais anisotrópicos, a fim de criar uma base para desenvolver a formula-
ção proposta. No final desse capítulo foram apresentados os principais conceitos envolvendo
a teoria dos laminados simétricos, desenvolvendo as equações utilizadas para calcular tensão
e deformação nesses corpos.
O capítulo 3 foi destinado ao desenvolvimento do MEC padrão para o tipo de problema
estudado nesta tese. Primeiramente, apresentamos as soluções fundamentais associadas à
formulação de Lekhnitskii. Em seguida, apresentou-se alguns teoremas necessários ao de-
senvolvimento da formulação do MEC. Através desses tópicos, logrou-se a equação integral
de contorno, que foi discretiza no final do capítulo. Com esse resultado, o sistema linear do
MEC foi obtido. Vale ressaltar que nesse capítulo também apresentamos algumas caracte-
rísticas que inviabilizam o MEC para solucionar problemas de larga escala. Notamos que o
método de colocação nodal é o responsável por torna a matriz cheia e não simétrica. Além
disso, a forma de solucionar o sistema linear também era um inconveniente, pois, dependo
da forma adotada para tal, temos uma formulação cuja a complexidade é O (N2).
Para superar as dificuldades aqui relatadas, utilizamos o capítulo 4 para apresentar a
formulação do MECMP. Atualmente, ela é uma das técnicas empregadas para acelerar a so-
lução do MEC. Logo, começamos o capítulo descrevendo as ideias básicas do MECMP para,
depois, desenvolver a formulação matemática desse método. Iniciamos essa etapa apresen-
tando a expansão das soluções fundamentais. Em seguida, as operações de translação do
MECMP foram desenvolvidas. Através desse conjunto de procedimentos mudamos a forma
de interação entre o ponto fonte e o ponto campo. Assim, substituímos a tradicional forma
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de interação direta por uma nova, que envolve agrupamento de pontos. Contudo, tal pro-
cedimento só é válido para situações onde o ponto campo e o ponto fonte estão distantes.
Quando o ponto fonte e o ponto campo estão perto, utilizamos o MEC. No capítulo 5 apre-
sentamos os resultados numéricos da formulação proposta. Como conclusão, constatamos
que o MECMP para problemas anisotrópicos gera resultados precisos, além do mesmo pos-
suir uma complexidade linear. Assim, essa ferramenta é bastante adequada para solucionar
problemas de larga escala para situações envolvendo elasticidade anisotrópica.
6.1 Sugestão para trabalhos futuros
Apesar dos resultados aqui desenvolvidos estarem de acordo com que era esperado, pode-
se notar que algumas partes do MECMP podem ser aperfeiçoadas para melhorar a perfor-
mance da formulação. Os tópicos aqui apresentados podem ser considerados como sugestões
para trabalhos futuros.
• A primeira sugestão proposta visa alterar a forma como as expansões das soluções
fundamentais foram realizadas. Como apresentada no capítulo 4, existem outras for-
mas para alcançar esse objetivo, conforme apresentado por Yarvin e Rokhlin (1998) e
Haitao e Zhenhan (2004). Com os novos resultados obtidos dessas expansões, pode-se
melhorar a eficiência do MECMP.
• A segunda sugestão visa implementar o código utilizando placas gráficas, conforme
apresentado por Takahashi et al. (2012). Tal procedimento iriá possibilitar simular
problemas mais complexos que necessitam de maior quantidade de DOFs.
• Em virtude das poucas soluções analíticas disponíveis para o cálculo do deslocamento,
faz-se necessário implementar a equação integral associada com cálculo da tensão.
Através dela, iremos dispor de um número maior de problemas que possuem solução
analítica. Além disso, podemos estender a formulação para simular problemas envol-
vendo fraturas em materiais anisotrópicos.
• Atualmente, uma das pesquisas que tem se destacado é a utilização da formulação
isogeométrica. Ela é uma ferramenta computacional que possibilita integrar a aná-
lise de elementos finitos ou elementos de contorno com ferramentas de projeto CAD,
através da NURBS. Uma das vantagens dessa abordagem é que não há erro de apro-
ximação geométrica, pois o domínio ou o contorno do problema são representados
exatamente. Assim, os artigos de Wang et al. (2019),Wang et al. (2018), Liu et al.
(2017) e Chen et al. (2018) são alguns trabalhos que utilizam a formulação isoge-
ométrica com MECMP, para diferentes tipos de problema, a fim de mostrar que os
resultados obtidos dessa união são mais precisos que os obtidos pelo MECMP, pois as
NURBS fornecem representações geométricas exatas. Assim, pode-se estender essa
formulação para problemas elásticos anisotrópicos;
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A abordagem e o código apresentados nesta tese pode ser estendida para problemas elás-
ticos anisotrópicos em 3D. Para tais situações, a estrutura quad-tree deve ser substituída pela
oct-tree, com células na forma de cubos que cobrem todos os elementos de contorno. Em-
bora as expansões de séries tenham sido usadas para expandir as soluções fundamentais em
problemas 3D, elas se mostraram ineficientes, uma vez que requerem um grande número de
termos nas expansões para obter uma boa convergência. A melhor escolha para a formulação
3D requer o uso de funções harmônicas para as expansões das soluções fundamentais.
Para problemas com contornos curvos ou estruturas delgadas em flexão, o uso de ele-
mentos constantes não é eficiente e um grande número de elementos pode ser necessário
para obter resultados com convergência satisfatória. Neste sentido, elementos de mais alta
ordem, como elementos quadráticos, por exemplo, seriam mais adequados, conforme apre-
sentado por Gee e Erdelyi (2017).
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Operações do MECMP para núcleo T
Neste apêndice serão apresentadas as operações do MECMP para a primeira integral
da equação (3.44). Tal integral está relacionada com o núcleo da solução fundamental de
tração, dada pela equação (3.17). Os procedimentos para alcançarmos esses resultados são
os mesmos apresentados no capítulo 3 para a equação integral associada com deslocamento.
Assim, para evitarmos a repetição exageradas dos mesmos procedimentos, apresentaremos
os resultados finais obtidos.
A.1 Expansão Multipolar do núcleo T
Considerando a equação (4.9), introduziremos os pontos os ponto intermediários zc1 e
zc2 na função G





′(zo1 , z1)gi1(µ1n1 − n2)Aj1] dΓ(z) = 2<
∞∑
k=0
Ok(zo1 − zc1)M˜k(zc1), (A.1)




uj(z)gi1(µ1n1 − n2)Aj1Ik−l(z1 − zc1)dΓ(z) k = 0, 1, 2, .... (A.2)





′(zo2 , z2)gi2(µ2n1 − n2)Aj2] dΓ(z) = 2<
∞∑
k=0





uj(z)gi2(µ1n1 − n2)Aj2Ik−l(z2 − zc2)dΓ(z) k = 0, 1, 2, .... (A.4)
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A.2 Translação momento para momento (M2M)
Considerando que os pontos intermediários zci foram movidos para uma nova posição















tj(z)gi1(µ1n1 − n2)Aj1Il(z1 − zc1)dΓ(z) l = 0, 1, 2, .... (A.6)












tj(z)gi2(µ2n1 − n2)Aj2Il(z2 − zc2)dΓ(z) l = 0, 1, 2, .... (A.8)
A.3 Expansão Local e translação momento para local
(M2L)
Para realizar a expansão do ponto fonte, considere dois pontos, zL1 e zL2 , introduzidos
perto do ponte fonte zo1 e zo2 . Sendo assim, rescreveremos a equação integral levando em

































A.4 Translação local para local(L2L)
A última operação do método rápido com expansão em multipolos é a translação dos
pontos zL1 e zL2 para as posições z
′
L1











)I˜l(zo1 − z′L1), (A.13)



























)Il(zo2 − z′L2), (A.15)
sendo que a translação local para local para essa configuração é dada por:
Ll(z
′
L2
) =
p−l∑
m=0
Im(z
′
L2
− zL2)Ll+m(zL2). (A.16)
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