When a spatial point process is observed through a bounded window, edge e ects hamper the estimation of characteristics such as the empty space function F , the nearest neighbour distance distribution G, and the reduced second order moment function K. Here we propose and study product-limit type estimators of F; G and K based on the analogy with censored survival data: the distance from a xed point to the nearest point of the process is right-censored by its distance to the boundary of the window. The resulting estimators have a ratio-unbiasedness property that is standard in spatial statistics. We show that the empty space function F of any stationary point process is absolutely continuous, and so is the product-limit estimator of F . The estimators are strongly consistent when there are independent replications or when the sampling window becomes large. We sketch a CLT for independent replications within a xed observation window, and asymptotic theory for independent replications of sparse Poisson processes. In simulations the new estimators are generally more efcient than the`border method' estimator but (for estimators of K) somewhat less e cient than sophisticated edge corrections.
Introduction
The exploratory data analysis of observations of a spatial point process often starts with the estimation of certain distance distributions: F(t), the distribution of the distance from an arbitrary point in space to the nearest point of the process; G(t), the distribution of the distance from a typical point of the process to the nearest other point of the process; and K(t), the expected number of other points within distance t of a typical point of the process, divided by the intensity. For a homogeneous Poisson process F; G and K take known functional forms, and deviations of estimates of F; G; K from these forms are taken as indications of`clustered' or`inhibited' alternatives 11, 37, 38] .
However, the estimation of F; G and K is hampered by edge e ects arising because the point process is observed within a bounded window W. Essentially the distance from a given reference point to the nearest point of the process is censored by its distance to the boundary of W. Edge e ects become rapidly more severe as the dimension of space increases, or as the distance t increases.
Traditionally in spatial statistics, one uses edge-corrected estimators which are weighted empirical distributions of the observed distances. The simplest approach is the \border method" 38] in which we restrict attention (when estimating F; G or K at distance t) to those reference points lying more than t units away from the boundary of W. These are the points x for which distances up to t are observed without censoring. This approach is sometimes also justi ed by appealing to the \local knowledge principle" of mathematical morphology 42, pp. 49, 233] . However, the border method discards much of the data; in three dimensions 5] it seems to be unacceptably wasteful, especially when estimating G.
In more sophisticated edge corrections, the weight c(x; y) attached to the observed distance jjx ? yjj between two points x; y is the reciprocal of the probability that this distance will be observed under invariance assumptions (stationarity under translation and/or rotation). Corrections of this type were rst suggested by Miles 34] The estimation problem for F; G and K from data in a bounded window W has a clear analogy, already implicitly drawn above, to the estimation of a survival function based on a sample of randomly censored survival times. This paper develops the analogy, and proposes or productlimit estimators for F; G and K. Since the observed, censored distances are highly interdependent, classical theory from survival analysis has little to say about statistical properties of the new estimators. One may hope that the new estimators are better than the classical edge corrections, as in the survival analysis situation the Kaplan-Meier estimator has various largesample optimality properties. In fact the border method for edge correction, described above, is analogous to the so-called reduced sample estimator, an ine cient competitor to the Kaplan-Meier estimator obtained using only those observations for which the censoring time is at least t when estimating the probability of survival to time t.
Surprisingly the analogy between edge e ects for point processes and random censoring of survival times has not been explored much. Laslett 30, 31] noted that when a spatial line segment process is clipped within a bounded window, the observed line segment lengths can be compared to censored survival times. However a Kaplan-Meier type estimator for the segment length distribution is inconsistent, and the NPMLE is a di erent, di cult estimator 50]. Zimmerman 51] proposed introducing arti cial censoring in spatial sampling by restricting the maximum search distance from any reference point.
The estimation of F by a Kaplan-Meier type estimator poses a new (for survival analysis) problem, since one has a continuum of observations: for each point in the sampling window, a censored distance to the nearest point of the process. We tackle this using product integration 22, 23] .
Together with estimators of F; G and K one would like to evaluate their accuracy. We make a start on this by using linearisation techniques (the functional delta-method, see 21]) and evaluate the asymptotic e ciency explicitly in a simple`sparse Poisson' limiting situation. This also leads to proposals for variance estimators.
The plan of the paper is as follows: x2 recalls some de nitions from spatial statistics and from the analysis of survival data; x3 introduces our Kaplan-Meier style estimator of the empty space function F; x4 discusses asymptotic properties of this estimator; x5 and x6 treat the estimation of G and K respectively in less detail. Critical comments are collected in x7.
Preliminaries

Spatial statistics
Let be a simple point process in R k , observed through a compact window W R k . We consider both as a random set in R k and as a random measure. The problem is, based on the data \ W ( 
= P f (B(0; r)) > 0g G(r) = P f (0; n f0g) r j 0 2 g
The conditional expectations given 0 2 used above are expectations with respect to the Palm distribution of at 0. By stationarity the point 0 here may be replaced by any arbitrary point x. Using the Campbell-Mecke formula 47] G(r) = E P x2 \A 1f (x; n fxg) rg
and K(r) = E P x2 \A (B(x; r) n fxg)
for arbitrary Borel A with 0 < jAj k < 1. (8) Introduce N n (t) = 1 n #fi : e T i t; D i = 1g (9) Y n (t) = 1 n #fi : e T i tg (10) (23) where the integrands are well de ned r. (24) Since r 7 ! jW \ r j k is absolutely continuous with derivative given in Lemma 3, and bounded as in Lemma 2, its expectation is absolutely continuous too, with derivative f(r) jWj k = E jW \ @ ( r )j k?1 : (25) But complementarily to (24) E jW n r j k = (1 ? F(r)) jWj k : (26) Dividing (25) by (26) It does not seem to be widely known in spatial statistics (cf. 9, p. 764], 12, 15] ) that computation of the distances (x; \ W); (x; @W) for all points x in a ne rectangular lattice can be performed very e ciently using the distance transform algorithm of image processing 7, 8, 39, 40] at the price of accepting a discrete approximation to the true Euclidean metric jj jj 2 in the de nition of at (1) . Thus the reduced-sample and Kaplan-Meier estimators are equivalent in computational cost when a ne grid is used.
It is often of interest to replace Euclidean distance by another metric, either for computational convenience as above, or in order to obtain di erent information about the process 26 
Simulations
We have compared the performance of the Kaplan-Meier and reduced-sample estimators of F in Monte Carlo simulations of a Poisson process and of a randomly-translated square grid.
Both processes were simulated as binary images on a 256 256 square grid. For the Poisson process of intensity the pixel values were i.i.d. Bernoulli variables with p = =(256 2 ). We generated 100 realizations of each of Bernoulli p = 0.001, 0.0001, 0.00005, 0.00002 and randomly-translated grids of side s = 25, 32, 50, 100 and 150. For each realization the distance transform was computed in the chamfer (5,7) metric of Borgefors 7] and the two estimators derived. Figure 2 compares the sample standard deviation of the reduced-sample estimator with the sample root mean square error of the Kaplan-Meier estimator (since the reduced sample estimator is unbiased pointwise for F). The Kaplan-Meier estimator appears to be uniformly more e cient. However, edge e ects are appreciable in practical applications, so it would be more relevant to study asymptotic regimes in which the edge e ect remains equally severe for all sample sizes. One such limit is considered by Stein 45] .
We shall consider the situation where there are n independent replicated observations i of a process within a xed window W. This is becoming increasingly common in applications: the data consist of 10{100 binary images which may be treated as independent replications of the same process (e.g. 5, 26] ). Equivalently if satis es a mixing assumption we may consider observation of the same point process through n distantly separated windows W i of xed size and shape, cf. 5]. Apart from its practical relevance, study of this limiting regime (n ! 1 replicates) enables qualitative comparison of di erent estimators, and may provide suggestions for variance estimation.
Given n replicated observations i in W, the pooled statistics b F and b F rs are obtained, not as the mean of the separate estimators for each window, but by analogues of (16), (18) in which the numerators and denominators of (15) and (18) are replaced by the sums of these expressions over all replicates i . Asymptotics as n ! 1 are now straightforward using empirical process theory. We use the following. 
Calculations for the sparse Poisson limit
From Theorem 3 we can obtain the asymptotic variance of the Kaplan-Meier estimator as the variance of the in uence function (31) . However, this expression is unwieldy, and further simplifying assumptions are needed to obtain explicit results. In this section we calculate variances of (31) for the extreme case of a Poisson process whose intensity is sent to zero. Edge e ects become increasingly severe for small . This`sparse Poisson limit'is chosen because it is mathematically tractable, yet is stringent enough to reveal qualitative di erences between the competing estimators. The di erences emerge in the rst-order approximation and not (as is usual) at higher orders. The limit also facilitates comparisons with results in survival analysis. It is, of course, an extreme situation which may 20 not have direct practical impact. It may be relevant to applications where data are observed in a large number of windows, each window containing relatively little information.
There are just two situations to consider as ! 0: (i) no random point in W, with probability e ? jWj k = 1 + O ( ), and (ii), one random point in W at a position x uniformly distributed over W, occurring with probability jWj k e ? jWj k = jWj k +O ( 2 ); the remaining possibilities have probability O ( 2 ).
The in uence function (31) for Kaplan-Meier is the di erence of two terms: a part depending on surface areas at some distances from a point of , and a part depending on volumes at risk, and involving the hazard rate of F. In case (i) only the second part is present and is of order ; in case (ii) the rst part is also present and is of constant order.
The These functions are plotted in Figure 5 together with the corresponding curves for two and three dimensions; the latter have been calculated (by Mathematica) with a mixture of computer algebra and numerical integration (for integrals over s) and Monte-Carlo integration (for integrals over x). The new estimator is superior over a broad range of distances r, but surprisingly deteriorates at very large distances. Apparently the dependence here has destroyed the uniform optimality enjoyed by the Kaplan-Meier estimator in the i.i.d. case. Figure 6 shows the asymptotic relative e ciency in dimensions 1 to 3. The greatest gain is achieved at intermediate distances (near 1  4 ) ; only for very large distances (near 1 2 ) is there a loss in e ciency. As the dimension d increases, and hence as edge e ects become more severe, Kaplan-Meier represents an ever more convincing improvement on the reduced sample estimator. 5 The nearest neighbour function G The nearest neighbour distance distribution function G was de ned in (3), (5) . Note that G need not have any special continuity properties, in contrast to F; in fact G may be degenerate, as in the case of a randomly translated lattice. It follows from the Campbell-Mecke formula (see (5) ) that the numerator and denominator of (34) satisfy the same mean-value relation as for ordinary randomly censored data, The required asymptotic variance is the expectation of the square of the in uence function. The leading term comes from the rst part of the case (W) = 2 and is (of constant order):
Kaplan-Meier estimator
where U; V are independent uniformly distributed random points in W.
We now look at the reduced-sample estimator (37) It is also easy to calculate the in uence function of the estimator b G 2 dened in (38) . Its asymptotic variance turns out to be asymptotically equivalent to that of b G 1 given above. Compare (40) with the result (39) for Kaplan-Meier. These have leading terms of constant order, because only a fraction of the realizations provide any data at all; this ampli es an asymptotic variance of order by the factor 1= to constant order. In the case of F asymptotic variances are of order as we would expect.
Integration techniques of geometrical probability applied to (39){ (40) The results are plotted in Figure 7 for dimensions 1, 2 and 3. They show a superiority of Kaplan-Meier over the reduced sample estimator more marked than in the case of the empty space function. Moreover, the deterioration of the Kaplan-Meier estimator at large distances is no longer observed. 6 The K function K(r) was de ned in (4). Equivalently
29 where G n (r) = P f (B(0; r)) > n j 0 2 g is the distribution function of the distance from a typical point of to the nth nearest point. For each G n one can form a Kaplan-Meier estimator, since the distance from a point x 2
to its nth nearest neighbour is censored just as before by its distance to the boundary. The sequence of Kaplan-Meier estimators always satis es the natural stochastic ordering of the distance distributions.
The large sample theory we sketched for F and G can also be developed for K. Again we require E (W) 2 < 1. Figure 8 shows asymptotic variances for the rigid motion correction, translation correction and isotropic correction (estimated by Monte Carlo simulation of the in uence function) together with the asymptotic variances of reduced sample and Kaplan-Meier estimators carried over from Figure 7 . It turns out that under sparse Poisson asymptotics, the sophisticated edge corrections are equally as good, and better than KaplanMeier, which in turn is better than the classical border method (reduced sample) estimator.
In two-dimensional spatial statistics it is common to transform K into L(r) = q K(r)= . Our e ciency comparisons remain the same and all asymptotic variances are multiplied by a constant factor (2 q K(r)) ?1 . In words, given observation of a set X within a window W, the dilation of X is known only within the mask W r . While this principle has been used to justify the border method (reduced sample) estimators, it is not in con ict with the construction of the Kaplan-Meier estimator since b F(r) is based on hazard estimates for distances s r.
The Kaplan-Meier estimators use more`information' than the corresponding reduced sample estimators, but not all information, in the following sense. Write C(x) for the censoring distance (x; @W) at a point x, and T(x) for the observed failure distance (x; ) or (x; n fxg) as appropriate. Then the reduced sample estimate at distance r depends only on those points x where C(x) r, while the Kaplan-Meier estimate also involves cases where T(x) C(x) but C(x) < r. However, neither estimator makes use of cases where C(x) < T(x) and it seems plausible that these may contain usable information. The sophisticated edge-correction estimators for K use information from the case C(x) < T(x) r. Doguwa 15] argues that information should be used from all six possible orderings of C(x); T(x); r.
A bootstrap result for the estimators of F; G and K in independent replications case is available from the Gin e-Zinn equivalence theorem that the bootstrap works if and only if the CLT holds; see, e.g. 22, sec. 11].
One might wonder whether it is possible to improve the Kaplan-Meier estimators of F; G and K by considering the observed distances as intervalcensored rather than just right censored. This seems possible since for a point x 2 W, which is closer to @W than to other points in \ W, one does know that its distance to n fxg is not greater than its distance to ( n fxg) \ W; so (x; @W) (x; n fxg) (x; ( n fxg) \ W) Similar statements can be made for the distance to the kth nearest neighbour. However treating this data as`randomly interval-censored data' would produce asymptotically biased estimators, since the upper limit (x; ( n fxg) \ W) is strongly dependent on (x; n fxg), unlike the lower limit (x; @W).
The asymptotic theory also suggests variance estimators. In Theorem 3, the variance of b F(r) can be approximated by the sum of the squares of the summands in ( 1f (x; ) > sg (s) ds; a martingale in t for each x 2 R k . Further work is needed to nd good estimators of (43) .
Finally, Kaplan-Meier estimators can also be developed for contact distributions, the analogues of F for random closed sets 47]. This is investigated in 25, 26] . 
