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As a new two-dimensional Dirac material, 8-Pmmn borophene hosts novel anisotropic and tilted massless
Dirac fermions (MDFs) and has attracted increasing interest. However, the potential application of 8-Pmmn
borophene in spin fields has not been explored. Here, we study the long-range RKKY interaction mediated by
anisotropic and tilted MDFs in magnetically-doped 8-Pmmn borophene. To this aim, we carefully analyze the
unique real-space propagation of anisotropic and tilted MDFs with noncolinear momenta and group velocities.
As a result, we analytically demonstrate the anisotropic behaviors of long-range RKKY interaction, which have
no dependence on the Fermi level but are velocity-determined, i.e., the anisotropy degrees of oscillation period
and envelop amplitude are determined by the anisotropic and tilted velocities. The velocity-determined RKKY
interaction favors to fully determine the characteristic velocities of anisotropic and tilted MDFs through its
measurement, and has high tunability by engineering velocities shedding light on the application of 8-Pmmn
borophene in spin fields.
I. INTRODUCTION
The charge and spin are two intrinsic ingredients of
the electron, and the success of electronics based on the
charge transport lures people to develop the spin-related
applications1,2. However, a lot of solid-state materials are
nonmagnetic and/or do not show its spin properties, then hin-
der their applications in spin fields. One way to surmount the
obstacle is through the doping of nonmagnetic materials with
magnetic impurity atoms3. The itinerant carriers of host mate-
rials can help to couple the magnetic impurities indirectly, i.e.,
the Rudermann-Kittel-Kasuya-Yosida (RKKY) interaction4–6.
The RKKY interaction is an important mechanism underlying
rich magnetic phases in diluted magnetic systems7 and giant
magneto-resistance devices2, and has potential applications
in spintronics1,8,9, and scalable quantum computation10,11, as
the RKKY interaction enables long-range coupling of distant
spins12–16.
The importance of RKKY interaction makes its research
to closely accompany the advent and development of new
materials. In recent years, the RKKY interaction has been
widely studied in various materials such as graphene17–21,
monolayer transition-metal dichalcogenides22–27 topologi-
cal insulators28–33, silicene34,35, phosphorene36–38, layered
structures39–42 and Dirac and Weyl semimetals43–45. Among
these studies, the RKKY interaction mediated by massless
Dirac fermions (MDFs) has attracted a lot of interest, which
exhibits many new behaviors and brings about potential op-
portunities of nonmagnetic Dirac materials for spin applica-
tions. However, previous studies are mainly limited to the
Dirac materials with isotropic MDFs, this leaves the influence
of novel MDFs on the RKKY interaction unexplored.
The 8-Pmmn borophene with the crystal structure of Fig.
1(a) is one kind of two-dimensional Dirac material, in which
the novel MDFs are anisotropic and tilted as shown by
Fig. 1(b) in contrast to those isotropic ones in the well-
known graphene. Recently, since its seminal prediction46,
wide theoretical efforts have been paid to calculate the un-
precedented electronic properties47–50 and to construct the
(a) (b)
FIG. 1. (a) Crystal structure of 8-Pmmn borophene from top view
(upper panel) and side view (bottom panel). The ridge boron atom
(green) and the inner boron atom (gray) are nonequivalent. In each
unit cell, there are eight atoms delimited by the dashed blue rectan-
gle. (b) Anisotropic and tilted Dirac cone in 8-Pmmn borophene.
effective low-energy continuum Hamiltonian48,49 which has
been used to study the plasmon dispersion and screening
properties51, the optical conductivity52, Weiss oscillations53,
and Metal-insulator transition induced by strong electromag-
netic radiation54. The rapid experimental advances of vari-
ous borophene monolayers55–57 further boost wider research
interest on 8-Pmmn borophene. The anisotropic exchange
coupling and the magnetic anisotropy are very crucial to
spin applications1,7,58–60, so our interest is to examine the
anisotropic features of RKKY interaction due to the novel
MDFs.. Here, we study the RKKY interaction mediated by
the anisotropic and tilted MDFs by using the effective model
of 8-Pmmn borophene. In the long range, we analytically de-
rive the Green’s function (GF) of anisotropic and tilted MDFs
to show the unique real-space propagation properties, and then
their mediation to RKKY interaction whose oscillation period
and envelop amplitude are both anisotropic and determined by
the velocities, i.e., velocity-determinedRKKY interaction. As
a result, our theoretical study show the potential of velocity-
determined RKKY interaction in the characterization of char-
2acteristic velocities of anisotropic tilted MDFs and the appli-
cation of 8-Pmmn borophene for spin fields.
This paper is organized as follows. In Sec. II, we start
from the intrinsic electronic properties of 8-Pmmn borophene,
present the general expression of RKKY interaction, and re-
veal the analytical behaviors of the real-space GF including
the symmetry properties, the classical trajectories and the ex-
plicit analytical expression. Then in Sec. III, we perform
exact numerical calculations to show the typical features of
velocity-determinedRKKY interaction. Most importantly, the
analytical expression for RKKY is derived and is used to un-
derstand the velocity-determined RKKY interaction. Finally,
we summarize this study in Sec. IV.
II. THEORETICAL FORMALISM
In 8-Pmmn borophene, the effective Hamiltonian of
anisotropic and tilted MDFs near one Dirac cone is48,53
Hˆ0 = (vxσx pˆx + vyσy pˆy + vtσ0 pˆy), (1)
where pˆx,y are the momentum operators, σx,y are 2 × 2 Pauli
matrices, and σ0 is the 2 × 2 identity matrix. The anisotropic
velocities are vx = 0.86vF, vy = 0.69vF , and vt = 0.32vF with
vF = 10
6 m/s. In this study, we set ~ = vF ≡ 1 to favor our di-
mensionless derivation and calculations since they can define
the length unit l0 and the energy unit ε0 through ~vF = l0ε0,
e.g., ε0 = 0.66 eV when l0 = 1 nm. To solve the Scho¨dinger
equation Hˆ0ψ = εψ, the energy dispersion [see Fig. 1(b)] and
the corresponding wave functions are, respectively,
ελ,k = vtky + λ
√
v2xk
2
x + v
2
yk
2
y , (2)
and
ψλ,k(r) = e
ik·r|uλ(kx, ky)〉 (3)
with
|uλ(kx, ky)〉 ≡
1√
2
 1(vxkx+ivyky)
ελ,k−vtky
 .
Here, λ = ± denotes the conduction (valence) band,
k =(kx, ky) and r =(x, y) are, respectively, the momentum and
position vectors, and |uλ(kx, ky)〉 is the spinor part of the wave
function.
A. Expression for the RKKY interaction
In the uniform 8-Pmmn borophene, as shown by Fig. 2(a),
for two local spins Sˆ1,2 at R1,2 coupled to the carrier spin
density sˆ(x) = sˆδ(rˆ − x) via the s-d exchange interaction
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FIG. 2. Schematic diagram of RKKY interaction of two localized
spins Sˆ1,2 at R1,2 mediated by the propagation Green’s functions
G(R,ε) and G(−R, ε) of itinerant carriers between them. Generally,
all quantum states below the Fermi level εF (see Eq. 4) contribute
to the Green’s functions as shown by the curved dotted lines in (a),
and then the RKKY interaction. However, at large distances, the
Green’s functions are dominated by the states with group velocities
parallel to R (i.e., the classical trajectories as shown by the straight
solid lines in (b)), and then RKKY interaction is determined by the
limited momentum states on the Fermi surface (see Eq. 27).
−J0Sˆ1 · sˆ(R1)− J0Sˆ2 · sˆ(R2), the carrier-mediated RKKY inter-
action assumes the isotropic Heisenberg form due to the ab-
sence of spin-orbit coupling, i.e., HˆRKKY = J j j′ Sˆ1 · Sˆ2, where
the range function20,61,62
J j j′ (εF ,R) = −
J2
0
2π
Im
∫ εF
−∞
̥ j j′(ε,R)dε (4)
is determined by the intrinsic real-space GF of carriers, i.e.,
̥ j j′(ε,R) = G j j′ (R, ε)G j′ j(−R, ε). (5)
Due to the integral forms of Eq. 4 over the energy and of Eq. 7
over the momentum (see the subsequent subsection), all quan-
tum states propagating between R1 and R2 below the Fermi
level εF contribute to the RKKY interaction as shown by the
curved dotted line in Fig. 2(a). In addition, j, j′ ∈ {1, 2} label
the orbitals used in the basis for the Hamiltonian of 8-Pmmn
borophene. Until now, the respective contribution of different
orbitals to form the Dirac states of 8-Pmmn borophene is still
in debate48 and the interaction properties between magnetic
impurity and the borons’ orbitals call for further density func-
tional calculations, so we focus on the long-range behaviors
of RKKY interaction in our model study.
B. Real-space GF
The real-space GF is the key to understand the spatial prop-
agation of carries and their mediation to the RKKY interac-
3tion, which is defined by
G(R, ε) ≡ 〈R2|(ε + i0+ − Hˆ0)−1|R1〉. (6)
Here, R = R2 −R1 accounts for the translational invariance in
uniform system and is the connecting vector for two magnetic
impurities, and G is one 2 × 2 matrix expressed in the or-
bital basis instead of the spin basis originating from the spin-
degenerate Hamiltonian of 8-Pmmn borophene in the orbital
basis48. The real-space GF can be obtained from the Fourier
transformation
G(R, ε) =
1
4π2
"
d2keik·RG(k, ε), (7)
of the momentum-space GF
G(k, ε) ≡ [z−H0(k)]−1 = −
2(ǫ − γ2ky)
vx
|uλ(kx, ky)〉〈uλ(kx, ky)|
(kx − kx,+)(kx − kx,−)
.
(8)
with
kx,±(ky) = ±
√
(ǫ − γ2ky)2 − γ21k2y . (9)
Here, γ1 = vy/vx, γ2 = vt/vx, ǫ = z/vx with z = ε + i0
+, and
λ = sgn(ǫ) conforms to the energy dispersion. In the defini-
tion of momentum-space GF, we have used the form of Hˆ0 in
the momentum space, i.e., H0(k) = 〈k|Hˆ0|k〉. To perform the
contour integral over kx straightforwardly:
G(R, ε) =
sgn(x)
2π
∫
dkye
iφs
ǫ − γ2ky
ivxkx,s
|uλ(kx, ky)〉〈uλ(kx, ky)|,
(10)
where s = sgn(x)sgn(ǫ − γ2ky), and φs(ky,R) = kx,sx + kyy is
the propagation phase factor which has an energy dependence
but is omitted for conciseness. And noting here, we always
adopt x = 0+ to replace x = 0 when we consider R along
the y-axis. Later, we firstly discuss the symmetry properties
of GF, then derive the dominant contributing states (namely,
the classical trajectories) to real-space GF and their features,
which help us to derive the analytical expression of real-space
GF.
1. Symmetry properties of GF
From the Eq. 10, the symmetry properties of GF can be de-
rived, which determines the RKKY properties. On one hand,
we have G11(R, ε) = G22(R, ε), this is identical to the case of
graphene with isotropic MDFs20. However, there is no sym-
metrical relation between G12(R, ε) and G21(R, ε) in contrast
to G12(R, ε) = G21(R, ε) in graphene
62. On the other hand,
one can arrive at
G(R,−ε) = −(G∗(R, ε))T. (11)
Here, T denotes the transpose operation of a matrix. Eq. 11
is also applicable to isotropic MDFs in graphene as expected
from the electron-hole symmetry62, so its origin can be seen
as a generalized electron-hole symmetry for anisotropic and
tilted MDFs. The symmetry properties is beneficial to the dis-
cussions of the RKKY interaction and reduces the numerical
calculations as shown in the next section, e.g., our focus can
be mainly on the electron-doped case by using Eq. 11.
2. Classical trajectory: traveling nature and group velocity
The integral form of Eq. 10 over ky shows that in general
all momentum states should contribute together to the real-
space GF. For convenience, we can separate these momentum
states into two classes: traveling states and evanescent states.
For the conductance (valence) band with λ = + (λ = −), we
have traveling states with γ2ky < ǫ (γ2ky > ǫ) and evanescent
states with γ2ky > ǫ (γ2ky < ǫ). To identify the dominant con-
tributing states to GF, we use the saddle point approximation.
According to the saddle point approximation63–66, the dom-
inant contribution to Eq. 10 is the classical trajectory from
R1 to R2, which is determined by the first order derivative of
propagation phase factor φs:
∂φs
∂ky
= 0. (12)
Eq. 12 leads to the identity:
γ2(ǫ − kcy,sγ2) + γ21kcy,s
kcx,s
= tan θ, (13)
with tan θ = y/x and θ being the azimuthal angle of R elative
to the x axis. Eq. 13 can be rewritten as a quadratic equation
with one unknown:
(γ21 − γ22)(kcy,s)2 + 2ǫγ2kcy,s +
ǫ2
(
γ2
2
− tan2 θ
)
γ2
1
− γ2
2
+ tan2 θ
= 0. (14)
Once kcy,s are derived, one can obtain k
c
x,s = kx,s(k
c
y,s) for the
classical trajectory. In other words, the classical trajectory has
the momentum kcs = (k
c
x,s, k
c
y,s), in which the components have
explicit analytical expressions:
kcx,s =
s|ǫ|γ1√
γ2
1
− γ2
2
+ tan2 θ
, (15a)
kcy,s = −
1
γ2
1
− γ2
2
(ǫγ2 −
s|ǫ|γ1 tan θ√
γ2
1
− γ2
2
+ tan2 θ
). (15b)
So one can arrive at ǫ − γ2kcy,s = ǫ f (γ1, γ2, θ) with
f (γ1, γ2, θ) =
γ2
1
γ2
1
− γ2
2
− sλγ1γ2
γ2
1
− γ2
2
tan θ√
γ2
1
− γ2
2
+ tan2 θ
. (16)
4For the anisotropic and tilted MDFs with γ1 > γ2 in 8-
Pmmn borophene, f (γ1, γ2, θ) > γ1/(γ1 + γ2) > 0 leads to
sgn(ǫ − γ2kcy,s) = λ or s = λsgn(x) for the classical trajec-
tory. Therefore, the classical trajectory is always of traveling
nature.
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FIG. 3. Texture of electron (red) and hole (blue) group velocities
on the Fermi surfaces with ε+,k = 0.1 and ε−,k = −0.1. The Fermi
surfaces are shifted ellipses with noncolinear momenta and group
velocities, and the group velocities (black dots) on the vertices of
semimajor (semiminor) axis are parallel to ey (ex) of the Cartesian
coordinate system x − y.
Turning to the group velocity vλ(ε, k) = (vλ,x, vλ,y) of
anisotropic tilted MDFs, which has the components
vλ,x ≡
∂ελ,k
∂kx
=
λvxkx√
k2x + γ
2
1
k2y
, (17a)
vλ,y ≡
∂ελ,k
∂ky
= vt +
λvxγ
2
1
ky√
k2x + γ
2
1
k2y
. (17b)
Eq. 17 shows that the electron and hole group velocities are
related to each other through v+(ε, k) = v−(−ε,−k). In Fig.
3, we show the texture of electron (red color) and hole (blue
color) group velocities on the Fermi surfaces with ε+,k = 0.1
and ε−,k = −0.1. Due to the anisotropy and tilt, the Fermi sur-
face is a shifted ellipse with its semimajor (semiminor) axis
parallel to ey (ex) of the Cartesian coordinate system x−y, and
has noncolinear momenta and group velocities67. The veloc-
ity textures for electrons and holes shown by Fig. 3 have the
inversion symmetry in the momentum space consistent with
Eq. 17.
On the classical trajectory with the momentum kcs =
(kcx,s, k
c
y,s), one can obtain
vc
λ,y
vc
λ,x
= tan θ. (18)
As a result, vc
λ
(ε, kcs)‖ R for the classical trajectory, this im-
plies G(R, ε) are mainly contributed by the states with the
group velocities parallel to the connecting vector R. For
convenience, we introduce vc
λ
(ε,R) ≡ vc
λ
(ε, kcs). v
c
λ
(ε,R)‖ R
for the classical trajectory provides one principle to identify
the dominant momentum states contributing to real-space GF
G(R, ε), i.e., through comparing the direction of the group ve-
locity of each state on the Fermi surface and that of R. As
an application of this skill, we give an example to consider
G(R, ε) for electrons without loss of generality. According
to the velocity texture shown in Fig. 3, the dominant con-
tributing momentum states on the electron Fermi surface lie
on the right (left) vertex of semiminor axis for G(R, ε) along
the positive (negative) x-axis which is consistent with Eq. 15
with θ = 0 and π:
kcx,± = ±
ǫγ1√
γ2
1
− γ2
2
, (19a)
kcy,± = −
ǫγ2
γ2
1
− γ2
2
. (19b)
Noting here kcy,± adopt one value and equal to the shifted mo-
mentum of the center of the elliptical Fermi surface away from
the coordinate origin67, which helps to determine the momen-
tum position of semiminor axis in the y direction. Similarly,
the dominant contributing momentum states on the electron
Fermi surface lie on the upper (bottom) vertex of semmajor
axis for G(R, ε) along the positive (negative) y-axis, which is
consistent with Eq. 15 with θ = ±π/2:
kcx,± = 0, (20a)
kcy,± =
ǫ
γ2 ± γ1
. (20b)
Therefore, it is an effective principle to identify the dominant
contributingmomentum states to GF by using the velocity tex-
ture on the Fermi surface, and this principle should be very
useful for the complex Fermi surfaces without analytical so-
lutions.
3. Analytical GF
Near the classical trajectory, the Taylor expansion of φs(ky)
is
φs(ky,R) = φ
c
s(R) − αs(ky − kcy,s)2 + o(ky), (21)
5where φcs(R) ≡ φcs(kcy,s,R) since the R determines kcy,s for a
fixed Fermi surface, o(ky) is the high-order small quantity as
the function of ky and
αs = −
1
2
∂2φs
∂k2y
|kcy,s =
xǫ2γ2
1
2(kcx,s)
3
. (22)
In light of the stationary phase approximation, the real-space
GF at the large distance is contributed mainly by the electron
propagation along the classical trajectory. As a result, the real-
space GF can be expressed analytically as:
G(R, ε) ≈ sgn(x)e
iφcs
2π
ǫ − γ2kcy,s
ivxk
c
x,s
√
π
iαs
|uλ(kcx,s, kcy,s)〉〈uλ(kcx,s, kcy,s)|,
(23a)
=
eiφ
c
s−λπ/4
2π
ǫ − γ2kcy,s
iλvx|kcx,s|
√
π
|αs|
|uλ(kcx,s, kcy,s)〉〈uλ(kcx,s, kcy,s)|,
(23b)
Here, the Gaussian formula
∫ ∞
−∞ e
−αx2dx =
√
π/α has been
used. And α is a complex variable with the angle arg(α) ∈
(−π, π], so √α = √|α|ei arg(α)/2. It is worthy to emphasize that
Eq. 23 is consistent with Eq. 11 and has a clear symmetry
origin, i.e., the inversion symmetry of velocity textures for
electrons and holes as shown by Fig. 3.
III. RESULTS AND DISCUSSIONS
In order to clearly present the numerical and analytical re-
sults for the RKKY interaction in 8-Pmmn borophene, we in-
troduce the scaled RKKY range function J j j′ = J j j′R2/J20
with R = |R|. Fig. 4(a) and (b) show the RKKY range func-
tion J11 for the connection vector R between two impurities
along x-axis and y-axis, in which the red dashed lines are plot-
ted by using the results of exact numerical calculations based
on the Eqs. 4 and 10.
A. Negligible sublattice and valley effect
In the unit cell of 8-Pmmn borophene, there are 8 boron
atoms, among which two are nonequivalent and maybe re-
garded as the sublattice degree of freedom in analogy to
graphene20,68. Now, the respective contribution of different
orbitals of different atoms to form the Dirac states of 8-Pmmn
borophene is still in debate48. The low-energy spectrum of 8-
Pmmn borophene is expressed in a proper basis, which has
no clear connection with the nonequivalent atoms in con-
trast to the case in graphene. So using the low-energy spec-
trum of 8-Pmmn borophene, we can just discuss the orbital-
dependent RKKY interaction as done in three-dimensional
Dirac semimetals45.
The carrier-mediated RKKY interaction is determined by
the GF of carriers (cf. Eq. 4). The 8-Pmmn borophene has two
inequivalent Dirac cones which can be included in the calcula-
tion of GF by combing two valley-dependent GFs. The com-
bination should be a sum of valley-dependent GFs weighed
by proper phase factors20,69. The phase factors can be iden-
tified through the low-energy expansion of the lattice model.
At present, the lattice model for 8-Pmmn borophene is very
tedious48, so the phase factors are not known. Even if two
valleys can be included properly, their interference only cause
the short-range oscillation decorated on the RKKY interaction
as a function of impurity distance. Due to the large momen-
tum spacing between two valleys48, the short-range oscillation
is on the atomic scale.
Here, we consider the RKKY interaction in the doped 8-
Pmmn borophene, and focus its long-range oscillation deter-
mined by the Fermi wavelength on the nanometer scale, decay
rate determined by the system dimension and the envelop am-
plitude without dependence on the oscillation detail. There-
fore, the sublattice effect and valley effect are negligible in
our study.
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FIG. 4. RKKY range function J11 for the connection vector between
two impurities along x-axis (a) and y-axis (b). In the plots, we have
used the analytical formula (black solid lines) and numerical calcu-
lations (red dotted lines) for the electron doping εF = 0.1.
B. Analytical expressions for RKKY interaction
To understand the unique behaviors of RKKY interac-
tion mediated by anisotropic and tilted MDFs in 8-Pmmn
borophene, we derive the analytical formula for J j j′ . At large
distances, the integrand in Eq. 4 can be rewritten as
̥ j j′(ε,R) = ̥
0
j j′(ε,R)e
iφs(R)+iφ−s(−R) (24)
where ̥0
j j′(ε,R) is a slowly-varying function of the energy.
Due to the rapid oscillation of the phase factor eiφs(R)+iφ−s (−R),
the integral over energy in Eq. 4 is dominated by the con-
tributions near the Fermi energy εF , so we can perform the
expansion as follows:
φs(R) + φ−s(−R) ≈ φcs(R) + φc−s(−R) +
R
v¯c
λ
(εF)
(ε − εF ), (25)
with
1
v¯c
λ
(εF)
=
1
vc
λ
(εF ,R)
+
1
vc
λ
(εF ,−R)
.
6Here, we have used vc
λ
(εF ,±R) ‖ (±R) on the classical tra-
jectories (cf. classical trajectories in Sec. II.B). We fur-
ther make the approximation ̥0
j j′(ε,R) = ̥
0
j j′(εF ,R) for the
slowly-varying function, then the RKKY range function be-
comes
J j j′(εF ,R) ≈
J2
0
v¯λ(εF)
2πR
Re[̥0j j′(εF ,R)e
iφcs(R)+iφ
c
−s(−R)]. (27)
The analytical formula Eq. 27 implies that the RKKY interac-
tion is determined by the momentum states with group veloci-
ties parallel to the connection vector R between two magnetic
impurities and with the energies equal to Fermi level εF as
shown by the straight solid lines in Fig. 2(b). In contrast, Eq.
4 has an explicit integral over energy and an implicit integral
over momentum for GF, so the contributions of all momen-
tum states below εF to the RKKY interaction should be con-
sidered. Therefore, Eq. 27 provides a simplified version and
a physically transparent expression of Eq. 4. Eq. 27 has an
immediate application, which leads to
J(εF ,R) = (J(−εF ,R))T. (28)
with the range function matrix
J =
[
J11 J12
J21 J22
]
(29)
by recalling Eq. 11 (cf. symmetry discussions in Sec.
II.B). This range function relation originates from the inver-
sion symmetry of velocity textures for electrons and holes as
shown by Fig. 3, which favors our discussions limited to elec-
tron doping case in our study. Eq. 27 is also used to plot the
black solid lines in Figs. 4. At large distances, the results of
analytical formula and numerical calculations agree very well
with each other, so Eq. 27 can capture the main features of
long-range RKKY interaction.
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FIG. 5. The oscillation period λ+F (a) and the envelop amplitude (b)
of RKKY range function. Here, εF = 0.1.
C. Velocity-determined RKKY interaction and its implications
Firstly, the decay rate of RKKY interaction is J j j′ (εF ,R) ∝
1/R2 since ̥ j j′(εF ,R) ∝ 1/R by referring to Eqs. 5 and
23, this dimension-determined decay behavior is as that
in conventional two-dimensional electron gases70,71 and in
other doped Dirac materials with two-dimensional isotropic
MDFs17–21,28–30.
Secondly, the oscillation period of J j j′(εF ,R) is determined
by the phase factor φcs(R) + φ
c
−s(−R), which is given by
λsF =
2πR∣∣∣φcs(R) + φc−s(−R)∣∣∣ (30)
for the fixing Fermi level εF . To consider εF = 0.1, we use
Eq. 30 to plot the oscillation period in Fig. 5(a) as the function
azimuthal θ of the connection vector R. Fig. 5(a) has the mir-
ror symmetry about y-axis originating from the symmetry of
Hamiltonian51, and shows two peaks (valleys) along ±x-axis
(±y-axis). We defines the peak-valley ratio as the anisotropy
degree of the oscillation period. Referring to Eq. 15, for
εF > 0, one can obtain λ
+
F
(θ = 0) = π(γ2
1
− γ2
2
)1/2/(ǫFγ1) and
λ+
F
(θ = π
2
) = π(γ2
1
− γ2
2
)/(ǫFγ1), which both show the inverse
linear energy dependence of the oscillation period identical to
the case for the isotropicMDFs20,29. In particular, in Fig. 5(a),
λ+
F
(θ = 0) = 24 and λ+
F
(θ = π/2) = 17 when εF = 0.1 for the
RKKY range function along x-axis and y-axis, respectively.
As a result, the anisotropy degree of the oscillation period is
a constant vx/(v
2
y − v2t )1/2 ≈ 1.4 independent of the Fermi en-
ergy εF .
Thirdly, the envelope amplitude of the oscillating RKKY
interaction is another important feature beyond the decay rate
and oscillation period. The envelope amplitude depends lin-
early on Fermi level εF by combing Eqs. 23 and 27 and by
using αs ∝ ε2 in Eq. 22. In Fig. 5(b), Eqs. 23 and 27 are used
to plot the envelope amplitude of RKKY interaction J11 as the
function azimuthal θ of R. In analogy to the oscillation period,
we also define peak-valley ratio as the anisotropy degree for
the envelope amplitude, which can be extracted analytically
from Eqs. 23 and 27 and is a constant v2xv
2
y/(v
2
y − v2t )2 ≈ 2.5
independent of the Fermi energy εF .
As a result, the RKKY mediated by the anisotropic and
tilted MDFs has anisotropic features in its oscillation period
and envelop amplitude but does not change its decay rate. The
spatial anisotropy is an usual feature of RKKY interaction, at
least on the atomic scale considering the discrete lattice na-
ture of host materials, and the spatially anisotropic RKKY
interaction has been reported in experiement72,73. Theoreti-
cally, there are quite a few studies on the close relation be-
tween anisotropic RKKY interaction in long range (on the
scale of Fermi wavelength) and band features of various ma-
terials, e.g., III-V diluted magnetic semiconductors74, semi-
conductor quantum wires75, surface states on Pt(111)76, the
surface of the topological insulator Bi2Se3
77, spin-polarized
graphene78, three-dimensional Dirac semimetals45, three-
dimensional electron gases with linear spin-orbit coupling79,
and phosphorene with36 and without mechanical strain80,
and so on. However, comparing to the other materials, the
anisotropic RKKY interaction in 8-Pmmn borophene is inde-
pendent of the Fermi energy εF but is velocity-determined,
which has two significant implications. On one hand, the
velocity-determined RKKY interaction fully determines the
7band dispersion described by three velocities vx,y,t (cf. band
dispersion of Eq. 2), this provides an alternative way to char-
acterize the band dispersion. And the RKKY interaction has
also proposed to probe the topological phase transition in sil-
icene nanoribbon34 and quasiflat edge modes in phosphorene
nanoribbon37,38. On the other hand, the anisotropy of RKKY
interaction is expected to be tunable by choosing other Dirac
materials with different vx,y,t (e.g., quinoid-type graphene and
α-(BEDT-TTF)2I3
81) and even by tuning vx,y,t in the same
Dirac material (e.g., graphene under strain82). In Dirac ma-
terials, the RKKY interaction leads to the ordering of mag-
netic impurities as discussed theoretically28,83–85 and demon-
strated experimentally86–88. Based on the velocity-determined
RKKY interaction mediated by anisotropic tilted MDFs, new
anisotropy-induced magnetic properties are expected and has
high tunability. Therefore, we hope this study is helpful to the
physical understanding of 8-Pmmn borophene and its possible
applications in spin fields.
IV. CONCLUSIONS
In this study, we investigate the RKKY interactionmediated
by the anisotropic and tilted MDFs in 8-Pmmn borophene. In
the long range, the RKKY interaction is mainly contributed
by the limited momentum states with group velocities paral-
lel to the connection vector R between two magnetic impu-
rities and with the energies equal to Fermi level εF . As a
result, we analytically demonstrate that the RKKY interac-
tion in 8-Pmmn borophene has the usual decay rate as in the
other two-dimensionalmaterials, but is anisotropic in its oscil-
lation period and envelop amplitude with the explicit velocity
dependence vx/(v
2
y − v2t )1/2 and v2xv2y/(v2y − v2t )2. The velocity-
determined RKKY interaction implies its usefulness to fully
characterize the band dispersion of 8-Pmmn borophene and
other similar Dirac materials, and its tunability by engineer-
ing the anisotropic tilted MDFs. In addition, the velocity-
determined RKKY interaction should be observable in present
experiment since the evidence of RKKY interaction medi-
ated by anisotropic MDFs on surface Mn-doped Bi2Te3 has
been reported through focusing interference patterns observed
by scanning tunneling microscopy73. This study is relevant
to spatial propagation properties of novel anisotropic tilted
MDFs, and shows the potential spin application of 8-Pmmn
borophene.
Note added. Recently, we became aware of a related
preprint89, which studies the RKKY interaction in 8-Pmmn
borophene along two specific directions.
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