Abstract-A rate-based switch fabric called smoothed buffer crossbar has been proposed in our recent work. It can provide 100% rate-guaranteed service with only a two-cell buffer at each crosspoint, and can also support best-effort service with an additional bandwidth regulator. However, the widely used maxflow model for bandwidth regulation is neither scalable nor of 100% throughput. In order to evaluate the performance of bandwidth regulator, we first introduce the 100% ideal throughput measurement in this paper. Then we prove that the total arrival average (TAA) algorithm has got this property, which does not happen in the max-flow allocation. Then an O(N) algorithm called proportion scaling allocation (PSA) is presented. Simulations reveal that PSA can deliver nearly 100% throughput even in a frequently changing traffic pattern. As a comparison, both theoretical and experimental evidences are given to show the inefficiency of the max-flow model. Index Terms-switch fabric, rate-based switching, bandwidth regulation, scheduling.
I. INTRODUCTION
In current switch design, the combined input and crosspoint queueing (CICQ) switch with small buffer embedded on each crosspoint [9] [15] [16] is considered more scalable than the crossbar switch [5] [11] [12] . However, the predominant creditbased flow control [10] used in CICQ may suffer from the effect of large fabric-internal latency [1] [13] [14] . It makes the internal buffer size increase considerably with the growing distance between the line cards and the switch core in the multi-rack and multi-terabit switches. Henceforth, the ratebased switch [3] [7] without the credit transmission issue seems to be a more scalable and predictable architecture.
In a previous work, we proposed a rate-based switch called smoothed buffered crossbar or sBUX [7] , capable of providing 100% throughput for rate-guaranteed service. It is built on 2N smoothed multiplexers (sMUXs), which smoothly transfer cells from the input to the crosspoint and finally to the output ( Fig. 1 ) [7] . sBUX does not require off-line computation or internal speedup, and the occupancy of each crosspoint buffer is always bounded by two cells, regardless of the fabric-internal latency or the line rate.
To provide best-effort service, a bandwidth regulator is often employed to periodically collect traffic information and generate the admissible rate allocation. While the widely used estimation method is acceptable [2] [3] [7] , the commonly used max-flow [2] [3] and max-min fairness [8] allocating models are problematic. They are neither scalable nor able to provide high throughput.
In this paper, we systematically developed the ideas on bandwidth regulation for rate-based schedulers like sBUX. As a measurement, we first introduce the concept of 100% ideal throughput. Then we prove that the total arrival average (TAA) approach can obtain such a property, while the max-flow model can not. Meanwhile, a new proportion scaling allocation (PSA) algorithm is proposed to achieve high throughput under more general traffic pattern. We conduct simulations under various traditional and a new synthetic traffic patterns to verify our findings. Besides, evidences on how inefficient the widely used max-flow model can be are also included.
The rest of the paper is organized as follows. Section II briefly reviews some basic techniques in bandwidth regulation. In Section III, we introduce the concept of 100% ideal throughput and prove that TAA method has this property. In Section IV, the algorithm PSA is discussed in details. Section V deals with simulation results on the performance of these algorithms. In the last section, we summarize the whole paper.
II. BANDWIDTH REGULATION

A. Basic Assumptions and Notations
We are considering a switch fabric with N input and output ports. The line speed of the input and output cards are assumed to be the same. Time is divided into discrete slots, each of which is the time duration to transfer a single cell at the line speed. We use virtual output queues (VOQs) to organize the input buffers. The notations which will be used later are defined as follows.
T: the length of one scheduling period (i.e., the bandwidth regulator generates the rate matrix every T time slots); C i,j : the cells going from input i to output j; f i,j : the traffic from input i to output j, also called flow i,j ; VOQ i,j : the virtual output queue for f i,j at input i; A i,j (t): the total arrivals at VOQ i,j by time slot t; B i,j (t): the occupancy of VOQ i,j at the beginning of time slot t before the arrival happens;
The following variables are defined with respect to the period parameter k. 
(
where 0 ≤ α ≤ 1 and can be either fixed or changed with k. A more refined demand estimator can be referred to [7] . For the allocating process, note that the max-flow model will not necessarily guarantee high throughput, especially when we merely use the backlog information for demand estimation. An illustration of this point is given in the next section. Besides, max-flow allocation may cause starvation for some flows. So actually, we adopted a simple proportion scaling method in [7] , i.e., the rate allocation for f i,j was:
Obviously, the above procedure can be implemented in parallel in O(N) time [7] . We call it basic proportion allocation (BPA) and we will give a variant of BPA in Section IV.
III. AN 100% IDEAL THROUGHPUT ALLOCATION
A. The 100% Ideal Throughput For best-effort service, the most important quality is the throughput. So in order to evaluate the performance of a bandwidth regulator, we first define the concept of 100% ideal throughput, based on the definition of rate stable [5] .We say the input traffic satisfies the strong law of large numbers (SLLN) if for any (i,j) the following holds with probability 1:
And if Σ i λ i, j < 1 for all j and Σ j λ i, j < 1 for all i, we say the traffic is admissible [5] . The allocation rate R i,j is the service rate for f i,j in the corresponding period. Intuitively, this means f i,j will be served
be the total ideal departure rate for f i,j up to the beginning of period n.
Definition 3.1:
A bandwidth regulator is of 100% ideal throughput if when the traffic is admissible and satisfies SLLN, for any (i,j) the following holds with probability 1:
where λ i,j is given in (3.1).
Note this definition can be regarded as a T-time-slot version of the rate stable definition. Here 100% ideal throughput means that if the rate-based switch scheduler can accurately execute the allocation result with 100% bandwidth utilization, the whole system is then 100% throughput. With this definition, it is not difficult to see that max-flow allocation is not of 100% ideal throughput. See Figure 2 for illustration. In this example, although the arrival process is admissible, the queue length of VOQ 2,1 is increasing linearly with the period number.
B. The Total Arrival Average (TAA) Algorithm
Now we can describe TAA. If we set α = 1/k (k≥1) in the arrival rate prediction for period k, the rate demand estimation (2.1) will become the average rate of total arrival [3] :
Obviously, the estimation matrix is always admissible on each row due to the input transmission constraints but not necessarily admissible on columns. So we can divide the entries on the inadmissible columns by the column sums to get an admissible allocation, i.e., in the k-th period (k≥1), 1930-529X/07/$25.00 © 2007 IEEE
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where col_sum j (k) is defined in (2.4 ) and we let R i,j (0) = 0 for ease of use. The following theorem shows the efficiency of TAA. The proof is placed at Appendix.
Theorem 3.2:
The bandwidth regulator TAA is of 100% ideal throughput.  Note that the allocation result can not be directly applied in sBUX. In fact, in order to guarantee no cell loss, sBUX requires each rate to be the ratio of an integer and T [7] . So, we use a rounding procedure to convert the original allocation R to a qualified one. Each entry of R is multiplied by T and then rounded to the biggest integer no more than it, using the floor function ⋅. Then we get an integer matrix R' = (R' i,j ) = (T⋅R i,j ) with each line sum no more than T. Obviously, this operation may cause some bandwidth loss (no more than N / T for each row). So we add a boosting procedure after it to further utilize the bandwidth. It works as follows.
Step 1: When the integer allocation matrix R' is obtained, we calculate the bandwidth left for each row and column by , 1 _ '
Step 2: Calculate the demand left after the allocation by
Step 3: Modify the integer allocation by
Step 1 can be executed in O(N) time and Step 2 can be done concurrently in O(1) time. For Step 3, we can choose one diagonal of R' and boost the N entries on it in parallel. Then modify row_left and col_left, and go on for the next diagonal. Since R' has N disjoint diagonals, it will end within N iterations. Therefore the whole process will finish in O(N) time. Note that the choice of the initial diagonal is important since the earlier entries have more opportunity to increase. To be fair, we choose the start position in a round-robin way. Simulations in Section V reveal that this booster helps sBUX achieve higher throughput than the theoretical estimation (1−N / T).
IV. PROPORTIONAL SCALING ALLOCATION
Although TAA can guarantee high throughput under traffic satisfying SLLN, it may be insensitive to sudden traffic change in long time period. In this section, we present a new allocating approach based on the proportion scaling idea.
A. The PSA Algorithm
As mentioned in Section II, BPA is our earlier version of proportion scaling method. It can generate an admissible allocation in O(N) time but also leaves some bandwidth unused. Of course we can iteratively implement BPA to further exploit the excess bandwidth [7] , however the convergence to a doubly stochastic matrix (i.e., each row/column sum equals 1) is not guaranteed. Actually, we consider another scaling operation as follows. We first divide each entry by the row sum; then we calculate the column sums and divide each entry by the corresponding column sum. These two operations are denoted as row and column scaling respectively. In fact, if the initial matrix satisfies some week condition, row and column scaling in an interleaved and iterative way will make the matrix converge to a doubly stochastic matrix [17] :
Lemma 4.1: Let σ be a permutation of {1,2, …,N} and for an N×N matrix A = (A i,j ), the sequence A 1,σ(1) , A 2,σ(2) ,…, A N,σ(N) is called a diagonal of A. A positive matrix A will converge to a doubly stochastic matrix with the above iterative scaling operations if and only if A has at least one positive diagonal (i.e., all elements on the diagonal are positive).
 Based on the above observation, we propose the following bandwidth regulator PSA:
Step 1 Get the estimation matrix by (2.1) and let R = E (k);
Step 2 Repeat the following procedures C times:
Step 3 Convert R to being admissible by BPA in (2.2).
Obviously all rows or columns can be processed in parallel, so Step 2 needs O(C·N) time. In fact, the convergence is very fast in the above process [17] . And because of the rounding loss as we mentioned in section III, the difference between two and twenty iterations is negligible (see the simulation result in the next section). In practice, we suggest two iterations (i.e. C = 2) be adopted. So PSA can be done in O(N) time. This is quite a low time cost compared with the max-flow algorithm. In Section V, the performance of sBUX coupled with PSA is evaluated in a dynamic traffic pattern. Almost 100% throughput is achieved under different combinations of the parameters N and T.
B. Modification of PSA
We notice that although PSA can make the demand matrix to converge to a doubly stochastic matrix, it may distort the proportion relationship among the flows, especially in the case with insufficient work load. For example, if the demand estimation matrix is like the following form E (x and y are arbitrary positive numbers), the result of the convergence is always the form R:
It is not difficult to see that if the arrival rate is
and the estimation strategy is as we described in Section II, the allocation matrix always converges to R. Under this situation, input 1 will not receive enough service bandwidth (2/3 < 1), although the input traffic is admissible.
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V. SIMULATION
In this section, we evaluate the performance of sBUX coupled with our new bandwidth regulators under best-effort traffic. Simulations have been done with the following settings. The simulation length is 1,000,000 time slots and the switch size N varies from 8, 16, 32 to 64. The choice of T is crucial. While small period is beneficial to reduce the average switching delay, the hardware implementation places a lower bound on this length. Besides, long periods may result in relatively small rounding loss as we discussed in Section III. So we conduct the tests with different T, from 256, 512, 1024 to 2048, to thoroughly evaluate the performance. In addition, since the allocating algorithm needs time to execute, we set the allocation delay to be one period, i.e., we use information of periods (k−1) and k to acquire the rate matrix for period (k+1).
There are two parts of the simulation. In the first part, we evaluate the TAA algorithm under various Bernoulli traffic: uniform traffic (U) and three kinds of non-uniform traffic: diagonal (D), log-diagonal (L-D) and unbalanced (UB) [18] with parameter w = 0.2, 0.5 and 0.8. We always set the traffic load to be full and measure the throughput by the ratio of the total number of cells having traversed the switch fabric to the total number of cells having arrived at the switch input ports.
In Table I , T is fixed while N is varied from 8 to 64. Although the throughputs decrease when N becomes large, the differences are so small, no more than 0.01. Note by our analysis in Section III, the possible bandwidth loss can be as much as N/T, i.e. 0.0078 when T = 1024, N = 8 and 0.0625 when T = 1024, N = 64. The throughputs here are all above 0.99, better than theoretical estimation. This is possible due to the use of boosting procedure. In Table II , N is fixed and T varies. The throughputs increase when T becomes large. Again the difference is not obvious and the throughputs stay above 0.99 except for the case 0.989 when N = 32, T = 256 and the theoretical value is actually 0.875. It is not surprising that sBUX performs so well in Bernoulli traffic since TAA will make the allocated service rate to converge to the traffic rate.
The second part of the simulation is to study the performance of PSA under a complicated synthetic traffic pattern [7] . It is generated from three traditional traffic components: the uniform, the log-diagonal and the unbalanced traffic with w = 0.5. The whole 1,000,000 time slots of the simulation are divided into disjoint phases whose durations are random integers in [100, 2000] . In each phase, three random nonnegative coefficients (φ 1 ,φ 2 ,φ 3 ) corresponding to each traffic component are generated with φ 1 +φ 2 +φ 3 = 1 and then the synthetic traffic pattern for this phase is φ 1 U + φ 2 LD + φ 3 UB. Table III shows the throughputs under different N, T combinations. The iteration time of PSA is two. It is clear that the throughputs are all above 0.99. The differences which might be caused by rounding loss are negligible, no more than 0.005. This is also partly because we use a boosting procedure. Figure 3 shows the average switching delay under different work loads. We compare the performance of PSA and maxflow algorithm on sBUX. With the same estimation method (2.1), max-flow method becomes unstable when the load is raised above 85%, while PSA stays stable until the work load is very close to 100%. Even under lower load, the average delay for max-flow is much worse than that for PSA. We also notice that with either C = 2 or 20 the performances of PSA are almost identical. As we mentioned in Section IV, this can be explained by the fact that PSA often converges so fast that the difference between C = 2 and 20 is too small to be observed.
VI. CONCLUSION
Accompanied with the appearance of scalable and 100% throughput rate-based switches, the design of highly efficient bandwidth regulators becomes much more important. In this paper, we introduce the 100% ideal throughput measurement of the efficiency of the bandwidth regulator and then prove the algorithm TAA has got this property. This means the system will deliver 100% throughput if the rate-based scheduler can accurately execute the allocation result. Additionally, we also present an efficient algorithm PSA based on the matrix scaling technique. Simulations under synthetic traffic pattern show that PSA delivers almost 100% throughput and much lower average cell delay compared with the max-flow allocation. We think of our work as a first step towards designing and analyzing high performance bandwidth regulators. Further study is needed to deal with the rounding loss and make these algorithms more efficient and reliable for large scale switches. 
