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The separable state closest to a given entangled state in the relative entropy measure is called
the closest disentangled state. We provide an analytical formula connecting the entangled state and
the closest disentangled state in two qubits. Using this formula, when any disentangled state (σ)
located at the entangle-disentangle boundary is given, entangled states to which σ is closest can be
obtained analytically. Further, this formula naturally defines the direction normal to the boundary
surface. The direction is uniquely determined by σ in almost all cases.
PACS numbers: 03.67.-a, 03.65.Ud
Quantum entanglement is the most striking feature of
quantum mechanics. Several measures have been pro-
posed to quantify the amount of entanglement [1]. One
of the important measures is relative entropy of entan-
glement [2, 3], which is defined as
ER(̺) = min
σ∈D
S(̺||σ) = min
σ∈D
[
Tr̺ ln ̺− Tr̺ lnσ], (1)
where the minimization is performed over all density ma-
trices in the set of disentangled states (ln denotes the
natural logarithm throughout this paper). The states
achieving the minimum are called the closest disentan-
gled states. The efficient algorithm for the numerical
minimization has been proposed in [4]. However, the an-
alytical minimization is difficult in general, and the an-
alytical solutions only for several classes of states have
been shown so far.
In this paper, we provide an analytical formula con-
necting entangled states and the closest disentangled
state in two qubits. Using this formula, when any dis-
entangled state (σ) located at the entangle-disentangle
boundary is given, entangled states ̺ to which σ is clos-
est can be obtained analytically. Further, this formula
naturally defines the direction normal to the boundary
surface when relative entropy is regarded as the distant
measure. The direction is uniquely determined by σ in
almost all cases. The discussions in this paper are limited
to the case of two qubits.
The strategy of the minimization is based on the fol-
lowing fact: Any full rank density matrix can be trans-
formed into a unique Bell diagonal state by applying a
suitable local filtering operation [5, 6]. The explicit for-
mulation using the Lorentz matrices has been shown in
[5], and that using the Wootters basis [7] has been shown
in [6]. The entanglement manipulation by local filter-
ing on a single copy was originally considered in [8, 9].
Further, the connection between the Wootters basis and
Lewenstein-Sanpera decomposition [10] has been shown
in [11]. According to these results, any full rank density
matrix can be written as ̺= 1N (FA⊗FB)̺BD(F †A⊗F †B),
where N = Tr[(FA ⊗ FB)̺BD(F †A ⊗ F †B)] and ̺BD =∑3
i=0 pi|ei〉〈ei| is the Bell diagonal state. ̺BD can be
always chosen in a canonical form, in which p0 is max-
imum (p0 ≥ p1, p2, p3) and |ei〉 is a fixed set of Bell
basis, since suitable local unitary operations transform
any Bell diagonal state into the canonical form [12, 13].
On the other hand, ̺ can be always expressed using
the Wootters basis as ̺ =
∑3
i=0 λi|φi〉〈φi| [7], where
〈φi|φ˜j〉 = 〈φ˜i|φj〉 = δij defining the tilde operation as
|ψ˜〉=(σ2⊗σ2)|ψ∗〉. The Bell basis is one of the Wootters
basis by itself (adding a suitable global phase if neces-
sary), and hence |e˜i〉 = |ei〉. The concurrence of ̺ is
C=λ0 − λ1 − λ2 − λ3. Although the actual definition of
the concurrence is max(λ0−λ1−λ2−λ3, 0) [7], we define
it here such that C can take negative when ̺ is disentan-
gled. Further, we can put detFA = detFB = 1 without
loss of generality. In this choice, |φi〉 = (FA⊗FB)|ei〉
(using ATσ2A=(detA)σ2, it can be checked that |φi〉=
(FA⊗FB)|ei〉 satisfy 〈φi|φ˜j〉=δij) and λi=pi/N [5, 6].
Considering these facts carefully, the following struc-
ture of the Hilbert space is revealed: The total 15-
dimensional space is divided into subspaces in such a
way that only the states in the same subspace can be
transformed to each other by local filtering (we only
consider the full rank density matrices for the sake of
simplicity [5, 6]). Each subspace contains the canon-
ical Bell diagonal states having the same pi only (we
do not care about the exchange among p1, p2, and p3).
Therefore, the subspaces can be specified by three pa-
rameters (pi with
∑
pi = 1), and each subspace consti-
tutes a 12-dimensional manifold. Further, since C > 0
for entangled states and C ≤ 0 for disentangled states,
and the local filtering does not change the sign of C (see
Theorem 1 in [5]), we can define boundary subspaces, in
which all the states have just zero of C. The bound-
ary subspaces are specified by two parameters, and the
assemble of the boundary subspaces constitutes the 14-
dimensional boundary surface separating the region of
entangled states and disentangled states.
Then, we perform the minimization of S(̺||σ) sepa-
rately: First we obtain the extremal conditions by mini-
mizing within a fixed subspace, and second we obtain the
conditions to determine the boundary subspace contain-
ing the closest disentangled state. Finally we solve the
equations obtained. Hereafter, the entangled state and
the corresponding closest disentangled state is denoted
by ̺ and σ, respectively. Further, we first assume that
σ is full rank. The case of σ with lower rank will be
discussed in the last part of this paper.
2We have already performed the first step and obtained
the set of equations σ must satisfy [14]. We briefly
repeat the results here. The states obtained from σ
by local filtering belong to the same subspace as σ by
its definition. Let us consider Bob’s local filtering of
σ′= 1N (I⊗et~n·~σ/2)σ(I⊗et~n·~σ/2), where t is a real param-
eter and ~σ = (σ1, σ2, σ3) is the vector of Pauli matrices.
In order that S(̺||σ) is minimum, the linear coefficient
of t in the expansion of Tr̺ lnσ′ must be zero. As the
result, using ln(X + tY )=lnX + t
∫∞
0
1
X+zY
1
X+zdz + · · ·
we obtained
Tr(I ⊗ σi)Zσ +TrZ(I ⊗ σi)σ = 0 for i = 1, 2, 3 (2)
where
Z ≡
∫ ∞
0
1
σ + z
̺
1
σ + z
dz − I (3)
(Eq. (2) holds for i = 0 also, but we omitted it since
TrZσ=0 is obvious from Eq. (3)). In the same manner,
considering Bob’s local unitary transformation of σ′ =
(I ⊗ eit~n·~σ/2)σ(I ⊗ e−it~n·~σ/2), we obtained
Tr(I ⊗ σi)Zσ − TrZ(I ⊗ σi)σ = 0 for i = 1, 2, 3. (4)
From Eqs. (2) and (4), we have
Tr(I ⊗ σi)Zσ = 0, (5)
which is sufficient for TrZ(I ⊗ σi)σ = 0 since Z is Her-
mitian. Therefore, σ must satisfy Eqs. (5) and Alice’s
counterparts
Tr(σi ⊗ I)Zσ = 0. (6)
These are fundamental equations for the closest disen-
tangled state (and even for the closest positive partial
transposed states), because these equations must hold
in any multi-party systems and any higher dimensional
systems [14].
The second step is to obtain the conditions to deter-
mine the boundary subspace containing σ. The canonical
Bell diagonal state in the boundary subspace must have
zero of C = p0 − p1 − p2 − p3, but
∑
pi = 1 due to the
normalization. As the result, p0 must be 1/2 (this is also
obvious from the fact that the concurrence of the Bell
diagonal state is 2p0 − 1 [7, 15]). Therefore, σ, which
belongs to the boundary subspace, must be obtained by
local filtering from σBD=
1
2
|e0〉〈e0|+
∑3
i=1 pi|ei〉〈ei|, and
hence σ must be written as
σ =
1
N
(FA ⊗ FB)σBD(F †A ⊗ F †B)
=
1
2N
|φ0〉〈φ0|+
3∑
i=1
pi
N
|φi〉〈φi|, (7)
where N is again normalization, and the set of |φi〉’s is
the Wootters basis of σ.
Adopting this parameterization, to determine the sub-
space containing σ is equivalent to determine p1, p2,
and p3 under the constraint of p1 + p2 + p3 = 1/2 and
0≤ pi ≤ 1/2. However, we assumed that σ is full rank,
which ensures that the minimum of S(̺||σ) is achieved
at 0<pi<1/2. Therefore, we can simply minimize
f ≡ −Trρ lnσ + l(p1 + p2 + p3 − 1/2), (8)
with l being a Lagrange multiplier. Considering the small
change of pi (note that N also contains pi), we obtain
1
N
TrZ|φi〉〈φi| = l for i = 1, 2, 3. (9)
Further, multiplying pi on both side of the above equa-
tions and adding them, we find
3∑
i=1
pi
N
TrZ|φi〉〈φi| = TrZσ− 1
2N
TrZ|φ0〉〈φ0| = l
2
, (10)
and we finally obtain the extremal conditions as
〈φi|Z|φi〉+ 〈φ0|Z|φ0〉 = 0 for i = 1, 2, 3. (11)
There are three equations in the above, in spite that the
boundary subspaces are specified by two parameters as
mentioned before. This is because Eqs. (11) includes the
trace condition of Tr̺=Trσ.
Then, all equations of the extremal conditions are Eqs.
(5), (6), and (11) with p1 + p2 + p3 = 1/2 (and thus
λ0 − λ1 − λ2 − λ3=0). The total number of these equa-
tions is 16 including the normalization condition. These
must be solved for any given ̺ in order to obtain a true
closed formula for the closest disentangled state (and for
ER(̺)). However, since it is a hard problem unfortu-
nately, we follow the strategy in [16]. Namely, for any
given σ, we obtain the set of ̺ for which S(̺||σ) is min-
imum. We can obtain it in an analytical form as shown
below.
Let us assume that σ with C=0 is given. Here, we still
assume that σ is full rank. It is convenient to express σ
in two representations:
σ =
∑
ij
Λij |φi〉〈φj | =
∑
ij
Γij |i〉〈j|, (12)
where |φi〉’s and |i〉’s are the Wootters basis and eigen-
states of σ, respectively, and hence Λij = λiδij and
Γij = γiδij with γi’s being eigenvalues of σ. These
two basis sets are connected through a unitary matrix
as
√
λi|φi〉 =
∑
j V
∗
ij
√
γj |j〉 [7]. Since |φi〉’s are non-
orthogonal in general, it is also convenient to introduce
the matrices describing the non-orthogonality as follows:
Qij = 〈φi|φj〉, Πij = 〈φ˜i|φ˜j〉. (13)
Using the completeness of I =
∑
i |φi〉〈φ˜i| =
∑
i |φ˜i〉〈φi|
[11, 17] and I =
∑
ij Qij |φ˜i〉〈φ˜j | =
∑
ij Πij |φi〉〈φj |, it is
easy to check that Hermitian Q and Π satisfy QQT = I,
Π = Q∗, and QΠ=ΠQ=I. Further,
Γ = V †
√
ΛQ
√
ΛV = U
√
QΛ
√
QU †, (14)
3where we introduced the unitary U by the singular value
decomposition of U
√
Q
√
ΛV =
√
Γ. Then, we shall obtain
̺ in the same representation as σ. Namely, using |φi〉 and
|i〉 of σ,
̺ =
∑
ij
RΛij |φi〉〈φj | =
∑
ij
REij |i〉〈j|. (15)
Hereafter, the coefficient matrix in the Wootters ba-
sis and eigenstates is denoted by suffix Λ and E, re-
spectively. Two representations are connected through
RE=
√
ΓV †
√
ΛRΛ
√
ΛV
√
Γ=U
√
QRΛ
√
QU †.
Viewing the form of Eqs. (5), (6), and (11), it is found
that, when ̺ is a solution, ̺′ = x̺ + (1 − x)σ is also
a solution, since Z → xZ for ̺→ x̺ + (1 − x)σ. This
implies that the normalization of Z can be taken as a
free parameter, and we express Z as
〈i|Z|j〉 =
∫ ∞
0
1
γi + z
REij
1
γj + z
dz − δij ≡ xWEij . (16)
Then, we have xWE = [RE ◦ Gˆ] − I, where A◦B is the
Hadamard product defined as [A ◦ B]ij =AijBij , Gˆij =
1/Gij , and
Gij ≡
{
γi for γi=γj
γi−γj
ln γi−ln γj
for γi 6=γj . (17)
By inverting the above (we can safely invert since Gij>0
by γi>0), we have
RE = Γ+ x[WE ◦G], (18)
and therefore the problem is reduced to find WE satisfy-
ing the set of all extremal conditions.
For this purpose, it is convenient to express Z in the
|φ˜i〉 basis as Z =
∑
xWij |φ˜i〉〈φ˜j |. Then, the extremal
conditions of Eqs. (11) become quite simple:
Wii = −W00 for i = 1, 2, 3. (19)
Since the normalization of W was absorbed in x, we
adopt W00 = 1 and the diagonal elements of W are de-
termined to be {1,−1,−1,−1}. The remaining extremal
conditions are Eqs. (5) and (6), those are

∑
lm
〈φl|I ⊗ σi|φ˜m〉Wmlλl = 0
∑
lm
〈φl|σi ⊗ I|φ˜m〉Wmlλl = 0.
(20)
On the other hand, by virtue of F †AF˜A = F
†
Aσ2F
∗
Aσ2 = I
[5, 6, 17] (we put detFA=detFB=1), we find
〈φl|I ⊗ σi|φ˜l〉 = 〈el|F †AF˜A ⊗ F †BσiF˜B|e˜l〉
= Tr(I ⊗ F †BσiF˜B)|el〉〈el|
=
1
2
Trσiσ2F
∗
Bσ2F
†
B =
1
2
Trσi = 0,
and therefore, Eqs. (20) are the set of linear equations
only for the off-diagonal elements of W . As the result,
Wm 6=l=0 obviously satisfy Eqs. (20). After all,
W = diag{1,−1,−1,−1} (21)
is a solution of all extremal conditions. Since WE =
U
√
ΠW
√
ΠU †, we finally obtain a relation between ̺ and
σ in an analytical form as
RE = Γ+ x∆E
∆E =
[
(U
√
ΠW
√
ΠU †) ◦G] (22)
with G by Eq. (17), W by Eq. (21), and Π by Eq. (13).
It should be noted that the phases in U , as well as V ,
should be chosen so that 〈φi|φ˜j〉= δij . In order to avoid
the complication, it is convenient to express it in the
Wootters basis, that is
RΛ = Λ+ x∆Λ
∆Λ =
√
ΠU †
[
(U
√
ΠW
√
ΠU †) ◦G]U√Π. (23)
In this expression, any U satisfying U
√
QΛ
√
QU † = Γ
can be used safely. From the relation, it can be seen
that the non-orthogonality of the Wootters basis plays
an important role.
The trace of the matrix δ=
∑
ij ∆
E
ij |i〉〈j| is confirmed
to be zero as
Tr∆E =
∑
i
[U
√
ΠW
√
ΠU †]iiγi = TrU
√
ΠW
√
ΠU †Γ
= TrWΛ = λ0 − λ1 − λ2 − λ3 = 0, (24)
and δ obviously plays the role of the direction normal to
the boundary surface at the position of σ, when S(̺||σ) is
regarded as the distant measure between states. Which
side does the entangled region spread? For an infinitesi-
mally small |x|, by treating ∆Λ as the perturbation, the
diagonal elements of ∆Λ contribute to the concurrence of
̺ in the lowest order of |x|, and then
C(̺) ∼ x∆C
∆C = Tr∆ΛW =
∑
ij
∣∣[U√ΠW√ΠU †]
ij
∣∣2Gij > 0,
since Gij > 0 and U
√
ΠW
√
ΠU † is not zero operator
(it is invertible). Therefore, the entangled region always
spreads in x>0. When σ is full rank, we can always find
the positive ̺ for some infinitesimally small |x|. This
implies that there are both entangled states and disen-
tangled states in the vicinity of σ. Therefore, the full
rank σ with C=0 is the true boundary state separating
the entangled and disentangled region. Further, ER(̺)
for |x|≪1 is also calculated as
S(̺||σ) ∼ xTr(Z + I)δ = x2TrW∆Λ = x2∆C. (25)
It is important to note that there are entangled states
satisfying Eqs. (5), (6), and (11) for which σ is not opti-
mal. However, the solution we obtained are not the case:
σ is indeed optimal for ̺=σ + xδ with any x≥ 0. This
can be proven as follows. The equations we solved take
into account any small deviation from σ along the bound-
ary surface, and the solutions are ensured to be extremal
along any path on the boundary. This extremeness does
not immediately imply the global minimum of S(̺||σ)
among the all disentangled states by itself. However, for
4our solution, S(̺||σ + xδ) > S(̺||σ) holds for x < 0 (in
the vicinity of σ), and hence the relative entropy inside
the boundary is larger than that on the boundary. In
this situation, considering the semi-continuity and con-
vexity of the relative entropy [18], it can be shown that
the extremeness along the boundary must be local min-
imum among the disentangled states around σ, and it
must be global minimum [3]. Further, the assumption
we first made that ̺ has σ of full rank is also justified in
the same reason.
It should be noted further about the uniqueness of W .
(if it is not unique, there might exist entangled states
other than those we obtained, for which σ is optimal).
Since W is Hermitian, the number of real parameters of
the off-diagonal elements is 12, and the number of lin-
ear Eqs. (20) is also 12. Therefore, Eq. (21) is a unique
solution unless some of Eqs. (20) are dependent to each
other. We have numerically generated random σ’s and
confirmed that Eqs. (20) are always independent. How-
ever, such Monte Carlo type calculations cannot pick up
the states of measure zero, such as those having some
special symmetry, and the other solutions ̺ have not
been completely excluded. Further, it is an open ques-
tion whether the solution we obtained is enough to ex-
press whole entangled states (does σ + |x|δ span whole
entangled states, when σ moves on the boundary?)
In so far, we solely discussed the case that σ is full rank.
In the case of σ with a lower rank (denoted by σL), let us
consider a sequence constituted by all full rank σn’s con-
verging as σn→σL. We can always find such sequences
because there always exist full rank boundary states in
the vicinity of σL (if λk of σL is zero, adding infinitesi-
mally small portion of |φk〉〈φk| to σL). In this sequence,
̺n obtained from Eq. (22) also converge as ̺n → ̺∞
(since Gij is non-singular). Then, the continuity of the
relative entropy of entanglement shown in [19] ensures
that ER(̺∞) = S(̺∞||σL), and σL is one of the closest
disentangled states of ̺∞. After all, Eq. (22) must hold
under such limiting sequences even for low rank σL.
Finally, we show some simple examples of Eq. (23).
The Wootters basis can be easily constructed by |φi〉=
(FA⊗FB)|ei〉. For FA=FB=I, σ becomes a Bell diagonal
state, and |φi〉= |ei〉 constitute the orthogonal set. Then,
Q=Π=U=I and Γ=Λ, and we obtain
∆Λ = diag
{
1/2,−λ1,−λ2,−λ3
}
RΛ = diag
{1 + x
2
, (1− x)λ1, (1 − x)λ2, (1− x)λ3
}
.
For the choice of FA=FB=diag{t, 1/t}, |e0〉= i|φ+〉, and
|el〉=(I⊗σl)|φ+〉, where |φ+〉=(00〉+ |11〉)/
√
2, we have
Q = Π∗ =
1
2


t4 + 1/t4 −it4 + i/t4
1
1
it4 − i/t4 t4 + 1/t4

 , (26)
and the limiting sequence of λ1 = λ2 → 0 and λ3 → λ0
gives Γ = λ0diag{t4, 0, 0, 1/t4}, and
∆Λ ∝ diag{1, 0, 0,−1}
RΛ = diag
{
1 + x′, 0, 0, 1− x′}. (27)
These examples reproduce the correct relation between
Bell diagonal ̺ and σ [2], and between pure state and its
closest disentangled state of rank 2 [3], respectively.
In summary, we provided an analytical formula con-
necting σ and ̺ in two qubits [Eq. (22)]. Using this
formula, when σ with C=0 is given, ̺ for which S(̺||σ)
is minimum can be obtained analytically. Further, this
formula naturally defines the vector (δ) normal to the
entangle-disentangle boundary surface. The normal vec-
tor is uniquely determined by σ in almost all cases.
This work was supported by CREST, Japan Science
and Technology Corporation (JST).
[1] M. Horodecki, Quant. Inf. Comp. 1, 3 (2001).
[2] V. Vedral, M. B. Plenio, M. A. Rippin, and P. L. Knight,
Phys. Rev. Lett. 78, 2275 (1997).
[3] V. Vedral and M. B. Plenio, Phys. Rev. A 57, 1619
(1998).
[4] J. R˘eha´c˘ek and Z. Hradil, Phys. Rev. Lett. 90, 127904-1
(2003).
[5] F. Verstraete, J. Dehaene, and B. DeMoor, Phys. Rev. A
64, 010101 (2001).
[6] L.-X. Cen, N.-J. Wu, F.-H. Yang, and J.-H. An, Phys.
Rev. A 65, 52318 (2002).
[7] W. K. Wootters, Phys. Rev. Lett. 80, 2245 (1998).
[8] N. Linden, S. Massar, and S. Popescu, Phys. Rev. Lett.
81, 3279 (1998).
[9] A. Kent, N. Linden, and S. Massar, Phys. Rev. Lett. 83,
2656 (1999).
[10] M. Lewenstein and A. Sanpera, Phys. Rev. Lett. 80, 2261
(1998).
[11] S. Akhtarshenas and M. Jafarizadeh, quant-ph/0211051.
[12] Any Bell diagonal states can be transformed to the
canonical Hilbert-Schmidt form where |e0〉= i|φ
+〉, and
|el〉= (I ⊗ σl)|φ
+〉 [13]. Then, I ⊗ σi can transform |ei〉
to |e0〉 (the other bases are simply exchanged).
[13] R. Horodecki and M. Horodecki, Phys. Rev. A 54, 1838
(1996).
[14] S. Ishizaka, J. Phys. A: Math. Gen. 35, 8075 (2002).
[15] C. H. Bennett, D. P. DiVincenzo, J. A. Smolin, andW. K.
Wootters, Phys. Rev. A 54, 3824 (1996).
[16] E. M. Rains, Phys. Rev. A 60, 179 (1999).
[17] L.-X. Cen and X.-Q. Li, and Y. Yan, quant-ph/0212152.
[18] M. Ohya and D. Petz, Quantum Entropy and Its Use
(Springer-Verlag, 1993).
[19] M. J. Donald and M. Horodecki, Phys. Lett. A 264, 257
(1999).
