ABSTRACT. We consider generalized Dedekind sums in dimension n, for fixed n-tuple of natural numbers, defined as sum of products of values of periodic Bernoulli functions. This includes the higher dimensional Dedekind sums of Zagier and Apostol-Carlitz' generalized Dedekind sums as well as the original Dedekind sums. These are realized as coefficients of Todd series of lattice cones and satisfy reciprocity law from the cocycle property of Todd series. Using iterated residue formula, we compute the coefficient of the decomposition of of the Todd series corresponding to a nonsingular decomposition of the lattice cone defining the Dedekind sums. We associate a Laurent polynomial which is added to generalized Dedekind sums of fixed index to make their denominators bounded. We give explicitly the denominator in terms of Bernoulli numbers. This generalizes the role played by the rational function given by the difference of the Rademacher function and the classical Dedekind sums. We associate an exponential sum to the generalized Dedekind sums using the integrality of the generalized Rademacher function. We show that this exponential sum has a nontrivial bound that is sufficient to fulfill Weyl's equidistribution criterion and thus the fractional part of the generalized Dedekind sums are equidistributed. As an example, for a 3 dimensional case and Zagier's higher dimensional generalization of Dedekind sums, we compute the Laurent polynomials associated.
Since η(τ) is the 24th root of the modular discriminant ∆(τ) which is a cusp form of weight 12, it is easy to see that φ(A) is valued in 1 12 . In other words, the Rademacher's φ-function measures the failure of η(τ) being a modular form of weight 1/2 and Dedekind sum is the transcendental part of the Rademacher's φ-function.
η(τ) has many applications in diverse disciplines of mathematics such as mathematica physics, arithmetic, geometry and low dimensional topology (eg. [3] , [19] , [20] , [24] , [27] , [31] , [33] ). Dedekind sums and Rademacher's φ-function appear almost in the same way. Actually, many nontrivial properties of Dedekind sums are explained in terms of Rademacher's φ-function.
It is our motivation that partial zeta values of totally real fields at nonpositive integers have expression involving Dedekind sums and their generalization. The partial zeta function of an ideal b of a number field K is defined as
where a runs over integral ideals equivalent to b. It is well-known that this function has a meromorphic continuation to entire complex plane admitting only a simple pole at s = 1. The partial zeta function of an ideal is invariant in the class. The sum of the partial zeta functions over the class group of a number field is the Dedekind zeta function. For totally real fields, it is a celebrated theorem of Klingen-Siegel ( [33] ) that the values ζ(1 − n, b) for an ideal b of a totally real field K is a rational. Let us first restrict our interest on real quadratic fields. An ideal b can be chosen in its class in such a way that b −1 = [1, ω] , where ω is reduced element in the sense of Gauss(i.e. ω > 1 and 0 < ω ′ < 1. Here ω ′ denotes the conjugate of ω.). Equivalently, ω has purely periodic negative continued fraction expansion: is the matrix representing the multiplication by the totally positive fundamental unit ε w.r.t. the basis [1, ω] . Meyer's theorem is obtained directly by evaluating s(a, c) using the reciprocity law of Dedekind sums. Since Dedekind sum is highly nonintegral, it is not apparent to deduce the integrality from Siegel's theorem unlike Meyer's. Actually, fractional part of Dedekind sums are equidistributed on the unit interval(cf. [23] , [26] , [38] ).
However, if one notices that Siegel's theorem reads simply from (1) ζ(0, b) = −φ a b c d , then the integrality follows trivially from that of the φ-function.
Generalization of Dedekind sums in higher degree.
Dedekind sums have generalization by taking periodic Bernoulli functionB i (x) of higher degree instead of ((x)) =B 1 (x). For i, j ≥ 1 and a, c relatively prime, we define These sums are introduced through works of Apostol and Carlitz in study of modular transformation of certain Lambert series(cf. [1] , [8] ). Clearly, these sums are rational. i + j is called the weight of s i j (a, c).
It is not difficult to see that these sums survive only if the weight is even(Prop.3.4. See also Cor. 4 
.2. of [23]).
For an ideal b of a real quadratic field, Siegel gives an explicit formula of ζ(1 − n, b) for n ∈ in terms of the higher degree generalization of Dedekind sums of weight 2n in [33] . Thus the rationality of ζ(1 − n, b) is achieved automatically from that of Dedekind sums. What about the integrality? Again the integrality is not clear at all from Siegel's formula. However there is still similar integrality result that the denominator of ζ(−n, b) is given independently of b investigated through works of many authors(cf. [10] , [13] , [22] , [17] , [36] , [41] ).
For example, one can check directly the integrality from the following formula of Zagier( This is done by nonsingular decomposition of Shintani cone of the ideal and by explicitly writing the generalized Dedekind sums. Later in this article, we emphasize that this is again the consequence of relating a higher degree analogue of the Rademacher's φ-function to generalized Dedekind sums. It is worth to note that the same reasoning explains the fractional part of R i+ j q i+ j−2 s i j (a, c) is equidistributed for some integer R i+ j determined by the weight( [23] ).
1.3. Cocycle property. These explicit formulae are all involving the terms of continued fraction of a reduced element representing the ideal. The classical Dedekind sum and the Rademacher's φ-function can be recovered from the area cocycle or the signature cocycle(eg. [2] , [24] , [31] ). These are cocycles defined for SL 2 ( ) and a continued fraction can be taken as sequence of SL 2 ( ) moves. A continued fraction is a particular nonsingular decomposition of a lattice cone in Λ = 2 . A lattice cone corresponds to a 1-simplex in 2 , whose 0-faces are primitive lattice vectors. So it is natural to reconstruct the reciprocity and other properties of classical and generalized Dedekind sums from the cocycle property over singular complex consisting of lattice cones in 2 . Since the slope of a lattice vector corresponds to a cusp of h the upper-half plane, one can consider these cocycles defined for modular symbols of Manin([25] ) and Stevens([36] ). Similar approaches are taken in papers by Solomon and Sczech thru diverse context( [35] , [31] ). The singular cocycle is obtained by assigning Todd power series in 2 variables to a lattice cone. It is a 2-variable generalization of the classical Todd series which generate the Bernoulli numbers (up to sign):
Replacing z with ∂ z , one obtains a differential operator of infinite order which gives the Euler-Mclaurin summation formula. For lattice cones, Todd series is generalized to have several variables where the number corresponds to the rank of the lattice, in such a way to yield the EulerMaclaurin formula for a lattice polytope in higher dimension in effort to count the number of geometric quantizations. The definition we follow appears in a paper by Brion and Vergne( [7] ). To be precise, we refer the reader to Sec.2. Then the following assignment is a (n − 1)-cocycle:
The cocycle condition is nothing but additivity w.r.t. barycentric decomposition of lattice cones(See [29] ). For 2-dimensional cones, barycentric decomposition coincides with concatenation of two lattice cones sharing a ray. The Todd series in 2 variables generates the Dedekind sums of higher degree as well as the classical ones. If σ is equivalent to the cone generated by (1, 0) and (p, q) by change of basis of 2 (indeed, any two dimensional lattice cone can be made so),
In this context, the classical reciprocity formula for swapping a and c is nothing but writing down the cocycle condition for the decomposition of the 1st quadrant as lattice cone generated by (1, 0) and (0, 1) into two by putting the lattice vector (a, c). 
is equidistributed in I × I using similar method as Vardi. They identify exponential sum of Dedekind sums with (generalized) Kloosterman sums, which has a sufficiently good bound of Weil type thanks to a work of Selberg([32] ). This fulfills the Weyl's criterion for equidistribution. In particular, for κ = 12, it is easily done by the integrality of the Rademacher's φ-function. From
we have identified the exponential sum of Dedekind sums with the Kloosterman sum:
We emphasize that this has the same origin as the previously mentioned integrality result of the partial zeta values at s = 0 of Meyer. Here κ = 12 turns out to be the universal denominator of partial zeta values of ideals of real quadratic fields for s = −1.
In a recent work of Jun-Lee( [23] ), they extend the universal denominator to Dedekind sums generalized to higher degree. Namely, for even integer N = i + j the weight of generalized Dedekind sums, there exists a certain integer R N determined by N such that
Here a ′ is a multiplicative inverse of a modulo c. α N , r N are integers given by N . A representative of a ′ in uniquely determines another integer b such that aa ′ − bc = 1. One may take the formula (6) as definition of φ i j (A): "higher degree generalization of the Rademacher's φ-function" for A = a b c d ∈ SL 2 ( ). Again we have a formula analogous to (4) and can associate an exponential sum similar to the Kloosterman sum to higher degree Dedekind sums as follows:
Thanks to work of Denef and Loeser on the weight of the ℓ-adic cohomology giving the exponential sum( [14] ), this sort of exponential sum shas good Weil bound. Again the equidistribution in [0, 1) of the fractional part of R N c N −1 s(a, c) turns out to be a consequence of the integrality as (6).
1.5. Higher dimensional generalization. In this paper we are interested in higher dimensional generalization of Dedekind sums as well as the higher degree generalization, aiming to study partial zeta values of totally real fields. We will investigate the relevant integrality as we see from the coefficients of Todd series in 2 variables. Recently, in [9] , similar line of integrality is investigated by Charollois and Dasgupta: they show the integrality of ℓ-smoothed version of higher dimensional Dedekind sums on the way to showing that of ℓ-smoothed partial zeta values at negative integers for totally real number fields.
Higher dimensional Dedekind sums arised first in topological situation. The following cotangent sum associated to a lattice vector (p 1 , . . . , p n−1 , q) such that (p i , q) = 1 for i = 1, 2, . . . , n − 1:
appear as the defect of Hirzebruch's signature formula for a manifold with a finite group action on it(cf. [19] , [4] ). This trigonometric sum is called higher dimensional Dedekind sum by Zagier([40] ). For even n, the rationality is obvious. Also this sum vanishes for n odd due to oddity of cotangent function. Their arithmetic properties especially the bound for denominators are studied in detail in loc. cit.. If n = 2, this sum is identified with the classical Dedekind sum here in the following way:
Using the periodic Bernoulli functionB 1 (x) = ((x)), we can relate cotangent sums to higher dimensional generalization of Dedekind sums as defined below:
The subscript 1, 1, . . . , 1 will be justified soon below. ReplacingB 1 (x) withB i (x), we define its higher degree generalization. Generalized Dedekind sums in higher dimension are defined as follows:
These sums are recovered as coefficient of the Todd series of a lattice cone in higher dimension. For precise definition, we refer the reader to §2. The lattice cone is given by e 1 , . . . , e n−1 , (p 1 , . . . , p n−1 , q). Let us denote by Todd (q;p 1 ,...,p n−1 ) (x 1 , . . . , x n ) the corresponding Todd series:
If some i k = 1, this should be corrected by generalized Dedekind sums in lower dimension(See Thm.3.5). Again their reciprocity law(eg. [15] , [40] ) is a consequence of the cocycle property of the Todd series.
1.6. Main result. The main result in this paper is to find the fractional part of the generalized Dedekind sums in higher dimension so that we have analogue of the Rademacher's function in full generality. We obtain a formula of the form of (6) relevant to s i 1 ,...,i n (q; p 1 , . . . , p n−1 ). As earlier, it is given as the difference of generalized Dedekind sum and a certain rational function. The difference turns out to have bounded denominator depending not on the argument but on the weight only as we see 12 from the classical Dedekind sums and the Rademacher's φ-function. We are going to compute explicit bound for the denominator of the difference for the generalized Dedekind sums of arbitrary index. Namely, the denominator d N is given by the formula:
Then d N fits into our main theorem: 
is an integer and we have (11) dq Basically, our method is pretty the same as in [23] beside some nontriviality arising in dealing with higher dimension. We identify the generalized Dedekind sums in higher dimension as coefficient of the Todd series of a lattice cone in a 'normal form'(See Sec.3). Then we make explicit computation of the Todd series for a nonsingular decomposition of the cone using its cocycle property. The normalized Todd series has poles along the hyperplanes generated by the facets. While we decompose the cone, the normalized Todd series written for the decomposition acquires new poles supported on the hyperplanes generated by inner facets of the decomposition. These poles are 'removable singularities' and will cancel themselves. The contribution of the inner cones to the generalized Dedekind sum is trivial by mod q reduction. Explicit value is obtained by computing the coefficient of the monomial of each normalized Todd series of the boundary cones of nonsingular decomposition. As we are dealing with higher dimension, unlike to 1-variable case, we don't have well-defined notion of residue at a point. But in this case, we have to replace the point with Parshin point given by fixing the order of the coordinate hyperplanes(cf. [5, 28, 37] ). The 'iterated coefficient' does not depend on this choice of Parshin point as the Todd series is meromorphic with poles along the coordinate hyperplanes. As we are taking the residue modulo q, the validity of iterated residue for rational functions with general commutative ring coefficient need to be discussed in App. B. In this way, we will prove the main theorem.
As a corollary of the main theorem, we associate an exponential sum of certain Laurent polynomial to the generalized Dedekind sums in higher dimension. The main theorem is rephrased as
where
This enables us to check the equidistribution of the left hand side by estimating the exponential sum of the right hand side. Again it is the dimension that makes the estimate nontrivial. We need to estimate the exponential sum of the Laurent polynomial obtained above, which we denote by K( f , q):
For n = 2, when we find the Kloosterman sum and its generalizations, we could apply the purity theorem of Denef-Loeser( [14] , see also [23] ).
The crucial part of applying Denef-Loeser is the nondegeneracy of the Newton polytope at infinity associated to the Laurent polynomial, which turns out to be highly nontrivial condition to check in higher dimension. Nonetheless, we have a crude estimate that is far bigger than the best possible(Prop.6.4):
This estimate relies on the condition (H) above Thm.6.2. By (H), the nondegeneracy condition is replaced with much milder one but checkable at a glance of the Newton polytope. Namely, the condition (H) is the nondegeneracy of [14] in codimension 1 for certain variable. Fortunately, this bound turns out to be sufficient to fullfil the Weyl's equidistribution criterion for generalized Dedekind sums in higher dimension(Thm.6.2):
Here,
As the Laurent polynomial f r 1 ,...,r n (p 1 , . . . , p n ) associated to (12) dq
fulfils the condition (H), a priori, the equidistribution theorem (Thm.6.3) is obtained. A particular case tells that the Zagier-Dedekind sums of (9), if nontrivial, after multiplication of some integer, are equidistributed in the unit interval when we take the fractional part.
This paper is composed as follows: The definition of Todd series of lattice cones and the formulation of Todd cocycle are given in §2. A precise relation between coefficients of Todd series and generalized Dedekind sums are given in §3, which will be used in the subsequent sections to deduce properties of latter inductively from those of former. The integrality of Todd coefficients and generalized Dedekind sums are shown in §4. A formula for reduction mod q of generalized Dedekind sums is given in §5. In §6, we prove the equidistribution of fractional parts of generalized Dedekind sums by estimating the exponential sum of associated Laurent polynomial. Finally, in §7 we write explicitly the Laurent polynomials for two cases: a case of generalized Dedekind sums in 3-dimension and Dedekind-Zagier sums.
• 〈t〉 := t − [t], the fractional part of t.
, P C for a lattice cone C ( §2.1).
• s r 1 ,r 2 ,··· ,r n (q; p 1 , p 2 , · · · , p n−1 ) : generalized Dedekind sum (Def.1.1).
• t r 1 ,r 2 ,··· ,r n (q;
• Todd C (x 1 , . . . , x n ) : Todd series of a cone C ⊂ n (Eq. (14)).
• Todd N C (x 1 , . . . , x n ) : the homogeneous part of total degree N of the above.
• Todd(x 1 , . . . , x n ), Todd N (x 1 , . . . , x n ) : the above two objects corresponding to a nonsingular lattice cone (Eq. (15), (16)).
: the homogeneous part of total degree N − n of the above.
• T (C), S(C) : functions given by (normalized) Todd series (Def.2.3).
• T N (C), S N (C) : their homogeneous part of total degree N and (22)).
• ( ) B : Let f is a rational function on a vector space V . For an ordered basis B of V , f B denotes the rational function given in coordinates with respect to B.
• Bernoulli numbers B k are fixed by the generating function
• Bernoulli polynomials are defined by the generating function
is a polynomial of degree k and B n (0) = B n .
• The k-th periodic Bernoulli function B k (t) for k ≥ 0 is defined to be a function on of period 1 by putting the values on [0, 1) as
2. TODD SERIES 2.1. Lattice cones. Consider the standard lattice n in n . We will introduce the notion of lattice cones with simplicial structure. A msimplicial lattice cone is an ordered m-tuple (v 1 , v 2 , . . . , v m ) of primitive lattice vectors in n such that the convex hull of {v 1 , . . . , v m } does not contain the origin. We denote the simplicial cone of
. Since we will deal only with lattice cones in this paper, we often abbreviate lattice cones to cones. Nonetheless, note that many of definitions below apply to general cones which are not necessarily lattice cones. The underlying topological space of
Note that |C| is a manifold with corner and |C| does not determine C. The i-th face of C is the (m − 1)-simplicial cone
cone is necessarily degenerate by dimension reason. We have an obvious action of g ∈ GL n ( ) on the set of lattice cones, by
. . , v n ) be a nondegenerate n-simplicial lattice cone. We define following objects corresponding to C.
v i of n and the quotient group
• The fundamental parallelepiped P C of the torus n /Λ C :
In this notation, a simple cone is said to be nonsingular if | det(M C )| = 1 or equivalently Λ C = n . Note that nonsingularity is preserved and the characters χ
If there appears only a single simple cone C, we will often abbreviate
and Γ C to M , Λ, χ i and Γ, respectively.
Chain complex of lattice cones.
Let k be the free abelian group of lattice cones generated by k-simplicial cones in n . By a k-dimensional lattice cone, we mean an element of k . The set of lattice cones make chain complex with obvious boundary operation. Namely, for a m-
The boundary operation extends to
Let A be an abelian group. As in a standard text in algebraic topology, by a k-cocycle of simplicial cones with values in A, we mean an additive functional Φ : k → A, which vanishes on boundaries (i.e. Φ| ∂ ( k+1 ) = 0).
A subdivision of a k-simplicial cone C by a primitive lattice vector v means the following k-chain:
Here (C, v) means a (k +1)-simplicial lattice cone generated by the basis of C and v. Thus Φ being a cocycle is equivalent to saying that
It is well known that a nondegenerate n-simplicial lattice cone C admits a subdivision into sum of nonsingular lattice cones. In other words, applying the above procedure consecutively, we can express C in n as a linear combination of nonsingular cones modulo ∂ ( n+1 ). We remark that this notion is more general than the usual set theoretic subdivision. A standard procedure to obtain such a (set theoretic) subdivision is explained in [16] : If C is singular (i.e. if | det(M C )| > 1), then the fundamental parallelepiped P C contains a nonzero (primitive) lattice vector.
Subdividing C using this vector, we obtain cones with smaller determinants. We repeat this until individual cones have smallest possible size.
2.3. Dual cones. For a nondegenerate lattice cone C = Cone(v 1 , . . . , v n ) in n , let us define its dual lattice coneČ = Cone(u 1 , . . . , u n ) lying in Hom( n , ) ≃ n . Geometrically, u i is given as the primitive inward normal vector to the i-th face C(i) = Cone(v 1 , . . . ,v i , . . . , v n ). We will write the dual vectors u i as row vectors in n , and similarly we define the matrix MČ ofČ as the (n × n)-matrix whose i-th row is u i . It can be written as a product of a diagonal matrix with positive diagonal entries and M 
. . .
u n = (0, 0, 0, . . . , 0, 1). (14) should be viewed as coordinates with respect to {v 1 , · · · , v n }(See §2.5 below). For a degenerate cone C, Todd C (x 1 , . . . , x n ) is set to be 0.
Todd series. Let
The Todd series is invariant under GL n ( )-action on cones due to the invariance of the characters of the cone. In particular, the Todd series of nonsingular lattice cones in n are all equal to the Todd power series in n variables:
where the second summation is over
(See NO-TATIONS).
Since the summation of the values of χ C i has galois invariance, it is easy to see that the Taylor series of Todd C has coefficients in .
. In the following section, we will see that Ö (C) is closely related to the higher dimensional generalized Dedekind sums.
For a nonnegative integer N , let Todd
be the homogeneous part of the total degree N of Todd C (x 1 , . . . , x n ). It is called the N -th Todd polynomial of C. It is the partial sum over |Ö| = N of the above sum and is given by
Definition 2.2. The normalized Todd series of an n-simplicial lattice cone C in
n is the meromorphic function around 0
in n with poles along the coordinate hyperplanes.
To deal with Todd series for various cones in V = n simultaneously, it is necessary to view T C (x 1 , · · · , x n ) and S C (x 1 , · · · , x n ) as functions on V (or on V ⊗ ) by taking variables x 1 , x 2 , · · · , x n in the above definition as coordinates on V with respect to the ordered basis {v 1 
Let us denote these functions by T (C) and S(C), respectively:
For a nonnegative integer N , the homogeneous polynomial T N (C) and the homogeneous rational function S N (C) on V are defined similarly.
Remark 2.4. Let y 1 , y 2 , · · · , y n be coordinates with respect to the standard basis of V . Then the function S(C) is given by S C
The following proposition, which we call "the cocycle property of Todd series", is a restatement of [29, Thm.3] in frame of this article. 
DEDEKIND SUMS AND TODD COEFFIENTS
Let (q; p 1 , · · · , p n−1 ) ∈ I n (See NOTATIONS). Consider the cone C = C(q; p 1 , · · · , p n−1 ) and its dual lattice coneČ = Cone(u 1 , . . . , u n ) as given in Example 2.1. Recall the generators of C are v i = e i for i = 1, . . . , n − 1 and v n = (p 1 , p 2 , . . . , p n−1 , q). In this case, we have u i = qv * i
. We would like to identify the coefficient of the Todd series of C using generalized Dedekind sums. Expanding the denominators in (14), we have (17)
This series converges absolutely for totally positive (x 1 , . . . , x n ), but can be continued analytically to a neighborhood of 0, since the Todd series itself is analytic at 0.
ℓ n is again a character on Γ C . Let us denote this character by χ ℓ 1 ...ℓ n . As χ i (m) = exp 2πi〈m,
In the summation over m ∈ Γ C in (17), we will use a common trick of exponential sums:
Note χ ℓ 1 ,...,ℓ n is trivial if and only if
is a lattice vector in n .
Since we have
by summing over m ∈ Γ C first in (17), we may rewrite Todd C as summation over the lattice points inside C ∨ : The right hand side of (18) is defined for (x 1 , . . . ,
and is analytically continued to a neighborhood of 0. Any lattice point u ∈ |Č| ∩ n can be written uniquely as u = w + i 1 u 1 + · · · + i n u n with w ∈ PČ ∩ n and i 1 , · · · , i n ∈ ≥o . The set of lattice points in the fundamental parallelepiped for ΛČ is given by
and we can write the right hand side of (18) as
where (x)(z) denotes the generating function of Bernoulli polynomials given by (13) . Expanding the above further using Bernoulli polynomials, we obtain another expression of the Todd series
whose coefficients are very closed to the generalized Dedekind sums.
Here, = ( j 1 , . . . , j n ).
and (q; p 1 , · · · , p n−1 ) ∈ I n , we define the Todd coefficient by
Thus the Todd series of C is written as (14) of Todd series as
. By expanding the product in (14), we see that the odd part of Todd C is the sum of
with k odd and Proof. We will use induction on n. Cor.4.2 in [23] is the case when n = 2. In Def.1.1, s j 1 ,..., j n (q; p 1 , p 2 , . . . , p n−1 ) is defined as a summation over the set K of (n − 1)-tuples of non-negative integers less than q.
We claim that the partial sum (of the sum in Def.1.1) over each
The j-th periodic Bernoulli function B j (x) is even (odd, respectively) if j is even (odd, respectively). Hence in the summation over K( ), the terms corresponding to (k 1 , · · · , k n−1 ) and (q − k 1 , · · · , q − k n−1 ) cancel each other. Suppose I = . If there exist i ∈ I such that j i is odd, then the summation over K(I) is zero simply because B j i (0) = 0. Otherwise, i.e. if j i is even for each i ∈ I, then the summation over K(I) is a generalized Dedekind sum of odd total degree in fewer variables. Hence it vanishes by induction assumption. Hence t i 1 ,...,i n and s i 1 ,. ..,i n may be different if 1 ∈ {i 1 , · · · , i n }. A precise relation is given inductively as follows.
and (q; p 1 , · · · , p n−1 ) ∈ I n . We set p n = −1. (This convention will be also used in later sections. It makes statements, not proofs, of several theorems easier. We omit the details. The statement on the second summation follows from the last proposition.
Remark 3.6. It is convenient to define Todd coefficients and generalized
Dedekind sums when n = 0, 1 as follows, so that the above equations in the theorem hold. When n = 1, we define t j (q) = B j (0) = B j and s j (q) = B j (0) for j ≥ 1. When n = 0, we define t = s = 1.
INTEGRALITY OF GENERALIZED DEDEKIND SUMS
Let V be a n-dimensional vector space over and let S(V * ) and R(V * ) be the symmetric algebra of V * and its field of fractions, respectively. These are identified with the ring of polynomial functions and the field of rational functions on V , respectively. If we choose an ordered basis B for V , then they are identified with the sets of polynomials and rational functions in coordinates with respect to B. When we need to specify the basis, we will denote by ( ) B . For example, if v * ∈ V * and B = {w 1 , · · · , w n } is a basis for V , then (v In particular, the only possible singularities of this rational function are poles along the hyperplanes w * j
Remark 4.1. The individual rational functions in the right hand side of (21) have poles along hyperplanes generated by facets of D ∈ P. (A facet is a face of codimension 1.) The second statement says that most of these poles cancel each other except the outermost ones. This fact can be proven without recourse to the cocycle property. Really, it is easy to prove the following. Let C and D be two nonsingular lattice cones in V having a common facet. Suppose C and D are of the same (resp. opposite) orientation if they are in the opposite (resp. same) sides of the hyperplane H generated by the common facet. Then the rational function S N (C) + S N (D) does not have a pole along H.
From now on, we suppose that any proper subset of {w 1 , · · · , w n } can be extended to a basis of n . Under this assumption, there exists a subdivision P (actually, one obtained by the above mentioned procedure in [16] ) such that each facet of C is contained in a unique D ∈ P, i.e. facets of C are not subdivided. Really, the fundamental parallelepiped of each facet of C does not contain a non-zero lattice vector. For 1 ≤ j ≤ n, let D j ∈ P be the cone in the subdivision P that contains the j-th facet C( j) = Cone(w 1 , · · · , w j , · · · , w n ) of C. Thus we can divide the subdivision into two disjoint parts:
where O = {D 1 , · · · , D n } ⊂ P and I = P\O. Namely, O(resp. I) is the set of outer(resp. inner) cones in P. According to this decomposition, we decompose the sum (21) into two parts: 
Remark 4.4. It is well known that the primes dividing the denominator of the k-th Bernoulli number (k even) are precisely those p such that p − 1 divides k.
Let (q; p 1 , · · · , p n−1 ) ∈ I n . Let E = {e 1 , · · · , e n } be the standard basis of V = n and let B = {w 1 , · · · , w n } ⊂ n where w 1 = e 1 , · · · , w n−1 = e n−1 , w n = (p 1 , · · · , p n−1 , q). Any subset of B can be extended to a basis of n . Hence the cone C = Cone(w 1 , · · · , w n ) (which we have denoted by C(q; p 1 , · · · , p n−1 ) in Ex.2.1) admits a subdivision P = I∪O as described in the paragraph before the last proposition. The coordinates with respect to the basis B will be denoted by x 1 , · · · , x n . Hence (w * j ) B = x j for 1 ≤ j ≤ n. To keep the notations simple, we will omit ( ) B and write w * j = x j if it is clear from the context. We have the following result on the integrality of its coefficients of Todd 
Proof. We keep the notations of this section. Recall that for 1 ≤ j ≤ n, D j ∈ O is the unique nonsingular lattice cone in the subdivision P of C which has C( j) as a facet. We order the generators of
The sign must be +1 since w 1 ∧ · · · ∧ w n = qe 1 ∧ · · · ∧ e n with q ≥ 2 and w j and v ( j) j are in the same side of the hyperplane generated by the facet C( j). Let {v
, w j 〉, we have
n , then both of the numerator and the denominator of dS
) E are integral polynomials. In coordinates w.r.t. {v 1 , · · · , v n }, it holds by definition, and then we change the variables to coordinates with respect to E. 
) E is left in the denominator by (21) . In other words, d(v
) E is an integral polynomial. In coordinates with respect to B, we have 
. This will complete the proof of the theorem since 
First, we claim that
By Prop.4.2 and the same arguments as above, dS N inner (C) E can be written as a quotient of two integral polynomials with denominator k = j (v ( j) * k ) E where the product is over all pairs 1 ≤ j, k ≤ n with k = j. Changing the basis from E to B, it is enough to show that (v
, w l 〉x l are the k-th row of the integral matrix 〈v
, the j-th row of this matrix is a multiple of q. Hence other rows must be primitive. This last statement that (v
Corollary 4.6. For
Proof. We use induction on n. By the last theorem, 
REDUCTION MOD q OF GENERALIZED DEDEKIND SUMS
Let C = Cone(w 1 , · · · , w n ) be the lattice cone in V = n generated by w 1 = e 1 , · · · , w n−1 = e n−1 , w n = (p 1 , · · · , p n−1 , q) ∈ n as in the paragraphs before Thm.4.5 and let B = {w 1 , · · · , w n }.
Our next task is to consider the mod-q reduction of the integral poly-
∈ is the constant given in Def.4.3. We keep other notations of last section.
Recall that the reduction mod q map can be extended to
vanishes and we have (25) where D 1 , · · · , D n are given in the paragraph before Prop.4.2. Fix 1 ≤ j ≤ n and recall that the generators of D j = Cone(v
in the proof of Thm.4.5 and some calculation yields for i = j,
We have shown that v 
It is convenient to put p n = −1. Then the above equation can be written as
Note the reduction mod q of (v (27) dq Proof. The first statement is proved in Thm.4.5. It remains to prove (27) .
with |Ñ| = N . The left hand side of (27) 
is ((−1)
N -times) the coefficient of
It can be computed as the iterated constant term of
with respect to A = {x 1 , . . . , x n } (c.f. App.B). In general, iterated constant term depends on the order of the hyperplanes in the flag. As
) is a Laurent polynomial in x 1 , · · · , x n , the iterated constant term is simply the constant term and the order in A does not matter. We calculate the iterated constant terms of rational functions (the Todd polynomials of cones appearing in the nonsingular decomposition) which are not Laurent polynomials in x 1 , · · · , x n , and the order of hyperplanes should be fixed once. However, before summing up, individual iterated constant term is dependent on the order.
We know that the homogeneous rational function (24) . From (26) and (16), we see that
We will apply this to (25) . First, note that the term corresponding to Ñ = (m 1 , · · · , m n ) in the above summation belongs to
When multiplied by qx 1 · · · x n , it vanishes as a rational function with coefficient in /q . Hence the above remains the same if we restrict the summation over terms with m j = 0:
So in view of (25) we have to calculate the iterated constant term with respect to A of the right hand side of the following congruence equation mod q:
Let F j denote the j-th rational function in the summation of the right hand side of (29):
We compute the iterated constant term of F j . For each Ñ ∈ M N with m j = 0, we have
Here individual constant term is computed by obtaining the Laurent series of (x i − p i p 
where the summation is over non-negative integers a 1 , · · · , a j−1 with
, the iterated constant term vanishes. We will be in need of this later. M j is seen to be the set over which the summation of (27) is taken, we see that the righthand side of (27) is given as
We have calculated the iterated constant terms of rational functions F j with coefficients in . But these calculations are still valid if we view F j as rational functions with coefficients in /q . They are A-admissible in the sense of App. B. This implies that iterated constant terms with respect to A of both sides of (29) are congruents modulo q, which completes the proof. Let M be the set of
with |Ñ| = N such that at least one of its coordinates is zero and satisfies the conditions given in Remark 5.2. In particular, if the i-th coordinated of an Ñ ∈ M is odd, then r i = 1 and m i = 1.
Let
For T ⊂ J with |T | even, let M (T ) be the set of (m 1 , · · · , m n ) ∈ M such that m j = 1 for j ∈ T and m j = 1 (hence is even) if j ∈ T . Note that the summation in (32) is over M ( ) while the summation in (27) is over M . If |J| ≤ 1, then s Ö = t Ö by Thm.3.5 and M ( ) = M . Hence the above corollary is a restatement of the last theorem. In general, let T be a nonempty subset of J of even order k. Then we have by induction assumption that the partial sum over M (T ) of the sum in (27) 
Since M is the disjoint union of M ( ) and M (T )'s for T ranging over nonempty subsets of J of even order, we see from Thm.5.1 and the second equation (multiplied by d
) is congruent mod q to the partial sum over M ( ), which proves (32).
EQUIDISTRIBUTION OF GENERALIZED DEDEKIND SUMS AND EXPONENTIAL
, let N = |Ö|. Let f Ö (p 1 , · · · , p n−1 ) be the right hand side of (32) considered as a Laurent polynomial in p 1 , · · · , p n−1 with integral coefficients. For (q; p 1 , · · · , p n−1 ) ∈ I n , we have by Thm.5.4 (33) d
where 〈t〉 = t − [t] ∈ [0, 1) denotes the fractional part of t and in the right hand side we take p
to be an inverse modulo q(i.e. any integer such that p
The goal of this section is to show the equidistribution of this sequence of numbers for varying (q; p 1 , · · · , p n−1 ) with fixed Ö following the line of [23] . Since these sums are multi-indexed, the classical definition of equidistribution of sequence of numbers in [0, 1) can not be applied directly. Instead, we take a variant of Weyl's equidistribution criterion as our definition. For x ∈ >0 , let I n (x) be the set of (q; p 1 , · · · , p n−1 ) ∈ I n with q < x (For definition of I n , see NOTATIONS). Again the limit of the average of the point mass weakly converges to the probability measure on [0, 1) which is the restriction of the standard Lebesgue measure. 
More generally, given any Laurent polynomial f (x 1 , · · · , x n−1 ) with integral coefficients, we may consider the fractional parts of f (p 1 , · · · , p n−1 )/q as in the first paragraph of this section. We will prove that this set of numbers in [0, 1) is equidistributed in the above sense if f satisfies the condition (H) given below. For each i, f can be written as
, a Laurent polynomial in x i with coefficients in the ring of Laurent polynomials in other variables.
In the remaining section, we suppose that f satisfies the following:
[H] There exists i such that when written as a Laurent polynomial in x i as above, the coefficient of the highest degree (in x i ) term is a monomial in the other variables x 1 , · · · , x i , · · · , x n−1 . Note that the Laurent polynomial f Ö of (32), which gives the fractional part of generalized Dedekind sums s Ö satisfies this assumption: for each variable x i , the coefficient of the highest degree term x N −r i i is a monomial. 
and suppose |Ö| is even. Then fractional parts of generalized Dedekind sums given as
The proof consists of three steps. At each step, we estimate the following exponential sums for q a prime, a prime power and any composite number, respectively. Then this together with the estimation of the order of I n (x) completes the proof.
For a positive integer q, let K( f , q) be the following exponential sum, which is a partial sum of the above over n-tuples with given q. (Replacing f by k f , we may consider only the case when k = 1 in the theorem.)
where the summations are over (p 1 , · · · , p n−1 ) ∈ n−1 with 1 ≤ p j < q relatively prime to q (1 ≤ j ≤ n − 1) and e q (x) := exp(2πi 
Proof. Note the trivial counting gives the estimate ≤ q n−1 . When f is a polynomial, this is Prop.3.8 in [12] with C 1 = deg( f ) − 1. But the same proof can be applied to Laurent polynomials with slight modification. Really, from (3.5.2) in loc.cit. with X 0 = 1 , we obtain the desired estimate when f is a Laurent polynomial in one variable: we can take
where ν z ( f ) denotes the order of pole at z and we put ν z ( f ) = 0 if f is regular at z. (Let us call this integer C 1 = C 1 ( f ) the width of the one variable Laurent polynomial f .) In general, suppose n − 1 ≥ 2 and f satisfies (H) with i = 1. Then for generic q, the reduction mod q of f (x 1 , p 2 , · · · , p n−1 ) is a nonconstant Laurent polynomial in x 1 for any p 2 , · · · , p n−1 ∈ ( /q ) * . Clearly, the exponential sum of this one variable Laurent polynomial can be bounded by q times a constant C 1 which depends only on f . Hence we have
Next, we consider the case when q is a power of a prime p. 
Proof. Let q = p α with p a prime. We assume α ≥ 2 since the other case is treated in the last proposition. As in the proof of it, we assume f satisfies (H) with i = 1. First, suppose α = 2β is even. Then by applying Lemma 12.2 of [21] to the one variable Laurent polynomial
where the first summation is over p 2 , · · · , p n−1 ∈ ( /q ) * and the second summation is over the set 
To apply the corollary, the coefficient D of the highest degree (with respect to 
where the first summation is over p 2 , · · · , p n−1 ∈ ( /q ) * and the second summation is over the same subset A 1 of ( /p β ) * as above. And we have put
since 3β ≥ α = 2β + 1. This completes the proof with
Let us consider the case when q has several prime factors. We have the following effect of the Chinese remainder theorem for the exponential sums.
Lemma 6.6. Let f be an integer coefficient Laurent polynomial and q 1 , q 2 > 1 be relatively prime integers. Then we have
Proof. This is an easy consequence of Fubini theorem.
From the lemma, the following proposition follows immediately. 
where ω(q) is the number of prime factors of q.
Note that ω(q) has a well-known estimate ω(q) ∼ log log q.
For sufficiently large q, we have that
Thus, we obtain that for any ε > 0,
Therefore, we have the following bound: 
Proof. It is known that for all but finitely many positive integers q,
Since for any ε > 0, there is a positive number C ε such that
we have that
Now we come to the proof of Prop.6.2. This will be done by combining previous estimates. 
Proof of
+ε .
is canonically extended to p and the same is true for ord p = − log p | · | p .
It can be rephrased as multivariable version of the Cauchy integral formula:
x n This identification may be taken as the definition of the residue at 0 for polynomials in several variables.
However, for a rational function, the above definition is not extended as the evaluation map (x 1 , . . . , x n ) → 0 cannot be extended.
Let us define first a rational function with coefficient in a commutative ring R. In one variable case, the Cauchy integral formula, if it makes sense, can be used to define the constant term:
Furthermore, the coefficients of nonconstant terms are defined by for a n defined as above. This enables us to embed
Notice that CT is defined on R((x)) by taking ∞ i=−N a i x i → a 0 . If R is a field, every rational function admits Laurent series expansion at 0. However if we take the coefficients of rational functions from a general commutative ring, this need not hold. We will say a rational function is admissible if it has a Laurent series. For an admissible function, the constant term is well-defined by the Cauchy integral formula. Here we present a condition for a rational function in a single variable to be admissible without proof. , α i+2 , . . . , α n ). In this way, we define a Parshin point at 0.
From now on, suppose for simplicity α i = x i . This is not a big deal as we can always change the variable without loss of generality.
When R = k a field, for this Parshin point(ie. the flag of linear subspaces given by the hyperplane arrangement A = (H x 1 , . . . , H x n )), we have unique embedding Note that A-admissibility is not preserved if the order of hyperplanes defining A is changed.
We are going to check the possibility to define the constant term of r(x 1 , . . . , x n ) w.r.t. A as above. We can rewrite g(x 1 , . . . , x n ) in a unique way:
g(x 1 , . . . , x n ) =a 0 + a 1 (x 1 )x 1 + a 2 (x 1 , x 2 )x 2 + a 3 (x 1 , x 2 , x 3 )x 3 + · · · + a n (x 1 , . . . , x n )x n and g(x 1 , . . . , x n ) = a 0 + a 1 (x 1 )x 1 + a 2 (x 1 , x 2 )x 2 + a 3 (x 1 , x 2 , x 3 )x 3 + · · · + a n (x 1 , . . . , x n )x n . Then r(x 1 , . . . , is A-admissible.
It is a direct consequence of the previous theorem which states the condition for a rational function in a variable to be admissible. We simply iterate the 1-variable criterion to the Parshin point to obtain the higher dimensional result.
