title = {Hydropower bidding in a multi-market setting}, journal = {Energy Systems}, year = {2018}, volume = {9}, number = {2}, pages = {257--275}, doi = {10.1007/s12667-017-0234-z} } © Springer-Verlag Berlin Heidelberg 2017. This is a post-peer-review, pre-copyedit version of an article published in Energy Systems. The nal authenticated version is available online at: http://dx.doi.org/10.1007/s12667-017-0234-z. We present a literature survey and research gap analysis of mathematical and statistical methods used in the context of optimizing bids in electricity markets. Particularly, we are interested in methods for hydropower producers that participate in multiple, sequential markets for short-term delivery of physical power. As most of the literature focus on day-ahead bidding and thermal energy producers, there are important research gaps for hydropower, which require specialized methods due to the fact that electricity may be stored as water in reservoirs. Our opinion is that multi-market participation, although reportedly having a limited prot potential, can provide gains in exibility and system stability for hydro producers. We argue that managing uncertainty is of key importance for making good decision support tools for the multi-market bidding problem. Considering uncertainty calls for some form of stochastic programming, and we dene a modelling process that consists of three interconnected tasks; mathematical modelling, electricity price forecasting and scenario generation. We survey research investigating these tasks and point out areas that are not covered by existing literature.
Wholesale electricity markets have, over the last 20 years, become a cornerstone in modern power systems. While the specics of market arrangements vary around the world balance between supply and demand well ahead of the operating hour, allowing thermal plants with long start-up times to be ready when needed. In other regions of the world, the primary energy market might have a shorter time horizon, e.g. 2 hours before the delivery hour, but still have the aim of arranging most of supply and demand prior to operations due to safety or technical considerations. As demand for electricity cannot be known until it occurs, the day-ahead or primary energy market must be complemented with shorter term markets where energy may be traded closer to real-time. Typically, these include markets for intraday trade, real-time balancing, and for procurement of reserves.
Hydropower producers may participate in these additional markets due to their storage capacity and exible, fast-ramping generating units. Hydro storage reservoirs give exibility in the timing of production hydro producers may store their water for production at peak prices. For this reason, optimizing revenues across multiple markets is a more relevant challenge for hydro producers than for traditional thermal generators, which have less exible production systems. This is, however, only true for reservoir hydro, i.e. producers with some degree of reservoir storage. Run-of-river hydro does not have the same temporal exibility, although they still have fast-ramping units. The rest of this paper is concerned with reservoir hydro.
With the current trend towards higher shares of renewable electricity sources (such as wind and solar power), the demand for short-term balancing services is expected to increase due to the intermittent nature of renewables Berrada et al. (2016) . Balancing services have traditionally been provided by fossil fuel generation resources, but a sustainable alternative for the future may be that balancing services are supplied by hydropower. This is especially true for hydropower units that are close (in terms of grid availability) to the relevant intermittent resources. Under this assumption, operators of reservoir hydropower will eventually shift their focus from providing energy in the day-ahead market to providing adjustments and balancing services in the intraday and balancing markets, becoming key players in several markets. Being able to optimize their bidding strategy across several markets will therefore be a competitive advantage for hydropower producers.
However, the products sold in these multiple markets are either the same, or linked so that commitments in one market limit the exibility and opportunities in others.
In our opinion, hydro producers should therefore consider their bidding strategy in all markets as a joint problem. As the markets have dierent time horizons and closing times over the operating day, bids in one market might need to be made before having full knowledge of prices in other markets. Even bidding in a single market requires consideration of uncertain prices, as bidding is done before market clearing when prices are still unknown. Thus, even the single market bidding problem 1 requires some form 1 Arguably, the term`bidding problem' could be more properly dened as`oer problem', as the producer 2 of stochastic programming, which again calls for forecasting and scenario generation.
Moving to a multi-market setting then leads to more complex stochastic models where consistency of forecasts and the information structure described by the scenario trees make up an even more important part of the problem formulation.
In order to provide hydropower producers with decision support for multi-market trade, we need information on the present and future state of the markets, reservoir inow, and other uncertain factors. This means having a) reliable forecasting methods to describe both the expected developments and the uncertainty regarding such estimates, and b) methods to structure and rene the resulting forecasts and forecast information, so that they can be used eciently by c) stochastic-programming models which provide advice regarding bidding and, secondarily, production or investments. Fig. 1 shows the multimarket bidding process, identifying markets and bid decisions along time, as well as how the modelling process inform, or get information, from these stages. We dene the modelling process as the tree interconnected tasks of modelling, forecasting and scenario generation. This paper surveys research investigating these tasks and point out areas that are not covered by existing literature.
It should be claried that we consider literature on the hydropower bidding problem that relate to numerical optimization models, i.e., we focus on papers that take the perspective of an individual producer participating in the electricity markets. A related area of research consider economic analyses of electricity markets where hydropower plays a dominant role. For instance, Philpott et al. (2010) analyze productive ineciency of the New Zealand wholesale electricity market from a system perspective.
Note that our focus is mainly on the market aspect of the hydropower bidding problem, which makes price the most important random variable. For hydropower producers, inow is of course also an important random variable and should be taken into account when scheduling the hydropower resources. However, inow uncertainty adds further complexity to the already intricate multi-market bidding problem. The eld of hydrology deals with forecasting future inows, but such methods are considered outside the scope of this paper. Another remark is that our focus is generally on price-taking producers. The game-theoretic aspects involved in strategic bidding adds yet another layer of complexity.
The rest of the paper is organized as follows: Section 2 presents the multi-market bidding process in detail and explains our integrated view on the three tasks in the modelling process. Section 3 review models that have been formulated to plan day-ahead, intraday and/or balancing market bids from the point of view of a hydropower producer. Section 4 discusses relevant forecasting techniques and their usefulness within the context of stochastic optimization of multi-market bidding. For models using stochastic programming, Section 5 presents ways to generate scenario trees. In Section 6, we summarize our ndings and discuss the value of considering bids in multiple markets as a joint problem. Section 7 oers some conclusions.
needs to decide what volumes to oer to the market; the term bids traditionally being used for buyers, i.e. the demand side. However, the term`bidding problem' is widely incorporated in the literature, at least in the European setting. Some of the references cited use`oer problem'. Full-drawn lines indicate ow of information from one modelling task to the next, or from operations to modelling.
2 The multi-market bidding process Figure 1 shows the markets as organized in the current Nordic setting, and we will use this terminology in the rest of the paper. We focus on markets where the commodity traded is energy, i.e., on short-term markets for physical delivery of energy to the power system. Producers may also sell reserves or ancillary services to the power system, and commitments for such products may give added constraints for trade in the energy markets. In addition, there are nancial markets and contracts that trade energy or energy derivatives over longer time horizons. We do not consider such markets further, although they may be important for managing risk. Longer term contracts may also limit the production available for trade in the short-term markets. The top part of Fig. 1 shows the sequential nature of the physical, short-term energy markets.
The Day-ahead Market (DAM) is a daily, centrally cleared auction market where producers and consumers/wholesalers bid their production and consumption, one day before operations. The Nordic day-ahead market is cleared within dierent price zones 4 based on transmission constraints. The deadline for day-ahead bidding is right before noon; after a short time (e.g., an hour), the market operator has solved the marketclearing problem and announces prices in each zone. Notice that the bids for all trading periods of the day ahead are sent to the market operator at the same time, i.e. the DAM is a one-shot game that repeats every day. Bids may be sent as dierent bid types: piecewise-linear or piecewise-constant hourly bids; or blocks that combine several hours' bids; or more complex congurations. Some of these contain conditions (e.g.
on minimum revenue and load gradients) that make the bidding and clearing problems computationally challenging.
After clearing of the day-ahead market, accepted bids become legally binding contracts for physical delivery or consumption on price-zone level.
The Intraday Market (IDM) serves as a possibility to make adjustments to the commitments from the DAM. The IDM operates on a timescale after the closing of the day-ahead market and up to an hour before the operating hour. In the Nordics, it is organized as continuous double auctions. As opposed to the one-shot nature of the day-ahead auction, intraday trading may occur any time from the closing of the dayahead market until market closure for individual hours. The IDM is an opportunity for producers to make adjustments to`unfortunate' commitments from the the day-ahead market. Unforeseen events may happen between the closure of the day-ahead market and the operating hour, making it infeasible or very costly for the producer to deliver the contracted volumes. The IDM is a possibility to change production by buying or selling additional energy.
In the Nordic region, the day-ahead and intraday markets are operated by NordPool, which is the market operator. The transmission system operator (TSO) is responsible for the safe operation of the transmission grid and maintaining the instantaneous balance between supply and demand. TSOs may be national or regional entities, and may or may not also be the market operator. As delivery time approaches, the TSO requires exibility to ramp up or down power production at short notice.
Balancing markets (BM) are organized by the TSO for procurement of ramping exibility. These markets are also called`real-time markets', as activation happens in real time. Bidding in these markets, however, must be done 45 minutes before the operating hour, or earlier. The balancing market is aimed at restoring balance, i.e. restoring the system frequency and replacing (used) reserves. In the context of this paper, balancing markets will refer to real-time markets where energy (rather than capacity) is traded, with the TSO as single buyer. In the Nordics, there are balancing markets that close both prior to and after the day-ahead market; we focus on the latter type. To be allowed to participate, a generator must be able to ramp up or down a given minimum amount in a short time interval. Participants submit their willingness to ramp up/down according to the market rules, and the TSO chooses the most cost-ecient bids as need arises. Klaeboe and Fosso (2013) , which again builds on Triki et al. (2005) .
2.1 An integrated view on modelling, forecasting and scenario generation
We dene the modelling process as the three interconnected tasks of modelling, forecasting and scenario generation. This section gives an overview of challenges within each task.
From the perspective of a power producer, it is important to know how much production can be dedicated to the day-ahead market, and how much to dedicate to the intraday or balancing markets. This involves modelling the production system and its exibility and limitations. Even without the added complexity of determining bids, hydropower production scheduling involves modelling challenges in its own right. Cascading reservoirs, environmental constraints and head-variation eects are among the features that needs to be accounted for in ecient hydropower operations. For price-taking producers, it is optimal to bid according to the marginal costs of production, but calculating marginal costs for hydro is challenging as they reect an opportunity cost of delayed releases from reservoirs. Water therefore needs to be strategically managed in long-term models covering a time horizon determined by the storage capacity of the reservoirs, which may be several years. Examples include Pereira and Pinto (1991) and Pritchard et al. (2005) .
Planning bids in several short-term markets requires some degree of knowledge of the future prices and price variability for each of these markets. This is best described as stochastic processes. Dierent markets may require dierent forecasting techniques, due to their own dynamics, time resolution, inherent stability, and timing.
The usual way of describing uncertain variables for stochastic programming is by scenario trees. There is no universally accepted optimal way of building such trees. Instead, there are several approaches, each with its own strengths and weaknesses and dierent requirements on input data, and therefore in their applicability. We look into methods to build scenario trees, and, if needed, reduce their complexity while considering the size/exactness of the optimization problems which use said trees. In a multi-market setting, the scenario trees need to reect the information structure inherent in the market dynamics. This means that the scenario trees must describe what information is available to producers at what time, so that the consequences of decisions taken at each stage can be properly taken into account by the optimization model. Works such as Weron (2014) or Steeger et al. (2014) also present good literature reviews, but largely focus on individual parts of the modelling process, looking at either forecasting for one or another market, or the bidding problem. Our paper contribute with a more integrated view on the full chain of tasks involved in optimizing multi-market bidding strategies for hydropower.
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The existing literature on optimal power scheduling and bidding is quite extensive. However, focus is generally on thermal generation, which is characterized by high start-up costs, slow ramping times, and large generation volumes. Hydropower systems generally have lower start-up costs and high ramping exibility. However, challenges that are due to the inventory problem of scheduling optimal releases of water over long time horizons are important. Hydropower scheduling has thus been studied by many researchers, including Gjelsvik et al. (2010) ; Lindqvist (1962) ; Pereira and Pinto (1991) ; Pritchard et al. (2005) ; Stage and Larsson (1961); Yakowitz (1982) . With the emergence of wholesale power markets in many areas around the world, the hydropower scheduling problem has been augmented with the need for determining bids to these markets. General presentations of the bidding process in electricity markets may be found in Anderson and Philpott (2002) and the review paper by Li et al. (2011) . Steeger et al. (2014) present a comprehensive literature survey on methods for the bidding problem, but limit their attention to works concerned with the day-ahead market. Our focus, on the other hand, is on studies where day-ahead bidding is seen in connection with either IDM or BMs.
Long time horizons and dynamic programming
The complexity of hydropower scheduling stems from the combinational nature of unit commitment and the potentially long time horizon needed for reservoir management; some reservoirs may store water over several years. Releasing water for production has practically zero marginal cost, so producers must rather consider the opportunity cost of selling energy today that could have been stored for the future. This opportunity cost may only be calculated by optimally scheduling production over the time horizon given by the reservoir size.
The balance between decisions taken now and decisions taken in the future is often modelled through variants of dynamic programming. Dynamic programming solves complex problems by solving a number of smaller subproblems. The subproblems often describe the value of being in a certain state at a certain time, for instance the value of having a given reservoir level at the start of a week. The solution to the initial problem is then constructed from the solutions of the subproblems. Stochastic dual dynamic programming (SDDP) is extensively used in hydropower scheduling models such as Pereira and Pinto (1991) .
The dynamic programming model in Pritchard et al. (2005) addresses the bidding problem for producers with large reservoirs that replenish over seasonal periods. The work proposes a two-step dynamic model in which the rst step calculates bids for several mean and variances for electricity prices. In the second step, the values from the rst problem are used to choose the mean and variance to maximize revenue in the current stage plus the expected revenue in all future stages. The detailed planning for each step is decoupled from reservoir levels, which simplies the problem but makes it impossible to observe dependencies among the reservoirs levels in the decision making.
Dynamic programming models are limited by the curse of dimesionality when consid-ering long time horizons, several state variables and large state spaces. The hydropower scheduling problem is therefore often solved by separate models that operate on dierent time scales, from years and months/weeks to days and hours. Long-term models use aggregate system descriptions to nd the optimal reservoir management strategy over time and give boundary conditions to shorter term models. These boundary conditions may be in the form of target reservoir levels, or, more often, the opportunity cost of releasing water that could have been stored for the future. This opportunity cost is interpreted as the marginal cost of production and is a very important input to short-term models.
In the short-term, accuracy and details of the production system are more important, as the results should be feasible, readily implementable production schedules.
In this work, we study the bidding problem, which is normally dened as a short-term problem, i.e. we consider a time horizon of about one week, and determine bids for the next day's operation. Some works depart from this framework due to the set-up of the market for which the model is intended, or due to dierent theories on how long and short term decisions are linked. However, a common feature of most bidding models is that marginal costs of production are calculated by some form of longer term hydropower scheduling model.
Unit-commitment, nonlinearities, and mixed-integer programming
Aside from the long horizons involved in reservoir management, the unit commitment problem is also an important aspect of the hydropower bidding problem. The unit commitment problem determines which units should be producing during a given time step.
Unit commitment is important also for thermal producers.
It should be claried here that we use the term unit commitment to describe the individual producer's decision to turn on or o its generating units. This is sometimes also called the self-scheduling problem. In the Nordic electricity market, bidding takes place at the rm level and not on unit or plant level. Each rm must thus schedule its production portfolio to minimize the total cost of meeting its total production bid.
In other markets, particularly in the U.S., units may be oered individually into the market. It is then up to the market operator to clear the market and thereby determine unit commitment. This system perspective is the traditional meaning of the term unit commitment. Bidding based on self-scheduling substantially simplies the optimization problem of the market operator compared to unit commitment.
The binary on/o decision of generating units necessitates the use of integer variables in the self-scheduling problem. In addition, hydropower production scheduling is in general a nonlinear problem, due to an eciency of production that depends on both discharge and pressure height. Pressure height depends on the reservoir level, which depends on discharge, which depends on eciency, so there is a three-dimensional relationship between decision variables in the model. Nonlinear models, and especially integer-nonlinear models, are however dicult to work with, so nonlinear eects are often either neglected, linearized or handled in some other way like the two-step procedure in Séguin et al. (2017) . To our knowledge, nonlinear formulations of the hydropower bidding problem are few. 8 However, the nonlinear algorithm proposed in Lu et al. (2004) uses a two-step iterative optimization routine for electricity arbitrage, while market clearing prices are modelled by a discrete, composite curve dened from weekly averages. The rst step runs an unconstrained problem to nd optimal reservoir limits, while a second step checks if the solutions obtained from the rst stage are acceptable. These results are returned to the rst step, iterating until a solution is obtained. In this model, prices are modelled as deterministic.
Unit-commitment is most intuitively described by mixed-integer programs. Integer variables may also be used for approximating nonlinear or nonconvex relationships in the description of the production system.
The mixed-integer program in Fleten and Kristoersen (2007) considers a price-taking hydropower producer who participates in both the day-ahead and balancing markets in the NordPool system. The proposed model handles future prices via a scenario tree.
A case study is provided in which the stochastic model solutions appear to be more robust than those obtained with a deterministic version of the same model. The model also includes block bids where the same volume is bid for a given number of consecutive hours. In the case study, they nd that block bids tend to support production schedules with fewer start-ups.
Block bids are a way to shield against unfortunate production schedules for systems where there are intertemporal dependencies between reservoirs. Production volumes from dierent reservoirs may be linked in time as water released from upstream ends up in downstream reservoirs after a certain river ow time delay. Large production volumes for the entire river chain in hours of peak prices may force production in downstream parts a few hours later when prices are lower. Block bids may be used to secure a steady amount of production for longer periods of time. However, the usefulness of block bids is not widely discussed in existing literature. In what situations will block bids increase prots or exibility for producers? What are the relative amounts of volumes oered as hourly and block bids? Is the ratio the same for cleared volumes? Are there other bids types that are more/less relevant in a multi-market setting?
In the mixed-integer program in Aasgård et al. (2014) , both reservoir inows and dayahead prices are considered as stochastic variables. The problem deals with both bidding and actual dispatch during the operational phase. A case study where bid optimization based on stochastic programming is compared to heuristics used in the industry in a rolling-horizon simulation is presented. The stochastic mixed-integer program keeps reservoirs in a full state less often, which is desirable, and also limit the number of times when a unit is started for only a few hours.
De Ladurantaye et al. (2007) formulates a model that optimizes bids for the two-hour ahead market in Canada. The model considers uncertainty in inow and prices, and combine bidding with sales of reserves. Physical and operational constraints that are important for cascaded rivers are described in detail in this work. When compared to a formulation that does not consider the bidding aspect, the proposed formulation is found to give superior results. Aasgård et al. (2017) presents how support for bids is implemented in the framework of models used by most large Nordic hydropower producers. Bids are calculated from the 9 optimal production schedules for a set of scenarios for prices. As the bid curve has to be non-decreasing, a constraint is added stating that the volume produced in any scenario has to be lower than the volumes produced in scenarios with higher prices. This links the production decisions across scenarios. Similarly to De Ladurantaye et al. (2007) , this model includes a detailed description of hydropower production for a range of river chain topologies.
The use of mixed-integer models is common in existing literature, but the combination of stochasticity and integer variables leads to dicult models, even when only one market is included. Such complex models may be too computationally depending to be solved within the time limits dictated by current market rules. The question then arises of how these models may be simplied to allow fast solution times without sacricing too much quality in the solution. Input in the form of marginal costs are already calculated from more aggregate models, so how much is lost by determining bids based on simpler formulations? One could for instance approximate start-ups by continuous decisions. Existing literature does not answer the question of how important very detailed production system descriptions are when determining bids.
We think the answer to this will be case-specic, as it will depend on the size and number of generating units in the system. If a producer controls a large portfolio of dierently sized units, it is more likely that he will be able to divide his commitments among the units without approaching infeasible or low eciency operating zones. For smaller, or more constrained, systems, getting the bidding strategy right for each unit might be of more importance. The day-ahead bid curve should be a monotone nondecreasing curve from minimum to maximum production, and should result in a feasible operating schedule after market clearing. So if it is impossible or unwanted to produce in certain ranges, the price over these ranges should be increased. The non-decreasing nature of the overall bid curve must however be maintained. Participating in the IDM or BM oers opportunities for trading away unfortunate commitments. The importance of good bid strategies and multi-market participation should be assessed for dierent production portfolios.
Multi-market formulations
The models presented so far are limited to sales of energy to the DAM. We want to extend such formulations to consider participation in multiple markets. Two mixed-integer models which generate bids for both the day-ahead and the balancing markets are given in Olsson (2009) . The rst model is a stochastic program for the balancing market, in which capacity has been committed from the day before as part of a day-ahead market bidding. Prices for these past day-ahead bids are therefore known. In a second model, both day-ahead and balancing market bids are decided jointly. Prices for both are assumed stochastic according to a given scenario-tree generation method.
Reservoir levels are not explicitly modelled, but rather taken as exogenous parameters; deviations from these levels are penalized in the objective function. Risk-management measures are also considered.
The formulation in Löhndorf et al. (2013) consider bids in the day-ahead and intraday market by dividing the problem into short-term intraday and long-term inter-day decisions stages. The rst stage uses a stochastic program to plan bids and unit commitment in the day-ahead and the intraday market, while the latter stage simulates a Markov decision process using Approximate Dynamic Programming, and then integrates SDDP to form what the authors call Approximate Dual Dynamic Programming, which samples the Markov state transitions instead of using the whole process. This greatly reduces complexity and achieves tractability. Results from its application in EPEX SPOT indicate a good t for the approximated Markov process, and a near optimal solution in spite of the approximation.
A model that include trade in both the day-ahead and the intraday market is described in Faria and Fleten (2011) . The problem is described by a two-stage mixed-integer stochastic program where the rst stage concerns day-ahead bidding and the second stage involves trades in the intraday market and hydropower production. Their results show that considering the intraday market when bidding in the day-ahead market does not signicantly change neither the prots nor the bid strategy. However, this model does not adequately describe the continuous nature of intraday trade; in the model, the intraday prices for the entire operating day simply become known together with the dayahead market prices. This is not the case in real operations, where the intraday price for a given hour may change continuously until the market is closed an hour before delivery.
To our knowledge, no model has been formulated in the literature to adequately describe the continuous nature of intraday trade. A possible approach would be to consider the cost of changing production from the current schedule and compare this to oers available in the intraday market. Production should be ramped up/down whenever power can be sold/bought for a higher/lower intraday price. A similar approach could be used also for balancing market bids.
Both day-ahead and balancing bids are modelled in the multi-stage, mixed-integer stochastic problem in Boomsma et al. (2014) . The potentially high complexity of the model is handled with a carefully designed scenario tree. In this model, thermal generation is included. An extension in which the generator is not a price taker is also implemented, which takes the price response as linear for the sake of manageability.
Finally, the way in which joint DAM/BM bidding improves the producer's prots is explicitly studied.
Marginal costs and the integration of long and short-term models
Determining bids is, at least in the price-taking case, essentially the same as determining marginal costs, which for hydropower is the opportunity cost. It is exactly this opportunity cost that is transferred between the long-and short-term scheduling problems.
When determining bids in multiple markets, how important is it that the input marginal cost reects the opportunities in multiple markets? Participation in multiple markets gives the producer a chance to trade its way to higher prots and more ecient production. This would in principle lead to a higher opportunity cost, as the value of storing water for optimal use in the future is increased. Is it possible to formulate long-term models that include an adequate description of opportunities in several short-term mar-kets? What is the gain from consistent multi-market modelling through the chain of hydropower scheduling models?
Consider the situation of determining bids from a single reservoir. Using the marginal cost from a long-term model as input, we would decide to produce as long as the (expected) market price is higher than the marginal cost. The marginal cost estimate is thus the single basis of our decision. If this estimate is too low due to inadequate representation of future opportunities, we would oer more power to the market than optimal.
Over time, this would result in a lower than optimal reservoir level.
The quality of the marginal cost estimate is very important for the long term eects of our bidding strategy. One way to amend this could be to integrate long-term scheduling and bid optimization, which is done in . The model uses a ne time resolution on near term and a coarser resolution going forward, but has consistent assumptions on market opportunities and trades for the entire horizon: only the dayahead market is considered.
However, as we have already mentioned, very detailed bidding models might be too computationally demanding in an operational setting, even when considering short-term and one market only. So it seems rather unlikely that extending such formulations both in terms of including additional markets and longer time horizons is at all possible.
Instead, a formulation with a less detailed system description, but that includes all market opportunities, may be used to calculate bids or improved estimates of the marginal cost used as input to the bid-optimization model. This new model would be a bridge between traditional, i.e. single-market, long-term models and the very detailed, short-term models used in operations. The bidding problem could thus be redened as an intermediate term model that is the last step of the marginal cost calculation for hydropower.
Further considerations on bid optimization models
Most of the models cited have some sort of stochasticity included in them, either in the day-ahead prices, and/or IDM or BM prices. It is clear that managing uncertainty, at least to a certain degree, is considered important for optimal bidding, as is also corroborated by many of the works that compare deterministic and stochastic versions of the same model. However, joint modelling of multiple markets is often not undertaken at all, or described with too much simplication. The value of joint modelling for multiple markets is discussed in Section 6.
A note should be given here on joint modelling of uncertainty of prices and inows.
Inow uncertainty most denitely aects the long term reservoir management strategy and thus the marginal costs. However, the eect of short-term inow uncertainty on the bidding strategy is rarely explored by existing literature. The eect will depend on the level and variation of local inow compared to the size and ow constraints of the reservoir, as well as the how pressure height changes as the storage level changes.
For large,`at' reservoirs there will likely be a limited eect of considering short-term inow uncertainty, but for smaller,`narrow' reservoirs where the pressure height changes considerably with the storage content, short-term variations in inow might be very important. Taking into account river chain dynamics (such as time delays and ow constraints), sensitivity to inow uncertainty for a small, bottleneck reservoir might dictate the bidding strategy for an entire river chain. If uncertainty of both inow and prices is to be considered in the bidding process, forecasting and scenario generation must aim to describe any dependencies between these variables. The aggregated amount of inow over time is an important driver for prices in hydro-dominated power markets, but this dependency might be much weaker if we consider local inow to a reservoir or river chain, and the price. Of course, local inow might be correlated with total inow, but how strongly will depend on local factors such as geography and weather conditions. Depending on these factors, inow uncertainty might be safely disregarded within the one week horizon typically used for short-term scheduling. However, if simulation setups for validation or benchmarking of models is undertaken, one should perform these tests on long periods to cover various inow states and detect trends over time.
Many important results have been established in existing literature for the hydropower bidding problem. Questions that remain are very much related to multi-market modelling; we nd only a few works that include two or more markets. Another question is how much detail it is necessary to include in order to obtain a good bidding strategy. How will this dier from the optimal strategy found from a more accurate model?
What are the consequences of using less-than-optimal strategies, and does the eects depend on size and other properties of the production portfolio? Finally, how important is consistent modelling of multi-market opportunities in all steps of the marginal cost calculation?
4 Forecasting methods Electricity price forecasting can be done in a number of dierent ways. The immediateness of the forecast period, the amount of available historical data and the volatility of the market in question all come into play when trying to create point-or intervalforecasts. A natural split is between models that may be used to forecast prices in the day-ahead and intraday market, and methods for balancing market prices. This is because the balancing market per denition is for unforeseeable events; unbalances occur because something happens during real-time that could not be predicted. We therefore present models for forecasting DAM and IDM prices in one section, and BM prices in the next.
Day-ahead and intraday market prices
Forecasting methods for day-ahead prices are by far most widely discussed and analysed in the literature. Balancing and intraday markets have received less attention, likely because of their so far limited turnover and relatively low extra prot potential. A method that so far mostly have been applied for forecasting day-ahead prices, might also be suited for forecasting IDM prices.
According to Weron (2014) , one can classify models for day-ahead electricity prices into ve dierent types: fundamental models, multi-agent/simulation models, reduced form models, statistical models, and articial intelligence (AI) models. The methods vary not 13 only in the mathematical tools used, but also the data they use as input, their ability to calculate outputs at dierent time resolutions, and whether or not they give punctual or interval information useful for stochastic scenario generation or other techniques to generate robustness.
Fundamental models attempt to capture a variety of the most relevant physical and economic factors that inuence the prices in a system, like load, temperature, reservoir levels, fuel prices, and so on. An example for the Nordic markets is found in Wolfgang et al. (2009) . Fundamental models rich in parametric data are often proprietary or condential, thus few literature references exist for them in spite of their wide practical use, according to Weron (2014) . Meaningful and complex fundamental models is an important research gap in the open scientic community. As renewable resources like wind and solar make up a larger share of electricity production, their eects on prices should also be included in fundamental models. Wind and solar are in general related to weather data, which presents large uncertainties. For hydro, inow uncertainty is also of key importance, as it describes future resource availability. Coordination of the forecasts for inow, wind and solar needs better coverage.
Multi-agent and simulation models aim to capture the interactions in the relevant market. They rely on assumptions of the behaviours of the participants, and model these actions using game theory or similar tools, either in an exact way or through simulation analysis.
Reduced-form and statistical methods are both based on time series modelling. Reducedform models are inspired by nancial analyses and are rather successful when it comes to capturing trends in the data, seasonality, mean reversion events, jumps, and so on. They can be further classied into jump-diusion models Chan et al. (2008), and Markov regime-switching models Paraschiv et al. (2015) . Both try to identify states in which prices can be easily forecast, and either identify jump elements which disrupt those states and their forecast, or model several states with dierent inherent characteristics (baseload, peak), and their transitions.
Statistical methods rely on historical observation of parameters, along with additional exogenous factors, to generate a forecast. Statistical models range from the very simple same-day approaches (naive, but useful for benchmarking, according to Conejo et al. (2005) , to clear, easily interpretable regression analysis (like that in Jónsson et al. (2013) Finally, AI methods, which for electricity are mostly based on Articial Neural Networks, are specially good for highly non-linear systems and short-term predictions. Forcefeed neutral networks Guo and Luh (2004) and Recurrent Neural Networks Anbazhagan and Kumarappan (2013) are both tested and, while not consistently better than the more rened, state-of-the-art approaches, the trade-o between fast processing speed and accuracy in the forecasts is arguably something to look into. 14 4.2 Balancing market prices Klaeboe et al. (2015) note the abundance of sources on day-ahead price forecasting, but nowhere near as many when it comes to forecasting intraday and balancing markets.
The nature of the balancing markets makes it dicult to specify information which, if available, would not have already been included in the day-ahead forecast. The sources of variation in the balancing markets, by the very nature of these markets, are not easily incorporated in prediction models. However, there is usefulness in forecasting balancing market prices, specially when more than point-estimates are needed. Evidence suggests that models that incorporate more than just statistical information produce narrower forecasting intervals, though point-estimates of the balancing prices are no better than a constant zero time series, same as with the purely statistical methods.
In Klaeboe et al. (2015) , we have a method in which both the system's state and volume information are considered as exogenous factors for a regression which provides forecasts for balancing prices. While this method does not necessarily perform better than purely statistical methods to obtain point-estimates for electricity prices, it does provide better forecast bands, tighter than the ones in the Markov Regime-switching process presented in Olsson and Söder (2008) . Another fundamental modelling application, a comparison of a mean-reverting jump diusion model for prices and a Markov regime-switching model is shown in Wang et al. (2014) . The eectiveness of these approaches, however, is questioned by Kosater and Mosler (2006) , who state that there is little evidence that regime-switching methods, even when combined with further statistical forecasting methods, provide added information or forecasting power. Brolin and Söder (2010) propose a non-linear time series model is used to predict realtime Swedish electricity prices coupled with simulation to generate a stochastic scenario tree. The histograms for the simulated data are deemed similar enough to the historical values, so the method has arguably satisfying results for this particular instance.
Further considerations on forecasting methods
Considering the day-ahead market, we can say that statistical methods, like SARFIMA or AR-X forecasts, are widely used in the research community either alone or as a part of a combined approach, the former when seasonal information is clear, the later when exogenous data series are available. These statistical approaches can be combined with reduced-form or Articial Intelligence models, both of which are good in capturing nonlinear trends, such as violent spikes, which are the norm in electricity pricing. The results can be benchmarked with an easily implemented same-day approach.
In general, the literature seem to favour ARMA, ARIMA and AR-X methods for shortterm forecasts, whereas other authors claim Articial Intelligence models are better suited to cover the non-linear aspects of the short-term variations Weron (2014) . Methods for the day-ahead market might also be suitable for the intraday market.
For the balancing market, however, there are few sources of price forecasting, and it is dicult to justify forecasts for the balancing market when they use exactly the same information as the DAM forecast. On the other hand, while producers might not obtain much information from later market's prices per se, these can inform them on the TSO's intentions when it comes to real-time regulation. In a sort of two-level game, the producers could forecast balancing market prices and, based on historical TSO's decisions, make their DAM, IDM and BM oers concurrently in a way that maximize their prots in view of the possible oers from other producers. Kiesel and Paraschiv (2017) , for example, study IDM prices and their impact on day-ahead prices, using a reduced form model which includes weather data. They acknowledge, however, a lack of similar multi-market analyses.
We nd signicant challenges and gaps in the literature regarding multi-market price forecasting. These can roughly be summarized in two, interlinked narratives: a) the increasing dominance of intermittent renewable sources increase uncertainty, making forecasting and the development of models taking this into account both more relevant and challenging, and b) market integration raises the question of how relevant and protable is it for smaller producers to study this in a coordinated way, not just from the bidding point of view, but also when it comes to forecasting prices.
The value of multi-market price forecasting is intrinsically liked to the value of managing bids in multiple markets. Klaeboe and Fosso (2013) , while recognizing only modest gains in their literature overview, seem to think increased intermittent generation in a system will increase the relevance of coordinated bids, and, consequently, forecasting of BM prices. Whether or not new information is available to a producer after DAM and IDM commitment, and how this new information can be used to change a producer's behaviour when it comes to balancing market dispatch, presents a conceptual challenge.
Scenario-tree generation methods
Many of the papers cited in Section 3 are based on stochastic programming and therefore require scenario trees (Dupa£ová et al., 2000; King and Wallace, 2012) . While most papers provide information about the employed scenario generation process, this section presents a more systematic overview of available methods. As there is a signicant qualitative dierence between two-and multi-stage models, we will treat them separately.
Two-stage models
Two-stage models have only one branching point and therefore only two stages; one before information is revealed and the second after. Consequently, the scenario tree is usually in the form of independent scenarios, connected together in the root of the tree, which represents the rst stage. Such trees are often referred to as fans.
Since the second-stage part of the scenario tree consists of a set of independent paths, two-stage models are well suited for forecasting methods able to simulate multiple paths, such as time-series models. Scenarios in the tree are drawn as a sample of possible paths.
Of the papers presented in the previous section, this approach is used in Faria and Fleten (2011); Fleten and Kristoersen (2007) .
A word of warning, though: while sampling-based methods usually guarantee optimality in the limit, they do not provide good approximations with few scenarios. Without further post-processing, they do not even guarantee that the scenarios have correct expected values, something that is known to be important for stochastic-programming models (Chopra and Ziemba, 1993) . A popular way of avoiding this problem is to generate a large scenario tree and then reduce it, using scenario-reduction techniques. By the law of large numbers, the expected value in the large tree should be close to the specied values. Unfortunately, not all scenario-reduction methods guarantee preservation of the means. However, one can expect the results to be better than if we sampled the small number of scenario directly.
In the case of optimizing bids, it is natural to have the bid decisions in the rst stage and everything after market clearing in the second stage. This implies that there is no uncertainty in the operating part of the model, i.e., for unit commitment and dispatch which is a correct description as long as the producer operates only in the day-ahead market and we ignore other uncertainties such as inow and intermittent electricity sources.
However, a two-stage model for multi-market bidding would represent the intraday and balancing markets without uncertainty, possibly overestimating the prot obtainable in these markets. Jointly considering bids in several markets therefore require scenario trees that have multiple branching points. This wil reect how information on prices and commitments is gradually revealed to producers as dierent markets clear over time.
Multi-stage models
Multi-stage scenario trees are qualitatively dierent from the two-stage case, because multi-stage trees involve conditional probability distributions. If the single branching point of the two-stage tree is right after the rst period, there is only one distribution to handle and it depends only on the history, so we can use forecasts and sampling as described above. Multi-stage trees, on the other hand, include consecutive branchings that require the knowledge of conditional distributions: the distribution seen from any node in the scenario tree depends not only on the history up to now, but also on the values in the given node.
Such conditional distributions are readily available if we use methods based on timeseries, but not for other forecasting techniques. Moreover, time-series models make it easy to sample any number of successors for a given node, so one can build the whole scenario tree. A potential problem with such an approach is that the number of branches at each node must be kept low to avoid exponential growth in the number of scenarios.
This makes pure sampling unsuitable, as expected values may not be preserved by small samples. One could, in principle, address the issue in the same way as in the two-stage case, namely by generating the tree with more branches at each branching point and then reduce it, but such a tree would likely be too large to handle. Instead, we can do the generation and reduction step at each branching node of the tree; this approach has been Boomsma et al. (2014) , using k-medoids clustering for the reductions. An alternative is to replace sampling by a discretization method that provides better control of the statistical properties, such as the copula-based method from Kaut (2014) or the moment-matching method from Høyland et al. (2003) .
This approach has been used in Kaut et al. (2014) .
The above approach works only for forecasting methods that provide conditional distributions at any point of the tree, such as time-series modelling. For other methods, one usually generates a two-stage tree and then use some clustering or reducing technique to transform it into a multi-period tree. The most common way of doing this is the scenario reduction methods from Römisch (2009, 2011) , which aim to nd a reduced tree that is close to the starting tree in terms of the sum of L r -distance and a so-called ltration distance (Heitsch et al., 2006) . There, the L r -distance measures the dierence between values in the scenario trees, while the ltration distance measures the dierence between structures of the trees. While popular, there is a potential problem with using this method: the main reason for reducing a fan to a tree is that the fan is not a good approximation of the process, since there is no new information after the rst stage. However, the theory supporting the methods measures only how much worse the solution of the reduced problem is, compared to the one based on the initial tree. Hence, if the fan is not a good approximation of the stochastic process, there is no guarantee that the reduced tree will be better. Of the papers presented in Section 3, this approach is used in Aasgård et al. (2014 Aasgård et al. ( , 2017 Olsson (2009) .
An alternative approach is based on a nested distance, introduced in Pug (2010) as a distance between nested distributions, also introduced there. Pug and Pichler (2015) presents several such scenario generation algorithms, based on the assumption that we can sample unlimited number of paths from the underlying process. Finally, Pug and Pichler (2016) present a related method that can be used for reducing a fan to a multistage tree. For this, the method estimates the conditional distributions using techniques from kernel estimation. Once we have the conditional distributions, we can build the multi-stage tree as described earlier in this section. This approach has been used in Séguin et al. (2017) for generating scenarios for short-term reservoir inows.
Until now, we have discussed situations where a forecast method can either sample future values, or at least produce a collection of forecasted paths. However, some forecasting methods, such as fundamental and AI models, produce only a single forecast; or we could have access to a single forecast provided by a third party. In this case, we cannot use the any of the methods discussed so far. Since a single forecast does not include any information about uncertainty, we have to use other sources. If we have access to historical forecasts and actual observed values, we can use a scenario-generation method from Kaut (2017) , which is a multi-stage extension to a method from Andersen et al. (2015) .
The method works by creating a scenario tree for prediction errors and combining it with the forecast to get the scenario values. Internally, the method treats errors of forecasts of dierent lengths as separate random variables, which allows modelling of inter-temporal dependencies between errors. A similar approach is used in Vespucci et al. (2013) , where a scenario tree for the day-ahead wind production is obtained by combining a single wind power production forecast with a scenario tree of historical prediction errors.
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Further considerations on scenario generation methods
For multi-market bidding, multi-stage scenario trees are needed to describe how prices and commitments in sequential markets are revealed over time. However, which markets, i.e. prices, to include as uncertain variables in the tree is still mostly an unanswered question. Modelling all markets in detail will likely lead to models that are too large.
One way of reducing the model size might be using the multi-horizon modelling approach from Kaut et al. (2014) , with markets beyond the DAM modelled in the inner layer of the scenario tree. This, however, is beyond the scope of the paper. Another approach is to model only a subset of the markets, which require some assessments of which markets are most important for producers. This subject is further discussed in Section 6.
Since the scenario tree introduces an additional approximation step in the modelling process, it is important to ensure that it does not deteriorate the quality of the solutions too much. However, the solution obtained by using the true, full distribution of the uncertain variables is generally not obtainable, either because the true distribution is unknown, or because the resulting optimization problem would be too large. Without the true solution as a benchmark, the approximation error of using scenario trees is, in general, dicult to estimate; we refer interested readers to Bayraksan and Morton (2006) and Bayraksan et al. (2011) .
Instead, we focus on the easier issue of stability, as dened in Kaut and Wallace (2007) .
Simply said, stability is the requirement is that if we repeat the scenario generation and optimization steps using the same input, we should get (approximately) the same results.
Stability may thus also be called reproducibility. In more detail, if we solve the same problem with N scenario trees, the variation of the obtained optimal objective values should be within some specied limit the exact value is case-dependent.
Since the approximation to the true distribution should improve with increasing number of scenarios S, the task is often to nd the smallest number of scenarios S that produces acceptable results. Note that if we use a scenario-generation tool that produces randomized output (such as sampling), we can use N trees of size S. If, on the other hand, the tool always produces the same tree for a given size, we can generate trees with s ∈ {S − N/2, . . . , S + N/2} scenarios instead. In Kaut and Wallace (2007) , this is called an in-sample stability test, since it uses objective values from the trees it was obtained on. In contrast, an out-of-sample stability test would compare the solutions on an additional scenario tree, preferably with as many scenarios as possible. This is usually only applicable to two-stage models, see the discussion in Kaut and Wallace (2007) .
To summarize, stability is the minimal requirement for a scenario generation method:
if the model produces dierent results at each run, it is of no use. The allowed calculation time of stochastic programming models will be limited in operational settings, and large trees lead to long run times and potentially also trouble with memory. In our context, bids must be submitted before certain closing times for the various markets, and producers must divide their limited time between updating forecasts, scenario generation and optimization. It is therefore important to nd a minimal size of the scenario tree that still produces stable results for the optimization model it is used with.
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Formulating an optimization model that includes the decisions to be taken and uncertain variables for all markets (DAM, IDM and BM) might quickly grow prohibitively complex, and it would be dicult to dene a scenario tree structure that adequately represent the information structure; such models are not pursued very often in the literature. Rather, we nd bid optimization models that cover one or two of the markets. Even such problems possess challenges in terms of consistency and dependency in forecasts for prices, and the size of the resulting scenario trees, which again leads to long run times. The question then arises, what are the gains of modelling bids in all markets as a joint problem?
Both Klaeboe and Fosso (2013) and Boomsma et al. (2014) , dene the term coordinated bidding as taking subsequent energy markets into account when determining bids to the day-ahead market, while separate bidding is dened as making bids to the dayahead market without considering the opportunities in the IDM and BMs until after the closure of the DAM. Boomsma et al. (2014) develop bounds on the gain from coordinated bidding in the day-ahead and balancing market, and nd that the gain averaged at 2%, with a dierence between lower and upper bound of 7%. In general, the value of stochastic planning becomes smaller when moving from single-market bidding to multimarket bidding. This is because the additional markets represent an opportunity to adapt and`make up for' bad decisions taken at earlier time steps.
Klaeboe and Fosso (2013) discuss modelling challenges for multi-market bidding in more general terms, and come to the conclusion that consistency of assumptions across markets should be kept in mind. We hold that this consistency should also include assumptions made in forecasting and scenario generation, which must be seen as integrated and equally important tasks when developing the model framework.
With the gains from coordinated bidding reported to be small and the models needed to calculate such strategies increasingly complex, some alternative modelling choices arises: a) use simplied descriptions for the IDM and/or BM; b) include only one of the additional markets; or c) consider the markets as separate bidding problems. Approach b) is used in most of the papers reviewed in Section 3. This method involves a choice of which market to include, and further on what basis this choice is to be made. Should we include the market with the highest prot potential? Or the market that gives the producer largest exibility to change production close to the operating hour? This depends on the objectives of the producer, and may even change with seasons or conditions in the water courses. If hydropower production resources are constrained due to wet/dry conditions, exibility might be the most important concern, while prot-maximization might be the goal in more`normal situations'. Even if prot potential is used as the decision criterion, evaluating this potential for dierent markets require forecasts of expected prices and their variation in the long term. Using approach a) and simplifying the descriptions of latter markets, involves challenges of consistency. Does the simplied formulation still represent enough detail to adequately describe the opportunities in the intraday and balancing markets? Is the information structure in the scenarios intact? If we simplify by using smaller scenario trees (or even deterministic modelling), will the statistical properties and dependencies of prices still be maintained? Lastly, what is lost if using 20 approach c) in terms of prot or exibility?
Characterizing and bounding the gains of coordinated bidding in all short-term energy markets similar to what is done in Boomsma et al. (2014) for the day-ahead and balancing market would be a guide to choose which markets to include/exclude from the multimarket hydropower bidding problem. Here, the term`gain' is used in a broader sense than just prots, and includes for example increased exibility when managing the production system and watercourses. Using state-of-the-art methods and striving for consistency in all steps of the modelling process will help reduce any estimation errors of such bounds.
Simulating and comparing the use of models based on dierent modelling choices will also guide in deciding which markets or assumptions are important.
Conclusions
In this paper, we review optimization models that describe the multi-market bidding problem for hydropower producers, together with methods for multi-market price forecasting and scenario tree generation. These tasks may be seen as interconnected steps in the modelling process.
The multi-market setting oer both oppurtunities and challenges for power producers; oppurtunities in the form of possibilities to trade their way to protable and exible production schedules, and challenges in the form of managing uncertainty in several markets. Our opinion is that managing uncertainty and the interconnections and dependencies between dierent markets will be a competitive advantage for producers in the near future.
In order to develop decision-support tools that can aid producers in an increasingly complex market environment, we need to take an integrated view of all steps of the modelling process. Understanding the characteristics and variability of prices in different markets and their interaction, and describing this variability and how its is revealed to the producer through stages in the scenario tree, are the foundation on which stochastic-programming models can be build. To properly account for stochasticity in a multi-market setting, forecasting, scenario generation and optimization are all equally important. A successful stochastic model for decision-making heavily relies on the right selection of methods to manage the uncertainty of the variables involved.
When it comes to bidding in a multi-market setting, there are only a few sources available, and all of them show little or no gain from coordinated bidding. Our opinion is that multi-market participation, although reportedly having a limited prot potential, can provide gains in exibility and system stability for hydro producers. With the current shift towards renewable sources (which, aside from hydropower, are intermittent), the need for being able to change production closer to real-time will increase. This gives opportunities for hydropower producers, which are exible in the sense that energy can be stored until needed and production can be started or changed quickly. Power producers, and hydro power producers in particular, are expected to increasingly participate in more than one market, and we believe there is a lack of literature and models that address the topic in a more comprehensive manner.
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