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Abstract
Cronbach’s alpha is a popular method to measure reliability, e.g. in quantifying the reliability of a
score to summarize the informationof several items in questionnaires.The alpha coefﬁcient is known to
be non-robust.We study the behavior of this coefﬁcient in different settings to identify situationswhere
Cronbach’s alpha is extremely sensitive to violations of the classical model assumptions. Furthermore,
we construct a robust version of Cronbach’s alpha which is insensitive to a small proportion of data
that belong to a different source. The idea is that the robust Cronbach’s alpha reﬂects the reliability of
the bulk of the data. For example, it should not be possible that some small amount of outliers makes
a score look reliable if it is not.
© 2005 Elsevier Inc. All rights reserved.
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1. Introduction
We consider the problem of measuring the reliability for a set of items such as in a test.
Consider a series of itemsYj = Tj +εj for j = 1, . . . , p, whereTj are the true unobservable
item scores and εj are the associated errors which are assumed to be independent from the
true item scores and distributed with zero mean. The observed overall score of the p items is
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given by Y = Y1+· · ·+Yp and the overall true but unobservable score is T = T1+· · ·+Tp.
Reliability or consistency r of the set of items is deﬁned as the ratio of the variance of the
true scores to the total observed variance, that is r = Var(T )/Var(Y ). Since Var(T ) cannot
be calculated directly, measures to estimate the reliability r have been developed.
Cronbach [4] proposed the coefﬁcient alpha as a measure of reliability in classical test
theory (see also [15]). Cronbach’s alpha estimates the consistency between items in a test,
that is the internal consistency of the test. It is deﬁned as
C = p
p − 1
Var
(∑p
j=1 Yj
)
−∑pj=1 Var (Yj )
Var
(∑p
j=1 Yj
)
= p
p − 1
∑ ∑
j =k jk∑ ∑
j,k jk
, (1)
where jk is the covariance of the pair (Yj , Yk). It has been shown in [10] that Cronbach’s
alpha is always a lower bound of the reliability r. The values 0.7 or 0.75 are often used as
cutoff value for Cronbach’s alpha and thus for the reliability of the test. Cronbach’s alpha
has been investigated further in, e.g. [9,32,14,2].
Cronbach’s alpha can be estimated by substituting empirical variances and covariances
in (1) above. However, it is well known that classical estimators such as empirical variances
and covariances can be heavily inﬂuenced by a few erroneous observations (see e.g. [11]).
Therefore, the resulting estimate of Cronbach’s alpha can be completely misleading as
soon as some mistaken observations are present. To avoid this problem we propose a robust
Cronbach’s alpha estimate that is able to resist outliers and thus measures the internal
consistency of the most central part of the observations. A robust measure of reliability was
already proposed by Wilcox [34] who used the midvariance and midcovariance as robust
estimates for the variances and covariances in (1). In this paper we propose to estimate
the covariance matrix of (Y1, . . . , Yp)t using a robust estimator and then we substitute the
elements of this robust covariance estimate in (1).
Many robust estimators of multivariate location and scatter have been investigated in
the literature, such as M-estimators [19,12], the minimum volume ellipsoid and minimum
covariance determinant estimator [24], and S-estimators [8,25,16]. Recently, robust mul-
tivariate statistical methods based on robust estimation of location and scatter have been
developed and investigated such as factor analysis [20], principal component analysis [7,30],
canonical correlation analysis [5,31] and multivariate regression [26,33,1]. See also [21]
for an overview. An advantage of constructing a robust Cronbach’s alpha as proposed in
this paper is that it can be obtained immediately from the robust scatter matrix estimate
computed for the robust multivariate analysis without any additional computational load.
This is a clear advantage over the proposal ofWilcox [34] that has to be computed separately
and does not take into account the multivariate nature of the data.
In Section 2 we review robust estimators of multivariate location and scatter. The robust
Cronbach’s alpha is introduced in Section 3 where we also investigate some important
properties. Section 4 contains results of simulation studies which show that the robust
Cronbach’s alpha performs well both in situations without and with outliers. A real data
example is given in Section 5 and Section 6 concludes.
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2. Robust estimators of location and scatter
The robust Cronbach’s alpha can be computed from any robust scatter estimate. In this
paper we will mainly use the reweighted minimum covariance determinant (RMCD) es-
timator and S-estimators which are highly robust estimators that can be computed with
standard statistical software packages such as S-PLUS or SAS.
Consider a multivariate data set {yi; 1 in} with yi = (yi1, . . . , yip)t ∈ Rp. Fix
n/2hn, where n/2 denotes the smallest integer greater than or equal to n/2. Then
the MCD looks for the subset {yi1 , . . . , yih} of size h which is the most concentrated subset
of size h in the sense that its covariance matrix has the smallest determinant. The estimate
for the center, t0n , is then the mean of the optimal subset and the covariance estimate C0n is
a multiple of the empirical covariance estimate based on the data in the optimal subset.
The breakdown value of an estimator is the smallest fraction of observations that needs to
be replaced by arbitrary values to make the estimator useless (i.e. its norm goes to inﬁnity),
see e.g. [25].We will denote  = (n−h)/n so that 00.5. It then follows that the MCD
has breakdown value equal to . This means that a fraction  of the data points may contain
errors without having an unbounded effect on the MCD estimates. Moreover, the MCD
location and scatter estimators are asymptotically normal and have a bounded inﬂuence
function [3,6] which means that a small amount of contamination at a certain place can only
have a bounded effect on the MCD estimates, see [11] for more information on the inﬂuence
function. Two common choices for the subset size h are h = [(n + p + 1)/2] ≈ n/2 (so
 ≈ 0.5) which yields the highest possible breakdown value, and h ≈ 3n/4 (i.e.  ≈ 0.25)
which gives a better compromise between efficiency and breakdown. We will mainly use
the 25% breakdown MCD, that is h ≈ 3n/4, in this paper.
To increase the performance of the MCD it is customary to compute the reweighted MCD
estimates (t1n, S1n) which are deﬁned as
t1n =
∑n
i=1 w(d2i )yi∑n
i=1 w(d2i )
and C1n =
∑n
i=1 w(d2i )(yi − t1n)(yi − t1n)t∑n
i=1 w(d2i )
.
The weights w(d2i ) are computed as w(d
2
i ) = I (d2i q) where q = 2p,1− and d2i =
(yi − t0n)t (C0n)−1(yi − t0n) is the squared robust distance of observation yi based on the
initial MCD estimates (t0n, C0n). It is customary to take  = 0.025, see [28]. The reweighted
MCD estimators (RMCD) preserve the breakdown value [18] and the bounded inﬂuence
function [17] of the initial MCD estimators but have a higher efﬁciency as shown in [6].
Recently, Rousseeuw and Van Driessen [27] constructed a fast algorithm to compute the
RMCD.
S-estimates of location and scatter are deﬁned as the couple (tSn , CSn ) that minimizes
det(Cn) under the constraint
1
n
n∑
i=1
(
√
(yi − tn)tC−1n (yi − tn) )b,
over all tn ∈ Rp and Cn ∈ PDS(p), where PDS(p) is the set of all positive definite
symmetric matrices of size p. See e.g. [16] for important conditions on the  function. The
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constant b satisfies 0 < b < (∞) and determines the breakdown value of the estimator
which equals min( b(∞) , 1− b(∞) ) (see [16]). In this paper we usually select b such that the
S-estimator has a 25% breakdown value. The most popular choice of  function is Tukey’s
biweight function which is given by
c(t) = min
(
t2
2
− t
4
2c2
+ t
6
6c4
,
c2
6
)
, t ∈ R. (2)
Its derivative is given by
c(t) = t
(
1 − t
2
c2
)2
I (|t | < c), t ∈ R,
where I denotes the indicator function. The tuning constant c in the  function (2) can be
selected such that consistency at a speciﬁc model distribution is obtained. S-estimators are
asymptotically normal and have a bounded inﬂuence function [8,16]. Efﬁcient algorithms
to compute S-estimators have been constructed in [29,23]. The 25% breakdown S-estimator
of the scatter matrix based on Tukey’s biweight function will be denoted Sbw.
Another class of robust scatter matrix estimators are M-estimators. We will consider the
M-estimator based on the assumption of Student’s t3 distribution which will be denoted by
T3. It is obtained as the solution of the estimating equations
tT3n =
(
n∑
i=1
wiyi
)/(
n∑
i=1
wi
)
and CT3n =
1
n
n∑
i=1
wi(yi − tT3n )(yi − tT3n )t ,
wherewi = (3+p)/(3+d2i )with d2i = (yi − tT3n )t (CT3n )−1(yi − tT3n ). The T3 estimator not
only has reasonable robustness and efﬁciency properties, but also some additional advan-
tages. There exists a unique solution of the objective criterion under very weak assumptions
and there also exists an always converging iterative algorithm to compute the estimate, as
was shown in [12,13]. Furthermore, this estimator is intuitively appealing as it is a maxi-
mum likelihood estimator if the errors follow a multivariate t3 distribution. However, the
main disadvantage of T3 is its low breakdown point.
3. Robust Cronbach’s alpha
Consider a data set Yn = {yi; i = 1, . . . , n} ⊂ Rp and denote by Cn the corresponding
scatter estimate such as the empirical covariance S, RMCD, Sbw or T3 estimate of scatter.
Then the corresponding Cronbach’s alpha estimate is deﬁned as
C(Yn) = p
p − 1
∑ ∑
j =k cjk∑ ∑
j,k cjk
, (3)
where cij , i, j = 1, . . . , p, are the elements of the matrix Cn and C indicates S, MCD,
RMCD, Sbw or T3. When using the empirical covariance matrix S in (3) we obtain the
1664 A. Christmann, S. Van Aelst / Journal of Multivariate Analysis 97 (2006) 1660–1674
classical estimate of Cronbach’s alpha derived from (1). On the other hand, using a robust
estimate of the covariance matrix in (3) will lead to a robust estimate of Cronbach’s alpha.
Let the observed item scores (Y1, . . . , Yp) have a distribution F, which belongs to the
class of unimodal elliptically symmetric distributions. Hence, the density function is of the
form
f,(y) = g((y − )
t−1(y − ))√
det()
with  ∈ Rp and  ∈ PDS(p) and where the function g has a strictly negative derivative.
Multivariate normal distributions obviously belong to this class of distributions. With  =
(ij ), we then focus on estimating the quantity
 = p
p − 1
∑ ∑
j =k jk∑ ∑
j,k jk
.
If the scatter estimator Cn is consistent in probability or almost surely, then it follows
immediately from Slutsky’s theorem that the corresponding Cronbach’s alpha estimator
given by (3) is a consistent estimator of  (in probability or almost surely). Consistency
of robust location/scatter estimators at elliptically symmetric distributions has been shown
in [3] for the MCD, in [17] for the RMCD and in [8,16] for S-estimators.
The inﬂuence function (IF) describes the local robustness of the functional version of
an estimator. A statistical functional corresponding to an estimator Cn is a map C which
maps any p-variate distribution G on C(G) ∈ PDS(p) such that C(Fn) = Cn for any
empirical distribution function Fn. The functional version of Cronbach’s alpha associated
with a scatter functional C(G) will be denoted by C(G). It follows immediately that
C(F,) =  whenever C(F,) = , that is, whenever C is Fisher-consistent at elliptical
distributions F,. The MCD and RMCD scatter estimators can be made Fisher-consistent
at elliptical distributions by using a suitable multiplication factor in the deﬁnition of C0n and
C1n (see e.g. [6,22]). Similarly, the tuning constant c in the  function (2) can be selected
such that Sbw is Fisher-consistent at a speciﬁc elliptical model distribution.
The inﬂuence function of the functional C at the distribution F, measures the effect
on C(F,) of adding a small mass at a certain point y. Such a perturbation mimics the
occurrence of isolated outliers, e.g. due to typing errors. Hence, a robust method should
have a bounded inﬂuence function such that contamination at any point can only have a
limited effect on the estimate. If we denote by y the distribution putting all its mass on y,
then the inﬂuence function is given by
IF(y; C, F,) = lim
ε↓0
C((1 − ε)F, + εy) − C(F,)
ε
= 
ε
C((1 − ε)F, + εy)|ε=0 . (4)
See [11] for further details. For scatter matrix estimators C(G) that are Fisher-consistent at
elliptically symmetric distributionsF := F, andpossess an inﬂuence function, combining
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the functional version of (3) with (4) yields
IF(y; C, F ) = p
p − 1

ε
∑ ∑
j =k cjk(Fε)∑ ∑
j,k cjk(Fε)
|ε=0
= p
p − 1
∑ ∑
j =k IF(y; cjk, F )∑ ∑
j,k cjk(F )
− p
p − 1
(∑ ∑
j =k cjk(F )
) (∑ ∑
j,k IF(y; cjk, F )
)
(∑ ∑
j,k cjk(F )
)2
= p
p − 1
∑ ∑
j =k IF(y; cjk, F )∑ ∑
j,k jk
− 
∑ ∑
j,k IF(y; cjk, F )∑ ∑
j,k jk
.
Hence, we obtain the following result.
Theorem 3.1. If the scatter matrix estimator C possesses an inﬂuence function then the
inﬂuence function of C at elliptically symmetric distributions F := F, is given by
IF(y; C, F ) =
p
p−1
∑ ∑
j =k IF(y; cjk, F ) − 
∑ ∑
j,k IF(y; cjk, F )∑ ∑
j,k jk
.
It follows that the inﬂuence function of Cronbach’s alpha is bounded as soon as the
inﬂuence function of the scatter matrix estimator is bounded which is the case for RMCD,
T3, and S-estimators with bounded  function such as Sbw. Therefore, our approach based
on a robust estimate of the scatter matrix indeed yields a robust estimate of Cronbach’s
alpha.
As an example, let us consider the inﬂuence function of the S-estimator of scatter based on
Tukey’s biweight function (2) for a multivariate standard normal distribution F = N(0, I)
which is given by
IF(y;CS, F ) = 2
3
((‖y‖) − b0) + 1
1
p(‖y‖) ‖y‖
(
yyt
‖y‖2 −
1
p
I
)
,
where 1=(p+ 2)−1EF
[
′(‖Y‖) ‖Y‖2 + (p + 1)(‖Y‖) ‖Y‖] and 3=EF [(‖Y‖)‖Y‖]
(see [16, Corollary 5.2]). The inﬂuence function of Cronbach’s alpha based on Sbw for the
bivariate standard normal distribution is given in Fig. 1. Note that the inﬂuence function is
smooth and bounded. Furthermore, for points with large euclidean norm ‖y‖ it is constant,
but not necessarily equal to zero for general multivariate normal distributions. Hence, data
points lying far away from the bulk of the data cloud only have a small impact on this robust
Cronbach’s alpha.
As the inﬂuence function is an asymptotical concept, it is also interesting to consider
an empirical version of the inﬂuence function for ﬁnite sample sizes. Here, we consider
the sensitivity curve SCn, cf. [11, p. 93]. The sensitivity curve of Cronbach’s alpha C(Yn)
given a multivariate data set Yn = (y1, . . . , yn) is deﬁned by
SCn(y) = n [C(y1, . . . , yn, y) − C(y1, . . . , yn)] , y ∈ Rp.
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Fig. 1. Inﬂuence function of Cronbach’s alpha based on the S-estimator Sbw at the bivariate normal distribution.
Hence, SCn describes the standardized behavior of the estimate if one arbitrary data point
y is added to the data set.
Sensitivity curves of Cronbach’s alpha based on empirical (co)variances and its robust
alternatives are given in Fig. 2 for the bivariate standard normal distribution. Note that due
to different magnitudes of the sensitivity curves the scaling of the vertical axis in the plots
is not identical for all four estimates. In Fig. 2, we consider Cronbach’s alpha based on S,
RMCD, Sbw, andT3.We see that the impact of even one single additional observation can be
extremely large for the classical Cronbach’s alpha based on S, whereas the robustiﬁcations
behave much more stable. Especially the sensitivity curves based on RMCD and Sbw are
very stable for observations far away from the bulk of the data. Note that the sensitivity
curve of Cronbach’s alpha based on Sbw is very similar to the inﬂuence function shown
in Fig. 1, although we used only a moderate sample size of n = 100 to construct SCn.
Cronbach’s alpha based on T3 shows a smooth and more robust behavior than the classical
estimator, but it is not as robust as the estimators based on RMCD and Sbw for extreme
outliers.
4. Simulations
We investigated the behavior of the classical and robust Cronbach’s alpha estimators for
ﬁnite samples via simulations for sample sizes of n = 40, 100, and 500. Let (Y1, . . . , Yp)t
be a random vector with multivariate distribution F. Since Yj = Tj + εj we have that
E(Yj ) = E(Tj ) = j , the expected value for item j. For dimension p = 2 we deﬁne
location vectors  = (0, 0)′, 1 = (2, 2)′, and 2 = (−2, 2)′. For dimension p = 10 we
deﬁne location vectors  = 0 ∈ Rp, 1 = (2, . . . , 2)′, and 2 = (−2, 2, . . . , 2)′. As scatter
matrices we use  = (ij ) ∈ Rp×p, where ij = 1, if i = j , and ij = , if i = j ,
and 1 = (ij ) ∈ Rp×p, where ij = 1, if i = j . If p = 2 the off-diagonal elements
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Fig. 2. Sensitivity curves for a two-dimensional data set with n = 100 observations simulated from F = N(0, I).
of 1 are 12 = 21 = −. If p = 10 we set the off-diagonal elements of 1 equal to
ij = −, if {i = 1 or j = 1 and i = j}, and ij = , if {i > 1, j > 1 and i = j}.
We use  = 0.05, 0.10, and 0.20 as contamination proportions, and study correlations
of  = 0, 0.2, 0.5, and 0.8. In the simulations the following ﬁve probability models are
considered:
• N : multivariate normal: F = N(,),
• t3: multivariate Student’s t with 3 df: F = t3(,),
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Fig. 3. Scatterplots of simulated data for p = 2, n = 100,  = 0.8, and  = 10%.
• % M1: contamination model 1 with different covariance matrix: F = (1−)N(,)+
N(,1),
• % M2: contamination model 2 with different location parameter and covariance matrix:
F = (1 − )N(1,) + N(2,1),
• %M3: contaminationmodel 3with different location parameter:F = (1−)N(1,)+
N(−1,).
To allow a visual comparison of these probability models, scatterplots of data sets simulated
according to these ﬁve models for p = 2, n = 100,  = 0.8, and  = 10% are given in Fig.
3. The contaminated data points are marked as dots. In the context of a questionnaire the
contamination models can be explained as follows. Suppose a positive answer expresses to
what extend the respondent ‘agrees’ with the statement in an item and a negative answer
indicates the amount of ‘disagreement’. The contamination in outlier model 1 can be caused
by respondents that incorrectly reversed the statement of one item and hence give an answer
that does not match with their answers to the other items. Contamination model 2 is the
same but now the population average is not zero. Contamination model 3 expresses that
some respondents reversed the scale of their answers in the whole questionnaire, that is they
give negative answers when agreeing with the statement and vice versa.
For each simulation we generated 1000 data sets and computed bias and mean squared
error of Cronbach’s alpha based on the empirical covariance S and based on the robust
alternatives MCD, RMCD, Sbw, all with 25% breakdown point, and T3. Moreover, in
the simulations we also included the robust Cronbach’s alpha based on midvariance and
A. Christmann, S. Van Aelst / Journal of Multivariate Analysis 97 (2006) 1660–1674 1669
  N(0,1)
  t(3)
 5% M1
 5% M2
 5% M3
10% M1
10% M2
10% M3
20% M1
20% M2
20% M3
MCD
-1.0 0.0 1.0
RMCD S_bw
-1.0 0.0 1.0
  N(0,1)
  t(3)
 5% M1
 5% M2
 5% M3
10% M1
10% M2
10% M3
20% M1
20% M2
20% M3
S T3
-1.0 0.0 1.0
W
  N(0,1)
  t(3)
 5% M1
 5% M2
 5% M3
10% M1
10% M2
10% M3
20% M1
20% M2
20% M3
MCD
0.0 0.4 0.8
RMCD S_bw
0.0 0.4 0.8
  N(0,1)
  t(3)
 5% M1
 5% M2
 5% M3
10% M1
10% M2
10% M3
20% M1
20% M2
20% M3
S T3
0.0 0.4 0.8
W
(a)
(b)
Fig. 4. (a) Bias and (b) square root of mean squared error for several estimators of Cronbach’s  for p = 2,  = 0,
and n = 100. Under classical normality assumptions the true value  = 0.
midcovariance as proposed by Wilcox [34]. We denote this method by W. Some results of
the simulations are summarized in Figs. 4 and 5 for p = 2 dimensions and in Fig. 6 for
p = 10. The simulation results for the other situations were very similar.
First, note that these simulations conﬁrm that the classical Cronbach’s alpha is non-
robust with respect to violations of the model assumptions. It can seriously overestimate
(contamination model 3, Fig. 4a) or underestimate (contamination models 1 and 2, Fig.
5a) the value of the parameter  of the population. Student’s distribution t3 is elliptically
symmetric with heavier tails than the normal distribution and is often a good approxima-
tion to the distribution of high quality data, cf. [11, p. 23]. However, even in this situation
the bias and the MSE are often much larger than under the classical assumption (see e.g.
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Fig. 5. (a) Bias and (b) square root of mean squared error for several estimators of Cronbach’s  for p = 2,
 = 0.5, and n = 100. Under classical normality assumptions the true value  = 0.667.
Fig. 4). The same is true for contamination model 1 as can be seen in Fig. 5. If the contami-
nation is asymmetric as in the other two contamination models, the behavior of Cronbach’s
alpha can be even worse.
Robust Cronbach’s alpha based on all three robust covariance estimators yieldmore stable
estimates than the classical approach. Inmost cases Cronbach’s alpha based onRMCDgives
a better result than the Cronbach’s alpha based on the initial MCD estimator, which often
has a higher bias and a higher mean squared error (see Figs. 4 and 5). Hence, we do not
consider the MCD results in Fig. 6 anymore. Cronbach’s alpha based on RMCD is the only
estimator under consideration which still gives reasonable results if the mixing proportion
is as high as  = 20%. Furthermore, this estimator often gives already better results for the
multivariate t3 distribution.
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Fig. 6. (a) Bias and (b) square root of the mean squared error for p = 10,  = 0.2, and n = 100. Under classical
normality assumptions the true value  = 0.714.
When the assumption of normality is not valid, Cronbach’s alpha based on the Tukey
biweight S-estimator Sbw, performed best in many situations except for cases with con-
tamination proportion  = 20%. This amount of contamination is close to the breakdown
point (25%) of the estimator and causes a large (but bounded) bias which seriously affects
its performance. When the dimension increases, also the efﬁciency of the S-estimator in-
creases, but the robustness decreases as can be seen from Fig. 6. This behavior has been
noted before, see e.g. [6]. Finally, Sbw performs almost as good as the classical estimator if
the assumption of normality is fulﬁlled.
The M-estimator T3 yields more robust results than the classical approach based on the
empirical covariance matrix, but even for models with 5% of contamination it often gives
worse results than the estimators based on RMCD or Sbw, especially for contamination
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model 3 (see Fig. 5). This behavior of T3 coincides with the properties of the sensitivity
curves shown in Section 3.
Finally, Wilcox’ estimator usually behaves similar to the T3 estimator. Hence, although
themidvariance has a high efﬁciency and bounded inﬂuence function, the resulting estimator
often has a high bias when contamination is present in the data.
5. Example
To illustrate the usefulness of a robust Cronbach’s alpha coefﬁcient for a real data set,
we investigate the internal consistency of scores obtained by 50 computer science students
on 4 different projects in their third year of education at Ghent University.
The projects were scored on a scale of 0–20 and the grades could be speciﬁed up to
the ﬁrst decimal. Fig. 7 shows the robust distances of the observations based on RMCD
with 50% breakdown point versus their index. The observations are ranked according to
their overall average score. The horizontal line corresponds with the 97.5% percentile of
the 24 distribution which is often used as a cutoff to detect outliers (see e.g. [28]). From
this plot we can identify 8 outliers among the students with low overall average. The 50%
breakdownpoint biweight S-estimator detected the same 8 outliers.To see how these outliers
affect estimates of Cronbach’s alpha we compare the estimates introduced before. Since we
detected 16% of outliers in this dataset we use the 50% breakdown versions of RMCD and
biweight S-estimators to avoid high bias due to the contamination. The Cronbach’s alpha
coefﬁcients based on the empirical covariance S, Wilcox midvariance W and T3 were 0.72,
0.72 and 0.73, respectively. On the other hand, robust Cronbach’s alpha coefﬁcients based
on RMCD and the biweight S-estimator both are 0.77. If 0.75 is used as a cutoff value for
consistency, the outliers thus have a serious effect on the data analysis. To compare, we also
computed the classical Cronbach’s alpha for the data without the 8 outliers which yields
0.79. A closer examination of the data reveals that the outliers correspond to students that
obtained at least one low score because they made only a small part of the project.
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Fig. 7. Plot of robust distances based on RMCD versus the index.
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6. Discussion
The reliabilitymeasureCronbach’s alpha is non-robust, even a single observation canhave
a high impact on this coefﬁcient. Therefore, we proposed robust alternatives, which have
good robustness properties, e.g. a bounded inﬂuence function, perform well in a simulation
studywith respect to bias andmean squared error, and are easy to computewith common sta-
tistical software packages such as SAS, S-PLUS or R. Software code to compute the robust
Cronbach’s alpha in SAS and S-PLUS is available from http://www.statistik.uni-dortmund.
de/sfb475/berichte/cronbach.zip .
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