Abstract: This paper, the first part of our three-part contribution, proposes a process modelling framework that captures integral continuous variable dynamics in discrete-time; the framework may be called discrete-time version of the Phase Transition Model of Hybrid Systems (Alur et al., 1993) . The modelling of the system phases is performed through Activity States. The characterisation of Activity States is derived from the physical system variables for easy modelling. The contributions of this paper are as follow. Transitions among activity states are time constrained with upper and lower time bounds relative to an external global clock. Composition of component models, essential for modelling of complex systems, is discussed in detail. The model proposed in this paper is used in two companion papers for solving the inferential problems of state estimation and fault diagnosis.
INTRODUCTION
Research on Discrete Event Systems started with Finite State Machine (FSM) models (P.J.G. and W.M., 1989) . The model has been subsequently extended to include time and process variables (Mukhopadhay et al., 2000a) . As a natural extension and in view of the existence of a rich theory of continuous variable dynamics, the FSM model has been further enhanced to encompass hybrid systems (Zad, 1999) . In this work a hybrid extension of the work (Mukhopadhay et al., 2000a) , (Bhowal et al., 2000) , (Mukhopadhay et al., 2000b) is proposed.
In (Mukhopadhay et al., 2000a) , inferential problems such as, state estimation and fault detection and diagnosis (FDD), were discussed for a class of timed discrete event systems. The process model was similar to the Timed Transition Model (TTM) (Ostroff and Wonham, 1990) . In this approach (Mukhopadhay et al., 2000a) , the Reachability Graph (RG) was first constructed. Measurement restriction was applied on the RG and then the FDD mechanism was formulated on top of it. Though the approach is appropriate for many industrial discrete event system, it has the following short comings £ RG becomes very large with the increase value of timing parameters. £ due to the presence of continuous variable, it the initial value is not a point, if can produce infinite number of RG. brid system. However, unlike classical hybrid system models, time is discrete here to capture implementation on computer naturally. This paper is organised as follows. In section 2, the activity state based process model was introduced. Composition of process model was discussed in section 3. Section 4 concludes the paper. The process model and composition are discussed with an example of a heating system
ACTIVITY STATE BASED PROCESS MODEL
The model M of a discrete time hybrid system is defined in terms of activity states as
is a finite set of data variables, is a finite set of activity states (similar to control locations (Alur et al., 1993) ), is a clock variable, is a set of transitions and is the initial condition. and a continuous data state
Data space:
The set of all data states is termed as data space and is denoted by
. Correspondingly we can write
are the discrete and continuous data space respectively.
Activity states
The concept of activity states forms the basis of the proposed activity state based model. An activity state is defined by a continuous dynamics (described by a set of difference equations) and a discrete data state. An activity state transition occurs if there is a change in the continuous dynamics or a change in the discrete data state. In the present model it is assumed that the system is having a finite number of activity state. i.e. the discrete data state along with change variables and boundary predicates, is described in a tabular form, forms the Activity Description Table ( . The set of all timed states is denoted as . Naturally is also infinite.
Transitions
Besides the Activity Description Table ( 
, that is, is a boolean function and can be conveniently represented by a set of elementary clauses connected by , the transition is called spontaneous. When has some non-zero value, the transition is called delayed.
Initial condition
An initial condition is a satisfiable assertion over the variables¨and , characterizing the initial system states, at is the set of directed arcs. Since the set of activity states is finite, ATG is also finite. ATG has some initial states q such that
It is assumed that Zeno computation (Ostroff and Wonham, 1990) does not arrise in the models.
Example: Heating System
The definitions stated above, are illustrated through by the example of a heating system. The system is shown in Fig. 1 .
For modularity, the models of the individual components are specified first. The model for the entire system, is then built by composing the component models. In this example, the failure of the controller and sensors have not been considered for simplicity. These failures can however be included in the model, in a similar manner.
Component models Heating system:
The Heating system has four activity states; namely heater off in good condition ( ) and heater on in bad condition(
" g
). Heater can go to bad on condition only from good on condition and bad off condition from good off condition. The model is explained below. , where C: controller, type discrete, domain
, where L:LOW and H:HIGH; T: temperature, type continuous, domain
Initial condition:
The Activity Description Table ( ADT) is shown in Table 3 . The Timed Transition Table is shown in  Table 4 . The Activity Transition Graph is shown in Fig. 3 Here we have considered arbitary boundary conditions 0 and 7. The actual value shall depend on the system under investigation A system typically consists of many components operating concurrently and coordinating with each other. Models for such systems can be constructed by parallel composition of the individual component models. The composition is defined below for two components; the definition can be extended in a natural way for more than two components.
Composition of two component models
Let the process models of two systems
The process model of the composite system is obtained by parallel composition of two components
) and is defined as the five-tuple
is the set of data variables in the composite model and¨( of transitions for both the machines are suitably composed so that they apply on the entire data variable set¨. This can be accomplished by the following steps. such that,
. The different possible cases are described follows.
Shared transitions:
( and 1 are said to be shared transition if they are specified by the user to take place simultaneously. A shared transition requires that at the time of transition both transitions are enabled simultaneously . If this condition is satisfied the shared transition can be defined as
where, 
