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It is well known that, Klein paradox is one of the most exotic and counterintuitive consequences
of quantum theory. Nevertheless, many discussions about the Klein paradox are based upon single-
particle Dirac equation in quantum mechanics rather than quantum field method. By using the path
integral formalism, we evaluate the reflection and transmission coefficients up to the lowest order
for the electron scattering by the finite square barrier potential. Within the context of assuming
the step potential is the limiting case of the finite square barrier potential, we explain the Klein
paradox that is caused by the ill-definition of the step potential.
I. INTRODUCTION
In 1929, soon after Paul Dirac proposing the new the-
ory of the electron[1], the Swedish physicist Oskar Klein,
by applying the Dirac equation to treat the electron scat-
tering from a step potential, obtained an astonishing re-
sult. It predicts that, seemingly, the low energy rela-
tivistic quantum electron can pass through a sufficiently
high potential without the exponential damping expected
in usual quantum tunneling processes. Furthermore, in
pace with the strength of potential approaches infinity,
the incoming electron almost pass through the potential
transparently. This phenomenon, was known as the Klein
paradox[2].
There have been various attempts to interpret this re-
sult since the publication of Klein’s paper, some detailed
discussions can be found in Refs. [3–9]. Its earlier inter-
pretations are by Sauter[10], Heisenberg and Euler[11].
In 1941, Hund firstly, utilizing theoretical method of sec-
ond quantization for the scalar field, demonstrated that if
the potential is strong enough, a non-zero constant elec-
tric current, given by an integral over the transmission
coefficient with respect to energy, has to be present[12].
Ten years later, Schwinger used the non-perturbational
method, creatively, to link the pair-creation probabil-
ity with the imaginary part of the effective Lagrangian
density[13]. As the Dirac equation is actually regarded
as the equation of the spinor field rather than scalar field,
in 1981, Hansen and Ravndal, using the standard opera-
tor method of quantum field theory, generalized Hund’s
work to the spinor field[14].
As quantum field theory has achieved unprecedented
success, we have reason to believe that, it is reliable to
treat the Klein paradox by using path integral method.
In this work, without associating the process of electron-
positron pair creation, we give an another possible inter-
pretation for producing the Klein paradox. That is, the
Klein paradox is caused by the ill-definition of the step
potential. The paper is organized as follows. In Sec. II
we review the framework of path integral treatment for
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the electron scattering by electromagnetic interaction. In
Sec. III, following the Klein’s initial ideal, we use the
path integral formalism to calculate the reflection and
transmission coefficients for the electron in the present
of the finite square barrier potential. Then we generalize
the conclusion of the finite square barrier potential to the
case of the step potential. In the last section we give a
brief summary.
II. PATH INTEGRAL TREATMENT
In this section, using path integral method, we can give
a general result for the electron scattering by a time-
independent electromagnetic background field. Indeed,
according to the general principle of quantum field the-
ory, we need to quantize the spinor field and electromag-
netic field simultaneously. However, in order to compare
our final result directly with those of the single-particle
Dirac equation, we shall not quantize the electromagnetic
field. Instead, treat the field as a given, classical four-
dimensional potential Aµ(x) throughtout. Besides, un-
less specified otherwise, we always use the natural units
and work in the interaction picture.
The fundamental object of path integral formalism is
the generating functional of correlation functions[15]. For
the spinor field, it reads
Z[η¯, η] =
∫
Dψ¯Dψ exp{iS0[ψ¯, ψ] + iSint[ψ¯, ψ]
+ iSsource[ψ¯, ψ, η¯, η]}, (1)
where S0, Sint and Ssource are free action, interactional
action and source action respectively, ψ and η are Grass-
mann fields whose values are anticommuting numbers.
First, we need to refer the definition of the function
derivatives, δ/δη and δ/δη¯, as follow. In the case of the
four dimensions, the functional derivatives obey the basic
axiom
δ
δη(x)
η(y) = δ(4)(x− y),
δ
δη¯(x)
η¯(y) = δ(4)(x− y). (2)
2In addition, if η and η¯ are Grassmann numbers, they
satisfy
d
dη
η¯η = − d
dη
ηη¯ = −η¯. (3)
To evaluate the path integral Z[η¯, η] more generally, we
must split up the exponential into interaction and free
term including source. Meanwhile, to fix the problem,
we can use a trick that replaces the fields ψ¯ and ψ in the
interaction part by functional derivatives. Then, the Eq.
(1) becomes
Z[η¯, η] =
∫
Dψ¯Dψ exp{iSint[ψ¯, ψ]}exp{iS0[ψ¯, ψ]
+ iSsource[ψ¯, ψ, η¯, η]}
=
∫
Dψ¯Dψ exp{iSint[+iδ/δη,−iδ/δη¯]}
exp{iS0[ψ¯, ψ] + iSsource[ψ¯, ψ, η¯, η]}. (4)
It would be nice if we can pull the interaction part out of
the integral and perform the remaining integral. So we
have
Z[η¯, η] = exp
{
iSint
[
+ i
δ
δη
,−i δ
δη¯
]}
Z0[η¯, η], (5)
where Z0[η¯, η] is the generating functional of the free
spinor field
Z0[η¯, η]
=
∫
Dψ¯Dψ exp{iS0[ψ¯, ψ] + iSsource[ψ¯, ψ, η¯, η]}
=
∫
Dψ¯Dψ exp
{
i
∫
d4x[ψ¯(i∂/−m)ψ + ηψ¯ + ψη¯]
}
=Z0[0, 0] · exp
{
−
∫
d4xd4yη¯(x)SF (x− y)η(y)
}
. (6)
Notice that Z0[0, 0] actually is the Gaussian integral and
can be performed precisely. So as to simply the subse-
quent calculations, we will drop it directly. Therefore,
we redefines it as
Z0[η¯, η] = exp
{
−
∫
d4xd4yη¯(x)SF (x− y)η(y)
}
. (7)
where SF (x − y) is called the Feynman propagator for
the spinor field, it is to write
SF (x − y) =
∫
d4p
(2π)4
i(p/+m)
p2 −m2 + iǫe
−p·(x−y). (8)
In the cause of describing the interaction of spinor field
and electromagnetic field, we choose Sint[ψ¯, ψ] as
Sint[ψ¯, ψ] =
∫
d4zLint[ψ¯(z), ψ(z)]
= −e
∫
d4zAµ(z)ψ¯(z)γ
µψ(z). (9)
On the basis of path integral formulism, the two-point
correlation function for the spinor field is given by
〈Ω|TψH(x1)ψ¯H(x2)|Ω〉
=
∫
Dψ¯Dψ ψ(x1)ψ¯(x2)exp{iS[ψ¯, ψ]}∫
Dψ¯Dψexp{iS[ψ¯, ψ]}
=
(−iδ/δη¯(x1))(+iδ/δη(x2))Z[η¯, η]
Z[η¯, η]
∣∣∣
η¯,η=0
, (10)
where |Ω〉 denotes the vacuum state of interacting theory.
T is called time-ordered product, which instructs us to
place the operators that follow in order with the latest
to the left. And the subscript H means working in the
Heisenberg picture.
Consider Eq. (10), in fact, the disconnected diagrams
in the numerator can be just canceled by the denomi-
nator, only the connected diagrams can make contribu-
tions to the correlation function. In other words, for the
two-point correlation function, we can simply sum of all
connected diagrams with two external points. Now it
reads
〈Ω|TψH(x1)ψ¯H(x2)|Ω〉
=
(
− i δ
δη¯(x1)
)(
+ i
δ
δη(x2)
)
Z[η¯, η]
∣∣∣connected
η¯,η=0
=
δ
δη¯(x1)
δ
δη(x2)
exp
{
iSint
[
+ i
δ
δη
,−i δ
δη¯
]}
Z0[η¯, η]
∣∣∣connected
η¯,η=0
. (11)
To compute 〈Ω|Tψ(x1)ψ¯(x2)|Ω〉, we can expand the
generating functional Z[η¯, η] perturbatively in powers of
Sint,
Z[η¯, η]
=
(
1 + iSint
[
+ i
δ
δη
,−i δ
δη¯
]
− 1
2
Sint
[
+ i
δ
δη
,−i δ
δη¯
]2
+ · · ·
)
Z0[η¯, η]. (12)
In order to obtain the reflection and transmission co-
efficients defined in quantum mechanics, for simplicity,
we calculate a few non-trivial order contributions. The
zero-order term in the expansion of (11) is given by
δ
δη¯(x1)
δ
δη(x2)
Z0[η¯, η]
∣∣∣connected
η¯,η=0
=
δ
δη¯(x1)
[ ∫
d4xη¯(x)SF (x − x2)
]
Z0[η¯, η]
∣∣∣connected
η¯,η=0
=SF (x1 − x2). (13)
As we will see later, the zero-order term is just corre-
sponding to the identity part of the S-matirx.
For the first-order term, it becomes complicated, we
3must calculate the quantity
δ
δη¯(x1)
δ
δη(x2)
(iSint[ψ¯, ψ])Z0[η¯, η]
∣∣∣connected
η¯,η=0
=− ie
∫
d4zAµ(z)
δ
δη¯(x1)
δ
δη(x2)
ψ¯(z)γµψ(z)
Z0[η¯, η]
∣∣∣connected
η¯,η=0
. (14)
Repeat to use the above trick, which is replacing the
fields ψ¯ and ψ by functional derivatives. Thus, Eq. (14)
becomes
− ie
∫
d4zAµ(z)
δ
δη¯(x1)
δ
δη(x2)
(
+ i
δ
δη(z)
)
γµ
(
− i δ
δη¯(z)
)
Z0[η¯, η]
∣∣∣connected
η¯,η=0
=− ie
∫
d4zAµ(z)γ
µ δ
δη¯(x1)
δ
δη(x2)
δ
δη(z)
δ
δη¯(z)
Z0[η¯, η]
∣∣∣connected
η¯,η=0
=− ie
∫
d4zAµ(z)γ
µ δ
δη¯(x1)
δ
δη(x2)
δ
δη(z)
δ
δη¯(z)
exp
{
−
∫
d4xd4yη¯(x)SF (x− y)η(y)
}∣∣∣connected
η¯,η=0
=ie
∫
d4zAµ(z)SF (x1 − z)γµSF (z − x2). (15)
Our next task is to establish the connection between
the two-point correlation function and the S-matrix. Us-
ing the generalized Lehmann-Symanzik-Zimmermann re-
duction formula for the spinor field[16], we obtain
(
√
Z)2
〈
p
∣∣S∣∣k〉
=
∫
d4x1e
ip·x1
∫
d4x2e
−ik·x2 u¯(p)(−i)(i∂/x1 −m)
〈Ω|TψH(x1)ψ¯H(x2)|Ω〉(−i)(−i∂/
←
x2 −m)u(k). (16)
where u is the spinor wave function of the electron, u¯ is
the Dirac conjugation of u, and Z is a c-number, known
as wave function renormalization. Since we only work up
to the first-order term, we set Z = 1.
To isolate the interaction part of the S-matrix, we de-
fine the T-matrix by
S = 1+ iT. (17)
For the identity matrix, it distinctly indicates that,
R
(0) = 0, T (0) = 1. (18)
where R(0) and T (0) are reflection and transmission am-
plitudes at the level of the zero-order term.
The lowest non-trivial order contribution for T-matrix
is the first-order term. So, combine the result of (16), the
only thing we need to do is to calculate the quantity
ie
∫
d4x1e
ip·x1
∫
d4x2e
−ik·x2
∫
d4zAµ(z)
u¯(p)(−i)(i∂/x1 −m)SF (x1 − z)γµ
SF (z − x2)(−i)(−i∂/
←
x2 −m)u(k)
=− ie
∫
d4x1e
ip·x1
∫
d4x2e
−ik·x2
∫
d4zAµ(z)
u¯(p)δ4(x1 − z)γµδ4(z − x2)u(k)
=− ieu¯(p)γµu(k)
∫
d4zeiz·(p−k)Aµ(z). (19)
Substitute the above result into Eq. (16), we have
〈
p
∣∣iT ∣∣k〉 = −ieu¯(p)γµu(k) · A˜µ(p− k), (20)
where A˜µ(p−k) is the four-dimensional Fourier transform
of Aµ(z),
A˜µ(p− k) =
∫
d4zeiz·(p−k)Aµ(z). (21)
III. EXPLICIT CALCULATION FOR THE
BARRIER POTENTIAL
In this section, to link the result (20) to the Klien
paradox, we consider the one-dimensional case. Suppose
the electron travels along z3 axis, let us set
kµ = (k0, 0, 0, k3)
pµ = (p0, 0, 0, p3)
Aµ = (A0(z
3), 0, 0, 0), (22)
where k0 =
√
(k3)2 +m2 and p0 =
√
(p3)2 +m2. Then,
the T-matrix becomes
〈
p
∣∣iT ∣∣k〉
=− ieu¯(p)γ0u(k)
∫
d2zeiz·(p−k)A0(z)
=− ieu†(p3)u(k3)
∫
dz0eiz
0(p0−k0)
∫
dz3e−iz
3(p3−k3)A0(z
3)
=− iu†(p3)u(k3)(2π)δ(p0 − k0)
∫
dz3e−iz
3(p3−k3)V (z3). (23)
In the last line, we define V (z3) = eA0(z
3).
To describe the electron scattering process completely,
we have to integrate over the final momentum p3 with
4the Lorentz-invariant measure,∫
d3p
(2π)3
1
2E(p)
〈
p
∣∣iT ∣∣k〉
=− i
∫
dp3
(2π)3
1
2E(p3)
u†(p3)u(k3)
∫
dz0
eiz
0(p0−k0)
∫
dz3e−iz
3(p3−k3)V (z3)
=− i
∫
dp3
(2π)2
1
2E(p3)
u†(p3)u(k3)δ(p0 − k0)∫
dz3e−iz
3(p3−k3)V (z3). (24)
With the aim of performing the integration over p3, we
use the identity[17]
δ(p0 − k0) = k
0
k3
[δ(p3 − k3) + δ(p3 + k3)]. (25)
Then, Eq. (24) will be split into two separate parts. One
is for transmission and another is for reflection.
For the purpose of explaining the Klein paradox, we
choose V (z3) as a barrier potential
V (z3) =
{
V 0 < z3 < L,
0 z3 < 0, z3 > L.
FIG. 1. The electron travels along with z3 axis and be scat-
tered by one-dimensional barrier potential.
Consequently, for reflection, p3 = −k3, we have
R
(1) =− i
∫
dp3
(2π)2
1
2E(p3)
u†(p3)u(k3)
k0
k3
δ(p3 + k3)
∫
dz3e−iz
3(p3−k3)V (z3)
=− iu
†(−k3)u(k3)
(2π)2k3
∫
dz3ei2z
3k3)V (z3)
=− i m
k3
∫
dz3ei2z
3k3)V (z3)
=− i mV
(k3)2
sin(k3L)eik
3L. (26)
For transmission, p3 = k3, we have
T
(1) =− i
∫
dp3
(2π)2
1
2E(p3)
u†(p3)u(k3)
k0
k3
δ(p3 − k3)
∫
dz3e−iz
3(p3−k3)V (z3)
=− iu
†(k3)u(k3)
(2π)2k3
∫
dz3V (z3)
=− ik
0
k3
V L. (27)
Thus, up to the first-order term, we finally obtain the
reflection and transmission coefficients
R =
∣∣R∣∣2 = ∣∣R(0) +R(1)∣∣2
=
∣∣∣− i mV
(k3)2
sin(k3L)eik
3L
∣∣∣2
=
m2V 2
(k3)4
sin2(k3L), (28)
and
T =
∣∣T ∣∣2 = ∣∣T (0) +T (1)∣∣2
=
∣∣∣1− ik0
k3
V L
∣∣∣2
=1 + (k0)2V 2L2/(k3)2
=1 + [1 +m2/(k3)2]V 2L2. (29)
Here we use the relation k0 =
√
(k3)2 +m2 again.
The results (28) and (29) are in keeping with our par-
ticipation. Notice that, although the result (29) seems
greater than one, this is because of our calculation just
up to the first order. If we cite the result in Refs. [17],
which is related to the second order, the transmission
coefficient will less than one. Furthermore, in fact, in
order to ensure the positive definiteness of transmission
coefficient, namely T ≥ 0, we must restrict the length of
barrier potential. In other words, for given k3 and V , it is
unreasonable to let L approach infinity. Meanwhile, it’s
not difficult to find that we still obtain the nonphysical
result if we replace to use the step potential.
IV. CONCLUSIONS
Since Schwinger’s work, it becomes clear that the vac-
uum of quantum electrodynamics is unstable against the
electron-positron pair creation in the present of external
electromagnetic field[18–22]. Accordingly, many subse-
quent papers adopt the view of spontaneous pair cre-
ation to discuss the Klein paradox. Whereas, according
to Schwinger’s prediction and energy conservation, we
need at least V ∼ 2me electric field strength to pro-
duce the electron-positron pairs. On the other hand, we
know the so-called condition of occurring Klein paradox
that is when the energies of incoming electrons satisfy
5me < E < V −me, the transmission will be into classi-
cally forbidden region and more electrons reflected than
incident. That is to say, to produce the apparent para-
dox, the potential needs to satisfy V > E +me. Gener-
ally, as the incoming electrons have definite kinetic en-
ergies, the critical value of producing the Klein paradox
may be great than pair creation. It is possible to ap-
pear the embarrassing situation that is the potential is
not enough strong to produce the Klein paradox, but the
electron-positron pair creation process has taken place.
Through our calculations, we demonstrate that the
main reason induced the Klein paradox is the step po-
tential itself. It is not necessarily connected to pair-
creation process. Physically, in the context of quantum
field theory description, the step potential is ill-defined.
An infinite length of the step potential is an unrealistic
idealization. If we treat the finite square barrier poten-
tial, in the Klein zone, we find instead no paradox. This
is the natural result of path integral treatment. As we
know, quantum mechanics never imposes the restrictions
on the specific form of interactions. Nevertheless, rather
than quantum mechanics, in the spirit of quantum filed
theory, the form of interactions are required.
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