Abstract. In this paper we present measurements of energy usage of standard office computing equipment. Using a data trace lasting for all of March 2012 we analyse the energy use of office equipment such as desktop computers, a printer and a fridge. The interest in a more detailed knowledge of the energy usage patterns of these appliances is driven by the desire to manage, and if possible reduce, the energy consumption of computing equipment in a university department. The reason behind this can be financial to reduce electricity costs and/or environmental to reduce the carbon foot print of an office environment. We analyse the data and show simple autoregressive time series models to predict the energy usage of appliances. We also show that it's feasible to accurately approximate the power consumption of a desktop computer using the CPU utilisation information. We describe a future set-up where we plan to monitor the energy usage of a student lab.
Introduction
In this paper we present data collected with several energy monitors in an office environment. The data comprises a number of different desktop computers, a fridge, a printer, a mobile phone / laptop charger and a digital radio. In addition we also monitor the office temperature. The data we present here can be downloaded from [3] .
The motivation behind this measurement exercise is to understand what the environmental impact of computing is. In order to make computing greener we first need to know how much energy is used by computers. This measurement exercise is a warm-up for a larger experiment, where we aim to monitor the energy usage of an entire computer lab used by undergraduate students. Given that conservative estimates of peak usage indicate that departments and companies pay thousands of GBP for the electricity usage of their computing equipment, being able to quantify how money could be saved is very useful in the current economic climate. In the long-term we would also like to be able to investigate how different scheduling policies for CPU scavenging applications like Condor [7] could be improved to use less energy.
In the following sections we first describe the experimental setup. We perform a survey of the data and show a few insightful visualisations. In the next section we describe simple statistical models forecasting future demand. Finally we discuss the implications of our observations and sketch a future larger measurement exercise
Experimental setup
For this experiment we used ten SmartPlug meters from AlertMe [1] . Each SmartPlug was placed between the device and the mains network and measured the actual power consumption with an accuracy of around 1W . The plugs reported power measurements via the Zigbee wireless protocol to a SmartHub controller, approximately every 10 seconds. The hub is a low power ARM based computer running a version of the Linux operating system. It is connected to the Internet and reports the measurements from the plugs to the AlertMe website. In addition, we used a SmartDisplay device to report the current temperature of the office to the hub.
The data from AlertMe can either be viewed on a dashboard with limited capabilities or obtained via an API. However, the API does not allow detailed history requests. Therefore, we ran a simple script that retrieved the current measurements from the AlertMe API at regular intervals of 12 seconds (a rate just below the limits imposed by AlertMe) and uploaded all the data to Cosm [2] website, which provides an online storage of time series data.
On each monitored desktop computer we ran a simple script that measured the CPU utilisation and deposited the data onto Cosm every 12 seconds.
For convenience, we wrote a simple HTML dashboard that displays an overview of all the current and historical measurements via calls to Cosm. We retrieved detailed historical data from Cosm via the Cosm API and used various data visualisation and statistical analysis tools to gain insights from the experiment. Figure 1 shows an overview of the whole setup.
Monitored devices
We monitored the following appliances: 
Survey of the data
We ran the experiment described above throughout March 2012. Overall, there were only a few hours when we lost data due to a crashed uploader script and outages of the AlertMe and Cosm servers. In total, we collected around 200k power measurement data points for each device and 230k CPU measurement data points for each CPU core of each computer.
Due to various delays in the system, the resulting time series data points do not come from regular time intervals. We performed a simple re-sampling of the data, producing a regular time series where each data point corresponds to a timeaverage of all the original points in its interval. Figure 2 shows the measured data for the four computers, Figure 3 for the other devices, when re-sampled into 20 minute intervals. Condor monitors the activity of a large number of computers. If the computers are idle for a period of time, Condor schedules any pending jobs for processing on the available computer. In our experiments, Computers 1 and 3 are assigned to a Condor pool. This is manifested in some of the high CPU utilisation during periods of time when the monitors are switched off.
The plots show quite clearly that the usage patterns are very different for all four computers. It is clear that the power consumption is highly correlated with the total CPU utilisation. We will look at this relationship in Section 3.3. Moreover, similar load patterns for Computer 1 and Computer 3 suggest that there is a correlation between the number of active Condor jobs and the CPU utilisation of the computers. We will look at this relationship in Section 3.4. Table 1 summarises the total energy consumption of all the devices. 
Day of week averages
We average the above data for each week day. Figure 4 shows the averaged data for the 4 computers. We can clearly distinguish the weekend and standard working hours. Figure 5 shows the averaged data for the non-computer devices and for the number of condor jobs and the temperature. 
Duration histograms
We look at the proportion of time the devices stay at particular power levels.
For each time series, we divide the range of its values into 25 intervals. We keep track of the duration of how long the value stays within a single interval. At each time of a change to a different interval, we record the total duration and the power level interval. We then plot a histogram of the total time the device stayed within an interval. Figure 6 shows these histograms for the 4 computers. the same tight interval for a long time. This is probably a manifestation of the fact that the power consumption also depends on various other factors, such as the usage of the disk drive, graphics card or the room temperature. In case of the Printer, it can be seen that it is mostly idle, except for very short spikes of very high power consumption corresponding to the print jobs.
Power vs. CPU relationship
In this section, we look at the relationship between the power consumption and CPU utilisation for the monitored computers. We will try to come up with a simple model that will estimate the power from just the CPU utilisation information. 6 . Plot of the total time the computers stay at different power/CPU utilisation levels. For each power/utilisation interval, the plots show all possible durations in seconds for which the device stayed within the interval. For each level/duration pair, the total time in such state is plot. The time spent in states where the duration is larger than shown is included in the total value for the largest duration. Figure 8 shows the distribution of the power consumption and CPU utilisation for Computers 1 and 3, which are part of a Condor pool and therefore showed a larger variety of utilisation and power levels during the experiment. There are clearly several distinct power and CPU levels at which the computers stay for most of the time. For example, the utilisation of the Computer 1 is around 0%, 50% or 100% most of the time and similarly 0%, 25%, 50%, 7% and 100% for Computer 3. This corresponds to the number of CPU cores of the computers. Usually, each Condor job fully utilises one core so this is expected. Figure 9 further shows the histogram of the relative changes of the power consumption and CPU utilisation for Computers 1 and 3. As expected, the values for the computer with more cores change in smaller relative steps. Figure 10 plots the power consumption against CPU utilisation. The left hand side plot shows that the power consumption can be approximated by a quadratic function of the CPU utilisation. This confirms expectations from literature. It is suggested that adding a higher order term to a linear function can often accurately capture the relationship between the power consumption and CPU speed [6] . 
Forecast model of energy consumption
Predicting the CPU utilisation and power consumption for an immediate future time interval can be useful in many applications. For example, if a scheme is employed that puts inactive computers to sleep, a forecast model could detect possible candidates by looking for computers with 0% CPU utilisation. We demonstrate that such a prediction could be feasible. Figure 13 shows the results from a simple auto-regression forecast model, similar to a model previously used for predicting arrivals in a health-care system [5] . We take the data from the first 10 days as an initial training set. At each hour after the 10-th day, we forecast the value for the next hour and plot the corresponding 95% confidence interval. We form a new training set, replacing the data for the first hour with the real data for the predicted hour. We continue until the end of the data set.
The predictions look fairly accurate. However, they do not immediately react to sudden changes in the time series value. This can be crucial in many applications such as the sleep algorithm mentioned above. Therefore we plan to explore alternative, more accurate models.
In this paper we have shown how the energy usage of standard office equipment can be measured using common power monitors. We presented some insightful visualisations of the data and observed a simple quadratic relationship between the power consumption and CPU utilisation. This relationship could be used to reduce the number of needed power monitors. After a suitable calibration, the power consumption could be estimated from the easily accessible CPU utilisation information.
We demonstrated that is possible to use the measured data to predict future use. This can lead to many potential applications. For example, the Condor scheduling algorithms could use the predictions to choose computers suitable for running submitted jobs and ones suitable for hibernation. Another possibility is to provide guidance to the users who could be encouraged to adjust their behaviour accordingly. In any case, more sophisticated time series models would be required to capture the different feedback mechanisms.
We are planning to run a larger experiment using the experience described here. We plan to improve the reliability of the data recording software and run the measurements on a larger scale. We also plan to include other sources of energy measurements, such as clamp meters. We hope to develop a technique that will help to discover possible improvements to the current infrastructure and energy management. The data and analysis scripts in R [4] have been made available on our website [3] .
