ABSTRACT: In this paper, we extend a recently introduced rigid body minimization algorithm, defined on manifolds, to the problem of minimizing the energy of interacting flexible molecules. The goal is to integrate moving the ligand in six dimensional rotational/translational space with internal rotations around rotatable bonds within the two molecules. We show that adding rotational degrees of freedom to the rigid moves of the ligand results in an overall optimization search space that is a manifold to which our manifold optimization approach can be extended. The effectiveness of the method is shown for three different docking problems of increasing complexity. First, we minimize the energy of fragment-size ligands with a single rotatable bond as part of a protein mapping method developed for the identification of binding hot spots. Second, we consider energy minimization for docking a flexible ligand to a rigid protein receptor, an approach frequently used in existing methods. In the third problem, we account for flexibility in both the ligand and the receptor. Results show that minimization using the manifold optimization algorithm is substantially more efficient than minimization using a traditional all-atom optimization algorithm while producing solutions of comparable quality. In addition to the specific problems considered, the method is general enough to be used in a large class of applications such as docking multidomain proteins with flexible hinges. The code is available under open source license (at http://cluspro.bu.edu/Code/Code_Rigtree.tar) and with minimal effort can be incorporated into any molecular modeling package.
■ INTRODUCTION
The challenge for predictive docking is to computationally obtain a model of the bound complex from the coordinates of component molecules. 1−7 Docking methods generally search for the minima of a scoring function that is based on molecular mechanics and may include empirical solvation terms. In this work, we focus on determining the binding pose and do not consider the problem of calculating the binding free energy. The scoring functions generally have large numbers of local minima, resulting in extremely rugged energy landscapes. Therefore, independently of the algorithm used for sampling the conformational space, virtually all docking algorithms include some type of local continuous minimization of the energy function in order to remove steric clashes and obtain more reliable energy values. 3 For example, both the popular Monte Carlo minimization 8−10 and the medium-range semidefinite underestimator 11−13 (SDU) methods proceed through series of local minima. Thus, developing more efficient local minimization algorithms has a direct impact on the overall efficiency of docking protocols. It is worth noting that local optimization of molecular energies are used in other areas of computational biology and chemistry and more efficient local optimization algorithms are beneficial in those domains as well. 14 One possible formulation of local energy minimization as an optimization problem is to assume that all atoms can move freely and then rely on the minimization of the energy function to enforce the structural constraints due to covalent and noncovalent interactions. We refer to this approach as all-atom (AA) optimization. In this case, the conformational space is simply the 3n-dimensional Euclidean space  n 3 where n is the total number of atoms of the complex. Variations of all-atom optimization are also possible: for example, in some applications of protein small-molecular docking, one can assume the receptor protein is rigid while all atoms of the ligand can move freely.
In contrast to the all-atom optimization approach, one can explicitly take the partial or complete rigidity of the receptor and ligand into account when defining the conformational space. For example, if both receptor and ligand are assumed to be rigid, then the conformational space is the space of movements of the ligand relative to the receptor, namely, the 6-dimensional space of rigid body motion. This search space is no longer a Euclidean space but a manifold, and we refer to optimization on such search spaces as manifold optimization (MO).
The advantage of an all-atom formulation is that the search space is always a Euclidean space with a well-known geometry for which various efficient and well-understood optimization algorithms are available. On the other hand, it has the drawback that the dimension of the search space is often large, leading to slow convergence of optimization algorithms. By formulating the energy minimization problem as a manifold optimization, we can often arrive at a search space with the smallest possible dimension. However, the geometry of the resulting manifold may present challenges for optimization. 15−17 For example, assume that we wish to develop a manifold optimization algorithm similar to the Euclidean steepest descent algorithm; in this case, to mimic a line search, once a steepest descent direction is determined, we need to identify a geodesic of the manifold in that direction, namely a curve that is the shortest distance between two points; it is important to note that not moving along a geodesic is tantamount to searching along an arbitrary curve in the Euclidean space rather than performing a line search, clearly not an advisible move. Therefore, manifold optimization requires computing or approximating the geodesics of the manifold and, for second order optimization methods, the Hessian of the energy function. These computations are not easily implementable in all cases. 15 We have recently introduced a novel approach to rigid body minimization on manifolds that addresses these issues. 18, 19 The novel element of our approach is to select an alternative manifold and group of rigid body transformations that correspond to the direct product of the groups of rotations and translations. We have shown that the new formulation avoids the difficulties associated with optimization on the socalled Special Euclidean group, SE(3), which is often used to represent rigid motions, 15 better matches the moves of the optimization with the nature of molecular interactions, and provides the opportunity to improve the performance of the optimization algorithm. Indeed, we have also shown that the resulting algorithm substantially outperforms the state-of-the-art local minimization algorithms used for rigid body minimization.
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In this paper, we extend our manifold optimization approach to flexible minimization by allowing for some ligand and receptor flexibility. We represent these flexibilities using the internal coordinates of the ligand and receptor 20−22 and combine the internal coordinate representation with our manifold representation of the rigid moves of the ligand with respect to the receptor. We show that the resulting overall search space is also a manifold for which geodesics can be efficiently computed and approximated, and thus, our manifold optimization method developed for rigid body minimization can be extended to problems of finding the relative spatial orientation of two molecules with internal degrees of freedom. We note that a manifold approach involving exponential map parametrization has been recently presented for the global structure optimization of single molecules consisting of rigid fragments linked by rotatable bonds, 23 thus without the free rotational/translational freedom of one molecule (the ligand) relative to the other (the receptor). Since our approach combines these external degrees of freedom with the internal ones, it can be considered as the generalization of both our method and the one described by Kusumaatmaja et al. 23 Although our combined method is very general and applies to a broad range of problems such as the efficient minimization of two multidomain proteins that have flexible hinges linking domains that can be considered rigid, here we focus on applications related to docking small ligands to proteins. The method is applied to three problems of increasing complexity. First, we minimize fragment-size ligands with a single rotatable bond as part of a protein mapping method developed for the identification of binding hot spots. Second, we consider energy minimization for docking a flexible ligand to a rigid protein receptor, an approach frequently used in existing methods. Third, we account for flexibility in both the ligand and the receptor. Results show that energy minimization using our manifold optimization algorithm is substantially more efficient than energy minimization using a traditional all-atom optimization algorithm while producing comparable low energy solutions. Furthermore, we present a detailed comparison of the traditional all-atom and of the manifold-based optimization algorithms.
■ MATERIALS AND METHODS
To avoid cumbersome notation and to simplify the discussion, in what follows, we limit the internal flexibilities of the ligand to torsional moves along rotatable bonds. We explicitly identify the manifold of the conformational space in this context. This manifold can be viewed as combining internal coordinates of the ligand with that of rigid motion of the entire ligand with respect to a reference coordinate frame. Next, we specify our local optimization algorithm. This algorithm uses a local parametrization of the manifold involving exponential maps, similarly to the algorithm we have developed for rigid body minimization. 18 As emphasized below, our particular formulation of rigid motions of the ligand makes the computation of this exponential parametrization possible.
Ligand Flexibility and Representation. We assume that the ligand is composed of a set of rigid clusters, that is, arbitrary sets of atoms that may be grouped as rigid bodies. In the case of small ligands such clusters can be formed by chemical groups in which the atoms move very little relative to each other, for example, in phenyl or naphthalene groups (see Figure 1) . However, in protein−protein docking, individual domains, connected by flexible hinges, may be frequently represented as rigid clusters, and hence, we will refer to the bonds connecting rigid clusters as hinges. 21, 22 In general, freely rotating and translating clusters will have six degrees of freedom; however, as a first approximation, it is reasonable to assume that bond lengths and bond angles do not change significantly upon binding and can be initially assumed fixed (see, e.g., refs 9 and 24). By fixing bond lengths and bond angles, the only internal flexibilities of the ligand are torsional moves around rotatable bonds. A bond for which only changes in the torsional angle are permitted is modeled as a one degreeof-freedom rotational hinge. Following refs 21, 22 , and 25, we use a torsion tree to represent the rigid and rotatable parts of the ligand.
Tree Topology Model. We form a topology graph G = (V,E) of the ligand such that each node of the graph corresponds to a rigid cluster of the molecule. Two nodes are connected by an edge if and only if there is a rotatable covalent bond between the corresponding rigid clusters in the molecule. We assume that the resulting graph does not have any cycles and is a connected graph; in other words, it is a tree. We select one particular node/cluster of the tree as the root cluster. Once the root cluster is selected, the parent of each node in the tree is uniquely and completely determined. For example, in Figure 1 , cluster 1 is chosen as the root cluster; cluster 1 is the parent of clusters 4, 5, and 2, cluster 4 is the parent of cluster 6, and cluster 2 is the parent of cluster 3. Each hinge is defined between a pair of parent−child clusters and connects an atom in the parent cluster to an atom in the child cluster. As shown in Figure 2 , we assign a coordinate frame, that is initially parallel to a fixed reference coordinate frame, to each hinge. The center of the coordinate frame is the end atom of the hinge in the corresponding child cluster. The motion of hinges is characterized by the motion of these frames with respect to the reference coordinate frame.
General Equation for the Ligand Displacement. We use the following notations:
• R denotes a rotation matrix, and t denotes a translation vector for the whole ligand.
• O denotes the center of mass of the ligand.
• We denote atoms in cluster A having m A atoms as (A,0),···,(A,m A − 1) and their Cartesian coordinates with respect to the f ixed reference f rame as q A,0 ,···,q A,m A −1 .
• Let hinge k, denoted by h k , be the hinge between parent cluster A and child cluster B. Assume hinge k is between atoms q A,ak ∈ A and q B,0 ∈ B. − O k = q B,0 is the center of coordinate frame corresponding to hinge k.
− u k is the unit vector in the direction q B,0 − q A,ak . − θ k is the torsion angle around hinge k. − R k is the rotation matrix corresponding to θ k torsion rotation around hinge k. We recall that if an axis-angle parametrization is used to describe a rotation, say the unit vector u = (u 1 , u 2 , u 3 ) and rotation parameter θ, then the rotation matrix of the corresponding rotation is given by Therefore, with the notation introduced above, we have
A rotation around hinge k would move the atoms in cluster A if and only if hinge k appears on the path from cluster A to the root cluster. To find the position of atom (A,i) ∈ A after hinge rotations, we need to first find the path from cluster A to the root cluster. Let P = {h p ,..,h 0 } be the hinges on the path from cluster A to the root cluster, listed in the order they appear on the path. We can apply hinge rotations in different order: for example, we can apply them in the order that they appear on path P or in the reverse order of their position on path P. To compute the gradient of the energy function with respect to torsional parameters, it is most advantageous to apply the hinge rotations in the order that they appear on path P. While this assertion is not surprising, we discuss the mathematical consequences of following the path and provide an example to show that any alternative strategy leads to more complex computations (also, see, e.g., ref 21) .
Assume that q A,i denotes the Euclidean coordinates of atom i in cluster A with respect to the fixed reference frame; then, after rotation with rotation matrix R h k , we have Figure 2 . Illustration of the tree model of a molecule. The black lines represent hinges between parent−child clusters. For each hinge, we attach a coordinate frame to its child cluster. For example, hinge 3 is between atom q 2,6 from cluster 2 and atom q 3,0 from cluster 3. Cluster 2 is the parent of cluster 3, and there is a coordinate frame corresponding to hinge 3 attached to cluster 3. The center of the coordinate frame is atom q 3,0 , which is the end atom of hinge 3. where q A,i new is the new position of atom i in cluster A and O h k , as mentioned before, is the center of the coordinate frame assigned to hinge h k . If we apply torsional rotations on the path from cluster A to the root cluster, then the new position of atom i in cluster A would be
The closed form formula for q A,i new , which can be easily verified by induction on the length of the path, is as follows:
After applying the internal motions of the ligand, we also need to rotate and translate the ligand as a rigid body. Recall that R and t represent, respectively, a rotation and a translation of the whole ligand. We denote the manifold (and group) of orientation-preserving rotations of the three-dimensional Euclidean space,  3 , the so-called Special Orthogonal group, by SO (3), that is,
The translation vector t is simply an element of the threedimensional Euclidean space,  3 . We use our formulation of rigid body motion introduced in refs 18 and 19 for this purpose. In this formulation of rigid body motion, we allow the user to choose a center of rotation. Let p denote this center of rotation (t and p are defined with respect to the fixed reference frame). Then, the rigid motion of the atoms of the ligand corresponding to R, t, and p, is defined as follows. Let q denote the three-dimensional coordinates of an atom of the ligand with respect to the fixed reference frame. Then, after the rigid motion, the new coordinates of this atom are given by
Furthermore, with this rigid motion, the center of rotation, p, also moves to a new center of rotation given by p + t; in other words, it is translated by t. In words, instead of rotating atoms of the ligand with respect to a fixed center of rotation, as is the case in rigid body motions represented by the manifold SE(3), we rotate atoms of the ligand with respect to a moving center of rotation that keeps a fixed relative distance to the atoms of the ligand. It turns out that this new formulation, arguably a more natural motion in the context of molecular docking problems, resolves some of the mathematical problems associated with the SE(3) manifold: the manifold SO(3) ×  3 associated with the new formulation is a direct product of its components SO(3) and  3 both as groups and as Riemannian manifolds; in this case, there is no mismatch between the group and the natural Riemannian structures of SO(3) × ℝ 3 , and we do not face the complications that are associated with SE(3) rigid body transformations. (For more details, see refs 19) Thus, in what follows, we select the center of rotation to be the center of mass of the ligand. After a rigid body move, the new position of (A,i) atom, namely q A,i new , will be
Order of Selecting Rotations in Ligand Displacement. As has been noted in the literature, the order of selecting rotations has an impact on the efficiency of computations. 21, 22 We use an example to illustrate this issue in the context of local optimization. In Figure 2 , the path from cluster 3 to the root cluster is P = {3,2}. Let q 3,i be the coordinates of an atom in cluster 3. If we move along path P, we first rotate hinge 3 and then rotate hinge 2. By rotation around hinge 3, we will not touch atoms (2,0) and (1,0), which are the atoms corresponding to hinge 2. Therefore, the axis of rotation corresponding to hinge 2 would be q 2,0 − q 1,0 . The new position of atom (3,i) can be easily calculated as follows:
On the other hand, if we move in the reverse order along path P and move the atoms in cluster 3 by first rotating hinge 2, we would move atoms (2,6) and (3,0) which are the two ends of hinge 3. As a result, the axis of rotation corresponding to hinge 3 is no longer u 2 = q 3,0 − q 2,6 , but R 2 (q 3,0 − q 2,6 ); therefore, the rotation matrix corresponding to a rotation around hinge 3 would be e
, which is no longer a function of θ 3 only; in fact, in general, it is a function of all previous hinge rotations along the path. By contrast, when we move from the cluster to the root, each rotation matrix R i corresponding to θ i rotation about hinge i is only a function of θ i .
For local minimization of the energy function, we need to calculate the gradient of the Cartesian coordinates of atoms with respect to torsional rotation parameters. By selecting to move on the path from the cluster toward the root, the energy functions will have a simpler form and the gradients can be more easily computed.
Manifold of Conformational Space:
As stated earlier, the manifold of the conformational space corresponding to our representation of rigid-body is SO(3) ×  3 .
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To specify the manifold associated with torsional flexibilities, assume that the ligand has d rotatable bonds/hinges and let θ i be the rotational parameter associated with the ith hinge. Allowing θ i values to be any real number, θ = (θ 1 ,···θ d ) ∈ ℝ d represents an internal ligand motion. On the other hand, for any two θ and θ′ such that
they represent the same torsional motion of the ligand. The above relationship defines an equivalence relation on ℝ . Thus, as in the case of rigid body optimization considered in ref 19 , the search space of the optimization is a direct product manifold whose geodesics and exponential coordinates, as we show in the next section, are easy to compute. As a result, the basic local optimization approach of ref 19 can be adopted in this case as well.
Local Optimization Algorithm. We use a local parametrization of the conformational space SO(3) ×  3 × T d using the exponential map defined on the tangent space of the manifold at (I,0,0). Our motivation for using a local parametrization is to be able to take full advantage of the well-developed Euclidean optimization algorithms. Furthermore, local parametrization based on the exponential map is particularly well-suited for the local optimization we consider because, in the vicinity of (I,0,0), lines on the tangent space are mapped onto geodesics on the manifold; therefore, line search on the tangent space corresponds to moving along geodesics on the manifold.
. Given that the manifold of the conformational space is a direct product of its component manifolds, the geodesics of the product manifold is the product of geodesics of the factor manifolds, and the exponential map on the product manifold is the product of the exponential maps on the factor manifolds. This fact simplifies the computation of the exponential map. (For a brief review of product Riemannian manifolds and optimization on them, see, e.g., ref 27 Appendix A).  3 is a trivial manifold, and its exponential map is the identify function of ℝ
3
; the exponential map on T d is the product of exponential maps defined for each coordinate, defined on ℝ, and given by exp(θ i ) = (cos(θ i ), sin(θ i )); only the exponential map on SO(3) requires more detailed description.
The tangent space of SO (3) at I is denoted by so(3) and can be identified with the space of 3 × 3 skew-symmetric matrices.
We can identify the tangent space, so(3), with ℝ 3 ; in this case, the standard Euclidean norm on ℝ 3 defines a Riemannian metric on SO(3): for ω, ω′ ∈ ℝ 3 , the inner product of ω and ω′ is defined by
T where tr(A) denotes the trace of matrix A.
The exponential map at identity I ∈ SO(3) maps the tangent space at identity, that is, so(3), to SO(3). It is defined by 
where ∥ω∥ is the Euclidean norm of ω. The exponential map at R ∈ SO(3) is simply defined as exp R (ω) = Re [ω] . Geodesics of SO(3) are given by R(u) = Re , t = (t 1 ,t 2 ,t 3 ), and θ = (θ 1 ,···,θ d ) represents the orientation, translation, and torsional parameters, respectively. Then, the energy function can be viewed as a function of (ω,t,θ). Assume that the ligand consists of m atoms and q = (q 1 ,···,q m ) is the initial position of the ligand, where q i = (x i ,y i ,z i ), i = 1,···, m, and let ν represent one of the scalar components of (ω,t,θ), namely, one of ω j , j = 1,2,3, or t j , j = 1,2,3, or θ j , j = 1,···d; then, the derivative of the energy function with respect to ν can be written as
The terms (∂x i /∂E) and (∂y i /∂E)(∂z i /∂E) are easy to compute; see, for example, ref 28 . We provide details for computing (∂x i /∂ν), (∂y i /∂ν), and (∂z i /∂ν) as Supporting Information. Optimization Algorithm. Given the exponential map parametrization, our energy minimization problem is defined on the (6 + 29 quasi-Newton type approach. In our parametrization, the gradient and the Hessian of the energy function with respect to the parameters of optimization can be explicitly calculated. However, these are costly operations, evaluating the Hessian being significantly more costly than evaluating the gradient. Our choice of LBFGS is based on the fact that it uses only gradient information to obtain second order information about the energy function.
Denoting the elements of
by x, and the energy function by E, the LBFGS method consists of the following iterations
where ∇E k is the gradient of the energy function, H k is the LBFGS approximation of the inverse of the Hessian of the energy function as described in ref 29, and α k is an appropriately selected step-length as described in ref 30 . As pointed out in ref 29, the choice of H 0 influences the behavior of the algorithm. When the diagonal entries of the Hessian are all positive, it is recommended to let H 0 be a diagonal matrix with the diagonal entries of the inverse of the Hessian. Given that, in our problem, the diagonal entries of the Hessian are sometimes negative, we use the identity matrix as the initial H 0 .
Scoring Function. In all the simulations described in the following section, we have used CHARMM potential with CHARMM19 parameters and with Analytical Continuum Electrostatics (ACE) solvation model. 31 The nonbonded cutoff was 13 Å, but we also explored the use of 12 and 14 Å cutoff values. The results, showing little sensitivity to the cutoff parameter, are provided in the Supporting Information Section D. The parametrization of small molecules was performed as described in ref 32.
■ RESULTS AND DISCUSSIONS
In this section, we describe three applications of our manifold optimization algorithm to local minimization in the context of small molecular docking. The performance of the manifold optimization algorithm is compared to the performance of allatom optimization, the commonly used algorithm for refinement in protein−small molecule docking. The overall conclusion from these results is that in all cases the overall quality of solutions produced by the manifold optimization algorithm is equal or better than that of all-atom optimization while its computational efficiency is superior. Furthermore, in a separate section, we compare the behavior of the two algorithms in some detail and draw conclusions that provide valuable insight about their performance.
Application to Protein Mapping. In the first set of experiments, we apply the proposed manifold optimization algorithm in the context of the protein mapping program FTMap. 33 The objective of mapping is to identify potentially favorable binding sites of the protein called hot spots. The FTMap mapping algorithm places molecular probes, small organic molecules that vary in size and shape, on a dense grid around the protein and finds favorable positions of the probes using empirical free energy functions. For each probe type, the first step of FTMap consists of global sampling of the 6D space of translations and rotations of the probe using a Fast Fourier Transform (FFT) correlation approach. In the next step, FTMap performs an off-grid local minimization of the docked structures. The resulting structures are then clustered, and the consensus clusters formed by clusters of several probes are identified as hot spots of the protein. In the current version of FTMap, the off-grid local minimization step is implemented using the CHARMM 28 potential and all-atom minimization. We compare the performance of all-atom (AA) minimization and our manifold optimization (MO) algorithm for off-grid local minimization of the probes.
Of the 16 probes considered in FTMap, 10 probes have no rotatable bonds and are fully rigid whereas the other 6 are flexible, each having a single C−O rotatable bond allowing for the rotation of the H atom of an OH group. In an earlier paper, we have reported the results of the comparison of our rigidbody manifold optimization algorithm with all-atom optimization for the rigid probes. 18 Here, we compare our flexible manifold optimization (MO) algorithm with all-atom (AA) minimization based on the remaining 6 flexible probes. The flexibility of these probes is captured by a single torsional angle.
To compare the two algorithms, 14 protein structures were selected from the Protein Data Bank (PDB); 34 7 of these proteins have been the subject of a recent hot spot study. 35 All ligand and bound water molecules were removed prior to mapping. Each complex is evaluated using an energy expression that includes van der Waals and electrostatic interaction energy terms as well as solvation effects. In the current version of FTMap, the 2000 most favorable docked positions of each probe are refined by all-atom minimization of the CHARMM energy function. During this minimization the probe molecules are considered fully flexible, but the atoms of the receptor protein are taken as fixed.
We compare the two minimization algorithms based on the quality of their solutions and their computational eff iciency as follows. Those cases where (i) the energy difference of the local minima found by the two algorithms is less than 0.01 kcal/mol or (ii) the local minima are within 0.05 Å RMSD distance of each other are considered as ties. In all other cases, the quality of the solution of one algorithm relative to the other is considered superior if it has a lower energy. It is worth noting that, in the context of mapping applications, including condition (ii) for ties is meaningful. In other applications, it may be more appropriate to use only closeness of energy, that is, condition (i), as a basis for declaring ties. To verify that including condition (ii) has not biased our conclusions, in the Supporting Information (Section C), we have used condition (i) only; the experimental results show that our conclusions about the quality of solutions and efficiency comparisons between the two algorithms remain unchanged.
We have selected the number of energy f unction evaluations needed to converge to a local minimum as the measure of computational efficiency of each algorithm. Given that energy function evaluations are the most costly operations and the same energy function is used for both algorithms, the number of energy function evaluations is a fair and appropriate basis for comparing the runtime of the two algorithms. As the convergence rate of all-atom minimization is low, we stop the algorithm after a maximum of 500 energy function evaluations. Also, to obtain a more reliable energy value for flexible manifold optimization and to compare the results obtained by the two algorithms in terms of energy values, we relax the bond lengths and bond angles of the conformations after manifold minimization by performing 20 steps of all-atom minimization.
(In Section B of the Supporting Information, we provide a more detailed discussion of our choices for the maximum number of energy evaluations for all-atom minimization and the relaxation phase of manifold optimization.)
The results of the comparison of the two algorithms based on the six flexible probes are reported in Table 1 . Note that, for each protein, the comparison is based on about 12 000 cases of local minimization. Proteins are identified by their four-letter PDB code 34 in the first column of the table. The second column gives the number of ties between the two algorithms, E AA = E MO . The third column is the number of conformations for which manifold optimization (MO) converged to a local minimum with a lower energy (i.e., E MO < E AA ). The fourth column is the number of conformations for which all-atom minimization (AA) produced a better result, E AA < E MO . The fifth column is the average number of energy function evaluations of manifold optimization and the last column is the average number of energy function evaluations of all-atom minimization. As can be seen from the table, the manifold optimization yields equal or lower energies than the all-atom optimization in 80.98% of the 168 000 minimization runs 2CAB  5683  3691  1874  82  451  1IVG  5752  3319  2135  86  423  1BBC  4929  4033  1855  67  454  1O8A  5428  2103  2088  93  421  1F5L  5926  3195  2066  79  440  1S3E  5392  2013  1932  94  425  2O8T  5866  2951  2239  78  434  1W50  6003  2880  2685  94  420  1J2E  4833  1775  2001  93  389  1YES  5281  3797  1914  82  438  1HCL  5594  2955  1711  84  429  1THS  5810  3009  1896  87  420  1BN5  6295  2952  1849  77  419  1PUD  6371  3080  2137  72  427  53.02% 27.96% 19.02% 5.1 1 (12 000 for each of the 14 proteins), while the manifold optimization is 5.1 times faster than the all-atom approach. Local Minimization with Fixed Receptor Protein. In our second and third set of experiments, by comparison with the first set, the number of rotatable bonds are substantially increased, and in the third set of experiments, we also allow movement of some of the side chains on the interface of the receptor. It is important to highlight the fact that the search space of our manifold optimization does not include adjustments to bond lengths and bond angles of the ligand while these flexibilities are included in all-atom optimization. Therefore, to make the comparison of the two algorithms more meaningful, after the completion of our manifold optimization, we apply a fixed number of relaxation steps using all-atom optimization. See the Supporting Information section for additional discussion of these choices. To compare the performance of the two algorithms we include the additional all-atom optimization steps in assessing the computational cost of our manifold optimization.
The small molecule ligands we consider, have been the subject of a study of our group in the context of Fragment Based Drug Design (FBDD). 35 They are presented in Figure 3 . The number of rotatable bonds of these ligands varies between 6 and 13. In each case, unbound structures of the components of the complex, selected from the Protein Data Bank, 34 were docked using the docking program AutoDock. 25 For each complex, 150 structures with the lowest scores were selected and they were refined by minimizing their CHARMM 28 energy using all-atom minimization and our manifold optimization algorithm. We have used the following standard LBFGS stopping rule
as the primary stopping rule where ∇E is the gradient of the energy function and δ is a small threshold value. In our experiments, for relatively strict thresholds (δ = 10
), all-atom (AA) minimization took a very long time to converge, and for more relaxed thresholds, the quality of its solution was inferior to manifold optimization followed by all-atom relaxation (MO). Therefore, as is often done in practice, we selected a cap on the number of relaxation steps and a cap on the number of all-atom optimization steps; if the energy gradient criterion above was not satisfied by the maximum number of iterations allowed, the algorithm was stopped and the results were reported.
The maximum values were selected in such a way as to make the quality of the solutions provided by AA and MO comparable. (See Supporting Information (Section B) for more details.) We used 250 relaxation steps (using all-atom minimization) after the completion of the manifold optimization. In the case of all-atom minimization, due to the low rate of convergence we selected a cap of the 1000 minimization steps, after which the algorithm was stopped.
The two algorithms are compared based on 1200 test optimization runs (150 for each of the 8 complexes). As in the case of our protein mapping experiments, we compare the two off-grid minimization algorithms based on the quality of their solutions and their computational efficiency. The results of the comparison are shown in Table 2 . Each protein is specified by its four-letter PDB code in the first column of the table. The second and third columns identify the receptor and the ligand of the complex, respectively. The fourth column reports the number of ties between the two algorithms, E AA = E MO . The fifth column is the number of conformations in which manifold optimization (MO) reached lower energy (i.e., E MO < E AA ). The sixth column is the number of conformations for which allatom minimization (AA) produced a better result, E AA < E MO . The seventh column is the average number of energy function evaluations of the manifold optimization algorithm and the eighth column represents that average for the all-atom optimization algorithm. According to these results, the manifold optimization algorithm has only slightly better performance based on the quality of solution criterion; however, it is on average 2.6 times faster than all-atom minimization. Figure 4 provides a more refined comparison between the two algorithms based on the minimum energy values they find. The frequency graph gives the overall number of cases (across all ligands) where the dif ference between the minimum energy that each algorithm finds falls within a specified range. The heatmap plot in Figure 4 is a graphical representation of the difference between minimum energies for each ligand. The overall conclusion from Figure 4 is that the minimum energies that the two algorithms find are overall close to each other; that is, the two algorithms locate minimum conformations with comparable energies.
Finally, we take a closer look at the two phases of manifold optimization: the actual manifold optimization phase and the relaxation phase. Recall that in computing the computational cost of the manifold optimization algorithm, we have taken the cost of both phases into account. The average cost of manifold optimization phase across all ligands is about 113 function evaluations; the cost of relaxation phase, on the other hand, is more than twice that, namely 250 function evaluations. Table 3 gives the average amount of movement for each phase in terms of the RMSD between the structures at the start and the completion of each phase. As can be seen, the bulk of the movement of the ligand (on average 1.86 Å RMSD) takes place during manifold optimization; changes during the relaxation phase most likely correspond to bond length and angle adjustments that lower the energy of the complex but do not move the ligand significantly (on average 0.25 Å RMSD). 1H1S  1HCL  4sp  0  36  114  386  1000  2G9X  1HCL  nu5  0  77  73  514  1000  2OG2  1YES  a91  16  54  80  348  1000  2QG0  1YES  a94  5  87  58  398  1000  3GE7  1PUD  afq  11  62  77  360  1000  3C2N  1PUD  ckr  3  105  42  363  1000  2OAZ  1BN5  i96  30  58  62  364  1000  2OHU  1W50  ip7  9  89  52  378  1000  6% 47% 47% 2.57 1 Figure 4 . Bar diagram and heatmap plots of the energy differences between the final conformations of all-atom minimization (AA) and manifold optimization (MO) for protein−small molecule test cases. One implication of this observation is that in some applications, such as identifying hot spots, it may be possible to forego the relaxation phase since the manifold optimization phase may be sufficient to locate the hot spots. In such cases, manifold optimization may be an order of magnitude more efficient when compared to all-atom optimization. We elaborate further on this issue in the section on the comparison of the behavior of manifold and all-atom optimization algorithms. Local Minimization with Receptor Side Chain Flexibility. The only difference between our third and second set of experiments is that we now allow adjustments to some of the side chains on the interface of the receptor. For each ligand, following the heuristic protocol of Firedock, 36 we consider side chains of the receptor that are within 5 Å RMSD from the ligand, and for which the repulsive van der Waals between them and the rest of the complex is greater than 6 kcal/mol, as flexible/movable side chains. The manifold optimization search space in this case includes torsional rotations of the flexible side chains.
In the third set of experiments, we perform 500 steps of allatom minimization during the relaxation phase of manifold optimization. For the all-atom minimization algorithm, we put a cap of 1500 steps after which the algorithm is stopped. The results of the comparison of the two algorithms are shown in Table 4 . The format of the table is the same as Table 3 : Each complex is identified by its four-letter PDB code in the first column of the table; the second and third columns identify the receptor and the ligand of the complex, respectively; the fourth column gives the number of ties between the two algorithms; the fifth column is the number of conformations in which manifold optimization converged to a local minimum with lower energy; the sixth column is the number of conformations in which all-atom minimization produced better result; the seventh and eighth columns report the average number of energy function evaluation for, respectively, the manifold and the all-atom optimization algorithms. Table 4 shows that the manifold optimization algorithm produces slightly better results, based on the quality of solution criterion; however, on average, it completes this task about 2.3 times faster than the all-atom minimization algorithm. Figure 5 provides a more refined comparison of the two algorithms based on the lowest energy they identify. The frequency graph gives the overall number of cases (across all ligands) where the difference between the minimum energy that each algorithm finds falls within a specified range. The heatmap plot in Figure 5 is a graphical representation of the difference between the minimum energies for each ligand. The overall conclusion from Figure 5 is that the energies of the minimum conformations the two algorithms find are close to each other; that is, the two algorithms locate minimum conformations with comparable energies.
Finally, Table 5 gives the average amount of movement for the manifold optimization and relaxation phases of the manifold optimization algorithm in terms of the RMSD between the structures at the start and the completion of each phase. As in the second set of experiments, the bulk of the movement of the ligand (on average 1.83 Å RMSD) takes place during manifold optimization; the movement during the relaxation phase is smaller (on average 0.37 Å RMSD). The average cost of the manifold optimization algorithm across all ligands is about 150 function evaluations; the cost of relaxation phase, on the other hand, is more than three times that, namely 500 function evaluations. In cases when we can forego the relaxation phase, the manifold optimization algorithm is an order of magnitude more efficient when compared to all-atom optimization algorithm.
The overall conclusions from the third set of experiments are the same as those we arrived at in the second set of experiments: Manifold optimization and all-atom optimization produce conformations that have comparable energies; however, manifold optimization performs this task more efficiently. Furthermore, if we eliminate the relaxation phase of manifold optimization, justifiable in a variety of applications, manifold optimization is an order of magnitude more efficient than allatom optimization.
Comparing the Behavior of Manifold and All-Atom Optimization Algorithms. In this section, we examine more closely the nature of the manifold and all-atom optimization algorithms. To this end, we plot (i) the energy of the intermediate conformations in the course of optimization as a function of the number of energy evaluations of each algorithm and (ii) the amount of displacements (in RMSD) of the ligand relative to the initial conformation, again as a function of the number of energy evaluations of each algorithm.
In Figure 6 , the energy of the intermediate complex at each energy evaluation is plotted (on the vertical axis) against the number of energy evaluations (on the horizontal axis) for each optimization algorithm. The plots represent a single trajectory for each optimization algorithm. The trajectory of the manifold optimization algorithm is represented by the red curve and that of the all-atom optimization by the green curve.
Recall that the manifold optimization algorithm has two phases of (a) a manifold optimization phase and (b) a relaxation phase implemented by all-atom optimization. It is easy to 1H1S  1HCL  4sp  5  40  105  645  1478  2G9X  1HCL  nu5  6  76  68  776  1500  2OG2  1YES  a91  73  38  39  608  1398  2QG0  1YES  a94  25  80  45  662  1461  3GE7  1PUD  afq  43  55  52  620  1487  3C2N  1PUD  ckr  20  83  47  627  1500  2OAZ  1BN5  i96  69  40  41  619 identify these two phases on the red trajectories for each ligand.
As we have noted, and as is visible in Figure 6 , the manifold optimization phase is often completed within 100−200 energy evaluations. Figure 6 shows that the energy of the resulting configuration is reduced further and significantly in the relaxation phase; the sharp drop of the energy in the early part of the relaxation phase suggests that this reduction is most likely achieved by a simple adjustment of the bond lengths and bond angles of the ligand, adjustments that were not within the search space of the manifold optimization algorithm. The rapid reduction of the energy in the early part of the all-atom optimization algorithm (green curve) reinforces this conclusion. After this initial period, as can be seen, the all-atom optimization algorithm reduces the energy in a significantly more gradual fashion. Figure 7 is the result of averaging 150 optimization trajectories for each ligand, each trajectory corresponding to an initial conformation generated by the docking program AutoDock. Again, the red curve represents the manifold optimization algorithm and the green curve the all-atom optimization. As can be seen, the same behavior that was observed in the single trajectory case in Figure 6 is observable in the average case as well, suggesting that the conclusions we arrived at above are more broadly valid and that they have not been the artifact of a single nonrepresentative trajectory.
To test our hypothesis that the energy reduction during the relaxation phase is mostly due to adjustments of bond lengths Figure 6 . Comparing the behavior of the manifold optimization and all-atom optimization for a single conformation of the small molecule.
and bond angles of the ligand, we plot changes in the bonded energy terms (bond length, bond angle, torsion, and impropers) and nonbonded energy terms (van der Waals and electrostatic energy terms, the latter calculated by the Analytical Continuum Electrostatics (ACE) model as implemented in CHARMM)
during the relaxation phase of MO for each of the probes in Figure 8 . Table 6 presents the contributions of bonded and nonbonded energy terms as a percentage of the overall reduction in the total energy during the relaxation phase of MO. Figure 8 and Table 6 confirm our hypothesis that the energy reduction during the relaxation phase is mostly due to adjustments of bond lengths and bond angles of the ligand.
We now turn to the question of the displacement of the ligand by the two optimization algorithms. Figure 9 includes eight graphs, one for each ligand. Each graph shows the displacements of the ligand after 50, 100, 150, 200, 400, 500, 750, and 1000 steps of the all-atom optimization algorithm. At each of these points, the box plot of the displacements of the ligand, relative to its initial conformation, is plotted. The box plot is for 150 different optimization trajectories corresponding to different initial conformations and the displacements are measured in Ångstrom RMSD. Figure 10 presents the same displacements for the manifold optimization algorithm. Note that for the manifold optimization algorithm, displacements of the ligand are shown after 20, Figure 9 . Displacement of the ligand by the all-atom optimization algorithm. Figure 10 . Displacement of the ligand by the manifold optimization algorithm. 1H1S  1HCL  4sp  74%  26%  2G9X  1HCL  nu5  77%  23%  2OG2  1YES  a91  91%  9%  2QG0  1YES  a94  73%  27%  3GE7  1PUD  afq  86%  14%  3C2N  1PUD  ckr  85%  15%  2OAZ  1BN5  i96  81%  19%  2OHU  1W50  ip7  67%  33%  79%  21% 40, 60, 80, and 100 steps of the algorithm. A comparison of the graphs for the two optimization algorithms shows that the manifold optimization algorithm moves the ligand more rapidly toward a local minimum while the movement of the all-atom optimization is more gradual. This pattern is observed across all ligands and can only be attributed to the inherent difference between the behavior of the two algorithms: the significantly more rapid movement of the manifold optimization algorithm, possibly due to its lower dimensional search space, explains its superior computational efficiency to the slower moving all-atom optimization algorithm.
■ CONCLUSIONS
In this paper, we have extended the manifold optimization approach, recently developed for rigid body minimization, to minimization of flexible molecules in application to docking. For this extension, we combine a representation of the rigid moves of the ligand by an appropriate manifold with a manifold representation of the flexibility of the ligand. The second manifold corresponds to the internal coordinate representation of flexible moves of the ligand. The structure of the resulting combined manifold is such that its geodesics are simple to compute when an exponential parametrization of manifold is selected. We have given detailed description of the exponential parametrization and algorithms for computing the gradient of the energy function with respect to the parameters of the exponential parametrization. We have provided a comparison of the performance of the proposed local optimization algorithm with all-atom optimization, and showed that the manifold optimization algorithm is substantially more efficient than the all-atom algorithm while producing solutions of comparable quality. We have also provided a detailed comparison of the nature of the two optimization algorithms that provides valuable insight about the superior performance of the approach based on manifold representation, which results in substantial reduction in the dimensionality of the search space. We have presented three applications with flexibility restricted to rotation around an increasing number of rotatable bonds. However, the manifold formalism presented here and the method described also apply to wide variety of docking molecules that include rigid regions connected by flexible linkers, for example, rigid secondary structure elements linked by flexible loops or multidoman proteins that with some level of hinge motion. 
