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Abstract 
Data mining techniques are used in the field of medicine for various purposes.  Mining association rule is one of the interesting 
topics in data mining which is used to generate frequent itemsets.  It was first proposed for market basket analysis.  Researchers 
proposed variations in techniques to generate frequent itemsets. Generating large number of frequent itemsets is a time 
consuming process.  In this paper, the authors devised a method to predict the risk level of the patients having heart disease 
through frequent itemsets.  The dataset of various heart disease patients are used for this research work.  Frequent itemsets are 
generated based on the chosen symptoms and minimum support value.  The extracted frequent itemsets help the medical 
practitioner to make diagnostic decisions and determine the risk level of patients at an early stage.  The proposed method can be 
applied to any medical dataset to predict the risk factors with risk level of the patients based on chosen factors.  An experimental 
result shows that the developed method identifies the risk level of patients efficiently from frequent itemsets. 
© 2015 The Authors. Published by Elsevier B.V. 
Peer-review under responsibility of the Organizing Committee of ICECCS 2015. 
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1. Introduction  
Data mining is now widely used in many domains.  It plays an important role in the clinical field.  Day by day, 
large numbers of patients are visiting hospitals for the purpose of various treatments.  Number of patients’ records 
are increasing in every department in the hospital.  In medical field, data mining algorithms are used to mine the 
hidden knowledge in the dataset of the medical domain [1].  The discovered patterns may aid decision making and 
saving of lives.  Various data mining approaches such as classification, clustering, association rule mining, statistical
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learning and link mining, all have their significance in data research and development [2].  Association rule mining 
is a most efficient algorithm for extracting frequent itemsets from huge data.  To find out the frequent itemsets, 
minimum support value has been used.  Support value of the itemset greater than or equal to minimum support value 
is called frequent itemset.  If an itemset is frequent, then all of its subsets also must be frequent [3]. 
Heart disease is the one of the leading human killer diseases.  In United States, the cause of death for both men 
and women is primarily by heart disease.  It is an equal opportunity killer which claims approximately 1 million 
lives annually.  The disease had killed nearly 787,000 people alone in 2011 and 380,000 people annually by heart 
disease.  Every 30 seconds someone has a heart attack and someone dies from a heart related disease in every 60 
seconds [4].   
In this paper, the authors proposed a new mining method to predict the risk level of heart disease based on chosen 
symptoms by analyzing the heart disease dataset.  The predictions of this method will help the medical practitioners 
in making diagnostic decisions to save lives of patients at risk. 
2. Literature Review  
Usha Rani et al. has introduced pincer search algorithm to discover the maximum frequent itemset [5].  It also 
reduces number of times the database is scanned.  Frequent itemset mining without the generation of conditional 
frequent pattern tress was expressed by Meera Narvekar et al. [6]. The desired association rules are also discovered 
from the frequent itemset.  Alagugowri et al. developed a predicting system to predict the heart disease [7].  K-
Means clustering technique is used to distinguish the risky and non-risky factors to categorize.  Tzung-Pei Hong et 
al. developed MFFP-Tree Fuzzy Mining Algorithm to find out the linguistic frequent Itemsets [8].  Marghny et al. 
has developed a new method to mine frequent itemset by avoiding the costly candidate generation-and-test 
processing.  It also compresses essential information about all itemset, minimal and maximal length of frequent 
itemsets and database scans repeatedly [9].  Jahangir Kabir et al. proposed a novel method to determine maximal 
frequent itemsets with genetic algorithm [10].  The weighted support measure is introduced by Subrata Bose et al. 
that adopted a balanced approach to mine frequent patterns [11].  To mine frequent closed sequential pattern in 
temporal transaction data, Antonio Gomariz et al. proposed a ClaSP algorithm [12].  To mine frequent itemset based 
on nodesets, an efficient FIN algorithm was developed by Zhi-Hong Deng et al. [13].  Hai Duong et al. developed a 
new algorithm with double constraints to find out all frequent itemsets [14].  Mengchi Liu et al. proposed a HUI-
Miner (High Utility Itemset Miner) algorithm to mine high utility itemset [15].  Umair Shafique et al. implemented 
three various algorithms (Neural Network, Decision Tree and Naïve Bayes) to discover interesting patterns from 
heart patients’ data.  The results reveal that the Naïve Bayes algorithm has the highest accuracy among them [16].  
Darshan M. Tank has proposed an algorithm to reduce pruning operations.  It uses apriori-gen operation to generate 
the candidate itemsets-2 and also it calculates support value quickly by adopting the tag-counting method [3].  Deepa 
S. Deshpande proposed a novel method for mining association rule using patter generation.  To find out frequent 
feature set, the Boolean operations for pattern generation is adopted [17].  Zhou Zhiping et al. introduced matrix-
based sorting index association rules algorithm to find the frequency k-itemsets directly.  It discovers k-itemsets 
directly when frequent item sets are higher [18].  Chanchal Yadav et al. developed a new algorithm to decrease the 
pruning operation of candidate itemset.  It also reduces storage space requirement [2].  Amr Jadi et al. proposed an 
algorithm to predict and mitigate the risks by using runtime monitoring with neural networks [19].  Sallam Osman 
Fageeri et al. introduced a binary-based technique to find out the frequent itemsets that outperforms classic Apriori 
algorithm in terms of running time [20].  To estimate the size of candidate itemsets in Apriori based algorithms, 
linear algebra method was used by Savo Tomoviü et al. [21].  Sen Su et al. has designed differentially private FIM 
algorithm to offer high time efficiency rather than achieve high data utility and degree of privacy [22].  This survey 
indicates that many algorithms were developed by researchers to generate frequent itemsets.  A new method 
proposed in this paper generates frequent itemsets efficiently based on chosen symptoms and support value. 
3. Data Source  
Simulated heart disease dataset containing 1000 patient records are used for this research work.  This dataset 
contains 19 symptoms as shown in Table 1.  They are the symptoms of various heart diseases, namely 
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4.1. Algorithm 
Input 
D - Heart Disease Dataset 
ms - Minimum support threshold value (0.1 - 1) 
mps - Minimum percentage of symptoms (0.1 - 1) 
s – Symptoms 
Output
Fk - Frequent Itemsets 
Method 
Step 1: 
ts – Total number of symptoms (s) 
k = ts 
Combine all the chosen symptoms ‘s’ using logical AND operation.  Then finds a zero value in the combined 
columns and deletes that particular row. 
Find the sum value of this column.
Calculate the support value for column using the formula: 
cordser of Total Numb
of ColumnSum Value 
SSupport
Re
)(    
if S < ms then terminate the process 
else
Combined column consider as frequent itemset Fk.  Then perform logical AND with Fk and all other columns.  
Repeat steps 2 to 5 until dataset is null. 
Step 2: 
Find the sum values in each column of the table.
Step 3: 
Calculate the support value for each column using the formula: 
cordser of Total Numb
of ColumnSum Value 
SSupport
Re
)(    
Step 4: 
If S < ms then delete the column from the table. 
k = k+1       
Add the column in table to Frequent Itemset Fk 
Step 5: 
Combines the column Max(Fk) with all other attributes without repetitive using logical AND operation.  Delete the 
row having zero value in the entire column. 
Step 6: 
Calculate the percentage of symptoms for each frequent itemsets using the formula: 
1...n)k 1...m,(i                                                                                                                  
 
  
 
i
ki
iseaseptoms in Dber of Symer of  NumTotal Numb
Fappear in  Symptoms DiseaseNumber of 
ms (PS) of SymptoPercentage  
If PSmps then all these frequent itemsets are indicate risk factors of patients having heart disease.
Convert the dataset into binary format denoting the presence or absence of symptom that causes heart disease as 1 
or 0 respectively.  Dataset with minimum support value, minimum percentage of symptoms and the symptoms are 
given as input to the proposed method.  In the first step, combine all the chosen symptoms (columns) using logical 
AND operation.  Then find a zero value in the combined columns and delete that particular row.  Find the sum value 
of the combined column and calculate the support value of this column using the formula mentioned in the 
590   Ilayaraja M. and Meyyappan T.  /  Procedia Computer Science  70 ( 2015 )  586 – 592 
algorit
Otherw
freque
and ca
value 
less th
unsati
all oth
proces
the ite
mentio
greate
patien
5. Res
In t
by the
practit
The
includ
(attrib
Per
propos
Techn
genera
requir
of item
metho
Plo
Major
flutter
Plo
combi
in the 
affecte
numbe
of sym
hm. The proc
ise the combin
nt itemset Fk w
lculate the sup
of the each col
an the minimu
sfying column. 
er columns usin
s from steps 2 t
msets Fk.  In 
ned in the step
r than or equal 
ts who will be a
ult and Discus
his paper, the a
 user.  It helps 
ioners to predic
 developed m
es data of 100
utes) of the data
formance of th
ed method.  Ta
ique [20], and 
te all the possib
ement.  The pro
sets are very m
d.  The limitatio
t in Fig. 2 is dr
ity of the patie
ing symptoms f
t in Fig. 3 show
nation of chose
chosen dataset 
d by chosen s
r of patients ar
ptoms like che
ess has been t
ed column is c
ith all other co
port value for 
umn with user 
m support valu
 In the step 5, 
g logical AND
o 5 repeatedly 
step 6, calcula
 6 of the algo
to user given m
ffected by the h
sions  
uthors have dev
to identify the 
t the risk level 
ethod is succe
0 patients affe
set are shown i
e proposed m
ble 2 shows the
Association R
le itemsets in e
posed method 
uch reduced in
n of the existin
awn to have st
nts are affecte
or the chosen d
s the results fo
n symptoms an
may be include
ymptoms but b
e affected by a
st pain, shortne
Fig. 2. Numb
erminated if th
onsidered as fre
lumns.  In the 
each column us
given minimum
e.  All the col
find the column
 operation.  De
until dataset be
te the percenta
rithm.  Finally
inimum percen
eart disease wi
eloped a metho
patients at risk 
of patients who
ssfully implem
cted by heart 
n Table 1. 
ethod is comp
 comparison w
ule Mining Al
ach iteration, t
does not genera
 the proposed 
g techniques is
atistical inform
d by shortness 
ataset. 
r minimum sup
d also affected 
d in the combi
elow 60% of s
tleast 60% of th
ss of breath, fat
er of patients affec
e support valu
quent itemset F
next two steps
ing the formul
 support value
umn are consid
 which has the
lete the row hav
comes null.  Fin
ge of symptom
, it extracts all 
tage of sympto
th risk level. 
d to generate th
from the extra
 will be affecte
ented with Jav
related disease
ared with exis
ith Apriori Alg
gorithm Based
hus increasing t
te the unneces
method.  This i
 overcome by t
ation on numb
of breath and 
port value=0.1
by atleast 60% 
nation.  The ze
ymptoms of a 
e symptoms of
igue or fainting
ted by different sym
e has been le
k.  Then perfor
, find the sum v
a mentioned ab
.  Delete the co
ered as freque
 maximum sum
ing zero value 
ally, it generat
s for each fre
the itemsets w
ms.  The extrac
e frequent item
cted itemsets.  
d by heart disea
a programming
s with 19 clini
ting methods 
orithm [23], IM
 on Pattern Ge
he computation
sary itemsets in
s the major res
he developed m
er of patients a
the lowest num
.  It predicts th
of specific sym
ro value indicat
disease.   From
 Valvular Hear
.     
ptoms causing hea
ss than minim
m the logical A
alues in each 
ove.  In step 4
lumn which ha
nt itemset Fk+
 value, combin
in the entire co
es the maximum
quent itemsets
hich has perce
ted itemsets are
sets based on t
The findings w
se.  
 language.  T
cal attributes. 
to establish the
SIA Algorithm
neration [17]. 
 time in compa
 each frequent 
earch contribut
ethod. 
ffected by 19 d
ber of patient
e number of pa
ptoms of a dise
es the number 
 the plot, it is
t Disease (VHD
rt disease 
um support va
ND operation 
column of the t
, check the sup
s the support v
1 after deleting
es the column 
lumn.  Perform
 possible lengt
 using the form
ntage of sympt
 used to predic
he symptoms g
ill help the med
he training da
 List of sympt
 efficiency of
 [18], Semi-Ap
 Existing meth
risons and mem
itemsets.  Num
ion in the prop
ifferent sympto
s are affected 
tients affected 
ase.  Any symp
of patients who
 evident that m
) and combina
 
lue.  
with 
able 
port 
alue 
 the 
with 
 this 
h of 
ula 
oms 
t the 
iven 
ical 
taset 
oms 
 the 
riori 
ods 
ory 
bers 
osed 
ms.    
with 
by a 
tom 
 are 
ore 
tion 
591 Ilayaraja M. and Meyyappan T.  /  Procedia Computer Science  70 ( 2015 )  586 – 592 
 
Ta
frequ
frequ
not re
when
overc
assum
propo
items
previo
patien
Freq
Item
Item
Item
Item
Item
Item
Item
Item
Item
6. Co
Me
find f
autho
affect
Fig. 
ble 2 shows the
ent itemset.  T
ent itemset whi
levant to parti
 the disease be
ome in the pro
ed as frequent
sed method ens
et.  Other item
us frequent ite
ts.  In this way
Table
uent 
sets 
Existin
Apriori
Algorit
[23] 
set-1 19 
set-2 171 
set-3 741 
set-4 1218 
set-5 922 
set-6 386 
set-7 77 
set-8 6 
nclusion  
dical data min
requent itemse
rs proposed an 
ed by heart di
3. Analysis of Hear
 result with the
he drawback o
ch requires mo
cular combinat
ars more numb
posed method.
 itemset-3.  Th
ures that the sy
sets which do 
mset are includ
, the proposed m
 2. Comparison of 
g Methods 
 
hm 
IMSIA 
Algorithm
[15] 
19 
171 
741 
1218 
922 
386 
77 
6 
ing plays a vita
t from patient 
efficient metho
sease.  The dev
t Disease Dataset a
 given support 
f these method
re storage space
ion of symptom
er of symptom
  In this analy
erefore, the fir
mptoms of a ch
not include th
ed in the next 
ethod finds fre
Proposed Method w
 
Semi-Apriori
Technique 
[18] 
19 
171 
741 
1218 
922 
386 
77 
6 
l role in the di
data to predic
d that finds fre
eloped method
gainst combination
value 0.1.  Exis
s is two-fold. 
 to retain all th
s used for ana
s.  This is the m
sis, a particula
st two itemsets
osen combinat
em are ignored
frequent itemse
quent itemset q
ith Existing Metho
 
Association 
Rule Mining 
Algorithm 
Based on Patter
Generation [14
19 
171 
741 
1218 
922 
386 
77 
6 
agnosis of dise
t the symptom
quent itemsets
 analyses and 
s of symptoms with
ting methods g
 Firstly, it gen
e sets.  Second
lysis.  Number
ajor drawback
r combination 
 are not genera
ion are include
.  It also ensu
t provided tho
uickly compar
ds. 
Proposed Met
n 
] 
Based on the 
symptoms: 
Chest pain, 
Shortness of 
Breath, Fatigu
- 
- 
1 
16 
12 
7 
3 
- 
ases and in life
s causing dang
 and risk level 
predicts the nu
 ms=0.1 and mps=
enerate all poss
erates very lar
ly, it includes s
 of itemsets in
 of the existing
contains three 
ted in the prop
d in all itemset 
res that the sym
se symptoms a
ed to existing m
hod 
e 
Based on the 
symptoms: 
Chest pain, 
Shortness of 
Breath, 
Fainting 
- 
- 
1 
15 
12 
7 
3 
- 
 saving decisio
erous diseases.
to predict the p
mber of patie
 
0.6 
ible itemsets in
ge itemsets in 
ymptoms whic
creases inordin
 methods, whi
symptoms whi
osed method. 
of the each freq
ptoms includ
ffect majority o
ethods.  
Based on the 
symptoms: 
Chest pain, 
Lightheadedne
Fatigue 
- 
- 
1 
14 
12 
9 
2 
1 
ns.  It is essent
  In this paper
atients who w
nts at risk leve
 each 
each 
h are 
ately 
ch is 
ch is 
 The 
uent 
ed in 
f the 
ss, 
ial to 
, the 
ill be 
l.  It 
592   Ilayaraja M. and Meyyappan T.  /  Procedia Computer Science  70 ( 2015 )  586 – 592 
provides a rapid aid to the medical practitioner in making emergency decisions to save the lives of patients at risk 
level. In the proposed method, symptoms representing columns and patient records representing rows are removed 
from further analysis, if they do not satisfy the chosen rules.  The proposed method is applied over a heart disease 
dataset of 1000 records of patients suffering from various heart related diseases.  The prediction results are 
encouraging and the efficiency of the method in frequent itemset generation is better than existing methods.  
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