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Abstract. We give a lower bound for the numerical index of two-dimensional real spaces with absolute
and symmetric norm. This allows us to compute the numerical index of the two-dimensional real Lp-space
for 3/2 6 p 6 3.
1. Introduction
The numerical index of a Banach space is a constant relating the norm and the numerical range of bounded
linear operators on the space. Let us recall the relevant definitions. Given a Banach space X , we will write
X∗ for its topological dual and L(X) for the Banach algebra of all (bounded linear) operators on X . For an
operator T ∈ L(X), its numerical range is defined as
V (T ) := {x∗(Tx) : x∗ ∈ X∗, x ∈ X, ‖x∗‖ = ‖x‖ = x∗(x) = 1},
and its numerical radius is
v(T ) := sup{|λ| : λ ∈ V (T )}.
Clearly, v is a seminorm on L(X) satisfying v(T ) 6 ‖T ‖ for every T ∈ L(X). The numerical index of X is
the constant given by
n(X) := inf{v(T ) : T ∈ L(X), ‖T ‖ = 1}
or, equivalently, n(X) is the greatest constant k > 0 satisfying k ‖T ‖ 6 v(T ) for every T ∈ L(X). Classical
references on numerical index are the paper [3] and the monographs by F.F. Bonsall and J. Duncan [1, 2]
from the seventies. There has been a deep development of this field of study with the contribution of several
authors. The reader will find the state of the art on the subject in the survey paper [7] and references therein.
In the following we recall some results concerning the numerical index which will be relevant to our
discussion. It is clear that 0 6 n(X) 6 1 for every Banach space X . In the real case, all values in [0, 1] are
possible for the numerical index. In the complex case, one has 1/ e 6 n(X) 6 1 and all of these values are
possible. Let us also mention that v(T ∗) = v(T ) for every T ∈ L(X), where T ∗ is the adjoint operator of T
(see [1, § 9]), so it clearly follows that n(X∗) 6 n(X). Although the equality does not always hold, when X
is a reflexive space, one clearly gets n(X) = n(X∗). There are some classical Banach spaces for which the
numerical index has been calculated. If H is a Hilbert space of dimension greater than one, then n(H) = 0
in the real case and n(H) = 1/2 in the complex case. Besides, n(L1(µ)) = 1 and the same happens to all its
isometric preduals. In particular, it follows that n
(
C(K)
)
= 1 for every compact K.
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The problem of computing the numerical index of the Lp-spaces has been latent since the beginning of
the theory [3]. In order to present the known results on this matter we need to fix some notation. For
1 < p <∞, we write ℓmp for the m-dimensional Lp-space, q = p/(p− 1) for the conjugate exponent to p, and
Mp := max
t∈[0,1]
|tp−1 − t|
1 + tp
= max
t>1
|tp−1 − t|
1 + tp
,
which is the numerical radius of the operator represented by the matrix
(
0 1
−1 0
)
defined on the real space
ℓ2p. This can be found in [9, Lemma 2], where it is also observed that Mq = Mp. Although it is known that{
n(ℓ2p) : 1 < p <∞
}
= [0, 1[ in the real case (see [3, p. 488]), the exact computation of n(ℓ2p) has not been
achieved for p 6= 2, all the more of n(ℓp). However, some results have been obtained on the numerical index
of the Lp-spaces [4, 5, 6, 9, 10], we summarize them in the following list.
(a) The sequence
(
n(ℓmp )
)
m∈N
is decreasing.
(b) n
(
Lp(µ)
)
= inf{n(ℓmp ) : m ∈ N} for every measure µ such that dim
(
Lp(µ)
)
=∞.
(c) In the real case, n(Lp[0, 1]) >
Mp
12 .
(d) In the real case, max
{
1
21/p
,
1
21/q
}
Mp 6 n(ℓ
2
p) 6Mp.
The presence of the numerical radius of the operator represented by the matrix
(
0 1
−1 0
)
in the value
of the numerical index of Lp-spaces is not a coincidence. Although there are not too many examples of
Banach spaces for which the numerical index has been computed, for those two-dimensional real spaces with
absolute and symmetric norm whose numerical index is known, it coincides with the numerical radius of the
mentioned operator. This happens, for instance, to a family of octagonal norms and to the spaces whose
unit ball is a regular polygon, see [8, Theorem 2 and Theorem 5]. The aim of this paper is to show that
the same happens for many absolute and symmetric norms on R2, this is the content of Theorem 2. We say
that a norm ‖ · ‖ : R2 −→ R is absolute if ‖(1, 0)‖ = ‖(0, 1)‖ = 1 and
‖(a, b)‖ = ‖(|a|, |b|)‖
for every a, b ∈ R, and that the norm is symmetric if ‖(b, a)‖ = ‖(a, b)‖ for every a, b ∈ R. Some of the
most important examples of absolute and symmetric norms are ℓp-norms on R
2. As a major consequence of
Theorem 2 we show that n(ℓ2p) = Mp for 3/2 6 p 6 3, which improves partially [9, Theorem 1] and throws
some light to the long standing problem of computing the numerical index of Lp-spaces.
To finish the introduction, we recall some facts about numerical radius and about optimization of linear
functions on convex sets that will be useful in our arguments. Let X be a Banach space, and suppose that
S ∈ L(X) is an onto isometry. Then, for every operator T ∈ L(X), it is easy to check that
v(T ) = v(±S−1TS).
This becomes particularly useful when X is R2 endowed with an absolute and symmetric norm, as we can
find a basis of the space of operators L(X) formed by onto isometries:
I1 =
(
1 0
0 1
)
, I2 =
(
1 0
0 −1
)
, I3 =
(
0 1
1 0
)
, I4 =
(
0 1
−1 0
)
.
For a convex set A, ext(A) stands for the set of its extreme points, that is, those points which are not
the mid point of any non-trivial segment contained in A. By Minkowski’s Theorem (see [11, Corollary 1.13]
for instance) a nonempty compact convex subset of Rn is equal to the convex hull of its extreme points.
Therefore, every linear function on a compact convex set attains its minimum (and its maximum) at an
extreme point of the set.
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2. The results
We start with an easy lemma showing that, for two dimensional real spaces with absolute and symmetric
norm, the elements in the numerical range of I4 are smaller than those of Ij for j = 1, 2, 3.
Lemma 1. Let X be R2 endowed with an absolute and symmetric norm. Then
|x∗(Ijx)| > |x
∗(I4x)| (j = 1, 2, 3)
for every x ∈ SX and x
∗ ∈ SX∗ such that x
∗(x) = 1.
Proof. Fixed x = (a, b) ∈ SX and x
∗ = (α, β) ∈ SX∗ with x
∗(x) = αa + βb = 1, it is obvious that
1 = |x∗(I1x)| > |x
∗(I4x)|. To prove |x
∗(I3x)| > |x
∗(I4x)| observe that
1 = αa+ βb 6 |α| |a|+ |β| |b| 6 ‖(|α|, |β|)‖ ‖(|a|, |b|)‖ = ‖x∗‖ ‖x‖ = 1(1)
which clearly implies αa = |α| |a| and βb = |β| |b|. Moreover, we deduce that αb and βa have the same sign
as αaβb > 0 and, therefore,
|x∗(I3x)| = |αb + βa| = |α| |b|+ |β| |a| > |αb − βa| = |x
∗(I4x)|.
To prove |x∗(I2x)| > |x
∗(I4x)| observe that
|x∗(I2x)| = |αa− βb| =
∣∣|α| |a| − |β| |b|∣∣ and |x∗(I4x)| = |αb− βa| = ∣∣|α| |b| − |β| |a|∣∣.
So, when |a| = |b|, it is evident that |x∗(I2x)| = |x
∗(I4x)|. When |a| 6= |b| we need the following claim.
Claim: |a| > |b| implies |α| > |β| and |b| > |a| implies |β| > |α|.
We only show the first implication, as the second one is analogous. Using the symmetry of the norm and
(1) we can write
‖(|β|, |α|)‖ ‖(|a|, |b|)‖ = ‖(|α|, |β|)‖ ‖(|a|, |b|)‖ = |α| |a|+ |β| |b|.
On the other hand, writing y∗ = (|β|, |α|) and y = (|a|, |b|),it is clear that
‖(|β|, |α|)‖ ‖(|a|, |b|)‖ > y∗(y) = |β| |a|+ |α| |b|.
Therefore, we get |β| |a|+ |α| |b| 6 |α| |a|+ |β| |b|, and so |β|(|a|− |b|) 6 |α|(|a|− |b|). Since |a| > |b|, it follows
that |α| > |β| and the claim is proved.
Let us finish the proof of |x∗(I2x)| > |x
∗(I4x)|. If |a| > |b|, we get |α| > |β| by the claim and, moreover,
|α| |a| > |α| |b| > |β| |b| and |α| |a| > |β| |a| > |β| |b| hold, which clearly imply
|x∗(I2x)| =
∣∣|α| |a| − |β| |b|∣∣ > ∣∣|α| |b| − |β| |a|∣∣ = |x∗(I4x)|.
The remaining case |b| > |a| is completely analogous. 
We are ready to state and prove the first main result of the paper.
Theorem 2. Let X be R2 endowed with an absolute and symmetric norm. Let x0 ∈ SX and x
∗
0 ∈ SX∗ be
such that |x∗0(I4x0)| = v(I4) and write cj = |x
∗
0(Ijx0)| for every j = 1, . . . , 4. If c4 = 0, then n(X) = 0. If
otherwise c4 > 0, then
n(X) > min
{
c4,
2
1 + 1c2 +
1
c3
+ 1c4
}
.
Moreover, if the inequality c4
(
1 + 1c2 +
1
c3
)
6 1 holds, then
n(X) = v(I4).
Proof. Observe first that n(X) 6 v(I4) since ‖I4‖ = 1. So n(X) = 0 holds when c4 = 0. Thus we assume
that c4 > 0 which, by Lemma 1, implies cj > 0 for j = 2, 3.
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Fixed a non-zero operator T ∈ L(X) our aim is to estimate v(T )‖T‖ . To do so, observe that there exist
Aj ∈ R for j = 1, . . . , 4 satisfying T =
∑4
k=1 AkIk, as the onto isometries I1, . . . , I4 form a basis of L(X).
Observe next that
I−11 TI1 = A1I1 +A2I2 +A3I3 +A4I4
I−12 TI2 = A1I1 +A2I2 −A3I3 −A4I4
I−13 TI3 = A1I1 −A2I2 +A3I3 −A4I4
I−14 TI4 = A1I1 −A2I2 −A3I3 +A4I4
so, using that v(T ) = v(±I−1j TIj) for every j = 1, . . . , 4, we can write
v(T ) = max {
∣∣±v(I−1j TIj)∣∣ : j = 1, . . . , 4 }
> max {
∣∣±x∗0(I−1j TIjx0)∣∣ : j = 1, . . . , 4 }
= max { |±(A1x
∗
0(I1x0) +A2x
∗
0(I2x0) +A3x
∗
0(I3x0) +A4x
∗
0(I4x0))| ,
|±(A1x
∗
0(I1x0) +A2x
∗
0(I2x0)−A3x
∗
0(I3x0)−A4x
∗
0(I4x0))| ,
|±(A1x
∗
0(I1x0)−A2x
∗
0(I2x0) +A3x
∗
0(I3x0)−A4x
∗
0(I4x0))| ,
|±(A1x
∗
0(I1x0)−A2x
∗
0(I2x0)−A3x
∗
0(I3x0) +A4x
∗
0(I4x0))| } .
The combination of signs in the last expression allows us to deduce
v(T ) > max


4∑
k=1
k 6=j
|Ak|ck − |Aj |cj : j = 1, . . . , 4

 .
Now, writing ‖T ‖+ =
∑4
k=1 |Ak|, we get ‖T ‖ =
∥∥∥∑4k=1 AkIk∥∥∥ 6 ‖T ‖+. Besides, calling αj = |Aj|‖T‖+ for
j = 1, . . . , 4, we can estimate n(X) as follows:
n(X) = inf
{
v(T )
‖T ‖
: T ∈ L(X), T 6= 0
}
> inf
{
v(T )
‖T ‖+
: T ∈ L(X), T 6= 0
}
> min
α1+α2+α3+α4=1
αj>0
max


4∑
k=1
k 6=j
αkck − αjcj : j = 1, . . . , 4

 .
So, defining the function
f(α1, α2, α3, α4) = max


4∑
k=1
k 6=j
αkck − αjcj : j = 1, . . . , 4


(
(α1, α2, α3, α4) ∈ R
4
)
and the compact set
K =
{
(α1, α2, α3, α4) ∈ R
4 :
4∑
k=1
αk = 1, αj > 0, j = 1, . . . , 4
}
,
we have that
n(X) > min
K
f.
Our goal now is to compute this minimum. As f is the maximum of linear functions, following a typical
strategy of linear programming, we can transform this minimization problem into a linear optimization one:
we have to minimize the function
g(α1, α2, α3, α4, z) = z
(
(α1, α2, α3, α4, z) ∈ R
5
)
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on the compact convex set
K ′ =

(α1, α2, α3, α4, z) ∈ R5 :
4∑
k=1
αk = 1, z 6 2, αj > 0, z >
4∑
k=1
k 6=j
αkck − αjcj , j = 1, . . . , 4

 .
In fact, it is easy to check that
min
K
f = min
K′
g.
Indeed, if (α1, α2, α3, α4) ∈ K is such that min
K
f = f(α1, α2, α3, α4), then we clearly have that(
α1, α2, α3, α4, f(α1, α2, α3, α4)
)
∈ K ′ and g
(
α1, α2, α3, α4, f(α1, α2, α3, α4)
)
= f(α1, α2, α3, α4).
Therefore, we have min
K
f > min
K′
g. To prove the reverse inequality take (α1, α2, α3, α4, z) ∈ K
′ satisfying
min
K′
g = g(α1, α2, α3, α4, z) = z and observe that (α1, α2, α3, α4) ∈ K and f(α1, α2, α3, α4) 6 z. So we get
min
K
f 6 min
K′
g.
To finish the proof we just have to compute min
K′
g. Since K ′ is a compact convex set, the linear function
g attains its minimum on K ′ at an extreme point of K ′. Fixed (α1, α2, α3, α4, z) ∈ ext(K
′), as K ′ ⊂ R5,
it must happen that at least five of the ten restrictions that define K ′ become equalities. We calculate
g(α1, α2, α3, α4, z) depending on which equalities occur. If there exists j0 ∈ {1, . . . , 4} such that αj0 = 0,
then
g(α1, α2, α3, α4, z) = z >
∑
k=1
k 6=j0
αkck > c4
∑
k=1
k 6=j0
αk = c4,
where we have used that cj > c4 for every j ∈ {1, 2, 3} by Lemma 1.
If otherwise αj > 0 for every j ∈ {1, . . . , 4}, we have that z =
∑4
k=1
k 6=j
αkck − αjcj for every j ∈ {1, . . . , 4},
as z < 2 whenever z =
∑4
k=1
k 6=j
αkck − αjcj for any j. Hence
4∑
k=2
αkck − α1c1 =
4∑
k=1
k 6=2
αkck − α2c2 =
4∑
k=1
k 6=3
αkck − α3c3 =
3∑
k=1
αkck − α4c4,
and so α1c1 = α2c2 = α3c3 = α4c4. Since c1 = 1, we get
α2 =
α1
c2
, α3 =
α1
c3
, α4 =
α1
c4
and it follows from α1 + α2 + α3 + α4 = 1 that
α1 =
1
1 + 1c2 +
1
c3
+ 1c4
.
Therefore,
g(α1, α2, α3, α4, z) = z = 2α1 =
2
1 + 1c2 +
1
c3
+ 1c4
.
So, for every (α1, α2, α3, α4, z) ∈ ext(K
′) we have shown that either g(α1, α2, α3, α4, z) >
2
1 + 1c2 +
1
c3
+ 1c4
or g(α1, α2, α3, α4, z) > c4. Thus, we can write
n(X) > min
K′
g > min
{
c4,
2
1 + 1c2 +
1
c3
+ 1c4
}
which finishes the first part of the proof. Finally, to prove the moreover part, it suffices to observe that if
c4
(
1 + 1c2 +
1
c3
)
6 1 then c4 6
2
1 + 1c2 +
1
c3
+ 1c4
and hence we get n(X) = c4 = v(I4). 
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Using the preceding result we can obtain the numerical index of two-dimensional Lp-spaces for some
values of p. In order to use Theorem 2 we need to find one pair x ∈ Sℓ2p , x
∗ ∈ Sℓ2q satisfying x
∗(x) = 1, at
which I4 attains its numerical radius. However, this seems to be a rather tricky problem for arbitrary p. We
can avoid this by showing that condition c4
(
1 + 1c2 +
1
c3
)
6 1 in the statement of Theorem 2 holds not only
for a particular choice of x ∈ Sℓ2p , x
∗ ∈ Sℓ∗q satisfying x
∗(x) = 1 but for all of them.
Theorem 3. Let p ∈
[
3
2 , 3
]
. Then
n(ℓ2p) = Mp = sup
t∈[0,1]
|tp−1 − t|
1 + tp
.
Proof. It is known that n(ℓ22) = 0. Besides, for p ∈]2, 3] we get q ∈ [3/2, 2[ so, using the fact that n(ℓ
2
p) =
n(ℓ2q), the result will be proved if we compute n(ℓ
2
p) for p ∈ [3/2, 2[. So we fix p ∈ [3/2, 2[ and we use
the parametrization of the duality mapping for absolute norms on R2 given in [3, Lemma 3.2]. Indeed, for
t ∈ [0, 1] consider
xt =
1
(1 + tp)1/p
(1, t) and x∗t =
1
(1 + tp)
p−1
p
(1, tp−1)
which satisfy xt ∈ Sℓ2p , x
∗
t ∈ Sℓ2q , and x
∗
t (xt) = 1. We next define the functions
c1(t) = x
∗
t (I1xt) = 1, c2(t) = x
∗
t (I2xt) =
1− tp
1 + tp
,
c3(t) = x
∗
t (I3xt) =
tp−1 + t
1 + tp
, c4(t) = x
∗
t (I4xt) =
tp−1 − t
1 + tp
(
t ∈ [0, 1]
)
.
Since the maximum defining v(I4) = maxt∈[0,1]
tp−1−t
1+tp is obviously attained at some t0 ∈]0, 1[, if we show
that c4(t)
(
1 + 1c2(t) +
1
c3(t)
)
6 1 for every t ∈]0, 1[, then we will have n(ℓ2p) = v(I4) = Mp by Theorem 2.
So, for fixed t ∈]0, 1[, observe that
c4(t)
(
1 +
1
c2(t)
+
1
c3(t)
)
=
tp−1 − t
1 + tp
(
1 +
1 + tp
1− tp
+
1 + tp
tp−1 + t
)
=
2tp−1 − 2t
1− t2p
+
tp−1 − t
tp−1 + t
and, therefore
c4(t)
(
1 +
1
c2(t)
+
1
c3(t)
)
6 1⇐⇒
2tp−1 − 2t
1− t2p
+
tp−1 − t
tp−1 + t
6 1
⇐⇒
2(tp−1 − t)
1− t2p
6
2t
tp−1 + t
⇐⇒ 0 6 t− t2p−2 + t2 − t2p+1 ⇐⇒ 0 6 t(1 − t2p−3) + t2(1− t2p−1).
Since the last inequality holds for 3/2 6 p < 2 and t ∈]0, 1[, Theorem 2 applies and finishes the proof. 
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