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In recent years, with the spread of high-performance computers and the enhancement of various software 
related to character animation, it has become possible for anyone to easily work on 3D character animation 
production. Animation software has the ability to automatically interpolate the movement between frames by 
posing characters on a frame-by-frame basis. However, to animate the character, it is a very laborious task to 
manipulate the joint of the character with the keyboard and mouse for each frame. The conventional system 
provided to solve this problem is very expensive for general users, therefore it is for professional. 
In this paper, we develop a system to realize 3D character animation more easily, efficiently, and cheaper 
than conventional systems.  















































































的として Unity を利用する。 




















Nvidia の GPU を利用する場合に必要な、CUDA などの
環境も簡単にインストールできるようになっている。 






開発するために Python、及び Anaconda を利用する。 
d）OpenPose 
OpenPose[4]はカーネギーメロン大学（ Carnegie 
Mellon University）の Zhe Cao らによって CVPR2017
で 発 表 さ れ た 「 Realtime Multi-Person 2D Pose 























なため、OpenPose によって取得した 2 次元関節情報を
3d-pose-baseline-vmd を用いて 3 次元関節情報に変換す
る。3d-pose-baseline-vmd は 3d-pose-baseline[7]という
技術が基になっている。3d-pose-baseline については「A 
simple yet effective baseline for 3d human pose 
estimation」[8]というタイトルで Julieta Martinez、 
Rayat Hossain、 Javier Romero、 James J. Little によ









 開発した Unity アプリケーションは Windows での稼
働を想定しているため、異なるプラットフォームから















推奨する人形、及び撮影背景色の例を図 1 に示す。 
 
 





を図 2 に示す。 
 
 












Colaboratory は Google Chrome、及び Firefox で動作を













































本システムの基本的な作業フローを、図 3 に示す。 
 
 
















する。サイズは 1280x720、フレームレートは 30fps か
60fps が好ましい。上記のサイズや fps 以外の場合は、ポ








f）Google Colaboratory でポーズ推定を実行 











押 す 。 正 常 に プ ロ グ ラ ム が 実 行 さ れ る と































Pose_Estimation.exe はゲーム開発環境 Unity で制作した
アプリケーションである。ユーザは本アプリケーション






 Unity で用いる GameObject は親子関係を持ち、階層
構造をとることができる。Unity で作成したアプリケー
ション内部の基本的な階層構造は図 5 となる。 
 
 
図 5 オブジェクトの階層構造 
 
（３）ポーズデータの構造 
 Google Colaboratory ノートブックを実行することで得
られるポーズデータ（pos.txt）のデータ構造を図 6 に示す。
pos.txt は全フレームの関節データであり、1 行が 1 フレー
ムに相当している。左から順に、各関節のデータがカン
マによって区切られている。さらにその中で左から、関












ある。exe ファイル化することで Python の開発環境が整
っていないコンピュータでもプログラムが実行可能とな























 Pose_Estimation.ipynb は Google Colaboratory ノー
トブックにおいてポーズ推定を行うプログラムを含むフ
ァイルである。このファイルはクラウド上に保存されて





張子が Jupyter Notebook や Jupyter Lab でも扱われる
が、それは Google Colaboratory が Jupyter ノートブッ
ク環境だということに起因している。 
b）Pose_Estimation.ipynb の構造 
 Pose_Estimation.ipynb の主な構造を図 8 に示す。 
 
 
図 8 Pose_Estimation の主な構造 
 
初めに Google Drive の「Estimation_Data」フォルダと
連携させる。次に、ポーズ推定に必要なライブラリのイ
ンストールを行っていく。必要な環境が整ったら、入力











 本システムでは、Google Colaboratory ノートブックで













せることにより、2 次元関節データを 3 次元関節データ
に変換することができる。深度推定した結果を可視化し
た様子を図 9 に示す。 
 
 
図 9 深度推定結果 







度から、3 次元の人体モデルと 3 次元関節データを生成
するために利用する。2 次元関節データから 3 次元関節
データを推定した結果を可視化した様子を図 10 に示す。 
 
 





た め に 必 要 な ラ イ ブ ラ リ の 一 つ で あ り 、
3d-pose-baseline-vmd を実行した際に取得した 3 次元関
節データから、vmd ファイル(MMD モーションデータ)
を生成するために利用する。出力された vmd ファイルは
MMD や Blender といったキャラクターアニメーション
制作ソフトに取り込むことができ、必要なキーフレーム











































図 12 に示す。 
 
 


































MMD や Blender といった特定の 3D キャラクターアニメ
ーションソフトで利用されるフォーマットのため、３









































































11)Deeper Depth Prediction with Fully Convolutional 
Residual Networks 
https://github.com/iro-cp/FCRN-DepthPrediction 
12)VMD-3d-pose-baseline-multi 
https://github.com/miu200521358/VMD-3d-pose-baseline-
multi 
 
