Context. Galaxy clusters are the last and largest objects to form in the standard hierarchical structure formation scenario through merging of smaller systems. The substructure frequency in the past and present epoch provides excellent means for studying the underlying cosmological model. Aims. Using X-ray observations, we study the substructure frequency as a function of redshift by quantifying and comparing the fraction of dynamically young clusters at different redshifts up to z = 1.08. We are especially interested in possible biases due to the inconsistent data quality of the low-z and high-z samples. Methods. Two well-studied morphology estimators, power ratio P3/P0 and center shift w, were used to quantify the dynamical state of 129 galaxy clusters, taking into account the different observational depth and noise levels of the observations. Results. Owing to the sensitivity of P3/P0 to Poisson noise, it is essential to use datasets with similar photon statistics when studying the P3/P0-z relation. We degraded the high-quality data of the low-redshift sample to the low data quality of the high-z observations and found a shallow positive slope that is, however, not significant, indicating a slightly larger fraction of dynamically young objects at higher redshift. The w-z relation shows no significant dependence on the data quality and gives a similar result. Conclusions. We find a similar trend for P3/P0 and w, namely a very mild increase of the disturbed cluster fraction with increasing redshifts. Within the significance limits, our findings are also consistent with no evolution.
Introduction
The standard theory of structure formation predicts hierarchical growth from positive fluctuations in the primordial density field. Subgalactic scale objects decouple first, then collapse and virialize due to the greater amplitudes of the density fluctuations on small scales. They grow through merging, finally forming galaxy clusters, which are considered the largest virialized objects in the Universe. Galaxy cluster growth probes the evolution of density perturbations and directly traces the process of structure formation in the Universe. Galaxy clusters are thus important laboratories for studying and testing the underlying cosmological model (e.g. Borgani 2008; Voit 2005) . Especially important in this context is the study of the cluster mass function, whose evolution provides constraints on the linear growth rate of density perturbations. Using X-rays and analyzing the hot intracluster medium (ICM) that resides in the deep potential well of galaxy clusters, mass determination is based on the assumptions of hydrostatic equilibrium and spherical shape. These assumptions may be unsatisfactory for dynamically young objects showing multiple surface brightness peaks in the distribution of the ICM, however (e.g. Nelson et al. 2012; Rasia et al. 2012; Zhang et al. 2008) . In addition, the influence of dynamical activity such as merging on L X , T X etc. needs to be known in detail to explain possible deviations from scaling relations for disturbed clusters (e.g. Pratt et al. 2009; Rowley et al. 2004; Chon et al. 2012) with the aim to reduce the errors in cosmological studies.
Observations of substructure and disturbed morphologies in the optical (see e.g. Girardi & Biviano 2002; West & Bothun 1990 , and references therein) and X-ray band (for a review see e.g. Buote 2002) indicate that a large fraction of clusters is dynamically young and has not reached a relaxed state yet. It is therefore essential to quantify the fraction of disturbed clusters that reflects the formation rate and to probe higher redshifts to constrain cosmological parameters.
X-ray observations provide excellent probes for studying the dynamical state of clusters because the ICM traces their deep potential well. Over the years, X-ray studies became very efficient in quantifying cluster structure, and a variety of X-ray morphology estimators was introduced (for a review see Rasia 2013) . However, only recently, larger samples of high-z observations of galaxy clusters became available and allowed statistical studies of the evolution of the substructure frequency up to z ∼ 1. Since then, several observational X-ray studies have shown a larger fraction of dynamically relaxed clusters at lower redshift than at z > 0.5 (e.g. Mann & Ebeling 2012; Andersson et al. 2009; Maughan et al. 2008; Hashimoto et al. 2007; Bauer et al. 2005; Jeltema et al. 2005; Plionis 2002; Melott et al. 2001) . A less clear evolution was found in hydrodynamical simulations, but higher merger rates at high redshift support the observational results (e.g. Burns et al. 2008; Jeltema et al. 2008; Kay et al. 2007; Rahman et al. 2006; Cohn & White 2005) .
Opening the window toward higher-redshift clusters is accompanied by the problem of the insufficient data quality of Xray images in terms of net photon counts and background contribution. Exploring a broad redshift range directly translates into probing data with quite substantial quality differences. It is therefore not only essential to use well-studied morphology estima-A&A proofs: manuscript no. aa21495-13 tors but also to understand possible biases caused by uneven data quality.
In this work, we used two common X-ray substructure estimators, power ratio P3/P0 (Buote & Tsai 1995) and center shift w (Mohr et al. 1993) , to study the relation between cluster structure and redshift up to z = 1.08. To do so, we took advantage of the detailed study of the influence of net photon counts and background on the computation of P3/P0 and w in our recently published work (Weißmann et al. 2013) . Jeltema et al. (2005) presented the first analysis of the P3/P0-z relation using 40 X-ray selected luminous clusters in the redshift range 0.1 < z < 0.89. Using different statistical measures, they reported on average higher P3/P0 for clusters with z > 0.5 than for low-z objects. While they accounted for the bias caused by photon noise and background, they did not fully consider the strong decrease of data quality at higher redshifts and overestimated the P3/P0-z relation. In addition to using a larger sample, we explored possible biases caused by different observational depths in the lowz and high-z samples and determined how to account for them when analyzing the P3/P0-z and w-z relation.
The paper is organized as follows. We characterize the sample and briefly discuss the data reduction process in Sect. 2. In Sect. 3 we introduce the morphology estimators P3/P0 and w used in this work. Sect. 4 summarizes how we degraded the high-quality data of the low-z sample to match the high-z observations. We give results in Sect. 5, including a detailed study of the influence of the different data quality in samples. Previous studies and the effect of cool cores are discussed in Sect. 6. We finally conclude with Sect. 7. Throughout the paper, the standard ΛCDM cosmology was assumed:
Observations and data reduction
In this section we discuss the three samples used for our study: the low-z sample and the high-z subsamples of the 400SD and SPT surveys. An overview of the redshift distribution is shown in Fig. 1 . Table 1 summarizes the sample statistics including the number of clusters, the redshift range, the mean net photon counts within r 500 , and the mean net-(signal-)to-background photon counts ratio S/B. This table is discussed in more detail in Sect. 4, where we concentrate on the problem of the data quality. Details of the galaxy clusters and observational properties are given in Table 5 . r 500 was calculated for all clusters using the formula given by Arnaud et al. (2005) . The temperature and redshift values were taken from previous works as indicated in Table  5 . For a full gallery of the X-ray images of the galaxy clusters used in this study we refer to Weißmann et al. (2013) for the lowz sample, the website of the 400d 2 cluster survey 1 for the highz 400SD objects, and to Andersson et al. (2011) for the high-z SPT clusters. To give an impression of the substructure values and the data quality, we provide a few examples of backgroundincluded, point-source-corrected smoothed X-ray images in Fig.  2 (left panels) for the low-z sample and in Fig. 3 for the high-z samples.
Low-z cluster sample
The low-redshift sample (short: low-z) was previously used and discussed in detail in Weißmann et al. (2013, W13 hereafter) . For our current work, we excluded two clusters that were part of the W13 sample: RXJ1347-1145 and RXCJ0516-5430. RXJ1347-1145 was omitted because of its high redshift of z = 0.45 and because we did not want to add this cluster to the high-z samples with defined origin. RXCJ0516-5430 or SPT-CLJ0516-5430 (z = 0.29) was already part of the high-z SPT sample. We thus excluded it from the low-z sample because of its high redshift. The low-z sample now comprises 78 archival XMM-Newton observations of galaxy clusters covering redshifts between 0.05 and 0.31, with z = 0.15. The clusters were drawn from several well-known samples observed with XMM-Newton (for details see Table 5 ): REXCESS ), LoCuSS (Smith et al., Zhang et al. 2008) , the Snowden Catalog , the REFLEX-DXL sample , and . The clusters were chosen to be well-studied, nearby (0.05 < z < 0.31), and publicly available (in 2009) in the XMM-Newton science archive 2 . In addition, we required r 500 to fit on the detector. The calculation of r 500 using the formula of Arnaud et al. (2005) led to slightly different r 500 and hence P3/P0 and w values to those quoted in W13. The differences are small, however. This merged low-z sample has no unique selection function, but a wide spread in luminosity, temperature, and mass. A large part of the clusters comes from representative samples such as REXCESS and LoCuSS and we therefore expect the sample to have a very roughly representative character. To check in more detail that no bias effect is introduced by the merged sample, we also performed all tests with the 31 REXCESS clusters only. The results are consistent with the full low-z sample and we therefore do not quote them in detail.
High-z cluster samples
In the high-redshift range, we used two samples to account for possible selection effects and performed our analysis on each sample individually: the X-ray-selected high-z subsample from the 400SD survey (Burenin et al. 2007; Vikhlinin et al. 2009 ) and the SZ-selected subsample from SPT discussed in Andersson et al. (2011) . Weißmann et al.: Probing the evolution of the substructure frequency in galaxy clusters up to z ∼ 1 The high-z 400SD sample (short: 400SD) forms a complete subsample of the z > 0.35 clusters from the 400SD survey. It is composed of 36 objects in the 0.35 < z < 0.89 range and was selected as a quasi-mass-limited sample at z > 0.5. This was done by requiring a luminosity above a threshold of L X,min = 4.8 × 10 43 (1 + z) 1.8 erg s −1 . All 36 400SD clusters were observed with CHANDRA and are publically available in the CHANDRA archive 3 . Several authors (e.g. Santos et al. 2010 ) have raised the question whether there might be a possible bias in the 400SD sample due to the detection algorithm. This may result in a lack of concentrated clusters compared with other high-redshift samples such as the Rosat Deep Cluster Survey (RDCS, Rosati et al. 1998) or the Wide Angle ROSAT Pointed Survey (WARPS, Jones et al. 1998) . We accounted for these effects by using the high-z SPT sample for comparison.
The high-z SPT sample (short: SPT) is a subsample of the first SZ-selected cluster catalog, obtained from observations of 178 deg 2 of sky surveyed by the South Pole Telescope (SPT). Vanderlinde et al. (2010) presented a significance-limited catalog of 21 SZ-detected galaxy clusters of which 15 objects with SZ-detection-significance above 5.4 were selected for an X-ray follow-up program. This subsample covers the redshift range 0.29 < z < 1.08. The majority of the clusters was observed with CHANDRA, but for three objects we used XMM-Newton data because no CHANDRA data are available (SPT-CLJ2332-5358 and SPT-CLJ0559-5249) or because of the better photon statistics of the XMM-Newton observation . This results in 12 CHANDRA and 3 XMM-Newton observations (for details see Table 5 , Column 9).
Data reduction
The 78 low-z and additional 3 high-z SPT XMM-Newton observations (SPT-CLJ2332-5358, SPT-CLJ0559-5249 and SPT-CLJ0516-5430) were taken from the public XMM-Newton Science archive and were analyzed with the XMM-Newton SAS 4 in the well-established standard 0.5-2 keV band, which covers most of the cluster signal. The low-z clusters and SPT-CLJ0516-5430 were reduced prior to this study using SAS v. 9.0.0, while we used v. 12.0.1 for the other two SPT objects. In both cases we followed the data reduction recipe described in detail in Böhringer et al. (2010 Böhringer et al. ( , 2007 , except for the point source removal. Point sources were detected with the SAS task ewavelet in the combined image from all three detectors to increase the sensitivity of the point source detection. However, we removed the point sources from each detector A&A proofs: manuscript no. aa21495-13 image in the 0.5-2 keV band individually and refilled the gaps using the CIAO 5 task dmfilth. In the next step we subtracted the background, which was obtained from a vignetting model fit to a source-excised, hard-band-scaled blank sky field from the point-source-corrected images and combined them. This method yields point-source-corrected images without visible artifacts of the cutting regions.
The high-z CHANDRA observations of the 400SD and SPT sample were treated as follows. A standard data reduction in the 0.5-2 keV band was performed using the CIAO software package v4.4 and CALDB v4.4.7. This band was chosen to match the XMM-Newton data. For each observation, the level = 1 event file was reprocessed using chandra_repro, including amongst others the detection of afterglows, the generation of a new bad pixel file and corrections for differing gains across the CCDs, timedependent gain, and charge transfer inefficiencies (CTIs). For observations taken in the VFAINT mode, we applied the additional background cleaning using the task acis_process_events while setting check_vf_pha=yes. This procedure uses the outer 5 x 5 pixel (instead of 3 x 3 for FAINT) event island to search for potential cosmic-ray background events. Flared periods were excluded from the level = 2 event file using lc_clean. We created images in the 0.5-2 keV range and used fluximage to generate monochromatic 1 keV exposure maps. Point sources were detected and removed using dmfilth, which also refills the excised regions. For the background, blank-sky event files were reprojected, scaled to the exposure time of the flare-cleaned observation, restricted to the 0.5-2 keV range and binned with a factor of 4 to match the observations. When there were several pointings per cluster, we reduced the observations individually, but detected point sources on the merged 0.5-2 keV image. Images and exposure maps were merged using reproject_image.
Morphological analysis
We used power ratios and center shifts as morphology estimators for our analysis. The power ratio method was introduced by Buote & Tsai (1995) to quantify the amount of substructure in a cluster and its dynamical state. The powers are based on a 2D multipole expansion of the cluster's gravitational potential and are evaluated within a certain aperture radius (e.g. r 500 ). It is already well established that the normalized hexapole of the X-ray surface brightness, P3/P0, is sensitive to asymmetries on scales of the aperture radius and provides a useful measure of the dynamical state of a cluster (e.g. Jeltema et al. 2005; Buote & Tsai 1995; Böhringer et al. 2010; Chon et al. 2012, W13) . Moreover, the center shift parameter w (e.g. O'Hara et al. 2006; Mohr et al. 1993; Böhringer et al. 2010; Chon et al. 2012, W13) characterizes the morphology of the cluster X-ray surface brightness. It measures the shift of the centroid, defined as the center of mass of the X-ray surface brightness, with respect to the X-ray peak in different apertures. The X-ray peak was determined from an image smoothed with a Gaussian with σ of 8 arcseconds. The offset of the X-ray peak from the centroid was then calculated for ten aperture sizes (0.1-1 r 500 ) and the final parameter w obtained as the standard deviation of the different center shifts in units of r 500 . Unless stated otherwise, all presented P3/P0 and w values were calculated within an aperture of r 500 and including the central region. However, we exclude the central 0.1 r 500 region when we calculated the X-ray centroid for the discussion in Sect. 6.2 to study possible effects of cool cores.
Both morphology estimators were discussed in our previous paper W13, where we studied the influence of background and shot noise on P3/P0 and w as a function of photon counts and presented a method to correct for these effects. In short, we first subtract the moments of the background image from those of the full (background-included) image to obtain a background-corrected power ratio. In a second step, we correct the bias caused by shot noise using repoissonized realizations of the cluster image. For w we subtract the background pixel values before calculating the position of the X-ray peak and centroid and estimate the shot noise bias analogous to the power ratios. For very regular clusters or observations highly influenced by noise, we sometimes overestimate the bias and obtain negative corrected P3/P0 and w values with errors exceeding the negative value. We call such results non-significant detections. Substructure values that are positive after the bias correction, but have a 1-σ error σ(P3/P0) that exceeds the P3/P0 or w value by more than a factor of 3 are also considered as non-significant detections. For a more conservative factor of 1, hence taking values with σ(P3/P0) > P3/P0 or σ(w) > w as non-significant detections, we find consistent results within the errors. For non-significant detections, we use upper limits (UL) in the analysis, where UL = σ(P3/P0) + P3/P0 non−significant for positive and UL = σ(P3/P0) for negative corrected P3/P0 values. The definition is analogous for w. All presented P3/P0 and w values are background and bias corrected.
During our discussion we will refer to different thresholds for P3/P0 and w to divide the sample according to the dynamical state of the clusters. These dividing boundaries are taken from our previous work W13, where we also defined the significance S of a P3/P0 or w value as the ratio of the biascorrected signal with respect to the obtained error. For highquality data (S > 3) we established two morphological P3/P0 boundaries to divide the sample into relaxed (P3/P0 < 10 −8 ), mildly disturbed (10 −8 < P3/P0 < 5 × 10 −7 ), and disturbed objects (P3/P0 > 5 × 10 −7 ). High S values down to 10 −8 allow for this detailed classification. When dealing with low count observations, we reach S = 1 around 10 −7 and use this value as simple P3/P0 boundary to separate disturbed and relaxed clusters. Owing to the data quality of the high-z samples (see Table 1 ), we only used the P3/P0 boundary at 10 −7 for our analysis. For the center shift parameter, we used w = 0.01 to split the sample. Since w is only severly affected by Poisson noise for considerably less than 1 000 net photon counts within r 500 for a reasonably low background, this threshold can be used for highand low-quality data.
Data quality
The strongest potential disadvantage when dealing with a combination of low-and high-z observations is the difference in the photon statistics of the observations, as can be seen by comparing Figs. 2 (left) and 3. Details of the sample statistics are given in Table 1 , which shows that the low-z sample is not only larger in numbers but also in terms of higher photon statistics and a higher ratio of net (signal) to background photon counts (S/B). This results in a significant difference between the two samples in the extent and importance of photon shot noise. As we have shown in our previous work W13, photon shot noise can have a severe effect on the determination of the cluster morphology. We studied and quantified these effects and the influence of the background as a function of photon counts and S/B ratio for P3/P0 and w. We found that the center shift parameter can be determined with a small error even below the w = 0.01 threshold for low photon statistics (< 1 000 net photon counts) and a reasonable S/B of e.g. ∼ 2. We can therefore obtain reasonable results for all morphologies, partly with relative large errors for very relaxed objects. The power ratio method needs sufficient photon counts to overcome the influence of Poisson noise, however. We showed that this problem is not important for disturbed objects, which do not suffer severly from shot noise and thus enable an accurate estimation even for low-quality data. For decreasing photon counts, however, mildly disturbed and relaxed objects undergo a boost of their signal due to an underestimation of the bias contribution that yields substructure parameters that are too high. In the case of excessive noise, we obtain a non-significant result. High-quality data therefore enable a more reliable determination of P3/P0 (w) and better statistics, including a higher number of clusters with P3/P0 > 0 (w > 0) and a higher mean significance S . A direct comparison between lowand high-quality data may thus not be conclusive. Fig. 4 shows that the low-z data have more than sufficient photon counts with a mean of ∼ 97 000 net photon counts within r 500 to give P3/P0 and w values with very good error properties and large S . The high-z objects, however, peak just above 1 000 net photon counts with a mean of ∼ 1 200 for 400SD and ∼ 1700 for SPT. According to simulations presented in W13, these high-z observations meet the criteria to roughly separate the sample into disturbed clusters with high and accurately determined substructure parameters and relaxed ones with parameters below the P3/P0 (w) threshold with large errors or non-significant detections. High-z observations contain a higher contribution from the background with a mean S/B of ∼ 3.5. This causes additional uncertainties due to the extra noise from the background and results in the low number of objects with S > 1. To obtain conclusive results we need to establish the influence of noise and the possible boost of the P3/P0 (w) signal due to the lower data quality in the high-z sample.
Degrading of high-quality low-z observations
To test how robust our results are to the difference in the data quality of the samples, we first performed our analysis using the high-quality or so-called undegraded low-z data. In addition, we created a degraded low-z sample by aligning the data quality of the low-z observations to that of the high-z objects. This was done by degrading the high-quality low-z observations to the photon statistics (1 200 net photon counts and S/B=3.7 within r 500 ) of the 400SD high-z sample (see Table 1 ). The degrading was done in several steps, taking care of the different net and background photon counts and the increased Poisson noise. Two examples of degraded cluster images are given in Fig. 2 (right panels), compared with the undegraded images (left panels). The undegraded cluster image (I M 0 ) is not background subtracted. In the following recipe we denote images with capital letters and photon counts with lowercase letters. The recipe to obtain a low-z cluster and background image with the same photon statistics as the average high-z cluster is outlined in steps 1-4. However, observations with low photon statistics do not only lack the sufficient number of photon counts, but also suffer from a considerable amount of Poisson noise. This is included by adding additional Poisson noise to the degraded image using the zhtools 6 task poisson. In steps 5-7 we summarize the statistical analysis using the Poissonized realizations of these images. Calculate background-and bias-corrected power ratios and center shifts including their errors for all 100 realizations of the cluster as described in W13. 6. Randomly select one realization per cluster to create a new sample of 78 degraded low-z observations and obtain statistical measures like BCES fits or mean values. 7. Repeat the previous step 100 times for statistical purposes and obtain the mean values. These are quoted when discussing our results including the mean errors.
Results
We studied the evolution of the substructure frequency up to z = 1.08 using different statistical measures on the morphology estimators P3/P0 and w: i) fitting the data in the P3/P0-z and w-z plane with the linear relation log(Y) = A × log(z/0.25) + B for Y=P3/P0 and w respectively, ii) calculating mean values for the different redshift intervals and iii) analyzing the fraction of A&A proofs: manuscript no. aa21495-13 relaxed and disturbed objects using P3/P0 and w boundaries. For non-significant detections, we used upper limits as discussed in Sect. 3. These are not included in the BCES fits given in Table 2 and Figs. 5-7. All analyses were performed on the log-distribution of P3/P0 and w to take into account very low P3/P0 and w values. Fitting parameters were calculated using the BCES (Y|X) fitting method (Akritas & Bershady 1996) , which minimizes the residuals in Y.
To study the P3/P0-z and w-z relation we formed two samples to study possible selection effects of the high-z samples: i) sample I -low-z sample and high-z subsample of 400SD sample, ii) sample II -low-z sample and high-z subsample of SPT sample. We argue that using the degraded low-z data might be essential to obtain reliable and conclusive results. We therefore performed the identical analysis on sample I/II and the degraded sample I/II, where we used the degraded low-z data. We point out that only the high-quality low-z observations are degraded and thus are different in sample I/II and degraded sample I/II. The high-z data remains unchanged. In the following we focus on the heavily noise-affected P3/P0 parameter and then consider the more robust w parameter.
During our analysis, we tried to include the information given by the upper limits in the P3/P0-z and w-z fits and tested the ASURV (Feigelson & Nelson 1985; Isobe et al. 1986 ) and the LINMIX_ERR (Kelly 2007) routine. For upper limits, both methods use estimated data points for fitting that are computed from the input upper limit and the distribution of the detected data points. Several tests using simulated images showed that the estimated data points are strongly coupled to the fit obtained from the detected data points and do not reflect the true P3/P0 values. Since the censorship in our data is due to low counts and dependent on P3/P0 itself, we conclude that our data do not fulfill the requirements for these routines to work properly. 
P3/P0-z relation
We first discuss the structure parameter P3/P0 as a function of redshift for sample I and II using Fig. 5 . On the left side we show only the significant data points, while we include non-significant results as upper limits (arrows) on the right. For illustration, we show the P3/P0 boundary at 10 −7 to separate relaxed and disturbed objects. When looking at this figure, one immediately notices the lack of significant detections of high-z clusters with P3/P0 < 10 −7 . In addition, essentially all upper limits are found above this P3/P0 boundary. We quantified the P3/P0-z relation using the undegraded low-z data and different statistical measures. On the left of Fig. 5 we show the linear BCES fit. For sample I we obtained a more than 3σ significant slope with A = 1.01 ± 0.31, for sample II we found a somewhat shallower slope of A = 0.59 ± 0.36. We then tested the influence of the very structured 400SD cluster 0152-1358 (z ∼ 0.8) with P3/P0 > 10 −5 on the fit, finding a shallower, but consistent slope when excluding it from the fit.
Another way of quantifying the observed relation is computing the fraction of relaxed and disturbed objects in comparison to upper limits, which are shown in Table 3 . Because of the high data quality of the undegraded low-z observations, the fraction of upper limits is small. All these objects can be considered as relaxed clusters because P3/P0 can detect significant signals well below 10 −7 for such good data quality. Their non-significant signals or upper limits are consistent with P3/P0 << 10 −7 . In addition, we find 45% of the low-z objects to be relaxed. The majority of clusters in this sample is found below the P3/P0 threshold of 10 −7 with a mean of the log P3/P0 distribution of −7.1 ± 0.8. The high-z samples yield a higher mean of −5.9 ± 0.6 (−6.1 ± 0.5) for 400SD (SPT). The mean values are given in Table 4 and are denoted as mean data for the significant data points and mean UL for the upper limits. We plot the mean data values in Fig. 5 on the right side to illustrate this offset. In addition, we add the mean UL values to emphasize again the difference in the location of upper limits for the high-and low-quality data.
All statistical measures used on this dataset so far give a clear trend of a larger fraction of disturbed clusters at higher redshift. This conclusion should not be drawn without caution, however, since we are comparing very different datasets. We already argued that P3/P0 is heavily influenced by noise for observations with low net photon counts and/or high background. The computation of substructure parameters for the high-z objects therefore suffers severely from noise. According to results presented in W13, we can obtain significant P3/P0 values for the majority of the disturbed clusters even with fewer than 1 000 net photon counts within r 500 . Mildly disturbed and relaxed objects will mostly either yield non-significant detections or undergo a boost of the P3/P0 signal. Except for some mildly disturbed objects whose P3/P0 values are just below the 10 −7 boundary in the undegraded case, this boost will not result in P3/P0 > 10 −7 . We should thus be able to very roughly separate the sample into disturbed (P3/P0 > 10 −7 ) and relaxed (P3/P0 < 10 −7 and upper limits) objects. We repeated the analysis using the degraded low-z data and show the results in Fig. 6 . We found significantly shallower slopes of A = 0.24 ± 0.28 (A = 0.17 ± 0.24) and higher intercepts B for the degarded sample I (II). This is due to the apparent loss of data points with P3/P0 < 10 −7 and large errors on the detected P3/P0 signals after degrading. We find a significant increase of the upper limit fraction to 72% while the fraction of relaxed clusters decreases from 45% to on average 0% (Table  3 ). The fraction of disturbed objects stays roughly the same, showing that we can detect a signal for the majority of structured objects while only a small number gives upper limits. With these low-quality data, we cannot measure a significant P3/P0 value for mildly disturbed or relaxed clusters anymore, but only detect disturbed objects. For the high-z samples, we found no objects with P3/P0 < 10
but a large number of upper limits (Table 3 ) and a disturbed cluster fraction of 42% for 400SD and 47% for SPT. Assuming that the majority of the disturbed objects yield significant detections, we found a slightly higher fraction of disturbed objects in the high-z samples than in the degraded low-z sample. We performed more tests by varying the degree of degradation of the low-z data. We found that the larger the disagreement between the net photon counts and S/B of the samples, the more biased the obtained slope or mean value. It is therefore of extreme importance to take this issue into account when analyzing the P3/P0-z relation. 
w-z relation
Analogously to P3/P0, we used the same statistical measures on the w parameter to probe its behavior as a function of redshift. Fig. 7 shows the w distribution for sample I and II, including upper limits on the right and the w = 0.01 boundary to seperate relaxed and disturbed objects. We performed a linear BCES fit and give the fitting parameters in Table 2 . The fits are illustrated on the left side of Fig. 7 , with slope A = 0.18 ± 0.14 (A = 0.02 ± 0.13) for sample I (II). These slopes are both positive, but not significant and consistent with zero within 1-σ. In contrast to P3/P0, low-and high-z clusters populate the full w range. This is reflected in the very similar mean values of the samples and their upper limits. We show these values in Table 4 and Fig. 7 on the right side. Because the w parameter is not very sensitive to noise when dealing with > 1 000 net photon counts and a background that is not too high -as is the case with the high-z observations -, degrading the low-z observations to match the data quality of the 400SD clusters shows little effect. All statistical measures show very similar results when using the degraded low-z sample (Tables  2-4 ). The slopes stay well within the errors, and the mean data value does not change either. Only the mean upper limit value increases slightly, because the undegraded low-z data contains only one upper limit, but the degraded sample contains a few more. This is reflected in the slight increase of the upper limit fraction from 1% to 6%, which is very similar to those of the 400SD (8%) and SPT (7%) sample. The fraction of relaxed objects decreases slightly for the degraded data from 58% to 52%, while it increases for disturbed objects from 41% to 43%. These changes are within the errors and again show the robustness of w against noise. Comapring the low-z fractions with those of the high-z samples, we see a very similar behavior of the SPT clusters, but the 400SD sample shows a larger fraction of objects with w > 0.01. 
Discussion
Assessing the dynamical state of a galaxy cluster calls for a well-studied method for detecting and quantifying substructure in the ICM. Well-understood error properties are of great importance, especially when dealing with high-z observations and thus low photon statistics. The two applied methods, power ratios and center shifts, fulfill these requirements. A strong correlation with a large scatter between P3/P0 and w is known from previous studies (e.g. Böhringer et al. 2010 ) and therefore a similar trend in both relations is expected. Comparing the results obtained from applying P3/P0 and w on sample I/II shows a very large discrepancy. While P3/P0 shows a significant increase with redshift in all statistical measures used, w shows a positive but non-significant slope and no trend in the mean values either. We claim that the discrepancy between these results is caused by the inconsistent data quality of the full sample, which affects P3/P0 more than w. Taking into account the slopes, mean values, and fractions, one can conclude that w is not sensitive to different data quality since the results hardly change. For of P3/P0, degrading the high-quality low-z observations to the net photon counts and background of the high-z objects yields very different results. The slope flattens significantly, yielding a similar result to w -a positive but non-significant slope. The fraction of upper limits increases dramatically, because all relaxed objects yield non-significant detections. The fraction of low-z disturbed object is therefore only slightly smaller than those of the 400SD and SPT sample. Moreover, the mean data and mean UL values match those of the high-z samples when using equal data quality.
The results using P3/P0 and w on this particular dataset show a similar trend. We found a very mild positive evolution, which is also consistent with no change with redshift within the significance limits. We excluded a strong increase of the disturbed cluster fraction with redshift and set an upper limit with the shallow slopes of the BCES fits. For the lower limit, we found no indication of a negative evolution because all statistical measures show an increase of P3/P0 and w with redshift, but with low significance. Table 2 . The very structured 400SD cluster 0152-1358 at z ∼ 0.8 with P3/P0 > 10 −5 is marked by a black circle. Excluding this cluster from sample I gives consistent results. In addition we show the P3/P0 boundary at 10 −7 (dashed line). Right: Same data points as on the left, but including upper limits as downward arrows. For all three samples the solid lines give the mean of the log distribution of the significant data points including the 1-σ errors, while the dotted lines show the mean of the upper limits. 
Comparison with previous studies
In the light of our finding that the different data quality between the low-z and high-z sample can severly bias the results, we compared our work with previous studies that did not take this problem into account. Jeltema et al. (2005) presented the first analysis of the P3/P0-z relation using 40 X-ray-selected luminous clusters in the 0.1 < z < 0.89 range and a fixed physical aperture of 0.5 Mpc. They found the slope of the linear P3/P0-z relation to be 4.1 × 10 −7 , but did not provide an intercept. We argue that a linear fit is not sensitive enough when working with a P3/P0 range of 10 −9 -10 −5 . High P3/P0 values like that of the 400SD cluster 0152-1358 (P3/P0 > 10 −5 at z∼0.8) dominate a linear fit, while low P3/P0 values are not adequately taken into account. We therefore did not include this result in Fig. 8 , which compares our findings with previous studies. Jeltema et al. (2005) also provided mean P3/P0 values for z < 0.5 and z > 0.5 objects. For a fair comparison, we calculated P3/P0 in the same 0.5 Mpc aperture, since r 500 is typically larger than 1 Mpc for the low-z sample and on average 0.8 Mpc for high-z objects. A fixed aperture of 0.5 Mpc probes the cluster structure on a different scale than r 500 . For the 0.5 Mpc aperture, the slopes of the fits are steeper and the intercepts higher with A = 1.52 ± 0.30 (A = 1.08 ± 0.39) and B = −6.61 ± 0.07 (B = −6.75 ± 0.10) for sample I (II). After degrading, the P3/P0-z fits flatten significantly to A = 0.42 ± 0.18 (A = 0.08 ± 0.31) with B = −5.96 ± 0.06 (B = −6.09 ± 0.10) for the degraded sample I (II) and agree well with the degraded results when using r 500 as aperture. The general impression of a very mild increase of the disturbed cluster fraction with redshift thus holds also for the 0.5 Mpc aperture. We show the fits for sample I and the degraded sample I using the 0.5 Mpc aperture in Fig. 8 . The discrepancy between our fit of the degraded sample I and the mean values of Jeltema et al. (2005) is apparent. While Jeltema et al. (2005) took general noise properties into account, they did not address the problem of the data quality difference, which results in an overestimation of the slope and a large offset between the mean low-z and high-z sample. Another study was performed by Andersson et al. (2009) , who also calculated P3/P0 in an 0.5 Mpc aperture for 101 galaxy clusters in the range 0.07 < z < 0.89. They reported an increase in P3/P0 and provided average P3/P0 values given for three redshift bins (0.069 < z < 0.1, 0.1 < z < 0.3 and z > 0.3). We see an offset to our degraded fits here as well.
Several studies using both simulations (e.g. Ho et al. 2006) and observations (e.g. Maughan et al. 2008; Plionis 2002; Melott et al. 2001 ) explored the evolution of ellipticity with redshift. The asymmetry in the X-ray surface brightness distribution was studied by Hashimoto et al. (2007) , reporting no significant difference regarding ellipticity and off-center between the low-and high-z sample, but a hint of a weak evolution for the concentration and asymmetry parameter. Recently, Mann & Ebeling (2012) presented a study of the evolution of the cluster merger fraction using 108 of the most X-ray-luminous galaxy clusters at 0.15 < z < 0.7. They used optical and X-ray data and classified mergers according to their morphological class, X-ray centroid -BCG separation and X-ray peak -BCG separation. They reported an increase of the fraction of disturbed clusters with redshift, starting around z = 0.4. In addition to observational studies, we compared our findings with those of Jeltema et al. (2008) , who studied the evolution of cluster structure with P3/P0 and w in hydrodynamical sim- ulations performed with Enzo, a hybrid Eulerian adaptive mesh refinement/N-body code. Their simulations did not include the effect of noise or instrumental response, therefore only a broad comparison to low-z observed data with high singal-to-noise is possible. They reported a dependence of the evolution of P3/P0 with redshift on the selection criterium and on the radius chosen. While for w they found a significant increase with redshift for a mass as well as a luminosity cut, P3/P0 showed an evolution only for a luminosity-limited sample. In agreement with our results, they stated that the evolution of cluster structure is mild compared with the variety of cluster morphologies seen at all redshifts.
Effect of cool cores
Several studies showed that cool cores are preferentially found in relaxed systems. Santos et al. (2010) and Andersson et al. (2009) found a negative evolution of the fraction of cool-core clusters, reporting that the number of cooling core clusters appears to decrease with redshift. This suggests a higher fraction of relaxed clusters at low than at high redshift. They also argued that the evolution is significantly less pronounced than previously claimed. Bauer et al. (2005) used the high-z end of the BCS sample and concluded that the fraction of cool-cores does not significantly evolve up to z ∼ 0.4.
It is therefore an interesting exercise to study whether the P3/P0-z and w-z relation is driven by the presence of a cool core or by the overall dynamical state of the cluster. To do this, we excluded the 0.1 r 500 region when calculating the centroid, but kept it to determine the X-ray peak. For an aperture of r 500 we found very similar slopes for both relations. For w the slope becomes somewhat shallower but remains well within the 1-σ error with A = 0.10 ± 0.14 (A = −0.07 ± 0.13) and B = −1.97 ± 0.04 (B = −2.02 ± 0.04). As expected, degrading A&A proofs: manuscript no. aa21495-13 has no real effect on the center-excised w-z relation, and the mean values also stay well within the errors. Contrary to our findings, Maughan et al. (2008) reported a significant absence of relaxed clusters at high redshift using a sample of 115 galaxy clusters in the 0.1 < z < 1.3 range and center shifts with the central 30 kpc excised as morphology estimator. P3/P0, on the other hand, yields slightly higher values on averge when excluding the center, which results in a very similar slope of A = 0.97 ± 0.29 (A = 0.58 ± 0.32), but in a higher intercept of B = −6.53 ± 0.09 (B = −6.68 ± 0.10) and higher mean values for sample I (II). The same effects are seen when using the degraded low-z sample. The analysis was repeated using the fixed 0.5 Mpc aperture. We found a larger difference between the core-included and excised P3/P0-z relation for this aperture, because it is more sensitive to substructure in the inner region of the cluster. The obtained results are comparable with the r 500 case, however. We conclude that based on the method to obtain P3/P0 and w, the P3/P0-z and w-z relations seem to be mainly driven by the dynamical state of the cluster on the scale of the aperture radius.
Conclusions
We studied the evolution of the substructure frequency by comparing a merged sample of 78 low-z observations of galaxy clusters with the high-z subsample of the 400SD and SPT sample. The analysis was performed on two samples individually to exclude possible selection effects of the high-z samples: i) sample I: 78 low-z and 36 400SD, ii) sample II: 78 low-z and 15 SPT clusters. Power ratios P3/P0 and the center shift parameter w were used to quantify the amount of substructure in the cluster X-ray images.
We found that directly comparing high-quality low-z and low-quality high-z observations using P3/P0
• yields a very steep P3/P0-z relation with slopes of 1.01 ± 0.31 (0.59 ± 0.36) for sample I (II), • gives a significant difference in the mean P3/P0 values of the low-z and high-z samples, and • returns a very large fraction of relaxed objects at low-z (45%), but none at high-z.
However, as was shown in our previous work (Weißmann et al. 2013) , P3/P0 is very sensitive to noise and thus to the depth and quality of the observation. We corrected for the noise bias, but uncertainties in the results of low-quality data remained. Since there is a significant difference in the data quality of the samples, this problem needed to be considered during the analysis. We therefore degraded the high-quality low-z observations to the photon statistics of the high-z 400SD observations. This enabled a comparison of data with similar quality and thus more reliable results. Using equal data quality and P3/P0, we found
• a weak, but not very significant evolution in the P3/P0-z relation with slopes of 0.24±0.28 (0.17±0.24) for the degraded sample I (II), • no difference in the mean P3/P0 value of the low-z and highz samples, • that all relaxed (P3/P0 < 10 −7 ) low-z clusters yield nonsignificant detections after degradation, and • a slightly larger fraction of disturbed clusters in the high-z samples (42% for 400SD, 47% for SPT) than in the degraded low-z sample (31%).
We performed the same analysis using the center shift parameter w as morphology estimator. w is more robust against Poisson noise and not very sensitive to the data quality difference of the samples. We therefore found very similar results using the undegraded and degraded low-z data, namely
• a very shallow slope of the w-z relation: 0.18 ± 0.14 (0.02 ± 0.13) for sample I (II), 0.23 ± 0.12 (0.07 ± 0.11) for the degraded sample I (II), • no difference in the mean w value of the low-z and high-z samples, and • no significant difference in the fraction of relaxed and disturbed objects.
Considering that the 400SD high-z sample may contain an unrepresentatively large number of disturbed clusters, the slopes obtained using this dataset should be taken as upper limits. They are consistent with the results when using the SPT clusters as high-z sample, however. In summary, we agree with previous findings, which indicate an evolution of the substructure frequency with redshift.
We conclude that the results using P3/P0 and w on this particular dataset show a similar and very mild positive evolution of the substructure frequency with redshift. However, within the significance limits, our findings are also consistent with no evolution. A strong increase of the disturbed cluster fraction is excluded and the BCES fits are taken as upper limits. For the lower limit, we found no indication of a negative evolution. All statistical measures show a slight increase of P3/P0 and w with redshift, but with low significance. Larger samples of deep observations of z > 0.3 galaxy clusters would provide a better way to quantify these relations and allow unambiguous conclusions.
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