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In this paper, we propose a class of stochastic heat equations with first order fractional
noises.We define a first order noise through the adjoint operator of the first order operator,
where the operation of the stochastic integral can be avoided. In this framework, the
existence and uniqueness of the solution of the equation will be established. Further, we
give the regularity of the solution. Finally, wemodel the term structure of forward ratewith
the solutions and give the conditions under which the market is arbitrary-free.
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1. Introduction
In [1], Walsh introduced a class of stochastic partial differential equations (SPDEs) by defining stochastic integrals
with respect to worth martingale measures, and further Dalang [2] extended the definition of the stochastic integral to
a general martingale measure and got function-valued solutions for a class of spatially homogeneous SPDEs. Based on these
definitions, there have been much more studies on the following SPDEs driven by space–time second order noises (see,
e.g., [3,4]),
∂u(t, x)
∂t
= 1
2
1u(t, x)+ f (u(t, x))+ u(t, x)F˙(t, x), (t, x) ∈ R+ × Rd,
where ∆ = di=1 ∂2∂x2i , f is some specified function and F˙ denotes a space–time white noise or a fractional noise on some
probability space (Ω,F , (Ft)t≥0, P). In [4], Uemura treated the 1-dimensional heat equation with F˙(t, x) = w˙(x), where
w˙(x) is a space noise, and the author also studied the Hölder continuity of the solution. Whereas, in the case of F˙ being
a fractional noise, Nualart and Ouknine [3] discussed the existence and uniqueness of the solution under some restrictive
conditions. Jiang et al. [5] proved the existence and uniqueness of the solutions for a class of stochastic generalized Burgers
equations driven by multi-parameter fractional noises. Furthermore, Bo and Wang [6] considered fourth order stochastic
Cahn–Hilliard equations with Lévy space–time white noises, and established the local mild solution of the equation; we
discussed a series of fourth order SPDEs (Cahn–Hilliard equations, Anderson models and so on) driven by fractional noises
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(see, e.g., [7,8,6,9]). The way to deal with these SPDEs depends on the estimation on the operator and the definition of the
fractional stochastic integral. These ideas will motivate us to further discuss the model in this paper later.
Recently, SPDEs have been applied to model the dynamics of the interest rates in default-free and credit risk financial
models (see, e.g., [10–13]). It is well known that the first instantaneous short rate models being proposed in the financial
literature were time-homogeneous, meaning that the assumed short-rate dynamics depends only on constant coefficients.
The success of models like that of Vasicek [14] and that of Cox et al. [15] was mainly due to their desirable analytical
properties. However, these models are generally not consistent with the observed term structure of bond prices. Therefore,
it is necessary to introduce time-varying parameters to match the observed bond prices. In [16], Ho and Lee modeled the
evolution of the entire yield curve in a binomial tree setting that is the first historically important alternative to short-rate
models. Then Heath et al. [17] developed a quite general framework for themodeling of interest-rate dynamics. That is, they
derived an arbitrage-free framework for the stochastic evolution of the entire yield curve, where the forward-rate dynamics
were fully specified through their instantaneous volatility structures. After that, Musiela [18] initially suggested an infinite-
dimensional approach to the term-structure of forward rates and proposed the reparametrization rt(x) := f (t, t+ x) taking
better into account the nature of the forward curve x → rt(x) as a state variable where x ≥ 0 denotes time to maturity. In
particular, under the infinite factor Heath–Jarrow–Morton framework, the forward-rate dynamics follows
rt(x) = f (t, T )
= f (0, T )+
 t
0
α(s, T )ds+
 t
0
σ(s, T )dWs, (1.1)
where T = t+x and {Wt; t ∈ [0, T ]} is an infinite-dimensional Brownianmotion. Furthermore, the best advantage to use the
solutions to stochastic evolution equations in infinite dimension, or some random fields is that it eliminates the inconsistent
practice of recalibration. Random field models allow consistency with the current shape of the term structure without
the need for recalibration. In [19], the so-called random field or stochastic string models were proposed for the forward
interest rate curves, but the variances of the innovations to forward rateswere constant functions ofmaturity,whereasmuch
empirical evidence suggested that volatility was state-dependent. Then Kimmel [20] gave a modeling on the term structure
of interest rates by a Gaussian random field with the conditional volatility. Schmidt [21] further considered some derivative
products under Kennedy’s framework (see, e.g., [19,22]). Moreover, Aihara and Bagchi [10] modeled the term-structure
modeling of interest rates by considering the forward rate as the solution of a stochastic hyperbolic partial differential
equation with infinitely many random sources. Also they proved the existence of a unique continuous solution, studied the
arbitrage-free model of the term structure and explored the completeness of the market. In a successive paper, Filipović
et al. [23] were concerned with term structure models driven by a Wiener process and Poisson measures with forward
curve dependent volatilities. They established the existence of the solution of the semi-linear stochastic partial differential
equation and provided a general positivity preserving property. Furthermore, the existence of Lévy term structure models
can refer to Filipović and Tappe [24].
It is worth mentioning that the properties of forward rates were studied (see, e.g., [25–27]). In [27], Tihranchi analyzed
the mean-reverting behavior of time-homogeneous Heath–Jarrow–Morton forward rate models with Wiener noise. Then
Rusinek [26] extended it to the infinite-dimensional Lévy noise. Also, the author gave an explicit condition under which
the rates have a mean reversion property. That is, rates drop when they are high and rise when they are low. Marinell [25]
gave the sufficient conditions for the existence, uniqueness and ergodicity of invariant measures for a stochastic partial
differential equation with Lévy noise.
Specially, Hamza and Klebaner [12] considered the following equation,
∂r
∂t
− ∂r
∂s
= DW , (1.2)
where the first order noise term DW was proposed in terms of adjoint of the differential operator D. An advantage of
introducing DW in (1.2) is to avoid the definition of the stochastic integral. Hamza and Klebaner [12] also modeled the
forward rate curve by the solution to this equation. However, Hamza and Klebaner [12] treated Eq. (1.2) only in distribution
sense.
In this paper, stimulated by Hamza and Klebaner [12], we shall consider stochastic heat equations but with first order
fractional noises DWH , in which we can get a function-valued (not in distribution sense) solution through the Green
functions.Most of the literature focus on SPDEs driven by fractional Brownian sheetsWH , sinceWH is a self-similar Gaussian
process with stationary increments. But it is difficult to describe some more complex phenomena as a time-homogeneous
process. Here, we mainly consider a wide range of fractional noises DWH instead. This is because fractional noises DWH can
cover lots of non-homogeneous processes, and also contain fractional Brownian sheets WH as a special case. Actually, we
are concerned with the following SPDE,
∂u
∂t
= 1
2
1u+ f (u)+ DWH , in [0, T ] × R;
u(0) = u0;
(1.3)
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where D is defined by
Dφ = a(t, x) ∂φ
∂t
(t, x)+ b(t, x) ∂φ
∂x
(t, x)+ c(t, x)φ(t, x), ∀ φ ∈ C∞0 ([0, T ] × R),
with some smooth functions a, b and c on [0, T ]×R. This expression can represent a variety of noise terms, as a, b and c vary.
{WH(t, x); (t, x) ∈ [0, T ] × R} is a two-parameter fractional Brownian sheet on (Ω,F , (Ft)t≥0, P), with Hurst parameter
H = (h1, h2) ∈ (0, 1)× (0, 1).
Our objective is to deduce the existence and uniqueness of the solution to Eq. (1.3). Further, we establish the regularity
of the solution. Finally, we model the term structure of interest rate with the solutions and give the conditions under which
the market is arbitrary-free.
The rest of the paper is organized as follows. In the next section, we will briefly introduce the fractional Brownian sheet
and define a solution of (1.3). In Section 3, the existence and uniqueness of (1.3) are established. Section 4 is devoted to
proving the Hölder continuous in time and space. In Section 5, we show the application to finance modeling the term
structure of interest rate. Section 6 contains brief conclusions.
Throughout the paper, the generic positive constant C may change from line to line.
2. Preliminaries
First, let us briefly introduce the fractional Brownian sheet (see, e.g., [28] for more details) in this section. Usually, let
{WH(u, v)} be a two-parameters fractional Brownian sheet on (Ω,F , (Ft)t≥0, P) with Hurst parameter H = (h1, h2) ∈
(0, 1)× (0, 1). This process is Gaussian, which starts from 0 and whose covariance is
E(WH(u1, u2)WH(v1, v2)) = Π2i=1
1
2

|ui|2hi + |vi|2hi − |ui − vi|2hi

.
This is a self-similar process with stationary increments and it admits a continuous version. We refer to Ayache et al. [29]
for the basic properties ofWH(u1, u2). The fractional Brownian sheet with Hurst parameters (h1, h2) ∈ (0, 1) × (0, 1) can
be defined as (see, e.g., [30])
WH(u1, u2) = C(h1, h2)
Γ (h1 + 1/2)Γ (h2 + 1/2)

R

R
Π2i=1

(ui − vi)+
hi−1/2 − (−vi)+hi−1/2dW (v1, v2),
whereW (u1, u2) is a standard Brownian sheet, s+ = max{s, 0} and C(h1, h2) is the normalizing constant. In this paper, we
will use space–time parameter (t, x) ∈ [0, T ] × R instead of (u1, u2).
Note that the sample paths ofWH are not differentiable. Following the idea of Rozanov [31] or Hamza and Klebaner [12],
we define the noise term DWH in terms of the adjoint operator D∗ of D in distribution sense, that is,
DWH , φ
 = WH ,D∗φ =  T
0

R
WH(t, x)D∗(φ(t, x))dxdt, (2.1)
for each φ ∈ C∞0 ([0, T ] × R). By the definition of the adjoint operator, it is easy to get
D∗φ = −∂(aφ)
∂t
− ∂(bφ)
∂x
+ cφ, ∀ φ ∈ C∞0 ([0, T ] × R). (2.2)
We say a random field u := {u(t, x); (t, x) ∈ [0, T ]×R} is called aweak solution of Eq. (1.3), if for allφ ∈ C∞0 ([0, T ]×R), u
satisfies the following form,
⟨u(t), φ(t)⟩ = ⟨u0, φ(0)⟩ +
 t
0

u(s),

∂
∂s
− 1
2
∆

φ(s)

ds
+
 t
0
⟨f (u(s)), φ(s)⟩ ds+
 t
0

WH(s),D∗φ(s)

ds, (2.3)
where ⟨u(t), φ(t)⟩ := R u(t, x)φ(t, x)dx. Then (2.3) is equivalent to the following mild form in the sense of [1]. For
(t, x) ∈ [0, T ] × R,
u(t, x) = Pt ∗ u0(x)+
 t
0

R
Pt−s(x, y)f (u(s, y))dyds+
 t
0

R
D∗(Pt−s(x, y))WH(s, y)dyds, (2.4)
where Pt(x, y) is the Green function with the operator ∂∂t − 12∆, i.e.,
Pt(x, y) = P(t, x− y) = 1√
2π t
e−
(x−y)2
t , (t, x, y) ∈ [0, T ] × R2,
and
Pt ∗ u0(x) :=

R
Pt(x, y)u0(y)dy.
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3. Existence and uniqueness of the solution
In this section, we shall give the existence and uniqueness of the SPDE (1.3) through the Picard iteration scheme. As we
know, the Green function Pt(x, y) admits the following estimates.
Lemma 3.1. There exist K > 0 and C > 0 such that for any (t, x) ∈ [0, T ] × R, the following hold,∂P∂t (t, x)
 ≤ Kt− 52 e−C x2t ; (3.1)∂P∂x (t, x)
 ≤ Kt− 32 e−C x2t . (3.2)
We begin with the main result of this section.
Theorem 3.1. Suppose that f : R→ R is Lipschitz. Define1
g(t, x) := −∂a
∂t
(t, x)− ∂b
∂x
(t, x)− (2x
2 − t)a(t, x)
2t2
+ 2xb(t, x)
t
+ c(t, x).
If g(t, x) satisfies
sup
(t,x)∈[0,T ]×R
|g(t, x)| <∞;
sup
(t,x)∈[0,T ]×R
∂g∂t (t, x)
 <∞;
sup
(t,x)∈[0,T ]×R
∂g∂x (t, x)
 <∞,
(3.3)
and supx∈R E(|u0(x)|2) < ∞, then (1.3) admits a unique solution {u(t, x); (t, x) ∈ [0, T ] × R} in the following sense: for two
solutions u(t, x) and v(t, x), it holds
sup
(t,x)∈[0,T ]×R
E|u(t, x)− v(t, x)|2 = 0.
Moreover, the solution satisfies,
sup
(t,x)∈[0,T ]×R
E|u(t, x)|2 <∞. (3.4)
Remark 3.1. g(t, x) exists in variety. For example, it is easy to check that g(t, x) satisfies (3.3) if a(t, x), b(t, x) and c(t, x)
satisfy one of the following three cases.
(1) a(t, x) = b(t, x) = 0, and c(t, x) = 1;
(2) a(t, x) = t2, b(t, x) = 12 tx, and c(t, x) = t1+x2 ;
(3) a(t, x), b(t, x) and c(t, x) all belong to {e−k x2t ; k ∈ R+}.
In particular, if the first case above is valid, DWH = WH in Eq. (1.3).
Remark 3.2. If g(t, x) is a polynomial about t and x, Theorem 3.1 still holds without condition (3.3).
Proof of Theorem 3.1. We adopt the following Picard iteration scheme. For n ≥ 0, define
u0(t, x) = Pt ∗ u0(x);
un(t, x) = Pt ∗ u0(x)+
 t
0

R
Pt−s(x, y)f (un−1(s, y))dyds+
 t
0

R
D∗(Pt−s(x, y))WH(s, y)dyds. (3.5)
We proceed the proof of the theorem in three steps.
Step 1: Show that for each n ∈ N ∪ {0},
sup
(t,x)∈[0,T ]×R
E(|un(t, x)|2) <∞.
1 In fact, g(t, x) satisfies the following condition: D∗Pt (x) = 1√2π t e−
x2
t g(t, x).
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Note that
E(|un(t, x)|2) ≤ C (An(t, x)+ Bn(t, x)+ Cn(t, x)) , (3.6)
where
An(t, x) = E|Pt ∗ u0(x)|2,
Bn(t, x) = E
 t
0

R
Pt−s(x, y)f (un−1(s, y))dyds
2 ,
Cn(t, x) = E
 t
0

R
D∗(Pt−s(x, y))WH(s, y)dyds
2 .
Thanks to supx∈R E(|u0(x)|2) <∞, it holds that,
An(t, x) = E

R
Pt(x, y)u0(y)dy
2
≤ E

R2
|Pt(x, y)Pt(x, z)u0(y)u0(z)|dydz

≤ sup
x∈R
E(|u0(x)|2)

R2
Pt(x, y)Pt(x, z)dydz
= sup
x∈R
E(|u0(x)|2)

R
1√
2π t
e−
(x−y)2
t dy
2
< ∞. (3.7)
Since f : R→ R is Lipschitz, it is also of linear growth, then we have,
Bn(t, x) =
 t
0
 t
0

R

R
Pt−s1(x, y1)Pt−s2(x, y2)E[f (un−1(s1, y1))f (un−1(s2, y2))]dy1dy2ds1ds2
≤ C
 t
0
 t
0
(1+ sup
(r1,x)∈[0,s1]×R
E|un−1(r1, x)|)(1+ sup
(r2,x)∈[0,s2]×R
E|un−1(r2, x)|)
×

R

R
Pt−s1(x, y1)Pt−s2(x, y2)dy1dy2

ds1ds2
≤ C
 t
0
 t
0
(1+ sup
(r1,x)∈[0,s1]×R
E|un−1(r1, x)|)(1+ sup
(r2,x)∈[0,s2]×R
E|un−1(r2, x)|)ds1ds2
≤ C1(T )+ C2(T )
 t
0
sup
(r,x)∈[0,s]×R
E|un−1(r, x)|2ds. (3.8)
Next, we consider the term Cn(t, x). Since
Cn(t, x) = E
 t
0

R
D∗(Pt−s(x, y))WH(s, y)dyds
2
=
 t
0
 t
0

R2
D∗(Pt−s1(x, y1))D
∗(Pt−s2(x, y2))E(W
H(s1, y1)WH(s2, y2))dy1dy2ds1ds2,
and
D∗Pt(x) = −∂(aP)
∂t
(t, x)− ∂(bP)
∂x
(t, x)+ cP(t, x)
= 1√
2π t
e−
x2
t

−∂a
∂t
− ∂b
∂x
− (2x
2 − t)a
2t2
+ 2xb
t
+ c

,
= 1√
2π t
e−
x2
t g(t, x),
then from the condition (3.3), it follows that
Cn(t, x) =
 t
0
 t
0

R2
1√
2π(t − s1) e
− (x−y1)2
(t−s1) |g(t − s1, x− y1)| 1√
2π(t − s2) e
− (x−y2)2
(t−s2) |g(t − s2, x− y2)|
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× 1
4
(s2h11 + s2h12 − |s1 − s2|2h1)(|y1|2h2 + |y2|2h2 − |y1 − y2|2h2)ds1ds2dy1dy2
≤ C
 t
0
 t
0

R2
1√
2π(t − s1) e
− (x−y1)2
(t−s1)
1√
2π(t − s2) e
− (x−y2)2
(t−s2)
× (|y1|2h2 + |y2|2h2 − |y1 − y2|2h2)ds1ds2dy1dy2
< ∞. (3.9)
By (3.7)–(3.9), we get that
E(|un(t, x)|2) ≤ C1(T )+ C2(T )
 t
0

sup
(r,x)∈[0,s]×R
E|un−1(r, x)|2

ds.
The extension of Gronwall’s lemma in [2] yields that for each n ∈ N ∪ {0},
sup
(t,x)∈[0,T ]×R
E(|un(t, x)|2) <∞. (3.10)
Step 2: Show that {un(t, x)}n≥0 defined in (3.5) is a Cauchy sequence in L2(Ω, P).
Obviously, for n ≥ 2, it holds that
E|un(t, x)− un−1(t, x)|2 = E
 t
0

R
Pt−s(x, y)[f (un−1(s, y))− f (un−2(s, y))]dyds
2
=
 t
0
 t
0

R

R
Pt−s1(x, y1)Pt−s2(x, y2)E
[f (un−1(s1, y1))− f (un−2(s1, y1))]
× [f (un−1(s1, y1))− f (un−2(s1, y1))]

dy1dy2ds1ds2
≤ C
 t
0
 t
0
sup
(r1,x)∈[0,s1]×R
E|un−1(r1, x)− un−2(r1, x)|
× sup
(r2,x)∈[0,s2]×R
E|un−1(r2, x)− un−2(r2, x)|
×

R

R
Pt−s1(x, y1)Pt−s2(x, y2)dy1dy2

ds1ds2
≤ C
 t
0
 t
0
sup
(r1,x)∈[0,s1]×R
E|un−1(r1, x)− un−2(r1, x)|
× sup
(r2,x)∈[0,s2]×R
E|un−1(r2, x)− un−2(r2, x)|ds1ds2
≤ C(T )
 t
0
sup
(r,x)∈[0,s]×R
E|un−1(r, x)− un−2(r, x)|2ds.
Since
sup
(t,x)∈[0,T ]×R
E|u1(t, x)− u0(t, x)|2 <∞,
then by Gronwall’s lemma in [2], we get that
n≥1
sup
(t,x)∈[0,T ]×R
E|un(t, x)− un−1(t, x)|2 <∞.
Hence, for each (t, x) ∈ [0, T ] × R, {un(t, x)}n≥0 is a Cauchy sequence in L2(Ω, P). Denote
u(t, x) := lim
n→∞ un(t, x); (3.11)
then
E(|u(t, x)|2) <∞, for each (t, x) ∈ [0, T ] × R.
On the other hand, let n → ∞ of (3.5). In L2(Ω) sense, we conclude that {u(t, x); (t, x) ∈ [0, T ] × R} defined in (3.11)
satisfies (1.3).
Step 3: Show the uniqueness of Eq. (1.3).
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Let u and v be two solutions of (1.3). Then
E|u(t, x)− v(t, x)|2 = E
 t
0

R
Pt−s(x, y)[f (u(s, y))− f (v(s, y))]dyds
2
≤ C
 t
0

R
P2t−s(x, y)dyds
 t
0

R
E|f (u(s, y))− f (v(s, y))|2dyds
≤ C
 t
0
sup
(r,x)∈[0,s]×R
E|u(r, x)− v(r, x)|2ds.
Using Gronwall’s inequality, it is easy to get that
sup
(t,x)∈[0,T ]×R
E|u(t, x)− v(t, x)|2 = 0.
Then we obtain the uniqueness of the solution. Thus the proof of the theorem is completed. 
Remark 3.3. What differs from Refs. [7,8,6,9,5,3,4] is that we avoid the stochastic integral in the proof. Although Hamza
and Klebaner [12] also avoid the stochastic integral, they treat the equation only in distribution sense. Moreover, we get a
function-valued (not in distribution sense) solution through the Green functions.
4. Regularity of the solution
We have shown that there exists a unique solution to Eq. (1.3). In this section, we establish the regularity of the solution.
At first, we will give a useful lemma as follows.
Lemma 4.1. Denote
I(t, x) :=
 t
0

R
Pt−r(x, z)f (u(r, z))dzdr,
and
J(t, x) :=
 t
0

R
D∗(Pt−r(x, z))WH(r, z)dzdr,
where (t, x) ∈ [0, T ] × R. Then for any s, t ∈ [0, T ] and x, y ∈ R, there exist γ , τ ∈ (0, 12 ) and γ ′, τ ′ ∈ (0, 1) such that
E|I(t, x)− I(s, y)|2 ≤ C

|t − s|2γ + |x− y|2γ ′

,
and
E|J(t, x)− J(s, y)|2 ≤ C

|t − s|2τ + |x− y|2τ ′

.
Proof. Note that
E|I(t, x)− I(s, y)|2 ≤ C

E
 t
s

R
Pt−r(x, z)f (u(r, z))dzdr
2
+ E
 s
0

R
(Pt−r(x, z)− Ps−r(x, z))f (u(r, z))dzdr
2
+ E
 s
0

R
(Ps−r(x, z)− Ps−r(y, z))f (u(r, z))dzdr
2

=: C
3
i=1
Ii, (4.1)
and
E|J(t, x)− J(s, y)|2 ≤ C

E
 t
s

R
D∗(Pt−r(x, z))WH(r, z)dzdr
2
+ E
 s
0

R
D∗(Pt−r(x, z)− Ps−r(x, z))WH(r, z)dzdr
2
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+ E
 s
0

R
D∗(Ps−r(x, z)− Ps−r(y, z))WH(r, z)dzdr
2

=: C
3
i=1
Ji. (4.2)
By the Cauchy–Schwartz inequality and the linear growth condition of f , it holds that
I1 = E
 t
s

R
Pt−r(x, z)f (u(r, z))dzdr
2
=
 t
s
 t
s

R2
Pt−r1(x, z1)Pt−r2(x, z2)E(f (u(r1, z1))f (u(r2, z2)))dz1dz2dr1dr2
≤
 t
s
 t
s

R2
Pt−r1(x, z1)Pt−r2(x, z2)(1+ sup
(r,z)∈[0,T ]×R
E|u(r, z)|2)dz1dz2dr1dr2
≤ C
 t
s
 t
s

R2
Pt−r1(x, z1)Pt−r2(x, z2)dz1dz2dr1dr2
= C
 t
s

R
Pt−r(x, z)dzdr
2
= C |t − s|2. (4.3)
For γ ∈ (0, 1), one gets
I2 = E
 s
0

R
(Pt−r(x, z)− Ps−r(x, z))f (u(r, z))dzdr
2
≤
 s
0
 s
0

R2
(Pt−r1(x, z1)− Ps−r1(x, z1))(Pt−r2(x, z2)− Ps−r2(x, z2))
× E

f (u(r1, z1))f (u(r2, z2))

dz1dz2dr1dr2
≤ C
 s
0
 s
0

R2
(Pt−r1(x, z1)− Ps−r1(x, z1))(Pt−r2(x, z2)− Ps−r2(x, z2))dz1dz2dr1dr2
= C
 s
0

R
(Pt−r(x, z)− Ps−r(x, z))dzdr
2
≤ C
 s
0

R
|Pt−r(x, z)− Ps−r(x, z)|γ × |Pt−r(x, z)− Ps−r(x, z)|1−γ dzdr
2
≤ C(γ )
 s
0

R
|Pt−r(x, z)− Ps−r(x, z)|γ |Pt−r(x, z)|1−γ dzdr
+
 s
0

R
|Pt−r(x, z)− Ps−r(x, z)|γ |Ps−r(x, z)|1−γ dzdr
2
≤ C(γ )(I2,1 + I2,2). (4.4)
Nowwe estimate I2,1 and I2,2 respectively. From Lemma 3.1 and by theMean-Value Theorem for some θ ∈ (s, t) and γ < 12 ,
I2,1 =
 s
0

R
|Pt−r(x, z)− Ps−r(x, z)|γ |Pt−r(x, z)|1−γ dzdr
2
=
 s
0

R
|t − s|γ
∂P∂t (θ − r, x, z)
γ |Pt−r(x, z)|1−γ dzdr2
≤ C |t − s|2γ
 s
0

R
(θ − r)− 52 e− (x−z)2θ−r γ (t − r)− 12 e− (x−z)2t−r 1−γ dzdr
2
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≤ C |t − s|2γ
 s
0

R
(s− r)− 52 e− (x−z)2θ−r γ (s− r)− 12 e− (x−z)2t−r 1−γ dzdr
2
≤ C |t − s|2γ
 s
0
(s− r)− 52 γ− 12 (1−γ )+ 12 dr
2
≤ C |t − s|2γ . (4.5)
Similarly, I2,2 satisfies
I2,2 ≤ C |t − s|2γ
 s
0

R
(θ − r)− 32 e− (x−z)2θ−r γ (s− r)− 12 e− (x−z)2s−r 1−γ dzdr
2
≤ C |t − s|2γ . (4.6)
For γ ′ ∈ (0, 1), we give the estimation of I3 as follows,
I3 = E
 s
0

R
(Ps−r(x, z)− Ps−r(y, z))f (u(r, z))dzdr
2
≤ C(γ ′)
 s
0

R
|Ps−r(x, z)− Ps−r(y, z)|γ ′ |Ps−r(x, z)|1−γ ′
+
 s
0

R
|Ps−r(x, z)− Ps−r(y, z)|γ ′ |Ps−r(y, z)|1−γ ′dzdr
2
≤ C(γ ′)(I3,1 + I3,2). (4.7)
Again from Lemma 3.1 and by the Mean-Value Theorem for some ϑ ∈ (y, x),
I3,1 =
 s
0

R
|Ps−r(x, z)− Ps−r(y, z)|γ ′ |Ps−r(x, z)|1−γ ′dzdr
2
=
 s
0

R
|x− y|γ ′
∂P∂x (s− r, ϑ, z)
γ ′ |Ps−r(x, z)|1−γ ′dzdr
2
≤ C |x− y|2γ ′ ×
 s
0

R
(s− r)− 32 e− (ϑ−z)2s−r γ ′ (s− r)− 12 e− (x−z)2s−r 1−γ ′ dzdr
2
≤ C |x− y|2γ ′
 s
0
(s− r)− 32 γ ′− 12 (1−γ ′)+ 12 dr
2
≤ C |x− y|2γ ′ . (4.8)
Similarly, it holds that
I3,2 ≤ C |x− y|2γ ′ . (4.9)
Next, we consider the term J1.
E
 t
s

R
D∗(Pt−r(x, z))WH(r, z)dzdr
2
=
 t
s
 t
s

R2
D∗(Pt−s1(x, z1))D
∗(Pt−s2(x, z2))× E(WH(s1, z1)WH(s2, z2))dz1dz2ds1ds2
=
 t
s
 t
s

R2
1√
2π(t − s1) e
− (x−z1)2
(t−s1) |g(t − s1, x− z1)| × 1√
2π(t − s2) e
− (x−z2)2
(t−s2) |g(t − s2, x− z2)|
× 1
4
(s2h11 + s2h12 − |s1 − s2|2h1)× (|z1|2h2 + |z2|2h2 − |z1 − z2|2h2)dz1dz2ds1ds2
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≤ C
 t
s
 t
s

R2
1√
2π(t − s1) e
− (x−z1)2
(t−s1)
1√
2π(t − s2) e
− (x−z2)2
(t−s2) (|z1|2h2 + |z2|2h2 − |z1 − z2|2h2)dz1dz2ds1ds2
=: C(J1,1 + J1,2 + J1,3), (4.10)
with
J1,1 =
 t
s
 t
s

R2
1√
2π(t − s1) e
− (x−z1)2
(t−s1)
1√
2π(t − s2) e
− (x−z2)2
(t−s2) × |z1|2h2dz1dz2ds1ds2
=
 t
s

R
1√
2π(t − s1) e
− (x−z1)2
(t−s1) |z1|2h2dz1ds1 ×
 t
s

R
1√
2π(t − s2) e
− (x−z2)2
(t−s2) dz2ds2
≤ C |t − s|2. (4.11)
Similarly for the terms J1,2 and J1,3, we obtain that
J1 ≤ C |t − s|2. (4.12)
Finally, we turn to the terms J2 and J3. Recalling the function g given in Theorem 3.1, J2 becomes
E
 s
0

R
D∗(Pt−r(x, z)− Ps−r(x, z))WH(r, z)dzdr
2
=
 s
0
 s
0

R2
D∗(Pt−r1(x, z1)− Ps−r1(x, z1))× D∗(Pt−r2(x, z2)− Ps−r2(x, z2))
× E(WH(r1, z1)WH(r2, z2))dz1dz2dr1dr2
=
 s
0
 s
0

R2

1√
2π(t − r1) e
− (x−z1)2
(t−r1) g(t − r1, x− z1)− 1√
2π(s− r1) e
− (x−z1)2
(s−r1) g(s− r1, x− z1)

×

1√
2π(t − r2) e
− (x−z2)2
(t−r2) g(t − r2, x− z2)− 1√
2π(s− r2) e
− (x−z2)2
(s−r2) g(s− r2, x− z2)

× 1
4
(s2h11 + s2h12 − |s1 − s2|2h1)× (|z1|2h2 + |z2|2h2 − |z1 − z2|2h2)dz1dz2dr1dr2
= C
 s
0
 s
0

R2

1√
2π(t − r1) e
− (x−z1)2
(t−r1) g(t − r1, x− z1)− 1√
2π(s− r1) e
− (x−z1)2
(s−r1) g(s− r1, x− z1)

×

1√
2π(t − r2) e
− (x−z2)2
(t−r2) g(t − r2, x− z2)− 1√
2π(s− r2) e
− (x−z2)2
(s−r2) g(s− r2, x− z2)

× (|z1|2h2 + |z2|2h2 − |z1 − z2|2h2)dz1dz2dr1dr2
=: C(J2,1 + J2,2 + J2,3), (4.13)
where J2,1 satisfies s
0
 s
0

R2

1√
2π(t − r1) e
− (x−z1)2
(t−r1) g(t − r1, x− z1)− 1√
2π(s− r1) e
− (x−z1)2
(s−r1) g(s− r1, x− z1)

×

1√
2π(t − r2) e
− (x−z2)2
(t−r2) g(t − r2, x− z2)− 1√
2π(s− r2) e
− (x−z2)2
(s−r2) g(s− r2, x− z2)

× |z1|2h2dz1dz2dr1dr2
≤
 s
0

R
 1√2π(t − r1) e−
(x−z1)2
(t−r1) g(t − r1, x− z1)− 1√
2π(s− r1) e
− (x−z1)2
(s−r1) g(s− r1, x− z1)

× |z1|2h2dz1dr1
×
 s
0

R
 1√2π(t − r2) e−
(x−z2)2
(t−r2) g(t − r2, x− z2)− 1√
2π(s− r2) e
− (x−z2)2
(s−r2) g(s− r2, x− z2)
 dz2dr2. (4.14)
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Now we estimate the second part of (4.14). Note that for τ ∈ (0, 1), s
0

R
 1√2π(t − r2) e−
(x−z2)2
(t−r2) g(t − r2, x− z2)− 1√
2π(s− r2) e
− (x−z2)2
(s−r2) g(s− r2, x− z2)
 dz2dr2
=
 s
0

R
 1√2π(t − r2) e−
(x−z2)2
(t−r2) g(t − r2, x− z2)− 1√
2π(s− r2) e
− (x−z2)2
(s−r2) g(s− r2, x− z2)

τ
×
 1√2π(t − r2) e−
(x−z2)2
(t−r2) g(t − r2, x− z2)− 1√
2π(s− r2) e
− (x−z2)2
(s−r2) g(s− r2, x− z2)

1−τ
dz2dr2
≤ C(τ )
 s
0

R
 1√2π(t − r2) e−
(x−z2)2
(t−r2) g(t − r2, x− z2)− 1√
2π(s− r2) e
− (x−z2)2
(s−r2) g(s− r2, x− z2)

τ
×
 1√2π(t − r2) e−
(x−z2)2
(t−r2) g(t − r2, x− z2)

1−τ
dz2dr2
+
 s
0

R
 1√2π(t − r2) e−
(x−z2)2
(t−r2) g(t − r2, x− z2)− 1√
2π(s− r2) e
− (x−z2)2
(s−r2) g(s− r2, x− z2)

τ
×
 1√2π(s− r2) e−
(x−z2)2
(s−r2) g(s− r2, x− z2)

1−τ
dz2dr2
=: C(τ )(J2,1,1 + J2,1,2). (4.15)
Similarly as in the proof of I3,1, by condition (3.3) of Theorem 3.1 and the Mean-Value Theorem for some r¯ ∈ (s, t) and for
τ ∈ (0, 12 ), we get that
J2,1,1 =
 s
0

R
 1√2π(t − r2) e−
(x−z2)2
(t−r2) g(t − r2, x− z2)− 1√
2π(s− r2) e
− (x−z2)2
(s−r2) g(s− r2, x− z2)

τ
×
 1√2π(t − r2) e−
(x−z2)2
(t−r2) g(t − r2, x− z2)

1−τ
dz2dr2
=
 s
0

R
|t − s|τ
− 12π(r¯ − r2)3 e−
(x−z2)2
(r¯−r2) g(r¯ − r2, x− z2)
+ (x− z2)
2
2π(r¯ − r2)5
e−
(x−z2)2
(r¯−r2) g(r¯ − r2, x− z2)+ 1√
2π(r¯ − r2) e
− (x−z2)2
(r¯−r2)
∂g
∂t
(r¯ − r2, x− z2)

τ
×
 1√2π(t − r2) e−
(x−z2)2
(t−r2) g(t − r2, x− z2)

1−τ
dz2dr2
≤ C |t − s|τ ×
 s
0

R
(r¯ − r2)− 52 e− (x−z2)2(r¯−r2)

τ (t − r2)− 12 e− (x−z2)2(t−r2)

1−τ
dz2dr2
≤ C |t − s|τ . (4.16)
Similarly, it holds that
J2 ≤ C |t − s|2τ , (4.17)
for τ ∈ (0, 12 ). By a similar argument as J2, we have the following estimate for the term J3,
J3 ≤ C |x− y|2τ ′ , (4.18)
for any τ ′ ∈ (0, 1). Thus the proof of the lemma is completed. 
Now, we are in a position to show the main result of this section.
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Theorem 4.1. Let the conditions of Theorem 3.1 hold. If u0 is α-Hölder continuous on R, then the solution {u(t, x); (t, x) ∈
[0, T ] × R} is µ-Hölder continuous in t and ν-Hölder continuous in x, with µ ∈ (0, α4 ) and ν ∈ (0, α2 ).
Proof. Since
u(t, x) = Pt ∗ u0(x)+
 t
0

R
Pt−r(x, z)f (u(r, z))dzdr +
 t
0

R
D∗(Pt−r(x, z))WH(r, z)dzdr, (4.19)
then for any s, t ∈ [0, T ] and x, y ∈ Rwith s ≤ t and y ≤ x, we have that
E|u(t, x)− u(s, y)|2 ≤ C(E|u(t, x)− u(t, y)|2 + E|u(t, y)− u(s, y)|2)
≤ C

|Pt ∗ u0(x)− Pt ∗ u0(y)|2 + |Pt ∗ u0(y)− Ps ∗ u0(y)|2
+ E|I(t, x)− I(s, y)|2 + E|J(t, x)− J(s, y)|2

. (4.20)
Note that
|Pt ∗ u0(x)− Pt ∗ u0(y)|2 + |Pt ∗ u0(y)− Ps ∗ u0(y)|2 ≤ C(|t − s| α2 + |x− y|α), (4.21)
where α ∈ (0, 1) is Hölder continuous order of u0. Joining with Lemma 4.1, we complete the proof of the regularity of the
solution to (1.3). 
5. Applications to finance
In this section, we will use a random field which is formulated by a stochastic heat equation, a special case of (1.3),
to model the forward rates. Although stochastic differential equation driven by a fractional Brownian motion has been
suggested as a model in financial markets, it is still a controversial issue. As we know, both Cheridito [32] and Rogers [33]
showed explicit arbitrage strategies for a financial market that consists of a money market account and a stock whose
discounted price follows a fractional Brownian motion with drift or an exponential fractional Brownian motion with drift.
These results show that the fractional Brownian motion is an absurd candidate in financial markets (see more details
in [32,33]). Therefore we just consider h1 = h2 = 12 , that is, WH is a Brownian sheet. Also we restrict u0 ≡ f ≡ 0.
From the previous sections, there exists a unique solution.
Now we consider a finite time horizon T ∗ and a maximum time to maturity T ∗∗. We model the forward rate f (t, T )
through the solution X := {X(t, x); (t, x) ∈ D(T ∗, T ∗∗)}with notation D(T ∗, T ∗∗) := {(t, x); t ∈ [0, T ∗], x ∈ [t, t + T ∗∗]}of
the heat equation and obtain a drift condition under which the model is arbitrage-free. From (2.4), we can get that,
X(t, T ) =

D(t,T )
D∗(Pt−s(x, y))W (s, y)dyds. (5.1)
Define the σ -algebra
Ft = σ {X(u, v); 0 ≤ u ≤ t, v ∈ [u, u+ T ∗∗]},
and take µ : R2+ → R to be continuous and Borel measurable. We model the T -forward rate at time t by
f (t, T ) = µ(t, T )+ X(t, T ).
This also specifies the dynamics of the bonds, since the following holds,
B(t, T ) = e−
 T
t f (t,u)du.
Now we give the condition under which the market is arbitrage-free.
Theorem 5.1. There exists an equivalent martingale measure Q iff for all t ∈ [0, T ∗] and T ∈ [t, t + T ∗∗], the drift satisfies
µ(t, T ) = µ(0, T )+
 T
0
c(t, v ∧ t, T , v)dv,
with
c(t, t1, v, v1) =

D(t,v)×D(t1,v1)
s ∧ s1D∗(Pt−s(v, y))D∗(Pt1−s1(v1, y1))y ∧ y1dy1ds1dyds.
668 Y. Jiang et al. / J. Math. Anal. Appl. 396 (2012) 656–669
Proof. From [34,35], we only show that all discounted bond prices are martingale, that is, for 0 ≤ s ≤ t ≤ T ≤ s+ T ∗∗, the
following holds,
E

exp

−
 t
0
rudu

B(t, T )
Fs = exp−  s
0
rudu

B(s, T ),
with rs = f (s, s) is the short rate. Note that B(t, T ) = e−
 T
t f (t,u)du, we can rewrite the above formula as,
E

exp

−
 t
s
(f (u, u)− f (s, u))du−
 T
t
(f (t, u)− f (s, u))du
Fs = 1. (5.2)
Let A, B denote
 t
s (f (u, u) − f (s, u))du and
 T
t (f (t, u) − f (s, u))du respectively. Therefore we know that A and B are
independent of Fs by the property of Brownian sheet and the expression of X(t, u). Since E(e−A−B) = exp{−E(A + B) +
1
2Var(A + B)}, we compute E(A + B) and Var(A + B) respectively so that we get the explicit expression on the left side of
(5.2). From (5.1), we have that,
E(A+ B) =
 t
s
(µ(u, u)− µ(s, u))du+
 T
t
(µ(t, u)− µ(s, u))du, (5.3)
and
Var(A+ B) = Var(A)+ Var(B)+ 2Cov(A, B), (5.4)
with
Var(A) = Var
 t
s
(X(u, u)− X(s, u))du

=
 t
s
 t
s
Cov(X(u, u)− X(s, u), X(v, v)− X(s, v))dudv
=
 t
s
 t
s
[c(u, v, u, v)− c(u, s, u, v)− c(s, v, u, v)+ c(s, s, u, v)]dudv,
Var(B) =
 T
t
 T
t
[c(t, t, u, v)− c(t, s, u, v)− c(s, t, u, v)+ c(s, s, u, v)]dudv,
Cov(A, B) =
 t
s
 T
t
[c(u, t, u, v)− c(u, s, u, v)− c(s, t, u, v)+ c(s, s, u, v)]dudv,
c(t, t1, v, v1) = E(X(t, v)X(t1, v1))
= E

D(t,v)
D∗(Pt−s(v, y))W (s, y)dyds

D(t1,v1)
D∗(Pt1−s1(v1, y1))W (s1, y1)dy1ds1

=

D(t,v)×D(t1,v1)
s ∧ s1D∗(Pt−s(v, y))D∗(Pt1−s1(v1, y1))y ∧ y1dy1ds1dyds.
Therefore, we can rewrite (5.2) as follows, t
s
(µ(u, u)− µ(s, u))du+
 T
t
(µ(t, u)− µ(s, u))du = 1
2
Var(A+ B).
Set s = 0, we obtain that, T
0
(µ(u ∧ t, u)− µ(0, u))du = 1
2
 T
0
 T
0
c(u ∧ t, v ∧ t, u, v)dvdu
=
 T
0
 u
0
c(u ∧ t, v ∧ t, u, v)dvdu.
Now we get the condition under which the market is arbitrage free through taking the partial derivative w.r.t. T ,
µ(t, T ) = µ(0, T )+
 T
0
c(t, v ∧ t, T , v)dv. 
Remark 5.1. We have got the conditions under which the market is arbitrary-free. Moreover, under the equivalent
martingale measure Q , we can derive the explicit expressions for the prices of interest derivatives, including caps/floors
and bond options, using the cumulative generating function of the standard normal distribution.
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6. Conclusions
In this paper, we propose a class of stochastic heat equations with first order fractional noises and establish the existence
and uniqueness of the solution. Further, we give the regularity of the solution. Finally, we model the term structure of
forward rate with the solutions and give the conditions under which the market is arbitrary-free.
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