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Universal behavior is a typical emergent feature of critical systems. A paramount model of the
non-equilibrium critical behavior is the directed bond percolation process that exhibits an active-
to-absorbing state phase transition in the vicinity of a percolation threshold. Fluctuations of the
ambient environment might affect or destroy the universality properties completely. In this work
we assume that the random environment can be described by means of compressible velocity fluctu-
ations. Using field-theoretic models and renormalization group methods we investigate large-scale
and long-time behavior. Altogether eleven universality classes are found, out of which four are stable
in the infrared limit and thus macroscopically accessible. In contrast to the model without veloc-
ity fluctuations a possible candidate for a realistic three-dimensional case, a regime with relevant
short-range noise, is identified. Depending on the dimensionality of space and the structure of the
turbulent flow we calculate critical exponents of the directed percolation process. In the limit of
the purely transversal velocity field random force critical exponents comply with the incompressible
results obtained by previous authors. We have found intriguing non-universal behavior related to
the mutual effect of compressibility and advection.
I. INTRODUCTION
The non-equilibrium systems are a fascinating branch
of physics, which encompasses many natural phenomena.
In last decades a lot of effort has been put into study of
different aspects, but still a general theory is lacking [1–
3].
A paradigmatic example is the directed bond perco-
lation (DP) process also known as Gribov process, in
which an absorbing phase transition between an active
(fluctuating) and an inactive (absorbing) state occurs.
At this transition vigorous spatio-temporal fluctuations
of an order parameter dominate and the resulting collec-
tive behavior is analogous to equilibrium phase transi-
tions [4–7]. The main difference is in the scaling of the
time variable different from that of the spatial variables
[3, 8]. The DP process describes creation of fractal per-
colation structures [9, 10]. In high energy physics the DP
process was developed in a different context of Reggeon
field theory with aim to describe behavior of hadrons.
Later it became clear that DP and Reggeon field the-
ory are just different versions of the same critical theory.
In complex non-equilibrium models non-linearities pose a
crucial challenge for a theoretical description. In order to
make a model mathematically amenable one can either
exploit a certain special feature or implement a sophisti-
cated numerical scheme. The former approach is realized
in the critical domain of DP, where correlated regions of
microscopic degrees of freedom can be conveniently de-
scribed by means of continuous fields.
As was conjectured by Janssen and Grassberger [11,
12], necessary conditions for a system to be in DP
universality class are: i) a single absorbing state, ii)
short-ranged interactions, iii) a positive order param-
eter and iv) no additional symmetry or coupling with
other slow variables. Several models have been identified
and their adherence to the DP class has been shown,
e.g. reaction-diffusion problems [13], percolation pro-
cesses [14], hadron interactions [9].
Of the conditions of the DP universality class the item
(iv) is very subtle from the experimental point of view.
In realistic situations impurities and defects, which are
not taken into account in the original DP formulation,
are expected to induce violations of universal properties
of the model. This is believed to be one of the reasons
why there are not so many direct experimental realiza-
tions [15–18] of the percolation process itself. A study
of deviations from the ideal situation could proceed in
different routes and this still constitutes a topic of an on-
going debate [8]. A substantial effort has been made in
studying a long-range interaction using Le´vy flights [19–
21], effects of immunization [14, 22], or in the presence
of spatially quenched disorder [23]. In general, a novel
behavior is observed with a possibility that the critical
behavior is lost. For instance, the presence of quenched
disorder in the latter case causes a shift of the critical
fixed point to the unphysical region. This leads to such
interesting phenomena as activated dynamical scaling or
Griffiths singularities [24–27].
In this paper, we address the question how DP is af-
fected by velocity fluctuations of an ambient environ-
ment in which DP takes place (qualitatively displayed in
Fig. 1). Velocity fluctuations are hardly avoidable in any
of laboratory experiments. For instance, a vast majority
of chemical reactions occurs at finite temperature, which
is inevitably accompanied with the presence of a thermal
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2noise. Furthermore, disease spreading and chemical re-
actions may be affected heavily by turbulent advection
[28, 29]. In general, turbulence is a rule rather than an
exception and many physical phenomena cannot be prop-
erly explained without turbulence [30–33]. Here, our aim
is to estimate how strong compressibility of the ambient
fluid can affect the DP process and what are the main
differences from the incompressible case [34–37].
For analytic description of steady turbulent flow it is
customary to use randomly forced (stochastic) Navier-
Stokes equation [38–40]. In this framework an important
question is how the properties of the random force affect
the turbulence. In case of incompressible turbulence, the
random force is chosen to contain only transversal modes.
Longitudinal modes generated by the nonlinearity of the
Navier-Stokes equation are absorbed in fluctuations of
pressure. In turbulence of compressible fluid longitudinal
modes of the velocity field are always present and have to
be incorporated in a proper fashion. In our model there
Figure 1. Schematic visualization of the DP process in the
presence of the fully developed turbulent flow. The black path
represents the DP process (starting from the left and going
rightwards) and the fully developed turbulence is displayed in
the background.
is no influence of the percolating field on the velocity
fluctuations. In other words, our model corresponds to
the passive advection of the reacting scalar field.
Recently, there has been an increased interest in differ-
ent advection problems in turbulent flows [41–44]. These
studies have shown that compressibility plays a decisive
roˆle for population dynamics or chaotic mixing of col-
loids.
Our main aim in this paper is to elucidate to what
extent strong compressible modes change the critical be-
havior of the DP universality class. To this end we use
functional presentation of the stochastic problem with
the subsequent application of the field-theoretic renor-
malization group (RG) [4, 5, 7]. This theoretical frame-
work allows to examine asymptotic scaling behavior and
infer quantitative predictions about universal quantities
in a controllable fashion.
This paper is organized as follows. In Sec. II A, we
introduce a coarse-grained formulation of the DP prob-
lem, which we reformulate into the field-theoretic model.
Also we introduce relevant quantities that we want to
analyze. Next in Sec. II B we give a brief overview of
the compressible Navier-Stokes equation and main differ-
ences to the incompressible case. Sec. III is reserved for
the main steps of the renormalization group procedure.
In Sec. IV, we present an analysis of possible regimes in-
volved in the model. We analyze numerically and to some
extent analytically fixed points’ structure. In Sec. V we
give a concluding summary. Technical details concerning
a calculation of the RG constants and functions are pre-
sented in Appendix A and Appendix B. Certain explicit
expressions are summarized in Appendix C.
II. THE MODEL
A. Directed percolation
The field-theoretic formulation of the DP process may
be obtained with the use of the Langevin equation [3, 14]
∂tψ = D0(∂
2 −R[ψ])ψ +
√
ψN [ψ]f, (1)
where ψ = ψ(x) is the order parameter field (e.g. the
density of a species), x = {x, t}, D0 is the micro-
scopic (bare in the parlance of RG) diffusion constant,
∂2 = (∂/∂xi)(∂/∂xi) ≡ ∂i∂i is the Laplace operator,
R[ψ] is a given time-local reaction functional which will
be specified later, N [ψ] is a local noise functional and
f = f(x) is the random force with the following proper-
ties
〈f(x)〉 = 0, (2)
〈f(x)f(x′)〉 = δ(x− x′), (3)
Note that Eq. (1) is a coarse grained model that cap-
tures the essential (universal) properties of DP only in
the critical domain.
Further, it is important that the field ψ(x) has been
taken out from the functional N [ψ] in Eq. (1) in order to
obtain a multiplicative noise. This type of noise ensures
that fluctuations vanish in the absorbing state ψ = 0,
which is a fundamental property of models undergoing
an active-to-absorbing phase transition [8, 14]. In the
critical domain, the density ψ is a slow variable and the
reaction and the noise functional may be expanded as
follows
R[ψ] = τ0 + λ0ψ/2 + · · · , (4)
N [ψ] = D0λ0 + · · · , (5)
where in the last expression we have extracted the dif-
fusion constant D0 due to dimensional reasons. The
Langevin equation (1) then assumes the form
∂tψ = D0(∂
2 − τ0)ψ +D0λ0ψ2/2 +
√
D0λ0ψ(x)f . (6)
3In Eq. (6) the parameter τ0 can be interpreted as the
deviation from the percolation threshold (τ0 is thus anal-
ogous to τ ∝ (T − Tc), the deviation from the critical
temperature in the ϕ4−theory of static critical phenom-
ena [4, 5]) and λ0 plays the roˆle of a coupling constant.
The subscript “0“ denotes bare quantities for the future
use of the RG method.
The field-theoretic formulation of the DP is given by
the De Dominicis-Janssen action functional [45, 46]
Sψ[ΦDP] = ψ′{∂t +D0(τ0 − ∂2)}ψ + λ0D0
2
{ψ′ − ψ}ψ′ψ,
(7)
where ψ′ = ψ′(x) is Martin-Siggia-Rose response field
[47], ΦDP ≡ {ψ′, ψ} is the set of all DP related fields in
the action functional and the integration over all tempo-
ral and spatial variables is assumed, e.g. the first term
on the right-hand side of Eq. (7) stands for
ψ′∂tψ =
∫
dt
∫
ddx ψ(x, t)∂tψ(x, t). (8)
The dynamic action (7) corresponds to the Itoˆ interpre-
tation of the stochastic differential equation (6), (3). The
field-theoretic formulation means that all correlations
and response functions are represented as functional in-
tegrals with the functional measure Dψ exp(−Sψ[ΦDP]).
For instance, the pair connectedness function [8] is given
by
〈ψ′(x′)ψ(x)〉 =
∫
Dψ′Dψ ψ′(x′)ψ(x) exp(−Sψ[ΦDP]).
(9)
Quantities of primary importance are the number of par-
ticles N(t), radius of gyration R2(t), density of species
ρ(t) and the survival probability P (t) defined as follows
[8, 14]
N (t) =
∫
ddx 〈ψ′(0, 0)ψ(x, t)〉, (10)
R2(t) = N−1
∫
ddxx2〈ψ′(0, 0)ψ(x, t)〉, (11)
ρ(t) = 〈ψ(x, t)〉, (12)
P(t) = − lim
k→∞
〈ψ′(x,−t)e−k
∫
ddxψ(x,0)〉. (13)
The asymptotic long-time behavior is governed by the
following universal power laws
N(t) ∼ tΘ, ρ(t) ∼ t−δ, (14)
R2(t) ∼ tz˜, P (t) ∼ t−δ′ . (15)
Numerical values of the corresponding critical exponents
in the mean-field approximation are
Θ = 0, z˜ = 1, δ = δ′ = 1, (16)
where the last equality follows from the rapidity symme-
try [14], i.e., from the fact that the action functional (7)
is invariant with respect to the transformation
ψ(x, t)↔ −ψ′(x,−t). (17)
B. Turbulent advection
In order to study the advection of DP by the random
velocity field let us recall that we have to replace the
time derivative with the generalized covariant derivative
[48, 49]
∂t → ∇t + a0(∇ · v), (18)
where ∇t ≡ ∂t+(v ·∇) is the standard convective deriva-
tive and the parameter a0 has to be introduced only in
the case of compressible velocity field [50]. The permissi-
ble physical (microscopic/bare) values of this parameter
are a0 = 0 and a0 = 1, where the corresponding Langevin
equation describes either an advection of the tracer field
or an advection of the density field, respectively [48]. Ef-
fectively this discussion leads to an additional term in
the action functional (7) of the following form
Sadv[ψ′, ψ,v] = ψ′(v ·∇)ψ + a0ψ′(∇ · v)ψ. (19)
Introduction of the velocity field in Eq. (7) may gener-
ally break down the rapidity symmetry (17) which in-
creases the number of independent critical exponents to
four. However, as was shown previously in the case of
compressible Kraichnan-velocity ensemble [50], this sym-
metry has to be modified
ψ(x, t)↔ ψ′(−x,−t), a0 → (1− a0), λ0 → −λ0,
(20)
in order to ensure the number of independent exponents
to remain three. The sign of the coupling constant λ also
appears to be unimportant, since the parameter of the
perturbation expansion is rather λ2 than λ.
In the present case, the velocity field is generated by
the compressible NS (cNS) equation [51–53], written in
the component form as
ρ∇tvi = µ0(δij∂2 − ∂i∂j/3)vj + ζ0∂i∂jvj − ∂ipi + ρfvi ,
(21)
and the continuity equation
∂tρ = −∂i(ρvi), (22)
where ρ = ρ(x) is the density, v = v(x) is velocity and
p = p(x) is the pressure of the fluid, µ0 and ζ0 are the
dynamical and the bulk viscosity. Density of the random
force per unit mass fvi = f
v
i (x) mimics the energy input
into the system [7, 52], which is necessary to compensate
loss of energy due to viscous forces. In order to obtain a
closed set of equations, we further assume the isothermal
condition to hold that relates the density and pressure of
the fluid in the following way
(p− p) = c20(ρ− ρ). (23)
4Here, p, ρ are the mean pressure and the mean density
and c0 is the speed of sound. Eqs. (21) and (22) can be
then cast into a more convenient form
∇tvi = ν0(δij∂2 − ∂i∂j)vj + ν0u0∂i∂jvj − ∂iφ+ fvi ,
(24)
∇tφ = −c20(∂ivi), (25)
where ν0 = η0/ρ is the kinematic viscosity (see [52] for
more details), u0 is a new parameter related to the bulk
viscosity via relation ν0(u0 − 1) = −ν0/3 + ζ0/ρ and we
have introduced a new density-related field φ = c20 ln ρ/ρ.
In Eq. (24) the specific random force fvi obeys Gaussian
statistics with zero mean and the two-point correlator
[53]
〈fvi (x)fvj (x′)〉 =
δ(t− t′)
(2pi)d
∫
k>m
ddk Dvij(k)e
ik(x−x′),
(26)
where m plays a roˆle of the infrared (IR) cut-off and the
spectrum Dvij(k) is in adopted in the form
Dvij(k) = g10ν
3
0k
4−d−y(Pij(k) + αQij(k)) + g20ν30 . (27)
Here, g10, g20 are coupling constants, Pij(k) = δij −
kikj/k
2 and Qij(k) = kikj/k
2 are transversal and lon-
gitudinal projection operators, d is the dimension of the
space and y is an analytic regulator that serves as an ex-
pansion parameter in the perturbative RG [7, 54]. The
parameter y is analogous to the classical ε = 4− d in the
theory of critical phenomena which is introduced in or-
der to regularize the ultraviolet (UV) divergences in the
Feynman diagrams of the perturbative expansion. This
procedure is also referred to as an analytic regularization
[7]. The most relevant value of y is 4, where the trace
of the non-local part of Eq. (26) becomes proportional
to δ(k) which mimics the energy input from the largest
spatial scales k→ 0 [40].
The first term on the right hand side in Eq. (27) rep-
resents a classical way of introducing the random force
in the perturbative RG theory of turbulence, whereas the
second term has to be added in order to ensure the multi-
plicative renormalization of the model around d = 4 [53].
This point is discussed further in Sec. III B. The local
part of the random-force correlation functions can be in-
terpreted as a term responsible for thermal fluctuations
(since in the real space it represents a delta correlated
term that mimics the energy input from all spatial scales
including the smallest).
An important point to discuss here is the meaning of
the parameter α, which is lacking in previous literature
[52, 53, 55]. Let us consider the stochastic NS Eq. (21)
in a different form [48]
∂t(ρvi) + ∂j(ρvivj) = ∂j(σ
′
ij − pδij) + ρfvi , (28)
where σ′ij is the viscous stress tensor responsible for the
energy dissipation [48], whose exact form is unimpor-
tant at this stage. By taking the divergence of Eq. (28)
with the subsequent insertion into the time derivative of
the continuity equation (22) (together with the adiabatic
condition (23)) we arrive at
∂2ttρ− c20∂2ρ = ∂i∂j(ρvjvi − σ′ij)− fvi ∂iρ− ρ∂ifvi . (29)
This is nothing else (let alone the random force) than the
Lighthill equation of aero-acoustics [49]. From Eq. (29) it
is obvious that the longitudinal part of the random force
is responsible for generation of sound waves. However, in
the case of purely solenoidal random force (∇ · fv = 0)
the sound waves may still be generated due to the non-
linearities on the right hand side o Eq. (29). This implies
that the sole limit α→ 0 in Eq. (26) does not correspond
to the incompressible limit. On the other hand, it has
been shown within the one-loop approximation [52] that
in the limit α → 0 the energy spectrum of the fully de-
veloped turbulence coincides with the Kolmogorov −5/3
law for the incompressible turbulence.
Using standard procedures [3, 7, 45] we finally obtain
the De Dominicis-Janssen action functional
Sv[Φvel] = −
v′iD
v
ijv
′
j
2
+ v′i
{∇tvi − ν0[δij∂2 − ∂i∂k]vk
− u0ν0∂i∂jvj + ∂iφ
}
+ φ′
{∇tφ− v˜0ν0∂2φ+ c20∂ivi} , (30)
where Φvel ≡ {v′,v, φ′, φ} is a full set of velocity-related
fields, Dvij is the velocity field random force correlator
(26) and the term proportional to v˜ has been added in
order to ensure the multiplicative renormalization [52].
The model for compressible turbulence based on com-
pressible NS equation was firstly proposed in [51]. How-
ever, as mentioned in [56, 57] authors did not pay at-
tention to the multiplicatively renormalization and the
model they obtained was not multiplicatively renormal-
izable as well as the term proportional to v˜ was missing.
In contrast to the synthetic model for velocity field and
its variations [29, 58, 59] the model (30) is Galilean in-
variant, which is specified in the next section. This leads
to a restriction of possible terms that can be generated
during the RG procedure and pose certain conditions on
renormalization constants [37, 60].
III. FIELD-THEORETIC RENORMALIZATION
GROUP
A. Perturbation theory
The entire model describing the advection of the DP
process in presence of compressible fully developed tur-
bulence is given by the sum of action functionals (7), (19)
and (30), briefly written as
S[Φ] = Sψ + Sv + Sadv, (31)
where Φ = ΦDP∪Φvel is the set of all fields. Main objects
of a practical interest are connected correlation functions
Wϕ...ϕ with ϕ ≡ ϕ(x) being any permissible field from
5the set Φ. The generating functional W for connected
correlation functions is defined as [4, 5, 7]
W[A] = lnZ[A], Wϕ...ϕ = δW
δϕ . . . ϕ
∣∣∣∣
A=0
, (32)
where A stands for the set of source fields corresponding
to Φ.
The building blocks of the perturbation theory are
propagators and vertex factors. Propagators are acquired
from the inverse of the quadratic part of the action func-
tional (31)
〈vivj〉0 = d
f
1
|1|2Pij + d
f
2
∣∣∣3
R
∣∣∣2Qij , 〈φ′φ〉0 = ∗2
R∗
, (33)
〈v′ivj〉0 =
1
∗1
Pij +
∗3
R∗
Qij , 〈v′iφ〉0 =
ic20ki
R∗
, (34)
〈φφ〉0 = c
4
0k
2
|R|2 d
f
2 , 〈viφ′〉0 =
−iki
R
, (35)
〈viφ〉0 = ic
2
03ki
|R|2 d
f
2 , 〈ψψ′〉0 =
1
L
, (36)
where we have introduced the shorthand notation
1 = −iω + ν0k2, df1 = ν30(g10kd−4−y + g20), (37)
2 = −iω + ν0u0k2, df2 = ν30(αg10kd−4−y + g20), (38)
3 = −iω + ν0v˜0k2, L = −iω + ν0w0(k2 + τ0), (39)
R = 12 + c
2
0k
4. (40)
The complex conjugate counterparts 〈ϕϕ′〉 = 〈ϕ′ϕ〉∗, ϕ ∈
Φ are not displayed. All other free-field correlation func-
tions are zero. The vertex factors Vϕ...ϕ are extracted
from the interaction part of the action functionals (7)
and (30):
Vv′ivj(q)vl(k) = −i(kjδil + qlδij), (41)
Vφ′vjφ(k) = −ikj , (42)
Vψ′ψ′ψ = −Vψ′ψψ = λ0D0, (43)
Vψ′vi(q)ψ(k) = −i(ki + a0qi). (44)
A graphical representation of the Feynman rules is de-
picted in Fig. 2 and Fig. 3. Apparently, theory (31) is
translation-invariant. For such theories it is convenient
to work with the effective potential Γ, defined as the Leg-
endre transform of W [5, 61]
W[A] = Γ[α] +Aα, α = δW[A]
δA(x)
∣∣∣∣
A(x)=0
. (45)
The effective action Γ represents also the generating func-
tional for vertex functions Γα...α. It can be shown [4, 5, 7]
that after the relabeling α→ Φ the relation between the
effective potential and the original action functional takes
the simple form
Γ[Φ] = −S[Φ] + (1P loop corrections). (46)
Figure 2. Graphical representation of the propagators of
model (31).
Figure 3. Graphical representation of the interaction part of
model (31).
1P (one-irreducible) loop corrections in (46) are Feynman
diagrams, which remain connected if one of the lines is
removed. At the tree level we have Γ0[Φ] = −S0[Φ].
The next-to-leading order requires calculation of all one-
loop Feynman diagrams. Such calculations are usually
plagued with divergences, what can be taken care of with
a proper renormalization scheme [5, 7].
B. UV divergences and renormalization procedure
Renormalization of model (30) has been carried out
both directly at d = 3 in [52] and with the use of a
double expansion scheme in the vicinity of the space di-
mension d = 4 in [53]. Since the upper critical dimen-
sion of the DP model is four (the coupling constant of
the DP becomes dimensionless, see below) we have to
renormalize the cNS model around d = 4 as well. In
field-theoretic models of passive turbulent advection or
advection of models such as (7) the velocity field is not
renormalized at all, what simplifies the RG procedure
[34, 40, 50, 55]. The same situation occurs also in the
present case. Because the velocity model has been dis-
cussed in detail elsewhere [53] and it is not our main aim
here, we do not dwell on the full renormalization proce-
dure of the cNS model but discuss only parts relevant to
our model.
The initial part of the RG procedure consists of the
analysis of the UV divergences based on a calculation of
canonical dimensions [4, 5, 7]. Dynamical models such
as (7) and (30) have two independent length scales - spa-
tial and temporal length scale. We introduce dkQ and d
ω
Q
6as the momentum and a frequency canonical dimension,
respectively. Their linear combination
dQ = d
k
Q + 2d
ω
Q (47)
denotes the total canonical dimension dQ of the quantity
Q. The total canonical dimension (47) plays the same
role as a standard canonical dimension in static theories
[4, 5]. A list of all canonical dimensions for the current
model is shown in Tab. I.
Superficial divergences are present in such 1I functions
Γ for which the UV exponent
δΓ = dΓ|ε=y=0 = 6−
∑
ϕ
Nϕdϕ, (48)
is non-negative. The sum in Eq. (48) runs over all field
arguments of the function Γ.
To sort out 1I functions Γ with real UV divergences
the following properties of the model are used.
(a) 1I functions without at least one response field v′, φ′
and ψ′ necessarily contain a closed loop of retarded
propagators and therefore no such counterterm can
appear. Moreover, structures with at least one field
ψ′ must contain at least one field ψ. Otherwise we
obtain again a closed loop. A detailed technical ex-
position can be found in [7].
(b) Fields v and φ appear in interaction vertices of the
action (30) together with their derivatives and hence
the real UV exponent is reduced according to
δ′Γ = δΓ − nv − nφ. (49)
For instance, 1I function Γψ
′ψφ has δΓ = 0 but
δ′Γ = −1 and therefore it is a finite function (does
not require renormalization).
(c) The Galilean invariance [40, 53] of model (30) en-
sures that the convective derivative ∇t must enter
the counterterms as a single object [7, 52]. This
implies that structures ψ′∂tψ and ψ′(v ·∇)ψ must
be renormalized by the same counterterm. An ad-
ditional observation which reduces possible types of
counterterms is the generalized Galilean invariance
under the time-dependent transformation (instanta-
neous) velocity parameter Vi(t):
vw(x) = v(xw)− Vi(t), x = (t,x),
Φw(x) = Φ(xw); xw = (t,x+ V (t));
V (t) =
∫ t
−∞
Vi(t
′)dt′, (50)
where Φ stands for any of the three remaining fields –
v′, φ′, φ. The crucial point is that despite the fact
that the action functional is not invariant with re-
spect to such a transformation, it transforms in the
identical way with the generating functional of the
1-irreducible Green functions
S[Φw] = S[Φ] + v′ · ∂tVi,
Γ[Φw] = Γ[Φ] + v
′ · ∂tVi. (51)
The latter expression could be expressed in the form
(46). In fact, the expressions (51) mean that the
counterterms appear invariant under the generalized
Galilean transformation (50).
(d) From the explicit form of the propagators in Eq. (33)-
(34), we observe that 〈v′φ〉0 and 〈vφ〉0 are propor-
tional to c20 while 〈φφ〉0 is proportional to c40. On the
other hand, propagator 〈φφ′〉0 is not proportional to
any power of c0. Since these factors have a positive
total canonical dimension (see Tab. I), they appear
as an external factor in a given Feynman diagram.
Hence, the real UV exponent is reduced by the num-
ber of fields containing this factor. The vertex func-
tion with Nφ′ > Nφ contains factor c
2(Nφ′−Nφ)
0 . For
example, the Green function Γψ
′ψφ′ is UV finite, since
the UV exponent is reduced from δΓ = 0 to δ
′
Γ = −2
[55].
As a consequence, we arrive at the conclusion that all UV
divergences of the DP model can be removed by addition
of the following counterterms
ψ′∂tψ, ψ′∂2ψ, τψ′ψ, ψ′(v ·∇)ψ, (52)
ψ′(∇ · v)ψ, ψ′ψ2, ψ′2ψ . (53)
All of these terms are already present in model (31) and
thus the model is multiplicatively renormalizable.
In explicit terms renormalization of the DP action
functional is accomplished by the following renormaliza-
tion of the parameters and fields
g30 = g3µ
εZg3 , D0 = DZD, τ0 = τZτ + τc, (54)
λ0 = λµ
ε/2Zλ, w0 = wZw, a0 = aZa, (55)
with the substitution ψ′ → ψ′Zψ′ , ψ → ψZψ and simi-
larly for the cNS field [52, 53]. Note that the term τc is a
non-perturbative effect [14, 62, 63], which is not captured
by the dimensional regularization.
For completeness (details in [53]) we note that the fol-
lowing renormalization of the velocity part of the action
(31) is needed
g10 = g1µ
yZg1 , u0 = uZu, ν0 = νZν ,
g20 = g2µ
εZg2 , v0 = vZv, c0 = cZc, (56)
supplemented with the renormalization of φ and φ′ fields
φ→ Zφφ, φ′ → Zφ′φ′. (57)
The total renormalized action functional of DP advected
by compressible turbulent flow is then SR = SψR + SvR +
SadvR explicitly given by
7Q v′0 v0 φ
′
0 φ0 ψ
′ ψ m,µ,Λ τ ν0, ν,D0, D c0, c g10 g20, g30 = λ20 u0, v0, w0, u, v, w, g1, g2, g3, α0, α
dkQ d+ 1 −1 d+ 2 −2 d/2 d/2 1 2 −2 −1 y ε 0
dωQ −1 1 −2 2 0 0 0 0 1 1 0 0 0
dQ d− 1 1 d− 2 2 d/2 d/2 1 2 0 1 y ε 0
Table I. Canonical dimensions of all the bare fields and bare parameters for the model of velocity fluctuations. Parameters m
and Λ are the IR and UV cut-off, respectively, and µ is the scale-setting parameter.
SψR[Φ] = ψ′{Z1∂t +D(−Z2∂2 + Z3τ)}ψ −
λD
2
{Z4ψ′ − Z5ψ}ψ′ψ + ψ′{Z1vi∂i + Z6a(∂ivi)}ψ, (58)
which has to be augmented by the relations for the renor-
malization constants
Z1 = Zψ′Zψ, Z2 = Zψ′ZψZD, (59)
Z3 = Zψ′ZψZDZτ , Z4 = Z
2
ψ′ZψZDZλ, (60)
Z5 = Zψ′Z
2
ψZDZλ, Z6 = Zψ′ZψZa. (61)
These relations can be easily inverted to express the RG
constants of fields and parameters in terms of Zi, i =
1, . . . , 6. In the one-loop approximation, the following
diagrams are required for the DP part of the whole model
(31)
Γψ′ψ = iωZ1 −Dk2Z2 −DτZ3+
+
1
2
+ , (62)
Γψψ′ψ′ = Dλµ
ε
2Z4+
+ + 2 + 2 , (63)
Γψ′ψψ =−Dλµ ε2Z5+
+ + 2 + 2 , (64)
Γψ′ψvi =− ipiZ1 − iaqiZ6+
+ + +
+ + + , (65)
where pi and qi in the last equation stand for momenta
of fields ψ and vi, respectively. Passivity of the prob-
lem directly leads to the absence of additional corrections
to cNS model caused by the DP perturbation elements.
The explicit expressions for renormalization constants are
given in Appendix A.
Investigation of the large-scale and long-time universal
properties of the field-theoretic models calls for an analy-
sis of Green functions at different spatio-temporal scales.
The relation between the renormalized G and bare G0
Green functions is the following [4, 7]
Gϕ
′ϕ
0 ({ki}, e0) = Z
Nϕ′
ϕ′ (g)Z
Nϕ
ϕ (g)G
ϕ′ϕ({ki}, e, µ), (66)
where ϕ,ϕ′ stand for any permissible field, and k =
{k, ω}, g = g(µ) is the full set of renormalized charges
and e0, e = e(µ) are sets of all bare and renormalized pa-
rameters (including masses) with µ being the reference
mass scale. In what follows, we denote the logarithmic
derivative with respect to any quantity x as Dx ≡ x∂x.
Let us denote D˜µ the logarithmic derivative with respect
to µ with fixed bare parameters. Application of D˜µ on
(66) yields the fundamental RG equation [4, 5]
{DRG +Nϕ′γϕ′ +Nϕγϕ}Gϕ′ϕ({ki}, e, µ) = 0, (67)
where γQ is the anomalous dimension of the quantity Q
γQ = D˜µ lnZQ. (68)
Further, DRG in Eq. (67) is the D˜µ operator expressed in
terms of renormalized parameters
DRG = Dµ + βg∂g − γνDν − γcDc − γτDτ , (69)
where in the second term summation over all charges g
of theory is implied. For convenience we denote by g the
following set
g = {g1, g2, u, v, g3, w, a}. (70)
The beta functions βg, describing the dependence of
charges on the reference mass scale µ, are defined as
βg = Dµg. (71)
8FP
/
g∗|λi g∗1 g∗2 u∗ v˜∗ g∗3 w∗ a∗ λ1 . . . λ4 λ5 λ6 λ7
FP0 0 0 NF NF 0 NF NF (y < 0, ε < 0) −ε 0 0
FPI 0 0 NF NF 4
3
ε 0 1
2
(y < 0, ε < 0) ε − 1
12
ε 1
6
ε
FPII 0 8
3
ε 1 1 0 w∗(a∗) a∗(w∗) (y < 3
2
ε, ε > 0) Λ5(w
∗)ε Λ6(w∗)ε 0
FPIII 0 8
3
ε 1 1 0.3505(0)ε 1.0819(3) 1
2
(y < 3
2
ε, ε > 0) 0.0438(1)ε 0.2165(3)ε 0.8083(8)ε
FPIV G(∆) H(∆) 1 1 0 w∗(a∗,∆) a∗(w∗,∆) (y > 3
2
ε, y > 0) λ5(w
∗,∆) λ6(w∗,∆) 0
FPV G(∆) H(∆) 1 1 g∗3(∆) w
∗(∆) 1
2
(y > 3
2
ε, y > 0) λ5(∆) λ6(∆) λ5(∆)
FPIV
α→0
16y
9
0 1 1 0 1 NF (y > 3
2
ε, y > 0) 2
3
(y − 3
2
ε) 1
2
y 0
FPV
α→0
16y
9
0 1 1 16
15
( 3
2
ε− y) 1
2
(√
1 + 40y
4y−ε − 1
)
1
2
(y > 3
2
ε, y > 0) λ5(y, ε) λ6(y, ε)
2
15
( 3
2
ε− y)
FPVI 0 8ε
3
∞ C 0 C NF unstable − ε
3
2(13+
√
13)
3(1+
√
13)2
ε 0
FPVII 0 8ε
3
∞ C 8ε
15
1
6
(√
129− 3) 1
2
unstable 0.919918ε 0.295449ε ε
15
FPVIII 8y
3
0 ∞ C 0 C NF unstable 2
3
(y − 3
2
ε)
2(
√
13+13)
3(
√
13+1)2
y 0
FPIX 8y
3
0 ∞ C 16
15
( 3
2
ε− y) 1
2
(√
1 + 40y
4y−ε − 1
)
1
2
unstable λ5(y, ε) λ6(y, ε)
2
15
( 3
2
ε− y)
FPX Any from above 4
3
ε ∞ 1
2
unstable
Table II. List of all fixed points. We use the following abbreviations (∆ = {y, ε, α}), G(∆) = 16y(2y−3ε)
9((α+2)y−3ε) , H(∆) =
16αy2
9((α+2)y−3ε) , C = (
√
13 − 1)/2 and NF stands for ”not fixed”, i.e. a coordinate is not determined in unambiguous fashion.
Expressions that are not displayed are rather lengthy and a few explicit formulas can be found in Appendix C. Coordinates of
the fixed-points values of cNS charges are taken from [53]. Further comments are found in the main text. Numerical values are
rounded to five decimal places, where the last number in brackets denotes the last rounded digit.
For the DP process advected by turbulent flow they are
found from (54) and (55)
βg3 = −g3(ε+ γg3), βw = −wγw, βa = −aγa, (72)
and similarly for charges of the cNS field [53]
βg1 = −g1 (y + γg1), βg2 = −g2 (ε+ γg2),
βu = −uγu, βv = −vγv, (73)
which we quote here for completeness.
The explicit form of the RG functions can be found
in Appendix B. The asymptotic behavior is described by
the IR fixed point (FP) g∗ at which all the charges satisfy
∀g : βg(g∗) = 0. (74)
Recall the abbreviations (70), so in fact Eq. (74) is a
system of seven connected equations for seven unknowns.
Stability of the given fixed point is then determined by
eigenvalues of the matrix of the first derivatives
Ωij =
∂βgi
∂gj
∣∣∣∣
g=g∗
. (75)
In case of the IR attractive stable point, eigenvalues of
this matrix have to be strictly positive [7].
IV. RESULTS
A. Fixed points
Apart from the Gaussian (free) fixed point FP0, eleven
fixed points have been found, out of which four embody
qualitatively new universality classes. A list of all fixed
points and eigenvalues of the corresponding stability ma-
trix (75) are summarized in Table II. As expected, the
trivial fixed point FP0 is stable for negative values of
ε, y, and for any α. The first non-trivial fixed point FPI,
represents the bare DP process with an irrelevant veloc-
ity field, which corresponds to the standard DP regime
[8, 14]. In contrast to previous work [34, 36] this fixed
point has been found unstable to any permissible val-
ues of y, ε, α. The following two fixed points FPII and
FPIII correspond to universality classes of the passive
scalar and DP advected by the thermal fluctuations of
the velocity field. By a passive regime we henceforth
have always in mind a regime for which DP interactions
are irrelevant, i.e. g∗3 = 0. For FPII and FPIII only a
local part of the random force for velocity is relevant.
For fixed point FPII with irrelevant DP interactions, we
find that parameters w∗ and a∗ are not fixed. However,
they are related to each other. Consequently, we do not
have a fixed point, but rather a fixed line constrained
9by the relation a∗ = a∗(w∗). The plot of the function
w∗(a∗) can be seen in Fig. 4 and several explicit results
together with eigenvalues of the stability matrix are given
in Appendix C 2. If we restrict ourselves to the interval
a∗ ∈ 〈0, 1〉, parameter w∗ attains values from the interval
〈1, 1.0518(8)〉 and the maximum value w∗ is reached at
a∗ = 1/2 (see Fig. 4). We have checked numerically that
for any accessible value of w∗(a∗) the eigenvalue λ6 is
negative for ε > 0 and therefore we infer that this fixed
point is unstable. FPIII is stable in the region y < 3ε/2
and ε > 0.
In the case with g∗1 > 0 and g
∗
2 > 0, two fixed points
have been found. The regime FPIV describes turbulent
advection of a passive scalar with irrelevant DP inter-
actions. In a fashion similar to the fixed point FPII,
parameters a∗ and w∗ cannot be determined unambigu-
ously, but again they are related and we have a whole
line of fixed points. In contrast to FPII, this line de-
pends on parameters ∆ = {y, ε, α}. The explicit expres-
sion for a∗(w∗) can be found in Appendix C 3. The plot
for (y, ε) = (4, 1) and α ∈ {0, 1,∞} is shown in Fig. 4
below. In the case of α = 0, parameter w∗ = 1, and pa-
rameter a∗ remain undetermined. This is in accordance
with results obtained in [53]. However, for α > 0 we have
w∗ > 1 if a∗ ∈ 〈0, 1〉. This means that the universality
of the fixed point FPIV changes with α > 0. Although it
still corresponds to the turbulent advection by compress-
ible turbulent flow, it is quantitatively different from that
obtained in [53]. The plot for α > 0 is symmetric around
a∗ = 1/2 as in FPII with maxima at w∗ = 1.0518(8) for
α = 1 and w∗ = 1.1085(4) for α = ∞. The most non-
trivial fixed point FPV represents the universality class
of DP advected by the compressible turbulent flow. In
the case α = 0, FPV becomes unstable for all (y, ε) and
FPIV is stable for y > 3ε/2 and ε > 0. However, if α > 0
the exact structure for g∗3(∆), w
∗(∆) as well as eigen-
values for FPV and FPIV are too cumbersome to carry
out a direct analysis. This problem requires numerical
solution of a complicated non-linear set of connected dif-
ferential equations [64]. Before we turn our attention to
numerical results, let us discuss other analytical results.
In order to obtain the full set of fixed points, one has
to analyze limiting cases {u, v, w} → ∞ as well. As
can be easily seen from (33) and (34) in the limit u →
∞, the propagators 〈vivj〉0 and 〈viv′j〉0 become purely
transversal and the propagators 〈viφj〉0 and 〈viφ′j〉0 van-
ish. Hence, u→∞ describes the incompressible limit. In
this case, four fixed points FPVI-FPIX are found. The
first two, FPVI and FPVII, describe new universality
classes of a passive scalar and DP advected by thermal
fluctuations of the incompressible velocity field. These
two fixed points are not present in the previous studies,
where the velocity field is generated by the incompress-
ible NS equation [36]. The incompressible NS model does
not possess divergence around d = 4 and therefore no
fixed point with only g2 relevant (in our notation) can
appear. Fixed points FPVIII and FPIX belong to a uni-
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Figure 4. Relation between w∗ and a∗ for FPII (upper fig-
ure) and FPIV (lower figure), respectively. For FPII, the
parameter w∗ ∈ 〈0, 1.0518(8)〉 for any a∗ ∈ 〈0, 1〉. The same
situation occurs in the case of FPIV, where the correspond-
ing maximum depends on ∆. The lower plot is made for the
physically relevant choice (y, ε) = (4, 1) and three different
values of α. Note that all plots are symmetric around the
point a∗ = 1/2.
versality class similar to FPVI and FPVII except that
the velocity field now describes the fully developed in-
compressible turbulent flow. It can be shown, however,
that all fixed points of the velocity field in the incom-
pressible limit are unstable [53].
The limiting case v˜ → ∞ is uninteresting, since in
the one-loop approximation the parameter v˜ enters only
the βv˜ function and therefore fixed point values of other
parameters are identical to the ones already mentioned
above (see [53]). Similarly to the previous case, corre-
sponding fixed points in the limit u→∞ are unstable.
Finally, let us discuss the limit w → ∞. The contri-
butions to the DP renormalization constants from the
velocity field (terms proportional to g1 and g2) vanish
and accordingly the process belongs to the universality
class of DP with irrelevant velocity field (see Appendix
A). We have checked that for any fixed point values for
the velocity field the fixed point FPX is unstable for any
∆.
To confirm the restricted picture obtained in analyti-
cal fashion, we have numerically sought fixed-points solu-
tions of β functions. Results for the coupling constant g∗3
in the (y, ε) plane for three different values of parameter
α are shown in Fig. 5. These RG flows are calculated
with initial conditions (g1, g2, u, v) = (1, 1, 1, 1) for the
cNS charges. Varying initial conditions might, of course,
change the structure of the RG flow, but the universal
quantities have to remain unchanged (for positive ini-
tial values). In the case of purely transversal random
force α = 0, only three stable fixed points have been
found FP0, FPII and FPIV, what is in accordance with
our analytical results. For the physically relevant val-
10
FP0
FP0
FP0
Figure 5. Numerical solution for the fixed point’s coordi-
nate of the charge g∗3 for three different values of parameter
α ∈ {0, 1,∞} (depicted in a given order from top to bottom).
Distinct regions of stability are separated by the solid black
line, the line ε = 1 (d = 3) is represented by the gray dashed
line and black dot represents the case (y, ε) = (4, 1). Techni-
cal details concerning boundary between regions of stability
for FPIV and FPV can be found in Appendix C 5.
ues (y, ε) = (4, 1) the system belongs to the universal-
ity class of passive scalar advected by the compressible
turbulent flow. By increasing the value of α, the exis-
tence of another fixed point FPV emerges. The region
Figure 6. RG flow in the (a,w, g3) plane for the physical
values (y, ε) = (4, 1) and for α ∈ {0, 1,∞} (from top to the
bottom). By increasing the value of α, the fixed (dashed) line
shifts from w = 1.
of stability for FPV gets larger with an increasing α. In
the limit α → ∞ (pure longitudinal random force sce-
nario) the boundary between FPIV and FPV does not
cross the physical point (y, ε) = (4, 1). Therefore, we do
not observe any crossover between universality classes by
changing the structure of the velocity field random force.
A numerical calculation of the RG flow for the physi-
cal values of parameters (y, ε) = (4, 1) can be seen in
Fig. 6. We have again performed a calculation for three
different values of α. For α = 0 one immediately ob-
serves that there is an entire line of fixed points with
g∗3 = 0, w
∗ = 1 and a∗ not fixed, denoted by dashed line.
Moreover, the RG flow is symmetric around the plane
a∗ = 1/2 and the further from the center the flow begins,
the more attracted towards the center it is. The large
11
Figure 7. Phase portraits in the (d, y)− plane for the fol-
lowing values α ∈ {0, 1,∞} (from top to the bottom). For
α > 0 four regimes are present and in the limit α → 0 ad-
vected DP regime vanishes. The case d = 3 (ε = 1) is denoted
with the dashed line, so that the crossover with growing α
between distinct regimes is clearly visible. The most relevant
point (d, y) = (3, 4) (denoted by the black dot) belongs to the
universality class of passive advection.
value α takes, the stronger attraction is observed. This
can be particularly seen in the case of α = 1. In addition,
the line of fixed points shifts away from the former line
to w∗ = w∗(a∗). In the case α → ∞ even the stability
of this line changes, so that regions around a∗ = 0 and
a∗ = 1 become unstable.
For convenience, we have constructed a schematic
phase portrait with regions of stability in Fig. 7 in the
(d, y) plane. Different regions of stability are denoted by
different shades of gray. For the physical values of pa-
rameters (d, y) = (3, 4) the system lies within the regime
of the passive scalar advected by the compressible tur-
bulent flow, where DP interactions are irrelevant. This
phase portrait possesses a few differences from results
obtained by previous authors. In [34, 36] it was estab-
lished that in the case of incompressible turbulence for
the physical values of parameters, the model should be-
long to the universality class of passive advection and DP
is effectively irrelevant. With the account of the effect of
compressibility, the region of stability for an advected DP
expands and above a certain level of compressibility DP
interactions become relevant. This difference might be
traced to the fact that in the present model the parame-
ter α, which is responsible for the quantitative change of
the phase portrait, does not generally describe the level
of compressibility. Further, in the previous work [59, 65]
the parameter α (in their notation) has to fulfill a cer-
tain condition involving scaling parameter of the velocity
field.
B. Critical scaling
In this section we discuss universal scaling properties
of the DP process advected by the fully developed com-
pressible turbulent flow. At the critical point, the total
scaling dimension of any quantity Q is given by the rela-
tion [5, 7]
∆Q = d
k
Q + ∆ωd
ω
Q + γ
∗
Q, ∆ω = 2− γ∗D, (76)
where γ∗Q = γQ(g
∗) is a fixed point’s value. Applying a
scaling analysis on definitions (10)-(13) we get the fol-
lowing expressions for critical exponents [8, 50]
Θ = −γ
∗
ψ + γ
∗
ψ′
∆ω
, z˜ =
2
∆ω
, (77)
δ =
d/2 + γ∗ψ
∆ω
, δ′ =
d/2 + γ∗ψ′
∆ω
. (78)
Anomalous dimensions and critical exponents of the
model under consideration can be seen in Tab. III. A
few analytical expression were too lengthy, so they are
not displayed explicitly.
Let us first begin by discussing a presence of non-
universality. It has turned out that the anomalous di-
mensions γ∗τ and γ
∗
D are independent of charges a
∗(w∗)
in the case of all fixed points (see Appendix C 1). As
a result, the non-universality shows up only in anoma-
lous dimensions γψ and γψ′ for regimes FPII and FPIV.
The only exception is FPV, where γ∗τ depends on α. It
should also be emphasized that the result γ∗D = y/3 for
regimes FPIV, FPV, FPVIII, FPIX and γ∗τ = −y/3 for
regimes FPIV, FPVIII are in fact exact results. This
follows from the fact, that in these cases γ∗D and γ
∗
τ are
calculated solely from γ∗ν which is known exactly due to
non-renormalizability of the non-local part of the random
force correlator (27) [7, 53].
12
FP
/
γ∗|exp. γ∗ψ, γ∗ψ′ γ∗τ γ∗D z˜ Θ δ, δ′
FP0 0 0 0 1 0 1− 1
4
ε
FPI − 1
12
ε − 1
4
ε 1
12
ε 1 + 1
14
ε 1
12
ε 1− 1
4
ε
FPII γψ(a
∗, ε) 6= γψ′(a∗, ε) − 12ε 12ε 1 + 14ε T (a∗)ε 1−
γψ(a
∗,ε)
2
6= 1− γψ′ (a
∗,ε)
2
FPIII −0.0603(6)ε −0.5438(1)ε 1
2
ε 1 + 0.0109(5)ε 0.0219(1)ε 1− 1
4
ε
FPIV γ∗ψ(a
∗,∆) 6= γ∗ψ′(a∗,∆) − 13y 13y 22−y/3 Θ(a∗,∆) δ(a∗,∆) 6= δ′(a∗,∆)
FPV γ∗ψ(∆) = γ
∗
ψ′(∆) − 13y + 18g∗3(∆) 13y 22−y/3 Θ(∆) δ(∆) = δ′(∆)
FPIV
α→0
0 − 1
3
y 1
3
y 2
2−y/3 0
4−ε
2(2−y/3)
FPV
α→0
1
30
(2y − 3ε) − 1
5
(y + ε) 1
3
y 2
2−y/3 − 3(2y−3ε)5(2−y/3) 30+y−915(2−y/3)
FPVI 0 − 1
3
ε 1
3
ε 1 + 1
6
ε 0 1− 1
12
ε
FPVII − 1
30
ε − 2
5
ε 1
3
ε 1 + 1
6
ε 1
30
ε 1− 1
10
ε
FPVIII 0 − 1
3
y 1
3
y 2
2−y/3 0
4−ε
2(2−y/3)
FPIX 1
30
(2y − 3ε) − 1
5
(y + ε) 1
3
y 2
2−y/3 − 3(2y−3ε)5(2−y/3) 30+y−915(2−y/3)
Table III. Anomalous dimensions and critical exponents for various fixed points with shorthand notation ∆ = {y, ε, α}. Some
gamma functions are not displayed due to their cumbersome structure. Non-universality affects only anomalous dimensions for
DP fields and critical exponents that originate from them. Exponents δ and δ′ differ only if the non-universality is present for
a∗ 6= 1/2. Corresponding values for fixed point FPX are not displayed since they are identical to FPI.
Although the rapidity symmetry (17) is generally bro-
ken, critical exponents describing density of species δ and
the survival probability δ′ are identical if DP is relevant
(FPI, FPIII, FPV). This is because anomalous dimen-
sions for DP fields posses the following symmetry
γψ(a) = γψ′(1− a), (79)
and so they are equal for a∗ = 1/2 (see Eq. (B6) and
(B7)). However, if the DP is irrelevant (FPII, FPIV) the
parameter a∗ does not necessarily reach the fixed point
value a∗ = 1/2. The region of stability as well as the final
value of a∗ then depends on its initial value a in the RG
flow and on parameters ∆ as it has been shown in Fig.
6. For any other fixed point value than a∗ = 1/2 critical
exponents δ and δ′ differ. Scaling properties of the Gaus-
sian and DP fixed point (FP0, FPI) are in agreement
with [14]. Results of FPII and FPIII universality class
have not been obtained before, but these fixed points are
unstable. Critical exponents Θ, δ and δ′ for FPII are de-
picted in Fig. 8. Critical exponent Θ is symmetric around
a∗ = 1/2 and exponents δ and δ′ are symmetric within
each other with respect to a∗ = 1/2. The final expres-
sions of z˜ for regimes FPIV and FPV are exact. Note
that in [34] authors do not normalize the definition for
R with the expression N . As a result, a different expo-
nent z˜ is obtained. For the physical value of parameter
y = 4 we obtain R2 ∼ t3 which is in agreement with the
Richardson law dR2/dt ∼ R4/3 for turbulent diffusion
[31, 40]. Explicit results for other exponents and anoma-
lous dimensions are in the case of FPIV and FPV too
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Figure 8. Critical exponents for FPII for ε = 1 as a function
of a∗.
long for an analytical analysis. We discuss a numerical
calculation of critical exponents later.
Scaling properties of the first two universality classes
in the incompressible limit (FPVI, FPVII) have not been
found in the previous work [36]. This is due to the fact,
that the incompressible model of NS turbulence does not
posses divergence around d = 4 and therefore a fixed
point determined solely by g2 (in our notation) does not
exist. The results of the other two universality classes
in the incompressible limit (FPVIII, FPIX) are in agree-
ment with the results obtained in [36].
A very intriguing result is that the universality class
of the passive scalar and DP advected by the compress-
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ible turbulent flow (FPIV,FPV) coalesces with the in-
compressible limit for α → 0. The reason for this result
may be related to the fact that in the limit α → 0 the
model (30) for the fully developed compressible turbu-
lence shows an incompressible Kolmogorov −5/3 energy
spectrum [52].
We have computed critical exponents numerically for
the physical (y, ε) = (4, 1) as a function of α and the
initial value a in the RG flow. The result for exponents
Θ, δ and the difference ∆δ = |δ − δ′| are displayed in
Fig. 9. It is noticeable, that the limit α→ 0 converges to
the incompressible case and the results are universal, i.e.
independent of the initial value a. For a = 1/2 we do not
observe any substantial change of δ or ∆δ as a function
of α. By increasing α a non-universality with respect to
the initial value a emerges. The more a deviates from
a = 1/2, the faster increase of δ and ∆δ as function
of α, mainly in region α ≥ 1. A similar situation is
observed in other stochastic models, e.g. in case of the
stochastic magnetohydrodynamic turbulence [66], where
the decisive roˆle is played by a forcing decay-parameter.
Increase of the value of the parameter α also drasti-
cally changes values of critical exponents. The exponent
Θ shows a rapid increase for α ' 1, while exponents δ
and δ′ show very weak dependence for α / 1. Moreover,
we observe a certain degree of symmetry in critical expo-
nents. For instance, the exponent describing a number of
particles Θ is symmetric with respect to the transforma-
tion a↔ 1−a, i.e. symmetric around a = 1/2. The graph
for δ′ is horizontally symmetric to δ with respect to the
a = 1/2 plane. This is due to the symmetry (79), which
follows from the fact that renormalization constants are
symmetric with respect to the transformation
Zi(a) = Zi(1− a), for i = 1, 2, 3; (80)
Z4(a) = Z5(1− a), (81)
Z1(a)− aZ6(a) = (1− a)Z6(1− a). (82)
The above symmetry was proposed in [50] as a re-
sult of the time-reversal symmetry of the compressible
Kraichnan-velocity ensemble. It is unclear whether re-
lations (80)-(82) hold also in the present case, since the
cNS model (30) is not time-reversal invariant. A broken
time-reversal invariance by the incompressible NS veloc-
ity ensemble has not been discussed in [36] although the
authors did obtain the same anomalous dimensions γψ
and γψ′ .
V. CONCLUSIONS
In this paper we have analyzed the critical behavior
of the DP process in the presence of the velocity fluc-
tuations of an ambient environment. It has been shown
how a functional representation of the problem can be
constructed. We have demonstrated that the model is
multiplicatively renormalizable, which ensures utilization
of methods of the field-theoretic renormalization group
to obtain relevant information about the large-scale and
long-time behavior of the model. Depending on the di-
mensionality of the space d, the scaling exponent y of the
Figure 9. Numerical solution for critical exponents Θ, δ and
the difference ∆δ = |δ− δ′| (from top to the bottom). Result
for the exponent δ′ was found horizontally symmetric to δ
with respect to the plane a = 1/2 (not displayed). For α→ 0
exponents tend to the incompressible limit and the difference
∆δ vanishes.
velocity field and pumping parameter α, we have found
eleven universality classes, out of which only four classes
have IR stable fixed points and thus are macroscopically
relevant. In contrast to previous works [50, 60], the com-
pressibility is present in the model at all stages. A spe-
cial roˆle is played by the parameter α, which is associ-
ated with the pumping of longitudinal modes into the
velocity flow. Compressibility changes stability of cer-
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tain regimes, which can be deduced from the fixed-point
structure. The pure DP regime of FPI becomes unstable
and is effectively replaced by the regime of FPIII with the
combined effect of DP interactions and local stirring of
the velocity field. We observe that the mutual interplay
between the nonlinear DP interactions and advection in
the compressible flow gives rise to a nontrivial regime of
FPV. Further, we see that the larger the input of com-
pressible modes the larger stability region. Compressible
modes thus enhance stabilization of the DP nonlineari-
ties. We have also estimated that the effect is not strong
enough to affect the physically relevant three-dimensional
turbulent case.
Additional consequences are obtained from a numeri-
cal analysis of the critical exponents. First, we see that
the parameter α has direct influence on the value of some
critical exponents (see FPIV and FPV in Tab. II). The
spreading exponent z˜ is not affected by α at all and for
all fixed points it is expressed in terms of the universal
quantities ε and y. The incompressible limit u → ∞
and the limit v → ∞ have been analyzed and the re-
sults are in agreement with previously obtained results.
Non-universality is especially pronounced in the physi-
cally most relevant three-dimensional (d = 3) case with
y = 4. There, an enhancement of the DP process is ex-
hibited in the behavior of the exponent Θ (see Figs. 8
and 9). Although α does not affect the stability of FPV
it does affect the critical exponents quite heavily. This
fact can be explained by the presence of compressible
sinks into which particles are attracted [67].
Ffuture studies should involve higher-order loop calcu-
lations to confirm the physical picture we have presented
here. Moreover, there are interesting questions regard-
ing possible influence of the percolation process on the
velocity field. Work on these topics is in progress.
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Appendix A: Renormalization constants
1. Self-energy diagram
In this section we give an explicit example of a typical
calculation of the Feynman diagram. Let us consider the
self-energy diagram
I = . (A1)
We choose an external momentum p = (p,Ω) to flow
through the lower propagator 〈ψψ′〉0 and the internal
momentum k = (k, ω) flows clockwise in the loop. Using
the standard Feynman diagrammatic technique based on
Eqs. (33)-(44), we construct the following algebraic ex-
pression for the diagram
I(p) =
∫
ddk
(2pi)d
∫
dω
2pi
Vψ′v1(−k)ψ(k−p)〈ψψ′〉0(p− k)
× Vψ′v2(k)ψ(p−k)〈v1v2〉0(k), (A2)
or in a detailed explicit form
I = (−i)2
∫
ddk
(2pi)d
∫
dω
2pi
−((p− k)1 + ak1)(ak2 − p2)
L(p− k)
×
(
P12(k)
df1 (k)
|1(k)|2 +Q12(k)d
f
2 (k)
∣∣∣∣3(k)R(k)
∣∣∣∣2
)
. (A3)
First of all, let us note that the correction to the vertex
function Γψψ
′
is independent of c0 and therefore we may
set c0 = 0 in the above expression. Expanding the terms
in brackets, the calculation is effectively divided in an
evaluation of two integrals I = IP + IQ.
IP =
∫
ddk
(2pi)d
∫
dω
2pi
T12(p,k)P12(k)d
f
1 (k)
L(p− k)|1(k)|2 , (A4)
IQ =
∫
ddk
(2pi)d
∫
dω
2pi
T12(p,k)Q12(k)d
f
2 (k)
L(p− k)|2(k)|2 , (A5)
where we have introduced T12(p,k) = ((p − k)1 +
ak1)(ak2 − p2). Let us first calculate the IP part. The
calculation of the tensor structure yields
P12(k)T12(p,k) =
(
(p · k)2
k2
− p2
)
. (A6)
Since the tensor structure is already proportional to p2,
we can put p = Ω = τ = 0 in the rest of the calculation.
The next step is to perform the frequency integration∫
dω
2pi
1
L(−k)|1(k)|2 =
1
2(1 + w0)ν20k
4
. (A7)
Then, the expression IP part is equal to
IP =
1
2(1 + w0)ν20
∫
ddk
(2pi)d
(
(p · k)2
k2
− p2
)
df1 (k)
k4
.
(A8)
In order to carry out the momentum integration, we need
the following formula for isotropic integrals∫
ddk kikjf(k
2) =
1
d
∫
ddk k2f(k2) (A9)
that allows us to perform a valid substitution (p · k)2 →
p2k2/d in Eq. (A6). We are thus left with simple
d−dimensional integrals of two types∫ ∞
m
ddk
(2pi)d
k4−d−y
k4
= Sd
m−y
y
, (A10)
15∫ ∞
m
ddk
(2pi)d
1
k4
= Sd
m−ε
ε
, (A11)
where Sd ≡ Sd/(2pi)d and Sd = 2pid/2/Γ(d/2) is the sur-
face of a d-dimensional sphere. The final result then reads
IP
D0p2
=
(1− d)Sd
2w0(1 + w0)d
(
g10m
−y
y
+
g20m
−ε
ε
)
. (A12)
In a similar way, the tensor structure of the IQ part yields
Q12(k)T12(p,k) = a0(a0 − 1)k2 + (p · k)− (p · k)
2
k2
,
(A13)
and the frequency integration gives∫
dω
2pi
1
L(−k)|2(k)|2 ≈
1
2u0(u0 + w0)ν20k
4
×
(
1 +
iΩ + w0(2(p · k)− p2 − τ0)
(u0 + w0)k2
+
4w20(p · k)2
(u0 + w0)2k4
)
,
(A14)
where we have already performed the Taylor expansion
to the first order in variables Ω, τ0, and to the second
order in the external momentum p. Multiplying expres-
sions (A13) and (A14), keeping only terms proportional
to Ω, p2 and τ0 and integrating over the momentum k,
we finally obtain
IQ =
Sd
2u0(u0 + w0)2
(
g10α
m−y
y
+ g20
m−ε
ε
)
×
[
p2D0
(
w0 − u0
dw0
+
a0(a0 − 1)w0
(u0 + w0)
(
4
d
− u0
w0
− 1
))
+ a0(a0 − 1) (iΩ− τ0D0)
]
. (A15)
2. Renormalization constants
Calculation shows that the general structure of the
renormalization constants for the current model in the
one-loop approximation can be written as follows
Zi = 1 + z
(i)
1 (r)
g1
y
+ z
(i)
2 (r)
g2
ε
+ z
(i)
3 (r)
g3
ε
, (A16)
where r = {u, v, w, a} and all coefficient functions zi in
(A16) are analytic functions of the regulators ε and y. It
is convenient to express contributions of the type (A15)
in the form of functions of renormalized parameters with
the use of relations (54)-(56). For simplicity, we adopt
the normalization-point scheme with the choice µ/m = 1
and calculate the coefficient functions zi in (A16) only at
the leading order of expansion in ε and y. The resulting
renormalization constants for the DP process are
Z1 = 1 +
a(1− a)
2u(u+ w)2
G1 +
g3
8ε
, (A17)
Z2 = 1 +
(1− d)
2w(1 + w)d
G2 +
1
2u(u+ w)2
[
w − u
dw
+
a(a− 1)w
u+ w
(
4
d
− u
w
− 1
)]
G1 +
d− 2
8d
g3
ε
,
(A18)
Z3 = 1− a(a− 1)
2u(u+ w)2
G1 +
g3
4ε
, (A19)
Z4 = 1−
(
(1− a)2
2uw(u+ w)
+
a(a− 1)
u(u+ w)2
)
G1 +
g3
2ε
, (A20)
Z5 = 1−
(
a2
2uw(u+ w)
+
a(a− 1)
u(u+ w)2
)
G1 +
g3
2ε
, (A21)
Z6 = 1 +
a(1− a)
2u(u+ w)2
G1 +
d(d− 1) + 3
4ad
g3
ε
, (A22)
where we have introduced
G1 =
(
αg1
y
+
g2
ε
)
, G2 =
(
g1
y
+
g2
ε
)
. (A23)
The remaining Feynman diagrams can be analyzed in a
similar fashion.
Appendix B: RG functions
1. Anomalous dimensions
Anomalous dimensions are found from the renormal-
ization constants in the following way. From Eqs. (68)
and (A16)the general form of the anomalous dimensions
at the one-loop order readily follows
γi = −z(1)i (r)g1 − z(2)i (r)g2 − z(3)i (r)g3 . (B1)
Relations between anomalous dimensions are found from
Eqs. (59)-(61)
γψ = (γ1 + γ5 − γ4)/2, γD = γ2 − γ1, (B2)
γψ′ = (γ1 − γ5 + γ4)/2, γτ = γ3 − γ2, (B3)
γλ = (γ4 + γ5 − γ1)/2− γ2, γg3 = 2γλ, (B4)
γw = γD − γν = γ2 − γ1 − γν , γa = γ6 − γ1. (B5)
The final form of the anomalous dimensions is
γψ =
(
(a− 1)a
2u(u+ w)2
+
2a− 1
2uw(u+ w)
)
(αg1 + g2)− g3
8
,
(B6)
γψ′ =
(
(a− 1)a
2u(u+ w)2
+
1− 2a
2uw(u+ w)
)
(αg1 + g2)− g3
8
,
(B7)
γg3 = (αg1 + g2)
(
3(a− 1)a
2u(u+ w)2
+
2(a− 1)a+ 1
2uw(u+ w)
− 4(a− 1)auw + u
2 − w2
4uw(u+ w)3
)
−3 (g1 + g2)
4w(w + 1)
− 3g3
4
,
(B8)
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γτ =
(
(1− 2a)2w2 − u2)
8uw(u+ w)3
(αg1 + g2)− 3 (g1 + g2)
8w(w + 1)
− 3g3
16
, (B9)
γD =
(
u2 − (1− 2a)2w2)
8uw(u+ w)3
(αg1 + g2) +
3 (g1 + g2)
8w(w + 1)
+
g3
16
, (B10)
γν =
(u− 1)
8u(u+ 1)2
(αg1 + g2) +
(
3u2 + 8u+ 7
)
24(u+ 1)2
× (g1 + g2) , (B11)
γw =
(
u2 − (1− 2a)2w2
8uw(u+ w)3
+
1− u
8u(u+ 1)2
)
(αg1 + g2)
+
(
3
8w(w + 1)
− 3u
2 + 8u+ 7
24(u+ 1)2
)
(g1 + g2) +
g3
16
,
(B12)
γa =
(1− 2a)g3
16a
. (B13)
where we have included γν for completeness [53].
2. Beta functions
The β functions, which express RG flow, are easily
found from Eq. (72)
βg3 = −g3
[
ε+
(
3(a− 1)a
2u(u+ w)2
+
2(a− 1)a+ 1
2uw(u+ w)
− 4(a− 1)auw + u
2 − w2
4uw(u+ w)3
)
(αg1 + g2)− 3 (g1 + g2)
4w(w + 1)
− 3g3
4
]
, (B14)
βw =−w
[(
u2 − (1− 2a)2w2
8uw(u+ w)3
+
1− u
8u(u+ 1)2
)
(αg1 + g2)
+
(
3
8w(w + 1)
− 3u
2 + 8u+ 7
24(u+ 1)2
)
(g1 + g2) +
g3
16
]
,
(B15)
βa = g3
2a− 1
16
. (B16)
Appendix C: Explicit expressions
1. Universality of anomalous dimensions γ∗τ and γ
∗
D
Let us consider a fixed point with γ∗w = 0 and w
∗ 6= 0.
Using relations (B2)-(B5) we derive
γ∗τ = −γ∗ν + γ∗3 − γ∗1 = −γ∗ν −
g∗3
8
, γ∗D = γ
∗
ν . (C1)
We have seen that γ∗ν is independent of a
∗(w∗) (see
Eq. (B11). Relations (C1) then imply that anoma-
lous dimensions γ∗τ and γ
∗
D are unaffected by the non-
universality in a∗(w∗) appearing for fixed points FPII
and FPIV. In the case of FPI with w∗ = 0 anomalous
dimensions (B9) and (B10) are independent of a∗. To
avoid possible confusion in this case, let us note that we
can set w∗ = 0 after the limit gi → 0; i = 1, 2 has been
performed.
2. FPII
The results for fixed point FPII are non-universal with
respect to parameter a∗(w∗). Although this dependence
is more instructive for results, it is more difficult for prac-
tical calculations. Therefore, in what follows we choose
the independent parameter to be w∗. The relation be-
tween a∗ and w∗, anomalous dimensions and correspond-
ing
a∗±(w
∗) =
1
2
(
1±
√
X(w∗)√
2(w∗)
)
, (C2)
where
X(w) = −3w4 − 9w3 − 3w2 + 9w + 8. (C3)
Note that two solutions (C2) correspond to two intersec-
tions of the curve (4) at fixed horizontal line w∗ = const.
If we consider a∗ ∈ 〈0, 1〉, from the Eq. (C2) we find
that w∗ ranges from 1 (at a∗ ∈ {0, 1}) to 1.0518(8) at
a∗ = 1/2.
Eigenvalues of the Jacobi matrix are the following
λ5(w) =
(
6w4 + 9w3 + 9w + 16
)
6w(w + 1)3
, (C4)
λ6(w) =
(
9w4 + 24w3 + w2 − 26w − 16)
6w3(w + 1)
. (C5)
There are two values for critical exponents due to the
existence of two intersections of the curve a∗ = a∗(w∗)
in Fig. 4
γ∗ψ± =
(
Y (w∗)± 4√2√X(w∗))
12(w∗)2((w∗) + 1)
ε, (C6)
γ∗ψ± =
(
Y (w∗)∓ 4√2√X(w∗))
12(w∗)2((w∗) + 1)
ε, (C7)
Θ =
(
3w3 + 6w2 − w − 8)
12w2(w + 1)
ε, (C8)
where
X(w) = −3w4 − 9w3 − 3w2 + 9w + 8, (C9)
Y (w) = −3w4 − 6w3 + w2 + 8w. (C10)
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3. FPIV
Similarly to the fixed point FPII from previous section,
for fixed point FPIV we have
a∗± =
1
2
(
1 +
√
X(w∗)
2
√
2αw2(y − )
)
, (C11)
where
X = αw2(y − )
(
2αw2(y − )− (w2 − 1)
× (y(4(α+ 1) + (α+ 2)w2 + 3(α+ 2)w)
− (2α+ 3w2 + 9w + 6))). (C12)
Eigenvalues λ5 and λ6 from Table II are
λ5(w,∆) =
1
I
(
9(w + 1)w32 + y2
(− 8(α+ 1)
+ 5(α+ 2)w4 + 10(α+ 2)w3 − (α− 2)w2
− 2(5α+ 8)w)+ y(4(α+ 3)− 3(α+ 7)w4
− 3(α+ 12)w3 + (2α− 3)w2 + 2(α+ 12)w)),
(C13)
and
λ6(w,∆) =
1
I
{
y
(
y[8(α+ 1) + 2(α+ 2)w43(α+ 2)w3+
+ 3(α+ 2)w]− [4(α+ 3) + 6w4 + 9w3
+ 9w]
)}
, (C14)
where the expression I is defined as follows
I = 3w(w + 1)3[(α+ 2)y − 3]. (C15)
4. FPIX
For the fixed point FPX we have the following eigen-
values
λ5(y, ε) =
A+
√
6B
1200y
, (C16)
λ6(y, ε) =
A−√6B
1200y
, (C17)
where we have used expressions
A = 48y2 − 12y (C − 48ε) + 3ε (C + ε) , (C18)
B = 145408y4 + 3ε3 (C + ε) + 304y2ε (11C + 377ε)
− 12yε2 (53C + 59ε)− 64y3 (53C + 3807ε) ,
(C19)
C =
√
176y2 − 48yε+ ε2. (C20)
5. The boundary between FPIV and FPV
In order to find the boundary between two non-trivial
fixed points FPIV and FPV, we work in the ray scheme
[68, 69]. Since expansion parameters must be propor-
tional, we relate them as y = 1ξ ε. Now we have to con-
sider values of charges for both fixed points. According
to our analytical and numerical solutions (see Tab. II and
Fig. 5), charges g∗3 and a
∗ seem to converge at the bound-
ary between FPIV and FPV. Hence, we may put g∗3 = 0
and a∗ = 1/2 during the calculation process. In this
case, beta functions βg3 and βa vanish and coordinate
w∗ is found as a zero point of the function
βw =
ε
A
[
w
(
w3 + 3w2 + w − 3) (α− 3ξ + 2)
+ 2α(ξ − 2) + 6ξ − 4
]
, (C21)
where A = 3ξ(w + 1)3(α − 3ξ + 2). Note that ξ < 2/3,
since in the limit α→ 0 the boundary between FPIV and
FPV is simply y = 3ε/2. By calculating corresponding
eigenvalues of the stability matrix we find that λ7 = 0, λ6
is positive in the relevant region and the line λ5(ξ, α)/ε =
0 is plotted in Fig. 10.
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Figure 10. The parameter ξ as a function of α. The results
are consistent with the numerical solution shown in Fig. 5.
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