Abstract
Introduction
Mobile ad-hoc networks [19, 8] have emerged as an important new research field, because of their high potential and the problems that they present due to their highly dynamic nature. In a similar way, peer-to-peer application layer networks [3, 18] (henceforth referred to as peer-topeer networks) have also been very popular in recent years for the added flexibility that they bring to communication and interaction paradigms.
However, both these areas share a design restriction as they both present a flat routing space (i.e., no hierarchy) and lack of an infrastructure to assist routing. In these types of networks, every node is an endpoint and a router, which implies that the per-node resource consumption is much higher than in traditional networks. Moreover, the network load is typically much higher as broadcast techniques have to be used to perform node and route discovery in both adhoc [14] and peer-to-peer networks [15] .
Given the popularity and the dynamicity of the peer-topeer paradigm there has been some recent research in pushing the use of these technologies on top of mobile ad-hoc networks [4, 13, 2] in order to support data sharing among roaming peers and to exploit peer resources when possible.
Mobile devices have usually very limited capabilities and resources. The indiscriminate use of peer-to-peer applications, which imply the usage of broadcast for peer discovery and content-location, may result in very low performance due to these constraints. Peer-to-peer systems are normally completely agnostic to the network that they are running over. The introduction of hierarchy and grouping would introduce performance benefits, as broadcasts would be significantly reduced, however this is a new area of research which presents many challenges.
In this paper we propose the use of context-awareness strategies (also referred to as cross-layering) in order to overcome these limitations. Considerable benefit can be drawn from combining the information provided by the underlying ad-hoc network concerning the availability of resources at specific moments and locations and supplying this to the peer-to-peer network. This information may be used to construct on-the-fly routing structures in the peerto-peer network, which reflect the internal and external resources of the nodes in the network and can help to reduce the overhead required for routing. We believe research in the direction of route optimization and resource exploitation would lead to a larger diffusion of peer-to-peer paradigms on mobile ad-hoc systems and the increased likelihood of exploiting these paradigms for different applications.
The paper is organized as follows: Section 2 illustrates our approach to route aggregation in peer-to-peer networks. Section 4 shows how the use of reflection can be applied in mobile settings for gathering information from the network layer and expose it to the upper layers permitting contextawareness. Section 5 concludes the paper illustrating some future work.
In this section we describe our approach of route aggregation in peer-to-peer networks (more details in [6] ), then we illustrate the application of this approach to mobile peerto-peer networks. As we show, the usage of peer-to-peer applications over ad-hoc networks implies very high load on the hosts as the condition of groups need to be kept monitored, given the high dynamicity of the structures. Therefore, optimization on the monitoring and introduction of more efficient route aggregation need to be applied. Section 4 will describe the use of context awareness techniques for allowing more efficient route aggregation.
Route Aggregation at the Application-layer
In [6] we describe an architecture for introducing dynamic grouping in a peer-to-peer network with a flat routing space. The approach described in that paper allows us to introduce hierarchy and route aggregation points into the network in order to avoid problems with decentralized networks like Gnutella [18] as reported in [15] . In fact, by effectively having to query all nodes in the network (although this never actually occurs due to limited network reachability), the resulting load that is imposed upon the network causes inordinately large quantities of bandwidth to be consumed [17] . Although other projects such as [10, 9] have investigated the usage of hierarchies to ease routing overhead, they have only used a two layer hierarchy. We propose the usage of a multi-level hierarchy in order to exploit the scalability offered by a more open-ended system.
Our solution introduces the notion of hierarchy and route aggregation for peer-to-peer networks, in a similar way that BGP did for the Internet [12] . BGP introduced the notion of an Autonomous System (AS) which allowed an entire range of addresses to be encapsulated by a single routing entry. E.g., the AS AS-FOKUS could have the range 193.175.135.x where x is a number between 1 and 255. Thus, in the inter-AS BGP routing tables, the AS can be represented by one entry instead of having to have every single machine in the AS individually listed in the routing tables.
We organize the network in groups led by Aggregation Points which are the equivalent of BGP Speakers. Groups consists of nodes aggregated to a specific aggregation point. A picture of this layered structure can be found in Figure 1 .
Given the hierarchy of the virtual network, queries for a certain item of content are first sent to the AP of the group to ensure that if the data is locally available, then we are able to first use that copy of the data instead of flooding the entire peer-to-peer network with requests. When the requested item of content is not hosted by a neighboring node, there are two possible scenarios that could be pursued. The first scenario assumes that the network is aggregation end-system addresses in a similar fashion to BGP. This is the method detailed in [6] . In this case the Aggregation Point (equivalent to BGP-speaker/border router) of the group then looks up in its routing tables which AP is advertising the block of addresses which contain the address that we wish to access. This recipient AP then forwards the search queries (or download request etc.) to the destination node.
The second scenario involves using a contentaggregation scheme (also called Content-Addressable Networks (CANs) [16] ), such as detailed in [7] . This system attempts to construct a distributed index for peer-to-peer applications so that the number of search queries are greatly reduced. In such a scheme the APs aggregate content instead of end-system addresses. Such a content-aggregation scheme allows routing decisions to be based on where a specific item of content is located, not on the address of the end-system which may happen to host the item of content. This separation between the content that the user is trying to locate and the physical end-system which is actually hosting the content allows us to deal with node mobility in an Ad-Hoc network. A node may move through the network, but as long as it can reach the specific aggregation points for the content that it wishes to advertise, its physical location is not important as far as search queries are concerned.
In an Ad-Hoc network it is fairly typical that a node does not always have the same address (IP addresses for mobile nodes are often obtained dynamically with protocols like DHCP or ARP, for example). With a content-based routing system, such as the one described in [7] , we can easily deal with transient addressing by virtue of the fact that our peer-to-peer application only uses node addresses to actually retrieve the file once it has been located. All other network operations are based upon the content contained on the nodes of the network and is completely agnostic to the actual address used to locate these nodes.
Integrating Application-layer Route Aggregation and Link-layer Information
The approach to application-level network aggregation just described can also be layered over mobile ad-hoc networks. The advantages of having peer to peer paradigms enabled over the ad-hoc network are many, and in general they have to do with availability and exploitability of peers' resources. The main difficulty in integrating the two approaches is the limited radio range and sporadic connectivity of ad-hoc nodes. For example, the usage of link-layer technologies such as IEEE 802.11b, Bluetooth etc. means that we can expect nodes to pass in and out of radio range of each other quite often. So a node which is a member of a peer-to-peer group will suddenly not be able to contact any of its group members. As well as this, environmental conditions can easily mean that a node cannot reach other nodes because a physical obstacle (e.g. a wall or a building) is in the way.
In order for route aggregation to be integrated at both the application and link layers, we need to ensure that the application-layer groups reflect the current link-layer conditions and that there exist mechanisms for recovering from node or group loss. The high dynamicity of the underlying network structure means that the aggregation hierarchies can be very volatile. In particular, nodes can join and leave the aggregation groups rapidly and frequently. It may be convenient to ensure that aggregation points in an Ad-Hoc network withdraw from their role more often than in a fixed network, for example if their resources are too scarce (i.e., low battery power), or if the applications available in the area are of sub-standard quality. The overhead of managing this group dynamicity and the number of the join and leave operations is much higher than in standard peer-to-peer networks. In order to handle this complexity and to optimize the distribution of the groups and aggregation points, we have developed some techniques for the monitoring of context and for the delivery of this information to the peer to peer application. We will introduce these techniques in the next section.
Peer-to-Peer node group operations
We now illustrate the volatility of the peer-to-peer level topology and highlight the complexity and the issues that will be solved using context-awareness techniques. We assume a multi-hop connectivity where each host may reach other hosts through the use of the neighbouring hosts acting as routers for its packets. Multi-hop is an important attribute in an Ad-Hoc network where there are even less guarantees of routing transitivity than in a fixed network due to not only incomplete routing information but also due to the limited reachability of the wireless links.
Whenever a node realizes it has more than N physical neighbours it triggers a leader election [5] in order to elect an aggregation point (AP) which will handle the requests of the nodes in the group and diminish the flooding effect due to message broadcasting. However, due to the volatile network topology, the aggregation point status need to be monitored and, if necessary changed and we will discuss why and how in the following.
• The "peer-to-peer" level operations allowed for a generic roaming host are:
-Aggregation Point Choice: Whenever a node joins the network it has to choose an aggregation point and join the group. In order to do so the node has to sense the network and the availability of aggregation points ( Figure 2) . As we will see in Section 4 to choose the more convenient aggregation point some context conditions may be sensed and considered ( Figure 3) ; -Node Location: Once a node is connected to an aggregation point it can begin to query the peerto-peer network for available content (Figure 4 ). When the address of the node offering the requested content is retrieved, a direct connection to the node can be established and the communication happens without further involving the ag- -Graceful Disconnection: When a normal node wants to disconnect it notifies the aggregation point and then leaves ( Figure 5 ). In this case the aggregation point may update its records. However, it may be the case that the node fails or leaves without notification. In order to handle this situation the aggregation point regularly polls his group using heartbeat messages. When Figure 5 . Graceful disconnection.
a node does not reply the AP updates his tables.
• An aggregation point node may perform the following operations:
-Initialization: Once the leader election is terminated the elected node advertises his presence and begin to record information from the subscribing nodes;
-Service Information Update: Once in a while the AP updates his information about the nodes in the group and about the network service availability exchanging records with other APs;
-Graceful Disconnection: An AP may withdraw from service for different reasons: * Group Splitting: When the group of the AP gets too big the AP withdraws in order to allow a better distribution of the nodes and new election of other APs to be triggered; * Group Merging: When an AP realizes that too few nodes are connected to it, it withdraw and try to associate to another AP; * Other Reasons: An AP may withdraw also for other reasons which may have to do with personal conditions such as low battery power, scarce resources, heavy computational load.
Given this behaviour it may have become clear why and how context-awareness helps in improving efficiency of the algorithms. Monitoring of context conditions and application awareness are the ways in which we enhance our system and we will discuss them in the next section.
Using Context-Awareness for Enhancing Route Aggregation
The use of context awareness techniques allows us to more efficiently deploy peer to peer structure on top of adhoc network. In fact, context-awareness allows us to make better and more precise decisions of how to use resources and how to assign responsibilities.
In this section we will give an overview of the techniques used for this purpose. In some previous work we used reflection techniques to enhance application awareness on the status of the surrounding resources [11] . In this paper we use these techniques to allow the peer-to-peer level network to acquire some insight on the status of the surrounding resources, in order to take more intelligent decisions, for instance, on how to construct and tear down the aggregation groups.
By definition, reflection allows a program to access, reason about and alter its own interpretation. The principle of reflection has been mainly adopted in programming languages, in order to allow a program to access its own implementation. In the context of our approach reflection permits the flow of environmental information such as the hosts/services currently in reach, the remaining battery life, the location and the bandwidth conditions to reach the application layer.
The ability to format this context information in a way which is understandable by the application layer is important. Our work in the areas of mobile computing middleware and meta-data [11] becomes useful at this stage.
In such peer-to-peer applications described in [6] we presented a framework for providing policy-based measurements to components of our route aggregation groups in order to decide which group a new node should join. In mobile ad-hoc setting, a basic mechanism which relies on the choice of the "first replying aggregation point" is obviously not good enough, as the distance and load of the AP would influence the efficiency of the communication, not only between the two nodes but of all the surrounding networks. On the contrary, for performance reasons, many different conditions should be considered for the choice of the aggregation point to connect to, such as the distance to it, the latency, the number of other hosts connected to it. It would be ideal if the node that has to make a choice on which AP to join, as well as measuring delay and distance, it could also receive information about the "internal resources" (i.e., the processing power, the connected clients, remaining battery life etc.) so to make a more intelligent choice. We then enhance the basic choice algorithm through contextawareness by making decisions based upon the current state of the candidate APs and, in general, the prevailing environmental network conditions. Also the reasons that induce an AP to withdraw may be made context dependent. This would allow the AP to withdraw whenever either the context conditions are not worthwhile for it to deliver its service (i.e., number of connecting nodes to low or too high), or when the device conditions are not good anymore (e.g., when the battery power is low, or other application running on the device are consuming large numbers of CPU cycles).
Use of Reflection and Meta Data for Context Awareness
We have described the use of context awareness in the context of peer to peer network on ad hoc network. We plan to use an approach similar to the one we described in [11] which exploits meta-data (and in particular XML [1] ) for the formalization of policies and context information. Reflection is the mean by which context information is gathered from the network and lower layers and delivered to the application layer.
Information such as which hosts or services are in reach, battery power level, and in general device resources could be collected by a middleware and an application specific API may be defined to access this information and use it making intelligent decisions as described in the previous section. With XML the structure of the information can be defined quite clearly and the use of XML related technologies would allow the easy access to specific fields or attributes when needed.
An example of the encoding of context information is presented in Figure 6 : the battery status and the memory load are encoded using meta data. The middleware has the role to gather information from the network and operating system and present it in this format to the application. The application level network's algorithms use specific calls defined in an API by the middleware in order to access the information and react to context change.
<resource name="battery"> <status value="high"/> </resource> <resource name="memory"> <status value=x/> </resource> Information related to location and delays may also be encoded in this way as long as a specific meta-data structure is defined together with a precise API.
We have presented an outline of a system which integrates mobile ad-hoc networks and peer-to-peer networks to facilitate flexible and adaptive applications. We have described the problems inherent with the lack of hierarchy of those networks to assist with node and route discovery. It is our belief that these problems can be dealt with by the creation of a hierarchy. Hierarchy facilitates route aggregation to decrease the network load imposed by traditional broadcast-style techniques.
Due to the high dynamicity of ad hoc and peer-to-peer networks, we are faced with many research challenges in order to integrate these two approaches together. We developed a model for peer-to-peer networks which can also be applied in mobile setting. However, in order to improve the performance of the application we introduced some context awareness mechanisms to allow the application algorithm to make more intelligent decisions. We use meta data and reflection techniques to allow this flow of information between the network/OS and the application.
Security issues still have to be tackled, in particular the security of the aggregation point is quite important as information on which content is located on which nodes is stored there. We also plan to implement a prototype of the model presented and make some efficiency measurements in different mobility contexts (such as slow mobility or high mobility settings).
