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We study, using Monte Carlo simulations, the density profiles and differential capacitance of ionic
liquids confined by metal electrodes. To compute the electrostatic energy, we use the recently devel-
oped approach based on periodic Green’s functions. The method also allows us to easily calculate the
induced charge on the electrodes permitting an efficient implementation of simulations in a constant
electrostatic potential ensemble. To speed up the simulations further, we model the ionic liquid as a lat-
tice Coulomb gas and precalculate the interaction potential between the ions. We show that the lattice
model captures the transition between camel-shaped and bell-shaped capacitance curves—the latter
characteristic of ionic liquids (strong coupling limit) and the former of electrolytes (weak coupling).
We observe the appearance of a second peak in the differential capacitance at ≈0.5 V for 2:1 ionic
liquids, as the packing fraction is increased. Finally, we show that ionic size asymmetry decreases
substantially the capacitance maximum, when all other parameters are kept fixed. Published by AIP
Publishing. https://doi.org/10.1063/1.5013337
INTRODUCTION
Room Temperature Ionic Liquids (RTILs) have attracted
a lot of attention due to many potential applications.1 RTILs
present high capacitance and fast charging,2 substituting
dielectric materials in supercapacitors.3–6 They are stable
under a large voltage window, sometimes reaching 0-6 V,
which makes them ideal for energy storage. They have been
investigated for possible applications in microreactors,7 in
solar cells,8,9 and other renewable energy devices,10–12 mak-
ing the understanding of these complex fluids of paramount
importance.
Ionic liquids have inherently strong electrostatic interac-
tions between the ions and very high packing fractions. These
characteristics make them very difficult to describe using exist-
ing theoretical methods. However, these same features make
these systems particularly interesting on purely fundamental
grounds13 as they stand at the frontier of statistical mechanics14
demanding the development of more sophisticated theoretical
methods.15–21
The most widely used theoretical approach to study ionic
liquids is based on the modified Poisson-Boltzmann equation
(mPB).22–26 The mPB equation approximately accounts for
the finite size of both ions and solvent and has been used to
calculate differential capacitance of RTILs. However it has
been shown27–29 that the mPB equation does not accurately
predict the double layer structure of electrified interfaces.
Therefore more sophisticated approaches based on the Density
Functional Theory (DFT)30–34 must be used. Unfortunately,
such theories are numerically very demanding and it is also
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very difficult to account for strong electrostatic correlations
within the DFT formalism.35 An alternative approach to
study strongly correlated Coulomb systems is to use com-
puter simulation. However, even in bulk, the long range nature
of Coulomb interactions makes numerical simulations very
demanding.36–38 The fundamental problem is that because of
the long range interaction, one cannot use standard periodic
boundary conditions. To properly explore the thermodynamic
limit, one needs to periodically replicate the simulation box
so that the ions in the main simulation cell also interact with
the ions in an infinite set of replicas. To efficiently sum over
replicas, Ewald summation techniques39–44 have been devel-
oped. Confinement of Coulomb systems presents additional
difficulties,45 requiring more specialized techniques.46–53 The
computational cost of summation over replicas increases dra-
matically due to appearance of special functions and slow
convergence in quasi two-dimensional systems.54 In various
applications, the simulation box must be made sufficiently
large to achieve a bulk-like regime in between the surfaces,23
requiring a large number of particles, which further slows
down simulations.29 If the confining surfaces are polariz-
able, there are additional complications connected with the
induced surface charge.55–57 The usual methods for simulat-
ing metallic surfaces of electrodes are computationally very
expensive, relying on a minimization procedure to calculate
the induced surface charge at every simulation time step.58–61
Alternatively, there are electrostatic layer correction methods
(ELC) or methods that explicitly sum infinite series of image
charges.62–64
Recently, we introduced a new simulation method
which allows us to easily calculate sums over replicas.65
The formalism is based on periodic Green’s functions
and was applied to a lattice model of a symmetric RTIL
liquid; see Fig. 1. The algorithm allows one to rapidly calculate
the induced surface charge, permitting efficient simulations
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FIG. 1. Lattice model of an ionic liquid between two electrodes. Ions are
spherical, restricted to move on a lattice. Cations and anions have diameter
equal to the lattice spacing.
in a constant electrostatic potential ensemble.66 Here we pur-
sue further this approach to calculate the differential capaci-
tance curves for ionic liquids both symmetric and asymmetric
in ionic size and charge. The great advantage of the lattice
model simulations is that ionic interactions can be precalcu-
lated at the beginning of simulations, making such simulations
substantially faster.
The paper is organized as follows: First, we briefly review
Green’s functions for ions confined by metal surfaces. Next, we
discuss Monte Carlo (MC) simulations in a constant electro-
static potential ensemble. We then present the density profiles
and the differential capacitance curves for various ionic liq-
uids. The paper will conclude with the discussion of results
and a perspective for future work.
THE THEORY
We start by briefly reviewing the calculations of elec-
trostatic potential produced by an ion of charge q confined
by parallel infinite grounded conducting surfaces located at
z = 0 and z = L; for more details, the reader is referred to
Ref. 65. The electrostatic potential can be conveniently written
in cylindrical coordinates,67




sin(knz) sin(knz0)K0(knρ) , (1)
where (0, z0) is the coordinate of the ion, (ρ, z) is the observa-
tion point, kn = npi/L, and K0 is the modified Bessel function of
second type. Unfortunately, this expression has convergence
difficulty when ρ → 0. In this case, we can find a different
representation of the Green’s function67





k |z−z0 |−2kL + e−k |z−z0 | − e−k(z+z0) − ek(z+z0)−2kL
1 − e−2kL ,
(2)
where J0 is the Bessel function of order zero. This equation
is well behaved when ρ → 0, as long as z , z0. The pres-
ence of an ion between the grounded conducting surfaces will
result in an induced surface charge which can be calculated
from the discontinuity of the normal component of electric
field at the surface. Integration over the surface of each elec-












for the left and right electrodes, respectively. If the electrodes
are not grounded, but are held at a constant potential difference










The simulations are performed in the NVT ensemble
at a fixed electrostatic potential difference ψ between the






dQe−β[E(r1,...,rN ,Q)−ψQ] , (5)
where β = 1/kBT and the surface charge on the left and right
electrodes within the simulation cell is ∓Q, respectively. Since
in this ensemble the surface charge on the electrodes can fluctu-



















where A = LxLy is the area of the electrode in the simula-
tion cell, which has volume V = LxLyL. Note that in order to
perform simulations in the fixed surface potential ensemble,
we need to know the electrostatic energy at a fixed surface
charge, E(Q). The charge distribution will not be uniform
over the surface of the electrodes and will respond to the ionic
motion.
The simulation cell is periodically replicated in x and y
directions. The electrostatic energy65 inside the simulation cell























with the periodic Green’s function constructed using Eq. (1)















where m’s are integers corresponding to periodic replicas of
the system. Us(ri) is the self energy of each ion calculated
using the limiting process,
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FIG. 2. (a) The typical camel-shape curve of the electrolyte capacitance; the parameters are λB = 7.2 Å and γ = 1/20 and ion diameter equals to the lattice
spacing a = 8 Å. (b) The typical bell-shape curve of the ionic liquid capacitance; the parameters are λB = 38.4 Å and γ = 1/2, and a = 8 Å. (c) Same as (a), but
with a = 16 Å; (d) same as (b), but with a = 16 Å. The ions have charge ±q.
Us(r i) = qi2 limρ→0
[




which yields, with the help of Eq. (2), the following expres-
sion:65






















For a fixed surface charge Q, the surface potential ∓ψ0/2 on
each electrode will fluctuate as a result of ionic motion. Since
the system is charge neutral, the surface potential65 for a given
surface charge and ionic distribution inside the simulation cell











Now we are in a position to perform MC simula-
tions in the constant electrostatic potential ensemble, in
which the surface charge Q fluctuates in accordance with
Eq. (5).
MONTE CARLO SIMULATIONS
The simulation cell has volume V = LxLyL, with
Lx = Ly = 64 Å and L = 240 Å in the case of symmetric ionic
liquids and L = 160 Å otherwise. The ionic liquid is confined
in the region Lx/2 < x < Lx/2, Ly/2 < y < Ly/2, and 0 < z
< L. The Bjerrum length, defined as λB = q2/kBT, assumes
two values: λB = 7.2 Å which is appropriate for electrolytes
dissolved in pure water at room temperature and λB = 38.4 Å,
which is suitable for RTILs.68–70 The ions are constrained to
move on a lattice with lattice spacing a = 4 Å, a = 8 Å, or
a = 16 Å, depending on the system studied. We start by con-
sidering symmetric ionic fluids with spherical ions of diameter
equal to the lattice spacing and charge±q, where q is the proton
charge. The compacity factor γ is defined by the ratio between
lattice sites occupied by the particles and the total available lat-
tice sites in the simulation box; see Fig. 1. In order to properly
sample the phase space, we use both short- and long-range
FIG. 3. Phase diagram indicating transition between camel-shaped and bell-
shaped differential capacitance for size symmetric 1:1 ions of diameter
a = 8 Å.
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FIG. 4. Differential capacitance of 2:1 RTIL for γ = 4/10 contrasted with the
capacitance of 1:1 RTIL. The Bjerrum length is 38.4 Å. The circles are for 1:1
RTIL, squares correspond to 2:1 RTIL. The ions have radii 4 Å and charges
∓q for 1:1 systems and 2q and q for 2:1 systems.
movements. The differential capacitance is calculated using
4 × 105 uncorrelated samples after equilibrium has been
achieved. Fig. 2 shows the change in the form of the differential
capacitance between strong and weak coupling regimes. Note
that the differential capacitance is symmetric with respect to ψ
→ ψ. In the weak coupling electrolyte regime, the differen-
tial capacitance has a characteristic camel-back shape, while
in the strong coupling regime, it has a bell-shaped form. Con-
trary to the predictions of mPB theory,22 the transition between
camel-shaped and bell-shaped regimes does not occur at the
universal value γ = 1/3 but instead depends on both γ and λB,
see Fig. 3.
For ionic liquids (strong coupling regime) with charge
asymmetric 2:1 ions, Fig. 4 shows appearance of a second
peak at the intermediate applied voltages, if the system is
sufficiently dense. This is similar to what has been found in
continuum simulations.60 We see, however, that the height of
the secondary peak does not scale with the surface area of
the simulation box A = LxLy; therefore, there is no structural
phase transition in the local ordering of ions near the elec-
trode, contrary to the suggestion in Ref. 60. Figs. 5 and 6 show
that the secondary peak is correlated with the appearance of
additional structure in the ionic density profiles—the peak is
absent for γ ≤ 1/10, see Fig. 5, when profiles show less lay-
ered structure, Fig. 6. In both cases, with and without second
peak, γ = 4/10 and γ = 1/10, respectively, we find that the
FIG. 5. Differential capacitance of 2:1 RTIL, as the compacity γ changes.
The Bjerrum length is 38.4 Å. Circles are for γ = 1/10 and squares for
γ = 4/10. The ions have radii 4 Å and charges 2q and q.
FIG. 6. Charge density profiles of 2:1 RTIL near cathode. Potential difference
between electrodes is ψ = 0.5 V. Circles are for compacity γ = 1/10, where
the peak is absent; squares are for compacity γ = 4/10.
FIG. 7. Lattice model of an ionic liquid between two electrodes. Ions are
spherical, restricted to move on a lattice. Cations have radius 2a and anions a.
FIG. 8. Capacitance curve for size asymmetric 1:1 RTIL. The compacity is
γ = 4/10 for circles and γ = 2/10 for squares. The cations have radius R = 2a
= 8 Å and anions R = a = 4 Å. The Bjerrum length is λB = 38.4 Å.
first layer overscreens the charge on the electrode—the charge
on the cathode is ≈60q, while the contact layer has charge
of ≈+80q. Such strong correlational effects clearly cannot be
captured by mean-field theories, such as mPB. Finally we con-
sider the differential capacitance of a 1:1 ionic liquid with size
asymmetric (two-to-one) ions, see Fig. 7. Following Ref. 71,
a large ion excludes 93 vertices and a small ion 27, of the
total available in the simulation box. The compacity factor is
then γ = (93N+ + 27N)/Nbox, where Nbox is the total number
of lattice sites. Fig. 8 shows that size asymmetry leads to a
reduction of the maximum differential capacitance. The mag-
nitude of this reduction is similar to the one found in symmetric
systems, with ions of radius R = 8 Å, Fig. 2(d). The capaci-
tance curve of an asymmetric RTIL has also significantly more
structure.
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CONCLUSIONS
We used MC simulations in a constant electrostatic poten-
tial ensemble to calculate differential capacitance and ionic
density profiles of a Coulomb fluid, both in the electrolyte
and ionic liquid regimes. The calculation of electrostatic
energy was performed using periodic Green’s functions. This
approach allowed us to easily calculate the induced surface
charge on the electrodes. The method requires only a small
number of replicas to achieve any desired precision. To speed
up the calculations, we precalculated the interaction potential
at the beginning of simulations. The lattice gas formalism pro-
vides us with valuable insights, while maintaining simulation
time feasible. We find that the transition between camel-shaped
and bell-shaped differential capacitance curves depends on
both the Bjerrum length and on the volume fraction of ionic
liquid. For charge asymmetric systems, we find a secondary
peak in the differential capacitance for large compacities. This
peak is related to the appearance of additional structure in the
double layer. In the strong coupling regime, the charge on the
electrodes is overscreened—the first layer has charge which
overcompensates the charge on the electrodes, resulting in a
charge reversal. Finally, we find that the capacitance of size
asymmetric ionic liquids is significantly smaller than that of
symmetric ionic liquids, if all other parameters are the same.
The great advantage of the lattice approach is that it signifi-
cantly speeds up the simulations by allowing us to precalculate
all the interactions. In the limit a→ 0, at a fixed ionic size, we
should recover the continuum limit. The crossover between
lattice and continuum simulations will be the subject of future
work.71
ACKNOWLEDGMENTS
This work was partially supported by the CNPq, National
Institute of Science and Technology Complex Fluids (INCT-
FCx), CAPES, Alexander von Humboldt Foundation, and by
the US-AFOSR under the Grant No. FA9550-16-1-0280.
1M. Armand, F. Endres, D. R. MacFarlane, H. Ohno, and B. Scrosati, Nat.
Mater. 8, 621–629 (2009).
2X. Kong, D. Lu, Z. Liu, and J. Wu, Nano Res. 8, 931–940 (2015).
3J. Chmiola, C. Largeot, P. L. Taberna, P. Simon, and Y. Gogotsi, Science
328, 480–483 (2010).
4M. Chen, S. Li, and G. Feng, Molecules 22, 241–242 (2017).
5J. Comtet, A. Nigue`s, V. Kaiser, B. Coasne, L. Bocquet, and A. Siria, Nat.
Mater. 16, 634–639 (2017).
6M. S. Loth, B. Skinner, and B. Shklovskii, Phys. Rev. E 82, 056102
(2010).
7P. Dubois, G. Marchand, Y. Fouillet, J. Berthier, T. Douki, F. Hassine,
S. Gmouh, and M. Vaultier, Anal. Chem. 78, 4909–4917 (2006).
8S. Ito, S. M. Zakeeruddin, P. Comte, P. Liska, D. Kuang, and M. Gra¨tzel,
Nat. Photonics 2, 693–698 (2008).
9Q. Li, Q. Tang, B. He, and P. Yang, J. Power Sources 264, 83–91 (2014).
10J. Wishart, Energy Environ. Sci. 2, 956–961 (2009).
11F. Zhou, Y. Liang, and W. Liu, Chem. Soc. Rev. 38, 2590–2599 (2009).
12P. Simon and Y. Gogotsi, Nat. Mater. 7, 845–854 (2008).
13Y. Levin, Rep. Prog. Phys. 65, 1577–1632 (2002).
14W. Freyland, Coulombic Fluids: Bulk and Interfaces, Springer Series in
Solid-State Science (Springer, Berlin, 2011).
15R. Hayes, G. G. Warr, and R. Atkin, Chem. Rev. 115, 6357–6426 (2015).
16N. V. Ilawe, J. Fu, S. Ramanathan, B. M. Wong, and J. Wu, J. Phys. Chem.
C 120, 27757–27767 (2016).
17C. Lian, D. Jiang, H. Liu, and J. Wu, J. Phys. Chem. C 120, 8704–8710
(2016).
18C. Lian, S. Zhao, H. Liu, and J. Wu, J. Chem. Phys. 145, 204707 (2016).
19X. Kong, J. Wu, and D. Henderson, J. Colloid Interface Sci. 449, 130–135
(2015).
20M. Dudka, S. Kondrat, A. Kornyshev, and G. Oshanin, J. Phys.: Condens.
Matter 28, 464007 (2016).
21C. Zhan, C. Lian, Y. Zhang, M. W. Thompson, Y. Xie, J. Wu, P. R. C. Kent,
P. T. Cummings, D. Jiang, and D. J. Wesolowski, Adv. Sci. 4, 1700059
(2017).
22A. A. Kornyshev, J. Phys. Chem. B 111, 5545–5557 (2007).
23M. V. Fedorov and A. A. Kornishev, Chem. Rev. 114, 2978–3036
(2014).
24M. V. Fedorov and A. A. Kornishev, J. Phys. Chem. B Lett. 112, 11868–
11872 (2008).
25M. V. Fedorov and A. A. Kornishev, Electrochim. Acta 53, 6835–6840
(2008).
26Z. A. H. Goodwin, G. Feng, and A. Kornishev, Electrochim. Acta 225,
190–197 (2017).
27D. Antypov, M. C. Barbosa, and C. Holm, Phys. Rev. E 71, 061106
(2005).
28D. Frydel and Y. Levin, J. Chem. Phys. 137, 164703 (2012).
29M. Girotto, T. Colla, A. P. dos Santos, and Y. Levin, J. Phys. Chem. B 121,
6408–6415 (2017).
30C. W. Outhwaite and L. B. Bhuiyan, J. Chem. Soc., Faraday Trans. 2 79,
707–718 (1983).
31J. Z. Wu and Z. D. Li, Annu. Rev. Phys. Chem. 58, 85–112 (2007).
32C. N. Patra and S. K. Ghosh, J. Chem. Phys. 100, 5219–5229 (1994).
33R. D. Groot, Mol. Phys. 60, 45–63 (1987).
34J. Jiang, D. Cao, D. Henderson, and J. Wu, J. Chem. Phys. 140, 044714
(2014).
35T. Colla, M. Girotto, A. P. dos Santos, and Y. Levin, J. Chem. Phys. 145,
094704 (2016).
36C. Merlet, B. Rotenberg, P. A. Maddenc, and M. Salanne, Phys. Chem.
Chem. Phys. 15, 15781–15792 (2013).
37D. Boda and D. Henderson, J. Chem. Phys. 112, 8934–8939 (2000).
38A. Y. Toukmaji and J. A. Board, Comput. Phys. Commun. 95, 73–92
(1996).
39D. Frenkel and B. Smit, Understanding Molecular Simulation: From Algo-
rithms to Applications (Academic Press, San Diego, California, USA, 2002),
pp. 291–306.
40P. P. Ewald, Ann. Phys. 369, 253–287 (1921).
41U. Essmann, L. Perera, M. L. Berkowitz, T. Darden, H. Lee, and
L. G. Pedersen, J. Chem. Phys. 103, 8577–8593 (1995).
42T. Darden, D. York, and L. Pedersen, J. Chem. Phys. 98, 10089–10092
(1993).
43A. Arnold and C. Holm, Advanced Computer Simulation Approaches for
Soft Matter Sciences II (Springer, Berlin, Heidelberg, 2005), pp. 59–109.
44M. Deserno and C. Holm, J. Chem. Phys. 109, 7678–7693 (1998).
45J. Lekner, Phys. A 176, 485–498 (1991).
46I. C. Yeh and M. L. Berkowitz, J. Chem. Phys. 111, 3155–3162 (1999).
47M. Kawata and M. Mikami, Chem. Phys. Lett. 340, 157–164 (2001).
48A. Arnold, J. de Joannis, and C. Holm, J. Chem. Phys. 117, 2496–2502
(2002).
49S. W. de Leeuw and J. W. Perran, Mol. Phys. 37, 1313–1322 (1979).
50A. H. Widmann and D. B. Adolf, Comput. Phys. Commun. 107, 167–186
(1997).
51S. Y. Liem and J. H. R. Clarke, Mol. Phys. 92, 19–25 (1997).
52E. Spohr, J. Chem. Phys. 107, 6342–6348 (1997).
53S. Yi, C. Pan, and Z. Hu, J. Chem. Phys. 147, 126101 (2017).
54M. Mazars, Mol. Phys. 103, 1241–1260 (2005).
55Y. Jing, V. Jadhao, J. Zwanikken, and M. O. de la Cruz, J. Chem. Phys. 143,
194508 (2015).
56J. Zwanikken and M. O. de la Cruz, Proc. Natl. Acad. Sci. U. S. A. 110,
5301–5308 (2013).
57V. Kaiser, J. Comtet, A. Nigue`s, A. Siria, B. Coasne, and L. Bocquet, Faraday
Discuss. 199, 129–158 (2017).
58D. T. Limmer, C. Merlet, M. Salanne, D. Chandler, P. A. Madden, R. van
Roij, and B. Rotenberg, Phys. Rev. Lett. 111, 106102 (2013).
59S. K. Reed, O. J. Lanning, and P. A. Madden, J. Chem. Phys. 126, 084704
(2007).
60C. Merlet, D. T. Limmer, M. Salanne, R. van Roij, P. A. Madden,
D. Chandler, and B. Rotenberg, J. Phys. Chem. C 118, 18291–18298 (2014).
61J. I. Siepmann and M. Sprik, J. Chem. Phys. 102, 511–524 (1995).
62A. Arnold, K. Breitsprecher, F. Fahrenberger, S. Kesselheim, O. Lenz, and
C. Holm, Entropy 15, 4569–4588 (2013).
193829-6 Girotto et al. J. Chem. Phys. 148, 193829 (2018)
63S. Tyagi, A. Arnold, and C. Holm, J. Chem. Phys. 127, 154723 (2007).
64S. Tyagi, A. Arnold, and C. Holm, J. Chem. Phys. 129, 204102 (2008).
65M. Girotto, A. P. dos Santos, and Y. Levin, J. Chem. Phys. 147, 074109
(2017).
66K. Kiyohara and K. Asaka, J. Chem. Phys. 126, 214704 (2007).
67Y. Levin, Europhys. Lett. 76, 163 (2006).
68Ionic Liquids in Synthesis, edited by P. Wasserscheid and T. Welton
(Wiley-VCH, Weinheim, Germany, 2003).
69M. N. Kobrak, Green Chem. 10, 80–86 (2008).
70M.-M. Huang, Y. Jiang, P. Sasisanker, G. W. Driver, and H. Weingartner,
J. Chem. Eng. Data 56, 1494–1499 (2011).
71A. Panagiotopoulos, Phys. Rev. Lett. 83, 2981–2984 (1999).
