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Índice general vi
5. Experimentación 51
5.1. Grupo A . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52
5.2. Grupo B . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60
5.3. Grupo C . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64
6. Conclusiones 75
7. Trabajo futuro 76
Caṕıtulo 1
Introducción
En este documento se presenta la investigación del proyecto de tesis titulado:
Hiperheuŕıstico multiobjetivo basado en búsqueda de vecindad variable para proble-
mas de selección de cartera de proyectos. En el mismo se propone una metodoloǵıa
de solución y apoyo a la decisión para diferentes tipos de problemas de selección de
cartera de proyectos.
Está estructurado en siete caṕıtulos. En el presente, se muestran la justificación
y motivación del problema de tesis, y se expone además el diseño de la investigación.
En el caṕıtulo 2 se presenta la base teórica de los métodos y herramientas empleados
en el desarrollo de la metodoloǵıa de solución que se propone. Posteriormente, se pasa
a la descripción del problema de investigación en el caṕıtulo 3, donde se muestran
sus caracteŕısticas y principales retos.
En el caṕıtulo 4 se expone la metodoloǵıa de apoyo a la decisión propuesta,
dentro de la cual se encuentra el hiperheuŕıstico HH-VNS-PP. En el caṕıtulo 5 se
muestra la experimentación, describiendo las instancias empleadas, caracteŕısticas
y diferencias, aśı como los resultados obtenidos. En el caṕıtulo 6 se exponen las
conclusiones del presente trabajo y en el 7 lo que se quisiera lograr en trabajos
futuros.
1
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1.1 Justificación y motivación
La norma ISO 21500 [60] define un proyecto como un conjunto único de proce-
sos que consta de actividades coordinadas y controladas, con fechas de inicio y fin,
que se llevan a cabo para lograr los objetivos del proyecto. El logro de los objetivos
del proyecto requiere la realización de entregables que satisfagan requisitos espećıfi-
cos. Además, un proyecto puede estar sujeto a múltiples restricciones, tales como
tiempo, costo y recursos.
En el interior de cualquier tipo de organización se gestan diversos proyectos
de inversión, algunos enfocados en alcanzar los objetivos estratégicos trazados por
la alta dirección y otros derivados de situaciones no pronosticadas que requieren su
cumplimiento. La administración y la gestión de los proyectos resulta dif́ıcil; es ne-
cesario categorizarlos según su alcance, los recursos a emplear, impactos generados,
los actores involucrados, riesgo en la inversión y otros aspectos complejos de catego-
rizar por su carácter subjetivo [50]. Es por ello que el problema de la optimización
de portafolio o cartera de proyectos es una tarea importante y compleja, pues de-
be asegurar una asignación adecuada de los recursos a los proyectos, que están en
correspondencia con los objetivos estratégicos de la organización, garantizando un
buen aprovechamiento de los mismos.
Aunque los Problemas de Selección de cartera de Proyectos (PSCP) pueden
modelarse y resolverse mediante métodos exactos [14, 47, 56], en la práctica, muchas
veces esto no resulta viable o no es eficiente por el tiempo que toma obtener la solu-
ción. Otro elemento a tener en cuenta es la subjetividad del tomador de decisiones a
cargo de la evaluación de proyectos o de la cartera de proyectos, que posee capacidad
limitada con múltiples objetivos para el proceso de decisión [55]. Este individuo (o
grupo de individuos), durante el proceso de selección de proyectos, puede cambiar
los objetivos, o no tener ideas precisas respecto a determinadas restricciones, por lo
que se requiere ofrecerle soluciones ficientes que lo ayuden en la toma de decisiones
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y garanticen la racionalidad del proceso.
Un método heuŕıstico es un procedimiento para resolver un problema de opti-
mización bien definido mediante una aproximación intuitiva, en la que la estructura
del problema se utiliza de forma inteligente para obtener una buena solución [25]. Me-
diante heuŕısticas se pueden obtener soluciones aceptables en poco tiempo y, además,
son un mecanismo que sirve para explorar el problema, estudiando la complejidad
de instancias y la naturaleza de soluciones, pudiendo arrojar soluciones previas que
sirvan como puntos de partida para métodos exactos.
Como comenta Marti [49], en los algoritmos heuŕısticos las técnicas e ideas
aplicadas a la resolución de un problema son espećıficas de este, y aunque en gene-
ral pueden ser trasladadas a otros problemas, han de particularizarse en cada caso.
Existen métodos heuŕısticos que han sido clasificados en lo que se podŕıa denominar
heuŕıstico clásicos, mientras que hay otros que se han diseñado para resolver cuestio-
nes muy espećıficas, sin posibilidad de generalización o aplicación a otros problemas
similares.
Ubicados en un nivel superior, guiando el diseño de los heuŕısticos, se encuen-
tran los llamados metaheuŕısticos. Los procedimientos metaheuŕısticos son una clase
de métodos aproximados diseñados para resolver problemas dif́ıciles de optimización
combinatoria en los que los heuŕısticos clásicos no son efectivos. Los metaheuŕısticos
proporcionan un marco general para crear nuevos algoritmos h́ıbridos, combinando
diferentes conceptos derivados de la inteligencia artificial, la evolución biológica y los
mecanismos estad́ısticos [52]. Una metaheuŕıstica es un conjunto de conceptos que
se pueden utilizar para definir métodos heuŕısticos, pudiéndose aplicar a un amplio
conjunto de diferentes problemas [10].
Existen varias metaheuŕısticas que han sido diseñadas para resolver problemas
de selección cartera de proyectos, obteniendo resultados satisfactorios. Se pueden
mencionar como ejemplos algoritmos de colonias de abejas [36], método de las res-
tricciones, técnicas multicriterio [68], redes neuronales artificiales [18], optimización
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de enjambre de part́ıculas [51], entre otros. Estos algoritmos tienen en común que
intentan encontrar las mejores soluciones a PSCP con caracteŕısticas espećıficas, por
lo que solo pueden emplearse para resolver el tipo de problemas para el que fueron
diseñados.
En la práctica, los PSCP vaŕıan de una organización a otra, e incluso dentro
de una misma organización. En algunas organizaciones se tienen que resolver PSCP
de naturaleza diferente con mucha con frecuencia. En estos casos no se requiere un
algoritmo potente que ofrezca la mejor solución a un problema en espećıfico, sino un
algoritmo que pueda ofrecer soluciones buenas a PSCP con caracteŕısticas diferentes,
pues no es viable crear un nuevo algoritmo ante cada tipo de PSCP a resolver. Es
por ello que resulta pertinente automatizar la tarea de elegir las heuŕısticas más
adecuadas en cada caso, en vez de hacerlo manualmente.
Un hiperheuŕıstico es, precisamente, un método de búsqueda heuŕıstica (a me-
nudo una metaheuŕıstica) que automatiza el proceso de seleccionar, combinar, gene-
rar o adaptar varias heuŕısticas más simples, para resolver eficientemente problemas
de búsqueda computacional, con la particularidad de ser capaz de manejar distintos
tipos de problemas, de manera rápida y ofreciendo buenas soluciones, en lugar de
resolver un solo tipo problema con una solución casi óptima u óptima [53].
En este trabajo se propone una aproximación metodológica a la solución inte-
gral de diferentes tipos de problemas de selección de cartera de proyectos desarro-
llando una metodoloǵıa de apoyo a la decisión multiobjetivo empleando un algoritmo
hiperheuŕıstico.
1.2 Diseño metodológico
A continuación se presenta el diseño metodológico de la investigación.
Caṕıtulo 1. Introducción 5
1.2.1 Problema
¿Cómo apoyar la toma de decisiones en la solución de diferentes tipos de pro-
blemas de selección de cartera de proyectos empleando un algoritmo que permita
resolver estos diferentes tipos y facilitar aśı la implementación de una herramienta
de apoyo a la decisión general?
1.2.2 Objetivos e hipótesis
El objetivo general de la presente tesis es realizar una aproximación metodológi-
ca a la solución integral de diferentes tipos de problemas de cartera de proyectos
desde la óptica de toma de decisiones multicriterio.
Objetivos espećıficos:
Desarrollar una metodoloǵıa de solución y apoyo a la decisión para diferentes
tipos de problemas de selección de cartera de proyectos.
Implementar un prototipo de solución para varios tipos de PSCP con un hi-
perheuristico basado en la búsqueda de vecindad variable.
Hipótesis: Si se desarrolla un hiperheuŕıstico basado en búsqueda de vecindad
variable siguiendo una metodoloǵıa de solución y apoyo a la decisión para diferentes
tipos de PSCP, se podŕıan obtener buenas soluciones para diferentes tipos de PSCP,
con un único algoritmo.
1.2.3 Novedad cient́ıfica
La novedad de este trabajo radica en la propuesta de una metodoloǵıa de
solución integral para diferentes tipos de problemas de selección de cartera de pro-
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yectos, desde la óptica de toma de decisiones multicriterio, para lo cual se propone
y desarrolla el hiperheuŕıstico HH-VNS-PP.
1.2.4 Alcance y limitaciones
Aunque la naturaleza del hiperheuŕıstico permita utilizarlo para resolver otros
problemas, la metodoloǵıa propuesta está enfocada a la resolución de problemas
de selección de cartera de proyectos. Si se deseara resolver otros problemas habŕıa
que hacer modificaciones a la metodoloǵıa y desarrollar heuŕısticas de bajo nivel
espećıficas para el nuevo problema.
Caṕıtulo 2
Marco teórico
En este caṕıtulo se presenta la base teórica de los métodos y herramientas
empleados en el desarrollo de la metodoloǵıa de solución que se propone.
El caṕıtulo está estructurado de la siguiente forma: Clasificación de los pro-
blemas de decisión (sección 2.1), Proceso de apoyo a la toma de decisión multi-
criterio (sección 2.2) Métodos toma de decisiones bajo múltiples criterios (sección
2.3), Optimización multiobjetivo (sección 2.4), Optimización lineal entera (sección
2.5), Hiperheuŕısticos (sección 2.6), Búsqueda de vecindad variable (sección 2.7) y
para finalizar, se presenta el estado del arte del problema de selección de cartera de
proyectos estáticos (sección 2.8).
2.1 Clasificación de los problemas de decisión
Los problemas de decisión se clasifican según su problemática, según la natu-
raleza de las consecuencias asociadas a las alternativas, según la cardinalidad del
conjunto de alternativas y según la cantidad de tomadores de decisiones [23].
Según su problemática [61]:
Problemas de selección: El tomador de decisiones debe escoger la mejor o
7
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las mejores alternativas, de un conjunto de alternativas, en base a sus
preferencias.
Problemas de clasificación: El tomador de decisiones debe asignar cada al-
ternativa a una única categoŕıa previamente definida, tomando en cuenta
sus preferencias.
Problemas de jerarquización: El tomador de decisiones debe ordenar, según
una relación de preferencia, las alternativas a través de una jerarquización.
Según la naturaleza de las consecuencias asociadas a las alternativas:
Decisiones bajo certeza: El tomador de decisiones conoce por adelantado las
consecuencias de su decisión.
Decisiones bajo incertidumbre: El tomador de decisiones no conoce de an-
temano las consecuencias de elegir una alternativa, pero se conoce una
distribución de probabilidad asociada a la ocurrencia de las consecuen-
cias asociadas a la alternativa.
Decisiones bajo estricta incertibumbre: El tomador de decisiones no tiene
conocimiento sobre la ocurrencia de las consecuencias asociadas a la al-
ternativa.
Según la cardinalidad del conjunto de alternativas:
Finito: Número pequeño.
Infinito: Número muy grande o infinito contable o infinito incontable.
Según la cantidad de tomadores de decisiones:
Una sola persona: Las decisiones recaen sobre una sola persona
Un grupo de personas: Las decisiones son tomadas por dos o más personas.
Caṕıtulo 2. Marco teórico 9
2.2 Proceso de apoyo a la toma de decisión
multicriterio
En la toma de decisiones multicriterio, el tomador de decisiones debe seleccio-
nar, jerarquizar o asignar a categoŕıas, alternativas de un conjunto denominado con-
junto de elección. Para escoger en este conjunto de elección el decisor tiene diversos
puntos de vista, denominados criterios. Estos criterios son, al menos, parcialmente
contradictorios, en el sentido de que si el decisor adopta uno de dichos puntos de
vista, no escogerá la misma alternativa que si se basa en otro criterio [6].
Teniendo esto en cuenta, de manera general, el proceso de toma de decisión
puede concebirse como la elección por parte de un decisor de lo mejor entre lo posible
[58].
La existencia de recursos limitados generan las restricciones del problema. Los
valores de las variables de decisión que satisfacen las restricciones constituyen lo que
se denomina el conjunto factible o alcanzable, que estructura y formaliza lo que se
entiende por lo posible. Este conjunto puede ser continuo o discreto.
Para definir lo mejor, se define una función de criterio, usualmente llamada
función objetivo, o varias, que pueden representarse por un sistema relacional de
preferencias. Mediante el empleo de técnicas matemáticas se optimiza la función
de utilidad sobre el subconjunto alcanzable, obteniendo de esta manera la mejor
solución.
En la primera fase del proceso decisional requiere una información exclusiva-
mente de tipo técnico, o sea, para determinar el conjunto factible sólo se necesita
información no preferencial. Las preferencias reales del tomador de decisiones apa-
recen en la segunda fase.
Es importante destacar que, aunque en investigación de operaciones también
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se tiene un conjunto factible y una o varias funciones objetivo, la diferencia radica
en que las preferencias del tomador de decisiones no son importantes o incluso, no
se toman en consideración. Por otra parte, en el apoyo a la toma de decisiones
multicriterio las preferencias del tomador de decisiones son fundamentales y buena
parte del proceso se centra en obtener las mismas.
El proceso de toma de decisiones no ocurre de manera continua, sino que está
formado por diversas actividades que ocurren en momentos diferentes, la existencia
de diferentes etapas y los diferentes requisitos en cada una de ellas, indican que los
sistemas deben tener capacidades internas múltiples y deben ser flexibles y fáciles
de usar. Simon [64] estableció en 1960, cuatro etapas en la toma de decisiones:
Inteligencia: Se identifica la problemática, indica por qué, dónde y con qué
efectos ocurre una situación.
Diseño: Se diseñan las posibles alternativas de solución para un problema.
Selección: Consiste en elegir una (o varias) de las alternativas propuestas.
Implementación: Se lleva la decisión a la acción y se informa sobre el progreso
y la solución.
En la práctica, los decisores no desean ordenar las soluciones factibles de acuer-
do a un solo criterio, sino que desean efectuar esta tarea con respecto a diferentes
criterios que reflejen sus particulares preferencias. Generalmente estos criterios u
objetivos, entran en conflicto entre śı, por lo que se hace necesario encontrar un
compromiso o equilibrio entre ellos.
De manera general los problemas de decisión multicriterio se caracterizan por
tener:
Alternativas: Un número finito de alternativas, también llamadas opciones, acciones
o candidatos.
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Múltiples criterios: Cada problema tiene múltiples criterios, el número de criterios
depende de la naturaleza del problema.
Unidades incommensurables: Cada criterio tiene diferentes medidas.
Atributos de peso: Casi todos los métodos de toma de decisiones con múltiples
criterios requieren información respecto a la importancia de cada criterio, la
cual es generalmente proporcionada por una escala ordinal o cardinal.
Matriz de decisión: Un problema de toma de decisión multicriterio puede ser ex-
presado en una matriz, donde las columnas indican los criterios y los renglones
las alternativas.
2.3 Métodos toma de decisiones bajo múltiples
criterios
Existen varios métodos de toma de decisión multicriterio. A continuación se
describen brevemente algunos de ellos, Velasquez y Hester [71] realizan un análisis
a mayor profundidad.
MAUT (Multi-Attribute Utility Theory) [44]: Es una teoŕıa de utilidad espera-
da que puede decidir el mejor curso de acción en un problema dado asignando
una utilidad a cada posible consecuencia y calcular la mejor utilidad posible.
La mayor ventaja de MAUT es que tiene en cuenta la incertidumbre. Suele
tener tener una utilidad asignada, que no es una cualidad que se tenga en
cuenta en muchos métodos MCDM. Es integral y puede explicar e incorporar
las preferencias de cada consecuencia en cada paso del método.
Como desventaja, se necesita gran cantidad de información en cada paso del
procedimiento, además de registrar con precisión las preferencias del tomador
de decisiones, que debe dar pesos espećıficos a cada una de las consecuencias
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en cada nivel, y esto es algo que no es posible en todos los problemas de toma
de decisiones.
AHP (Analytic Hierarchy Process) [62]: Es un método basado en la evaluación
de diferentes criterios que permiten jerarquizar un proceso. Usa comparaciones
por pares, que se utilizan tanto para comparar las alternativas con respecto a
los diversos criterios como para estimar los pesos de los criterios.
Una de sus ventajas es su facilidad de uso. Las comparaciones por pares pue-
de permitir que quienes toman las decisiones asignar coeficientes de peso al
comparar alternativas con relativa facilidad. Es escalable y puede ajustarse
fácilmente en tamaño.
Su principal desventaja es la susceptibilidad a la inversión de rango. Debido a
la naturaleza de las comparaciones para las clasificaciones, la adición de alter-
nativas al final del proceso podŕıa hacer que las clasificaciones finales cambien
o se inviertan.
Teoŕıa de conjuntos difusos [73]: Debido a que permite trabajar con datos
imprecisos e inciertos, puede ser utilizado para resolver problemas de gran
complejidad.
Su principal desventaja es que los sistemas difusos suelen ser dif́ıciles de desa-
rrollar. En muchos casos, pueden requerir numerosas simulaciones antes de
poder usarse en el mundo real.
CBR (Case-Based Reasoning) [22]: Este método utiliza información registrada
en bases de datos y propone una solución a un problema de toma de decisión
basado en los casos más similares [22].
Requiere poco esfuerzo en términos de adquisición de datos adicionales, pues
se basa en datos existentes. La mayor de sus ventajas es que puede mejorar
con el tiempo, a medida que se agregan más casos a la base de datos, lo que
lo hace adaptable a cambios en el entorno.
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Su principal inconveniente es su sensibilidad a la inconsistencia en los datos.
Los casos anteriores pueden ser inválidos o los casos especiales pueden dar como
resultado respuestas no válidas. Es por ello que CBR se utiliza en escenarios
donde existe un número considerable de casos anteriores, como son empresas
de seguros y compañ́ıas farmacéuticas.
DEA (Data Envelopment Analysis) [19]: Utiliza técnicas de programación li-
neal para medir la eficiencia relativa de alternativas. Califica las eficiencias de
las alternativas entre śı, con la alternativa más eficiente teniendo una califica-
ción de 1.0, con todas las otras alternativas siendo una fracción de 1.0.
Es capaz de manejo de múltiples entradas y salidas. La eficiencia puede ser
analizada y cuantificada. Permite descubrir relaciones que pudiesen pasar des-
apercibidas por otros métodos.
Una desventaja importante es que no trata datos imprecisos. Supone que toda
la información y los datos de salida son conocidos en su totalidad y esto no
ocurre siempre. Los resultados pueden ser sensibles dependiendo de las entradas
y salidas
SMART (Simple Multi-Attribute Rating Technique) [57]: Es un método sim-
ple que solo requiere independencia de utilidad e independencia preferencial.
Permite cualquier tipo de técnicas de asignación de peso, es decir, relativas,
absolutas, etc; y requiere menos esfuerzo por parte del tomador de decisiones.
No obstante, puede no ser conveniente para determinados problemas demasiado
complejos.
SAW (Simple Additive Weighting) [43]: En el método de sumas ponderadas se
asigna un valor de peso a cada uno de los objetivos y se multiplica por estos.
Tiene la habilidad de compensar entre criterios. Es intuitivo para los tomadores
de decisiones y el cálculo es simple, se puede realizar sin la ayuda de complejos
programas computacionales.
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Entre las desventajas que posee, al evaluar un objetivo no se tiene en cuenta si
es de tipo maximización o minimización, se limita a convertir todo objetivo en
un solo tipo. Las estimaciones reveladas no siempre reflejan la situación real,
por lo que el resultado obtenido puede no ser lógico.
Programación por Metas [59]: Es un método de programación pragmático que
puede elegir entre un número infinito de alternativas, por lo que su mayor
ventaja es que tiene la capacidad de manejar problemas a gran escala.
Una desventaja importante es su incapacidad para establecer coeficientes de
peso. Es por esta razón que muchas aplicaciones consideran necesario combi-
narla con otros métodos, como el AHP, para definir los pesos.
ELECTRE (ELimination and Choice Translating REality) [35]: Es un método
de superación basado en el análisis de concordancia que emplea cuatro relacio-
nes binarias de superación: preferencia estricta, preferencia débil, indiferencia
e incomparabilidad. Partiendo de una matriz de decisión, se utiliza la relación
de sobrecalificación con el fin de obtener una matriz de superación. Permite
reducir el tamaño del conjunto de soluciones eficientes dividiéndolo en alter-
nativas favorables y alternativas no favorables para el decisor, aunque también
permite ordenarlas.
Al basarse en el principio del voto mayoritario y la teoŕıa de la votación, su
principal ventaja es que puede ser explicado de forma sencilla a los tomadores
de decisión, quienes en general comprenden sin mucho esfuerzo los principios
de los métodos.
Su mayor desventaja es la asignación de la importancia relativa a los criterios
o atributos que se expresa en una escala cardinal (refleja la intensidad de las
preferencias). O sea, si un atributo A tiene un peso asignado de 0.2 y un
atributo B tiene un peso asignado de 0.1, eso significa que A es 2 veces más
importante que B para el tomador de decisiones.
PROMETHEE [11]: Es similar a ELECTRE en que también tiene varias ite-
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raciones y es un método de superación.
Su ventaja es que es fácil de usar. No requiere suponer que los criterios son
proporcionados.
Las desventajas son que no proporciona un método claro para asignar pesos y
requiere la asignación de valores, pero tampoco proporciona un método claro
para asignarlos.
Su facilidad de uso lo ha convertido en un método común ya que sus iteraciones
han ido mejorando.
TOPSIS (Technique for Order of Preference by Similarity to Ideal Solution)
[70]: Es un enfoque para identificar la alternativa más cercana a la solución
ideal y más lejana a la negativa solución ideal en un espacio multidimensional.
Tiene numerosas ventajas.
Es fácil de usar y programable. El número de pasos permanece igual indepen-
dientemente del número de atributos.
Una desventaja es que su uso de la distancia euclidiana no considera la correla-
ción de los atributos. Es dif́ıcil ponderar los atributos y mantener la coherencia
de juicio a medida que aumenta el número de atributos.
2.4 Optimización multiobjetivo
El problema de optimización multiobjetivo (MOP, por sus siglas en inglés),
también denominado de optimización vectorial o multicriterio, se puede definir como
la determinación de los valores para un vector de variables de decisión que satisfa-
ga un conjunto de restricciones y optimice una función vectorial, cuyos elementos
representan las funciones objetivo individuales [65]. Estas funciones forman una des-
cripción matemática de criterios de desempeño que generalmente están en conflicto
entre śı. Por tanto, el término optimización significa encontrar una solución que
proporcione valores en todas las funciones objetivo aceptables para el decisor.
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A continuación, se definen los elementos principales de un modelo de optimi-
zación multiobjetivo [5]:
Variables de decisión: Conjunto de n variables cuyos valores forman una
solución (puede o no ser factible) a un problema de optimización, agrupadas
en un vector X y cada variable representada por xj ; donde j = 1, 2...n.
Restricciones: Delimitan el problema y validan las soluciones. Por lo tanto,
se puede decir que las restricciones dibujan el contorno de la región donde se
encuentra el conjunto factible del problema.
Función objetivo: Las funciones objetivo forman el criterio de evaluación
para saber que tan buena es una solución. Al igual que las restricciones,
son funciones de las variables de decisión. En la optimización multiobjetivo
existen dos o más funciones objetivos (f1(X), f2(X), ..., fk(X)) en cada pro-
blema. El vector de funciones objetivo puede representarse como f(X) =
[f1(X), f2(X), ..., fk(X)]
T .
Un problema de optimización multiobjetivo es un conjunto de n variables de
decisión, k funciones objetivo, m restricciones de desigualdad y p de igualdad. En
estos problemas el objetivo de la optimización es encontrar el vector de decisión X
para minimizar o maximizar:
f(X) = [f1(X), f2(X), ..., fk(X)]
T ]
cumpliendo con:
g(x) ≤ 0; g = g1, g2, ..., gm.
h(x) = 0;h = h1, h2, ..., hp.
Generalmente, no existe la solución óptima en todos los objetivos simultánea-
mente. Se busca entonces un compromiso aceptable entre ellos, para lo que es nece-
sario tener claros algunos conceptos definidos a continuación:
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Conjunto factible: El conjunto factible S está definido como el conjunto de
vectores de decisión X que satisfaga las restricciones de desigualdad gi(x) y
las restricciones de igualdad hi(x).
Dominancia de Pareto: Para dos vectores de decisión x∗, y∗ ∈ X se dice
que x∗ domina a y∗, si y solo si
• la solución x∗ no es peor que y∗ en ninguno de sus objetivos. En caso de
minimización, esta condición se puede traducir en:
fj(x∗) ≤ fj(y∗), ∀ j = 1, 2, ...,m;
• la solución x∗ es estrictamente mejor que la solución y∗ en, al menos, un
objetivo:
fj(x∗) < fj(y∗) para al menos un j ∈ 1, 2, ...,m;
lo denotaremos como f(x∗) ≤ f(y∗).
Óptimo de Pareto: Una solución factible x ∈ X es llamada eficiente u óptima
de Pareto, si no existe otra x ∈ X tal que f(x) ≤ f(x). El concepto de óptimo
de Pareto tiene gran importancia en optimización multiobjetivo.
Frontera de Pareto: Para un MOP dado y un conjunto óptimo de Pareto
P ∗, la frontera de Pareto se define como:
F∗ = {(f1(x), f2(x), ..., fk(x))|x ∈ P ∗}.
Es decir, la frontera de Pareto está compuesta por los vectores en el espacio
de objetivos que son óptimos de Pareto.
Solución Pareto óptima local: Una solución x es Pareto óptima local si y
solo si:
∀w ∈ N(x), F (w) no domina a F (x)
donde N(x) representa la vecindad de la solución x. Algunas soluciones Pareto
óptimas pueden ser obtenidas a partir de la resolución de la siguiente expresión
matemática:
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Sλ = mı́nF (x) =
∑n
i=1 λifi(x),
x ∈ S con λi ≥ 0 para i = 1, ..., n y
∑n
i=1 λi = 1.
Estas soluciones son conocidas como soluciones soportadas. Se generan a partir
de la resolución de Sλ utilizando diferentes vectores de pesos λ. La complejidad de Sλ
es la misma que la del problema de optimización mono-objetivo subyacente. Si los
problemas de optimización mono-objetivo subyacentes presentan una complejidad
polinomial, será relativamente sencillo generar soluciones soportadas. Sin embargo,
existen otras soluciones Pareto óptimas que no pueden obtenerse resolviendo una
Sλ. En realidad, estas soluciones, conocidas como soluciones no soportadas, son do-
minadas por combinaciones convexas de soluciones apoyadas, es decir, puntos de la
forma convexa Y = F (S).
2.5 Optimización lineal entera
La programación lineal es la maximización o minimización de una función
lineal, denominada función objetivo. Las variables de esta función (variables de de-
cisión) están sujetas a una serie de restricciones expresadas mediante un sistema de
ecuaciones o inecuaciones también lineales.
Existen problemas lineales [8] donde es aceptable que las variables de decisión
tomen valores fraccionales, por ejemplo, se pueden producir 4.1 toneladas de trigo
o recorrer 3.5 km. Sin embargo, existen muchos problemas donde las soluciones
fraccionales no son aceptables, como es el caso de problemas de cortes de rollos,
asignación de tareas, selección de invitados a una boda, el PSCP (investigado en
este trabajo), entre otros.
Un problema de programación lineal entera [63] es un problema de programa-
ción lineal con la restricción adicional de que algunas de las variables solo pueden
tomar tomar valores enteros. Una gran variedad de problemas combinatorios pueden
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ser planteados como problemas de programación lineal entera.
2.5.1 Clasificación de problemas lineales enteros
Los problemas lineales enteros pueden categorizarse atendiendo a diferentes
caracteŕısticas.
Atendiendo al tipo de variables:
• Enteros puros: son aquellos en que todas las variables únicamente pueden
tomar valores enteros. También se distinguen dentro de estos los proble-
mas totalmente enteros como aquellos en que tanto las variables como
todos los coeficientes que intervienen en el problema han de ser enteros.
• Mixtos: son aquellos en los que hay al mismo tiempo variables continuas
y variables que sólo pueden tomar valores enteros.
• Binarios: las variables sólo pueden tomar los valores cero o uno.
Atendiendo al criterio del tipo de problema:
• Directo: Si el problema de decisión involucra variables enteras.
• Codificado: Cuando se trata de un problema que contiene además de
aspectos cuantitativos, alguna consideración de tipo cualitativos, y por
ello para tratar este tipo de aspectos se requiere el uso de variable enteras
o binarias.
• Transformado: Cuando el problema no incluye variables enteras, pero para
ser tratado anaĺıticamente requiere el uso de variable enteras artificiales.
Wolsey [72] explica el siguiente modelo matemático para programación lineal
entera.
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Suponga que tiene un problema representado por un modelo lineal
máx{cx : Ax ≤ b, x ≥ 0},
donde A es una matriz de m×n, c es un vector renglón n-dimensional y b es un
vector columna m-dimensional. A este se agregan restricciones lineales que obligan
que ciertas variables sólo tomen valores enteros.
máx cx+ hy,
Ax+Gy ≤ b,
x ≥ 0, y ≥ 0 entera.
.
2.6 Hiperheuŕısticos
Un hiperheuŕıstico es un algoritmo de alto nivel que, dada una instancia de
un problema en particular y un conjunto de heuŕısticas de bajo nivel, es capaz
de seleccionar y aplicar la heuŕıstica de bajo nivel apropiada en cada momento de
decisión [13, 53]. Este término fue usado por primera vez en 1997 por Jörg Denzinger,
Matthias Fuchs y Marc Fuchs [24] para describir un protocolo que selecciona y
combina varios métodos de Inteligencia Artificial.
Tiempo después en el año 2000, Cowling y Soubeiga lo usaron de hiperheuŕısti-
co para describir la idea de heuŕısticas que seleccionan heuŕısticas, en el contexto de
optimización combinatoria [20].
Chakhlevitch [16] lo define de la siguiente forma:
1. Un hiperheuŕıstico es una heuŕıstica de alto nivel que administra un conjunto de
heuŕısticas de bajo nivel, con cardinalidad mayor que uno.
2. Busca un buen método para resolver el problema en lugar de una buena solución.
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Figura 2.1: Estructura general de un hiperheuŕıstico.
3. Utiliza solo información limitada sobre problemas espećıficos (idealmente, esta in-
formación incluye solo el número de heuŕısticas de bajo nivel para que el problema
y las funciones objetivo se maximicen o minimicen).
En la figura 2.1 puede verse la estructura general de un hiperheuŕıstico.
De acuerdo con Burke [12], las hiper-heuŕısticas pueden clasificarse según su
fuente de retroalimentación y según la naturaleza del espacio de búsqueda heuŕıstica.
Con respecto a la naturaleza del espacio de búsqueda heuŕıstica se clasifican en:
Metodoloǵıas de selección de heuŕısticas: Producen combinaciones heuŕısticas
de selección o de perturbación preexistentes.
Metodoloǵıas de generación de heuŕısticas: Genera nuevos métodos heuŕısticos
utilizando componentes básicos/bloques de construcción o búsqueda de rastro
de heuŕısticas de construcción o perturbación existentes.
Con respecto a la fuente de retroalimentación durante el aprendizaje se clasi-
fican en:
Hiper-heuŕısticas de aprendizaje en ĺınea: Aprende mientras resuelve una ins-
tancia determinada de un problema.
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Hiper-heuŕısticas de aprendizaje fuera de ĺınea: Aprende de un conjunto de
instancias de entrenamiento, un método que generalizaŕıa a instancias no vis-
tas.
Hiper-heuŕısticas sin aprendizaje: No utiliza información previa del proceso de
búsqueda del rendimiento del heuŕıstico de bajo nivel.
2.7 Búsqueda de vecindad variable
La búsqueda local es la base de muchos de los métodos usados en problemas de
optimización [1, 17, 48, 54]. Es un proceso iterativo que partiendo de una solución
inicial, busca en su vecindad una mejor solución. Si la encuentra, reemplaza su
solución actual por la nueva y continúa con el proceso, hasta que no se pueda mejorar
la solución actual. Esto puede observarse en el algoritmo 1, que al igual que el resto
de los ejemplos del eṕıgrafe, toma el caso de minimización.
Algoritmo 1 Búsqueda local.
x← Solución inicial
MáximoLocal ← falso
mientras MáximoLocal = falso hacer
MáximoLocal ← cierto
para x′ en la vecindad de x hacer






La vecindad de una solución x es el conjunto de todas aquellas soluciones x′ que
pueden ser alcanzables a partir de x por medio de un movimiento. Un movimiento
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puede ser una inserción, eliminación o intercambio de componentes en una solución,
entre otros.
El cómo se busca la vecindad y cuál vecino se usa en el reemplazo, en general
puede ser:
Seleccionar el mejor vecino de todos.
Seleccionar el primer vecino que mejora la solución.
La búsqueda local tiene la ventaja de encontrar soluciones muy rápidamente.
Sus principales desventajas son que queda atrapada fácilmente en óptimos locales
que no son globales en la mayoŕıa de los casos y que su solución final depende
fuertemente de la solución inicial. Es por ello que no suele usarse de forma aislada,
sino que se integra en otras estrategias, entre las que se encuentra la búsqueda local
con vecindad variable (VNS).
La VNS fue presentada por Hansen y Mladenovi [37] en 1997. De manera gene-
ral, parte de tener un conjunto finito de vecindades sobre las cuales se va realizando
la búsqueda local.
Sea Nk un conjunto finito de vecindades predefinidas y Nk(x) el conjunto de
soluciones en la k-ésima vecindad de x. La vecindad cambia de forma sistemática,
teniendo en cuenta tres hechos simples [38]:
1. Un mı́nimo local con una estructura de vecindad, no lo es necesariamente
con otra.
2. Un mı́nimo global es el menor mı́nimo local que se puede encontrar en todas
las posibles vecindades.
3. Para muchos problemas, los mı́nimos locales están relativamente próximos
entre śı.
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Los dos primeros hechos sugieren el empleo de varias estructuras de vecindad
en las búsquedas locales para abordar un problema. El último hecho, constatado
emṕıricamente, indica que los óptimos locales proporcionan información acerca del
óptimo global. Puede ser, por ejemplo, que tengan caracteŕısticas comunes pero,
generalmente, no se sabe cuales son esas caracteŕısticas. Es conveniente, por tanto,
realizar un análisis de las proximidades de cualquier óptimo local buscando informa-
ción que permita orientar la búsqueda hacia el óptimo global.
En el algoritmo 2, se puede ver un ejemplo de un a función de cambio de
vecindad. La función compara el incumbente f(x) con el nuevo valor f(x′) obtenido
del k-ésimo vecindario. Si se obtiene una mejora, se actualiza el incumbente y k
retorna a su valor inicial; si no, se pasa a otro vecindario.
Algoritmo 2 Cambio de vecindad.
Función: CambioVecindad (x, x′, k)
si f(x′) < f(x) entonces
x← x′
k ← 1
si no k ← k + 1
fin si
devolver x, k
Al momento de desarrollar el algoritmo, se pueden tomar tres enfoques: de-
termińıstico, estocástico, o una combinación de las dos. Teniendo esto en cuenta, se
han desarrollado varias variantes de VNS.
Un ejemplo de enfoque determińıstico es el VND (Variable neighborhood des-
cent, por siglas en inglés) [39]. En este caso, la idea es buscar sistemáticamente en
diferentes esquemas de vecindad, empleando un orden secuencial, hasta llegar a un
mı́nimo local que es mı́nimo con respecto a todas las vecindades (ver algoritmo 3).
Con enfoque estocástico, se puede mencionar el RVNS (Reduced VNS). En este
caso, se seleccionan puntos aleatoriamente de Nk(x). Los valores de estos puntos





x′ ← Mejor vecino en Nk(x)
x, k ← CambioVecindad (x, x′, k)
hasta que k = kmax
devolver x
son comparados con el incumbente, y este se actualiza en caso de mejora. Este
algoritmo suele utilizarse en instancias muy grandes, en las que la búsqueda local
es muy costosa, por lo que suele tener además, alguna condición de parada, como el
máximo número de iteraciones entre mejoras o el máximo tiempo transcurrido. En el
algoritmo 4 puede verse un ejemplo que emplea el tiempo de CPU como condición de
parada. La función Agitar genera aleatoriamente un punto del k-ésimo vecindario.
Algoritmo 4 RVNS.




x′ ← Agitar(x, k)
x, k ← CambioVecindad(x, x′, k)
hasta que k = kmax
t← TiempoCPU()
hasta que t > tmax
devolver x
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2.8 Estado del arte del problema de selección
de cartera de proyectos estáticos
La selección de cartera de proyectos y la asignación de recursos es una tarea
que se lleva a cabo en organizaciones del sector público y privado. En la mayoŕıa de
los casos, al seleccionar la cartera, el sector privado busca maximizar las ganancias
mientras que en el sector público se consideran criterios asociados al beneficio o im-
pacto social. Los PSCP se han intentado resolver de diversas maneras. Inicialmente,
los decisores lo haćıan de manera intuitiva, escogiendo aquellos proyectos que créıan
más adecuados, según sus prioridades y presupuesto. Poco a poco, empezaron a in-
cluir metodoloǵıas o sencillos modelos matemáticos que ayudaban a evaluar cada
uno de los proyectos, y luego los seleccionaban en orden hasta agotar el presupuesto.
A partir de finales de los 90 comienzan a aparecer estudios que establecen
que lo más eficiente para una organización no es utilizar un modelo que seleccione
los mejores proyectos, sino el que permita seleccionar la cartera de proyectos que
aproveche las sinergias existentes al realizar más de un proyecto a la vez, y resuelvan
las necesidades de la organización.
En el año 2000, Ghasemzadeh y Archer [34] consideran para la resolución de
PSCP una única función objetivo ponderada. Sin embargo, sus instancias de prueba
fueron muy limitadas porque aspiraban a una comparación entre las carteras calcu-
ladas manualmente y las construidas empleando su sistema de soporte de decisiones.
Para resolver problemas que emplean restricciones adicionales, porteriormente
se propone un procedimiento de dos etapas [67]. Durante la primera fase, se construye
la frontera de Pareto de carteras de proyectos eficientes, a través de la optimización.
Luego, en la segunda fase, los tomadores de decisiones lo exploran de forma interac-
tiva para tener en cuenta las preferencias personales. Además, tienen en cuenta las
limitaciones de piso y techo para la inclusión de proyectos de cualquier subconjunto
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dado, aśı como las limitaciones de recursos y los requisitos mı́nimos de beneficios
para proyectos individuales. Como existen posibles sinergias entre los proyectos que
deben evaluarse para estimar con precisión los beneficios de una cartera de proyectos,
los autores intentan incorporar estas consideraciones en su metodoloǵıa.
En 2014 Doerner et al. [26] mejoran más el enfoque de optimización de colonias
de hormigas de Pareto. Su modelo mejorado funciona mejor con muchas funciones
objetivo y un amplio conjunto de soluciones eficientes y, por lo tanto, es espećıfica-
mente adecuado para problemas de la vida real.
Con el paso de los años la tendencia ha sido el resolver problemas cada vez
más complejos, incluyendo aspectos dif́ıciles de modelar como el riesgo, con la mayor
precisión posible [3, 30, 46]. Debido a que los algoritmos de solución están enfocados
en resolver un tipo de problema en espećıfico, que además suele ser bastante com-
plejo, de la mejor manera, esto hace que solo puedan emplearse para problemas con
caracteŕısticas muy similares.
En el cuadro 2.1 se muestran algunas de las investigaciones encontradas en
la búsqueda bibliográfica y las caracteŕısticas de los problemas que resuelven. La
asignación total de recursos, es mayormente considerada en los trabajos de selección
de cartera, mientras que el financiamiento parcial de recursos se aborda escasamente,
al igual que la modelación a nivel de tareas de proyectos.
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Cuadro 2.1: Literatura del problema de selección de cartera de proyectos.
Fuente Multiobjetivo Tareas Asignación Total Asignación Parcial Sinergias
[28] Śı No Śı No Śı
[29] Śı No Śı Śı No
[47] Śı Śı Śı No No
[66] No No Śı Śı No
[9] Śı No Śı No Śı
[45] Śı No Śı No No
[33] No No Śı No Śı
[7] Śı No Śı No No
[30] Śı No Śı No Śı
[40] No No Śı No Śı
[21] Śı No Śı No No
[74] Śı No Śı Śı Śı
[4] Śı Śı Śı Śı Śı
[31] Śı No Śı Śı Śı
[2] Śı Śı Śı Śı Śı
[50] No Śı Śı No Śı
Caṕıtulo 3
Descripción del problema de
investigación
En este caṕıtulo se describe con mayor profundidad el problema de investiga-
ción del presente trabajo, mostrando sus caracteŕısticas y principales retos.
3.1 Caracteŕısticas del problema de selección
de cartera de proyectos
En 1999 Dye y Pennypacker [27] definen una cartera de proyectos como aquel
grupo de proyectos que, llevados a cabo bajo la dirección y patrocinio de la organi-
zación, comparten unos recursos escasos en un periodo de tiempo determinado para
satisfacer un bien común, en este caso, los objetivos de la organización. Los proyectos
en este trabajo son de investigación y desarrollo o de impacto social, que tienen la
caracteŕıstica de comenzar y terminar en el mismo periodo.
De manera similar, Junguito, Perfetti y Becerra [42] la definen en 2014 como
una colección de proyectos y/o programas que se agrupan juntos para facilitar la
gestión efectiva y aśı alcanzar los objetivos estratégicos de la organización. Plan-
tea que los componentes de la cartera son cuantificables y pueden pueden medirse,
29
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clasificarse y priorizarse.
Al seleccionar una cartera de proyectos eficiente es necesario tener en cuenta
varios factores o aspectos fundamentales [15]:
La consideración de diversos objetivos de manera simultánea (problema mul-
tiobjetivo).
La interacción o dependencia entre proyectos, permitiendo valorar todo tipo
de relaciones entre proyectos (sinergias positivas o negativas, relaciones de
precedencia, complementariedad entre proyectos, etc.).
El tiempo como aspecto fundamental para analizar el problema desde una
vertiente más completa.
El análisis del riesgo medido como fracaso o falta de éxito de los proyectos
seleccionados.
Pueden considerarse actividades asociadas a los proyectos, que se utilizan para
la planeación y la asignación de recursos.
Teniendo esto en cuenta, podemos clasificar los problemas de selección de car-
tera de proyectos, de acuerdo a sus caracteŕısticas, según los siguientes aspectos
[28]:
Vigencia en la cartera:
• Estáticos: Todas las propuestas que son financiadas inician y terminan en
un mismo periodo.
• Dinámicos: Es posible incluir o abandonar un proyecto en diferentes pe-
riodos.
Caṕıtulo 3. Descripción del problema de investigación 31
Asignación:
• Total: Cada proyecto solicita un presupuesto y este es asignado comple-
tamente o no.
• Parcial: Cada proyecto solicita el presupuesto dentro de un rango. Si se
asigna el máximo solicitado, el beneficio esperado es el máximo. Si se
asigna un presupuesto entre el mı́nimo y el máximo, el beneficio esperado
disminuye en una proporción dada. No se puede asignar un presupuesto
menor al mı́nimo solicitado o el proyecto no generará beneficios.
Organización:
• Regiones: Los proyectos están organizados por regiones geográficas. Ge-
neralmente se asigna determinado rango de presupuesto para cada región,
de acuerdo a las preferencias del tomador de decisiones.
• Áreas: Los proyectos se agrupan según el área que benefician. Por ejem-
plo, en proyectos educativos, puede referirse a: humanidades, ingenieŕıas,
ciencias exactas, etc. Dentro de una empresa que manufacture autos, las
áreas pudiesen ser: carroceŕıa, interior, motor, suspensión, etc. Sea cual
fuere el caso, a cada área se le asigna un rango de presupuesto, de modo
que los proyectos seleccionados entren en ese rango.
Granularidad[2]:
• Proyectos: Esta es la más sencilla de las granularidades, los proyectos son
considerados como tal, sin subdivisiones o interdependencias entre ellos.
• Tareas: Los proyectos se subdividen en tareas, que pueden tener mayor
o menor impacto dentro del proyecto, aśı como necesitar cantidades dife-
rentes de recursos.
• Sinergias: Consisten en efectos ya sea de recursos o de beneficios, que se
producen por relaciones de proyectos y/o tareas de proyectos. Por ejemplo,
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el ahorro de recursos por la compra de algún equipo de cómputo que pueda
ser compartido .
3.2 Definición de la clase Problemas de
selección de cartera de proyectos
En esta sección se define una estructura algebraica para la clase de problemas
de selección de carteras de proyectos que se abordará en esta investigación. En base
a las caracteŕısticas descritas en la sección anterior, se define la clase de problemas
de selección de carteras de proyectos atendiendo a las caracteŕısticas mostradas en
el cuadro 3.1.
Cuadro 3.1: Estructura de la clase Problema de selección de cartera de proyectos.
Vigencia en Dinámicos No
la cartera Estáticos Śı
Asignación Total Una u otra
Parcial
Organización Regiones Cualquier combinación
Áreas incluyendo ninguna
Otro tipo
Estructura Única Una u otra
de Divididos en tareas
proyectos o actividades
Sinergias Entre proyectos Cualquier combinación
Entre tareas incluyendo ninguna
o actividades
Información Con información Una u otra
de preferencia Sin información
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La Red de Decisión y Optimización Multicriterio (OPTISAD) ha realizado
varias investigaciones relacionadas con el problema de selección de cartera de pro-
yectos. A continuación se comenta sobre algunos de los resultados obtenidos hasta
el momento, haciendo énfasis los tipos de problemas que intentan resolver.
En 2010 Litvinchev y otros [47] se propone un modelo para problemas de se-
lección de cartera de proyectos públicos a gran escala, obteniendo soluciones a pro-
blemas de hasta 25000 proyectos. Las caracteŕısticas fundamentales de el problema
tratado son las siguientes:
Se conoce el presupuesto disponible para financiar los proyectos y se anuncia
una convocatoria para solicitar propuestas en diversas áreas (por ejemplo, áreas
de conocimiento), cada área con un ĺımite inferior y superior de presupuesto.
La decisión sobre la financiación se toma una vez por peŕıodo, o sea, en cuanto
a vigencia en la cartera, es estático.
Las propuestas se originan en instituciones mutuamente no relacionados, por
lo tanto, los proyectos se consideran estad́ısticamente independientes con co-
rrelación muy pequeña o cero (no existen sinergias entre los proyectos).
Se desea que la cartera elegida mantenga un compromiso en cuanto a beneficio
y número de proyectos (problema biobjetivo).
En 2013 Bastiani y otros [7] proponen un modelo de selección de cartera de
proyectos formulado por un conjunto de indicadores que reflejan el impacto de la
cartera en términos de número de proyectos y los puestos que ocupan en una clasifi-
cación realizada previamente por el tomador de decisiones. Se emplea un algoritomo
de optimización evolutiva multiobjetivo empleando una medida de impacto vectorial.
Dan solución a un problema estático, con asignación total.
Cruz y otros en 2014 [21] ofrecen una propuesta de solución a problemas de
selección de cartera de proyectos multiobjetivo, considerando las preferencias del
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tomador de decisiones a priori. Este trabajo introducen sinergias entre proyectos y
consideran asignación total. Se resuelven instancias de hasta 9 objetivos.
Arratia y colegas [3] en 2018, proponen un modelo para resolver problemas
biobjetivos, donde los proyectos son granulados en tareas con poĺıtica de asignación
total y pueden existir sinergias entre ellas.
Las investigaciones mencionadas trabajan problemas de proyectos estáticos.
Otra caracteŕıstica que tienen en común es que cada uno intenta ofrecer la mejor
solución posible al tipo de problema que resuelve, pero, a menos que se realicen
modificaciones a los algoritmos o modelos que proponen, ninguno seŕıa capaz de
resolver el tipo de problema que resuelve otro.
Precisamente, este trabajo propone el algoritmo HH-VNS-PP, que, si bien no
pretende encontrar la solución óptima o cercana a la óptima, ofrece buenas soluciones
a cualquiera de los problemas antes mencionados, o a cualquier otro que tenga una
combinación diferente de esas caracteŕısticas.
3.3 Retos del problema
El resolver diferentes tipos de problemas de selección de cartera de proyec-
tos con un único algoritmo presenta varios retos. A continuación se mencionan y
describen brevemente los más significativos.
Flexibilidad del algoritmo: El algoritmo debe ser lo suficientemente flexible
como para adaptarse a las caracteŕısticas de cada problema. Por ejemplo, Las
estrategias o acciones a desarrollar para resolver un problema bi-objetivo en
el que se desea maximizar el número de proyectos en la cartera y el beneficio
arrojado por estos, no son las mismas que si se desea resolver un problema en
el que no importa el número de proyectos en la cartera, pero śı alcanzar un
balance entre cuatro grupos diferentes a beneficiar.
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Dificultad variable debido a la naturaleza de los problemas: Los pro-
blemas a resolver por el algoritmo presentan diferentes dificultades, que no
están en relación con el número de proyectos presentados, lo cual debe ser
considerado al momento de diseñar el algoritmo.
Para ilustrar esto, consideremos dos problemas, ambos con una propuesta de
100 proyectos y presupuesto para financiar aproximadamente el 60 % de ellos.
Si el primer problema es de asignación total, bi-objetivo y organizado por áreas
y el segundo es de asignación parcial, organizados por áreas y regiones y tiene
en cuenta cuatro objetivos, el segundo problema es más complejo de resol-
ver, por lo tanto, el número de operaciones para resolver el primer problema,
debe ser considerablemente menor que el número de operaciones para resol-
ver el segundo, cuando ambos problemas presentan un número de variables lo
suficientemente grande.
Bajos recursos de hardware: Se desea que el algoritmo desarrollado no
demande de grandes requerimientos de hardware, pues esto implica inversión en
equipos avanzados de cómputo. El algoritmo propuesto debe poder ejecutarse
en un computador personal o portátil, con prestaciones medias, por lo que debe
ser lo más simple posible.
Tiempo de ejecución razonable: El algoritmo debe ser capaz de entregar
una solución aceptable en un tiempo razonable, de acuerdo a la dificultad del
problema en cuestión y número de variables.
El hiperheuŕıstico adecuado: En la literatura se encontró una vasta referen-
cia a hiperheuŕısticos, no obstante, no se encontraron referencias que aborden
varios tipos de problema de selección de cartera de proyectos con un único
algoritmo.
Caṕıtulo 4
Metodoloǵıa de apoyo a la
decisión
En este caṕıtulo se describe la metodoloǵıa de apoyo a la decisión propuesta en
esta investigación para la solución de diferentes problemas de selección de carteras
de proyectos, con las caracteŕısticas mencionadas al final de la sección anterior. En la
metodoloǵıa se incluye la descripción del hiperheuŕıstico desarrollado (HH-VNS-PP)
como generador de carteras localmente eficientes.
4.1 Hiperheuŕıstico en que se basa el
algoritmo desarrollado
El hiperheuŕıstico propuesto se basa en el enfoque mixto de Ping-Che Hsiao,
Tsung-Che Chiang y Li-Chen Fu [41] (PTL), cuyo diagrama se puede ver en la figura
4.1. Este consta de cinco etapas: agitar, búsqueda local, tabu, selección ambiental y
ajuste periódico. El algoritmo posee dos listas de heuŕısticas de bajo nivel, Hl para
almacenar las que se emplean para realizar la búsqueda local y Ha para las usadas
en la etapa de agitar.
Al inicio de la búsqueda, se genera una población aleatoria de soluciones Sb
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Figura 4.1: Hiperheuŕıstico propuesto por Ping-Che Hsiao, Tsung-Che Chiang y Li-
Chen Fu [41].
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Figura 4.2: Algoritmo de búsqueda local propuesto por Ping-Che Hsiao, Tsung-Che
Chiang y Li-Chen Fu [41].
por razones de diversificación. Luego de un tiempo se selecciona la mejor de esas
soluciones y se usa como referencia. En la etapa de agitar, se selecciona una heuŕıstica
de Ha y se aplica a x (que inicialmente es una solución aleatoria de Sb), obteniéndose
x′, que será el incumbente en la etapa de búsqueda local.
Posteriormente, en la etapa de búsqueda local, se aplican las heuŕısticas de Hl
(según las reglas de la búsqueda local establecidas en la figura 4.2) con la finalidad
de encontrar un óptimo local a partir de la solución actual. Las heuŕısticas en es-
ta categoŕıa comprueban el vecindario por una mejor solución y garantizan que la
solución no empeore.
La selección ambiental determina cuál de las soluciones en Sb será reemplazada
y cuál será la solución base en la próxima iteración.
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El ajuste periódico se activa cada vez que el algoritmo alcanza un peŕıodo dado
T . Los parámetros que ajustan son c (número máximo de iteraciones sin mejora
permitidos en la búsqueda local) y el tamaño de la población.
PTL está diseñado para resolver problemas de un solo objetivo, mientras que
el presente trabajo se propone resolver problemas de selección de carteras de proyec-
to, que, en su mayoŕıa, son multiobjetivo. El algoritmo propuesto en este trabajo,
HH-VNS-PP, es de naturaleza multiobjetivo y su funcionamiento es incluso más
simple para poder ejecutarlo en equipos con bajos recursos de hardware, uno de los
principales retos.
4.2 Hiperheuŕıstico propuesto: HH-VNS-PP
HH-VNS-PP mantiene el principio de agitación y búsqueda local de VNS, de
manera similar al de PTL. Mediante la agitación, se perturba la solución, mejorando
la exploración del espacio de búsqueda y con ello la fiabilidad global. Mientras que,
en el paso de búsqueda local se mejora la profundidad de búsqueda de una solución,
con el objetivo de alcanzar un óptimo local. Esto puede observarse en la figura 4.3.
4.2.1 Heuŕısticas de bajo nivel
HH-VNS-PP agrupa las heuŕısticas de bajo nivel en dos categoŕıas: agitación y
búsqueda local. A diferencia de PTL, las heuŕısticas de búsqueda local están catego-
rizadas en cuatro grupos: generales, de búsqueda por área, de búsqueda por región
y de asignación parcial. Las heuŕısticas que se agregarán al algoritmo serán las que
se ajusten a las caracteŕısticas de cada problema a resolver. A continuación se listan
las heuŕısticas.
Heuŕısticas de agitación:
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Figura 4.3: Funcionamiento básico de HH-VNS-PP. La solución se perturba para
escapar del óptimo local mediante la agitación, generando x′ (triángulo rojo). Luego
se obtiene otro óptimo local x′′ (ćırculo azul) mediante el paso de búsqueda local.
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SwapRand: Cambia estado aleatoriamente a los proyectos.
SwapQuarter: Cambia estado a 1/4 de los proyectos.
SwapThird: Cambia estado a 1/3 de los proyectos.
SwapHalf: Cambia estado a 1/2 de los proyectos.
ShakeArea: Cambia estado a los proyectos de un área.
ShakeRegion: Cambia estado a los proyectos de una región.
SwapRand: Cambia estado aleatoriamente a los proyectos.
Heuŕısticas de búsqueda local:
Generales
• Swap: Toma un proyecto aleatorio y le cambia el estado.
• DrawRand: Saca un proyecto e intenta agregar proyectos mientras el pre-
supuesto lo permita.
• DrawHightBgt: Saca el que más presupuesto requiera e intenta agregar
proyectos mientras el presupuesto lo permita.
• DrawRPutLess: Saca un proyecto aleatorio y agrega proyectos mientras
haya presupuesto disponible comenzando por el de menor presupuesto.
• AddMaxBgt: Saca proyectos aleatorios hasta que quepa el de mayor pre-
supuesto fuera.
Área
• SwapArea: Quita un proyecto de un area e intenta agregar uno de otra.
• IncreseBgtArea: Quita un proyecto de un área e intenta agregar uno de
la misma con mayor presupuesto.
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• DecreaseBgtArea: Quita un proyecto de un área e intenta agregar uno
de la misma con menor presupuesto.
Región:
• SwapRegion: Quita un proyecto de una región e intenta agregar uno de
otra.
• IncreseBgtRegion: Quita un proyecto de una región e intenta agregar
uno de la misma con mayor presupuesto.
• DecreaseBgtRegion: Quita uno de una región e intenta agregar uno de
la misma con menor presupuesto.
Asignación parcial
• DrawHightBgtFill: Quita el proyecto que mayor presupuesto requiera e
intenta agregar todos los que pueda. Cuando el presupuesto disponible no
alcance para añadir otro proyecto, lo usará en los proyectos que ya están
en la cartera y no están financiados al máximo, hasta que se agote.
• DrawRandFill: Quita un proyecto al azar e intenta agregar todos los que
pueda. Cuando el presupuesto disponible no alcance para añadir otro
proyecto, lo usará en los proyectos que ya están en la cartera y no están
financiados al máximo, hasta que se agote.
• SetPrjMinFill: Selecciona un proyecto que esté en la cartera, lo financia
al mı́nimo y usa el presupuesto restante para aumentar financiación de
los proyectos de la cartera.
• UseBudget: Si hay presupuesto disponible lo emplea para aumentar fi-
nanciación.
• SetPrjRndFill: Selecciona un proyecto que esté en la cartera y le asigna
un presupuesto aleatorio. Si queda presupuesto disponible luego de la
operación.
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Figura 4.4: Diagrama de flujo de HH-VNS-PP.
4.2.2 Estructura general
HH-VNS-PP consta de cuatro etapas: agitar,búsqueda local, ajustes y actua-
lización. En la figura 4.4 se muestra el esquema general.
Una solución inicial aleatoria funge inicialmente como solución base x. Se se-
lecciona una heuŕıstica de bajo nivel de la categoŕıa de agitar, Ha, y se aplica a x
para generar una nueva solución x′.
Las heuŕısticas de agitar se ordenan descendentemente de acuerdo a su rango
y se elige cada vez la que mayor rango tenga. Cuando todas las heuŕısticas tengan
rango negativo se restauran a su valor inicial.
En la etapa de búsqueda local, teniendo a x′ como incumbente, se intentan
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Figura 4.5: Diagrama de flujo de la etapa de búsqueda local.
encontrar las mejores soluciones en su vecindad. Inicialmente x′ es una solución, a
media que la búsqueda local avanza se reemplaza por soluciones cuyas imágenes la
dominen o se agregan soluciones si no hay dominancia entre ellas.
Como se observa en el diagrama de flujo de la figura 4.5, se selecciona aleato-
riamente una heuristica hl entre las heuŕısticas de búsqueda local con mayor rango,
para obtener xt. Estas heuŕısticas pueden tener tres niveles o rangos: -1, 0 o 1. El
valor inicial se establece en 1 y cambia de la siguiente manera:
Si f(xt) domina a alguna de las f(x
′) (imágenes de las soluciones que se tienen
como mejores soluciones dentro de la búsqueda local) y no es dominada por
ninguna, todas las heuŕısticas reciben rango 1. La nueva solución es agregada
a x′ y se sacan las soluciones cuyas imágenes fueron dominadas.
Si f(xt) domina a alguna de las f(x
′) y es a la vez dominada por alguna, las
que son dominadas por ella se sacan de x′, hl recibe rango 1.
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Si f(xt) es no dominada respecto a todas las f(x
′), se añade a x′. hl recibe
rango 0.
Si f(xt) no domina a ninguna f(x
′) y es dominada por alguna, o xt es igual a
alguna x′, hl recibe rango -1.
La etapa de ajuste lleva el control de las heuŕısticas de agitar. De acuerdo a
las soluciones obtenidas de la etapa de búsqueda local, el rango de Ha es modificado
de la siguiente forma:
Si alguna de las soluciones de x′′ es igual a alguna de las soluciones de S
(conjunto de soluciones globales), el rango de Ha disminuye en 10.
Por cada f(x′′i ) que sea dominada por alguna f(Sj), se disminuye el rango de
Ha en 5.
Por cada f(x′′i ) que sea no dominada con alguna f(Sj), se disminuye el rango
de Ha en 1.
Por cada f(x′′i ) que domine a alguna f(Sj), se aumenta el rango de Ha en 1.
En la etapa de actualización se evalúan las soluciones obtenidas de la búsqueda
local y se actualiza el conjunto de soluciones eficientes globales S. Además, se ajusta
el parámetro G, que representa el número de iteraciones consecutivas sin mejora del
algoritmo en general.
La actualización realiza como sigue:
Si alguna de las soluciones de x′′ es igual a algunas de las soluciones de S
(conjunto de soluciones globales), f(ha) es agregada a la lista tabu.
Si alguna f(x′′i ), domina a f(Sj):
• Se añade x′′i a S.
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• Se extraen de S todas las soluciones cuyas imágenes fueron dominadas.
• G adquiere su máximo valor.
De no ocurrir lo anterior, si alguna f(x′′i ) es no dominada con todas las f(Sj):
• Se añade x′′i a S
• G toma máximo valor.
De no ocurrir ninguna de las anteriores:
• Disminuir G en una unidad.
Durante este proceso se extraen de S todas las soluciones cuyas imágenes hayan
sido dominadas, por lo que siempre va a contener un conjunto de soluciones eficientes.
Para iniciar la siguiente iteración se selecciona aleatoriamente una de esas so-
luciones. Todo el algoritmo se repite hasta que G tenga valor cero o se consuma el
tiempo establecido.
4.3 Metodoloǵıa de apoyo a la decisión
La metodoloǵıa de apoyo a la decisión propuesta para abordar el problema de
selección de cartera de proyectos incorpora las siguientes etapas:
1. Identificación de las caracteŕısticas del problema
2. Definir las preferencias del tomador de decisiones
3. Ajuste de datos de entrada
4. Generación del conjunto de carteras
5. Presentación del conjunto de carteras al tomador de decisiones
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4.3.1 Identificación de las caracteŕısticas del problema
Esta etapa permite determinar si HH-VNS-PP puede ser empleado en el pro-
blema en cuestión. Para ello se requiere adquirir información detallada del problema.
Lo primero a tener en cuenta es la vigencia en la cartera de los proyectos. Si
la cartera es dinámica, no podrá ser utilizado HH-VNS-PP.
Posterior se deben evaluar cada una de las caracteŕısticas, intentando encontrar
alguna que invalide el uso de HH-VNS-PP. Si se encuentra alguna, es necesario buscar
otro método de resolución al problema pues esta metodoloǵıa no podrá ser empleada.
De no encontrar ningún impedimento, se pasa a la siguiente etapa.
4.3.2 Definir las preferencias del tomador de decisiones
En esta etapa se definen las preferencias del tomador de decisiones sobre cada
objetivo para asignar pesos a cada uno de ellos. Si el tomador de decisiones no desea
definir preferencias, a cada objetivo se le asigna el mismo peso.
El método de decisión multicriterio que se emplea en esta metodoloǵıa es el
ELECTRE, debido a la simplicidad que ofrece al momento de definir los pesos de
los objetivos. No obstante, como en nuestra metodoloǵıa el método de decisión mul-
ticriterio se emplea a posteriori, pudiese emplearse otro, si el tomador de decisiones
aśı lo desea. La metodoloǵıa de apoyo a la decisión que se propone es flexible en ese
aspecto.
El decisor define además cuántas soluciones localmente eficientes desea recibir
para, sobre ellas, hacer una elección final.
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4.3.3 Ajuste de datos de entrada
En esta etapa se ajustan los datos la(s) instancia(s) del problema de modo
quese ajuste a los requerimientos de entrada HH-VNS-PP, descritos a continuación:
1. Cantidad de proyectos.
2. Presupuesto disponible.
3. Definir si la asignación es total o parcial. Si es parcial, definir el porciento de
beneficio que brindará el proyecto en caso de ser financiado con el mı́nimo
permitido.
4. Cantidad de objetivos.
5. Pesos de los objetivos (de haberlos).
6. Cantidad de estructuras en la que se organiza (regiones, área, otras)
7. Definir mı́nimo y máximo de presupuesto a utilizar en cada estructura de
organización (de haberlas).
8. Cantidad de actividades o tareas (1 si la estructura de proyectos es única).
9. Cantidad de sinergias (0 si no hay)
A continuación se presentan todos los proyectos siguiendo la estructura:
1. Identificador del proyecto. De no tenerlo, se toma la posición en la lista de
proyectos.
2. Si la asignación es total, financiamiento requerido. Si la asignación es parcial,
financiamiento mı́nimo necesario y financiamiento máximo.
3. Las estructuras oganizacionales a las que pertenece. Ejemplo: [Área 4, Región
8].
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4. Beneficio en los diferentes objetivos.
Si los proyectos están divididos en actividades o tareas, para cada proyecto
habrá una lista de las mismas con la siguiente estructura:
1. Identificador de la actividad
2. Porciento del beneficio del proyecto que aporta la actividad.
3. Financiamiento mı́nimo necesario para llevar a cabo la actividad.
4. Financiamiento para que la actividad aporte su máximo beneficio.
De existir sinergias, se listan siguiendo la estructura:
1. Identificación de la sinergia
2. Tipo de sinergia (aumento de beneficio, disminución de beneficio, aumento de
costo, disminución de costo, incompatibilidad)
3. Valor de la sinergia
4. Cantidad de elementos en la sinergia
5. Mı́nimo para activar
6. Máximo para activar
Para cada sinergia, se listan los elementos que la componen de la forma:
1. Identificador de la sinergia a la que pertenece
2. Identificador del proyecto
3. Identificador de la tarea o actividad
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4.3.4 Generación del conjunto de carteras
HH-VNS-PP posee tres parámetros que se pueden ajustar para generar el con-
junto de carteras.
1. Número de soluciones dominadas consecutivas encontradas en la búsqueda lo-
cal para salir de la iteración: Está ajustado por defecto en 20. Un valor más
pequeño hace más rápida cada iteración pero podŕıan perderse mejores solucio-
nes. Un valor mayor podŕıa ofrecer mejores soluciones pero ralentiza el proceso
al iterar más veces sobre zonas en las que no se encuentran buenas soluciones.
2. Número iteraciones de búsqueda local consecutivas sin cambios en la lista de
soluciones localmente eficientes para terminar el algoritmo y devolver las solu-
ciones encontradas hasta entonces. Por defecto este valor es 5.
3. Tiempo máximo de ejecución: Si el tiempo de ejecución al terminar la búsque-
da local es mayor que este parámetro, HH-VNS-PP devuelve las soluciones
encontradas hasta el momento.
4. Las soluciones son puntuadas mediante el método ELECTRE (u otro método
si el tomador de decisiones aśı lo prefiera) y ordenadas según esa puntuación.
4.3.5 Presentación del conjunto de carteras al
tomador de decisiones y selección final
Se le presentan al tomador de decisiones el número máximo de posibles solucio-
nes que pidió. Este puede elegir una de las ofrecidas o decidir que desea hacer algún
cambio en alguna de las estapas de la metodoloǵıa, esperando obtener resultados
diferentes. Este proceso puede repetirse hasta que el tomador de decisiones obtenga
una solución con la cual se sienta satisfecho.
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Experimentación
En este caṕıtulo se describen las instancias empleadas en el proceso de experi-
mentación. Para todas las instancias se encontraron soluciones factibles, algunas de
las cuales son mostradas y analizadas.
El proceso de experimentación fue realizada en una MacBook Air con pro-
cesador Intel Core i7-4650U a 1.70 GHz con 8 GB de memoria RAM. El sistema
operativo empleado fue Windows 10 de 64 bits.
El algoritmo fue programado en Python 3 empleando Spyder 3, de Anaconda
4. El análisis y visualización de los resultados fue realizado con las libreŕıas pandas,
matplotlib seaborn, en el entorno de Jupyter Notebook.
Para el proceso de experientación se emplean instancias con caracteŕısticas di-
ferentes, tomadas de varias fuentes. Para facilitar la comprensión se organizan en tres
grupos. Resúmenes de las mismas son mostrados en sus secciones correspondientes
en cuadros con la siguiente estructura:
CI: Cantidad de instancias con esas caracteŕısticas que se tienen
P : Cantidad de proyectos en la instancia
O: Cantidad de objetivos
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A: Cantidad de áreas
R: Cantidad de regiones
AT : Asignación total




Las instancias del Grupo A, cuyas caracteŕısticas muestra el cuadro 5.1, han
sido trabajadas por otros autores anteriormente [3, 4, 46] . La mayor complejidad
radica en la granularidad de los proyectos en tareas y las sinergias entre ellas, lo que
hace que con cada cambio que se haga en la cartera, haya que chequear la existencia
de las mismas y actualizar los valores asociados, lo que hace considerablemente más
lenta la búsqueda.
En este grupo se desea maximizar el número de proyectos en la cartera y el
beneficio total obtenido. Cada proyecto posee un requerimiento mı́nimo y máximo de
recursos y cada proyecto está granulado en tareas que, a su vez, solicitan un mı́nimo
y máximo de recursos. La manera en la que se maneja el beneficio obtenido por cada
tarea en los proyectos, vaŕıa en la bibliograf́ıa. En este trabajo se asume que que si
la tarea recibe el máximo de recursos, proporcionará el máximo beneficio; mientras
que si recibe el mı́nimo, proporcionará el 70 % del beneficio, cualquier financiación
intermedia obtendrá un beneficio que es una función lineal de estos valores.
La literatura trabaja estas instancias con modelos exactos y desde diferentes
ángulos. De manera general, la función objetivo es representada a partir de la pro-
puesta por Litvinchev [47], donde el valor del parámetro α tiene un rol fundamental.
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Cuadro 5.1: Caracteŕısticas de las instancias del Grupo A [3].
CI P O A R AT AP T S
4 64 2 8 No No Śı 16 2
4 64 2 12 No No Śı 16 No
15 100 2 2 No No Śı 5 5
15 100 2 2 No No Śı 5 No
4 256 2 8 No No Śı 16 10
4 256 2 8 No No Śı 16 10
15 500 2 2 No No Śı 15 40
15 500 2 2 No No Śı 15 No
4 512 2 8 No No Śı 16 No
4 512 2 8 No No Śı 16 20
5 1024 2 8 No No Śı 16 40
5 1024 2 8 No No Śı 32 40
Mediante el contacto directo con Arratia [3], fue posible tener acceso a algunos
resultados de su experimentación. No obstante, en la mayoŕıa no se especifica el
parámetro α empleado, lo que imposibilita una comparación de resultados.
En las 15 instancias de 100 proyectos sin sinergias se conoce que el valor α
es de 0,8. En su caso los objetivos son ponderados con igual peso para obtener un
valor objetivo único, mientras que en el presente se obtiene un conjunto de soluciones
eficientes.
En la figura 5.3 se muestran los valores encontrados por HH-VNS-PP en color
azul y en rojo el valor obtenido de la literatura. Como puede apreciarse, aunque las
instancias tienen la misma cantidad de proyectos, las caracteŕısticas de cada una
individualmente influyen en la calidad y cantidad de la soluciones obtenidas.
Aunque la aleatoricidad del algoritmo y el tiempo de ejecución es un factor
determinante, los valores mostrados para este grupo de instancias son el resultado
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de una sola ejecución, con una duración máxima de 1 hora. El objetivo de esto
es mostrar algunas caracteŕısticas espećıficas que pueden tener las soluciones en
particular.
En el cuadro 5.2 se muestra un resumen de resultados obtenidos respecto a las
soluciones exactas que se tienen de referencia. La información está organizada de la
siguiente manera:
PL: Número de proyectos en la solución óptima de la literatura.
BL: Beneficio de la solución dela literatura.
CS: Cantidad de soluciones eficientes obtenidas por HH-VNS-PP.
SMCP: Cantidad de soluciones en las que hay más proyectos que en la lite-
ratura.
CSMB: Cantidad de soluciones en las que el beneficio es mayor que en la
solución de la literatura.
BSICP: Beneficio de la solución obtenida para igual cantidad de proyectos
que en la solución de la literatura.
Porc: Porciento de beneficio obtenido para el mismo número de proyectos que
en la solución de la literatura.
El promedio del beneficio obtenido por HH-VNS-PP para la misma cantidad de
proyectos del óptimo en la referencia es del 96,1. En la instancia A100 11 se alcanzó
el óptimo mientras que el menor valor porcentual se obtuvo en la instancia A100 6,
donde el beneficio fue del 83 % del óptimo para 74 proyectos, aunque en tres de
las cinco carteras encontradas se incluyen más proyectos y en una se obtiene mayor
beneficio.
En la instancia A100 5 ocurre algo particular. Aunque HH-VNS-PP devuelve
cinco carteras, ninguna de ellas tiene la misma cantidad de proyectos que la de
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Figura 5.3: Soluciones a las instancias de 100 proyectos del Grupo A.
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la referencia, por lo tanto, no se pueden comparar eso valores. En una de ellas se
incluyen más proyectos y en dos se alcanza mayor beneficio.
Cuadro 5.2: Resumen de resultados para las instancias A100.
En literatura HH-VNS-PP
PL BL CS SMCP CSMB BSICP Porc
A100 1 67 351,5 9 5 3 348,9 99,2
A100 2 75 410,9 7 1 1 384,8 93,6
A100 3 68 378,2 7 4 0 363,1 96,0
A100 4 74 447,8 10 4 0 430,0 96,0
A100 5 79 458,8 5 1 2 - -
A100 6 74 403,9 5 3 1 335,3 83,0
A100 7 76 416,0 5 0 4 386,9 96,9
A100 8 68 396,7 8 2 5 396,1 99,8
A100 9 74 472,1 5 1 2 460,3 97,5
A100 10 76 459,4 8 4 3 458,9 99,9
A100 11 76 386,1 9 5 3 386,1 100,0
A100 12 78 482,3 5 2 1 467,5 96,9
A100 13 79 426,0 6 1 2 412,8 96,9
A100 14 81 469,1 9 4 4 464,0 98,9
A100 15 80 388,3 7 2 2 377,2 97,1
En la figura 5.4 se muestra el desempeño de las heuŕısticas de búsqueda local
para este grupo de instancias. DrawHightBgtFill fue empleada 5 765 680 veces, un
30 % de veces más que la que le sigue con 4 420 040 usos, SetMinFill. El resto de
las heuŕısticas tuvieron un desempeño similar y la diferencia entre los usos nunca
excede el 20 %.
En las heuŕısticas de agitar SwapQuarter destaca sobre SwapThird con una
diferencia de apenas el 11 %. El desempeño de AllRand y ShakeArea fue muy bajo
respecto al resto de las heuŕısticas para estas instancias.
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Figura 5.4: Desempeño de heuŕısticas de búsqueda local para el Grupo A.
Figura 5.5: Desempeño de heuŕısticas de agitar para el Grupo A.
Caṕıtulo 5. Experimentación 60
5.2 Grupo B
En las instancias del Grupo B (cuadro 5.3), obtenidas de Galván y Garćıa
[31, 32], la mayor dificultad se encuentra en el número de objetivos, que pueden ser
4 o 9. Los autores realizan una suma ponderada de los objetivos, obteniendo solo
un valor objetivo óptimo, mientras que el presente trabajo maneja los objetivos de
manera independiente, obteniendo un conjunto de soluciones eficientes y aplicando
a posterior las preferencias del tomador de decisiones.
Cuadro 5.3: Caracteŕısticas de instancias del Grupo B [31, 32].
CI P O A R AT AP T S
3 30 9 3 2 Śı No No No
3 20 4 3 2 Śı No No No
3 20 9 3 2 Śı No No No
5 100 9 3 2 Śı No No No
Como se observa en el cuadro 5.3, hay cuatro tipos de instancias en el Grupo
B, en las que vaŕıan la cantidad de proyectos y objetivos. Al ejecutar HH-VNS-PP
con diferentes tiempos, se puede apreciar el comportamiento del algoritmo.
En las instancias de 20 proyectos y cuatro objetivos, la cantidad de soluciones
eficientes encontradas para los diferentes tiempos de ejecución no ofrece grandes
variaciones, como evidencia la figura 5.6.
Aunque no es un medidor espećıfico de calidad en las soluciones, el beneficio
máximo alcanzado para cada objetivo puede dar una idea del comportamiento del
algoritmo. Al comparar este valor en los diferentes tiempos de ejecución, se aprecia
que hasta las instancias de 100 proyectos y nueve objetivos no se observan grandes
variaciones, como se muestra en las figuras 5.7, 5.8, 5.9 y 5.10.
En las instancias de 20 proyectos y 9 objetivos la tendencia es a que la cantidad
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Figura 5.6: Cantidad de soluciones eficientes encontradas en instancias de 20 pro-
yectos y cuatro objetivos en el Grupo B.
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Figura 5.7: Beneficio máximo para cada objetivo en diferentes tiempos, instancia
B20P4 1.
Figura 5.8: Beneficio máximo para cada objetivo en diferentes tiempos, instancia
B20P9 1.
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Figura 5.9: Beneficio máximo para cada objetivo en diferentes tiempos, instancia
B30P9 1.
Figura 5.10: Beneficio máximo para cada objetivo en diferentes tiempos, instancia
B100P9 1.
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de soluciones eficientes encontradas aumente hasta un tiempo que vaŕıa para cada
instancia, partir del cual la cantidad de soluciones eficientes encontradas es muy
similar. Esto se observa claramente en la figura 5.11.
En la figura 5.14 se muestra la cantidad de soluciones eficientes que para las
instancias de 30 proyectos y nueve objetivos. En las instancias 1 y 2 observa que
luego de aproximadamente 1 hora, la cantidad de soluciones eficientes encontradas
se mantiene estable. En la instancia 3, para dos horas se sigue incrementando el
número de soluciones encontradas.
Las heuŕısticas empleadas para agitar en este grupo fueron SwapRandom, SwapQuarter,
SwapThird, SwapHalf, ShakeArea y ShakeRegion. Como puede apreciarse en la fi-
gura 5.12, al igual que en el Grupo A se emplearon seis heuŕısticas, con la diferencia
de que en este se usó ShakeRegion en lugar de AllRand. Nuevamente, la heuŕıstica
que más se usó y por tanto, la que mejores resultados arrojó fue SwapQuarter.
Para la búsqueda local se emplearon 13 heuŕısticas: Swap1, DrawHightBgt,
AddRand, AddLowBgt, DrawRand, DrawHightBgt, DrawRPutLess , AddMaxBgt, SwapArea,
IncBgtArea, DecBgtArea, SwapRegion e IncBgtRegion. Como se observa en la fi-
gura 5.13, las que mejores rendimientos tuvieron fueron SwapArea, SwapRegion y
DrawRPutLess.
5.3 Grupo C
Para aumentar la diversidad, el Grupo C de instancias fue generado aleatoria-
mente. Estas instancias poseen asignación parcial como las del Grupo A y al menos
cuatro objetivos, como las del Grupo B, como se observa en el cuadro 5.4.
Estas instancias fueron creadas aleatoriamente con el fin de observar la influen-
cia de las sinergias en el desempeño del algoritmo, particularmente en el número de
soluciones eficientes encontradas en el tiempo. Esto es posible debido a que estas ins-
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Figura 5.11: Cantidad de soluciones eficientes encontradas en instancias de 20 pro-
yectos y nueve objetivos en el Grupo B.
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Figura 5.12: Desempeño de heuŕısticas de agitar para el Grupo B.
Figura 5.13: Desempeño de heuŕısticas de búsqueda local para el Grupo B.
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Figura 5.14: Cantidad de soluciones eficientes encontradas en instancias de 30 pro-
yectos y nueve objetivos en el Grupo B.
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Figura 5.16: Cantidad de soluciones eficientes encontradas en instancias de 100 pro-
yectos y nueve objetivos en el Grupo B.
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Cuadro 5.4: Caracteŕısticas de las instancias generadas Grupo C.
CI P O A R AT AP T S
4 64 4 a 6 3 a 5 2 a 4 No Śı No No
4 64 4 a 6 3 a 5 2 a 4 No Śı No 2 a 8
4 128 4 a 6 3 a 5 2 a 4 No Śı No No
4 128 4 a 6 3 a 5 2 a 4 No Śı No 8 a 12
4 256 4 a 6 3 a 5 2 a 4 No Śı No No
4 256 4 a 6 3 a 5 2 a 4 No Śı No 14 a 38
4 512 4 a 6 3 a 5 2 a 4 No Śı No No
4 512 4 a 6 3 a 5 2 a 4 No Śı No 12 a 42
tancias poseen cuatro objetivos, en el caso del grupo A, el tener solo dos objetivos
y uno de ellos ser el cantidad de proyectos (número natural), hace que la cantidad
de soluciones eficientes encontradas no sea relevante.
Las instancias son creadas originalmente con sinergias. Al momento de resol-
verlas estas se toman en cuenta o no, por lo que las instancias son las mismas, lo
único que cambia es la inclusión de las sinergias. Las sinergias afectan directamente
el beneficio, por lo que este tampoco resulta un parámetro de comparación.
El promedio de soluciones eficientes encontradas en diferentes tiempos se gra-
fican la figura 5.17 para las instancias de 64 y 128 proyectos y en la figura 5.18 para
las instancias de 256 y 512 proyectos. Para establecer una relación estad́ıstica entre
la existencia o no de sinergias y la cantidad de soluciones eficientes encontradas en el
tiempo, se realiza una prueba de hipótesis ANOVA [69] en estos grupos de instancias.
Variable independiente: Existencia o no de sinergias
Variable dependiente: Cantidad de soluciones no dominadas
Hipótesis nula H0: No existe relación entre las variables
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Hipótesis alternativa H1: Existe relación entre las variables
Para las instancias de 64 proyectos el valor p obtenido es de 0.0093, hay menos
de 1 % de probabilidades de que la hipótesis nula sea correcta por lo que se acepta
la hipótesis alternativa. La cantidad de proyectos encontrados está relacionada con
la con la existencia o no de sinergias.
Para las instancias de 128 proyectos, el valor p obtenido es de 0.0411. La
evidencia en contra de la hipótesis nula es suficiente para rechazarla,por lo que se
acepta la hipótesis alternativa.
En las instancias de 256 proyectos, el valor p obtenido es de 0.04708, con lo que
se rechaza la hipótesis nula y se confirma la influencia de la existencia de sinergias
en la cantidad de proyectos encontrados por el algoritmo. Igualmente ocurre en las
instancias de 512 proyectos, en las que el valor p obtenido es de 0.01591.
Teniendo lo anterior en cuenta, se acepta la hipótesis de que la existencia de
sinergias influye en el desempeño del algoritmo, particularmente en la cantidad de
soluciones eficientes que puede encontrar en un tiempo dado.
Las heuŕısticas empleadas para agitar en este grupo fueron siete: SwapRandom,
SwapQuarter, SwapThird, SwapHalf, ShakeArea, ShakeRegion y AllRand. Como
puede apreciarse en la figura 5.19, al igual que en los grupos anteriores, SwapQuarter
fue la que se empleó con más frecuencia.
Para la búsqueda local se emplearon igualmente siete heuŕısticas: Swap1, DrawHightBgt,
UseBgt, MoreProj, DrawRand, DrawRPutLess y SetPrjFill. Como se observa en la
figura 5.20, las que mejores rendimientos tuvieron fueron DrawRPutLess, SetPrjFill
y DrawRand.
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Figura 5.17: Cantidad de soluciones eficientes encontradas en las instancias de 64 y
128 proyectos en el Grupo C, con y sin sinergias.
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Figura 5.18: Cantidad de soluciones eficientes encontradas en las instancias de 256
y 512 objetivos en el Grupo C, con y sin sinergias.
Figura 5.19: Desempeño de heuŕısticas de agitar para el Grupo C.
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Figura 5.20: Desempeño de heuŕısticas de búsqueda local para el Grupo C.
Caṕıtulo 6
Conclusiones
En la presente investigación se han analizado las principales caracteŕısticas
del problema de selección de cartera de proyectos con el fin de ofrecer soluciones a
problemas con caracteŕısticas diversas con un único algoritmo.
Se desarrolló el algoritmo HH-VNS-PP que ofrece soluciones a problemas de
selección de cartera de proyectos estáticos, multiobjetivo y multicriterio. Estos pro-
blemas pueden tener asignación total o parcial y estar organizados en regiones, áreas
y otros niveles organizacionales (tantos como se desee). Permite además granulari-
dad de proyectos y tareas, con sinergias entre ellos. Se propone una metodoloǵıa
para el empleo de HH-VNS-PP como herramienta de apoyo a la toma de decisiones
multicriterio.
HH-VNS-PP encontró soluciones localmente eficientes en las 140 instancias de
prueba. La experimentación indica que el número de soluciones eficientes encontra-
das por el algoritmo disminuye con el número de proyectos y la presencia de siner-
gias. Teniendo esto en cuenta, como el algoritmo necesita, además, pocos recursos




Como trabajo futuro se pretende desarrollar experimentos computacionales en
los que se obtengan soluciones exactas a problemas con diferentes caracteŕısticas,
empleando los mismos parámetros, para realizar un análisis profundo de la calidad
de las soluciones ofrecidas por HH-VNS-PP.
Se considera conveniente incluir un mecanismo de memoria que le permita
al algoritmo determinar cuál heuŕıstica es más eficiente aplicada inmediatamente
luego de otra. Se propone, además, desarrollar experimentos para para ajustar los
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[23] de los Ángeles, M. (2015), Apoyo a la decisión para el diseño y la planeación
integrados de una cadena de suministro, Tesis Doctoral, Universidad Autónoma de
Nuevo León, URL http://eprints.uanl.mx/9257.
[24] Denzinger, J. y M. Fuchs (1996), ((High performance ATP systems by com-
bining several AI methods)), SEKI Report, (96,9), URL https://www.ijcai.org/
Proceedings/97-1/Papers/017.pdf.
[25] D́ıaz, A. y F. Glover (2000), ((Optimización heuŕıstica y redes neuronales)), Pa-
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10.1023/B:ANOR.0000039513.99038.c6.
[27] Dye, L. D. y J. S. Pennypacker (1999), Project portfolio management selecting
and prioritizing projects for competitive advantage, Center for Business Practices,
isbn: 1929576005.
[28] Eilat, H., B. Golany y A. Shtub (2006), ((Constructing and evaluating ba-
lanced portfolios of R&D projects with interactions: A DEA based methodo-
logy)), European journal of operational research, 172(3), págs. 1018–1039, doi:
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6257, doi: j.enpol.2007.07.007.
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taheuŕısticas)), Anales de la Real Academia de Doctores de España, 8, págs. 159–177,
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