The RNN_V model has potential for many regional sediment management (RSM) applications. The correlation between measured currents at Shinnecock Inlet and the RNN_V model predictions is high. Linear correlation coefficient, r, values range from 0.80 to 0.98, with the majority falling between 0.90 and 0.96 for the nine monitoring stations across the inlet for all time periods for which the model was tested (the time intervals tested were March, May through December 2000; April 2000 was used to train the model). The root mean square errors (rmse) for the stations across the inlet ranged from 0.04 to 0.11 m/sec.
The RNN_V model may be applicable in the management of inlets located within a larger coastal region of interest. Within larger regions, many management actions such as dredging, sand bypassing, breach-contingency plans, and protection of beaches vulnerable to erosion must be integrated within a regional plan. The RNN_V model can support optimization of these Operation and Maintenance activities. The model was developed to predict the horizontal velocity profile across Shinnecock Inlet, but it may be applied to other inlet sites. The ANN was constructed in such a way that the network can be retrained with water level data from a monitoring site close to a particular inlet and velocity measurements across that inlet, and then applied to predict the current profile across the target inlet. 
ARTIFICIAL NEURAL NETWORKS (ANNs):
Artificial neural networks are designed to simulate the way simple biological nervous systems work (Hagan et al. 1995; Hsieh and Pratt 2001) . ANNs are composed of large numbers of highly interconnected processing units that are analogous to neurons. The interconnected processing units are tied together with weighted connections that are analogous to synapses. ANNs have the capacity to learn, memorize, and create relationships among data. Several records of data are collected and input to the network, which evaluates them and essentially learns how the inputs of each record (water level data, in the present application) are related to the result (the measured current velocity). If there is an overall pattern to the data, or some consistent relationship between the inputs and results of each data set, the network creates an internal mapping of weights that accurately reproduce the expected output (velocity prediction across an inlet). Thus, learning in an ANN involves adjustment to the synaptic connections and the weights that exist between the network's neurons. These weights, and other network parameters created during network training, are then saved and recalled when water level data are entered into the model and current predictions are desired. Of particular advantage is that ANNs can discern correlations between nonlinear input and output signals, such as the ones between water level inputs and current response.
The RNN_V model is a feed-forward back-propagation network with two layers, a hidden layer with a sigmoid transfer function and output layer with a linear transfer function. A transfer function calculates a layer's output from its net input. The weights and biases of the network are iteratively adjusted to minimize the network performance function during training. The mean square error between the network output (current predictions) and the target data (observed current data) are used as the performance function. A scaled conjugate gradient back-propagation training algorithm together with batch training are used in the training of the network. Back-propagation refers to the network training method and the manner in which the gradient of the error function is computed for nonlinear multilayer networks such as this one. The basic back-propagation algorithm adjusts weights in the steepest gradient descent direction (the negative of the gradient), which is the direction in which the performance function decreases most rapidly. Although the function decreases most rapidly in this direction, the fastest convergence is not necessarily produced in this direction. In the conjugate gradient algorithms, a search is performed along conjugate directions, which produces faster convergence than the steepest descent directions. Batch training, where the weights are updated after processing the entire training set, as opposed to incremental training, where the weights are updated each time an input is presented to the network, was also used in the training process. Tables 1 and 2 show the format for these input data files. d. Column 4: Observed water level elevation relative to a specified datum.
PROCEDURE:
Input and output files with current data (Table 2 ) include the following information:
a. Column 1-3: Same as specified for Table 1 .
b. Columns 4-12: Current speed at station across inlet (see Figure 2 for location of stations).
The format shown in Table 2 will be used for the target and validation data files, and predicted currents. After the model was satisfactorily verified using current data in May 2000, additional model verifications were conducted using current data in November 2000. Current data in November 2000 consists of gaps. Currents at position 7-9 during November 25-27 are extremely strong, which were different with current patterns in other positions during the same period. The model predicts the currents across Shinnecock Inlet reasonably well in comparison with observations ( Figures 5 and 6 ). The highest correlation (r=0.92-0.95) between model predictions and observed current, however, tends to be towards the center of the inlet (positions 2-6). The correlation between the measured and predicted values tends to drop towards the shore on either side of the inlet, but especially on the western side of the inlet (positions 7 through 9). Correlation coefficients, r, on the western side of the inlet were more likely to fall in the upper 0.80s and lower 0.90s. The lowest correlation between the model predictions and the measured currents was observed at position 8 for November 2000 (r = 0.80). As is evident in Figure 6 , there was a relatively strong current later in the month recorded at the western end of the inlet. The model does not predict these extreme values well, which contributes to the decreased correlation coefficients and increased rmse for these western positions. Exactly why correlation between the model predicted and the observed currents is lower closer to the shore is not clear. Possible explanations for the decrease in correlation include wave refraction and surface and/or bottom topography affecting the accuracy of the recordings made by the ADCP in the relatively shallow water. After training and verification of the RNN_V model using water level data and the current data for a particular inlet/NOAA monitoring station pair, the network parameters are saved in a Matlab© file. This file is then called if the user requests current predictions to be made based only on water level data from the remote monitoring station. The network parameters saved in the Matlab© file are particular to a specific inlet/NOAA monitoring station pair. To obtain current predictions for an inlet, the model must be trained with current data from that inlet and water level data from that remote NOAA monitoring station. Once the training generated network parameter containing .mat file for a particular inlet/NOAA monitoring station pair has been generated, the model is capable of making predictions for any time period (using water level input data from the same time period). The RNN_V model then writes the predicted current at as many as 9 points across the inlet into an output file. The user shall specify the name of the output file.
TUTORIAL:
The program RNN_V was written in Matlab© Technical Programming Language (Mathworks http://www.mathworks.com/index.shtml) and is available for beta testing from Ms. Julie Rosati, Julie.D.Rosati@erdc.usace.army.mil. The following section discusses use of the program. After loading RNN_V in Matlab©, the interface screen is displayed (Figure 7) . From this window, select the Training/Verification, the Predictions, or the Additional Verification option from the list box (Figure 8 ). When Training/Verification is chosen, the RNN_V Training/Verification window opens (Figure 9 ). The input (water level from remote NOAA monitoring station, see example shown in Table 1 ) and target (observed current across inlet, see example shown in Table 2 ) data sets are selected for both training and verification by pressing the input and target buttons in the training and verification boxes ( Figure 10 ). After the target and input files have been selected, the output prediction file and the neural network parameters for the monitoring station and inlet in question must be named. The network parameters will be saved as a file named "annVnet" by default (Figure 12 ). The user can change the parameters file name if desired by entering a new file name in the Output box ( Figure 13 ). Once all the training and verification input and target files have been chosen and the neural network parameters and output prediction files have been named, the Run button is enabled. By pressing the Run Training/Verification button, the Training/Verification program is run with the selected target and input files (Figure 14) . The ANN parameters and the output predictions will be saved under the indicated file names. After the relationship between the current across a particular inlet and the water level at a particular remote monitoring station has been determined and the network parameters saved, the user can create predictions for that inlet based upon water level input data from the monitoring station and the saved network parameters. To generate predictions, return to the RNN_V window and select Predictions from the listbox (Figure 16 ). The user selects water level input data from a NOAA monitoring station for a particular time period and the saved network parameters (generated during Training/Verification) relating the inlet and monitoring stations in question using the labeled buttons to generate current predictions (see example format shown in Table 2 ) across the inlet for the same time period as the input data ( Figure 18 ). Figure 18 . Selecting files that will be used to predict current velocities
Once the input data and the network parameters have been selected and the output predictions file named, the selected files are listed in the Selected Files box and the Run Predictions button is enabled (Figure 19 ). 
CONCLUSIONS:
One of the major advantages of artificial neural networks is that, in principle, they are capable of approximating any continuous function, so that the user does not need to have any hypotheses about the underlying structure, or even, to some extent, which variables matter (Haykin 1999) . The resulting network developed in the learning process represents a pattern detected in the data. Thus, ANN methods can be applied to many processes in coastal engineering and oceanography (Hsieh and Pratt 2001) .
As long as the training data set covers the maximum range of the forecasting boundary data, a shortterm data set can be used to train an ANN model for long-term predictions. For a given point, a trained neural network can provide a faster simulation for forecasting long-term events than traditional hydrodynamic models because its calculation requires no computational iteration. In addition, a trained ANN model can provide information to fill gaps in measurements and can hindcast data for times when measurements are unavailable. 
