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Abstract
The constants of Landau and Lebesgue are de-ned for all integers n¿ 0 by
Gn =
n∑
k=0
1
16k
(
2k
k
)2
and Ln =
1
2
∫ 
−
∣∣∣∣∣ sin((n+
1
2 )t)
sin( 12 t)
∣∣∣∣∣ dt;
respectively. We establish sharp inequalities for Gn and Ln=2 in terms of the logarithmic derivative of the gamma function.
Further, we prove that the sequence (4Gn) is completely monotonic, we provide best possible upper and lower bounds
for the ratios (Gn−1 +Gn+1)=Gn and (L(n−1)=2 + L(n+1)=2)=Ln=2, and we present sharp bounds for Ln=2=Gn and Ln=2 −Gn. c©
2002 Elsevier Science B.V. All rights reserved.
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1. Introduction
In this paper, we are concerned with the classical constants of Landau and Lebesgue which occur
in two related extremal problems in complex analysis and in the theory of Fourier series, respectively.
In 1913, Landau [13] proved the following result.
Theorem A. Let f(z)=
∑∞
k=0 akz
k be a function which is analytic in the unit disc and satis$es
|f(z)|¡1 for |z|¡1:
Then ∣∣∣∣∣
n∑
k=0
ak
∣∣∣∣∣6Gn;
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where the best possible upper bound Gn is given by
Gn=1 +
(
1
2
)2
+
(
1 · 3
2 · 4
)2
+ · · ·+
(
1 · 3 · · · (2n− 1)
2 · 4 · · · (2n)
)2
:
The numbers G0; G1; G2; : : : are known in the literature as Landau constants. Landau also studied
the asymptotic behaviour of Gn and showed that Gn ∼ (1=) log n. Watson [17] continued this
investigation and proved the asymptotic expansion
Gn=
1

log(n+ 1) + c0 − 14(n+ 1) + O
(
1
n2
)
(n→∞); (1.1)
where
c0 =
1

(+ 4 log 2)=1:06627 : : : : (1.2)
Here, and in what follows, =0:57721 : : : denotes Euler’s constant. Inspired by formula (1.1),
Brutman [4] discovered upper and lower bounds for Gn:
1 +
1

log(n+ 1)6Gn¡1:0663 +
1

log(n+ 1) (n¿ 0): (1.3)
New bounds for Gn were given by Falaleev [7], who proved
1:0662 +
1

log(n+ 0:75)¡Gn6 1:0916 +
1

log(n+ 0:75) (n¿ 0): (1.4)
A simple calculation reveals that for all suGciently large n the lower bound in (1.4) improves
the one given in (1.3), whereas the upper bound given in (1.3) is better than the one in (1.4).
In a recently published note, CvijoviIc and Klinowski [5] provided upper and lower bounds for Gn
in terms of the logarithmic derivative of the gamma function, =′=:
c0 +
1


(
n+
5
4
)
¡Gn¡1:0725 +
1


(
n+
5
4
)
(n¿ 0); (1.5)
0:9883 +
1


(
n+
3
2
)
¡Gn¡c0 +
1


(
n+
3
2
)
(n¿ 0); (1.6)
where c0 is given in (1.2).
Is it possible to obtain bounds for Gn which improve those given in (1.3)–(1.6)? In view of
the left-hand inequality of (1.5), the right-hand inequality of (1.6), and the fact that  is strictly
increasing on (0;∞) we ask: what is the largest number  and what is the smallest number  such
that the inequalities
c0 +
1

(n+ )6Gn6 c0 +
1

(n+ ) (1.7)
hold for all n¿ 0? In the next section, we give an answer to this question. Moreover, we prove that
the sequence (4Gn) is completely monotonic, and we present sharp upper and lower bounds for the
ratio (Gn−1 + Gn+1)=Gn.
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The Lebesgue constants Ln are de-ned by
Ln=
1
2
∫ 
−
∣∣∣∣∣sin((n+
1
2)t)
sin(12 t)
∣∣∣∣∣ dt (n=0; 1; 2; : : :): (1.8)
These numbers play a role in the theory of Fourier series, as the following theorem, proved by
Lebesgue [14] in 1906, reveals.
Theorem B. Let f be a continuous function on [− ; ] which satis$es max−6x6 |f(x)|6 1. If
sn(f) denotes the nth partial sum of the Fourier series of f; that is
sn(f)=
1
2
a0 +
n∑
k=1
(ak cos(kx) + bk sin(kx));
then
max−6x6 |sn(f)|6Ln;
where the best possible upper bound Ln is given in (1:8).
The Lebesgue constants attracted the attention of several well-known mathematicians, such as FejIer
[8], Gronwall [11], Hardy [12], SzegNo [16], and Watson [17], who established remarkable properties
of these numbers. For instance, they presented monotonicity theorems as well as various series and
integral representations for Ln. The following asymptotic expansion is due to Watson [17]:
Ln=2 =
4
2
log(n+ 1) + c1 + O
(
1
n2
)
(n→∞); (1.9)
where
c1 =
8
2
∞∑
k=1
log k
4k2 − 1 +
4
2
(+ 2 log 2)=0:98943 : : : : (1.10)
Using (1.9) and (1.10) Galkin [9] obtained inequalities for Ln=2:
c1 +
4
2
log(n+ 1)¡Ln=26 1 +
4
2
log(n+ 1) (n¿ 0); (1.11)
0:7190 +
4
2
log(n+ 2)¡Ln=2¡c1 +
4
2
log(n+ 2) (n¿ 0); (1.12)
where c1 is given in (1.10).
In light of (1.7) it is natural to ask for upper and lower bounds for Ln=2 which depend on 
instead of log. In Section 3 we determine the largest number a and the smallest number b such that
the estimates
c1 +
4
2
(n+ a)6Ln=26 c1 +
4
2
(n+ b)
are valid for all n¿ 0. Further, we provide sharp bounds for (L(n−1)=2 + L(n+1)=2)=Ln=2 which hold
for all n¿ 1.
218 H. Alzer / Journal of Computational and Applied Mathematics 139 (2002) 215–230
In the -nal section we prove inequalities for Ln=2=Gn and Ln=2 −Gn. We present the best possible
constants A; A′; B; and B′ such that we have for all n¿ 1:
4

+
A
log(n+ 1)
6
Ln=2
Gn
6
4

+
B
log(n+ 1)
and
A′(n+ 1)6Ln=2 − Gn6B′(n+ 1):
In what follows, we denote by −1 the inverse function of .
2. Inequalities for G n
Our -rst result provides sharp bounds for the Landau constants Gn in terms of the psi function.
Theorem 1. Let c0 = (1=)(+ 4 log 2)=1:06627 : : : : For all integers n¿ 0 we have
c0 +
1

(n+ 1)¡Gn6 c0 +
1

(n+ 1) (2.1)
with the best possible constants
1 =
5
4
and 1 =−1((1− c0))= 1:26621 : : : :
Proof. A proof of the left-hand inequality of (2.1) with 1 = 54 is given in [5]. In order to show
that the right-hand inequality holds with 1 =−1((1− c0)), we de-ne for n=0; 1; 2; : : : :
xn=Gn − c0 − 1(n+ 1): (2.2)
First, we establish that (xn) is strictly increasing for n¿ 1. Applying
Gn − Gn−1 = ((2n+ 1))
2
16n((n+ 1))4
and the recurrence formula
(x + 1)=(x) +
1
x
(x¿0) (2.3)
(see [1, p. 258]), we obtain the representation
xn − xn−1 = ((2n+ 1))
2
16n((n+ 1))4
− 1
(n+ 1 − 1) :
We denote by L(r; s)= (r−s)=(log r−log s) the logarithmic mean of r=((2n+1))2=[16n((n+1))4]
and s=1=((n+ 1 − 1)). Then we get
xn − xn−1
L(r; s)
= 2 log(2n+ 1)− n log 16− 4 log(n+ 1)
+ log((n+ 1 − 1))=f(n); say: (2.4)
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Now, we prove that f is strictly decreasing on [7;∞). Let x¿ 7 be a real number. DiQerentiation
yields
1
4
f′(x)=(2x + 1)−(x + 1)− log 2 + 1
4(x + 1 − 1) :
Using (2.3) and the duplication formula
(2x)= 12(x) +
1
2(x +
1
2) + log 2
(see [1, p. 259]), we obtain
1
2
f′(x)=
(
x +
1
2
)
−(x)− x + 2(1 − 1)
2x(x + 1 − 1) : (2.5)
Applying the inequality

(
x +
1
2
)
−(x)¡ 4x
2 + 6x + 3
x(2x + 1)(4x + 3)
(x¿0)
(see [15]), we conclude from (2.5):
1
2
f′(x)¡
4x2 + 6x + 3
x(2x + 1)(4x + 3)
− x + 2(1 − 1)
2x(x + 1 − 1) =
(10− 81)x + 11− 81
2(2x + 1)(4x + 3)(x + 1 − 1) :
We have for x¿ 7:
(10− 81)x + 11− 816 (10− 81)7 + 11− 81 =− 0:037 : : : :
This implies that f is strictly decreasing on [7;∞). Thus,
f(x)¿ lim
t→∞f(t) (x¿ 7): (2.6)
Using the asymptotic expansion
log(x)=
(
x − 1
2
)
log x − x + 1
2
log(2) + O
(
1
x
)
(x →∞)
(see [1, p. 257]), we obtain from (2.4):
1
2
f(t)= 1− log 2 + log
(
1 +
t
t + 1
)
+ 2 log
(
1− 1=2
t + 1
)t
+ O
(
1
t
)
(t →∞):
This leads to
lim
t→∞f(t)= 0: (2.7)
From (2.6) and (2.7) we conclude that f is positive on [7;∞), so that (2.4) gives
xn¿xn−1 (n=7; 8; : : :):
A direct calculation yields
x1 =− 0:00138 : : : ; x2 =− 0:00122 : : : ; x3 =− 0:00101 : : : ;
x4 =− 0:00086 : : : ; x5 =− 0:00074 : : : ; x6 =− 0:00065 : : : :
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Thus, (xn) is strictly increasing for n¿ 1. Using (1.1) and
(x)= log x − 1
2x
+ O
(
1
x2
)
(x →∞) (2.8)
(see [1, p. 259]), we get from (2.2):
xn=
1

log
n+ 1
n+ 1
+ O
(
1
n
)
(n→∞);
which implies that
lim
n→∞ xn=0:
Hence,
xn¡0= x0 (n¿ 1):
Thus, the right-hand inequality of (2.1) with 1 =−1((1 − c0)) is true for all integers n¿ 0.
Moreover, the sign of equality is valid if and only if n=0.
Finally, we show that in the left-hand inequality of (2.1) the number 1 = 54 cannot be replaced
by a larger constant. We assume that
c0 +
1

(n+ )¡Gn (n¿ 0): (2.9)
It is proved in [5] that
Gn= c0 +
1


(
n+
3
2
)
− 1
4(n+ 3=2)
+ O
(
1
n2
)
(n→∞): (2.10)
From (2.9) and (2.10) we get(
n+
3
2
)[
(n+ )−
(
n+
3
2
)]
¡− 1
4
+ O
(
1
n
)
(n→∞): (2.11)
The asymptotic expansion (2.8) implies that(
n+
3
2
)[
(n+ )−
(
n+
3
2
)]
=
2− 3
4(n+ )
+ log
(
1 +
− 3=2
n+ 3=2
)n+3=2
+ O
(
1
n
)
(n→∞): (2.12)
If we let n tend to ∞, then we conclude from (2.11) and (2.12):
− 326− 14 ; or 6 54 :
This completes the proof of Theorem 1.
Remark 1. Applying elementary inequalities for ′, which are given, for example, in [2,10], we can
easily show that for all integers n¿ 1 the upper and lower bounds for Gn given in (2.1) improve
the bounds presented in (1.3)–(1.6).
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The kth order diQerence of a sequence (an) is de-ned recursively by
40an= an and 4kan=4k−1an+1 −4k−1an (k =1; 2; : : :):
(Instead of 41 we write 4.) A sequence (an) of real numbers is called strictly completely monotonic,
if
(−1)k4kan¿0 for all n¿ 0 and k¿ 0:
From the de-nition of Gn we conclude that (Gn) is strictly increasing, so that (Gn) is not completely
monotonic. However, as we prove now, the sequence (4Gn) is strictly completely monotonic.
Theorem 2. For all integers n¿ 0 and k¿ 0 we have
(−1)k4k+1Gn¿0: (2.13)
Proof. We obtain
4Gn=Gn+1 − Gn= ((2n+ 3))
2
16n+1((n+ 2))4
= g(n+ 1); say:
This implies
4k+1Gn=4kg(n+ 1)=
k∑
=0
(
k

)
(−1)k−g(n+ 1 + )= g(k)();
where ∈ [n + 1; n + k + 1] (see [6, pp. 187–190]). Hence, in order to prove (2.13) it suGces to
show that the function g is strictly completely monotonic on (0;∞); that is
(−1)kg(k)(x)¿0 for x¿0 and k =0; 1; 2; : : : : (2.14)
Let
h(x)=− g′(x)=g(x):
We get
1
2h(x) =−2(2x + 1) + 2(x + 1) + 2 log 2
=(x)−
(
x +
1
2
)
+
1
x
:
Using the integral representations
1
x
=
∫ ∞
0
e−xt dt and (x)=− +
∫ ∞
0
e−t − e−xt
1− e−t dt (x¿0)
(see [1, p. 259]), we obtain
1
2
h(x)=
∫ ∞
0
e−xt
1
et=2 + 1
dt;
which implies that
(−1)kh(k)(x)¿0 for x¿0 and k =0; 1; 2; : : : : (2.15)
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By induction on k it is easy to show that for k¿ 1:
(−1)kg(k)(x)=
k−1∑
=0
(
k − 1

)
(−1)g()(x)(−1)k−−1h(k−−1)(x): (2.16)
Using (2.15) and g¿0; we obtain inductively from (2.16) that inequality (2.14) is true.
Theorem 2 implies that the sequence (Gn) is strictly concave, so that we get (Gn−1 +Gn+1)=Gn¡
2 (n¿ 1). The next theorem provides a sharp lower bound for this ratio and states that the upper
bound 2 cannot be replaced by a smaller constant.
Theorem 3. For all integers n¿ 1 we have
26
Gn−1 + Gn+1
Gn
¡2 (2.17)
with the best possible constants
2 =
153
80
=1:9125 and 2 = 2:
Proof. Let 2 = 15380 and
yn=Gn−1 + Gn+1 − 2Gn:
Applying (1.3) we get for n¿ 1 the estimate
yn¿2− 1:06632 + 1 [log(n(n+ 2))− 2 log(n+ 1)]= z(n); say:
DiQerentiation gives for x¿0:
z′(x)=
(2− 2)x2 + 2(2− 2)x + 2
x(x + 1)(x + 2)
¿0;
which leads to
z(n)¿ z(5)= 0:0016 : : : for n¿ 5:
Since
y1 = 0; y2 = 0:078 : : : ; y3 = 0:107 : : : ; y4 = 0:122 : : : ;
we conclude that the left-hand side of (2.17) with 2 = 15380 holds for all n¿ 1. There is equality
only if n=1.
Using (1.1) we get for all suGciently large n:
Gn−1 + Gn+1
Gn
=
(
log n
log(n+ 1)
+
log(n+ 2)
log(n+ 1)
+ O
(
1
log n
))(
1 + O
(
1
log n
))−1
;
which implies that
lim
n→∞
Gn−1 + Gn+1
Gn
=2:
Thus, the upper bound 2 = 2 is best possible in (2.17).
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3. Inequalities for Ln=2
In this section we prove sharp inequalities for Ln=2. Our results are striking counterparts of the
estimates for Gn given in Theorems 1 and 3. First, we present sharp upper and lower bounds for
Ln=2 in terms of the psi function.
Theorem 4. Let c1 be given in (1:10). For all integers n¿ 0 we have
c1 +
4
2
(n+ a1)6Ln=2¡c1 +
4
2
(n+ b1) (3.1)
with the best possible constants
a1 =−1(2(1− c1)=4)=1:48891 : : : and b1 = 32 :
Proof. Let c¿0 be a real number. We de-ne for n=0; 1; 2; : : : :
un(c)=Ln=2 − 42(n+ c):
SzegNo’s formula
Ln=2 =
16
2
∞∑
k=1
(
1
4k2 − 1
(n+1)k∑
m=1
1
2m− 1
)
(3.2)
(see [16]), and
1
2
=
∞∑
k=1
1
4k2 − 1
lead to
un(c)=
16
2
∞∑
k=1
vk(n; c)
4k2 − 1 ;
where
vk(n; c)=
(n+1)k∑
m=1
1
2m− 1 −
1
2
(n+ c):
Thus, using (2.3) we have
un+1(c)− un(c)= 162
∞∑
k=1
wk(n; c)
4k2 − 1 ; (3.3)
where
wk(n; c)=
(n+2)k∑
m=(n+1)k+1
1
2m− 1 −
1
2(n+ c)
: (3.4)
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In order to prove the left-hand side of (3.1) with a1 = 1:48891 : : : ; we show that the sequence
(un(a1)) is strictly decreasing for n¿ 1. Applying the formula
(n+ 12)=− − 2 log 2 + 2
n∑
m=1
1
2m− 1
(see [1, p. 258]), we get from (3.4):
2wk(n; a1)=((n+ 2)k + 12)−((n+ 1)k + 12)− 1=(n+ a1): (3.5)
Let x¿ 1 and N¿ 0 be real numbers. We de-ne
'(x)=((N + 1)x + 12)−(Nx + 12): (3.6)
Using the estimates
1
x
+
1
2x2
+
1
6(x + 1=14)3
¡′(x)¡
1
x
+
1
2x2
+
1
6x3
(x¿0) (3.7)
(see [10]), we obtain
'′(x)= (N + 1)′((N + 1)x + 12)− N′(Nx + 12)¿
A
6B
;
where
A=N 5[10 976x5 − 2352x4] + N 4[38 416x5 + 41 552x4 − 4872x3]
+N 3[49 392x5 + 129 752x4 + 60 368x3 − 3784x2]
+N 2[27 440x5 + 133 672x4 + 144 312x3 + 42 200x2 − 1306x]
+N [5488x5 + 56 056x4 + 101 416x3 + 66 460x2 + 14 274x − 169]
+8232x4 + 22 344x3 + 23 548x2 + 10 972x + 1879
and
B=(2Nx + 2x + 1)2(7Nx + 7x + 4)3(2Nx + 1)3:
Since A and B are positive, we conclude that ' is strictly increasing on [1;∞), so that (3.5), (3.6),
and the asymptotic formula (2.8) imply
2wk(n; a1)¡2 lim
l→∞
wl(n; a1)= log((n+ 2)=(n+ 1))− 1=(n+ a1): (3.8)
Let x¿ 10 be a real number and let
)(x)= log((x + 2)=(x + 1))− 1=(x + a1): (3.9)
DiQerentiation gives
(x + a1)2(x + 1)(x + 2))′(x) = (3− 2a1)x + 2− a21
¿ (3− 2a1)10 + 2− a21 = 0:004 : : : :
Thus, we have
)(x)¡ lim
t→∞)(t)= 0 (x¿ 10): (3.10)
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From (3.8)–(3.10) we conclude that wk(n; a1)¡0 for k¿ 1 and n¿ 10, so that (3.3) shows that
(un(a1)) is strictly decreasing for n¿ 10. We have
u1(a1)= 0:99046 : : : ; u2(a1)= 0:99038 : : : ; u3(a1)= 0:99024 : : : ;
u4(a1)= 0:99013 : : : ; u5(a1)= 0:99004 : : : ; u6(a1)= 0:98997 : : : ;
u7(a1)= 0:98991 : : : ; u8(a1)= 0:98986 : : : ; u9(a1)= 0:98983 : : : ;
u10(a1)= 0:98979 : : : :
Hence, (un(a1)) is strictly decreasing for all n¿ 1. Using (1.9) and (2.8) we get
lim
l→∞
ul(a1)= c1:
This implies
un(a1)¿ c1 = u0(a1) (n¿ 0)
with equality if and only if n=0.
Next, we establish that the sequence (un( 32)) is strictly increasing for n¿ 0. We have w1(n;
3
2)= 0.
To prove that wk(n; 32)¿0 for k¿ 2, we apply Jensen’s inequality, which states:
If f is strictly convex on an interval I , then we get for xm ∈ I (m=N + 1; : : : ; N + k; k¿ 2):
f
(
1
k
N+k∑
m=N+1
xm
)
¡
1
k
N+k∑
m=N+1
f(xm); (3.11)
unless xN+1 = · · ·= xN+k (see [3, p. 17]).
We set
f(x)= 1=(2x − 1); xm=m; N =(n+ 1)k; and k¿ 2:
Then (3.11) gives
1
2(n+ 32)
¡
(n+2)k∑
m=(n+1)k+1
1
2m− 1 ;
so that (3.3) and (3.4) lead to
un+1(32)− un( 32)¿0 (n¿ 0):
Hence, by (1.9) and (2.8),
un( 32)¡ liml→∞
ul( 32)= c1 (n¿ 0): (3.12)
From (3.12) we conclude that the right-hand inequality of (3.1) with b1 = 32 holds for all n¿ 0.
Finally, we prove that in (3.1) the constant b1 = 32 cannot be replaced by a smaller number. If
Ln=2¡c1 +
4
2
(n+ b) (3.13)
for all n¿ 0, then we obtain from (1.9), (2.8), and (3.13):
1
2
¡log
(
1 +
b− 1
n+ 1
)n+b
+ O
(
1
n
)
(n→∞):
Thus, b¿ 32 . The proof of Theorem 4 is complete.
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Remark 2. We compare the bounds for Ln=2 provided in (1.11), (1.12), and (3.1). Elementary cal-
culations show that the upper bound for Ln=2, given in (3.1), sharpens for all n¿ 1 the upper bounds
presented in (1.11) and (1.12). Moreover, for all n¿ 1 the lower bound in (3.1) is better than the
one given in (1.12), whereas the lower bounds in (3.1) and (1.11) cannot be compared in general.
Indeed, for small n the lower bound in (3.1) is better than the one in (1.11), but for all suGciently
large n the opposite is true.
Gronwall [11] proved that the inequality
(−1)k4k+1Ln¿0 (k =0; 1; 2; : : :) (3.14)
is valid for all large n and conjectured that (3.14) holds for all n¿ 0. This conjecture was established
by SzegNo [16], who used formula (3.2) to give a short and elegant proof of (3.14) for all n¿ 0.
Actually, SzegNo’s proof exhibits more: even the sequence (4Ln=2) is strictly completely monotonic
for all n¿ 0. This implies that, in particular, (L(n−1)=2 + L(n+1)=2)=Ln=2¡2 (n¿ 1). Our next result
complements this inequality. We prove the following counterpart of Theorem 3.
Theorem 5. For all integers n¿ 1 we have
a26
L(n−1)=2 + L(n+1)=2
Ln=2
¡b2 (3.15)
with the best possible constants
a2 =
1
2
√
3 +
1
3
=1:91322 : : : and b2 = 2:
Proof. Let
dn=L(n−1)=2 + L(n+1)=2 − a2Ln=2;
where a2 = 12
√
3+ 13. Using the left-hand inequality of (1.11) and the right-hand inequality of (1.12)
we obtain
dn¿(2− a2)c1 + 42 [log n+ (1− a2) log(n+ 2)]=+(n); say: (3.16)
Since
+′(x)=
4
2
(2− a2)x + 2
x(x + 2)
¿0 for x¿0;
we get
+(n)¿+(5)= 0:017 : : : for n¿ 5: (3.17)
From (3.16), (3.17), and
d1 = 0; d2 = 0:077 : : : ; d3 = 0:108 : : : ; d4 = 0:126 : : : ;
we conclude that the left-hand side of (3.15) with a2 = 12
√
3 + 13 is valid for all n¿ 1. Equality
holds only if n=1.
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A proof of the upper bound with b2 = 2 was given earlier. The asymptotic formula (1.9) yields
for all suGciently large n:
L(n−1)=2 + L(n+1)=2
Ln=2
=
(
log n
log(n+ 1)
+
log(n+ 2)
log(n+ 1)
+ O
(
1
log n
))(
1 + O
(
1
log n
))−1
;
which implies that in (3.15) the upper bound b2 = 2 is best possible.
4. Inequalities for Ln=2=Gn and Ln=2 − Gn
Watson [17] presented the following double inequality, which reveals a connection between Ln=2
and Gn:
16
Ln=2
Gn
¡
4

(n¿ 0); (4.1)
where the constants 1 and 4= cannot be improved. Further, he established that the sequence (Ln=2=Gn)
is strictly increasing for n¿ 0.
We now prove a re-nement of (4.1).
Theorem 6. For all integers n¿ 1 we have
4

+
A1
log(n+ 1)
¡
Ln=2
Gn
6
4

+
B1
log(n+ 1)
(4.2)
with the best possible constants
A1 = c1 − 4c0 =− 1:15671 : : : and B1 =− 4 log 25 =− 0:17650 : : : : (4.3)
(Here; c0 and c1 are given in (1:2) and (1:10); respectively.)
Proof. Let A1 and B1 be de-ned in (4.3). If n=1, then the sign of equality holds in the second
inequality of (4.2). Let n¿ 2; then (1.3) and (1.11) imply
Ln=2
Gn
6
1 + (4=2) log(n+ 1)
1 + (1=) log(n+ 1)
:
An easy computation shows that the inequality
1 + (4=2) log(n+ 1)
1 + (1=) log(n+ 1)
¡
4

+
B1
log(n+ 1)
is equivalent to
n¿exp
( −B1
4− + B1
)
− 1=1:2551 : : : :
Thus, the right-hand side of (4.2) is valid for all n¿ 1; where the sign of equality holds if and only
if n=1.
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The proof of (1.3) given in [4] reveals that on the right-hand side the constant 1.0663 can be
replaced by c0. Hence, we get from (1.3) and (1.11):
Ln=2
Gn
¿
c1 + (4=2) log(n+ 1)
c0 + (1=) log(n+ 1)
:
Since we have for n¿ 1:
c1 + (4=2) log(n+ 1)
c0 + (1=) log(n+ 1)
¿
4

+
A1
log(n+ 1)
;
we conclude that the left-hand inequality of (4.2) is valid for n¿ 1.
The asymptotic formulas (1.1) and (1.9) lead to
lim
n→∞
(
Ln=2
Gn
− 4

)
log(n+ 1)= c1 − 4c0;
so that in the left-hand inequality the constant A1 = c1 − 4c0 is best possible.
Obviously, the upper bound in (4.2) improves the upper bound given in (4.1) for all n¿ 1, whereas
the lower bound in (4.2) is better than the one in (4.1) if and only if n¿ 68. The inequality
1 + A∗=log(n+ 1)6Ln=2=Gn (n¿ 1)
with A∗=(16=(5) − 1) log 2=0:01288 : : : improves the left-hand side of (4.1) for all n¿ 1. But,
this estimate is for all suGciently large n weaker than the left-hand side of (4.2) with A1 = c1−4c0.
The following additive companion of (4.2) is valid for n¿ 1:
A2 log(n+ 1)6Ln=2 − Gn6B2 log(n+ 1) (4.4)
with the best possible constants
A2 =
(
4

− 5
4
)
1
log 2
=0:03352 : : : and B2 =
4
2
− 1

=0:08697 : : : :
The right-hand side of (4.4) follows immediately from (1.3) and (1.11). An application of (1.3) and
(1.11) also shows that the -rst inequality of (4.4) holds for n¿ 4. By direct computation we obtain
that this is true for n=1; 2; 3; as well.
In the -nal part of this paper we provide upper and lower bounds for Ln=2 − Gn in terms of the
psi function which lead to re-nements of (4.4).
Theorem 7. For all integers n¿ 1 we have
A3(n+ 1)6Ln=2 − Gn¡B3(n+ 1) (4.5)
with the best possible constants
A3 =
(
2
√
3

− 203
192
)
2
3− 2 =0:04916 : : : and B3 =
4
2
− 1

=0:08697 : : : : (4.6)
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Proof. Let A3 and B3 be given in (4.6). We de-ne for n¿ 1:
,n=Ln=2 − Gn − A3(n+ 1):
Applying (1.3) and (1.11) we get
,n¿ c1 − 1:0663 + B3 log(n+ 1)− A3(n+ 1)= -(n); say:
DiQerentiation gives
-′(x)=
B3
y
− A3′(y)
with y= x + 1¿ 2. Using (3.7) we obtain the estimate
-′(x)¿B3
1
y
− A3
(
1
y
+
1
2y2
+
1
6y3
)
=
p(y)
6y3
;
where
p(y)= 6(B3 − A3)y2 − 3A3y − A3:
Since p is positive on [2;∞), we conclude that - is strictly increasing on [1;∞). Thus, -(n)¿ -(6)=
0:00030 : : : for n¿ 6. We have
,1 = 0:0024 : : : ; ,2 = 0; ,3 = 0:0019 : : : ; ,4 = 0:0050 : : : ; ,5 = 0:0084 : : : ;
which implies that the left-hand inequality of (4.5) with A3 given in (4.6) holds for all n¿ 1.
Moreover, the sign of equality is valid if and only if n=2.
From Theorems 1 and 4 we get for n¿ 1:
Ln=2 − Gn¡c1 − c0 + 42(n+
3
2)−
1

(n+ 54):
Hence, to prove the second inequality of (4.5) with B3 = 4=2 − 1= it suGces to show that
/(x)= c0 − c1 − 42(x +
3
2) +
1

(x + 54) + B3(x + 1)¿0
for x¿ 1. Applying the integral formula
′(x)=
∫ ∞
0
e−xt
t
1− e−t dt (x¿0)
(see [1, p. 260]), we get
/′(x)=
1
2
∫ ∞
0
e−(x+3=2)t(et=4 − 1)[(4− )et=4 + 4] t dt
1− e−t ¿0:
Thus,
/(x)¿ /(1)= 0:0108 : : : (x¿ 1):
The asymptotic expansions (1.1), (1.9), and (2.8) yield
Ln=2 − Gn
(n+ 1)
=
(
4
2
− 1

+ O
(
1
log(n+ 1)
))(
1 + O
(
1
log(n+ 1)
))−1
(n→∞);
which implies that in (4.5) the factor B3 = 4=2 − 1= is sharp.
230 H. Alzer / Journal of Computational and Applied Mathematics 139 (2002) 215–230
Remark 3. Using
log x − 1=x¡(x)¡log x − 1=(2x) (x¿0)
(see [2]), we obtain that for all n¿ 1 the upper bound in (4.5) is better than the upper bound in
(4.4), and that the lower bound in (4.5) improves the one given in (4.4) for all n¿ 2.
Acknowledgements
I thank the referee for his careful reading of the manuscript and for his helpful comments.
References
[1] M. Abramowitz, I.A. Stegun (Eds.), Handbook of Mathematical Functions with Formulas, Graphs and Mathematical
Tables, Dover, New York, 1965.
[2] H. Alzer, On some inequalities for the gamma and psi functions, Math. Comput. 66 (1997) 373–389.
[3] E.F. Beckenbach, R. Bellman, Inequalities, Springer, Berlin, 1983.
[4] L. Brutman, A sharp estimate of the Landau constants, J. Approx. Theory 34 (1982) 217–220.
[5] D. CvijoviIc, J. Klinowski, Inequalities for the Landau constants, Math. Slovaca 50 (2000) 159–164.
[6] F. Erwe, DiQerential- und Integralrechnung I, Bibliogr. Institut, Mannheim, 1962.
[7] L.P. Falaleev, Inequalities for the Landau constants, Siberian Math. J. 32 (1991) 896–897.
[8] L. FejIer, Lebesguesche Konstanten und divergente Fourierreihen, J. Reine Angew. Math. 138 (1910) 22–53.
[9] P.V. Galkin, Estimates for the Lebesgue constants, Proc. Steklov Inst. Math. 109 (1971) 1–4.
[10] L. Gordon, A stochastic approach to the gamma function, Amer. Math. Monthly 101 (1994) 858–865.
[11] T.H. Gronwall, NUber die Lebesgueschen Konstanten bei den Fourierschen Reihen, Math. Ann. 72 (1912) 244–261.
[12] G.H. Hardy, Note on Lebesgue’s constants in the theory of Fourier series, J. London Math. Soc. 17 (1942) 4–13.
[13] E. Landau, AbschNatzung der KoeGzientensumme einer Potenzreihe, Arch. Math. Phys. 21 (1913) 42–50, 250–255.
[14] H. Lebesgue, LeScons sur les SIeries TrigonomIetriques, Gauthier-Villars, Paris, 1906.
[15] Y.L. Luke, Inequalities for the gamma function and its logarithmic derivative, Math. Balkanica 2 (1972) 118–123.
[16] G. SzegNo, NUber die Lebesgueschen Konstanten bei den Fourierschen Reihen, Math. Z. 9 (1921) 163–166.
[17] G.N. Watson, The constants of Landau and Lebesgue, Quart. J. Math. Oxford Ser. 1 (2) (1930) 310–318.
