Abstract
Introduction
Propositional proof complexity is an area of study that has seen a rapid development over the last decade. It plays as important a role in the theory of feasible proofs as the role played by the complexity of Boolean circuits in the theory of efficient computations. Propositional proof complexity is in a sense complementary to the (non-uniform) computational complexity; moreover, there exist extremely rich and productive relations between the two areas (see e.g. [Razb96, BP98] ).
Many combinatorial principles traditionally considered in the propositional proof complexity naturally appear as statements about graphs or hypergraphs asserting their most basic properties. The most prominent example is probably made by Tseitin tautologies [Tse68, Urq87] that are valid for any graph and assert in a way that the sum of degrees of all vertices is even (we will see several more examples below).
This naturally brings about the following general question:
which
general combinatorial "hardness conditions" imposed on a (hyper)graph imply hardness of the associated principle with respect to one or another propositional proof system?
In this paper we confine ourselves to Resolution (which is one of the most widely studied proof systems), and for this system some previous work attempted to tackle the question above in this generality was done. Urquhart proved in [Urq87] that Tseitin tautologies are hard for Resolution as long as the underlying graph has sufficiently good expansion properties. [Juk97] introduced the Hitting Set principle HS(H) asserting that the hypergraph H contains a small set of vertices hitting all its edges. He proved that this principle is hard for Resolution whenever H is a sufficiently good combinatorial design.
Urquhart [Urq98] considered the Matching principle M (G) asserting that the bipartite graph G on U × V has a (multi-valued) matching from U to V . Ben-Sasson and Wigderson [BW01] considered the same principle M (G) under another name G−P HP . They proved that G−P HP is hard for Resolution if G has sufficiently good expansion properties.
Alekhnovich, Ben-Sasson, Razborov and Wigderson [ABRW00] introduced the principle τ (H, g) asserting that the Nisan-Wigderson generator based upon the hypergraph H (treated as a set system) and the Boolean functions g 1 , . . . , g m misses a prescribed point in its image. They proved that if H has sufficiently good expansion properties and g 1 , . . . , g m are robust with respect to restrictions then τ (H, g) is hard for Resolution, as long as H does not have too many edges.
The framework from [ABRW00] in particular encompasses a natural generalization of Tseitin tautologies to hypergraphs. For the case of bounded vertex degree this generalization was also independently considered by Pudlák and Impagliazzo [PI00] . They formulated some combinatorial property of the underlying hypergraph implying that the resulting Tseitin tautology is very hard for tree-like Resolution, but this property is by far less natural than those mentioned above.
In this paper we look at the Perfect Matching principle P M(H) asserting that the hypergraph H contains a perfect matching. Our reason to be interested in this principle is at least two-fold. The first motivation is similar to [Juk97, Urq98] : this class unifies in an extremely natural framework such popular combinatorial principles as onto − F P HP The second reason is that, in the opposite direction, the Perfect Matching principle P M(H) is a special case of the generator tautologies τ (H, g) from [ABRW00] . Namely,
, where H * is the dual hypergraph, and all g i s are the EXACT-1 functions. Thus, the principle P M(H) might as well provide a convenient bridge between these two frameworks.
Our main result is an exp Ω
δ(H) λ(H)r(H)(log n(H))(r(H)+log n(H))
lower bound on the size of any resolution refutation of P M(H), where:
• n(H) -the number of vertices;
• δ(H) -the minimal degree of a vertex;
• r(H) -the maximal size of an edge;
• λ(H) -the maximal number of edges incident to two different vertices.
Unlike previous work [Urq87, Juk97, ABRW00], our bound involves only the most basic combinatorial parameters of the hypergraph H. If H = G is an ordinary graph then r(G) = 2, λ(G) = 1 and this general bound gets simplified to
. Also, this result readily relativizes to the principle M (U |H) asserting that the hypergraph H contains a matching covering all vertices in U (note that G − F P HP is a special case of this); in the resulting bound n(H) and δ(H) are re-calculated with respect to U .
Since the functional onto version of the pigeonhole principle onto − F P HP m n is isomorphic to P M(K m,n ), we immediately get the bound exp Ω n (log m) 2 on its resolution size complexity (implying an exp Ω(n 1/3 ) bound when the number of pigeons m is unlimited). This generalizes the same lower bound for its functional version proved in [Razb01b] (see also [RWY97, PR01, Raz01, Razb01a] for the preceding work). It is worth noting that if we attempt to extract a stand-alone proof of this particular result from our general argument, it will look quite funny (half of the pigeons in its course will change sides and turn into holes and vice versa). This is one extra reason why we prefer to work in more general framework of arbitrary (hyper)graphs.
As another immediate application of our general result we get an exp(Ω(n/(r 2 (log n)(r + log n)))) bound on the resolution size complexity of the counting principle Count n r . Apparently the only lower bound for this principle that was known for r > 2 prior to this work comes from lower bounds for much stronger model of bounded-depth Frege proofs and has the form exp(Ω(n )) (for constant r), where is a not too small constant (see e.g. [Kra95, Section 12] ).
Finally, we show an exp(Ω(t/n 3 )) lower bound on the size of resolution proofs of the principle ¬Circuit t (f n ) asserting that the circuit size of the Boolean function f n in n variables is greater than t. In particular, Resolution does not possess efficient proofs of NP ⊆ P/poly. Previously this was known only under the existence of one-way functions (easily follows from the efficient interpolation theorem for Resolution), and when the circuits used for computing f n may have unbounded fan-in [Raz01] .
Our proof method to a large extent follows the general pattern laid out in [Razb01a, Razb01b] . That is, we define an appropriate notion of the pseudo-width and use the "pigeon filter" lemma from [Razb01b] for reducing the pseudo-width of any small resolution proof at the expense of introducing certain new axioms (Lemma 3.1). Lower bounds on pseudo-width (Lemma 3.2) make the real novelty of this paper. For getting them we use a sort of indirect reduction to find in H a structure that looks like a restricted version of the functional pigeonhole principle. Then we show that the lower bound for the "pure" functional pigeonhole principle from [Razb01b] applies to this case with minimal changes.
The paper is completely self-contained, although some familiarity with [Razb01a, Razb01b] may turn out to be helpful for better understanding the proofs.
Preliminaries

Definitions
Let x be a Boolean variable, i.e. a variable that ranges over the set {0, 1}. A literal of x is either x (denoted sometimes as x 1 ) orx (denoted sometimes as x 0 ). A clause is a disjunction of literals. The empty clause will be denoted by 0. A clause is positive if it contains only positive literals x 1 .
For two clauses C , C, let C ≤ C mean that every literal appearing in C also appears in C. A CNF is a conjunction of clauses. One of the simplest and the most widely studied propositional proof systems is Resolution which operates with clauses and has one rule of inference called resolution rule:
A resolution refutation of a CNF τ is a resolution proof of the empty clause 0 from the clauses appearing in τ . The size S R (P ) of a resolution proof P is the overall number of clauses in it. For a CNF τ , S R (τ ) is the minimal size of its resolution refutation, and ∞ if no such refutation exists (i.e., τ is satisfiable).
For n, a non-negative integer let [n] def = {1, 2, . . . , n},
, where V is a finite set of vertices, and E ⊆ P(V ) is the set of edges (thus, in hypergraphs we do allow empty edges and loops but disallow multiple edges). The hypergraph (V, E) is a graph if all edges E ∈ E have cardinality 2, in which case they will be denoted by small letters e (thus, in graphs we disallow both multiple edges and loops). A matching in a hypergraph H is any collection of pairwise disjoint edges. The matching is perfect if every vertex is covered by (exactly one) edge from the matching. Definition 2.1 For a hypergraph H = (V, E), the Perfect Matching principle P M(H) is the CNF in the variables {x E | E ∈ E } that is the conjunction of the following clauses: 
n that is the conjunction of the following clauses:
where K m,n is the complete bipartite graph. More generally, [Urq98, BW01] proposed to consider the principle
which is a naturally defined restriction of P HP m n onto G. Denoting its obvious analogue for the functional onto version by onto − G − F P HP , we see that ¬onto − G − F P HP is identical with P M(G).
r ) is the complete r-hypergraph on n vertices and r n then P M(H) coincides with the counting principle Count n r .
Given a hypergraph
r-uniform hypergraphs are characterized as those in which all edges have cardinality r. From this concept we need only the upper bound on the size of an edge so we let r(H)
Pairwise balanced designs with index λ are characterized as those (V, E) for which |S
From this definition we will also need only the upper bound, so we let λ(H)
Results
The main result of this paper is the following
Theorem 2.2 S R (P M(H)) ≥ exp Ω δ(H) λ(H)r(H)(log n(H))(r(H)+log n(H))
.
r−2 , and we immediately get
Note that in this corollary r need not be a constant and may arbitrarily depend on n.
For an ordinary graph G, r(G) = 2 and λ(G) = 1. Thus, the following result is a special case of Theorem 2.2: Theorem 2.4 For an arbitrary graph G,
In this extended abstract we will give a complete proof of Theorem 2.4 (Section 3) and very briefly sketch how to generalize the argument to prove Theorem 2.2 (Section 5). The complete proof of the latter result appears in the full version. Applying Theorem 2.4 to the bipartite graph K m,n with m > n, we get
Proof of Corollary 2.6 from Corollary 2.5. Let S R (¬onto − F P HP m n ) = S, and let P be a size S refutation of ¬onto − F P HP m n . P can use at most S axioms from {Q 1 , . . . , Q m }, and it must use at least (n + 1) such axioms (otherwise, all axioms occurring in P could have been simultaneously satisfied). Apply to P the restriction that sends to 0 all those x ij for which Q i ∈ P . This will show S R (¬onto − F P HP m n ) ≤ S for some m with n < m ≤ S. Now the required bound S ≥ exp Ω(n 1/3 ) immediately follows from Corollary 2.5.
Remark 1 Let us also mention the following possibility of relativizing our main result to an arbitrary set of "active" vertices U (inspired in part by the proof of Corollary 2.6). Namely, for U ⊆ V (H) let M (U |H) be defined in the same way as P M(H), with the exception that the axioms Q v are allowed only for v ∈ U . Respectively, let δ(U |H) def = min v∈U deg H (v). Then we can generalize our Theorem 2.2 to
(H)r(H)(log |U |)(r(H) + log |U |)
In particular, for the principle G − F P HP we get the following:
It is much easier, however, to prove this theorem by using the machinery from [Razb01b] in more direct way. Since we are not aware of any other interesting applications of the principle M (U |H) where potentially δ(U |H) δ(H) and/or |U | V (H), in this extended abstract we will concentrate only on the absolute version P M(H).
Positive calculus
Like in virtually all previous work on the subject ([BP96, RWY97, Juk97, Urq98, Razb01a, Razb01b]), it will be convenient to get rid of negations once and for all by using the following normal form for refutations of P M(H).
x E ; these are exactly all positive clauses in the vari-
Definition 2.8 The positive calculus operates with positive clauses in the variables {x E | E ∈ E } and has one inference rule which is the following positive rule:
A positive calculus refutation of a set of positive clauses A is a positive calculus proof of 0 from A, and the size S(P ) of a positive calculus proof is the overall number of clauses in it. Finally, let S P (P M(H)) be the minimal possible size of a positive calculus refutation of the set of ax-
Proof. Suppose that we have a resolution refutation of P M(H).
Apply to every line in it the transformation θ that replaces every negated literalx E by the positive clause
It is also easy to see that θ takes an instance of the resolution rule (1) to an instance of the positive rule; therefore, θ maps P to a positive calculus refutation of the same size. In the opposite direction, it is straightforward to check that in the presence of the axioms Q E1,E2 the positive rule is simulated by an O(|E| 2 )-sized resolution proof.
Filter lemma
We will need the following general combinatorial statement proved in [Razb01b] . 
Proof of the main result for ordinary graphs
In this section we prove Theorem 2.4. Fix a graph G = (V, E). Given Lemma 2.9, we may assume that we have a positive calculus refutation P of {Q v | v ∈ V }, and we should lower bound its size S(P ). Let N G (v) be the set of all vertices adjacent to v in G. For a positive clause C in the variables {x e | e ∈ E }, let
For analyzing the refutation P we are going to allow certain positive clauses as new axioms. Our allowance criterium will be determined by a fixed integer
In this way we will be able to simplify the refutation P by "filtering out" of it all clauses C with this property and declaring them to be a new axiom.
Our first task (Section 3.1) will be to show that if the thresholds The pseudo-width of a clause C will be defined as the number of vertices that narrowly pass the filter d. Our second task (Section 3.2) will be to get lower bounds on the pseudo-width of any small positive calculus refutation in the presence of the new axioms described above. It will be performed in two steps. During the first step we use a simple probabilistic argument to identify within G a structure that "looks like" G −F P HP m n (where G is a bipartite subgraph of G) and behaves well with respect to any positive clause in the prospective refutation (Claim 3.3). Then we complete the proof by sorting out the edges of G according to this structure and evaluating the result in a linear matroid; this part being a relatively easy adaption of the argument in [Razb01b, Lemma 3.4] for the "pure" F P HP m n . Now we begin the formal proof.
Pseudo-width and its reduction
Suppose that we are given an integer vector d = (d v | v ∈ V ) indexed by vertices of the graph G. For a positive clause C let
Fix for the rest of Section 3 the parameters δ v as follows 1 :
and let
Define the pseudo-width of the clause C as
The pseudo-width of a positive calculus proof P is naturally defined as
Lemma 3.1 Suppose that there exists a positive calculus refutation P of {Q v | v ∈ V }, and let w 0 ≤ δ(G) 4 be an arbitrary integer parameter. Then there exists an integer vector
d = (d v | v ∈ V ) with δ v < d v ≤ deg G (v) for all v ∈ V ,
a set of (w 0 , d)-axioms A and a positive calculus refutation
P of {Q v | v ∈ V }∪A such that S(P ) ≤ S(P ) and w d (P ) ≤ O(w 0 + log S(P )).(4)
Proof.
Fix a positive calculus refutation P of
Let m def = |V |. We apply Proposition 2.10 to the vectors
and let (r v | v ∈ V ) satisfy the conclusion of that proposition.
the minimal integer with the property
Consider now an arbitrary C ∈ P . If for the vector r(C) the first case in Proposition 2.10 takes place, then
Choose arbitrarily w 0 vertices in V d (C), and remove from C all those x e for which e is not incident to at least one of the chosen vertices. The resulting clause C will still be an (w 0 , d)-axiom, and, due to the inequality d v > δ v + w 0 , will also satisfy w d (C ) = w 0 . Replace C by C , and put the latter into A.
In the second case,
This completes the proof of Lemma 3.1.
Lower bounds on pseudo-width
Given Lemma 3.1, we must now show that for every choice of the vector d, there is no small size small pseudowidth positive calculus refutation of
where A is any set of (w 0 , d)-axioms. Before we begin the formal proof, let us try to convey some intuition toward it.
Recall that the functional pigeonhole principle ¬F P HP m n is defined in the same way as the functional onto version (see Example 1), with the difference that the last group of the axioms {Q j } is missing. As we already mentioned above, our overall strategy will be to find inside G a "well-behaving" (with respect to the refutation) structure which sufficiently resembles G − F P HP m n for some bipartite subgraph G . For that purpose we randomly divide the vertices V into pigeon vertices V P and hole vertices V H . If our prospective refutation P is small enough, then we may expect that this partition will look random to every clause C ∈ P .
The partition (V P , V H ) induces a classification of all edges into pigeon-pigeon edges, pigeon-hole edges and hole-hole edges. Pigeon-pigeon edges are of no importance and are removed immediately.
Pigeon-hole edges are the most crucial, they form the subgraph G and they are used to simulate G − F P HP m n . The fact that our partition is random enough with respect to every C ∈ P implies that there are sufficiently many pigeon-hole edges, and that when everything is restricted to them, degrees are scaled down by almost exactly a factor of two, the sets V d (C) and V d (C) also behave in an expected manner etc. This ensures us that we can easily adopt the algebraic argument for the functional pigeonhole principle [Razb01b, Lemma 3.4] .
One remaining problem is that that argument seems to be inherently incapable to take care of the axioms {Q v } with v a hole vertex (missing in the functional version of P HP m n ). This is exactly when the hole-hole edges are entering the stage: they are used exclusively for this purpose (while pigeon-hole edges do the dimension counting).
Let us now proceed to the rigorous proof. Recall that δ v are given by (3). At this point let us also define
and
where < 0 is a sufficiently small constant. For technical reasons we also need to assume
; the full version shows how to get rid of this restriction.
Our lower bound on the pseudo-width looks like this:
, A and P satisfying these assumptions. We need the following easy claim (the analogue of this claim for hypergraphs is by far less transparent).
Claim 3.3 There exists a vertex partition
∪ V H such that the following two properties are satisfied:
Proof. Pick up a partition
∪ V H at random. For estimating the probabilities that it satisfies the required properties, it will be convenient to use the following special case of Bernstein's inequality (see e.g. [Usp37, page 205]) that, in a convenient way, generalizes both Chernoff's and variance bounds.
Proposition 3.4 Let S be the sum of independent 0-1 variables (not necessarily equidistributed), and let E be its expectation. Then P[|S − E|
In particular, for the property a) we have that for
0 . For property b), given any individual positive clause C and v ∈ V ,
provided the constant in (5) is small enough. Given our assumption (7), Claim 3.3 now follows by the union bound.
We return to the proof of Lemma 3.2. Fix an arbitrary
∪ V H satisfying properties a), b) of Claim 3.3. Let D be the set of all (partial) matchings in G. We will sometimes identify matchings a ∈ D with their characteristic functions, i.e., with Boolean assignments to the variables {x e | e ∈ E }. Let dom(a) be the set of all vertices in V incident to an edge in a.
For a positive clause C, let
Intuitively, Z(C) is the set of all matchings "forcing" C to 0. We are going to keep track of a certain algebraic invariant defined in terms of Z(C) as the refutation P is making progress, and for that purpose we construct a mapping φ from D to the set of linear subspaces of a linear space L.
Let E H consist of those edges e ∈ E that have at most one endpoint in P , and let
Fix an arbitrary infinite field k, and for v ∈ V P let L v be an h v -dimensional linear space over k, where
, and for every v ∈ V P fix an arbitrary generic em-
Next, for a ∈ D H we let
where a v is the uniquely defined vertex in N H (v) such that (v, a v ) ∈ a. Finally, for a positive clause C we let
Claim 3.5 Suppose that C is obtained from C 0 , C 1 via a single application of the positive rule in the refutation P , and assume that
Proof. Fix an arbitrary a ∈ Z(C); we only need to show
, and remove from a all edges that are not incident to at least one vertex in V . Denote the resulting matching by a . Since the mapping φ is anti-monotone w.r.t. inclusion, it is sufficient to show that
Note that since C is positive, C(a ) = 0. Let b ∈ D H be an extension of a such that still C(b) = 0, and still every e ∈ b is incident to at least one vertex in V . Note for the record that the second property implies
Base π(b) = 0. Since the positive rule is sound on D, C(b) = 0 implies C (b) = 0 for some ∈ {0, 1}. Then b ∈ Z(C ), and (9) follows. 
Inductive step. Let π(b) > 0, and pick an arbitrary v ∈ V \dom(b). Property b) of Claim 3.3 (applied to
and such that C(b) = 0. To every one of these extensions we can apply the inductive hypothesis and conclude that
Hence, in this case we also have φ(b) ⊆ Span(φ v (w 1 ), . . . , φ v (w t )), and the inductive step follows.
We have completely proved (9). Applying it to b = a , we get (8) which completes the proof of Claim 3.5. Now we complete the proof of Lemma 3.2 by a simple counting argument. Assume for the sake of contradiction that
By property a) of Claim 3.3,
Putting things together, we get
if the constant in (5), (6) 
Unprovability of circuit lower bounds by small resolution proofs
The material of this section is a minor adaptation of [Razb98, Section 5], so we will be rather sketchy (see the full version for details).
Let f n be a Boolean function in n variables, and let t ≤ 2 n . Denote by Circuit t (f n ) any CNF of size 2
O(n)
and of bounded fan-in at the bottom level encoding the description of a size-t Boolean circuit for computing f n (for one possible choice of the encoding see [Razb98, Section 5]). We can establish the following:
Intuitively, Resolution does not possess efficient proofs of NP ⊆ P/poly.
Proof. (Sketch)
Let P DNF t (f n ) be the following 3-CNF of size 2 O(n) encoding the description of a size-t perfect DNF K 1 ∨. . .∨K t (K j elementary conjunctions of maximal length n) for computing f n . The variables of P DNF t (f n ), along with their intended meaning, are:
The axioms of P DNF t (f n ) are (the 3-CNF resulting from expanding):
(with y aj0 def = 1);
Proof. [Razb98, proof of Corollary 5.2] noticed the existence of a variable substitution that takes Circuit t (f n ) to P DNF t/2n (f n ), and variable substitutions work for any reasonable proof system including Resolution. (1) ; thus, pigeonhole variables will look like x aj where f (a) = 1. Construct the following mapping that takes every literal of a variable of P DNF t (f n ) to a positive clause in the pigeonhole variables:
Lemma 4.3 There exists m with
y aj →¯ (f (a) = 0);
An easy inspection shows that this mapping takes every resolution refutation of P DNF t (f n ) into a positive calculus refutation of ¬onto − F P HP 
Proof of the main result: general case
In this section we outline how to adopt the proof from Section 3 to the case of arbitrary hypergraphs. For the lack of space, we only pinpoint the main difficulties with the naive generalization (all of them are in one or another way related to Claim 3.3) and very briefly sketch how to turn around them. Details appear in the full version.
Recall the discussion at the beginning of Section 3.2. Given a partition (V P , V H ), we still must classify every edge with at least two pigeons in it as useless (see the definition of D H in the proof of Claim 3.5). As long as r(H) is large, this will result in the unpleasant fact that there are only a few useful (that is, pigeon-hole) edges, and the argument breaks down. We circumvent this by biasing our distribution (V P , V H ) in favour of holes (notice the striking difference with the ordinary P HP m n ), and we have to pay for this an extra r(H) factor in the final bound.
The most serious problem, however, is structural rather than numerical: we no longer have a workable definition of the vertex neighbourhood set N H (v), and we must work with stars S H (v) instead. This in particular implies that, as long as λ(H) > 1, the edges in this star are no longer classified independently of each other, and we are facing difficulties with estimating the probability of large deviation in proving property b) of Claim 3.3. We circumvent this by an ad hoc trick, and we will have to pay at least an extra λ(H) factor in the final bound for this trick. Finally, as long as H is not uniform, the probability that E ∈ S H (v) will be classified as (say) pigeon-hole edge also depends on |E|. This makes even the expectation in the proof of property b) of Claim 3.3 unpredictable in terms of deg C (v). The remedy for this, however, is very easy (and comes free of charge): we assign to edges appropriate weights according to their size.
Open problems
Currently there are two different techniques for proving lower bounds on S R (P M(H)). The first method [BW01] is based on the width-size relation and is applicable only when the minimal degree δ(H) tends to be small. Our method, on the contrary, can be only applied when δ(H) is large. Can we find their common generalization that would uniformly cover both cases? For example, is it true that S R (G − P HP ) ≥ exp n Ω(1) for any bipartite G on 
