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On the Synchronization of Second-Order Nonlinear Systems
with Communication Constraints
A. Abdessameud, I. G. Polushin, and A. Tayebi ∗
Abstract
This paper studies the synchronization problem of second-order nonlinear multi-agent sys-
tems with intermittent communication in the presence of irregular communication delays and
possible information loss. The control objective is to steer all systems’ positions to a common
position with a prescribed desired velocity available to only some leaders. Based on the small-
gain framework, we propose a synchronization scheme relying on an intermittent information
exchange protocol in the presence of time delays and possible packet dropout. We show that
our control objectives are achieved with a simple selection of the control gains provided that the
directed graph, describing the interconnection between all systems (or agents), contains a span-
ning tree. The example of Euler-Lagrange systems is considered to illustrate the application
and effectiveness of the proposed approach.
1 Introduction
Motion coordination of nonlinear multi-agent systems has received an increased interest in the
control community due to the potential applications involving groups of robotic systems and au-
tonomous vehicles in general [1, 2]. Multi-agent systems control can be formulated as synchro-
nization or consensus problems, where the goal is to drive the networked systems (or agents) to a
common state using local information exchange. Other related problems include flocking, swarming,
and formation control of mechanical systems. Built around the solutions of the consensus problem
of linear multi-agent systems, several coordinated control schemes have been recently developed for
second-order nonlinear dynamics, which can describe various mechanical systems, with a particular
interest to leaderless synchronization problems [3–6], cooperative tracking with full access to the
reference trajectory [3, 7, 8], leader-follower with single leader [9–13] or multiple leaders [14–16],
to name only a few. Algebraic graph theory, matrix theory, and Lyapunov direct method have
been shown useful tools to address various problems related to the systems dynamics, such as
uncertainties, and the interconnection topology between the team members.
In addition, various recent papers address the synchronization problem of nonlinear systems by
taking into account delays in the information transfer between agents, which is generally performed
using communication channels. In [7] and [17], it has been shown that output synchronization
of nonlinear passive systems is robust to constant communication delays if the interconnection
graph is directed, balanced and strongly connected. A similar property was shown in [8] under
unbalanced directed graphs using the contraction theorem. In [18], a delay-robust control scheme
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is proposed for relative-degree two nonlinear systems with nonlinear interconnections. With the
same assumption on the delays, adaptive synchronization schemes have been proposed in [19, 20]
for networked robotic systems under a directed graph. In addition to constant delays, a virtual
systems approach has been suggested in [21,22] to account for input saturations and to remove the
requirements of velocity measurements. Control schemes that consider time-varying communication
delays have also been proposed for the attitude synchronization of rigid body systems [23, 24],
formation control of unmanned aerial vehicles [25], and consensus of networked Lagrangian systems
[26], yet in the case of undirected interconnection graphs. More recently, a small-gain framework is
proposed in [27] for the synchronization of a class of second-order nonlinear systems in the presence
of unknown irregular time-varying communication delays under general directed interconnection
topologies.
One important problem when dealing with second-order nonlinear systems in the presence of
communication delays is to achieve position synchronization, i.e., all positions converge to a common
value, with some non-zero final velocity. In fact, in most of the above mentioned synchronization
laws with communication delays, a static leader or no leader are assumed and position synchroniza-
tion is achieved with zero final velocity. The only cases where the final velocities match a non-zero
value assume a full access to a reference trajectory or to a leader’s states (position and velocity).
By full access, it is meant that this information is available to all agents without delays. The main
challenge in this case resides in the fact that imposing a non-zero final velocity ultimately requires
some information on the delays to achieve position synchronization. In fact, a possible solution to
this problem might be to explicitly incorporate the delays in the control algorithms as suggested
in [28, 29] for linear second-order multi-agents. This, however, comes with the assumptions of full
access to the desired velocity and the communication delays are exactly known.
Another issue that can be observed in all the aforementioned results is the assumption that
information is transmitted continuously between agents. In fact, it is not clear if these results
still apply in situations where agents are allowed to communicate with their neighbors only during
some disconnected intervals (or at some instants) of time. This can be induced by environmen-
tal constraints, such as communication obstacles, temporary sensor/communication-link failure,
or imposed to the communication process to save energy/communication costs in mobile agents.
For linear first-order multi-agent systems, the authors in [30] have proposed a consensus algorithm
based on the output of a zero-order-hold system, which is updated at instants when the informa-
tion is received and admits as input the relative positions of interacting agents. In the presence of
sufficiently small constant communication delays and bounded packet dropout, the proposed dis-
continuous algorithm in [30] achieves consensus provided that self-delays are implemented and the
non-zero update period of the zero-order-hold system is small. A similar approach has been applied
for double integrators in [31, 32], where asynchronous and synchronous updates of the zero-order-
hold systems have been addressed, respectively, without communication delays. Here, synchrony
means that all agents receive information at the same instants. In [33], a switching algorithm has
been proposed for second-order multi-agents in cases where communication between agents is lost
during small intervals of time, yet without communication delays. The latter result has been ex-
tended to multi-agent systems with general linear dynamics [34] and globally Lipschitz nonlinear
dynamics [35], where it has been shown that consensus can be achieved under some conditions on
the communication rates and interaction topology.
In this paper, we consider the synchronization problem of a class of second-order nonlinear
systems with intermittent communication in the presence of communication delays and possible
packet loss. Here, it is required that all systems achieve position synchronization with some non-
zero desired velocity available to only some systems in the group acting as leaders. Based on the
small-gain approach, we propose a distributed control algorithm that allows agents to communicate
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with their neighbors only at some irregular discrete time-intervals and achieve our control objec-
tive. A discrete-time consensus algorithm is also used to handle the partial access to the desired
velocity. In the case where no desired velocity is assigned to the team, the proposed synchroniza-
tion algorithm achieves position synchronization with some velocity agreed upon by all agents. In
both cases, it is proved that, under some sufficient conditions, synchronization is achieved in the
presence of unknown irregular communication delays and packet loss provided that the intercon-
nection topology between agents is described by a directed graph that contains a spanning tree.
The derived conditions impose a maximum allowable interval of time during which a particular
agent does not receive information from some or all of its neighbors. This interval, however, can be
specified arbitrarily with a choice of the control gains. To illustrate the applicability of the proposed
approach, we derive a solution to the above problems in the case of networked Lagrangian systems,
and simulation results that show the effectiveness of the proposed approach are given.
2 Background
2.1 Graph theory
Let G = (N , E) be a directed graph, with a set of nodes (or vertices) N , and a set of ordered
edges (pairs of nodes) E ⊆ N × N . An edge (j, i) ∈ E is represented by a directed link (arc)
leaving node j and directed toward node i. A directed graph G is said to contain a spanning tree if
there exists at least one node that has a “directed path” to all the other nodes in the graph; by a
directed path (of length q) from j to i is meant a sequence of edges in a directed graph of the form
(j, l1), (l1, l2), . . . , (lq−1, lq), with lq = i, where for q > 1 the nodes j, l1, . . . , lq−1 ∈ N are distinct.
Node r is called a root of G if it is the root of a directed spanning tree of G; in this case, G is said
to be rooted at r.
Given two graphs G1 = (N , E1), G2 = (N , E2) with the same vertex set N , their composition
G3 := (N , E3) = G1 ◦ G2 is the graph with the same vertex set N where (j, i) ∈ E3 if and only if
(j, l) ∈ E2 and (l, i) ∈ E1 for some l ∈ N . Composition of any finite number of graphs is defined by
induction. In the case where G1 and G2 contain self-links at all nodes, the edges of G1 and G2 are
also edges of G3. In this case, the definition above also implies that G3 contains a path from j to i
if and only if G2 contains a path from j to l and G1 contains a path from l to i. A finite sequence
of directed graphs G1, G2, . . . , Gq with the same vertex set is jointly rooted if the composition
Gq ◦ Gq−1 ◦ . . . ◦ G1 is rooted. An infinite sequence of graphs G0, G1, . . . is said to be repeatedly
jointly rooted if there exists k∗ ∈ Z+ such that for any σ ∈ Z+ the finite sequence Gσ, Gσ+1, . . .,
Gσ+k∗ is jointly rooted. (See [36] for more details on graph composition).
A weighted directed graph Gw consists of the triplet (N , E ,A), where N and E are, respectively,
the sets of nodes and edges defined as above, and A is the weighted adjacency matrix defined such
that aii , 0, aij > 0 if (j, i) ∈ E , and aij = 0 if (j, i) /∈ E . Note that thus defined graph does not
contain self-links at any node and will have the same properties as the unweighted graph with the
same sets of nodes and edges. The Laplacian matrix L := [lij ] ∈ Rn×n of the weighted directed
graph Gw is defined such that: lii =
∑n
j=1 aij , and lij = −aij for i 6= j.
2.2 Stability Notions and preliminary result
Consider an affine nonlinear system of the form
x˙ = f(x) +
∑p
i=1 gi(x)ui,
yj = hj(x), j = 1, . . . , q,
(1)
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where x ∈ RN , ui ∈ Rm˜i for i ∈ Np := {1, . . . , p}, yj ∈ Rm¯j for j ∈ Nq := {1, . . . , q}, and f(·), gi(·),
for i ∈ Np, and hj(·), for j ∈ Nq, are locally Lipschitz functions of the corresponding dimensions,
f(0) = 0, h(0) = 0. We assume that for any initial condition x(t0) and any inputs u1(t), . . . , up(t)
that are uniformly essentially bounded on [t0, t1), the corresponding solution x(t) is well defined
for all t ∈ [t0, t1].
Definition 1. [37] A system of the form (1) is said to be input-to-state stable (ISS) if there exist1
β ∈ K∞ and γj ∈ K¯, j ∈ Np, such that the following inequalities hold along the trajectories of the
system for any Lebesgue measurable uniformly essentially bounded inputs uj, j ∈ Np:
i) uniform boundedness: ∀ t0, t ∈ R, t ≥ t0, we have
|x(t)| ≤ β (|x(t0)|) +
p∑
j=1
γj
(
sup
s∈[t0,t)
|uj(s)|
)
,
ii) asymptotic gain:
lim sup
t→+∞
|x(t)| ≤
p∑
j=1
γj
(
lim sup
t→+∞
|uj(t)|
)
.
In the above definition, | · | denotes the Euclidean norm of a vector and γj ∈ K¯, j ∈ Np, are
called the ISS gains. It should be pointed out that for a system of the form (1), the ISS implies the
input-to-output stability (IOS) [37], which means that there exist βi ∈ KL and γij ∈ K¯, i ∈ Nq,
j ∈ Np, such that the inequality
|yi(t)| ≤ βi (|x(t0)|, t) +
p∑
j=1
γij
(
sup
s∈[t0,t)
|uj(s)|
)
,
holds for all i ∈ Nq and ∀ t0, t ∈ R, t ≥ t0. In this case, the function γij ∈ K¯, i ∈ Nq and j ∈ Np, is
called the IOS gain from the input uj to the output yi. In the subsequent analysis, we will mostly
deal with the case where the IOS gains are linear functions of the form γij(s) := γ
0
ij · s, where
γ0ij ≥ 0; in this case, we will simply say that the system has linear IOS gains γ0ij ≥ 0.
The convergence analysis in this paper is based on the following small-gain theorem.
Theorem 1. Consider a system of the form (1). Suppose the system is IOS with linear IOS gains
γ0ij ≥ 0. Suppose also that each input uj(·), j ∈ Np, is a Lebesgue measurable function satisfying:
uj(t) ≡ 0, for t < 0, and
|uj(t)| ≤
∑
i∈Nq
µji · sup
s∈[t−ϑji(t),t]
|yi(s)|+ |δj(t)|, (2)
for almost all t ≥ 0, where µji ≥ 0, all ϑji(t) are Lebesgue measurable uniformly bounded nonnega-
tive functions of time, and δj(t) is an uniformly essentially bounded signal. Let Γ := Γ
0 ·M ∈ Rq×q,
where Γ0 :=
{
γ0ij
}
, M := {µji}, i ∈ Nq, j ∈ Np. If ρ (Γ) < 1, where ρ (Γ) is the spectral radius of
the matrix Γ, then the trajectories of the system (1) are well defined for all t ≥ 0 and such that all
the outputs yi(t), i ∈ Nq, and all the inputs uj(·), j ∈ Np, are uniformly bounded. If, in addition,
|δj(t)| → 0 at t→ +∞, j ∈ Np, then |yi(t)| → 0, |uj(t)| → 0 as t→ +∞ for i ∈ Nq and j ∈ Np. 
Theorem 1 is a version of [27, Theorem 1] and is also a special case of the result given in [39]; in
particular, its proof follows the same lines as in the proof in [27, Theorem 1], and hence, is omitted.
1 The definition of the class functions K, K∞, and KL can be found in [38]. Also, K¯ := K∪{O}, K¯∞ := K∞∪{O},
where O is zero function, O(s) ≡ 0 for all s ≥ 0.
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3 Problem Formulation
3.1 System Model
Consider n not necessarily identical second-order nonlinear systems (or agents) governed by the
following dynamics
p˙i(t) = vi(t),
v˙i(t) = Fi(pi(t), vi(t), ui(t)),
i ∈ N , (3)
where pi ∈ Rm and vi are the position-like and velocity-like states, respectively, ui ∈ Rm are the
inputs, and N := {1, . . . , n}. The functions Fi are assumed to be locally Lipschitz with respect to
their arguments. Note that equations (3) can be used to describe the full or part of the dynamics
of various physical systems.
The systems (3) are interconnected in the sense that some information can be transmitted
between agents using communication channels. This interconnection is represented by a directed
graph G = (N , E), where N is the set of all agents, and an edge (j, i) ∈ E indicates that the i-th
agent can receive information from the j-th agent; in this case, we say that j and i are neighbors
(even though the link between them is directed). While the interconnection graph G is fixed,
the information exchange between agents is not continuous but discrete in time and is subject to
communication constraints as described in the next subsection.
3.2 Communication Process
In this paper, we consider the case where the communication between agents is intermittent and is
subject to time-varying communication delays, information losses, and blackout intervals. Specifi-
cally, it is assumed that there exists a strictly increasing and unbounded sequence of time instants
tk := kT ∈ R+, k ∈ Z+ = {0, 1, . . .}, where T > 0 is a fixed sampling period common for all agents,
such that each agent is allowed to send its information to all or some of its neighbors at instants tk,
k ∈ Z+. In addition, for each pair (j, i) ∈ E , suppose that there exist a sequence of communication
delays (τ
(j,i)
k )k∈Z+ that take values in {R+ ∪ +∞} such that the information sent by agent j at
instant tk can be available to agent i starting from the instant tk+τ
(j,i)
k . In particular, it is possible
that τ
(j,i)
k = +∞ for some k ∈ Z+, which corresponds to a situation where agent j has not sent
information at instant tk to neighbor i at all, or the corresponding information was never received
possibly due to packet loss in the communication channel. The following assumption is imposed on
the communication process between neighboring agents.
Assumption 1. For each (j, i) ∈ E, there exist numbers k∗ ∈ N, h ≥ 0, and an infinite strictly
increasing sequence K(j,i) := {k(j,i)0 , k(j,i)1 , . . .} ⊂ {0, 1, . . .} satisfying
i) k
(j,i)
0 ≤ k∗, and k(j,i)l+1 − k(j,i)l ≤ k∗, l ∈ {0, 1, . . .},
ii) τ
(j,i)
k ≤ h for each k ∈ K(j,i).
Assumption 1 essentially means that, for each pair (j, i) ∈ E , and per any k∗ consecutive
sampling instants, there exists at least one sampling instant at which agent j has sent information
to agent i, and this information has been successfully delivered with delay less than or equal to h.
Note that h is not an imposed upper bound of the delays; in particular, the possible case where
τ
(j,i)
σ > h for some σ /∈ K(j,i) is not excluded. Assumption 1 also implies that, for each pair
(j, i) ∈ E , the maximal interval between two consecutive instants when agent i receives information
from agent j is less than or equal to
h∗ := k∗T + h. (4)
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It is worth pointing out that k∗, h, and h∗ are considered common to all (j, i) ∈ E for simplicity,
and can be seen as the maximum of the corresponding parameters defined for each pair (j, i) ∈ E .
Also, the above assumption does not require that all agents broadcast their information to some or
all of their prescribed neighbors at the same instants of time.
3.3 Problem statement
Consider multi-agents (3) interconnected according to G and the communication between agents
satisfies Assumption 1. Suppose also that a constant desired velocity vd ∈ Rm is available for a
subset L ⊂ N of agents, called leaders. The rest of the systems (belonging to the complementary
subset F := N \ L) are referred to as followers. Our goal is to design synchronization schemes for
the nonlinear multi-agent system (3) such that the following objectives are attained.
Objective 1. In the case L 6= ∅, it is required that pi(t) − pj(t) → 0, vi(t) → vd, as t → +∞ for
all i, j ∈ N .
Objective 2. In the case L = ∅, it is required that pi(t) − pj(t) → 0 and vi(t) → vc as t → +∞
for all i, j ∈ N and for some final velocity vc ∈ Rm.
To achieve the above objectives, we adopt an approach that takes its roots from the control
of robotic systems [40] and has been recently used to address various synchronization problems of
mechanical systems (see, for instance, [5,11,19,25,27]). To explain this approach, let vri(t) ∈ C1 be
a reference velocity for the i-th system, for i ∈ N . Equations (3) can be rewritten in the following
form,
p˙i(t) = vri(t) + ei(t), (5)
e˙i(t) = Fi(pi, ei + vri , ui)− v˙ri , (6)
i ∈ N , where ei := vi − vri is the velocity tracking error. Equations (5) describe the dynamics of
agents in a multi-agent system with vri(t) being the reference input, while ei(t) is a perturbation
term with dynamics described by (6). The synchronization problem can now be solved using a two
stages approach described as follows. In the first stage, the input ui(t) in (6) is designed to guarantee
the convergence of the error signals ei(t) to zero. In the second stage, appropriate algorithms for
vri(t) are designed using the position-like states of the systems such that the trajectories of the
dynamic systems (5) satisfy Objectives 1 or 2. As mentioned in the Introduction, the problem of
designing such algorithms for vri(t) in the presence of the communication constraints described in
Section 3.2 is yet unsolved, even in the case where no perturbation term exists, i.e., ei ≡ 0. In the
presence of nonzero signals ei(t), the problem becomes more complicated since there typically exists
some coupling between the signals ei(t) and vri(t) as they both depend on the states of (5)-(6).
Note that, the first step, the design of the control law ui in (6) that guarantees desirable properties
of the error signal ei, for a given vri and v˙ri , can be achieved using various existing approaches to
tracking control design for nonlinear systems. This step is not addressed in this work; instead, the
following assumption is made.
Assumption 2. For each system in (3) and a given reference velocity signals vri(t) ∈ C1 and
v˙ri(t), there exists a static or dynamic tracking control law ui such that the following hold:• the error signal ei(t) is uniformly bounded;
• if vri(t) and v˙ri(t) are globally uniformly bounded, then ei(t)→ 0 as t→ +∞.
Under Assumption 2, the synchronization problem of the nonlinear multi-agent system (3) is
reduced to the design of the reference velocities vri ∈ C1, i ∈ N , such that v˙ri is well defined
(available for feedback) and the trajectories of (5) satisfy Objectives 1 or 2.
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4 Synchronization Scheme Design
In this section, we present a method for the design of the reference velocities vri(t), i ∈ N , such
that Objectives 1 and 2 are achieved using intermittent communication between the agents in the
presence of time-varying communication delays and information losses. For this, we let pij(k), for
each (j, i) ∈ E and each k ∈ Z+, denote the information that can be transmitted from agent j to
agent i at t = kT . Specifically, pij(k) := [pj(kT ), vˆdj (k), k], where pj(kT ) is the position-like state of
the j-th system at t = kT , vˆdj (k) is a discrete-time
2 estimate of the desired velocity obtained by the
j-th agent according to an algorithm described below, and k is the time-stamp, i.e., the sequence
number at which information was sent. Also, for each pair (j, i) ∈ E and each time instant t ≥ 0,
we let kij(t) be the largest integer number such that p
i
j(kij(t)) = [pj(kij(t)T ), vˆdj (kij(t)), kij(t)] is
the most recent information of agent j that is already delivered to agent i at t, i.e.,
kij(t) := max{k ∈ Z+ : kT + τ (j,i)k ≤ t}. (7)
Note that the number kij(t) can be determined by a simple comparison of the received time stamps.
Now, for each i ∈ N , the reference velocity vri(t) is designed in the following form,
vri(t) = ηi(t) + v¯di(t), (8)
where v¯di is a sufficiently smooth estimate of the desired velocity available for the i-th agent, and
ηi is a synchronization term designed with the purpose of position synchronization between agents.
The design of v¯di and ηi are addressed below in detail.
4.1 Desired velocity estimation
In this subsection, we present a method for the design of v¯di in (8). As explained above, each leader
has direct access to the desired velocity vd ∈ Rm. The followers, on the other hand, do not have
direct access to the desired velocity vd; instead, they estimate it through the following discrete-time
consensus algorithm that is updated at instants σT , for σ ∈ Z+,
vˆdi(σ) ≡ vd for i ∈ L, (9)
vˆdi(σ + 1) =
1Ni(σ)
∑
j∈Ni(σ)
vˆdij (σ) for i ∈ F , (10)
where
vˆdij (σ) :=
{
vˆdj (kij(σT )) if j 6= i,
vˆdi(σ) if j = i.
(11)
In the above algorithm (10)-(11), Ni(σ) := {i} ∪Nij(σ), with
Nij(σ) := {j : (j, i) ∈ E , kij(σT ) > kij((σ − 1)T )},
and
Ni(σ) denotes the number of elements inNi(σ). Recall from (7) that the vector vˆdj (kij(σT ))
is the most recent desired velocity estimate (obtained by agent j) that is already available to agent
i at instant σT . As such, the set Nij(σ) denotes the set of the neighbors of the i-th follower such
that the most recent data from these neighbors has been received during the interval ((σ − 1)T, σT ].
2For simplicity, we use throughout the paper the notation x(k), k ∈ Z+, instead of x(kT ) for the discrete-time
signals.
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Therefore, the update law for the followers (10)-(11) is based on each agent’s own estimate of the
desired velocity as well as on the most recent velocity estimates (received from its neighbors) that
have not been already used in the update law at earlier sampling instants. The leaders, on the
other hand, do not update their estimates as can be seen from (9). It should be noted that the set
Ni(σ) used in (10)-(11) can be obtained by simple comparison between the successfully received
time stamps.
Using the discrete-time desired velocity estimates obtained by each agent, we let
v¯di ≡ vd for i ∈ L, (12)
¨¯vdi = −kdi ˙¯vdi − kpi (v¯di − vˆdi (⌊t/T ⌋)) for i ∈ F , (13)
where ⌊a⌋ denotes the integer part of a ∈ R+, and kpi , kdi are strictly positive scalar gains. Note
that v¯di ∈ C1.
Proposition 1. Consider the discrete-time consensus algorithm (9)-(11). Suppose Assumption 1
holds. If L 6= ∅ and the directed interconnection graph G is rooted at r ∈ L, then vˆdi(σ)→ vc = vd
as σ → +∞ for all i ∈ N . Also, if L = ∅ and G is rooted, then vˆdi(σ) → vc as σ → +∞ for all
i ∈ N , for some vc ∈ Rm. In both cases, v¯di(t) and ˙¯vdi(t) are uniformly bounded and v¯di(t) → vc
as t→ +∞, for all i ∈ N . 
4.2 Design of the synchronization terms
In this subsection, the design of the synchronization term ηi in (8) is addressed. For this, let
A = [aij ] ∈ Rn×n be an arbitrary weighted adjacency matrix (Defined in Section 2.1) assigned
to the graph G; the resulting weighted directed graph is denoted by Gw = (N , E ,A). Let Ni :=
{j ∈ N : (j, i) ∈ E} denote the set of neighbors of agent i in Gw . Also, let κi :=
∑n
j=1 aij and
N ♯ := {i ∈ N : κi 6= 0} denote the subset of all agents that have at least one incoming link in Gw.
Consider the following design of the synchronization term ηi in (8){
η˙i = −kηi ηi − λi(pi − ψi),
ψ˙i = −ψi + v¯di + 1κi
∑
j∈Ni
aijp
(i)
j (t),
(14)
for i ∈ N ♯,
η˙i = ηi = 0 for i ∈ N \ N ♯, (15)
where kηi , λi are strictly positive scalar gains, v¯di is defined in (12)-(13), and the vector p
(i)
j (t), for
all j ∈ Ni, is an estimate of the current position of the j-th agent defined using the most recent
information available to the i-th agent at t as
p
(i)
j (t) := pj(kij(t)T ) + ǫij(t), (16)
ǫij(t) := vˆdj (kij(t)) · (t− kij(t)T ). (17)
with kij(t) being defined in (7).
Remark 1. Note that, due to the intermittent and delayed nature of the communication process, we
have considered a dynamic design for the synchronization terms ηi. This guarantees that ηi ∈ C1,
which is difficult to realize using static synchronization terms in view of the irregularities of the
information received by each agent. In addition, the vectors ηi are designed as in (14)-(15) such
that the closed loop system (5) with (8) and (14)-(15) for each agent is IOS with arbitrary IOS gains.
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As will be made clear in the next subsection, by employing the small gain theorem, Theorem 1, we
will show that our control objectives are achieved under some conditions that can be always satisfied.
4.3 Main result
The following theorem describes the conditions under which Objectives 1 and 2 are achieved.
Theorem 2. Consider the network of n systems (3), where the interconnection topology is de-
scribed by a directed graph G = (N , E) and the communication process between the systems satisfies
Assumption 1. Suppose that each system is controlled by a control law ui satisfying Assumption 2,
where the corresponding reference velocity vri(t) is generated by (8), with (9)-(13) and (14)-(17).
Let the control gains be selected such that
µi > 1 + 2 · h∗, for i ∈ N ♯, (18)
where h∗ > 0 is defined by (4), and
µi := −max (Re(µi,1),Re(µi,2)) ,
where µi,1, µi,2 are the roots of x
2 + kηi x+ λi = 0. Then, for arbitrary initial conditions, we have
• Objective 1 is achieved if G contains a spanning tree with a root r ∈ L.
• Objective 2 is achieved if G contains a spanning tree.
Proof. First, it should be noted from (8), (9)-(13), and (14)-(17) that vri ∈ C1, and v˙ri(t) = η˙i+ ˙¯vdi
can be obtained from the solution of the dynamic systems (13) and (14), and is available for
feedback. Therefore, applying the control law that satisfies Assumption 2 in (3) guarantees that
the velocity tracking error ei(t) = vi(t)− vri(t) is uniformly bounded.
For each i ∈ N ♯, let
p˜i := pi − ψi, ψ˜i := ψi − 1κi
∑n
j=1 aijpj . (19)
Using the relation ei = (vi − ηi − v¯di) with (14), one can write
η˙i = − kηi ηi − λip˜i (20)
˙˜pi = ηi + ψ˜i + εi (21)
˙˜
ψi = − ψ˜i − εi + φi (22)
for i ∈ N ♯, with
φi = ei − 1
κi
n∑
j=1
aij (vj − v¯di) , (23)
εi = ei +
1
κi
∑
j∈Ni
aij(pj − p(i)j ). (24)
We can verify that each system (20)-(22) with output ηi is IOS with respect to the input vectors
φi and εi. This follows by noticing that the following estimates∣∣∣ψ˜i(t)∣∣∣ ≤ e−(t−t0) ∣∣∣ψ˜i(t0)∣∣∣+ sup
ς∈[t0,t]
|εi(ς)|+ sup
ς∈[t0,t]
|φi(ς)| , (25)
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∣∣∣∣ ηi(t)p˜i(t)
∣∣∣∣ ≤ e−µi(t−t0)
∣∣∣∣ ηi(t0)p˜i(t0)
∣∣∣∣+ 1µi supς∈[t0,t]
∣∣∣ψ˜i(ς)∣∣∣
+
1
µi
sup
ς∈[t0,t]
|εi(ς)| , (26)
hold for all t ≥ t0, where µi is defined in Theorem 2. More precisely, inequality (25) indicates that
system (22) is ISS with respect to the inputs εi and φi, with unity ISS gains. Also, (26) implies
that (20)-(21) is ISS with respect to the inputs ψ˜i and φi, with ISS gains both equal to
1
µi
. Since
the cascade connection between two ISS systems is ISS, we conclude that (20)-(22) is ISS. As a
result, the system (20)-(22) with output ηi is IOS with respect to the inputs εi and φi with linear
IOS gains equal to 2
µ i
and 1
µi
, respectively.
Therefore, all the systems (20)-(23), for i ∈ N ♯, can be regarded as a system with n♯ outputs,
given by yi = ηi, i ∈ N ♯, and 2n♯ inputs that can be ordered as: u2i := εi, u2i−1 := φi, for
i ∈ N ♯, where n♯ := N ♯ denotes the number of elements in N ♯. From the above analysis, we
can conclude that such system is IOS, with IOS gain matrix Γ0 :=
{
γ0il
} ∈ Rn♯×2n♯ given by
γ0il =


1/µi if l = 2i− 1, i ∈ N ♯,
2/µi if l = 2i, i ∈ N ♯,
0 otherwise.
Moreover, using (23)-(24) with (16)-(15) and the relation vi = (ei + ηi + v¯di) for i ∈ N , one can
write
|u2i−1(t)| ≤
∑
j∈N
♯
i
aij
κi
|ηj(t)|+ |δ2i−1(t)| , (27)
|u2i(t)| ≤ |ei(t)|+
∑
j∈Ni
aij
κi
∫ t
kij(t)T
∣∣vj(s)− vˆdj (kij(t))∣∣ ds
≤
∑
j∈N
♯
i
aij · h∗
κi
sup
ς∈[kij(t)T,t]
|ηj(ς)|+ |δ2i(t)|, (28)
where we used Assumption 1 and (4) to conclude that (t − kij(t)T ) ≤ (k∗T + h) := h∗, the set
N ♯i := {j ∈ N ♯ : (j, i) ∈ E} is used here due to (15), and
|δ2i−1(t)| = |ei(t)|+
∑
j∈Ni
aij
κi
∣∣ej(t) + v¯dj (t)− v¯di(t)∣∣ , (29)
|δ2i(t)| =
∑
j∈Ni
aij · h∗
κi
sup
ς∈[kij(t)T,t]
∣∣v¯dj (ς)− vˆdj (kij(t))∣∣
+ |ei(t)|+
∑
j∈Ni
aij · h∗
κi
sup
ς∈[kij(t)T,t]
|ej(ς)| . (30)
Therefore, one can conclude that the input vectors uj, j ∈ {1, . . . , 2n♯}, satisfy the conditions of
Theorem 1, where the elements of the interconnection matrix M := {µlj} ∈ R2n♯×n♯ are obtained
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as
µlj =


aij
κi
if l = 2i− 1, j ∈ N ♯i , i ∈ N ♯,
aij ·h
∗
κi
if l = 2i, j ∈ N ♯i , i ∈ N ♯,
0 otherwise,
and where δ2i−1(t) and δ2i(t), for i ∈ N ♯, satisfy (29)-(30). Note that in view of Assumption 2 and
the result of Proposition 1, we have δj(t), j = {1, . . . , 2n♯} are uniformly bounded.
Therefore, the elements of the closed-loop gain matrix Γ := Γ0 ·M = {γ¯ij}i,j∈N ♯ in Theorem 1
can be written as
γ¯ij =
{
aij
κi·µi
(1 + 2 · h∗) , if j ∈ N ♯i , i ∈ N ♯,
0 otherwise.
Taking into account the fact that γ¯ii = 0 and the elements of Γ are nonnegative, one can conclude
using Gersgorin disk Theorem that ρ(Γ) < 1 if
∑n
j=1 γ¯ij < 1, for i ∈ N . Noting that
∑n
j=1 γ¯ij =∑
j∈N
♯
i
aij
µiκi
(1 + 2 · h∗) and N ♯i ⊆ Ni, the condition ρ(Γ) < 1 is satisfied by (18).
Therefore, all the conditions of Theorem 1 are satisfied and one can conclude that ηi, φi and
εi, for i ∈ N ♯, are uniformly bounded. In addition, the ISS property of (20)-(22) guarantees that
η˙i, p˜i and ψ˜i, for i ∈ N ♯, are uniformly bounded. This with the result of Proposition 1 and (15)
lead to the conclusion that vri and v˙ri , i ∈ N , are uniformly bounded, and hence Assumption 2
guarantees that ei(t) → 0 as t → +∞, for i ∈ N . Furthermore, using the result of Proposition 1
and the fact that kij(t) → +∞ as t → +∞, it can be verified from (29)-(30) that: δj(t) → 0 at
t→ +∞, j ∈ {1, . . . , 2n♯} if G is rooted at r ∈ L 6= ∅, or G is rooted in the case L = ∅.
Consequently, one can conclude from Theorem 1 that ηi(t)→ 0, φi(t)→ 0, εi(t)→ 0 for i ∈ N ♯
as t → +∞. Since (ηi(t) + ei(t)) = (vi(t) − v¯di(t)) → 0 as t → +∞, for i ∈ N , the result of
Proposition 1 implies that vi(t)→ vd as t→ +∞ if G is rooted at r ∈ L 6= ∅. The same proposition
implies that vi(t)→ vc as t→ +∞, for some vc ∈ Rm, if G is rooted and L = ∅.
In addition, since system (20)-(22) is ISS, we have p˜i(t) → 0 and ψ˜i(t) → 0 as t → +∞
for i ∈ N ♯. Using (19), one gets κi(p˜i + ψ˜i) =
∑n
j=1 aij(pi − pj) is uniformly bounded and∑n
j=1 aij(pi(t)−pj(t))→ 0 as t→ +∞ for all i ∈ N ♯. This with the fact that κi = 0 for i ∈ N \N ♯
lead to the conclusion that (L ⊗ Im)p(t) → 0 as t → +∞, where L is the Laplacian matrix of the
interconnection graph Gw, Im is the m×m identity matrix, p ∈ Rnm is the vector containing all pi
for i ∈ N , and ⊗ is the Kronecker product. Finally, since (L⊗ Im)p = 0 implies that p1 = . . . = pn
if Gw contains a spanning tree [41], we conclude that (pi(t)−pj(t))→ 0 as t→ +∞, for all i, j ∈ N
if G is rooted. The proof is complete.
Theorem 2 gives a solution to the synchronization problem of the class of nonlinear systems
(3) with relaxed communication requirements. In fact, each agent needs to send its information
to its prescribed neighbors only at some instants of time. This information transfer is also subject
to constraints inherent to the communication channels such as irregular communication delays
and packet loss. An important feature of the above result is that it gives sufficient conditions for
synchronization, given in (18), that are topology-independent and can be easily satisfied with an
appropriate choice of the control gains. Notice that the constant h∗ := (k∗T + h) can be easily
estimated in practice, and is simply defined as the maximum blackout interval of time an individual
agent does not receive information from each one of its neighbors. Then, the control gains, namely
kηi and λi, can be freely selected to satisfy (18); in particular, the variable µi can be made arbitrarily
large, which is advantageous in the case where the parameter h∗ is roughly or over estimated. On
the other hand, condition (18) is equivalent to 0 < h∗ < 12 (µi − 1), which specifies the maximal
allowable time interval during which each agent can run its control algorithm without receiving new
information from its neighbors. This allowable interval of time does not rely on some centralized
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information on the interconnection topology between the systems and can be made arbitrarily large.
It should be also pointed out that the results of Theorem 2 are obtained under mild assumptions
on the interconnection graph G. In this regard, note that condition (18) is imposed for all agents
i ∈ N ♯, where, in view of the assumptions on G, the set N \ N ♯ contains at most one element.
Remark 2. The term ǫij(t) in (16) can be selected in different ways using the estimates of the
desired velocity of the i-th agent. The choices other than (17) include:
ǫij(t) :=
∫ t
kij(t)T
vˆdi(⌊s/T ⌋)ds, (31)
ǫij(t) :=
∫ t
kij(t)T
v¯di(s)ds, (32)
and
ǫij(t) := v¯di(kij(t)T ) · (t− kij(t)T ). (33)
In view of Proposition 1, any of the choices (17), (31)-(33) can be used for our purposes.
The control scheme in Theorem 2 can be applied to the case where the desired velocity is
available to all systems, i.e., L = N . In this case, the observer (9)-(11) is not needed and the
following result, which can be shown following similar arguments as the proof of Theorem 2, is
valid.
Corollary 1. Consider the network of n-systems (3), where the interconnection topology is de-
scribed by a directed graph G and the communication process between the systems satisfies Assump-
tion 1. Suppose that each system is controlled by a control law ui satisfying Assumption 2, where
the corresponding reference velocity vri(t) is defined in (8), where v¯di ≡ vd, i ∈ N , and ηi(t) is
obtained from (14)-(15) with p
(i)
j (t) := pj(kij(t)T ) + vd · (t− kij(t)T ), (j, i) ∈ E, and kij(t) is given
in (7). Let the control gains satisfy (18). Then, vi(t)→ vd and (pi(t)− pj(t))→ 0 as t→ +∞ for
all i, j ∈ N and for arbitrary initial conditions if G contains a spanning tree.
5 Application to Euler-Lagrange systems
In this section, we apply the proposed approach to the class of fully-actuated heterogeneous Euler-
Lagrange systems. The systems dynamics are given by
p˙i = vi
v˙i = Mi(pi)
−1 (ui − Ci(pi, vi)vi −Gi(pi)) , (34)
for i ∈ N , where pi ∈ Rm is the vector of generalized configuration coordinates, ui ∈ Rm is the
vector of torques associated with the ith system, Mi(pi), Ci(pi, vi)vi, and Gi(pi) are the inertia
matrix, the vector of centrifugal/coriolis forces, and the vector of potential forces, respectively. The
inertia matrices Mi(pi) are symmetrical and positive definite uniformly with respect to pi. Other
common properties of Euler-Lagrange systems (34) are as follows:
P.1 The matrix M˙i(pi)− 2Ci(pi, vi) is skew symmetric.
P.2 There exists kci ≥ 0 such that |Ci(pi, x)y| ≤ kci |x|·|y| holds for all pi, x, y ∈ Rm. In addition,
Mi(pi) and Gi(pi) are bounded uniformly with respect to pi.
P.3 Each system in (34) admits a linear parametrization of the form Mi(pi)x˙i + Ci(pi, vi)xi +
Gi(pi) = Yi(pi, vi, xi, x˙i)θi, where Yi(pi, vi, xi, x˙i) is a known regressor matrix and θi ∈ Rk is
the constant vector of the system’s parameters.
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We assume that the systems are subject to model uncertainties; the parameters θi in P.3 are
unknown. We aim to achieve Objectives 1 and 2 for the Euler-Lagrange systems (34) under a
directed interconnection graph G and the communication constraints described in Section 3.2.
For this purpose, we consider the following control input in (34)
ui = Yi(pi, vi, vri , v˙ri)θˆi − kei ei, (35)
˙ˆ
θi = ΠiYi(pi, vi, vri , v˙ri)
⊤ei, (36)
for i ∈ N , where the matrix Πi is symmetric positive definite, Yi is defined in P.3, θˆi ∈ Rk is an
estimate of the parameters, kei > 0, and ei = (vi − vri) with
vri = ηi + v¯di , (37){
η˙i = −kηi ηi − λi(pi − ψi)
ψ˙i = −ψi + v¯di + 1κi
∑n
j=1 aijp
(i)
j (t)
, i ∈ N ♯, (38)
η˙i = ηi ≡ 0, i ∈ N \ N ♯, (39)
where p
(i)
j (t) := pj(kij(t)T )+ vˆdj(kij(t))·(t−kij(t)T ), the control gains are defined as in Theorem 2,
kij(t) is defined in (7), v¯di is obtained from (12)-(13) with the discrete-time observer
vˆdi(σ) ≡ vd, i ∈ L, (40)
vˆdi(σ + 1) =
1Ni(σ)
∑
j∈Ni(σ)
vˆdij (σ) i ∈ F , (41)
where vˆdij (σ) is given in (11) and Ni(σ) is defined after (11). Then, the following result is valid.
Corollary 2. Consider the network of n Euler-Lagrange systems (34) interconnected according to
G and suppose that Assumption 1 holds. For each system, let the control input be given in (35) with
(36)-(41), and suppose condition (18) is satisfied. Then, Objective 1 and Objective 2 are achieved
under the conditions on the interconnection graph G given in Theorem 2.
The proof of this result follows from Theorem 2 by noting that vri ∈ C1 and v˙ri is well de-
fined, and the control law (35)-(36) is the standard adaptive control scheme proposed in [40]
for Euler-Lagrange systems that satisfies Assumption 2. In fact, using the Lyapunov function
Vi =
1
2 (e
⊤
i Mi(pi)ei + θ˜iΠ
−1θ˜i), with θ˜i = (θˆi − θi), one can show that ei ∈ L2 ∩ L∞ and θˆi ∈ L∞,
leading to the first point in Assumption 2. Also, properties P.2 and P.3 guarantee that e˙i ∈ L∞
if vri , v˙ri ∈ L∞. Then, invoking Barba˘lat Lemma, one can conclude that if vri , v˙ri are uniformly
bounded, then ei(t)→ 0 as t→ +∞, which is the second point in Assumption 2.
Remark 3. The control scheme in Corollary 2 extends the relevant literature dealing with Euler-
Lagrange systems with communication constraints [8,17,19,20,26,27, for instance] to the case where
a non-zero final velocity is assigned to the team, the communication between agents is intermittent
and subject to varying delays and possible packet loss, and under a directed interconnection graph
that contains a spanning tree. In addition, this control scheme extends the work in [5] to the case
of intermittent and delayed communication without using a centralized information on the intercon-
nection topology. Note that in [5], Objective 2 is achieved, in the case of delay-free continuous-time
communication between agents, under some topology-dependent conditions.
13
6 Simulation Results
We provide in this section simulation results for the example in Section 5. Specifically, we consider
a network of ten Lagrangian systems; N = {1, . . . , 10}, modeled by equations (34) with m = 2,
pi := (pi1 , pi2)
⊤, vi := (vi1 , vi2)
⊤, and
Mi(pi) =
(
θ1 + 2θ2 cos(pi2) θ3 + θ2 cos(pi2)
θ3 + θ2 cos(pi2) θ3
)
,
Ci(pi, vi) =
( −θ2 sin(pi2)vi2 − θ2 sin(pi2)(vi1 + vi2 )
θ2 sin(pi2)vi1 0
)
,
Gi(pi) =
(
gθ5 cos(pi1) + gθ4 cos(pi1 + pi2)
gθ4 cos(pi1 + pi2)
)
,
where g = 9.81 m/sec2, the variables θk, k = 1, . . . , 5, are given as: θ1 = (m1l
2
c1+m2(l
2
1+ l
2
c2)+I1+
I2), θ2 = m2l1lc2, θ3 = (m2l
2
c2 + I2), θ4 = m2lc2 , and θ5 = (m1lc1 +m2l1), with m1 = m2 = 1 kg,
l1 = l2 = 0.5 m, lc1 = lc2 = 0.25 m, and I1 = I2 = 0.1 kg/m
2. The parametrization satisfying
property P.3 for each system is given as: Yi(pi, vi, xi, x˙i) = [Yijk ] ∈ R2×5, with Yi11 = x˙i1 , Yi12 =
cos(pi2)(2x˙i1 + x˙i2 ) − sin(pi2)(xi1vi2 + xi2(vi1 + vi2)), Yi13 = x˙i2 , Yi14 = Yi24 = g cos(ipi + pi2),
Yi15 = g cos(
ipi), Yi21 = Yi25 = 0, Yi22 = x˙i1 cos(pi2) + xi1vi1 sin(pi2 ), Yi23 = x˙i1 + x˙i2 , for any
xi := (xi1 , xi2)
⊤. The vector of estimated parameters is θˆ = (θˆ1, θˆ2, θˆ3, θˆ4, θˆ5)
⊤.
The systems in the network are interconnected according to the directed graph G given in Fig.
1, with the node labeled 4 being one of its roots; r = 4. For the communication process, we set the
sampling period T = 0.1 sec, which means that for each (j, i) ∈ E , agent j can send its information
to agent i only at instants kT , k ∈ Z+. The delays and packet dropout are generated for each
communication link as follows. For each (j, i) ∈ E , and at each instant kT , we pick the information
pij(k¯), where k¯ ∈ Z is randomly selected in the interval [k− 10, k]. This information is then delayed
by τ ∈ [0.15, 0.25] sec and considered as received by agent i. Due to the random choice of k¯, a
simple logic is implemented to avoid sending information at a future k with the same k¯. This way,
the parameter h∗ is estimated to be 1.3 sec, the variable kij(t), for all t > 0, and the set Ni(σ) can
be easily obtained, the information of agent j at some instants kT are lost (not submitted), and the
information received by agent i is randomly delayed. The intermittent nature of the communication
process as well as varying communication delays and packet dropout are illustrated in Fig. 2, which
shows the received discrete-time signal φ˜(k) when the signal φ(t) = 2 sin(t) is sent according to the
communication process described above.
We implement the control scheme developed for Euler-Lagrange systems in Section 5. First,
we consider the case where L = {1, 4}, which indicates that the systems labeled 1 and 4 are the
Figure 1: interconnection graph G.
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Figure 2: Input and output of a communication chan-
nel, φ(t) = 2 sin(t).
14
only systems having access to the desired velocity given by vd = (0.3, 0.6)
⊤ rad/sec. The observer
(9)-(11) is updated at T , and the control gains are selected as: kpi = k
d
i = 2, Πi = 0.3I5, k
e
i = 10,
λi = 13, k
η
i = 2
√
λi. Note that this choice of the gains satisfies condition (18) with µi =
√
λi. The
weights of the communication links of Gw , which is the same as G with assigned weights on its links,
are set such that κi = 1.
Fig. 3 and Fig. 4 illustrate the relative positions and relative velocities defined as p1i = (p1i1 , p1i2)
⊤ :=
(p1 − pi), for i = 2, . . . , n, and v1j = (v1j1 , v1j2)⊤ := (v1 − vj) for j = d, 2, . . . , n, where subscript
‘d’ is used for the desired velocity. It is clear that all agents synchronize their positions and veloc-
ities with the desired velocity. The output of the discrete-time observer is given in Fig. 5, with
vˆdi = (vˆdi1 , vˆdi2 )
⊤, where it can be seen that the desired velocity estimate of each agent converges
to the desired velocity available to the leader agents.
0 5 10 15 20 25 30
−2
−1
0
1
2
3
p
1
i 1
(r
a
d
)
0 5 10 15 20 25 30
−4
−3
−2
−1
0
1
2
p
1
i 2
(r
a
d
)
time (sec)
Figure 3: Relative position vectors in the case of L = {1, 4}.
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Figure 4: Relative velocity vectors in the case of L = {1, 4}.
Next, we consider the case where L = ∅. Using the same above control parameters, the obtained
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Figure 5: Desired velocity estimates in the case of L = {1, 4}.
results are shown in Fig. 6-8 where v1j is defined for j = 2, . . . , n. These figures show that all systems
synchronize their positions, and their velocities converge to the final velocity dictated by the output
of the discrete-time velocity estimator.
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Figure 6: Relative position vectors in the case of L = ∅.
7 Conclusion
We addressed the synchronization problem of second-order nonlinear multi-agent systems intercon-
nected under directed graphs. Using the small-gain framework, we proposed a distributed control
algorithm that achieves position synchronization in the presence of communication constraints. In
contrast to the available relevant literature, the proposed approach guarantees that all agents veloc-
ities match a desired velocity available to only some leaders (or a final velocity agreed upon by all
agents in the leaderless case), while information exchange between neighboring agents is allowed at
irregular discrete time-intervals in the presence of irregular time-delays and possible packet loss. In
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Figure 7: Relative velocity vectors in the case of L = ∅.
fact, we proved that synchronization is still achieved even if each agent in the team runs its control
algorithm without receiving any information from its neighbors during some allowable intervals of
time. The conditions for synchronization derived in this paper can be satisfied by an appropriate
choice of the control gains. Future research will consider the extension of this work to the case of
variable desired velocity.
A Proof of Proposition 1
Consider the consensus algorithm (9)-(11). The interaction between the agents in the system (9)-
(11) is described by a directed graph Gs = (N , Es), which can formally be obtained from the graph
G by modifying some of the its links, as follows: (1) removing the incoming arcs to each leader node
(or agent), (2) adding a directed link from any leader node to any other leader node, and (3) adding
a self arc to each node in the graph. It is straightforward to verify that, if the directed graph G
is rooted at r ∈ L, then Gs is also rooted at r ∈ L. In the case of no leaders (L = ∅), the above
modifications reduce to adding a self arc to each node; in this case, it is trivial that Gs is rooted if
G is rooted.
In view of the above discussion, the consensus algorithm (9)-(11) can be formally written as
vˆdi(σ + 1) =
1N¯i(σ)
∑
j∈N¯i(σ)
vˆdj (σ − τˆ (j,i)(σ)), (42)
for all i ∈ N , where N¯i(σ) =
{
Ni(σ) for i ∈ F ,
L for i ∈ L, (43)
and τˆ (j,i)(σ) is a delay that takes some integer value at σT and, in view of Assumption 1 and (4),
satisfies τˆ (j,i)(σ) ≤ h∗σ := ⌈h∗/T ⌉ for all σ = 0, 1, . . .. Note that τˆ (i,i)(σ) = 0, and τˆ (j,i)(σ) = 0 for
all σ if i, j ∈ L.
Let Gs(σ) = (N , Es(σ)), where (j, i) ∈ Es(σ) only if j ∈ N¯i(σ), which defines the set of those
agents whose information is used in the update rule of agent i at instants σT . It is clear that Gs(σ)
is a directed graph with at most one directed link connecting each ordered pair of distinct nodes
and with exactly one self arc at each node.
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Figure 8: Desired velocity estimates in the case of L = ∅.
According to Theorem 2 in [42], the states of (42) satisfy vˆdi(σ)→ vc exponentially as σ → +∞,
i ∈ N , for some vc ∈ Rm, if the sequence of graphs Gs(0),Gs(1), . . . is repeatedly jointly rooted.
We claim that the latter condition is satisfied under the assumptions of Proposition 1. To show
this, pick an arbitrary ρ ∈ Z+ and consider the composition of graphs G¯s(ρ) = Gs(ρ+ h∗σ) ◦ Gs(ρ+
h∗σ − 1) ◦ . . . ◦ Gs(ρ). Since Gs(ρ) contains self arcs on each node, for all ρ, the edges of Gs(ρ+ h∗σ),
Gs(ρ+ h∗σ − 1), . . . ,Gs(ρ) are also edges in G¯s(ρ).
Consider first the case where L 6= ∅ and G is rooted at r ∈ L. Equation (43) implies that Gs(ρ)
contains a directed link from any leader node to any other leader node, for all ρ. In addition, in view
of the definition of Gs = (N , Es), Assumption 1 implies that for each i ∈ F and (j, i) ∈ Es, j 6= i,
the information vˆdj is successfully delivered to agent i at least once per h
∗
σ := ⌈h∗/T ⌉ sampling
periods. Therefore, it can be verified that, for each i ∈ F , if (j, i) is an edge in Gs, then (j, i) is also
an edge in the composition of graphs G¯s(ρ). In fact, if (j, i) ∈ Es, the definition of Ni(σ) implies
that (j, i) is an edge in at least one of the graphs Gs(ρ), Gs(ρ + 1), . . ., Gs(ρ+ h∗σ). Consequently,
one can conclude that all the edges of Gs are also edges in the composition of graphs G¯s(ρ), and
therefore, G¯s(ρ) is rooted at r ∈ L since Gs is rooted at r ∈ L. As a result, the sequence of graphs
Gs(0),Gs(1), . . . is repeatedly jointly rooted. Similar arguments can be used to show that G¯s(ρ) is
rooted in the case where L = ∅ and G contains a spanning tree, and hence rooted.
Now, since the states of the leaders are fixed, i.e., vˆdi(σ) ≡ vd for all σ and i ∈ L, one can
conclude that vc = vd in the case where L 6= ∅. The rest of the proof follows in view of the
dynamics (13), for i ∈ F , which can be rewritten as ¨˜ǫi = −kdi ˙˜ǫi − kpi ǫ˜i + kpi (vˆdi(⌊t/T ⌋) − vc),
ǫ˜i := v¯di − vc, and describe the dynamics of an asymptotically stable system with an exponentially
convergent perturbation term.
References
[1] Z. Qu, Cooperative control of dynamical systems: applications to autonomous vehicles.
Springer, 2009.
[2] W. Ren and Y. Cao, Distributed coordination of multi-agent networks: emergent problems,
models, and issues. Springer, 2011.
18
[3] A. Abdessameud and A. Tayebi, “Attitude synchronization of a group of spacecraft without
velocity measurements,” IEEE Transactions on Automatic Control, vol. 54, no. 11, pp. 2642–
2648, 2009.
[4] W. Ren, “Distributed leaderless consensus algorithms for networked Euler–Lagrange systems,”
International Journal of Control, vol. 82, no. 11, pp. 2137–2149, 2009.
[5] H. Wang, “Flocking of networked uncertain Euler–Lagrange systems on directed graphs,” Au-
tomatica, vol. 49, no. 9, pp. 2774–2779, 2013.
[6] K. Liu, G. Xie, W. Ren, and L. Wang, “Consensus for multi-agent systems with inherent
nonlinear dynamics under directed topologies,” Systems & Control Letters, vol. 62, no. 2, pp.
152–162, 2013.
[7] M. W. Spong and N. Chopra, “Synchronization of networked Lagrangian systems,” in La-
grangian and Hamiltonian Methods for Nonlinear Control 2006. Springer, 2007, pp. 47–59.
[8] S.-J. Chung and J.-J. E. Slotine, “Cooperative robot control and concurrent synchronization
of Lagrangian systems,” IEEE Transactions on Robotics, vol. 25, no. 3, pp. 686–700, 2009.
[9] H. Su, G. Chen, X. Wang, and Z. Lin, “Adaptive second–order consensus of networked mobile
agents with nonlinear dynamics,” Automatica, vol. 47, no. 2, pp. 368–375, 2011.
[10] J. Mei, W. Ren, and G. Ma, “Distributed coordinated tracking with a dynamic leader for
multiple Euler-Lagrange systems,” IEEE Transactions on Automatic Control, vol. 56, no. 6,
pp. 1415–1421, 2011.
[11] G. Chen and F. L. Lewis, “Distributed adaptive tracking control for synchronization of un-
known networked Lagrangian systems,” Systems, Man, and Cybernetics, Part B: Cybernetics,
IEEE Transactions on, vol. 41, no. 3, pp. 805–816, 2011.
[12] Z. Meng, Z. Lin, and W. Ren, “Robust cooperative tracking for multiple non-identical second-
order nonlinear systems,” Automatica, vol. 49, pp. 2363–2372, 2013.
[13] Z. Meng, D. V. Dimarogonas, and K. H. Johansson, “Leader–follower coordinated tracking
of multiple heterogeneous Lagrange systems using continuous control,” IEEE Transcations on
Robotics, vol. 30, no. 3, pp. 739–745, 2014.
[14] D. V. Dimarogonas, P. Tsiotras, and K. J. Kyriakopoulos, “Leader–follower cooperative atti-
tude control of multiple rigid bodies,” Systems & Control Letters, vol. 58, no. 6, pp. 429–435,
2009.
[15] J. Mei, W. Ren, and G. Ma, “Distributed containment control for Lagrangian networks with
parametric uncertainties under a directed graph,” Automatica, vol. 48, no. 4, pp. 653–659,
2012.
[16] J. Mei, W. Ren, J. Chen, and G. Ma, “Distributed adaptive coordination for multiple la-
grangian systems under a directed graph without using neighbors velocity information,” Au-
tomatica, vol. 49, pp. 1723–1731, 2013.
[17] N. Chopra and M. W. Spong, “Passivity-based control of multi-agent systems,” in Advances
in Robot Control. Springer, 2006, pp. 107–134.
19
[18] U. Mu¨nz, A. Papachristodoulou, and F. Allgo¨wer, “Robust consensus controller design for
nonlinear relative degree two multi-agent systems with communication constraints,” IEEE
Transactions on Automatic Control, vol. 56, no. 1, pp. 145–151, 2011.
[19] E. Nun˜o, R. Ortega, L. Basan˜ez, and D. Hill, “Synchronization of networks of nonidentical
Euler-Lagrange systems with uncertain parameters and communication delays,” IEEE Trans-
actions on Automatic Control, vol. 56, no. 4, pp. 935–941, 2011.
[20] H. Wang, “Consensus of networked mechanical systems with communication delays: A unified
framework,” IEEE Transactions on Automatic Control, vol. 59, no. 6, pp. 1571–1576, 2014.
[21] A. Abdessameud and A. Tayebi, “Synchronization of networked Lagrangian systems with input
constraints,” in Preprints of the 18th IFAC, World Congress, Milano, Italy, 2011, pp. 2382–
2387.
[22] ——, Motion Coordination for VTOL Unmanned Aerial vehicles. Attitude synchronization and
formation control. Advances in Industrial Control, Springer, 2013.
[23] J. Erdong, J. Xiaolei, and S. Zhaowei, “Robust decentralized attitude coordination control of
spacecraft formation,” Systems & Control Letters, vol. 57, no. 7, pp. 567–577, 2008.
[24] A. Abdessameud, A. Tayebi, and I. G. Polushin, “Attitude synchronization of multiple rigid
bodies with communication delays,” IEEE Transactions on Automatic Control, vol. 57, no. 9,
pp. 2405–2411, 2012.
[25] A. Abdessameud and A. Tayebi, “Formation control of VTOL unmanned aerial vehicles with
communication delays,” Automatica, vol. 47, no. 11, pp. 2383–2394, 2011.
[26] E. Nun˜o, I. Sarras, and L. Basan˜ez, “Consensus in networks of nonidentical Euler–Lagrange
systems using P+d controllers,” IEEE Transactions on Robotics, vol. 29, no. 6, pp. 1503–1508,
2013.
[27] A. Abdessameud, I. G. Polushin, and A. Tayebi, “Synchronization of Lagrangian systems with
irregular communication delays,” IEEE Transactions on Automatic Control, vol. 59, no. 1, pp.
187–193, 2014.
[28] U. Mu¨nz, A. Papachristodoulou, and F. Allgo¨wer, “Delay–dependent rendezvous and flocking
of large scale multi-agent systems with communication delays,” in Proc. of the 47th IEEE
Conference on Decision and Control, 2008. IEEE, 2008, pp. 2038–2043.
[29] W. Zhu and D. Cheng, “Leader-following consensus of second-order agents with multiple time-
varying delays,” Automatica, vol. 46, no. 12, pp. 1994–1999, 2010.
[30] Y. G. Sun and L. Wang, “Consensus of multi-agent systems in directed networks with nonuni-
form time-varying delays,” IEEE Transactions on Automatic Control, vol. 54, no. 7, pp. 1607–
1613, 2009.
[31] Y. Gao and L. Wang, “Asynchronous consensus of continuous-time multi-agent systems with
intermittent measurements,” International Journal of Control, vol. 83, no. 3, pp. 552–562,
2010.
[32] ——, “Consensus of multiple double-integrator agents with intermittent measurement,” Inter-
national Journal of Robust and Nonlinear Control, vol. 20, no. 10, pp. 1140–1155, 2010.
20
[33] G. Wen, Z. Duan, W. Yu, and G. Chen, “Consensus in multi-agent systems with communication
constraints,” International Journal of Robust and Nonlinear Control, vol. 22, no. 2, pp. 170–
182, 2012.
[34] G. Wen, Z. Duan, W. Ren, and G. Chen, “Distributed consensus of multi-agent systems
with general linear node dynamics and intermittent communications,” International Journal
of Robust and Nonlinear Control, 2013.
[35] G. Wen, Z. Duan, Z. Li, and G. Chen, “Consensus and its L2-gain performance of multi-
agent systems with intermittent information transmissions,” International Journal of Control,
vol. 85, no. 4, pp. 384–396, 2012.
[36] M. Cao, A. S. Morse, and B. Anderson, “Reaching a consensus in a dynamically changing
environment: A graphical approach,” SIAM Journal on Control and Optimization, vol. 47,
no. 2, pp. 575–600, 2008.
[37] E. D. Sontag, “Input to state stability: Basic concepts and results,” in Nonlinear and optimal
control theory. Springer, 2008, pp. 163–220.
[38] H. K. Khalil, Nonlinear systems, 3rd ed. Prentice hall Upper Saddle River, 2002.
[39] I. G. Polushin, S. N. Dashkovskiy, A. Takhmar, and R. V. Patel, “A small gain framework for
networked cooperative force-reflecting teleoperation,” Automatica, vol. 49, no. 2, pp. 338–348,
2013.
[40] J.-J. E. Slotine and W. Li, “On the adaptive control of robot manipulators,” The International
Journal of Robotics Research, vol. 6, no. 3, pp. 49–59, 1987.
[41] W. Ren and R. W. Beard, “Consensus seeking in multiagent systems under dynamically chang-
ing interaction topologies,” IEEE Transactions on Automatic Control, vol. 50, no. 5, pp. 655–
661, 2005.
[42] M. Cao, A. S. Morse, and B. Anderson, “Reaching a consensus in a dynamically changing en-
vironment: convergence rates, measurement delays, and asynchronous events,” SIAM Journal
of Control and Optimization, vol. 47, no. 2, pp. 601–623, 2008.
21
