In this paper we analyze the abstract parabolic evolutionary equations
Introduction
In a recent paper, [7] , the quasilinear parabolic evolution equation du dt þ AðuÞu ¼ f ðuÞ; uð0Þ ¼ x;
was considered in continuous interpolation spaces. The analysis was based on maximal regularity results concerning the linear equation
In particular, the approach allowed for solutions having (at most) a prescribed singularity as tk0: Thus the smoothing property of parabolic evolution equations could be incorporated.
In this paper we show that the approach and the principal results of [7] extend, in a very natural way, to the entire range of abstract parabolic evolutionary equations Here D a t denotes the time-derivative of arbitrary order aAð0; 2Þ: As in [7] , our basic setting is the following. Let E 0 ; E 1 be Banach spaces, with E 1 CE 0 ; and assume that, for each u; AðuÞ is a linear bounded map of E 1 into E 0 which is positive and satisfies an appropriate spectral angle condition as a map in E 0 : Moreover, AðuÞ and f ðuÞ are to satisfy a specific local continuity assumption with respect to u:
Problems of fractional order occur in several applications, e.g., in viscoelasticity [10] , and in the theory of heat conduction in materials with memory [17] . For an entire volume devoted to applications of fractional differential systems, see [16] .
Our paper is structured as follows. We first (Section 2) define, and give a brief treatment of, fractional derivatives in the spaces L p ðð0; TÞ; X Þ and then (Section 3) consider these derivatives in spaces of continuous functions having a prescribed singularity as tk0: In Section 4 we characterize the corresponding trace spaces at t ¼ 0 and show how these spaces depend on a:
In Section 5 we consider the maximal regularity of the linear equation
where again aAð0; 2Þ and where the setting is the space of continuous functions having at most a prescribed singularity as tk0: To obtain maximal regularity we make a further assumption on E 0 ; E 1 : In Section 6 we analyze the nonautonomous, A ¼ AðtÞ; version of (1). Here we assume that for each fixed t the corresponding operator admits maximal regularity and deduce maximal regularity of the nonautonomous case.
In Sections 7 and 8 we combine our results of the previous sections with a contraction mapping technique to obtain existence, uniqueness, and continuation results on D a t ðu À xÞ þ AðuÞu ¼ f ðuÞ þ hðtÞ; uð0Þ ¼ x:
Finally, in Section 9, we present an application of our results to the nonlinear equation D a t ðu À u 0 Þ À ðsðu x ÞÞ x ¼ hðtÞ; xAð0; 1Þ; tX0; with u ¼ uðt; xÞ; uð0; xÞ ¼ u 0 ðxÞ; aAð0; 2Þ; Dirichlet boundary conditions, s monotone increasing and sufficiently smooth.
This equation occurs in nonlinear viscoelasticity, and has been studied, e.g., in [10, 12] .
Parabolic evolution equations, linear and quasilinear, have been considered by several authors using different approaches. Of particular interest to our approach are the references, among others, [1, 2, 8, 15] . The reader may consult [7] for more detailed comments on the relevant literature.
It should also be observed that we draw upon results of [4] , where (1) is considered in spaces of continuous functions on ½0; T; i.e., without allowance for any singularity at the origin.
Fractional derivatives in L p
We recall [20, II, ] the following definition and the ensuing properties. Let X be a Banach space and write g b ðtÞ ¼ 1 GðbÞ t bÀ1 ; t40; b40: Definition 1. Let uAL 1 ðð0; TÞ; X Þ for some T40: We say that u has a fractional derivative of order a40 provided u ¼ g a Ã f for some f AL 1 ðð0; TÞ; X Þ: If this is the case, we write D a t u ¼ f :
Note that if a ¼ 1; then the above condition is sufficient for u to be absolutely continuous and differentiable a.e. with u 0 ¼ f a.e. Tradition has that the word fractional is used to characterize derivatives of noninteger order, although a may of course be any positive real number.
The fractional derivative (whenever existing) is essentially unique. Observe the consistency; if u ¼ g a Ã f ; and aAð0; 1Þ; then f ¼ D Let X be a Banach space and T40: We consider functions defined on J 0 ¼ ð0; T having (at most) a singularity of prescribed order at t ¼ 0:
Let J ¼ ½0; T; mAð0; 1Þ; and define
(In this paper, we restrict ourselves to the case mAð0; 1Þ: The case m ¼ 1 was considered in [4] .) It is not difficult to verify that BUC 1Àm ðJ; X Þ; with the norm given in (2) , is a Banach space. Note the obvious fact that for T 1 4T 2 we may view BUC 1Àm ð½0; T 1 ; X Þ as a subset of BUC 1Àm ð½0; T 2 ; X Þ; and also that if uABUC 1Àm ð½0; T; X Þ for some T40; then (for this same u) one has lim tk0 jjujj BUC 1Àm ð½0;t;X Þ ¼ 0:
Moreover, one easily deduces the inequality jjujj L p ðJ;X Þ pcjjujj BUC 1Àm ðJ;X Þ ; mAð0; 1Þ; 1ppoð1 À mÞ À1 ;
and so, for these ðm; pÞ-values,
with dense imbedding. To see that this last fact holds, recall that CðJ; X Þ is dense in L p ðJ; X Þ and that obviously CðJ; X ÞCBUC 1Àm ðJ; X Þ:
We make the following fundamental assumption:
To motivate this assumption, suppose we require (as we will do) that both u and D 
We keep in mind that if uABUC a 1Àm ðJ; X Þ; then (assuming (4)) uð0Þ ¼ x and u is Ho¨lder-continuous.
We equip BUC a 1Àm ðJ; X Þ with the following norm:
Lemma 3. Let a40; mAð0; 1Þ; and let (4) hold. Space (5), equipped with norm (6), is a Banach space. In particular, BUC a 1Àm ðJ; X ÞCBUCðJ; X Þ:
Proof. Take fw n g N n¼1 to be a Cauchy-sequence in BUC a 1Àm ðJ; X Þ: Then, by (6) , and as BUC 1Àm ðJ; X Þ is a Banach space, there exists wABUC 1Àm ðJ; X Þ such that jjw n À wjj BUC 1Àm ðJ;X Þ -0: Moreover, f n ¼ def D a t ðw n À w n ð0ÞÞ converges in BUC 1Àm ðJ; X Þ to some function z:
We claim that wð0Þ is well defined and that z ¼ D a t ðw À wð0ÞÞ: To this end, note that
We have lim n-N jjt 1Àm ½f n ðtÞ À zðtÞjj X ¼ 0; uniformly on J: Thus, by (4), lim n-N jjg a Ã ½f n À zjj X ¼ 0; uniformly on J: So, uniformly on J; For each fixed t40; fw n ðtÞg N n¼1 converges to wðtÞ in X : Thus fw n ð0Þg N n¼1 must converge in X and by (4) and (7) we must have w n ð0Þ-wð0Þ as n-N: For the proof of the last statement, use the considerations preceding the theorem. & Our next purpose is to consider in more detail differentiation oñ X ¼ def BUC 1Àm ðJ; X Þ and to connect the fractional powers of this operation with that of taking fractional derivatives. First consider the derivative of integer order. Take a ¼ 1 in (5), (6), (thus a þ m41Þ and define
We have
Lemma 4.
(i) DðLÞ is dense inX;
(ii)L is a positive operator inX; with spectral angle
Proof.
It is therefore sufficient to prove thatỸ is dense inX: Observe thatỸCC 0-0 ðJ; X ÞCX: It is well known thatỸ is dense in C 0-0 ðJ; X Þ with respect to the sup-norm (which is stronger than the norm inX). So it suffices to prove that C 0-0 ðJ; X Þ is dense inX: Let uAX: There exists vAC 0-0 ðJ; X Þ such that uðtÞ ¼ t mÀ1 vðtÞ; tAð0; T: Set, for n large enough, v n ðtÞ ¼ 0; tA½0; 
as n-N: It follows that C 0-0 ðJ; X Þ is dense inX and (i) holds.
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(ii). First, note thatXCL 1 ðJ; X Þ and that for every lAC and every f AL 1 ðJ; X Þ; the problem
has a unique solution uAW 
where c y is independent of Z40; t40: To see that the last inequality holds, first observe that the expression to be estimated only depends on the product Zt (and on m; y). Then split the integral into two parts, over ð0; 
t is positive; densely defined onX; and has spectral angle
Proof. We first show that
Observe that 0ArðLÞ; and thatL is positive. Thus
where the integral converges absolutely. But
exp½Àsðt À sÞ f ðsÞ ds; 0ptpT;
and so, after a use of Fubini's theorem,
To obtain (9), note that the inner integral equals g a ðsÞ:
Let uADðD 
Moreover,L 1þa is positive, densely defined onX with spectral angle ð1þaÞp 2 and with (cf. (9)),
For the proof of Proposition 6, first use Proposition 5 and the definition D 
Trace spaces
Let E 1 ; E 0 be Banach spaces with E 1 CE 0 and dense imbedding and let A be an isomorphism mapping E 1 into E 0 : Take aAð0; 2Þ; mAð0; 1Þ: Further, let A as an operator in E 0 be nonnegative with spectral angle f A satisfying
Assume (4) holds and write J ¼ ½0; T:
We consider the spacesẼ
and equipẼ 1 ðJÞ with the norm
where f is defined through the fact that uAẼ 1 ðJÞ implies u ¼ x þ g a Ã f ; for some f AẼ 0 ðJÞ: Without loss of generality, we take jjyjj E 1 ¼ jjAyjj E 0 ; for yAE 1 ; and note that by Lemma 3,Ẽ 1 ðJÞ is a Banach space. We write It is straightforward to show that this norm makes gðẼ 1 ðJÞÞ a Banach space. Define
for mAð0; 1Þ; aAð0; 2Þ with a þ m41: Observe that this very last condition is equivalent to # m40 and that ao1 implies # mom; whereas aAð1; 2Þ gives mo # m: Thus 0o # momo1; aAð0; 1Þ; 0omo # mo1; aAð1; 2Þ:
Theorem 7. For mAð0; 1Þ; aAð0; 2Þ; a þ m41; one has
Proof. The case a ¼ 1 is treated in [7] . Thus let aa1 and first consider the case aAð0; 1Þ: Let xAE # m : We define u as the solution of
or, equivalently, as the solution of
By Cle´ment et al. [4, Lemma 7] , u is well defined and given by uðtÞ ¼ 1 2pi 
To show this assertion, we take t40 arbitrary and rewrite the expression in (16) ð¼ def IÞ as follows:
The first equality followed by analyticity; to obtain the second we made the variable transform s ¼ def lt and used the definition of # m:
Now recall that xAE # m and use (12) in (17) to get (16) . Observe also that by the above one has
where c ¼ cðm; cÞ but where c does not depend on T:
By (14), (16) 
We take the Laplace transform ðl40Þ of t mÀ1 HðtÞ (take HðtÞ ¼ 0; t4T), to obtain, in E 0 ;
for l-N: For the last equality, use HAC 0-0 ðJ; E 0 Þ: Obviously, (23) holds with H replaced by H 0 : Hence, by the way H 0 was defined and after some straightforward calculations,
Take transforms in (22), use (23), (24) to obtain
and so, in E 0 ;
Hence xAE # m : The case aAð1; 2Þ follows in the same way. Again, define u by (13) 
and so
Thus, using uð0ÞAE # m ;
where e40 arbitrary, and ZXZðeÞ sufficiently large.
The 
Hence, for s ¼ 0; using (32) and the fact that jjuðtÞjj E# m is bounded,
We leave the case 0osot to the reader. & 
Maximal regularity
with f AẼ 0 ðJÞ; and claim that uAẼ 1 ðJÞ: This will follow only under a particular additional assumption on E 0 ; E 1 :
We first need to formulate some definitions. We write, for oX0; 
uð0Þ ¼ 0; has maximal regularity inẼ 0 ðJÞg:
Observe that using the assumption a þ m41 one can show that if D a t u þ Au ¼ f has maximal regularity inẼ 0 ðJÞ; then D a t u þ ðoI þ AÞu ¼ f has maximal regularity iñ E 0 ðJÞ for any oAR:
We equip M am ðE 1 ; E 0 Þ with the topology of LðE 1 ; E 0 Þ and make the following assumptions on E 0 ; E 1 :
Let F 1 ; F 0 be Banach spaces such that
and assume that there is an isomorphismÃ : F 1 -F 0 such thatÃ (as an operator in F 0 ) is nonnegative with spectral angle fÃ satisfying
and such that for some yAð0; 1Þ; Moreover, the operators * A; * B are resolvent commuting and 0Arð * AÞ-rð * BÞ: Consider the equation Observe that c ¼ cðTÞ but can be taken the same for all intervals ½0; T 1 ; with T 1 pT: &
Linear nonautonomous equations
As earlier, we take mAð0; 1Þ; aAð0; 2Þ; a þ m41; and define
We prove 
where c 1 as in (42). Fix jAf1; 2; y; ng; and assume we have a unique solution % u jÀ1 of (39) on ½0; ðj À 1Þq (for j ¼ 1; take % u 0 ¼ u 0 ). Then define (recall (11))
Given an arbitrary vAZ j ; we let u j be the unique solution of
on ½0; jq: Clearly, ½Bððj À 1ÞqÞ À BðtÞvABUC 1Àm ð½0; jq; E 0 Þ: By uniqueness, u j AZ j : Denote the map vAZ j -u j AZ j by F j : By (42),(43), and observing that v 1 ¼ v 2 on ½0; ðj À 1Þq;
Observe thatZ j is closed inẼ 1 ð½0; jqÞ; hence it is a complete metric space with respect to the induced metric. Consequently we may apply the Contraction mapping Theorem and conclude that there exists a unique fixed point of F j inZ j : Denote this fixed point by % u j : Clearly % u j solves (39) on ½0; jq: Proceeding by induction we have the existence of a solution uAẼ 1 ðJÞ of (39). The induction procedure also gives c40 such that (41) holds. &
Local nonlinear theory
We consider the quasilinear equation
under the following assumptions. Let mAð0; 1Þ aAð0; 2Þ; a þ m41;
and define # m as earlier by # m ¼ a À1 ða þ m À 1Þ: For X ; Y Banach spaces, and g a mapping of X into Y ; write gAC 1À ðX ; Y Þ if every point xAX has a neighbourhood U such that g restricted to U is globally Lipschitz continuous.
Let E 0 ; E 1 be Banach spaces such that E 1 CE 0 with dense imbedding and suppose
u 0 AE # m ; hABUC 1Àm ð½0; T; E 0 Þ; for any T40:
Observe that by (46), forũAE # m there exists oðũÞX0 such that
We define a solution u of (44) on an interval JCR þ containing 0 as a function u satisfying uACðJ; E 0 Þ-Cðð0; T; E 1 Þ; uð0Þ ¼ u 0 ; and such that the fractional derivative of u À u 0 of order a satisfies D a t ðu À u 0 ÞACðð0; T; E 0 Þ and such that (44) holds on 0otpT:
Our result is:
is a continuous interpolation space. Then there exists a unique maximal solution u defined on the maximal interval of existence ½0; tðu 0 ÞÞ; where tðu 0 ÞAð0; N; and such that for every Totðu 0 Þ one has We recall that u defined on an interval J is called a maximal solution if there does not exist a solution v on an interval J 0 strictly containing J such that v restricted to J equals u: If u is a maximal solution, then J is called the maximal interval of existence.
In this section, we prove existence and uniqueness of u satisfying (i), (ii) for some T40: The continuation is dealt with in Section 8. Then BAC 1À ðE # m ; LðE 1 ; E 0 ÞÞ; and so, by (46) there exists r 0 40; LX1 such that
Proof of Theorem 13 (i), (ii)
for z 1 ; z 2 A % B E# m ðu 0 ; r 0 Þ; and such that
Define b by
Letũ solve
Take t40 small enough so that (ũ as in (53))
where J t ¼ ½0; t: Define
and give this set the topology ofẼ 1 ðJ t Þ: Then W u 0 ðJ t Þ is a closed subset ofẼ 1 ðJ t Þ; and therefore a complete metric space. Moreover, W u 0 ðJ t Þ is nonempty, becausẽ uAW u 0 ðJ t Þ: Consider now the map
Our first claim is that this map is well defined. To see this, note that as BAC 1À ðE # m ; LðE 1 ; E 0 ÞÞ and v is continuous in E # m ; and by the assumption on f ; h it follows that the right-hand side of (59) is in Cðð0; t; E 0 Þ: Also, by (50), (51),(53), (56)-(58),
So the right-hand side of (59) 
By (31), (48), (60),
Combining (54) and (63) we have (61). Next, we assert that
To show this, split as in (62) and recall (55),(63). So G u 0 ðvÞAW u 0 ðJ t Þ: Finally, we claim that G u 0 is a contraction. We have, by linearity and (31), (48), (49), (50),
where the last step follows by (52) and(56). Thus the map v-Gðu 0 Þv is a contraction and has a unique fixed point. We conclude that there exists u satisfying (i), (ii), for some T40:
We proceed to the proof of uniqueness. Assume there exist two functions u 1 ; u 2 ; both satisfying (i), (ii) on ½0; T for some T40 and u 1 ðtÞ not identically equal to u 2 ðtÞ on ½0; T: Define t 1 ¼ sup tA½0; T j ð44Þ has a unique solution inẼ 1 ð½0; tÞ È É :
Then 0pt 1 oT: Also, for any tAðt 1 ; T there exists a solution u of (44) (44) is a fixed point of the map, provided t (depends on the particular solution) is taken sufficiently close to t 1 : A contradiction results and uniqueness follows. Thus we have shown that (i), (ii), and uniqueness hold for some T40:
Continuation of solutions
We proceed to the final part of the proof of Theorem 13. Suppose we have a unique solution u of (44) on J t ¼ ½0; t; for some t40; such that and the solution u (which we have on ½0; tðu 0 ÞÞ) on ½0; % t: Now let % t play the role of t in (64), and define the set from which v is picked as in (65). Then, as in the considerations following (64), (65), we obtain a continuation of uðtÞ to ½% t; % t þ d; where d ¼ dðuð% tÞÞ40: (By uniqueness, on ½% t; tðu 0 ÞÞ this is of course the solution we already have.) On the other hand, d depends continuously on uð% tÞ: But the closure of S 0p% totðu 0 Þ uð% tÞ is compact in E # m ; and so dðuð% tÞÞ is bounded away from zero for 0p% totðu 0 Þ: Hence the solution may be continued past tðu 0 Þ (take % t sufficiently close to tðu 0 Þ) and a contradiction follows.
An example
In this last section we indicate briefly how our results may be applied to the quasilinear equation u ¼ u 0 þ g a Ã ðsðu x Þ x þ hÞ; tX0; xAð0; 1Þ; ð67Þ with u ¼ uðt; xÞ; and uðt; 0Þ ¼ uðt; 1Þ ¼ 0; tX0; uð0; xÞ ¼ u 0 ðxÞ:
As was indicated in the Introduction, this problem occurs in viscoelasticity theory, see [10] .
We require and observes that this map is an isomorphism F 1 -F 0 and thatÃ; as an operator in F 0 ; is closed, positive, with spectral angle 0: Thus Theorem 11 can be applied and our claim follows. The only remaining condition to be verified is that u-AðuÞAC 1À ðE1 2 ; LðE 1 ; E 0 ÞÞ: But this follows after some estimates which make use of the smoothness assumption (68) imposed on s:
We thus have, applying Theorem 13:
Theorem 14. Let aAð0; 2Þ: Take yAð0; 
for some d40; then tðu 0 Þ ¼ N:
Global existence and uniqueness of smooth solutions of (67) under assumptions (68), (69), is thus seen to follow from (72). However, the verification of (72) is in general a very difficult task. For ao 4 3 this task is essentially solved (see [10] ). By different methods, the existence, but not the uniqueness, of a solution u satisfying was proved in [12] , for the range aA½ ; only existence of global weak solutions has been proved [11] . We do however conjecture that unique smooth, global solutions do exist for the entire range aAð0; 2Þ:
