We propose a new heuristic for vertex ordering and a method that splits the vertex ordering into clusters. We apply them to the graph partitioning problem. The application of these ideas incorporates reordering in genetic algorithms and the identification of clustered structures in graphs. Experimental tests on benchmark graphs showed that the new vertex-ordering scheme performed better than existing methods in terms of genetic algorithms, and that the clusters were successfully captured.
Introduction
Assume that G = (V, E) is an undirected unweighted graph, where V and E are the sets of n vertices and e edges, respectively. A bipartition {C 1 ,C 2 } of G satisfying C 1 ,C 2 ⊂ V , C 1 ∪ C 2 = V , C 1 ∩ C 2 = φ , and ||C 1 | − |C 2 || ≤ 1 is called a bisection. The cut size of a bipartition {C 1 ,C 2 } is the cardinality of the edge set |{(v, w) ∈ E : v ∈ C 1 , w ∈ C 2 }|. The graph bisection problem is to find a bisection with the minimum cut size.
Genetic algorithms (GAs) are a kind of bio-inspired meta-heuristics, and they have been applied to various optimization problems [13, 16] . They have also been successfully used to solve the graph partitioning problem [3, 5, 8, 9, 10, 11, 12] . Kim et al. [6] presents a deep survey of genetic approaches for graph partitioning.
In GAs for solving graph bisection, each individual is usually represented by an n-bit binary linear string. Each individual is called a chromosome; i.e., a chromosome corresponds to a bisection of the given graph. Each gene corresponds to a vertex in the given graph. It has the value zero if the corresponding vertex belongs to C 1 and has the value one otherwise.
A GA for this problem evolves a group of individuals (n-bit linear strings) under a genetic process. A schema is a pattern of bit strings that can be described by a template consisting of ones, zeros, and asterisks; here, ones and zeros represent the pattern and the asterisks represent "don't care." GAs start with a set of randomly-generated initial individuals. Of course, the qualities of the individuals are quite low in the early stages of the GA. However, most low-quality individuals include some schemata common to high-quality individuals. The crossover operators of GAs generate larger schemata by juxta-position of smaller schemata. It is crucial to preserve valuable schemata. However, they are easy to be destroyed by crossovers if the positions related to the schema are scattered.
Vertex ordering in GAs is used as a schema preprocessing technique in order to preserve perceived valuable schemata. Some studies on vertex ordering have been conducted [1] . There have also been several studies for gene rearrangement in GAs. They reported superior results to GAs without gene reordering. Bui and Moon [3] first used BFS ordering as a technique of schema preprocessing in GAs. Kim et al. [7] presented problem-independent gene reordering using a constructed gene interaction graph. Hwang et al. [5] significantly improved the results of Bui and Moon [3] . In this paper, we propose a novel vertex ordering that detects the clustered structure of graphs. We use this vertex ordering as a schema preprocessing technique and apply it to the identification of clusters in graphs.
Vertex Ordering
If the set of vertices V = {v 1 , v 2 , . . . , v n } is given, a vertex ordering {v σ (1) , v σ (2) , . . . , v σ (n) } is represented by the permutation map σ : {1, 2, . . . , n} → {1, 2, . . . , n}. If σ ( j) = i, vertex v j is the i-th vertex in the vertex ordering. The objective of a vertex ordering is to preserve the clustered structure of the graph as well as possible.
BFS ordering conducts a breadth-first search (BFS) on the given graph starting at a randomly-chosen vertex. The visiting order of vertices in which the vertices are visited by the BFS is used to order the vertices of the given graph. Max-Adjacency ordering starts at a randomly-chosen vertex, and it iteratively adds the vertex v r with the most edges incident to previous added vertices to the ordering. Figure 1 shows our ordering method. As in previous approaches [1] , our method starts at randomly-chosen vertices, and it iteratively adds a new vertex to the ordering based on already added vertices. The main difference is that the already added vertices are classified. Two classes (A and B) are used. One (A) and the other (B) are the former-half added vertices and the latter-half ones, respectively. Balancing two classes, un-added vertices are added to the ordering iteratively. Assume E(v, S) is the number of vertices adjacent to the vertex v in a vertex set S. The vertex v r with the maximal value of E(v r , A) − E(v r , B) is added to the former-half order and the set A. Analogously, the vertex v r with the minimal value of E(v r , A) − E(v r , B) is added to the latter-half order and the set B. In the following, we denote our vertex-ordering heuristic by Bi-Constructive ordering. When we use a bucket data structure as in FM [4] , our vertex-ordering heuristic takes Θ (n + e) time.
Choose two different random numbers a, b ∈ {1, 2, . . . , n};
B ← B ∪ {v r }; } Order the vertices using the permutation map σ ; 
Clustering
Clustering [14, 16] of graphs has been used to reduce the search space of graph partitioning instances. For example, clustering improves Fiduccia-Mattheyses (FM) bisection [4] through two-phase methodology [2] . In this section, we describe our clustering method.
In graph bisection, we represent each solution by an n-bit linear code. Each bit corresponds to a vertex in the graph, and it has the value 0 or 1. Our clustering method is as follows. After ordering, we get a number of local optimum solutions and get an n-integer linear code through bit-wise summation of them. If two positions have the same integer value in the linear code, we regard it as a strong symptom of cluster. We pull out a contiguous subset of vertices with the same integer value in the linear code. In our experiments, we used fifty local optimum solutions. Figure 2 illustrates an example case of a cluster in the linear code. In the figure, a cluster is composed of a reordered vertex subset {v
Experimental Results
We made experiments on the six graphs that have been used in many studies [3, 5, 8, 9, 10, 11, 12, 15] . The different classes of graphs are briefly described below.
-Gn.d: Random graph with n vertices, in which an edge is made between any two vertices with probability p independently. The probability p is selected so that the expected vertex degree is d = p(n − 1). ones called the legs of the caterpillar. rcat.n means caterpillar graph with n vertices, in which each vertex on the straight line has √ n legs. The optimal cut size of two classes of caterpillar graphs becomes 1. Table 1 shows the performance of genetic bisection algorithms (GBA) preprocessed by BFS [3] , Max-Adjacency, and Bi-Constructive vertex-ordering.
The column "None" shows the performance of GBA without schema preprocessing. GBA has the same framework as the GA of [8, 10] . All the algorithms expended a comparable amount of time; however, the Bi-Constructive vertex-ordering algorithm considerably outperformed the others. The next experiment examines the effect of clustering in a hierarchical partitioning. Here we chose the two-phase methodology in the FM algorithm as a sample case. The FM method [4] is considered as a representative traditional iterative improvement partitioning method, and the two-phase approach [2] would be a traditional paradigm for hierarchical partitioning. In general, the two-phase FM method is processed as follows. FM is first run on the clustered graph, and the resultant bipartition is a starting point of a second FM run on the given graph which is the unclustered graph. Table 2 shows the performance. Two-phase FM significantly outperformed FM. The experimental results showed that the proposed clustering algorithm effectively detects the clustered structure. Average over 1,000 runs.
Concluding Remarks
We described a bi-constructive vertex-ordering method for graph partitioning and explored its application to clustering. We improved the Max-Adjacency vertex-ordering by considering the attraction power of the partitions and captured the clusters through the common properties of local optimum solutions. It would be interesting to extend it to the vertex-ordering method with general k classes and find an optimal k. More efficient utilization of clusters and application to the multi-way partitioning problem are left for future study.
