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ABSTRACT 
For a given n × n matrix A with eigenvalues )h . . . . .  A,~ a new and a very simple 
proof of the generalized Schur inequality 
I~il p <~ ~ laijl p, l ~ p < 2, 
i=1  i,j=l 
is given. For the ease p = 1 we derive this inequality in another and even simpler 
way. The cases of equality in the inequality above are discussed. 
1. INTRODUCTION 
Let A be an n × n matrix, real or complex, with eigenvalues )q . . . . .  A,, 
in C. The Sehur inequal ity 
~; IA, I 2 -< ~2 la,jl 2 = ~ llr, ll~ = Llall~ (1) 
i= I  i,j=l i=1  
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is well known [1, p. 133]. We use the symbol r i to denote the ith row of" A, 
,-, = (,,,, . . . . .  ,,,,,); (2)  
F denotes the Frobenius norm. Of  course, column vectors 
cj = (,,, j  . . . . .  < , j ) '  (3) 
could be equally well used. 
It is also well known [2] that equality in (1) is attained iff A is a normal 
matrix. 
We call the following inequality the generalized Schur inequality: 
k k k ' la~l" < la,j l" = IIr~ll,'; = Y'. Ilcjll;; = IIAII,i;. 1 ~< p < 2. 
i=1 i , j= l  i=1 . j=l 
(4)  
Here we use the notation 
IIAII, = la,j " 
i , '= l  
a .<p <.2.  (5) 
It is known [g] that this scalar function of a matrix A is indeed a submulti- 
plicative matrix norm. The same symbol ]]- ]]p applied to a vector denotes the 
usual lp norm. 
Many years ago the present author proved (4) in a joint paper with N. V. 
Petri [3]. Apparently nobody except the authors had noticed that event, if one 
can judge by the appearance of new proofs of the generalized Sehur inequal- 
ity (see, for example, [4]). Following this practice, I would like to suggest a 
new and very simple proof of the inequality (4) in this short paper. I give also 
another, even simpler proof of (4) for the special ease p = 1. In this ease the 
generalized Schur inequality assumes a partieularly beautiful fbrm, 
i=I ~,.j= 1 
I describe also matrices A whieh convert (4) into an equality. For 1 ~< p < 2 
they constitute only a very small subset of the set of normal n × n matrices. 
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First of all let me recall the Weft  inequalities between the eigenvalues of 
A and its singular values sl , . . . ,  s,,. We assume that the latter constitute a 
nonincreasing sequence 
s 1 >~s 2 >~ "'" ~>s,,, (7) 
and the former are numbered in accordance with their magnitudes: 
I~11 >/1421/> "" >/I~,,,I. 
Then we have the Weyl inequalities [5, p. 116] 
(8) 
The standard Schur inequality (1) is a particular case of the inequalities (9) 
corresponding to k = n, p = 2. 
In fact we prove a stronger inequality than (4). 
THEOREM 1. For any n X n matrix A with singular values s 1, . . . ,  s, the 
following inequality is valid: 
~ sf <~ ~ laijl p, 1 ~<p ~<2. (10) 
i=1 i , j= I  
(If p = 2, the inequality (10) becomes an equality.) 
Proof. Let T 1 . . . . .  T n denote the 12 norms of the row vectors r i, 
numbered so that they form the nonincreasing sequence 
~'l >~ ~'2 >~ "'" >~ %. (11)  
2 and "r~ . . . .  , r,~ as eigenvalues and We may interpret he numbers s~ . . . . .  s n
diagonal elements respectively of the Hermitian matrix B = AA*. It is well 
k k 
~'~lA~lP<~ Y~sf, l<~k<~n, O<p<~.  (9) 
i= l  i= l  
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known [6, p. 218] that the latter sequence is majorized by the former, i.e., 
k k 
9 9 E v -< E st, 1 < k < , ,  (12) 
i=1  i= I  
, f i  E~?= ,~. (13) 
i=1  i=1 
It follows [6, p. 64] that for any continuous and concave function f (x )  we  
should have 
n tt 
~f(s~) < ~f(~,2). (14) 
i=1  i= I  
In particular, the function f (x )= x p/2 is strictly concave for x > 0 if 
1 ~< p < 2. Therefore, 
f i s / '  ~ fir/'. (15) 
i= l  i= l  
On the other hand, for lp norms of any row vector (2) we have 
t I%12 ~< I%1" 1 ~< p < 2. (16) \ j= l  j 
The equality in (16) is attained iff no more than one component of the vector 
(2) is nonzero. Taking the pth power of both sides in (16) and adding the 
inequalities for i = 1, . . . ,  n, we obtain 
~'[ < ~ I%1'. (17) 
i=1 i , j= l  
The assertion of the theorem follows now from (15) and (17). 
REMARK. Of course, the column versions of the inequalities (15) and 
(17) are valid also. 
The generalized Sehur inequality is obviously an immediate consequence 
of Theorem 1 and the Weyl inequalities for 1 ~< p < 2. 
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THEOREM 2. The generalized Schur inequality (4) converts into an 
equality iff the matrix A is normal and can be represented as a product of a 
diagonal matrix and a permutation matrix. 
Proof. The equality 
IN,I v = IIAI[~ (18)  
i=1  
implies the equalities 
and 
I&l p = ~ sp (19) 
i= I  i=1  
s p= ~ [aijl p. (20) 
i=1 i,j=l 
As 1 ~< p < 2 (what is really important is that p < ~), the first equality 
requires A to be a normal matrix, and the second one is possible only if in 
every row of A no more than one element is nonzero (see the proof of 
Theorem 1). According to the remark above, the same conclusion is valid for 
columns of A. From these observations the assertion of the theorem follows 
readily. • 
. THE CASE p = 1 
LEMMA 3. The scalar function of a matrix A given by 
is a submultiplicative matrix norm. 
This fact is very well known (see, for instance, [7, p. 80]). We note that in 
reality we do not need the submultiplicativity of the norm (21) for our goals. 
LEMMA 4. Let ~O( A) be any (not necessarily submultiplicative) matrix 
norm such that 
]l/p 
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for every matrix Eij. Here Eij denotes the n × n matrix of which the only 
nonzero element stands in the position (i, j)  and is equal to 1. Then 
0(A) ~< tlAIh = ~ la~jl (23) 
i,j=l 
for any n × n matrix A. 
Proof. We have 
O(A) = l p( ~, aijEq)<~ ~ laijl~!l(Eij)<~ ~ laql. • (24) 
i,j=l i,j=l i,j=l 
Now we give another proof of the generalized Schur inequality fbr the 
case p = 1. 
Proof. Every matrix Eij has the sole nonzero singular value s 1, which is 
equal to 1. Therefore, 
qop(E,j) = 1 Vi , j ,  p. 
We can now derive the desired result from the Weyl inequality (for p = 1) 
and Lemma 4, where we let ~ = ~oj. • 
NOTE. It was pointed out to me by a referee that the inequality (10) for 
the case p = 1 is contained in [8, p. 51]. However, the proof is different. 
Also, as was mentioned in the Introduction, (10) is contained already in the 
old paper [3]. It is the method of proof, not the results, that may be of 
interest in this communication. 
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