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Abstract
The paper shows that the technique known as excess mass can be translated to non-parametric
regression with random design in d-dimensional Euclidean space, where the regression function m is
given by m(x) = E(Y | X = x), x ∈ Rd . The approach is applied to estimating regression contour
clusters, which are sets where m exceeds a certain threshold value. This is accomplished without
prior estimation of the regression function. Consistency of the resulting estimators is studied, and a
functional central limit theorem for the excess mass is derived in the regression context.
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1. Introduction
Let (X, Y ) be a random vector in d + 1 dimensional Euclidean space Rd+1 such that Y
is integrable. Then the dependence ofY on the random value x ∈ Rd of X can be expressed
by the regression function:
m(x) := E [Y | X = x ], x ∈ Rd. (1.1)
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The estimation of the conditional mean m(x) itself is of course of particular interest in
applied statistics (c.f. [11] and the literature cited therein). In recent years the estimation of
location and size of a peak of a regression function has received increasing attention due to
the fact that such information is sometimes a central issue in practical curve estimation and
is of practical use such as estimating the optimal operation conditions (see, e.g. [20,2]). A
closely related statistical problem is the estimation of excess sets, or level sets, or regression
contour clusters (several applications are discussed below). We deﬁne level sets of m as
C() := {x : m(x) > }, (1.2)
where for a set A ⊂ Rd we let A¯ denote its closure. Notice that our interest is in the whole
set rather than the contour of the set. The connection to the estimation of the location of the
mode is given by the fact that if  = sup m(x) then the corresponding level set degenerates
to the location of the mode. Note, however, that for mode estimation sup m(x) itself is
unknown and has to be estimated, whereaswe consider ﬁxed (non-random) values of when
estimating level sets. On the other hand, every level set (corresponding to  < sup m(x))
contains the mode, and therefore estimating level sets implicitly provides information on
the mode. Hence, although related the two approaches are different.
Wewould also like to point out here that our approachwill lead us to estimatingmore gen-
eral objects called generalized -clusters (see Deﬁnition 2.1) which—like level sets—carry
information about location of mass concentration. Under additional model assumptions re-
gression level sets are generalized -clusters, however. It is also important to realize that we
will directly estimate regression level sets, rather than ﬁrst estimating the whole regression
function which would lead to a plug-in approach.
For constructing our set estimators we will utilize the excess mass approach which was
ﬁrst introduced independently by Müller and Sawitzki [19] and Hartigan [16]. The excess
mass approach has twomain components. One is the excessmass itself (see Section 2)which
might be thought of as a risk function to be optimized over a class of sets. Corresponding
empirical quantities will be considered, and thus, from this point of view, the excess mass
approach can be considered as an instance of empirical risk optimization. The second
component is represented by the corresponding optimizers of the risk, which in this case
are optimal sets. In fact, the empirical optimizers are our estimators of the level sets, or
more general, the regression contour clusters. Both, the risk itself—the excess mass—as
well as the optimizers are utilized in statistical applications, and hence the behavior of both
quantities is of independent interest.
Research dealing with the excess mass approach so far has mainly been focussed on the
density case. For instance,Nolan [21] studied the excessmass ellipsoid. Polonik [24] showed
that level set estimation, the excess mass approach, and maximum likelihood estimation of
probability densities under order restrictions are closely connected. Cheng and Hall [6]–[8]
also investigated the approach in the context of testing for modality of density functions. In
a regression setting the excess mass has been used by Cavalier [4]. There the excess mass
is used as a vehicle for deriving optimal (minimax) rates of convergence for the estimation
of regression level sets under certain smoothness assumptions on the boundary of the level
sets.
In this paper it is shown that the excess mass approach as a whole can be translated to
the regression setting, leading, among others, to consistent estimates of regression level
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sets. The basic approach stays similar to the density case. However, one has to face greater
theoretical challenges when studying the behavior of corresponding estimators of excess
masses or level sets. Among others, one has to deal with marked empirical processes and
the tail-behavior of the Y-variable. (See also discussion at the end of Section 3.1.) The
main results are a functional central limit theorem for the regression excess mass process
(Theorem 3.4) and the consistency of the generalized -clusters (see Section 4).
We would like to point out that in contrast to [4] the present paper concentrates on the
excess mass approach as a whole, rather than on minimax rates for level set estimation.
Also, the level set estimators studied in [4] are different from the one considered in the
present paper. And on a more technical level, [4] assumes that the errors are normal. No
such assumption is made here.
We also would like to mention an application of the excess mass by Chandler and Polonik
[5] who consider discrimination of locally stationary time series. It is shown in this context
that discrimination measures can be based successfully on the excess mass functional of a
time varying variance.
We close the introduction with some remarks on statistical applications of level set es-
timation in various settings including regression like settings, density estimation settings,
classiﬁcation, and visualization.
Brillinger [3] considered to draw a curve encircling all the modiﬁed Mercalli intensity
values at a particular level for the Loma Prieta earthquake data which can be interpreted
as an estimate of a level set. The intentions of the analysis include the development of
automatic displays of earthquake effects.
Some mode hunting tools can be thought of as ﬁnding regions with a high concentration
of mass. One instance of such a method is the PRIM algorithm proposed by Friedman and
Fisher [13]. This approach is designed for the regression case, and tries to ﬁnd regions with
a large Y-average relative to a measure of the size of the regions, such as its volume (or
Lebesgue measure). A study (conducted by the authors of the present paper) of the PRIM
algorithm and its connections to estimating generalized -clusters and level set estimation
is forthcoming.
Classiﬁcation is another statistical problemwhere level sets estimation comes in.Consider
classiﬁcation into two classes corresponding to twodifferent distributionsF andGwith pdf’s
f and g. It is well known that in this case the optimal classiﬁer (minimizing the classiﬁcation
error) is given by the set {x : f (x)/g(x) > (1 − )/} where  is the proportion of data
coming from population G. Hence, ﬁnding the best classiﬁer implicitly means ﬁnding an
estimate of a level set of the function f/g, and the latter is the density of F with respect
to G (cf. discussion before Proposition 2.1 below). This topic, classiﬁcation as level set
estimation, is discussed in [29].
Minimum volume sets are objects which have a close relation to generalized -clusters
and hence to level sets (cf. [24] for details). Minimum volume sets at level  ∈ [0, 1]
are sets of minimum volume (Lebesgue measure, for instance) within a class of candidate
sets each of which carry at least mass . A well-known example is the minimum volume
ellipsoid [27] which is used for robust scatter estimation. Polonik and Yao [25] utilized
minimum volume sets to construct conditional prediction regions for nonlinear stochastic
processes. These prediction regions need not to be intervals, but can be unions of two ormore
intervals.
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Yet another statistical application of level sets is considered in [17] where level set trees
are developed for visualization of multivariate density estimates. Highest posterior density
regions which are used as Bayesian credibility regions of course also are (estimated) level
sets.
For further literature on the problems of level set estimation and the vast area of conﬁdence
sets see e.g. the references in [9,23,31], respectively.
The paper is organized as follows. In Section 2, basic concepts like excessmass, empirical
excess mass, and generalized -clusters are introduced and discussed in detail. Section 3
derives the asymptotic behavior of the empirical excess mass such as consistency and
asymptotic normality of the standardized empirical excess masses. Section 4 studies the
asymptotic behavior of the empirical generalized -clusters. Some discussions on further
research on regression contour clusters and some simulation results for one-dimensional
regression models are presented in Section 5. Most of the technical details are deferred to
the appendix.
2. The excess mass approach to regression
In this section, we introduce the basic concepts of the excess mass approach to regression
and discuss various aspects. Differences to the density case are pointed out. For complete-
ness, some basic properties of excess mass and its empirical version are presented.
2.1. Excess mass and its properties
Let C be a class of measurable subsets on Rd . Let F denote the unknown distribution
function (d.f.) of X and G the unknown d.f. of Y. Let
I (C) =
∫
C
m(x) dF(x), C ∈ C (2.1)
denote the integrated regression functional. By a measure-theoretic argument, for a given
F, the function I uniquely determines m provided C is rich enough. Hence, one is able to
draw certain conclusions about m from an analysis of I. In the sequel we always assume
that:
Assumption 1. ∅ ∈ C and  = ∪C∈CC ∈ C. Furthermore there exists a constantM > 0,
such that
sup
x∈
E(|Y | | X = x)M <∞. (2.2)
With this assumption, we have by Jensen inequality that
sup
x∈
|m(x)| sup
x∈
E(|Y | | X = x)M <∞. (2.3)
and supC∈C |I (C)|M · F()M, where F(C) :=
∫
Cd
F is the probability measure
corresponding to the d.f. F. That is, the notation F is used for both the probability measure
and the d.f. throughout this paper.
The next two deﬁnitions are central
W. Polonik, Z. Wang / Journal of Multivariate Analysis 94 (2005) 227–249 231
Deﬁnition 2.1. For  ∈ R, let
K(C) := I (C)− F(C), C ∈ C.
The excess mass over C (at level ) is deﬁned as
EC() := sup
C∈C
{K(C)}.
Every set C() ∈ C with EC() = K(C()) is called generalized -cluster.
Deﬁnition 2.2. The excess mass functional of m(x) is deﬁned as
→ E() :=
∫
(m(x)− )+ dF(x).
The connection between the objects just deﬁned and the regression level sets is as follows.
First notice that in general E()EC(), because
E() = sup{I (C)− F(C) : C ⊂ Rd} = K(C())K(C()) = EC().
However, once C() ∈ C, then EC() = E(). An interpretation of this is that the informa-
tion on I (and thus the information on m) which is contained in EC is maximal if C() ∈ C.
The above also shows that in this case regression contour clusters are generalized  clusters,
which guarantees the existence of C() in this case. Hence, if in addition uniqueness of
generalized -clusters is assumed then the assumptionC() ∈ C implies that generalized -
clusters only depend onm. This is not true in general, however. Uniqueness will be assumed
for some of the theoretical results below (cf. Assumption 2).
Notice that the assumption C() ∈ C, or for short, the choice of a class C, can be
interpreted as the choice of a statistical model: The class of all regression functions whose
regression contour clusters lie in C. From this point of view one can interpret the above
discussion by saying that the information in EC is maximal if the chosen model is correct.
Let us brieﬂy point out the differences of the above approach to the density case. In the
latter case one has X ∼ F and the excess mass is then deﬁned as EC() = supC∈C H(C)
whereH(C) = F(C)−Leb(C)whereLeb(C) denotes the volume (Lebesgue measure)
ofC. The general structure is that Leb is the dominating measure of F, and we are interested
in estimating level sets of the corresponding Radon–Nikodym derivative, the pdf f of F.
The same structure applies to the regression setting. There the regression function m(x) is
the Radon–Nikodym derivative of I with respect to the dominating measure F, and hence
in the deﬁnition of excess mass H(C) = F(C) − Leb(C) is replaced by K(C) =
I (C)−F(C). Note that in the regression casewe have to deal with two unknownmeasures
(or distributions) I and F and hence both have to be estimated, whereas in the density case
only F is unknown.
The following result has been proven in [23] for the density case. Its proof also applies
to the regression cases studied here.
Proposition 2.1. EC() is a non-negative, monotonically decreasing, convex function with
EC() = 0 for M.
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2.2. Empirical excess mass and its properties
From a decision theoretic point of view, the function−K(C) can be considered as a risk
function which we intend to minimize with minimizers being the generalized -clusters.We
will now deﬁne an estimator for this risk and the minimizers of this empirical risk become
our estimators for the generalized -clusters. In this sense, the excess mass approach can
be regarded as an example for the general approach of empirical risk minimization.
Before we introduce the empirical excess mass over C (corresponding to our empirical
risk) we ﬁrst consider the empirical version of I (C). Notice that we can write
I (C) = E{Y1{X∈C}}. (2.4)
Hence, if (Xi, Yi), 1 in, are i.i.d. with the same distribution as (X, Y ), the empirical
analog of I becomes
In(C) = n−1
n∑
i=1
Yi1{Xi∈C}. (2.5)
Let Fn denote the empirical d.f. of X1, . . . , Xn. Then by replacing the unknown functions
I and F by their empirical versions In and Fn, respectively, we obtain the empirical excess
mass over C.
Deﬁnition 2.3. The empirical excess mass function over C is deﬁned as
En,C() := sup
C∈C
{Kn,(C)}, (2.6)
where
Kn,(C) := In(C)− Fn(C), C ∈ C.
Every set n,C() ∈ C with
En,C() = Kn,(n,C()) (2.7)
is called an empirical generalized -cluster.
Empirical generalized -clusters serve as estimators of the generalized -clusters
(cf. Section 4).
In the following proposition some elementary properties of En,C are summarized (see
Proposition 2.1 and also c.f. [23]).
Proposition 2.2. En,C() is a non-negative, monotonically decreasing, continuous convex
function, and is piecewise linear with at most n+ 1 changes of slope.
We would like to mention that in [4] an empirical excess mass is deﬁned similar to (2.6)
but with Fn being replaced by a kernel estimate of F. In some cases it might be reasonable
to assume that F is known (for instance being a uniform distribution over a certain set). In
this case the approach is similar but simpler; see also [4].
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2.3. General remarks
Computational issues: Computation of level set estimates in higher dimensions can be
very complex. Of course, one can try to estimate the level sets by estimating the underlying
function ﬁrst using awell-known function estimationmethod, like a regular kernel estimator.
Here the computational complexity is not somuch an issue.However, by using this approach,
qualitative properties (shape or smoothness) of the corresponding level sets of the kernel
estimators are not so easy to control. This is in contrast to the direct estimators considered
in this and other work mentioned above where, on the other hand, computation is inherently
complex. Some algorithmic methods have been considered in the literature. Klemelä [18]
proposes an algorithmically feasible method for estimating the support (which is a special
case of a level set of a pdf with  = 0). It appears that his method can be generalized to
 > 0 and also to the regression setting. (The investigation of this claim is a separate research
project.) Walther [31] proposes a method for estimating level sets based on granulometric
smoothing. A non-parametric Bayes approach for estimating level sets has been studied in
[15]. Another possible algorithm for estimating generalized -clusters is based on Fisher and
Friedman’s PRIM algorithm. This connection is subject of another research project by the
authors. For the special case of a convex level set in dimension 2, Hartigan [16] provides an
algorithm to calculate empirical generalized -cluster. Also, utilizing the connections of the
excess mass approach to minimum volume sets [24] further algorithms can be constructed
by exploiting existing algorithms for calculating minimum volume sets (as for instance in
the case of ellipsoids).
Curse of dimensionality: Notice that on a theoretical level most of these methods for
level set estimation just mentioned suffer under the curse of dimensionality. The approach
taken in this paper makes it possible to reduce this negative effect by moving away from
estimating level sets to estimating generalized -clusters in C. The dimensionality enters
our method essentially through the complexity of the class C. Hence, a less complex class C
means better statistical behavior of the method andmight make the method computationally
more tractable. On the other hand, one might pay for doing that by possibly losing some
information. When choosing C one has to balances all these aspect.
3. Asymptotic behavior of the empirical excess mass
In this section, we study the asymptotic behavior of the empirical excess mass En,C . First
we derive consistency of En,C (Section 3.1) and then a functional central limit theorem
(Section 3.2).
3.1. Consistency of the empirical excess mass
SinceEn,C involves both In andFnweﬁrst studyproperties of In, which parallel properties
ofFn known from empirical process theory. For this purposewe use thewell-known concept
of bracketing number of C in L1(F ) which is deﬁned as
NI (, C, L1(F )) := min{n : ∃ a setD := {C1, . . . , Cn} ⊂ C, such that
for every C ∈ C, there exist Cl ∈ D, Cu ∈ D
with Cl ⊆ C ⊆ Cu and dF (Cu, Cl) < }, (3.1)
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where dF (C,D) := F(C D) and C D := (C \ D) ∪ (D \ C) denotes set-theoretic
symmetric difference. Then the logarithm of the bracketing number
HI (, C, L1(F )) := log NI (, C, L1(F )) (3.2)
is called the metric entropy with bracketing.
Remark. We shall mainly consider the bracketing entropy relative to theL1(F )-norm. For
a general deﬁnition of bracketing see e.g. [30].
The bracketing function NI (·, C, L1(F )) is non-increasing. It is of use only when it is
ﬁnite, and it is often used to prove Glivenko–Cantelli type theorems, i.e. uniform laws of
large numbers. It is well-known that Fn(C) satisﬁes a uniform law of large numbers over
C ∈ C (or, in other words, a Glivenko–Cantelli (GC)-theorem) if the bracketing entropy of
C is ﬁnite for every  > 0. A similar result holds for In formulated next.
Lemma 3.1. If NI (, C, L1(F )) <∞ for every  > 0. Then we have
lim
n→∞ sup
C∈C
| In(C)− I (C) | a.s.= 0.
A special case (considered by Stute [28]) is given by considering one-dimensional X′s
and C := {(−∞, x] : x ∈ R}. In this case, let
I (x) =
∫ x
−∞
m dF, x ∈ R
and
In(x) = n−1
n∑
i=1
Yi1{Xix}, x ∈ R.
Then from Lemma 3.1 above, one immediately obtains (c.f. [28]):
lim
n→∞ supx∈R
| In(x)− I (x) | a.s.= 0.
From these properties of In and Fn, it is not difﬁcult to induce the following results:
Theorem 3.1 (Consistency). Suppose that NI (, C, L1(F )) <∞ for every  > 0.
(i) If  ⊂ R is compact, then
lim
n→∞ sup∈
| En,C()− EC() | a.s.= 0.
(ii) If the support of Y is compact, then
lim
n→∞ sup∈R
| En,C()− EC() | a.s.= 0.
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The casewhereYhas no compact support and is not compact needs somemore attention.
In this case the following inequality is crucial (see appendix for a straightforward proof):
sup
∈R
| En,C()− EC() |  sup
C∈C
| In(C)− I (C) | + | Y1n | ‖Fn − F‖C, (3.3)
where |Y1n| := max{|Y(1)|, |Y(n)|} and ‖Fn−F‖C := supC∈C |Fn−F |(C).Hence, in order
to obtain consistency of En,C(), the additional condition of | Y1n | ‖Fn − F‖C → 0 in
probability or with probability 1 as n→∞ is important. For this condition to hold one has
to balance the tail-behavior of theY variable with the behavior of the empirical distribution
of the X variables.
We now derive conditions for | Y1n | ‖Fn − F‖C P→ 0 as n → ∞. Then from (3.3) and
Lemma 3.1 we have uniform stochastic convergence of the excess mass:
sup
∈R
| En,C()− EC() | P→ 0, n→∞. (3.4)
The asymptotic behavior of ‖Fn −F‖C can be controlled by using the metric entropy with
bracketing. In order to keep the exposition simpler, we only consider so-called Donsker
classes of sets (see e.g. [10,30] for a deﬁnition). In other words, the below results could be
more general, but would then also look more complex.
It is well known that if C is a Donsker class, then n(C) := √n(Fn − F)(C), C ∈ C
converges in law (cf. Deﬁnition 3.1) to a Brownian F-bridge, i.e. a mean zero Gaussian
process G(C) with Cov(G(C),G(D)) = F(C D) − F(C)F (D). It follows that in this
case ‖Fn − F‖C = Op(n− 12 ) with exact rate. Hence if | Y1n | does not tend to inﬁnity too
fast, then (3.4) will hold. As for the Donsker property, note that for most classes of interest
the bracketing numbers NI (, C, L1(F )) grow to inﬁnity as  ↓ 0. A sufﬁcient condition
for a class C to be Donsker is that the bracketing numbers do not grow too fast. The speed
of convergence is measured by the bracketing integral:
JI (	, C, L1(F )) :=
∫ 	
0
√
HI (, C, L1(F )) d. (3.5)
If JI (1, C, L1(F )) is ﬁnite, then the class C is Donsker [10,30].
We also need to study the behavior of |Y1n| which is in fact the maximum order statistic
of n i.i.d. random variables |Y1|, |Y2|, . . . , |Yn| with the common d.f. H of |Y |, where
H(y) = G(y) − G(−y) if y0; and H(y) = 0 otherwise. It is also well known that the
maximum order statistic |Y1n| of n i.i.d. random variables with common d.f. H tends to
a limit in distribution if and only if there are sequences of constants An and Bn such that
nH(An + tBn) → h(t), where H = 1 − H . Then the limiting d.f. must be of the form
e−h(t), where h belongs to one of three types [26]. In this case, the distribution H is said
to belong to the domain of attraction D(h) of the Fre´chet, Weibull or Gumbel distributions
[2]. For each case, we have
|Y1n| − An
Bn
= Op(1), i.e. |Y1n| − An = Op(Bn).
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Therefore,
|Y1n| ‖Fn − F‖C = (|Y1n| − An) ‖Fn − F‖C + An ‖Fn − F‖C
=Op(n−1/2Bn)+Op(n−1/2An).
Hence, if both Bn = o(n1/2) and An = o(n1/2), then |Y1n| ‖Fn − F‖C = op(1), i.e.
|Y1n| ‖Fn − F‖C P→ 0. Hence we arrive at the following conclusion.
Theorem 3.2 (Consistency). Suppose that JI (1, C, L1(F )) <∞ and that H belongs to the
attraction domain D(h) with normalizing constants An = o(n1/2) andBn = o(n1/2). Then
the uniform consistency of the generalized excess mass formulated in (3.4) holds.
There are many examples of d.f. H which belong to the domain of attraction of extreme
value distributions and satisfy the conditions that An = o(n1/2) and Bn = o(n1/2). For
instance, Y is standard normal with d.f 
(y), then the corresponding d.f. of |Y | is H(y) =
2
(y) − 1. Then we have An =
√
2 log 2n − (log log 2n + log 4)/2√2 log 2n, and
Bn = (2 log 2n)−1/2 from Galambos [14]. There are also examples which do not satisfy
the conditions that An = o(n1/2) and Bn = o(n1/2). For example, if Y has a tv distribution
with density function:
g(y) = c
(v + y2) v+12
,
then we have An = 0, Bn = ( 2cnv )1/v . Hence (3.4) holds only if v3 and JI (1, C, L1(F ))
<∞.
3.2. Asymptotic behavior of standardized empirical excess mass
In this section, we study the asymptotic behavior of the standardized empirical excess
mass
n1/2(En,C()− EC()). (3.6)
The following assumption will be assumed to hold for all the results below.
Assumption 2. For all  there exists a generalized -cluster C() which is unique up to
F-nullsets.
Assumption 2 is fulﬁlled if for instance C() ∈ C, and m has no ﬂat parts, i.e. Leb{x :
m(x) =  } = 0 for all . Another example is to still assume that m has no ﬂat parts,
and to consider a totally ordered class C, as for instance the class of all closed balls
with given midpoint, or ellipsoids with given shape parameters. In general, however, As-
sumption 2 does not hold. Consider, for instance, a one-dimensional bimodal regression
function symmetric around zero. If we choose C to be the class of intervals, then, if  is
larger than the antimode (and smaller than the maximum of m), so that the corresponding
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level sets consist of unions of exactly two intervals, then each of these two intervals is a
generalized -cluster in the class of intervals.
Notice that the error in estimating the excess mass EC() = K(C()) by En,C() =
Kn,(n,C()) comes from three sources: the replacement of the integrated regression func-
tion I by the empirical version In, the replacement of the underlying distribution F by the
empirical distribution Fn, and the estimation of the generalized -cluster C() through
n,C(). Ignoring the estimation of C(), consider E∗n,C() = Kn,(C()). We have
E∗n,C()− EC() = (In − I )(C())− (Fn − F)(C()). Hence, if we deﬁne
Bn,(C) := Sn(C)− n(C), (3.7)
where Sn := √n(In − I ) and n := √n(Fn − F), then we have
√
n (E∗n,C()− EC()) = Bn,(C()) (3.8)
and asymptotic normality of the l.h.s. follows from Theorem 3.3 below. It will also turn out
that the random ﬂuctuation which comes in through the estimation of C() is asymptoti-
cally negligible. In fact, we have
√
n (En,C()− E∗n,C())=
√
n (En,C()− EC())−
√
n (E∗n,C()− EC())
= Bn,(n,C())− Bn,(C()). (3.9)
The r.h.s. turns out to be oP (n−1/2). This follows from consistency of n,C() as an esti-
mator of C() (see Section 4) combined with asymptotic equicontinuity of Bn,(C) (cf.
(A.9)) which follows from Theorem 3.3. The same argument shows that if the consistency
of the generalized -clusters is uniform, then, even considered as stochastic processes,√
n (E∗n,C() − EC()) and
√
n (En,C() − EC()) have the same limiting distribution
which is formulated in Theorem 3.4 below.
Let us ﬁrst deﬁne convergence in law. Let B(C) denote the class of bounded real-
valued functions on C, which, equipped with the sup-norm, ‖.‖C , forms a Banach space
(B(C), ‖.‖C). Let L(C) ⊂ B(C).
Deﬁnition 3.1. A sequence of L(C)-valued r.v.’s {Yn : n1} converges in law to L(C)-
valued r.v. Y (Yn
L→Y ) if
Eg(Y ) = lim
n→∞ Eg(Yn) ∀ g ∈ C(L(C), ‖.‖),
whereC(L(C), ‖.‖C) denotes the set of all bounded continuous functions from (L(C), ‖.‖C)
into R.
Theorem 3.3. Suppose E(Y 2 | X)K2 <∞ a.s. If
JI (1, C, L1(F )) <∞, (3.10)
then we have for every ﬁxed  ∈ R that
Bn,
L→Z,
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as n→∞, where {Z(C) : C ∈ C} is a mean zero Gaussian process with
EZ(C1)Z(C2)=E(Y 21{X∈C1C2})− I (C1)I (C2)
+(I (C1)F (C2)+ F(C1)I (C2)− 2I (C1C2))
+2(F (C1C2)− F(C1)F (C2)).
In particular, if  = 0, then we have Sn L→Z as n→∞, where {Z(C) : C ∈ C} is a mean
zero Gaussian process with
EZ(C1)Z(C2) = E(Y 21{X∈C1C2})− I (C1)I (C2).
The next result concerns the excess mass process. For a set  let C() denote the space
of all real-valued continuous functions on  equipped with the sup-norm ‖.‖.
Theorem 3.4. Let  ⊂ R be compact. Suppose that (C, dF ) is complete and that the
assumptions of Theorem 3.3 hold. Then
n1/2(En,C()− EC()) L→ZC() as n→∞ (3.11)
in C(), where ZC() is a Gaussian process with mean zero and covariance function
(i , j )=E(Y 21{X∈C(i )C(j )})− I (C(i ))I (C(j ))
+iI (C(i ))F (C(j ))+ j I (C(j ))F (C(i ))
−(i + j )I (C(i )C(j ))
+ij (F (C(i )C(j ))− F(C(i ))F (C(j ))). (3.12)
Remark. The covariance structure (3.12) is more complex than that in density cases.
Polonik [23] showed that for the density case the covariance would simply be i,j =
F(C(i )C(j ))−F(C(i ))F (C(j )), and if in addition the generalized -clusters are
nested, the limiting process is a Brownian bridge with transformed time axis. This is not
true for regression cases.
4. Empirical generalized -clusters and their properties
Asmentioned in the introduction we are interested in regression contour clusters because
they contain information about the location of the mass concentration, and of course the
same holds for the generalized -clusters C() deﬁned in (2.7). In this section, we mainly
study the asymptotic behaviorn,C() as an estimator ofC(). Recall that if the regression
contour clusters lie in the considered classC, then they are generalized-clusters inC. Hence,
in such a case, the existence of the generalized -clusters is guaranteed, and estimation of
the generalized -clusters means estimation of the regression contour clusters. However,
we do not necessarily want to assume the regression contour clusters to lie in C. This case
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can then be interpreted as a situation where the chosen model (determined by the class C)
is not necessarily correct. (For a discussion of why this might makes sense see end of
Section 2.)
We need the following assumption which in addition to Assumptions 1–2 is assumed to
hold for all the results formulated in this section
Assumption 3. For all  there exists an empirical generalized -cluster n,C().
The existence of empirical generalized -clusters is guaranteed for many classes C which
consist of closed sets. For example, supposewe consider the class of all closed convex sets in
R2, denoted by C2. Given observationsX1, . . . , Xn, the maximization ofKn, over C2 can
be reduced to the maximization over all convex polygons with vertices in the observations.
The reason for this is that, for any closed convex set C, there exists a convex polygon P
with vertices at the sample points andKn,(C) = Kn,(P ) (take P as the maximal polygon
with vertices in the sample points which lies inside C). Since there are only ﬁnitely many
such polygons (given n observations), the existence of the empirical generalized -clusters
follows.
Remark on measurability: If the random quantities considered in the sequel are not mea-
surable the results given below are still valid when using convergence in outer probability.
The results given below are formulated as if everything were measurable.
Theorem 4.1. Let  ⊂ R be compact. Suppose that the space (C, dF ) is complete and
NI (, C, L1(F )) <∞ for every  > 0. Then we have with probability 1 that
sup
∈
dF (C(),n,C())→ 0, as n→∞.
Remark. (a) Let C be a uniformly bounded class of inﬁnitelymany non-empty compact sets
(e.g. closed balls, ellipsoids, convex sets etc.). Then Blaschke’s selection theorem (see e.g.
[12, Theorem 3.16]) shows that the space (C, dH ) is complete, where dH is the Hausdorff
metric [12]. If F is absolutely continuous and C consists of convex sets then completeness
of (C, dF ) follows.
(b) In the density case, consistency of the empirical generalized -cluster was shown in
[23] using the same distance measure as in this paper. Ref. [16] considered the class of all
closed convex sets in R2 equipped with the Hausdorff metric and [21] used the class of
ellipsoids in Rd in a more parametric setup.
Again, the case where Y has no compact support needs some extra consideration. Anal-
ogous to the argument in Section 3.1, we have the following result.
Theorem 4.2. Suppose that JI (1, C, L1(F )) < ∞ and that H belongs to the attraction
domainD(h) with normalizing constants An = o(n1/2) and Bn = o(n1/2). If conditions of
Theorem 4.1 are satisﬁed, then we have
sup
∈R
dF (C(),n,C())
P→ 0, as n→∞.
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5. Discussion and Simulations
5.1. Discussion
As we have pointed out in the introduction, the main purpose of this paper is to provide
theory for the excess mass approach in the context of regression. The main results shown in
the paper are consistency properties of empirical excess mass (Section 3.1) and asymptotic
normality of standardized empirical excess mass (Section 3.2) as well as consistency prop-
erties of empirical generalized -clusters (Section 4). Although the convergence rate for
the generalized -clusters and other statistical properties such as testing for multimodality
of unknown regression function and conﬁdence regions for unknown level sets are not the
major topics of this article, they are surely of interest from both theoretical and applied
statistics point of view. We shall make some comments on these in this section. Close in-
spection of the convergence rate theorems in [23] and related proofs reveals that the key for
deriving rates of convergence in the case () ∈ C is to derive explicit upper bounds for
dF ((),n,C()) which is for ∀  > 0
dF ((),n,C())  F {x : |f (x)− | < }
+ −1B[(Fn − F)(n,C())− (Fn − F)(())]
for density function f and density contour cluster (), where B = sup{f (x)}. The regres-
sion analog of the upper bound is of the following form. For all  > 0,
dF ((),n,C())  F {x : |f (x)− | < }
+ −1 B [(In − I )(n,C())− (In − I )(())
− ((Fn − F)(n,C())− (Fn − F)(()))].
With this explicit upper bound onemay obtain results analogous to those for density cases. A
further study on rates of convergence for generalized -clusters corresponding to regression
function is still on the way.
5.2. Simulation Study
We now present some simulation results for d = 1. We consider three different unimodal
regression functions (c.f. Fig. 1):
Model 1 : Y = 1+ 6 exp(−(X − 0.5)2/0.05)+ , (5.1)
Model 2 : Y = 1+ 6 exp(−(X − 0.5)2/0.01)+ , (5.2)
Model 3 : Y = 7− 12 | X − 0.5 | +, (5.3)
whereX ∼ U [0, 1] and  ∼ N(0,2). Let C be the class of all closed intervals in [0, 1]. This
choice of C indicates that there is evidence for a unimodal regression function. We utilize
this evidence further by estimating the location of the mode, and only consider candidate
intervals which contain this estimate. Under this assumption, the empirical generalized -
clusters are totally ordered. As an estimator for the location of the mode we use Xkn , the
location of Y(n) which is the maximum of Y-observations (see below Remarks for a brief
discussion of this estimator).
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Fig. 1. Regression functions for model 1–3 (left–right).
Finding the optimal intervals in fact means ﬁnding the corresponding two endpoints. It
is further clear that one only has to consider intervals with endpoints at X-values. That is,
for given , we want to ﬁnd xlxu such that
n∑
i=1
(Yi − )1{xlXixu} = max{j,k : X(j)X(kn) X(k)}
n∑
i=1
(Yi − )1{X(j)XiX(k)}.
Following this formula, the algorithm that has been implemented consist of three steps:
(1) Partition Xi, 1 in into ﬁve sub-sets (some of them may be empty):
S1 = {X(1), . . . , X(i1)}, S2 = {X(i1), . . . , X(i2)},
S3 = {X(i2), . . . , X(i3)}, S4 = {X(i3), . . . , X(i4)}, S5 = {X(i4), . . . , X(n)},
such that S2 and S4 include as few points as possible under the condition that all
corresponding Y-value in S3 are , and all in S1 and S5 are . If Y(n), then the
corresponding Xkn is in S3, otherwise, S3 is empty and the optimal interval is in fact
the empty set.
(2) Take each xl from S2 and xu from S4, compute∑
(Yi − )1{xlXiX(i2) or X(i3)Xixu}.
(3) Obtain the ﬁnal xl and xu by ﬁnding the maximum of the values from step (2).
This algorithm is used in aMonte Carlo simulation for three different models [symmetric
peak at (0.5, 7.0)] with n = 200 and  = 1, 3, 5, 7 and 200 repetitions for each case. The
residual variances 2 = 0.25, and 1.0 are studied. The simulated results are shown in
Tables 1–3 for model 1–3, respectively. The notations used in the tables are deﬁned as
follows: n,C() denotes the average empirical generalized -clusters; dF is the average
distance between C() and n,C() using pseudo-metric F(C()n,C()); and ASE is
the average squared error forn,C()which is deﬁned as the sum of ASE for two end-points
of the level sets.
Generally speaking, we see a pattern in level set estimator as follows. For  between the
maximum and minimum of the regression functions, if  is away from the extreme values,
the estimated level sets appear to be reasonably close to the true level sets. If  is close to the
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Table 1
Performances of the empirical generalized -clusters for model 1
2 = 0.25 2 = 1.0
 C() n,C() dF ASE n,C() dF ASE
1 [0, 1] [0.034, 0.968] 0.0663 4.024−3 [0.045, 0.960] 0.0855 7.067−3
3 [0.266, 0.734] [0.266, 0.733] 0.0180 2.757−4 [0.266, 0.737] 0.0297 7.762−4
5 [0.358, 0.642] [0.360, 0.640] 0.0238 3.403−4 [0.362,0.639] 0.0341 7.535−4
7 [0.5, 0.5] [0.483, 0.519] 0.0476 1.854−3 [0.462,0.521] 0.0914 5.748−3
Table 2
Performances of the empirical generalized -clusters for model 2
2 = 0.25 2 = 1.0
 C() n,C() dF ASE n,C() dF ASE
1 [0, 1] [0.148, 0.859] 0.289 6.508−2 [0.161,0.849] 0.3124 7.686−2
3 [0.395, 0.605] [0.395, 0.604] 0.0136 1.339−4 [0.394,0.607] 0.0172 2.679−4
5 [0.436, 0.564] [0.436, 0.558] 0.0112 1.193−4 [0.437,0.562] 0.0171 2.031−4
7 [0.5, 0.5] [0.490, 0.509] 0.0273 4.870−4 [0.491,0.515] 0.0353 9.837−4
Table 3
Performances of the empirical generalized -clusters for model 3
2 = 0.25 2 = 1.0
 C() n,C() dF ASE n,C() dF ASE
1 [0, 1] [0.009, 0.990] 0.0196 2.945−4 [0.023, 0.986] 0.0369 1.320−3
3 [0.167, 0.833] [0.169, 0.831] 0.0310 6.735−4 [0.168, 0.831] 0.0474 1.570−3
5 [0.333, 0.667] [0.334, 0.667] 0.0298 7.752−4 [0.335, 0.664] 0.0442 1.447−3
7 [0.5, 0.5] [0.489, 0.508] 0.0324 9.030−4 [0.488, 0.517] 0.0814 5.371−3
extreme values of the regression functions, the estimates appear worse, which indicates a
slower convergence. The reason should be the different behavior of the regression functions
when  is close to or away from the extreme values. More speciﬁcally, it seems intuitively
clear that if a regression function varies very fast in the neighboring of , the estimated
level sets would be very close to the true level sets, that is, the convergence rate would
be relatively fast. On the other hand, the variance of error distribution (noise) of course
also effects the convergence as we have expected. The smaller the variance of the error
distribution, the more satisfactory level set estimate could be obtained.
Remarks. (a) It is known from [2] that under certain conditions on the extreme value
behavior of the error distribution our estimator of the location of the mode is consistent.
Besides that it is computationally very efﬁcient. It seems clear, however, that some smooth-
ing would improve the estimator (at least in practice). If one wishes to calculate the global
optimizer (without estimating the location of the mode) then one simple method is just to
combine S2, S3, S4 and to perform an exhaustive search.
(b) It is not too difﬁcult to come up with a feasible algorithm for intervals on the real
line. For other cases, however, particularly for d > 1 the situation is more complicated.
Approaches that might be fruitful for such cases could be based on ideas of Walther [31]
and Klemelä [18]. This will be considered in future research.
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AppendixA.
A.1. Proofs of Section 3
Proof of Lemma 3.1. Denote Y+ = max{Y, 0}, Y− = max{−Y, 0}; Y+i = max{Yi, 0},
Y−i = max{−Yi, 0}. Put I+(C) := E[Y+1{X∈C}], I−(C) := E[Y−1{X∈C}] and I+n (C) :=
1
n
∑[Y+i 1{Xi∈C}], I−n (C) := 1n∑[Y−i 1{Xi∈C}]. Then we have
In(C) = I+n (C)− I−n (C), I (C) = I+(C)− I−(C).
Therefore,
sup
C∈C
| In(C)− I (C) | = sup
C∈C
| (I+n (C)− I−n (C))− (I+(C)− I−(C)) |
 sup
C∈C
| I+n (C)− I+(C) | + sup
C∈C
| I−n (C)− I−(C) | .
Hence we only need to prove the case: Y0 and Yi0. In such a case, I (C) and In(C)
are non-decreasing set functions, that is: ifC1 ⊆ C2 then I (C1)I (C2), In(C1)In(C2).
From the assumption of ﬁnite bracketing number we get that for every  > 0 there exists a
ﬁnite set D := {C1, C2, . . . , Cn} ⊂ C such that for every C ∈ C we can ﬁnd Cl ∈ D, and
Cu ∈ D such that Cl ⊆ C ⊆ Cu and | F(Cu − Cl) |< . Consequently,
In(C)− I (C)In(Cu)− I (Cl)In(Cu)− I (Cu)+M,
In(C)− I (C)In(Cl)− I (Cu)In(Cl)− I (Cl)−M.
By the SLLN, both In(Cl)
a.s.→ I (Cl) and In(Cu) a.s.→ I (Cu) for every Cl and Cu. So the
convergence of In(C) is certainly uniform for the ﬁnite set {C1, C2, . . . , Cn}. Hence we can
conclude that
lim sup
n→∞
sup
C∈C
| In(C)− I (C) | M, a.s.
This is true for every  > 0, and hence the result holds. 
Proof of Theorem 3.1.
(1) Since NI (, C, L1(F )) < ∞ for every  > 0, the class C is a so-called GC-class, that
is, ‖Fn − F‖C := sup
C∈C
| Fn(C)− F(C) | a.s.→ 0 as n→∞. Also notice that:
sup
∈
| En,C()− EC() |
= sup
∈
| sup
C∈C
{In(C)− Fn(C)} − sup
C∈C
{I (C)− F(C)} |
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 sup
∈
sup
C∈C
| In(C)− I (C)− (Fn(C)− F(C)) |
 sup
C∈C
| In(C)− I (C) | + sup
∈
|  | ‖Fn − F‖C .
Hence the result follows from Lemma 3.1.
(2) Compactness of the support of Y implies that, with probability 1, |Y1n| := max{|Y(1)|,
|Y(n)|} < ∞. Also notice that if  max{M,Y(n)} := Mn, then EC() = 0 and
En,C() = 0. If  min{−M,Y(1)} := M1, then
EC() = I ()− F(), En,C() = In()− F().
Therefore, for M1
| En,C()− EC() |=| In()− I () |  sup
C∈C
| In(C)− I (C) | .
Consequently from (1) above we have
lim
n→∞ sup∈R
| En,C()− EC() | = lim
n→∞ sup
M1Mn
| En,C()− EC() | a.s.= 0. 
Proof of (3.3). From the proof of Theorem 3.1 we have
sup
∈R
| En,C()− EC() |
= max
{
sup
M1
| En,C()− EC() |, sup
Mn
| En,C()− EC() |,
sup
M1Mn
| En,C()− EC() |
}
 max
{
sup
C∈C
| In(C)− I (C) |, sup
M1Mn
| En,C()− EC() |
}
 sup
C∈C
| In(C)− I (C) | + sup
M1Mn
|  | ‖Fn − F‖C
 sup
C∈C
| In(C)− I (C) | + | Y1n | ‖Fn − F‖C . 
Proof of Theorem 3.3. For any ﬁxed  ∈ R we have
Bn,(C) = n1/2[(In − I )(C)− (Fn − F)(C)]
= n−1/2
n∑
i=1
[(Yi − )1{Xi∈C} − (I (C)− F(C))]
:= n−1/2
n∑
i=1
f(C, Vi), (A.1)
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where Vi := (Xi, Yi), i1 is a sequence of independent copies of V := (X, Y ), and
f(C, V ) := (Y − )1{X∈C} − (I (C)− F(C)) has mean zero and variance
Ef 2 (C, V ) = V ar{(Y − )1{X∈C}}
 E((Y − )1{X∈C})2
= E(Y 21{X∈C})− 2E(Y1{X∈C})+ 2E(1{X∈C})
 K2 − 2I (C)+ 2
< ∞ for all C ∈ C. (A.2)
It is well known that the asserted weak convergence follows from convergence of the
ﬁnite-dimensional distributions alongwith tightness. Convergence of the ﬁnite-dimensional
distributions follows directly from the CLT, and calculation of the covariance function
is straightforward. It remains to prove tightness which in turn follows from asymptotic
stochastic equicontinuity. Notice, however, that the functions f are not bounded. Hence,
we need a result for empirical processes indexed by possibly unbounded functions. This is
where Ossiander [22] comes into play. One of the crucial assumptions of Ossiander’s result
is Lipschitz continuity of f(·, V ) in L2. This property can be seen as follows.
Deﬁne the pseudo-metric (C,D) := (K+2M+2||)·d1/2F (C,D).Then byMinkowski’
inequality we have
(E(f(C,V )− f(D,V ))2)1/2
(E(Y1{X∈C} − Y1{X∈D})2)1/2 + |I (C)− I (D)|
+||((E(1{X∈C} − 1{X∈D})2)1/2+ | F(C)− F(D) |)
K · F 1/2(CD)+ 2M · F(CD)+ 2||F 1/2(CD)
(C,D) for all C,D ∈ C. (A.3)
That is, each f(C, ·) is inL2 and theL2-distance between the members ofF := {f(C, ·) :
C ∈ C} is dominated by , or in other words, f(C, ·) is Lipschitz with respect to .
The other crucial assumption ofOssiander’s result is the ﬁniteness of a bracketing integral.
In order to check validity of this we need the following lemma.
Lemma A.1. Let  > 0 be ﬁxed. Suppose that E(Y 2 | X)K2 < ∞, a.s. and that
NI (, C, L1(F )) < ∞ for every  > 0. Let 	 = (K + 2M)1/2, then for every  > 0 and
C ∈ C, there exist Cl, Cu ∈ D() (cf. (3.1)) satisfying
Cl ⊆ C ⊆ Cu and (Cl, Cu) < 	, (A.4)
with
f l	(Cl, C
u, V )f(C, V )f u	 (Cl, C
u, V ) a.s. (A.5)
and
(E(f u	 (Cl, C
u, V )− f l	(Cl, Cu, V ))2)1/2 < 	, (A.6)
where
f l	(Cl, C
u, V ) = Y+1{X∈Cl} − Y−1{X∈Cu} − I+(Cu)+ I−(Cl)
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and
f u	 (Cl, C
u, V ) = Y+1{X∈Cu} − Y−1{X∈Cl} − I+(Cl)+ I−(Cu).
Proof of Lemma A.1. For notational simplicity, we only prove the case  = 0 and denote
f := f0 (c.f. (A.1)). It is straightforward to extend the proof to general . (A.4) follows
from
(Cl, Cu) = (K + 2M)F 1/2(ClCu) < (K + 2M)1/2 and 	 = (K + 2M)1/2.
For the second inequality in (A.5), notice that Cl ⊆ C ⊆ Cu, therefore by using the
notations of the proof of Theorem 3.1, we have
f (C, V ) = Y1{X∈C} − I (C)
= Y+1{X∈C} − Y−1{X∈C} − I+(C)+ I−(C)
 Y+1{X∈Cu} − Y−1{X∈Cl} − I+(Cl)+ I−(Cu)
:= f u	 (Cl, Cu, V ).
The proof of the ﬁrst inequality in (A.5) is analog to the proof above. The proof of (A.6) is
as follows:
(E(f u	 (Cl, C
u, V )− f l	(Cl, Cu, V ))2)1/2
= (E(Y+1{X∈Cu} − Y−1{X∈Cl} − I+(Cl)+ I−(Cu)
−Y+1{X∈Cl} + Y−1{X∈Cu} + I+(Cu)− I−(Cl))2)1/2
= (E(|Y |1{X∈Cu−Cl} + E(|Y |1{X∈Cu−Cl}))2)1/2
(E(Y 21{X∈Cu−Cl}))1/2 + E(|Y |1{X∈Cu−Cl})
K · F 1/2(Cu − Cl)+M · F(Cu − Cl) < 	. 
Now we continue the proof of Theorem 3.3. Using the same notation as in Lemma A.1
we deﬁne
NB(	, C,) := min{card D(	2/(K + 2M)2) : (A.4)–(A.6) are satisﬁed}
and a generalized metric entropy with bracketing of f with respect to  to be
HB(	, C,) = log NB(	, C,). (A.7)
Deﬁne the corresponding bracketing integral as
JB(u, C,) =
∫ u
0
√
HB(	, C,)d	. (A.8)
Lemma A.1 then shows that NB is bounded by NI and hence JB is bounded by JI (c.f.
(3.2) and (3.5)). Note that the deﬁnition of NB above is a little different from the deﬁnition
of vB in Ossiander [22]. In fact, for each C ∈ C, we need a pair of (Cl, Cu). Let S(	) in
Ossiander [22] be a pair of (Cl, Cu), then vB
(
n
2
)
n2 where n is the cardinality of
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NI . So HB = ln vB2 ln n = 2HI , and Theorem 3.1 of Ossiander [22] can be applied
and tightness of Bn, follows. This completes the proof. 
Proof of Theorem 3.4. First recall the two equalities (3.8) and (3.9), respectively, which
say that
√
n (En,C()− EC()) = Bn,(C())+ Rn(),
withRn() = √n (En,C()−E∗n,C()) = Bn,(n,C())−Bn,(C()).We now argue that
sup∈ |Rn()| = oP (1). First notice that Theorem 3.3 implies asymptotic equicontinuity
of Bn, for ﬁxed  ∈ , meaning that for all  > 0 we have
lim
	→0
lim sup
n→∞
P
(
sup
dF (C,D)<	
| Bn,(C)− Bn,(D) |> 
)
= 0. (A.9)
For  = 0 this is asymptotic stochastic equicontinuity of {Sn(C), C ∈ C} (recall deﬁnition
of Sn in (3.7)). We utilize this as follows. Notice that
Rn()=Bn,(n,C())− Bn,(C())
= [Sn(n,C())− Sn(C())]−  [n(n,C())− n(C())] . (A.10)
Further, Theorem 4.1 provides us with uniform consistency of the generalized -cluster.
This together with asymptotic stochastic equicontinuity of Sn(C) implies that ﬁrst term on
the last line of (A.10) tends to zero uniformly in . The second term also tends to zero
uniformly in , because  is compact, and because a ﬁnite bracketing integral (condition
(3.10)) also implies the same equicontinuity property for the empirical process n(C).Hence
sup∈ |Rn()| = oP (1).
It follows that the asymptotic behavior of the process
√
n (En,C()− EC()) is the same
as the one of Bn,(C()). Convergence of the ﬁnite dimensional distributions of the latter
follows directly from the CLT. It remains to prove tightness of Bn,(C()),  ∈ . Since
themap → C() is continuous in themetric dF (LemmaA.3), equicontinuity ofBn,(C)
implies the one of
√
n (En,C()− EC()). This completes the proof. 
A.2. Proofs of Section 4
In order to prove Theorem 4.1 we need the following two lemmas stating properties of
K(C) and C().
Lemma A.2 (Properties of K).
(1) Let  ⊂ R be compact. If NI (, C, L1(F )) <∞ for every  > 0, then
sup
∈
| K(n,C())−K(C()) | a.s→ 0, as n→∞.
(2) The function C → K(C), C ∈ (C, dF ) is continuous.
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Proof of Lemma A.2.
(1) Since Kn, = In − Fn and K = I − F , we have
K = Kn, − (In − I )+ (Fn − F).
From the deﬁnition of n,C() and C() it followsKn,(n,C())Kn,(C()) and
K(C())K(n,C()). Therefore,
0  K(C())−K(n,C())
= Kn,(C())−Kn,(n,C())
+(In − I )(n,C())− (Fn − F)(n,C())
−(In − I )(C())+ (Fn − F)(C())
 (In − I )(n,C())− (Fn − F)(n,C())
−(In − I )(C())+ (Fn − F)(C()).
As mentioned earlier, since NI (, C, L1(F )) <∞ for every  > 0, ‖Fn −F‖C a.s.→ 0 as
n→∞. This together with Lemma 3.1 implies the result.
(2) The result follows from the fact that I is dominated by F. 
Lemma A.3. Suppose that conditions of Theorem 4.1 hold. Then → C() is uniformly
continuous in  for the dF -pseudometric.
Proof of Lemma A.3. Let {n, n ∈ N} be a sequence in  with limn→∞ n = 0, 0 ∈
 (since  is compact). Because of the compactness of C we may assume that {C(n)}
converges to a set D0 ∈ C in the dF˜ -pseduometric. Since  is compact, it is enough to
show the continuity in every point 0 ∈ . First assume 0 ∈ int, the interior of. Since
n → 0, we have for any  > 0, ∃ N ∈ N, such that 0 − n0 +  when n > N .
Recall that K(C()) = EC() for every  and that EC() is monotonically decreasing
(Proposition 2.1). Hence we get, by using the continuity of K (Lemma A.2), that
K0+(C(0 + )) lim sup
n
Kn(C(n)) lim sup
n
K0−(C(n)) = K0−(D0).
Letting → 0, we getK0(C(0))K0(D0), and the assertion follows from the assumed
uniqueness of the maximum. If 0 ∈ , the boundary of, then omit the  on the obvious
side in the above inequalities. 
Proof of Theorem 4.1. Using Lemmas A.2 and A.3, the proof is analog to the proof of
Theorems 3.2 and 3.3 of Polonik [23]. 
Proof of Theorem 4.2. Since JI (1, C, L1(F )) < ∞ and H belongs to the attraction do-
main D(h) with normalizing constants An and Bn, by the same analysis as in Section 2.2
for Theorem 3.2, we obtain that a condition for
lim sup
n→∞
sup
∈R
| K(n,C())−K(C()) | P= 0 (A.11)
is An = o(n1/2) and Bn = o(n1/2). Using (A.11) instead of the result of Lemma A.2(1) in
the proof of Theorem 4.1, the result follows similarly. 
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