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We investigate the occurrence of multicritical points under pressure and magnetic field in a model
that describes two 5f bands (of either α or β characters) which hybridize with a single itinerant
conduction band. The 5f-electrons interact through Coulomb and exchange terms. The AF order
parameter is a Ne´el vector, which is assumed to be fixed by an Ising anisotropy. The applied
magnetic field is transverse to the anisotropy axis. Without field, our results for the temperature
- pressure phase diagram show that, at low temperatures, a first-order phase transition occurs
between two distinct antiferromagnetic phases, AF1 and AF2, as the pressure is increased. The two
phases are characterized by the gaps of bands α and β given by ∆α and ∆β, respectively. The AF1
phase occurs when ∆β > ∆α > 0, while in the AF2 phase, the gaps satisfy ∆α > ∆β > 0. The
application of a magnetic field produces a drastic change in the phase diagram. The AF1 and AF2
phases separate with the latter acquiring a dome shape which is eventually suppressed for large
values of the applied field. The evolution of the phase diagram under pressure, without and with
magnetic field, shows the presence of multicritical points. Our results show that the evolution of
these multicritical points by the simultaneous application of pressure and field is also drastic with
the suppression of some multicritical points and the emergence of others ones. We believe that these
results may have relevance for the growing field of multicritical points (classical and quantum) in
the physics of Uranium compounds.
I. INTRODUCTION
The uniqueness of the 5f -electrons physics is due to the
dual localized-delocalized character [1]. Uranium com-
pounds display a variety of quantum states of matter,
such as magnetism (localized and itinerant) [2], super-
conductivity [3] and the enigmatic Hidden Order[4, 5].
These phases can be tuned by pressure (hydrostatic or
chemical) and magnetic field. The plethora of distinct
types of ordering hosted by uranium compounds makes
these systems a natural ground for the appearance of
multicritical points. Likewise, the presence of a specific
kind of multicritical point could be useful in the clar-
ification of an unconventional symmetry breaking that
may exist in uranium compounds. There is a possibility
that the multicritical points driven by thermal fluctua-
tions might evolve into quantum multicritical points [6]
as pressure or magnetic field increase [7] leading to devi-
ations of Fermi liquid behaviour [8, 9].
The presence of multiple 5f orbitals in uranium com-
pounds has important consequences for their physics
[10, 11]. The Under-screened Anderson lattice model
(UALM) we use consists of two degenerate narrow 5f
bands (denoted by χ = α, β), which acquire itiner-
ant character by direct hopping between neighboring 5f
shells. The resulting two bands are also hybridized with
a single itinerant conduction band. The interaction is
composed of the Coulomb interaction between electrons
in the same 5f bands and the Hund’s rule exchange in-
teraction between electrons in distinct ones. This model
considering the ground state being a triplet (S=1) can
be related via a Schrieffer-Wolff transformation with the
Underscreened Kondo Lattice [12] which has successfully
described the coexistence of the Kondo effect and fer-
romagnetism found in uranium monochalcogenides [13].
Most important for the purposes of this work that does
not deal with the Kondo effect is that the UALM can de-
scribe, not only the antiferromagnetic ordering observed
in the uranium-pnictides [14–16] and UIrSi3 [17], but has
also been proposed to describe the Hidden Order phase
of the URu2Si2 [19].
Indeed, the UALM is suited for the investigation of
time-reversal symmetry breaking as source of unfolding
of phases and multicritical points. The Hund’s rule ex-
change interaction term is essential to make the model
spin-rotationally invariant [18] and opens distinct routes
to long-range ordering. As an example, a phase tran-
sition can be driven by the spin-flip part of Hund’s rule
exchange interaction, breaking spin-rotational and space-
translational symmetries but preserving the time-reversal
symmetry. As a result, a novel ordered state can be sta-
bilized in which there is spontaneous 5f inter-band mix-
ing, that does not involve magnetic order. This novel
type of long-ranged order has been proposed as describ-
ing the Hidden Order phase in URu2Si2 [19]. The in-
teraction terms can also produce conventional antiferro-
2magnetic long-range order in the UALM. The here called
intra-orbital antiferromagnetic phases (IOAF) appear be-
low a magnetic phase transition at which spin-rotational,
space-translational and time-reversal symmetries are bro-
ken. This transition gives rise to not one but two distinct
competing IOAF phases which have spin gaps at the same
ordering wave vector. Therefore, in the transition be-
tween the two IOAF phases, no further symmetries are
broken.
In this work, we investigate the temperature - pres-
sure - magnetic field phase diagram of the IOAF phases
within a mean-field approximation. The objective is to
explore the UALM to describe the unfolding of an itiner-
ant antiferromagnetic phase and the subsequent competi-
tion between the two unfolded different antiferromagnetic
phases. In particular, We focus on multicritical points
which can appear from that competition and how they
evolve with pressure and field. The symmetry contained
in the model that can be broken (as the time reversal
one) shall be reflected in the parity properties of the or-
der parameters which condition the emergence of multi-
critical points. We stress that the subject of multicritical
points can be connected to real Uranium compounds.
For instance, a bicritical point was found in URu2Si2
[4] when pressure is applied and tricritical (TCP) points
were found in USb2 [20], UN [21], UAu2Si2 [22] and
URu2Si2 [23] when field is applied. However, the simul-
taneous effect of pressure and field on multicritical points
has received little theoretical attention (as an exception,
see Ref. [24]) in the physics of Uranium compounds.
We assume that the bandwidth W can be varied by
the application of pressure while the hybridization, the
Coulomb and the Hund’s rule interactions remain con-
stant. We also make the following assumptions: (i) The
hybridization matrix elements are k-independent. As a
consequence, one may transform the basis of the 5f states
into a new basis in which a linear combination of f or-
bitals hybridize and the remaining orthogonal states do
not. The asymmetric hybridization breaks the symme-
try between the 5f bands, so intra-band nesting may
occur simultaneously for both bands but, when W in-
creases, one band may become depart from the perfect
nesting condition and, hence have a reduced moment.
Ultimately, above some value of W , both bands might
not satisfy the nesting condition and the material might
become non-magnetic. (ii) the IOAF has a Ne´el order pa-
rameter which is fixed by an Ising-like anisotropy. This
assumption introduces a magnetic anisotropy which, in
fact, is observed in some uranium compounds [25–27].
As a consequence, there are two types of field effects in
the IOAF [28, 29]. For a field aligned with the easy axis,
the Zeeman splitting between the spin-up and spin-down
IOAF sub-bands increases as the field increases. On the
other hand, for a field along a perpendicular direction,
there is a spin-dependent momentum-shift of the IOAF
bands. In both cases, the nesting condition may no longer
be satisfied. We chose the last possibility due to its spin-
flipping effects.
In the case of two distinct IOAF (denoted as AF1 and
AF2), since we are dealing with two bands, the phase
transition AF1 → AF2 would necessarily imply that the
two spins gaps abruptly interchange their sizes. Even-
tually, as pointed out above, a further variation of W
can cause the complete suppression of the IOAF order-
ing. The sequence of transitions AF1 → AF2 → PM
should involve changes in the structure of the AF bands
and, therefore, should be accompanied by Fermi Surface
(FS) reconstruction. One may also expect that other se-
quences of phase transition involving IOAF caused by
increasing the field hx are also related to changes in the
electronic structure.
We remark that the phase diagram temperature vs
pressure of the IOAF, in the absence of a magnetic field,
can be deduced from general arguments based on a Lan-
dau free energy with two order parameters. In the sim-
plest situation, the two AF order parameters are linearly
coupled [30], since both break time-reversal symmetry.
In contrast, two order parameters which are even under
time-reversal couple quadratically leading to bicritical or
tetracritical points [31]. In the first case, at very low
temperatures, there should be a line of first-order tran-
sitions separating two distinct AF phases as an inten-
sive thermodynamic parameter g is varied. The line of
first-order transitions ends at a critical end point (CEP)
located at (TCEP , gCEP ). Actually, this kind of sce-
nario was proposed by Mineev and Zhitomirsky (see Ref.
[32]) to account for the temperature-pressure phase dia-
gram of the URu2Si2 [4]. In their description, the exper-
imentally determined phase transition between the Hid-
den Ordered and the antiferromagnetic phases involves
two types of antiferromagnetism, itinerant antiferromag-
netism with small magnetic moments and localized an-
tiferromagnetism with large magnetic moments. Unfor-
tunately, there is strong evidence that the Hidden Order
is not explainable in terms of conventional antiferromag-
netic phases.
This paper is organized as follows: the UALM is pre-
sented in the section II. In section III, we derive the
Green’s functions and the free energy. Next, in the sec-
tion IV, we obtain the order parameters and gaps for zero
and non-zero values of the transverse field hx. A discus-
sion of the numerical results follows in section VII. The
conclusions and other remarks are found in section VIII.
II. MODEL
We shall investigate a generic form of the UALM which
is written as
Hˆ = Hˆf + Hˆd + Hˆfd. (1)
The f electron part of Hamiltonian Hˆf is given by
Hˆf = Hˆf,0+ Hˆf,int, where the non-interacting part H0,f
describes two degenerate narrow f bands and is expressed
3as
Hˆf,0 =
∑
k,σ
∑
χ
Eχf (k) f
†χ
k,σf
χ
k,σ. (2)
The χ-bands (χ = α and β) in Eq. (2) obey the intraband
and interband nesting condition Eχf (k + Q) = −E
χ′
f (k)
where χ = χ′ (intraband) or χ 6= χ′ (interband). The
vector Q is a commensurate momentum transfer in the
Brillouin zone. The interaction between the f -electrons
is described by
Hˆf,int =
(
U − J
2N
) ∑
k,k′,q,σ,χ6=χ′
f †,χk+q,σ f
χ
k,σ f
†,χ′
k′−q,σf
χ′
k′,σ
+
(
U
2N
) ∑
k,k′,q,σ,χ,χ′
f †,χk+q,σ f
χ
k,σ f
†,χ′
k′−q,−σf
χ′
k′,−σ
+
(
J
2N
) ∑
k,k′,q,σ,χ6=χ′
f †,χk+q,σ f
χ′
k,σ f
†,χ′
k′−q,−σ f
χ
k′,−σ.
(3)
where U is the screened Coulomb interaction and J is the
Hund’s rule exchange. The conduction electron Hamil-
tonian Hˆd is expressed as
Hˆd =
∑
k,σ
ǫd(k) d
†
k,σ dk,σ (4)
where ǫ(k) describes the dispersion relation of conduc-
tion electrons labeled by the Bloch wave vector k. The
last term in Eq. (1) describes the on-site hybridization
process in the UALM model by
Hˆfd =
∑
k,σ
∑
χ=αβ
(
Vχ(k) f
†,χ
k,σ dk,σ + V
∗
χ (k) d
†
k,σ f
χ
k,σ
)
.
(5)
In the present work, both the 5f band Eχf (k) = ǫ˜f +
ǫf (k) and the conduction one ǫd(k) refer to a cubic lattice
while ǫ˜f is the band center. Thus
ǫb(k) = −2tb[cos(kxa) + cos(kya) + cos(kza)] (6)
in which b = f or d, and a is the lattice parameter.
The simplest possibility of a IOAF ordering with Ising
anisotropy in a cubic lattice can be introduced by assum-
ing that the lattice is bipartite. Therefore, we consider
that
nχf,q,σ =
nχf
2
δq,0 +m
χ
f η(σ) δq,±Q (7)
where nχf = n
χ
f,↑ + n
χ
f,↓ (n
χ
f is the f -electron average
occupation of the χ-band), η(↑) = +1 or η(↓) = −1 and
Q = (π/a, π/a, π/a), is a commensurate nesting vector.
Therefore, the modulation of the expectation value of
the z-component f-electron spin density operator in real
space for each orbital is 〈Sˆχz,rj 〉 = m
χ
f e
iQ . rj . The IOAF
order parameters, i.e., the staggered magnetizations mαf
and mβf are obtained from
mχf =
1
2
(nχf,Q,↑ − n
χ
f,Q,↓). (8)
III. GENERAL FORMULATION
We include an applied magnetic field oriented trans-
verse to the z-axis, which introduces an additional term
into the Hamiltonian Hˆext = Hˆ
f
ext + Hˆ
d
ext where
Hˆfext = −Γf
∑
k
(f †k,↑ fk,↓ + f
†
k,↓ fk,↑) (9)
with
Γf = gfµBhx. (10)
The term Hˆdext is the same as Eq. (9), except that the
f -operators and the gyromagnetic factor gf are replaced
by d-operators and gd, respectively.
The temporal and spatial Fourier transform of the
single-electron f-f Green’s function, within the Hartree-
Fock approximation, satisfy the equations of motion
given by:
[ ω − E˜αf (k) ] G
α,χ′
ff,σ(k, k
′, ω) = δα,χ
′
δk,k′ δσ,σ′
+ Vα(k) G
χ′
df,σσ′ (k, k
′, ω)− Γf G
β,χ′
ff,−σ,σ(k, k
′, ω)
+φασ G
α,χ′
ff,σ,σ′(k +Q, k
′, ω)
(11)
and
[ ω − E˜βf (k) ] G
β,χ′
ff,σ,σ′(k, k
′, ω) = δβ,χ
′
δk,k′ δσ,σ′
+ Vβ(k) G
χ′
df,σ,σ′(k, k
′, ω)− Γf G
α,χ′
ff,−σσ′(k, k
′, ω)
+φβσ G
β,χ′
ff,σ,σ′(k +Q, k
′, ω).
(12)
The spin-independent Hartree-Fock dispersion relation
E˜χf (k) is given by
E˜χf (k) = E
χ
f (k) +
∑
χ′
(
(U −J)
nχ
′
f
2
(1−δχ,χ
′
)+U
nχ
′
f
2
)
(13)
where the real function φχσ is given by
φχσ =
∑
χ′
(
Umχ
′
η(−σ) + (U − J)mχ(1− δχ,χ
′
)η(σ)
)
.
(14)
The mixed f−d Green’s function satisfies the following
equation
[ ω − ǫ(k) ] Gχ
′
df,σ,σ′(k, k
′, ω) = Vα(k)
∗ Gα,χ
′
ff,σ,σ′(k, k
′, ω)
+ Vβ(k)
∗ Gβ,χ
′
ff,σ,σ′ (k, k
′, ω)− Γd G
χ′
df,−σ,σ′(k, k
′, ω). (15)
4We will choose a basis set for the f orbitals, such that
Vβ(k) = 0 and Vα(k) = Vα simply to avoid the trans-
formation to a new basis set. The choice of basis states
should not change the main physical results, as discussed
in ref. [19]. The Green’s function equation of motions
given in Eqs. (11)-(15) form a closed set of equations,
which can be solved exactly. The equations can be ex-
pressed in the matrix form
Πχ(k, ω) Gχχ
′
(k, k′, ω) = δχ
′
(k, k′) (16)
where
Gχχ
′
(k, k′, ω) =

Gχχ
′
ff,σσ′ (k, k
′, ω)
Gχχ
′
ff,σσ′ (k +Q, k
′, ω)
Gχχ
′
ff,−σσ′ (k, k
′, ω)
Gχχ
′
ff,−σσ′ (k +Q, k
′, ω)

Πχ(k, ω) =

ω − E˜χf (k)− ξ
′χ
Γ (k) −φ
χ
σ γ
′χ
Γ (k) 0
−φχσ ω − E˜
χ
f (k +Q)− ξ
′χ
Γ (k +Q) 0 γ
′χ
Γ (k +Q)
γ
′χ
Γ (k) 0 ω − E˜
χ
f (k)− ξ
′χ
Γ (k) −φ
χ
−σ
0 γ
′χ
Γ (k +Q) −φ
χ
−σ ω − E˜
χ
f (k +Q)− ξ
′χ
Γ (k +Q)

δχ
′
(k, k′) =

δχχ
′
δk,k′δσσ′
δχχ
′
δk+Q,k′δσσ′
δχχ
′
δk,k′δ−σσ′
δχχ
′
δk+Q,k′δ−σσ′

with ξ
′χ
Γ (k) = ξ
χ
Γ(k)(δχα + (1 − δχβ)), γ
′χ
Γ (k) =
γχΓ(k)(δχα + (1− δχβ)) where
ξχΓ(k) =
(ω − ǫd(k)) |Vχ|
2
(ω − ǫd(k))2 − Γ2d
(17)
and
γχΓ(k) = Γf −
Γd |Vχ|
2
(ω − ǫd(k))2 − Γ2d
. (18)
IV. INTRA-ORBITAL ANTIFERROMAGNETIC
(IOAF) PHASE
From now on, we will focus on the IOAF phases and
their associated phase transitions.
A. Order Parameters and Gaps with hx = 0
The IOAF order parameters follow directly from the
correlation functions nχf,Q,σ (see Eq. (8)), which can be
expressed as
nχf,Q,σ =
1
N
∑
k,σ
∮
dω
2πi
f(ω) Gχχff,σ(k, k +Q,ω). (19)
The contour of the path integral encircles the real axis
without enclosing any poles of the Fermi-Dirac distribu-
tion.
The correlation function nβf,Q,σ is found from the
Green’s function given in Eq. (B1). Therefore, from
Eq. (8), one can obtain:
mβf = (Um
β
f + Jm
α
f ) χ
ββ
f (Q, 0) (20)
where
χββf (Q, 0) =
1
N
∑
k
f(E−(k))− f(E+(k))
E+(k) − E−(k)
(21)
and f(ω) is the Fermi function.
The staggered magnetization of the α-bands can be
derived in a similar manner to Eq.(20). The result is
mαf = (Um
α
f + Jm
β
f ) χ
αα
f (Q, 0) (22)
where χααf (Q, 0) is now given as
χααf (Q, 0) =
1
2N
∑
k,σ
∮
dω
2πi
f(ω)
(ω − ǫd(k))(ω − ǫd(k +Q))
Dα(ω, k)
.
(23)
with Dα given in Eq. (B6). The spin-independent quasi-
particle bands are given by the solutions of Dα(k, ω) = 0.
Alternatively, one can formulate the self-consistency
equations in terms of the gaps ∆α(β) since
φ
α(β)
↑↓ = ∓ ∆α(β) (24)
in which
∆α(β) = Um
α(β)
f + Jm
β(α)
f . (25)
The Hund’s rule interaction couples the gap of a given
band to the staggered magnetization of the other band.
Using Eqs. (20), (21), (22) and (23), one may write the
coupled equations for the gaps ∆α and ∆β as
U∆α(β) − J∆β(α) = (U
2 − J2)∆α(β)χ
αα(ββ)
f (Q, 0).
(26)
5B. Order Parameters and Gaps with hx 6= 0
For hx 6= 0, the pole structure of the Green’s functions
is much more complex, and is shown in Appendix A. For
finite fields, the Green’s functions Gββff,σ(k, k+Q,ω) and
Gααff,σ(k, k + Q,ω) shown in Eqs. (A2) and (A6), can
be used to obtain the order parameters mα, mβ and the
gaps following the same steps outlined in Section (IV)-
A. We assume that the d-conduction electron band is
uncorrelated and wider than the correlated f -bands. We
note that the magnetic field on the d-electrons, Γd, affects
the order parameters mα and mβ , mainly through the
effect of the hybridization Vα, and is small compared to
the α and β bandwidths. Therefore, it is reasonable to
disregard the effects of Γd on m
α and mβ .
V. FREE ENERGY
In the Hartree-Fock approximation, the free energy can
be expressed in terms of the gaps by:
fHF = Ω(T, µ)+µNtot+
N
U2 − J2
[U(∆2α+∆
2
β)−2J∆α∆β ]
(27)
where µ is the chemical potential, Ntot = n
α
f + n
β
f + nd
(nd is the average occupation of the conduction electrons)
and
Ω(T, µ) = −kBT
1
N
∑
k
∑
γ
ln[1 + e
− (E
γ
−µ)
kBT ], (28)
where N is the number of sites in the lattice. The quasi-
particles energies Eγ are obtained from: (i) for hx =
0, from Eq. (B2) and the roots of Dα(ω, k) = 0 (see
Eq. (B6)); (ii) for hx 6= 0, from the Appendix A, as
roots of |Aβ | = 0 (see Eq. (A4)) and |Aα| = 0 (see
Eq. (A9)) within the approximations γχΓ(k) ≈ Γf and
ξχΓ(k) ≈
|Vχ|
2
(ω−ǫd(k))
where we note that Γd ≈ 0. It should
be remarked that both |Aα(β)| depend directly on ∆2
α(β)
(see Eq. (24)).
VI. INSTABILITY OF THE PARAMAGNETIC
METALLIC (PM) PHASE
In the general case (hx = 0 and hx 6= 0), a second-
order instability of the PM phase can be determined from
the linearized equations for the order parameters. The
instability occurs when
(1 − Uχ
αα(0)
f (Q, 0))(1− Uχ
ββ(0)
f (Q, 0))
= J2χ
αα(0)
f (Q, 0)χ
ββ(0)
f (Q, 0). (29)
This equation determines the Ne´el temperature TN .
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FIG. 1. The phase diagram for J/U versus the band width
W and T = 0. All the phases transition are first-order.
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FIG. 2. (a) The dependence of the order parameter mα on
the band width W and temperature T . (b) The same for the
order parameter mβ.
VII. RESULTS
The numerical calculations were performed using a k-
independent hybridization Vα(k) = Vα and a total oc-
cupancy of Ntot = 1.609. This value of the total num-
ber of electrons was chosen such that the 5f bands are
close to half-filling so that the instability of the para-
6FIG. 3. The zero temperature value of the energy per unit cell.
The projection of the ground state energy on the plan of the
gaps show dark regions, in which the self-consistent solutions
for the gaps ∆α and ∆β are to be found. The sequence of
panels shows the competition between the two types of orders
as the band width W is varied.
magnetic state preferentially produces Ne´el Antiferro-
magnetism. For wide conduction bands, due to an ap-
proximate electron-hole symmetry about f occupancies
at nf = 2 [33], similar phase diagrams are expected for
Ntot > 2. The parameters were chosen simply to high-
light the existence of competing AF phases and their mul-
ticritical points and are not intended to be representative
of any particular compound. The tight-binding parame-
ters used are ǫ˜f = 0.3 eV, td = Wd/6 eV, tf = Wd/20
eV, Vα = 1/10 eV and Wf/Wd = 0.3 where 2Wd(f) is
the width of the conduction (5f) band. From here-on, we
adopt the notation Wd = W . We also assume that the
band widths Wd(f) are sensitive to external pressure.
Phase diagrams are constructed from the self-
consistent solutions of equations (20) and (22) for the or-
der parameters mχ. The effect of Hund’s Rule exchange
interaction strength J on the boundaries of the phases
AF1, AF2 and PM, as W increases, is shown in figure 1,
for T = 0. The phase AF1 is characterized by m
β > mα
while the AF2 denotes the phase where m
α > mβ. The
first-order line AF1 → AF2 ends at a quantum triple
point located at (J/U)tri ≈ 0.07 and Wtri ≈ 0.85 where
the AF1, AF2 and PM phases coexist. We shall now re-
mark on the effect that Hund’s rule exchange has on the
phase diagram. For J = 0, mβ and mα are completely
independent (see Eqs. (20) and (22)). In this case, the
condition for opening of gaps is satisfied for both bands in
the region of W . 0.8, but for W & 1.1 only the α band
satisfies such condition. That is, in the AF2 phase the or-
der parameter only has α character, i.e., mα > mβ = 0.
In this case, the transitions are AF1 → PM and PM →
AF2, as the band width W is increased. For J finite but
small,mα andmβ are both finite in the AF2 phase. How-
ever, the conditions for opening the gap for both bands
are still not satisfied within the intermediate interval of
W . As J further increases, the coupling between the two
order parameters also increases. Above a certain value
of J , the condition for opening of gaps for both α and
β bands are fully recovered. This shows that there is a
threshold of J , above which the direct transition AF1 →
AF2 occurs. The region above the threshold is the focus
of the present investigation. Therefore, from now on, we
use J = U/5 with U = 0.165 eV.
The staggered magnetizations mα and mβ at finite
temperatures are shown in figures 2(a) and 2(b), respec-
tively. For kBT = 0, both order parameters exhibit
two discontinuities, one at W ≈ 1.05 and another at
W ≈ 1.65. These discontinuities indicate the occurrence
of first-order phase transitions. The first transition, oc-
curring at W ≈ 1.05, is between two types of antiferro-
magnetic phases. It should be remarked that mα ≶ mβ
implies that ∆α ≶ ∆β . There is another phase transition
AF2 → PM. The inset in figure 2(a) exhibits, in detail,
the region of W and T where this last transition takes
place.
In Fig. 3, the dependence of the T = 0 energy per unit
cell EN on the possible values of the gaps is shown for
particular values of W . The ground state is determined
by the global minimum. The figure illustrates the com-
petition between the AF1 (∆β > ∆α), AF2 (∆β < ∆α)
and PM phases. The energies EN are projected on to
the ∆α ×∆β plane so the darkest regions serve as indi-
cators for the values of ∆α and ∆β that correspond to
the ground states. Figures 3(a) and 3(b), show the inter-
change of global minimum between AF1 and AF2 phases.
In Figures 3(c) and 3(d), EN is shown for two different
values of W confirming the existence of a new first-order
transition AF2 → PM. For W = 1.645, the global mini-
mum of the energy EN correspond to non-trivial solution
while for W = 1.67 the global minimum is found for the
trivial solution.
Based on the Eq. (29), the behaviour of the order pa-
rameters mα and mβ , and the free energy given in terms
of gaps ∆α and ∆β , it is possible to construct the phase
diagram shown in figure 4. Firstly, there is a second-
order transition at the Ne´el temperature TN (denoted by
a solid line) which is marked by the formation of the AF
gaps. Secondly, for 0.95 < W < 1.05, there is a direct
first-order transition AF1 → AF2 which ends at a CEP
located at kBTCEP ≈ 0.0038 and WCEP ≈ 0.9826. Our
analysis shows that the Hund’s Rule exchange interac-
tion produces a term in the free energy which is bi-linear
in mα and mβ . From Eqs. (27)-(28), an expansion of the
free energy occurs in terms of even powers of the gaps
which are linear combinations of both mα and mβ (see
Eq. (25)). We remark that in the range TCEP < T < TN ,
the jump in the order parameters becomes smooth and
the two AF phases can be continuously connected by a
path which bypasses the CEP. The phase diagram is com-
7FIG. 4. The phase diagram for the temperature versus the
band widthW . The solid and the dashed lines denote second-
order and first-order transition, respectively.
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FIG. 5. The panels show the α and β partial densities of
states for values of W closed to the dashed line (close AF1)
of the phase diagram (see figure 4).
pleted by a third line of transitions AF2 → PM which oc-
curs for 1.6 < W < 1.7. The line of transitions changes
from a second-order to a first-order transition at a tri-
critical point (TCP) located at kBTTCP ≈ 0.0011 and
WTCP ≈ 1.6410.
The partial Densities of States (DOS) shown in Figure
5 are for band widths and temperatures in close proximity
to the dashed line which separates the phases AF1 and
FIG. 6. The phase diagram of the temperature versus the
band width W for different values of Γf . The solid lines de-
note second-order transitions while the dashed lines denote
first-order transitions.
AF2 at T = 0, and also, at temperatures where the two
AFs can be connected smoothly. For the β f-electron
there is an insulator → metal transition at which the α
states maintain their metallic characters. The electronic
structure transition is observed to start at T=0, exactly
coincides with the line of the first-order transitions AF1
→ AF2, persisting above the CEP.
The zero field magnetic phase diagram changes drasti-
cally when a transverse field hx is applied. The resulting
kBT versus the band widthW phase diagram is shown in
Figure 6 where the values of Γf are directly proportional
to hx (see Eq. (10)). The main effect of Γf is to separate
the phases AF1 and AF2 creating a dome-shaped region
for this phase with two TCPs. As Γf increases, the AF2
domed-shaped region decreases until its complete sup-
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FIG. 7. The electronic dispersion relations near the gaps
(along the direction (pi, pi, pi) − (0, 0, 0)) for W = 0.9, T = 0
and different values of Γf . The blue and black colors rep-
resent the up and down spin sub-bands, respectively. The
double arrows indicate where the AF gaps occur.
pression. We remark that mα is less affected by Γf in
the region of W . 1 than in the region of W & 1. For
Γf = 0.035, m
α is completely suppressed for W & 1. In
fact, the behaviour of the order parameters mα and mβ
are closely related to the condition for opening the gap
for the α and β bands. The magnetic field produces a
k-dependent shift which depends on the spin σ. Also, the
Fermi energy (EF ) is shifted to higher energies. There-
fore, for sufficiently high values of Γf , the Fermi surface is
no longer nested. Nevertheless, the electronic characters
of the AF1 and AF2 phases, are unchanged.
The evolution of the phase diagram of figure 6 can
be better understood in terms of condition for opening
of gaps in β and α bands. For Γf = 0, the β sheet
of the Fermi surface is nested when Eβf (k) = E
β
f (k +
Q) = µ. The presence of hx produces a k-dependent
spin splitting of the dispersion relation which can result
in a shift of µ. The evolution of the gapped regions of
β and α bands with increasing Γf , is shown in Figures 7
and 8. The α-bands involve the hybridization Vα which
also affects the band’s dispersion relation. In figure 7,
the dispersion relation is calculated for a band width of
W = 0.9, which places the system in the AF1 phase (see
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FIG. 8. The dispersion relations near the electronic gaps
(along the direction (pi, pi, pi) − (0, 0, 0)) for W = 1.5, T = 0
and different values of Γf . The blue and black colors represent
the bands with spin-up and spin-down sub-bands respectively.
figure 6). The Fermi energy EF (µ = EF ) is positioned
within the gap in the β-band dispersion relation for all
values of Γf . On the other hand, at the gapped region,
the extent to which the α-band dispersion relation dips
below the Fermi energy decreases with increasing Γf . As
a consequence the nesting of the α band is affected more
strongly than the β band. The results show that the AF
phases are more stable than the paramagnetic phase, if
the Fermi energy (or µ) is inside of both, or either one
or other of the α or β gaps.
ForW = 1.5 (AF2 phase), we find a different situation,
shown in figure 8. The gap in the β band is always below
the Fermi energy, whereas the Fermi energy lies within
the gap of the α band. However, as Γf increases, the
Fermi energy tends to move to the bottom of the α gap,
until for Γf = 0.035 (not shown here), the Fermi energy
falls below the gap as in the β band case. When both
gaps are below the Fermi energy the bands are not nested,
and the paramagnetic phase is more stable.
VIII. CONCLUSIONS
In this work, we have investigated the unfolding of
an itinerant antiferromagnetic phase and the subsequent
emergence of multicritical points due to the competition
between the unfolded phases that appear in a model suit-
able to describe uranium compounds. This model de-
scribes two narrow 5f bands (α and β) hybridized asym-
metrically with a single conduction band. Besides the di-
rect Coulomb interaction between electrons in the same
5f band, there is a Hund’s rule exchange interaction be-
tween electrons in the different ones. As main results,
9we have obtained temperature vs. pressure phase dia-
grams with and without the application of a magnetic
field. We have assumed that pressure is associated with
bandwidth variation. Moreover, since the order param-
eter has an Ising-like anisotropy, the magnetic field is
considered transversal to this anisotropy direction.
Therefore, we show that there is the unfolding of the
antiferromagnetic phase into two distinct AF1 and AF2
phases. These phases are characterized by having finite
staggered magnetization for both bands. Thus, AF1 and
AF2 are given by mβ > mα and mα > mβ, respectively.
The role of the Hund’s rule exchange interaction is es-
sential in producing these two types of phases since this
interaction couples the staggered magnetization in dif-
ferent bands. Most important for the purpose of this
work is that from this kind of phase competition emerges
a particular set of multicritical points. In absence of
field there is a critical end point (CEP) and a tricrit-
ical point (TCP), respectively, in the phase transitions
AF1 → AF2 and AF2 → PM as the bandwidth increases.
The presence of the CEP in our phase diagram is in ac-
cordance with the description based on the generic two
order parameter Landau free energy described in Ref.
[32] where the order parameters were assumed to be odd
under time-reversal. For finite magnetic transverse field
hx, the phase diagram is drastically changed. The di-
rect transition between the AF phases is replaced by a
re-entrant sequence of transitions AF1 → PM→ AF2 →
PM. The AF2 phase acquires a dome shape. As conse-
quence, the initial set of multicritical points is also com-
pletely changed. For instance, the CEP is suppressed.
The AF1 line transition has one TCP while the dome
shaped AF2 line transition has two TCPs. All TCPs are
effected relatively weakly by further increases of hx. In
fact, the dome is gradually suppressed by the field until
its complete disappearance. β (related to the respective
bands).
It should be remarked that the shape of the phase di-
agram with and without hx can be related to changes
in the electronic structure. For hx = 0, as the band-
width of two 5f bands increase, our results show that
the β f -electrons undergo a insulator→ metal transition
while the α electrons maintain their metallic characters.
Thus, our electronic structure can be described in terms
of a transition between half to full metallicity. Below the
CEP, this transition exactly coincides with the AF1 →
AF2 first-order transition. The analysis of the electronic
dispersion relation shows that the presence of a magnetic
field hx does not change the metallic character of both
AF1 and AF2 phases, at least for the range of hx consid-
ered in the present work.
To conclude, we highlight that our results show a de-
tailed evolution of multicritical points when pressure and
magnetic field are applied simultaneously. As far we
know, there are not much theoretical results in the lit-
erature showing this particular evolution. Although our
results refer to a specific model of two 5f degenerate
narrow bands, they can shed light on the growing field
of the multicritical (classical and quantum) points in the
physics of Uranium compounds.
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Appendix A
In the case where Vβ = 0, by using Eq.(16), the Green’s
function can be explicitly written as
Gβχ
′
ff,σσ′ (k, k
′, ω) = δβχ
′
δk,k′δσσ′ × (A1)
[Dβ0−σ(ω, k)(ω − E˜
β
f (k +Q))− Γ
2
f (ω − E˜
β
f (k))]
|Aβ |
,
Gβχ
′
ff,σσ′ (k +Q, k
′, ω) = δβχ
′
δk+Q,k′δσσ′ ×
[Γ2fφ
β
−σ + φ
β
σD
β
0−σ(ω, k)]
|Aβ |
(A2)
where
Dβ0σ(ω, k) = (ω − E˜
β
f (k +Q))(ω − E˜
β
f (k))− (φ
β
σ)
2
(A3)
and
|Aβ | = Dβ0σ(ω, k)D
β
0−σ(ω, k) + Γ
2
f [Γ
2
f − 2φ
β
σφ
β
−σ]
−Γ2f [(ω − E˜
β
f (k))
2 + (ω − E˜βf (k +Q))
2]. (A4)
Moreover
Gαχ
′
ff,σσ′ (k, k
′, ω) = δαχ
′
δk,k′δσσ′
(ω − ǫ(k))
|Aα|
Aα1σ(ω, k),
(A5)
Gαχ
′
ff,σσ′ (k +Q,k
′, ω) = δαχ
′
δk+Q,k′δσσ′A
α
2σ(ω, k)
×
(ω − ǫ(k))(ω − ǫ(k +Q))
|Aα|
(A6)
where
Aα1σ(ω, k) = D
α
0 (ω, k)(D
α
0 (ω, k +Q))
2 − (γααΓ (k +Q))
2
×Dα0 (ω, k)(ω − ǫ(k +Q))
2 − (φα−σ)
2Dα0 (ω, k +Q)
×(ω − ǫ(k +Q))(ω − ε(k))
(A7)
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and
Aα2σ(ω, k) = φ
α
σ [D
α
0 (ω, k) D
α
0 (ω, k +Q)− (φ
α
−σ)
2(ω − ǫ(k))
×(ω − ε(k +Q))] + φα−σγ
αα
Γ (k)γ
αα
Γ (k +Q)(ω − ǫ(k))
×(ω − ǫ(k +Q))
(A8)
with
|Aα| = [Dα0 (ω, k) D
α
0 (ω, k +Q)− (φ
α
−σ)
2(ω − ǫ(k +Q))(ω − ǫ(k))][Dα0 (ω, k) D
α
0 (ω, k +Q)− (φ
α
σ)
2 ×
(ω − ǫ(k +Q))(ω − ǫ(k))] + [(γααΓ (k))
2(γααΓ (k +Q))
2 − 2φασφ
α
−σγ
αα
Γ (k)γ
αα
Γ (k +Q)](ω − ǫ(k))
2(ω − ǫ(k +Q))2
−(γααΓ (k))
2(Dα0 (ω, k +Q))
2(ω − ǫ(k))2 − (γααΓ (k +Q))
2(Dα0 (ω, k))
2(ω − ǫ(k +Q))2
(A9)
where Dα0 (ω, k), φ
χ
σ and γ
χχ
Γ (k) are defined in Eqs. (B7),
(14) and (18), respectively. From the equations |Aβ | = 0
and |Aα| = 0, the spin independent quasi-particles en-
ergies Eγ where γ is the number of solutions. For
γχΓ(k) ≈ Γf and ξ
χ
Γ(k) ≈
|Vχ|
2
(ω−ǫd(k))
, the equation |Aβ | = 0
has γ = 1...4 while |Aα| = 0 has γ =1...8.
Appendix B
The Green’s function Gββff,σ(k, k + Q,ω) with hx = 0
acquires a simple form given by :
Gββff,σ(k, k +Q,ω) = φ
β
σ
(
|B˜+(k)|2
ω − E+(k)
+
|B˜−(k)|2
ω − E−(k)
)
(B1)
where the spin-independent quasi-particle bands E±(k)
are
E±(k) =
(
E˜βf (k) + E˜
β
f (k +Q)
2
)
±Xk (B2)
with
Xk =
√
E˜βf (k)− E˜
β
f (k +Q)
2
+ (Umβf + Jm
α
f )
2 (B3)
and the spectral weights |B˜±(k)|2 in Eq. (B1) found as
|B˜±(k)|2 = ±
1
2
1√
E˜
β
f
(k)−E˜β
f
(k+Q)
2 + (Um
β
f + Jm
α
f )
2
.
(B4)
On the other hand, the α-band has no simple form for
the Green’s function Gααff,σ(k, k +Q,ω),
Gααff,σ(k, k +Q,ω) = φ
α
σ
(ω − ǫd(k))(ω − ǫd(k +Q))
Dα(ω, k)
(B5)
with
Dα(k, ω) = Dα0 (ω, k) D
α
0 (ω, k +Q) (B6)
−(Umαf + Jm
β
f )
2(ω − ǫd(k))(ω − ǫd(k +Q))
and
Dα0 (k, ω) = (ω − E˜
α
f (k)) (ω − ǫd(k))− |Vα|
2. (B7)
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