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Through the use of the limiting equation, conditions are given under which a 
scalar nonlinear Volterra integral equation, of either convolution or noncon- 
volution type, has an asymptotically periodic solution. Periodicity can be in either 
the forcing function or the kernel of the integral equation. The results are applied in 
several models for the spread of gonorrhea to gain insight into the causes of the 
observed oscillations in the infective populations. ( 1985 Academx Press, Inc. 
I. INTRODUCTION 
In this paper we derive the scalar Volterra integral equation for an SIS 
epidemic model. SIS models are for diseases such as gonorrhea which con- 
fer no immunity and have negligible incubation periods. In such models 
there are only two classes of individuals: susceptibles, labeled S, and infec- 
tives, labeled I. A susceptible moves from class S to class I upon being 
infected, and then to class S when cured. The equation we study is of the 
form 
x(t)=f(t)+ [‘a(s)P(t-s) g(x(s))ds. (1) 
0 
When f(t) -+ 0 as t + co and a(s) is constant, under reasonable conditions 
on the function g(x), all solutions tend to constant values. This result is 
due to Londen [S] and Brauer [l]. It is known, however, that the 
population of gonorrhea infectives shows a seasonal fluctuation [4], so the 
constant parameter model should be modified. One way in which 
oscillations arise in the model is through the inclusion of a periodic influx 
of infective immigrants. In this case the function f(t) is asymptotically 
periodic and a(s) is constant. We show that the resulting convolution 
integral equation has an asymptotically periodic solution. See Section III 
for the definition. A mathematically more interesting cause of oscillations is 
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the inclusion of a periodic contact rate in the model. When the function 
a(s) is a nonconstant periodic function, the integral equation is not of con- 
volution type. In this case we can also show that the solution is 
asymptotically periodic. In the last section of the paper an example with a 
periodic contact rate is discussed and some interesting relations between 
the contact rate and the number of infectives are noted. 
Previous work in the area of oscillations in SIS models has been done by 
Hethcote [6], Cooke and Kaplan [3], Smith [14], and Nussbaum 
[l l-131. Hethcote, Stech, and Van Den Driesshe [7] discuss oscillations 
in other models. Hethcote includes a periodic contact rate in an ordinary 
differential equation model. He shows that if the mean value of the contact 
rate times the average duration of infection exceeds 1 then all solutions are 
asymptotic to a periodic function. Otherwise all solutions tend to zero. The 
other authors mentioned study the delay integral equation 
“ ,  
z(t)= ! 4s) g(z(s)) & I-L 
Here g(z) = z( l-z) for 0 6 z < 1 and g(z) = 0 otherwise or g has a form 
similar to this. This equation is called the limiting equation in the models. 
It is assumed that a(s) is a l-periodic positive function. Cooke and Kaplan 
show that if L < 3 then z(t) -+ 0 as t + co, and if L > 2 then there exists a l- 
periodic positive solution. Smith and Nussbaum reline the threshold result 
to show that if L d 1 then z(t) -+ 0 and if L > 1 then a nonzero l-periodic 
solution exists. In addition to generalizing the nonlinearity, Nussbaum 
allows an infection period more general than a constant. He obtains a 
threshold result similar to the one above for the equation 
z(t) = ltfe, P(t - s, L)f(s, z(s)) ds. 
The periodic solution in [6] is globally asymptotically stable, while the 
periodic solution in [3] is locally asymptotically stable. However, Smith 
and Nussbaum do not discuss the stability of the periodic solutions. Using 
Theorem 1 we are able to add some stability information to the results of 
Smith and Nussbaum. See the remark following Theorem 1. 
The Volterra integral equation model studied here contains the differen- 
tial equation model and the delay integral equation model as special cases. 
If, in the model derived below, we let P(t) = exp( -kt) we have the 
equation studied in [6]. The assumption that P(t) is an exponential 
implies that one’s probability of recovery is independent of how long he or 
she has had the disease. If P(t) = 1 for t d 1 and P(t) = 0 for t > 1 we have 
the constant infection period of Cooke and Kaplan. In this paper we 
sometimes require that P be differentiable and strictly positive. One can 
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approximate the constant infection period arbitrarily closely by letting 
P(t) = exp ( -kt”) with appropriately chosen k and n. The advantage of 
studying the Volterra integral equation model is that any reasonable 
assumption about the distribution of cure times is allowed. The disadvan- 
tage of this model (and those in [3,6, 11-141) is that it ignores the dif- 
ferent responses to the disease exhibited by males and females. To model 
gonorrhea properly, a system of integral equations is needed. This will be 
done in a forthcoming paper. The results in this paper are valuable 
nonetheless since they give insight into the causes of the oscillations obser- 
ved in the infective populations. They are also of interest since similar 
equations arise in models of population growth, harvesting, and economics. 
See [l-3]. 
II. DERIVATION OF THE MODEL 
To derive the model we define the following functions. 
N(t) is the total population at time t. 
Z(t) is the fraction of the population infective at the time t. 
M(t) is the fraction consisting of infective immigrants. 
S(t) is the fraction consisting of susceptibles at time t. 
Z’(t) is the probability of an individual not having recovered t units of 
time after contracting the disease. 
a(t) is the contact rate at time t. 
f(t) is the fraction of those initially infective who have not recovered 
by time t. 
An effective contact is a contact between an infective and another 
individual which would result in infection if that person were susceptible. 
We assume that a(t) S(t) is the number of effective contacts per infective 
per unit time. The mass action assumption then implies that 
N(t) Z(t) a(t) S(t) is the total number of effective contacts at time t. At time 
t the total infective population is N(t) Z(t) for which we have the equation 
N(t) Z(t) = Nt)f(t) + M(t) N(t) 
s I + a(s)N(s)Z(s) S(s)P(t-s)ds. 0 
The first term on the right is the total number of initially infected 
individuals who have not recovered. The second term is the total number 
of infective immigrants. The integral term gives the number of infectives 
produced in the population. We divide through by N(t) and use the fact 
that S(t) + Z(t) = 1 to obtain the equation 
Z(t)=f(t)+M(t)+ j’a(s)P(r-s)(N(s),‘N(t))Z(s)(l-Z(s))ds. 
0 
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In this paper we will assume N(r) = N is a constant and we will study the 
equation 
Z(t)=,f(t)+M(t)+ ~‘u(~s)P(/-.s)z(.s)(l -Z(s))& 
“0 
An example of the form of the function M(t) is the following. Suppose 
Nm(s) infective immigrants arrive at time s, and have just been infected. At 
time t then, we have NM(t) = [; Nm(s) P( t - s) & infective immigrants still 
infective. If m(t) is periodic and P is in L,, then M(t) is asymptotically 
periodic. See [IS]. Assumptions about immigrants arriving at various stages 
of infection can also be made. 
III. DEFINITION AND THEOREM 
DEFINITION [S]. An asymptotically w-periodic function J’is a bounded 
continuous function for which there exists a continuous w-periodic function 
q such that f(t +nw) - q(t) -+ 0 uniformly on [0, w] as n -+ co. This is 
equivalent to the condition that f(t) - q(t) -+ 0 as t -+ ‘CD. 
Theorem 1 gives conditions under which a nonlinear Volterra integral 
equation of convolution or nonconvolution type has an asymptotically w- 
periodic solution. We consider the following equation and Eq. (4) called 
the limiting equation: 
x(t)=.f(t)+q(t)+ [‘u(s) P(t-s)g(x(s))ds 
d 0 
(3) 
z(t) = q(t) + j’ a(s) P( t - s) g(z(s)) ds. 
--* 
(4) 
We make the following assumptions: P E L, , a, fi g, and q are continuous, 
a and q are w-periodic, and ,f( t) + 0 as t -+ cc. 
THEOREM 1. Let 0 < c( <p, and suppose (4) has a unique continuous 
solution satisfying a <z(t) 6 /?. Suppose also that (3) has a bounded con- 
tinuous solution satisfying M < x(t) < /? for all t sufficiently large. Then z(t) is 
w-periodic and x(t + nw) - z(t) + 0 uniformly on [0, w] as n + co. That is, 
x(t) is asymptotically w-periodic. 
ProojY To see that z(t) is w-periodic, we look a z(t + w). 
z(t+~)=q(t+w)+[‘+~a(s)P(t+w-s)g(z(s))ds 
--a> 
=4(t)+ J-‘.- a(s + w) P( t - s) g(z(s + w)) ds. 
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Since a(s+ w) =a(,~), we have z(t) and z(t+ w) satisfying the same 
equation. By the uniqueness, they are equal. We now need to show that 
x(t + nw) - z(t) -+ 0 uniformly on [0, w]. Suppose this is not true. Then 
there is a sequence nk of integers and a sequence t, E [0, w] such that 
Ix(t, + nk w) - z(tk)l > d for some d > 0. Since for large t, t( < x(t) < /I, we 
may assume that c1< x(tk + nk w) < j? for all k. By Theorem 7.1 in [9, 
p. 1711 there is a subsequence n,,, labeled nj, and functionsf*, x*, and a* 
such that f(t+njw)+q(t+njw)+f*(t), a(t+n,w)-+a*(t), and 
x(t+njw) -+x*(t), uniformly on compact sets. We have a*(t) =a(~), 
f*(t) = q( t ), and x*(t) satisfies 
x*(t) = q(t) + S’ a(s) P(t - s) g(x*(s)) ds. 
--33 
Since tl6 x(tj + njw) d /I, the same is true for x*(t). Hence, since both x*(t) 
and z(t) satisfy (4), we have z(t)=x*(t). We have then that 
x(t + n.iw) -+ z(t) uniformly on [0, w]. In particular, Ix(t + njw) -z(t)\ -c d 
for nj smliciently large. This is a contradiction, so in fact x(t + nw) - 
z(t) --t 0 uniformly on [0, w]. 
Remark. If P(t)= 1 for t<L and P(t)=0 for r>L and q(t)=0 then 
Eq. (4) is equivalent to (2), the limiting equation studied by Smith and 
Nussbaum. In [ 11-141 conditions are given under which (2), and hence 
(4) in this case, has a unique positive periodic solution. The proof of 
Theorem 3.3 in [14] shows that (2) has a unique positive continuous 
solution. The uniqueness proofs of Nussbaum depend on the periodicity of 
the solution. Theorem 1 is a partial stability result for the equations of 
Smith and Nussbaum. Suppose conditions on g and L are satisfied so that 
(2) has a unique positive continuous solution. If x(t) is a solution to (3) 
such that O<cc<x(t)</?, then x(t)-z(t)-+0 as t+cc, where z(t) is the 
unique positive periodic solution to (2). In the next section we give con- 
ditions under whichwe are assured of such a solution to (3). 
IV. APPLICATIONS 
In the applications we need the infective fraction to be less than 4. This is 
needed in order that the function g(x) = x( 1 - x) be monotone. Lemma 1 
gives conditions which ensure this. For diseases such as gonorrhea where 
the infective fraction is quite small, this restriction is reasonable. 
We will use the norm [If11 = supl If(r) throughout the paper. 
LEMMA 1. Define A = supI > ,, j& a(s) P( t - s) ds and assume the 
following. 
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1. f(t), q(t), and a(s) are bounded, continuous, nonnegative functions. 
2. F(t) is a bounded, nonnegative function in L, [0, cc;). 
3. Eitherf(O)+q(O)>O and a(t)>0 and P(t)>Ofor t30, orf(t)+ 
q(t)>Ofor t30. 
4. lif+qli +A/4<$ 
Under these assumptions the equation 
I(t)=f(t)+q(t)+ ~‘a(s)P(r-s)I(.v)(l-((s))ds (5) 
0 
has a unique continuous solution satisfying 0 < I(t) < f. 
Proof. Assuming a solution exists, condition 4 ensures that Z(t) < 4. 
Condition 3 ensures that Z(t) ~0, for if t* is the smallest t such that 
Z(t)=0 we would have O=I(t*)=f(t*)+q(t*)+jga(s)P(t*-s) 
Z(s) (1 - Z(s)) ds > 0, a contradiction. Conditions 1 and 2 together with the 
argument just given and standard results from [9, Chap. 21 ensure that a 
unique continuous solution exists and can be continued to [O, co). 
(a) Perodic Contact Rates 
To study the equation 
Z(t)=f(t)+J”a(s)P(t-s)Z(s)(l-Z(s))ds 
0 
(6) 
we make the following hypotheses. 
H,: a is bounded, continuous, w-periodic, and positive. 
H,: P is differentiable and P(t) > 0, P(0) = 1, P’(t) < 0, and 
PE L,(O, m). 
H.,:f is positive, differentiable, and f(t) + 0 as t -+ co. 
We also assume that lifll + (sup, so s:, a(s) P(t - s)ds)/4 < 4. Suppose 0 < 
a < a(s) dc7 and let x = 1 - (l/s,” a P(t) dt) and Z = 1 - (l/l? rlP(t) dt). 
With these assumptions we can state the threshold theorem of this section. 
THEOREM 2. g x > Z/2 and 1 < f~ aP(t) dt < @ rlP(t) dt < 2 then 
Eq. (6) has a nonzero asymptotically periodic solution. Iflo” LTP(t) dt < 1 then 
the solution to (6) tends to 0 as t + 00. 
The first part of Theorem 2 is proven using Theorem 1. Lemmas 1, 2, 3, 
and 4 establish the hypotheses of Theorem 1. The second part is proven 
using Lemmas 1 and 2 and Theorem 1 in [8]. 
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LEMMA 2. Suppose the above hypotheses apply and c(s) satisfies H,. 
Also suppose a(s) > c(s). Let x and y be solutions to 
x(t) =f(t) + jb a(s) P(t - s) x(s) 1 -x(x)) ds 
Y(t) =f(t) + I;, c(s) P(t -s) y(s) (1 -y(s)) ds 
where 0 < x(t) < 4, and 0 < y(t) d 4. Then x(t) > y(t) for all t > 0. 
Proof 
x’(0) =f’(O) + a(0) P(0) x(0)(1 -x(O)) 
and 
Y’(O) =f’(O) + 40) P(O) Y(O)(l -Y(O)). 
Since a(0) > c(O), and 0 <f(O) < 1, x’(0) >y’(O). Therefore, on a small 
interval near 0, x(t) > y(t). Let t* > 0 be the smallest t > 0 such that x(t) = 
y(t). Then x(t*) = y(t*) and x(s) >y(s) for 0 <s < t*. Then 
O=x(t*)-y(t*)= /r(a(s)-c(s)) P(t*-s) 
0 
x (x(s) -Y(s))(~ -x(s) -Y(S)) ds. 
On (0, t*), x(s)>y(s), and x(s)<;, and y(s)< 4 so that 
(1 -x(s)-y(s))>O. Since a(s)>c(s), and P(t* -s)>O, we have the 
integral strictly greater than 0, which is a contradiction. Therefore x(t) > 
y(t) for all t > 0. 
This Lemma has a biological interpretation: the greater the contact rate 
the greater the infective population, just as one would suppose. 
LEMMA 3. Let b < 1 and c > 1. Then every solution to (6) which satisfies 
0 < I(t) < 4 also satisfies bx < I( t ) < &. 
Proof Let x(t) and y(t) be solutions to 
x(t)=f(t)+ j-‘rlP(t-s)x(s)(l -x(s))ds 
0 
and 
y(t)=f(t)+ j’aP(t-.y) Y(s)(~ -Y(S)) ds 
0 
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which satisfy 0 6 x(t) d f and 0 d J( t) d $. Since f‘( t) > 0 and the integral is 
nonnegative, we have J](Z) > 0. By Theorem 4 in [ 11, since a SC;- P( f ) dr > I 
and since J$ r) cannot be identically 0 for large f we have that $ t )+O as 
~-,~.ByTheoremlin[8],then~(r)-,xasr~~~.ByLemma2,x(t)> 
I(t) >.y(t) so that x(t) -+ 2, as f -+ cr,, and so for t sufficiently large, bx d 
Z(t) < CT 
LEMMA 4. Let h < 1 he such that 2xh > .F-. Then the equation 
z(t) = j’ % a(s) P(t-s) z(s)(l -z(s)) ds (7) 
has a unique continuous solution satkfying bx ,< z(t) 6 i. 
ProoJ Let S={x(t)~BC(R):bx<x(t)<i)j. Define the operator Tas 
Tz(t) = f\, a(s) P(t - s) z(s)(l -z(s)) ds. Note that if v < w  < 4 then 
v( 1 - V) < W( 1 - u!) <a. Suppose that z(t) is in S. Then 
Tz(t)3 ’ 
i 
a(s) P( t -s) min { z( 1 - z)} ds 
~~ -A 
>bx(l -bx)/’ aP(t-s)ds 
-1 
=bx(l -bx)(l/(l-x)) 
B bx, since (1 -bx)/(l -x)2 1, 
and 
Tz(t) d 1’ a(s)P(t-s)max{z(l-z)}ds 
-2 
I < a(s) P(t -s) ds 4 
--c 
Therefore, T maps S into S. T is also a contraction on S. Suppose that u 
and v are in S. Then 
IlTu- WI = jLrn Ii 
a(s) P(t -s)(u(s) - u(s))( 1 -U(S) - v(s)) ds 
d sup s ’ IciP(t-s)(u(s)-u(s))(l -2bx)l ds -cc 
<(l/(1 -.C))(l -2bx)jlu-u/l. 
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Since 26x > .17, (1 - 2bx)/( 1 - 2) < 1, so that T is a contraction. Therefore T 
has a unique fixed point in S, and so (7) has a unique solution in S. 
Remark. By Theorem 1, the solution to (7) is w-periodic and I(t) - 
z(t)~Oast~oo.Sincebx~I(t)~cJforlargetitfollowsthatx~z(t)d~. 
(b) Periodic Immigration 
We consider the equation 
I(t)=f(t)+q(t)+ j;aP(t-s)I(s)(l -I(s))ds. (8) 
Here the kernel is of convolution type since the periodicity is incorporated 
into the forcing function. Let A = SF aP(t) dt and 1= 1 - l/A. Assume 
A > 1, and that H, and H, hold. Also assume that q is a positive w-periodic 
function and that Ilf+ 411-t A/4 < 4. 
THEOREM 3. Under the above assumptions (8) has a positive 
asymptotically w-periodic solution. 
The proof of Theorem 3 employs Theorem 1 in the same manner as in 
Theorem 2. Lemma 1, as well as Lemmas 5, 6, and 7 is needed. Lemmas 5 
and 6 are similar to Lemmas 2 and 4 so the proofs are omitted. 
LEMMA 5. Consider the equations 
x(t)=f(t)+ j-‘aP(t-s)x(s)(l-x(s))ds 
0 
y(t)=g(t)+j’aP(t-s)y(s)(l-y(s))ds 0 
where f and g are positive continuous functions, such thar f( t) > g(t) for t k 0. 
tf x and y are solutions to these equations satisfying 0 <x(t) d 4 and 0 < 
y(t) d 4, then x(t) > y(t) for all t 2 0. 
LEMMA 6. Consider the equation 
z(t) = 4(t) + j’ aP(t-s)z(s)(l-z(s))ds. (9) 
-cc 
Let b be a number satisfying 1 <b < 1. Then (9) has a unique continuous 
solution z satisfying 62 d z(t) < 1, for t E R. 
LEMMA 7. Every solution I to (8) satisfying 0 6 Z(t) < 1 is such that for t 
sufficiently large, bf d Z(t) < 1. 
4091, IO/Z-I 3 
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Proof Let m be a number satisfying 0 cm <min 
solution to 
{q(t)]. Let J’ be a 
y(t) =f(t) + m + 1’ aP(2 -s) y(s) (1 -J+ 0 
:)) ds 
satisfying 0 <y(t) < 4. Let I(t) be a solution to (8) also satisfying 
0 ,< I(t) ,< 5. This is possible by Lemma 1. Since f(t) + q(r) >f( t) + m, by 
Lemma 5, Z(t) >v(t). By Theorem 1 in [S), v(t) -+ j is the positive solution 
to y=m +Ay(l -y). Then j>X where 2 is the positive solution to .f= 
A.?( 1 - 2). Thus for any h such that f < h < I, I(t) > hK if r is sufficiently 
large. 
V. EXAMPLE 
In this section we discuss an example using a periodic contact rate. In 
models for gonorrhea the exact values for the parameters and functions are 
unknown, but the methods of this paper are suff’ciently general to encom- 
pass many different assumptions. In the example we assume P(t) = 
exp(-8.73r2),f(t)=0.15P(t), and a(s)=4+0.2cos(2zs), where the unit of 
time is 1 year. The assumptions implicit in the choice of P seem reasonable. 
Many infectives, including most males, due to the painful symptoms, and 
some females, are cured soon after contracting the disease. Some, however, 
remain infective for a long time due to difficulties in diagnosis or treatment. 
These assumptions lie somewhere in between those in [3] and [6]. The 
average length of infection is l? P(t) dt = 0.3 years. The average number of 
effective contacts during the course of infection by one infective is between 
max {(4 + 0.2 cos 2nt) j; P(t) dt} = 1.26 and 1.14, the minimum of the 
same quantity. By the theorems of this paper, the solution to (6) tends to a 
periodic function with period 1 year, and with values between 0.122 and 
0.206. The solution Z(t), together with the contact rate a(t) (shifted down 
and contracted), is plotted in Fig. 1. In this example the peaks in the con- 
tact rate occur about one quarter before the peaks in the infective pop- 
ulation. For a very wide variety of choices for the functions in the model 
the lag was nearly the same. In the data of Cornelius [4] the peak in the 
number of illegitimate conceptions happens one quarter earlier than the 
peak in the gonorrhea infection which occurs in the July-September quar- 
ter of the year. Cornelius says the meaning of this is not clear. The 
numerical studies of the model give us some good clues though. Perhaps 
the peaks in the gonorrhea rate are due mainly to increased sexual activity 
one quarter earlier in the spring. This was also noticed by Yorke, Hethcote, 
and Nold in [ 1.51. 
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FIG. 1. I(t) and a(t) from the example are plotted. The function a(t) is shifted down and 
compressed to show the phase difference between the two functions. 
The solution in this example was obtained using a modified Euler 
method. See [lo] for a discussion of this method applied to Volterra 
integral equations. The computing and plotting were done at the Univer- 
sity of Montana. 
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