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Abstract: One of the achievements of scheduling theory is its contribution to practical applications in industrial settings. In
particular, taking ﬁniteness of the available production capacity explicitly into account, has been a major improvement of standard
practice. Availability of raw materials, however, which is another important constraint in practice, has been largely disregarded
in scheduling theory. This paper considers basic models for scheduling problems in contemporary manufacturing settings where
raw material availability is of critical importance. We explore single scheduling machine problems, mostly with unit or all equal
processing times, and Lmax and Cmax objectives. We present polynomial time algorithms, complexity and approximation results,
and computational experiments. © 2005 Wiley Periodicals, Inc. Naval Research Logistics 52: 527–535, 2005.
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1. INTRODUCTION
This paper deals with scheduling problems that arise in
the context of producing to order. The presented models and
problems take the availability of raw materials explicitly
into account. Such scheduling problems, in which raw ma-
terial availability and production capacity are jointly con-
sidered, arise naturally in state of the art manufacturing
settings. To the best of our knowledge, however, they have
been almost completely unexplored in the scheduling liter-
ature. We now ﬁrst describe the practical context more
precisely.
A manufacturing strategy that strives to combine rapid
fulﬁllment with customized products, is the Assemble To
Order strategy. In such a strategy, which is now common in
most of the important industries such as high tech and
automotive, the last production stage, called assembly, is to
customer order, whereas the preceding stages are to stock.
The product is assembled to be customer speciﬁc using
standard components, and therefore the assembly stage
serves as the customer order decoupling point. This means
that there are a limited number of raw materials from which
a multitude of different end products can be delivered to the
customer. In such environments it is important to deliver
quickly, but at low cost, and therefore with limited raw
material inventory.
While scheduling assembly orders in such an Assemble
To Order environment, one has to cope with tight due dates
and limited raw material availability. MRP (Materials Re-
quirement Planning; see, e.g., [1]) systems are known to fall
short in such a setting, since they cannot cope with the ﬁnite
capacities of production resources. Moreover, MRP systems
cannot react quickly to short-term changes which are com-
mon in practice: customer orders are canceled, due dates are
changed, rush orders are accepted, deliveries are late, de-
liveries are in smaller quantities, etc. Scheduling theory, on
the other hand, which is in principle well suited to deal with
the details of short term problems, has until now by and
large ignored raw material availability. As a result, while
practice is working to solve these problems, very little
theory has been developed. In this paper, we therefore
investigate several of the most basic problems, and identify
a number of related problems for further research.
Before proceeding, we brieﬂy overview related little lit-
erature on scheduling problems. There is, of course, much
literature on scheduling problems with release dates (see,
e.g., [4]), and indeed release dates capture some of the
issues dealt with in the aforementioned problem setting.
Release dates model the fact that a production order is not Correspondence to: A. Grigoriev (a.grigoriev@ke.unimaas.nl)
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date. In Make To Order environments, it can be customary
to order all raw materials per customer order. Hence, for
each of the production stages, the release date can be set to
be the earliest moment at which all the raw materials have
arrived. Release dates, however, are insufﬁcient in settings
where the ordering of raw materials is decoupled from the
customer orders, as, for instance, in Assemble To Order
environments.
Alternatively, there are results on scheduling problems
with renewable resources (see, for instance, [3]), but, as the
name already suggests, they appear to be more ﬁtting for
resource constrained problems than for raw materials con-
strained problems.
In research on planning and scheduling problems in the
process industry, where mixing of raw materials is more
critical, raw materials availability is often incorporated into
the models (see, for instance, [9]). However, the models
considered are often rather complex, for instance, since they
incorporate nonlinear relationships to model the chemical
processes. In addition, process industry usually produces to
stock, and altogether the nature of these problems is quite
different from the assemble to order problems we focus on.
Nevertheless, standard software has become available in
which it is possible to model raw materials availability. In
ILOG Scheduler, for instance, they can be modeled using
“reservoirs” (see [11]).
This paper considers three models for raw materials us-
age. First of all, it may be the case that each customer order
requires its own unique raw material type. Then, there is no
assignment decision to be taken as to which quantity of raw
materials is to be used for a customer order. As explained
above, such problems can be satisfactorily modeled using
release dates, and hence we will only brieﬂy review them in
subsequent sections.
A second simple model for raw materials usage arises
when all customer orders require a single common raw
material. This setting may appear somewhat theoretical, but
in practical production environments it may be the case that
for only one of several raw materials availability is critical.
For theoretical reasons the case is interesting, because it is
a basic special case. The cases we explored can be solved in
polynomial time. In fact, it will appear that the optimal
sequence of orders does not depend on the arrival of raw
materials.
The third model we consider, is the case where there are
many raw materials which may be required for each of the
customer orders. The cases we explored appear to be NP-
hard, and we investigate approximation properties, and per-
form some computational experiments.
We mostly study the case in which there is only one
machine, and all jobs have unit or all equal processing
times. This model is simple, yet it essentially captures the
behavior of an assembly line that produces items at a
constant rate, as commonly encountered in the Assemble To
Order environment that motivates this paper [10, 13]. Since
the problem deals with the issue of satisfying customer
demand in time, an interesting question to ask is whether it
is at all possible to satisfy all customer orders in time, given
a schedule of raw material arrivals. This feasibility problem
can be translated to an optimization setting in various ways.
We have chosen to study the Lmax criterion. Indeed, then the
feasibility problem translates to the question whether there
is a solution with Lmax  0. Moreover, in case the feasibility
problem cannot be solved, the Lmax criterion appears rea-
sonable. Further, it has been widely investigated in the
scheduling literature in problems with release dates.
Besides the Lmax objective function, the paper contains
results on problems with a Cmax objective function. It may
serve as a reasonable model in some cases, for instance
when minimizing operating hours, but in any case it is a
fundamental objective function.
This paper is organized as follows. Section 2 clariﬁes the
mathematical models and the notations. Sections 3 and 4
investigate the complexity of the problems with Lmax and
Cmax objectives, respectively, and contain worst case anal-
ysis of polynomial time approximation algorithms as well.
Section 5 discusses computational results on problems with
Lmax and Cmax objective functions. Section 6 contains a
discussion and directions for further research.
2. MODELING AND NOTATIONS
In this paper it is convenient to adopt the three-ﬁeld
scheduling notation  described in [6]. The problems
under investigation are related to 1pj  1Lmax, Cmax and
1pj  pLmax, Cmax. We shall extend the notation by
introducing a parameter for raw materials. We present two
additional scripts ddc and rm where the script ddc corre-
sponds to different dedicated raw material for each job, and
rm  m means we have m raw materials. The parameter
value rm denotes the case where raw materials are not
dedicated, and the number of raw materials is part of the
input. Throughout, we assume all numbers to be integral.
We will refer to the customer orders as jobs. Let J 
{1, . . . , n} be the set of jobs. Each job may have a due date
dj, j  J. Moreover, each job requires raw materials. In
general, let I  {1, . . . , m} be the set of raw materials. If
there is only one raw material, let aj be the amount of the
raw material required by job j  J. If there are several
different raw materials, aj may be viewed as a vector, where
ai,j, denotes the requirement of raw material i  I by job
j  J. We denote by ri,t the amount of raw material i
delivered at time t, and let Ri(t)  ¥0
t ri,. We omit the
index i in the case where is only one raw material. Through
the paper we assume that within a ﬁnite time horizon [0, T],





ai,j,  i  I. (1)
This requirement can be easily veriﬁed in O(mn  mT)
time and, by default, we assume that all algorithms in this
paper perform this veriﬁcation in the preprocessing phase.
In an arbitrary schedule S, we let sj denote the starting









p  	 1,
 t1  0 ,...,t2,  t2  0 ,...,T, (3)
where p is the common processing time of all jobs.
The ﬁrst inequality models that the raw materials con-
sumed until time t cannot exceed the amount delivered until
t. The second inequality models that in any period of length
t2  t1 on the single nonsharable machine at most (t2 
t1)/p  1 jobs with processing time p can be started. In the
remainder we say schedule S is feasible if and only if it
satisﬁes inequalities (2) and (3).
The completion time Cj of job j is deﬁned as Cj  sj 
p, and the lateness Lj of job j is deﬁned as Lj  Cj  dj.
Throughout the paper we assume that the jobs are ordered in
such a way that d1  d2  ... dn. Thus, jobs are in
nondecreasing order of their due dates. This order is known
as the Earliest Due Date (EDD) order. Further, in the case
where is only one raw material, i.e., rm  1, we assume
that if dj  dj1, then aj  aj1. In words, jobs having the
same due date are ordered in nondecreasing order of their
raw material requirement.
3. MINIMIZATION OF MAXIMUM LATENESS
This section deals with three problems, namely 1ddc,
 Lmax,1 rm  1, pj  1Lmax,1 rm, pj  pLmax. For
any moment in time t, we let J(t) be the set of jobs j for
which dj  t.
3.1. Dedicated Raw Materials (1ddc,  Lmax)
As already brieﬂy mentioned, problems in which each job
has its own dedicated raw materials, can be adequately
modeled by the well known concept of release dates. Hence,
1ddc,    problems are equivalent to 1rj,    problems
studied in the classical scheduling literature (see, e.g., [6]).
It is well known that the problem 1rjLmax is strongly
NP-Hard (see [12]). Polynomial time algorithms are known
for problems 1rj, prec, pj  pLmax and 1rj, prec,
pmtnLmax (see [14] and [2], respectively).
3.2. One Raw Material, Unit Processing Times






Let u1  u2  ... uq be the moments in time for
which rt  1, i.e., the time moments when a positive
amount of the single raw material is supplied. Since we
assume that the sum of the delivered quantities is exactly
sufﬁcient to complete all jobs, uq is the earliest moment in
time at which all required raw materials have arrived. Let
U  {u1, u2,...,uq}  {d1, d2,...,dn}. Thus, U is
the set of time moments at which either a (nonzero) quantity
of the raw material arrives, or some job has its due date.
Notice that for all u  U quantities R(u) and A(u) can be
straightforwardly computed in times O(T) and O(nT) re-
spectively.
THEOREM 1: 1rm  1, pj  1Lmax can be solved in
time O(n
2).
PROOF: Let us ﬁrst consider the case where all due dates
are distinct. Consider a schedule S where each job is sched-
uled such that it is completed at its due date: sj  dj  1.
It follows from the unit processing times and unique due
dates that there is sufﬁcient time to process all jobs in time
in S, and hence that inequality (3) is satisﬁed. Hence, the
feasibility of the schedule depends on the raw materials
availability, as modeled by inequality (2). Indeed, schedule
S is feasible if and only if R(t)  A(t), @0  t  dn. Once
R(U) and A(U) are computed, it can be easily checked in
time linear in q  n whether R(u)  A(u), @u  U, and
hence, whether a schedule with zero lateness exists.
To check whether a schedule with lateness L exists is
now also easily done. Simply add L to all due dates, and
check whether a zero lateness schedule exists. Hence, we
have derived that the EDD order minimizes the maximum
lateness in the case where all due dates are distinct. More-
over, the EDD order is optimal regardless of the A(t), 0 
t  T. Hence, whenever jobs have distinct due dates, the
optimal solution can be found in O(n log n) times, required
to sort them on EDD order.
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several jobs may share a common due date. In that case,
inequality (3) is not so easily satisﬁed. The following ob-
servations provide the solution to this issue.
OBSERVATION 2: Let l,1 l  n  1, be such that
dl  dl1, and hence al  al1. Let S and S be schedules
such that
sl 
 s l1, (5)
sl1 
 s l, (6)
sj 
 s j,  jl, l 	 1. (7)
Further, let sl1 	 sl. Then S is feasible if S is feasible.
By consequence, we may assume without loss of gener-
ality that in an optimal solution, the jobs with equal due
dates are in order of non decreasing raw materials require-
ments. This leads us to the following observation:
OBSERVATION 3: Let I be an instance of 1rm  1,
pj  1Lmax, where index l is any index such that dl 
dl1. Construct an instance I which results from setting
d l  dl  1, and copying all other parameters from I. Then
any solution that is optimal for I is optimal for I as well.
Moreover, I and I have the same optimal solution value.
From Observations 2 and 3, one easily veriﬁes the cor-
rectness of the following polynomial algorithm to convert
an arbitrary instance of 1rm  1, pj  1Lmax,t oa n
instance with the same solution value, where all jobs have
unique due dates:
1. Set j  n  1. While j 
 1 do:
2. If dj  dj1, set dj  dj  1, and reinsert job j
such that d1  d2  ... dn and jobs sharing a
common due date are indexed in nondecreasing
order of their raw material consumption.
3. If dj  dj1, set j : j  1.
A more efﬁcient implementation of the ﬁnal algorithm
would be the following backward scheduling rule where the
jobs become available at their due dates: At any time sched-
ule an available job j with the largest raw material con-
sumption aj. This rule can be implemented in O(n log n)
(see [7]). 
In the analysis above, we already observed that, once the
due dates are distinct, the same EDD sequence of jobs is
optimal, regardless of the arrivals of raw materials. More-
over, since any instance can be transformed into an instance
with distinct due dates, it is possible to derive an optimal
order for every instance, which is optimal regardless of the
raw materials arrivals. This implies that the problem can be
solved to optimality once all jobs are known, even when the
r(t) are revealed online. In other words, it is 1-competitive.
3.3. Two Raw Materials, All Equal Processing Times
(1rm  2, pj  pLmax)
In this section we ﬁrst show that even 1rm  2, pj 
1Lmax is strongly NP-hard.
THEOREM 4: The problem 1rm  2, pj  1Lmax is
strongly NP-hard.
PROOF: Let us reduce the well known strongly NP-hard
problem 3-PARTITION, see [5], to 1rm  2, pj  1Lmax.
3-PARTITION: Given a set E of 3m elements, a bound
B  
, and size s(e)  
 for each e  E such that
B/4 	 s(e) 	 B/2 and ¥eE s(e)  mB, can E be
partitioned into m disjoint sets E1, E2,...,Em such that
for 1  k  m, ¥eEk s(e)  B?
Using E to refer to the set of jobs, we construct the
reduction as follows. Deﬁne J  E,
de  3m, a1,e  s(e), e E,
a2,e  B  s(e), e  E,
r1,t  B if t mod 3  0 and r1,t  0
otherwise,
r2,t  2B if t mod 3  0 and r2,t  0
otherwise.
We claim that E can be partitioned as required if and only
if there is a schedule for the constructed instance of 1rm 
2, pj  1Lmax with zero lateness.
First, assume that in the constructed instance of 1rm 
2, pj  1Lmax there is a schedule with zero lateness. Since
there are 3m jobs of length 1, and the due date of each of the
jobs equals 3m, this implies that at each time unit we
process one job. Let Ek consist three jobs ek,1, ek,2, and
ek,3, which are scheduled at time units 3(k  1), 3k  2,
and 3k  1 where 1  k  m. Consider the ﬁrst triple E1.
By deﬁnition of a and the limited availability of the ﬁrst raw
material we have ¥eE1 s(e)  ¥eE1 a1,e  B. Similarly
it follows from the limited availability of the second raw
materials that 3B  ¥eE1 s(e)  ¥eE1 (B  s(e)) 
¥eE1 a2,e  2B. Therefore, ¥eE1 s(e)  B, and imme-
diately ¥eE1 s(e)  B. Continuing this argument for
E2,..., El, we observe that E1, E2,..., Em is the re-
quired partition.
Now, assume that the partition exists. Clearly, scheduling
triples E1, E2,...,Em one-by-one without idle times we
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lateness. 
This proof can be easily adapted so as to apply to a Cmax
objective function, instead of Lmax. This problem with Cmax
objective function is addressed in subsection 4.2.
The remainder of this section is devoted to worst case
analysis of approximation algorithms for 1rm  2, pj 
pLmax. All the approximation algorithms under consider-
ation will be based on the Earliest Due Date order. We say
a schedule is active if, given the sequence in which the jobs
are scheduled, the jobs are scheduled as early as possible,
i.e., there is no unnecessary idle times. We call an approx-
imation algorithm active if the algorithm outputs only active
schedules. It is usual in approximation results for Lmax to
assume that all due dates are negative. This implies that any
solution has a positive objective function value. We adopt
this convention as well. As in the case of a single raw
material, we let u1  u2  ... uq be the moments in
time at which a positive amount of raw material is supplied.
Since we assume that the sum of the delivered quantities is
exactly sufﬁcient to complete all jobs, uq is the earliest
moment in time at which all required raw materials have
arrived.
THEOREM 5: Any active approximation algorithm has a
worst case ratio of at most 3.
PROOF: Consider the following three bounds on the
maximum lateness:
1. Lmax  p  d1, the minimum lateness of the ﬁrst
job.
2. Lmax  uq  p, the earliest time moment at which
the last job can be completed since all required raw
materials are supplied.
3. Lmax  np, the earliest time moment by which all
jobs can be processed.
Now, take an arbitrary active approximation algorithm
and an arbitrary instance and consider the sequence in
which the jobs are scheduled in the solution provided by the
algorithm. At time uq all required raw materials have ar-
rived and hence an active schedule has to schedule the
unﬁnished jobs without further delay. This takes no more
than np time. Hence, the makespan of this schedule is at
most uq  np, and therefore, its lateness, is at most uq 
np  d1.
But then uq  np  d1  3 max{uq  p, np, p 
d1}  3Lmax as required. 
Consider the following EDD-based algorithms:
1. Strict EDD: Schedule the jobs in EDD order.
2. Lazy EDD: Wait until all raw materials have ar-
rived, and schedule them in EDD order.
3. Early EDD: Starting at time moment t  0, con-
sider the set of jobs for which the required raw
materials have arrived, and select from this set the
one with earliest due date, set t 3 t  1 and
continue.
4. First Fit EDD: Take the jobs in EDD order, and
schedule the ﬁrst one from the list at the earliest
moment in time at which all required raw materials
have arrived. Delete this job, and the latest possible
supplied raw materials that it consumes from the
instance and repeat. (The First Fit EDD algorithm
was proposed to us by Thomas Erlebach).
The reader may note that the ﬁrst three algorithms do not
require any insight into future arrivals of raw materials
supply. They are online algorithms in the sense that the
scheduling decision regarding time t can be taken at time t,
assuming all jobs are known, but without information re-
garding r(s), s 
 t.
THEOREM 6: All four of the EDD based algorithms
have a worst case ratio of 2.
PROOF: First of all consider the special strategy of Lazy
EDD. It waits until uq, the time moment at which all raw
materials have arrived, and then schedules them without
further idle time in EDD order. When compared to the other
three EDD algorithms, we notice the following. Any of the
other three algorithms may schedule some jobs before time
uq. Let W be the set of jobs scheduled before uq. All jobs
in JW which have not been scheduled by uq will be
scheduled without further idle time in EDD order. But this
implies that all jobs are scheduled no later than in the
schedule constructed by Lazy EDD. Hence, if we prove that
Lazy EDD has a worst case ratio of at most 2, this upper
bound also applies to the other three algorithms. In fact, it
applies to any algorithm that schedules the jobs not sched-
uled before uq actively in EDD order.
Consider the relaxation of the problem in which the raw
material availability is disregarded. For this relaxation the
solution in which all jobs are scheduled without delay
starting from time 0 in EDD order is optimal. Let l be the
job maximizing lp  dl. Then, the value of the optimal
solution of this problem equals lp  dl. Hence, lp  dl is
a lower bound on the optimal solution value of the original
problem as well. The solution provided by Lazy EDD
schedules the jobs in the same EDD order. However, the
ﬁrst job is not scheduled at time 0 but rather at time uq.
Hence, the maximum lateness of Lazy EDD equals uq 
lp  dl. Since uq is a lower bound on Lmax, we deduce that
uq 	 lp  dl  2 maxuq, lp  dl  2Lmax. (8)
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bound of 2 can be attained by all 4 EDD algorithms. This
can be arranged using the following worst case instance:
1. All jobs have unit processing times.
2. There is one raw material: n  1 units arrive at time
0, n  1 units arrive at time n  1.
3. Job 1: d1  2, a1  n  1.
4. Job j  J{1} : dj  1, aj  1.
It can be easily veriﬁed that each of the EDD algorithms
will start by processing job 1 at time 0. Since this job
consumes all available raw material, the next job can only
be scheduled when the next replenishment of raw materials
arrives, at time n  1. From there on, all remaining jobs can
be processed without further delay, resulting in a lateness of
2n. In the optimal solution, one simply schedules ﬁrst all
jobs 2, 3, . . . , n  1 consecutively starting from time
zero, and then job 1, resulting in a lateness of n  2. Hence
the worst case ratio of each of the algorithms is 2n/(n  2)
which approaches 2 when n tends to inﬁnity. 
4. MAKESPAN MINIMIZATION
4.1. Dedicated Raw Materials (1ddcCmax)
Consider the problem 1ddcCmax. Here again, the mo-
ments of supply of the dedicated raw materials for each of
the jobs can be modeled by release dates. Clearly, for the
problem 1ddcCmax the following trivial algorithm pro-
vides an optimal solution: Schedule the jobs in order of
nondecreasing release dates. Notice that this algorithm not
only works for the case of all equal processing times, but for
arbitrary processing times.
4.2. One Raw Material (1rm  1Cmax)
For the problem 1rm  1, pj  pCmax we introduce the
following simple algorithm A: Schedule the jobs in nonde-
creasing order of raw material consumption aj (breaking ties
arbitrarily).
PROPOSITION 7: The solution obtained by algorithm 
is an optimal solution for 1rm  1, pj  pCmax.
PROOF: Here we use a standard interchanging argument.
Assume that there is an optimal solution where a job i is an
immediate successor of a job j and ai  aj.I fai  aj, then
interchanging the two jobs preserves feasibility with respect
to inequalities (2) and (3). Therefore, it preserves the fea-
sibility of the solution. Since all jobs have the same pro-
cessing times, the interchange of jobs does not change the
makespan. Repetitively applying the interchange argument,
we obtain an optimal solution in which all jobs are sched-
uled in order of nondecreasing aj. 
Now, we show that the extension of the problem to the
case with arbitrary processing times is difﬁcult.
THEOREM 8: The problem 1rm  1Cmax is strongly
NP-hard.
PROOF: Let us reduce the well-known (see, e.g., [5])
strongly NP-complete problem 3-PARTITION to 1rm 




ae  s(e), e  E,
pe  s(e), e  E,
rt  B if t mod B  0 and rt  0
otherwise.
We claim there is a required partition of set E if and only
if there is a schedule for the constructed instance of 1rm 
1Cmax with makespan Cmax  mB.
Assume that in the constructed instance of 1rm 
1Cmax there is a schedule of length mB. Since the total
workload of all jobs from E is mB and the schedule length
is also mB we conclude that in the schedule there are no idle
times. Consider the interval [0, B]. Since B/4 	 s(e) 	
B/2 for any e  E and in the schedule there are no idle
times, exactly three jobs E1  {e1,1, e1,2, e1,3} with total
workload ¥eE1 pe  ¥eE1 s(e)  B are scheduled in the
interval [0, B]. By deﬁnition of raw material consumptions,
the feasibility of the schedule and inequality (3), we deduce
that ¥eE1 ae  ¥eE1 s(e)  B. Thus, ¥eE1 s(e)  B.
Applying the same arguments to intervals [B,2 B], [2B,
3B] ,...,[ ( m  1)B, mB] we ﬁnd that E1, E2,...,Em
is the required partition.
If there is a partition then it is trivial to construct a
feasible schedule of length Cmax  mB: just schedule ﬁrst
all the jobs from E1, then schedule all the jobs from E2, and
so on. Since at a time 3t there is enough raw material to
schedule any triple Ek,1 k  m and the total workload
on triple Ek is B, we get a feasible schedule without idle
times. It implies that the makespan Cmax  mB. 
We conclude this subsection by mentioning one more
polynomially solvable case of 1rm  1Cmax. Namely,
consider the problem with regular unit supply of raw ma-
terial; i.e., at each time moment one additional unit of raw
material becomes available.
Let us reduce the problem to the polynomially solvable
ﬂow shop problem F2Cmax. For every instance 1rm 
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struct a corresponding instance of F2Cmax. The job set J
will be unchanged, and every job j  J of the single
machine problem will appear in the ﬂow shop instance as
follows. Its ﬁrst operation O1,j corresponds to the collecting
of the required raw materials. Hence, this operation takes
time p1,j  aj. The second operation O2,j corresponds to
the processing of job j on the machine, and hence takes time
pj. Clearly, the constructed ﬂow shop correctly models the
problem 1rm  1Cmax with regular unit supply of raw
material. Therefore, by Johnson’s algorithm [8] an optimal
solution for F2Cmax can be obtained in time O(n log n),
and we claim the following proposition.
PROPOSITION 9: 1rm  1Cmax with regular unit
supply of raw material can be solved in time O(n log n)
where n is the number of jobs.
4.3. Multiple Raw Materials (1rmCmax)
Theorem 4 can be easily adjusted to demonstrate that
1rm  2, pj  1Cmax is already strongly NP-hard. Hence,
assuming P  NP, we cannot expect to ﬁnd an exact
polynomial time algorithm solving the problem to optimal-
ity. This section describes a straightforward approximation
algorithm for 1rmCmax, with worst case ratio of 2.
Consider the following simple algorithm 1. Starting
from time moment uq, the earliest moment in time at which
all required raw materials have arrived, algorithm 1 ac-
tively schedules the jobs simply one-by-one in random
order. Let Cmax(1) be the makespan of the solution ob-
tained by this algorithm and C* max be the optimal makespan.
(Notice that Lazy EDD is a special case of 1.) Then we
have the following theorem.
THEOREM 10: Cmax(1)/C* max  2 and the ratio of 2 is
tight.
PROOF: Recalling that at time uq the last required de-
livery of raw materials takes place, we derive that C* max 
uq  minjJ pj. Further, C* max  ¥jJ pj. Since after time
moment uq the algorithm 1 schedules all jobs without idle
times we have Cmax(1)  uq  ¥jJ pj  2C* max.
It remains to show that the ratio of 2 is tight. Consider the
case where we have only two jobs. Let the ﬁrst job have
processing time b and not require any raw material. The
second job has unit processing time and requires one unit of
raw material, which becomes available at time moment b.
For this instance C* max  b  1 and Cmax(1)  2b  1
which yields limb3 Cmax(1)/C* max  limb3 (2b 
1)/(b  1)  2. 
Now consider the algorithm 2 (an extension of 1),
which solves the problem with one raw material to optimal-
ity. 2 ﬁrst orders the jobs in nondecreasing order of the
sum of their raw material requirements. At any point in time
it selects from this list the job with smallest index for which
sufﬁcient raw materials are available. It is not hard to verify
that for any instance the makespan of the solution given by
2 cannot exceed the makespan of the solution given by
1. The following instance shows that 2 has a worst case
ratio of two nevertheless.
There are n jobs and two raw materials. Job 1 requires
n  1 units of raw material 1 and 0 units of raw material 2.
Jobs j, j  2 ,...,n requires 1 unit of raw material 1, and
n  j  3 units of raw material 2. Notice that the index
order yields the job list to be sorted in order of total raw
material consumption. The raw material arrivals are as
follows: At time 0, n  1 units of raw material 1 arrive, and
at time n  1, another n  1 units of raw material 1 arrive.
At time t, t  1 ,..., n  2, n  t  3 units of raw
material 2 arrive. It is not hard to verify that the solution in
which job j, j  2 ,...,n is scheduled at time j  1, and
job 1 is scheduled at time n is feasible, yielding a makespan
of n  1. On the other hand, 2 schedules job 1 at t  0,
and therefore cannot schedule any of the other jobs until t 
n  1, when the next quantity of raw material 1 arrives. It
subsequently schedules jobs j  2 ,...,n at j  n  i 
3, yielding a makespan of 2n  3. Letting n approach
inﬁnity, a worst case ratio of two follows. Hence we have
arrived at the following theorem.
THEOREM 11: Cmax(2)/C* max  2 and the ratio of 2 is
tight.
5. COMPUTATIONAL RESULTS
In this section we brieﬂy report on computational
results on the approximation algorithms for 1rmCmax
and for 1rmLmax. We have tested the algorithms in this
paper on moderately sized instances for which we have
been able to compute optimal solution values using ILOG
CPLEX MIP Solver. For both problems we have gener-
ated two types of instances. First, a set of “random”
instances, and second, a set of harder, “structured,” in-
stances, which were generated along the lines of the
reduction of the hardness proof. Details of the computa-
tional study are available online [15].
We now ﬁrst discuss the computational experiments for
1rmCmax. We have varied the number of jobs, from 10 to
30, raw materials, from 2 to 10, the maximum amount of a
raw material required per job (maximum 40), and the max-
imum quantity of a raw material that arrives per time
moment (maximum 40). For several choices of values for
these quadruples, we have generated a number of otherwise
random instances, altogether 140. 2 performs remarkably
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of 140 instances. Apparently, they are not very hard to
solve.
A second set of instances for 1rmCmax is created along
the lines of the reduction in the completeness proof. We
generated 3-partition instances, and derived instances for
1rmCmax from them, using the transformation of the com-
pleteness proof. The thus created instances are typically
much harder to solve. 2 found the optimal solution on 6
out of 26 instances. However, it is not hard to ﬁnd solutions
which are close to optimal, and indeed 2 was always very
close to optimal.
For 1rmLmax we have created instances along similar
lines as explained above for 1rmCmax. We did not do any
experiments with Lazy EDD since it is a rather artiﬁcial
algorithm, whose solutions are inferior to the others. On the
random instances, First Fit EDD outperformed Strict EDD
and Lazy EDD by a wide margin. In fact, it solved most of
them to optimality, whereas the others did not. In addition,
Strict EDD outperforms Early EDD on the random in-
stances. In fact, the behavior of Early EDD is quite poor.
Early EDD however performs slightly better than the other
two on the hard instances which are constructed again using
three partition instances.
6. CONCLUSIONS AND DISCUSSION
This paper opens up the area of scheduling problems with
raw materials requirements, by analyzing several basic
problems in this ﬁeld. Raw materials requirements general-
ize the concept of release dates. However, our main moti-
vation for studying scheduling problems with raw materials
requirements is their increasing importance in Assemble To
Order environments which are the dominant environment in
today’s leading industries.
Sections 3 and 4 show that several of the basic problems
can be solved in polynomial time, and some online versions
can even be solved to optimality, but the problems in which
there are multiple shared raw materials are hard. How-
ever, the paper gives approximation algorithms with con-
stant worst case ratios and together with the computa-
tional results of Section 5, they indicate that fast approx-
imate solution methods that give satisfactory solutions
for practical settings exist. The exact approximability
status of the problems is however open. This is certainly
worth further exploration. Likewise, the computational
results indicate that exact solutions for small to moderate
instances can be found using ILOG CPLEX, but improv-
ing exact solution methods is another area worthy of
further research.
The basic single machine setting with unit or all equal
processing times captures most of the essentials of an as-
sembly line, but is not general enough to cover all practical
applications. Hence, models with arbitrary processing times
can be studied more extensively, as is the case for problems
with more than one machine. Further, in our analysis we
have restricted the problem to model the assembly stage of
a supply chain, and treat the customer orders as well as the
raw material supplies as ﬁxed. However, signiﬁcant im-
provement in supply chain performance can be reached
when scheduling of activities in consecutive stages is done
collaboratively. Hence ﬂow shop like models, where the
objective is to optimize some overall supply chain perfor-
mance measure are certainly important extensions of the
models presented in this paper.
A less ambitious variation on this supply chain objec-
tive, is to consider a case where customer orders and raw
material replenishment can be renegotiated, but at a cer-
tain cost. In this setting each customer order has a cost
associated with being late, as can be modeled by
weighted tardiness, and the raw material replenishment
have costs associated with being early. This captures the
process of avoiding being late in delivery through speed-
ing up the supply, as it is frequently done in practice. The
lateness minimization objective, or the completion time
minimization objective are not ﬁtting in this situation,
and hence models with different objective functions are
of interest as well.
Another important practical problem comes in sight then,
namely the problem of due date quoting. State of the art
ERP systems offer Available To Promise (ATP) and Capa-
ble To Promise (CTP) functionality. ATP refers to knowing
how much of the end item stock, whether already available
or known to become available, is not yet assigned to cus-
tomer orders, and therefore available to be promised to new
customers. CTP not only takes realized and planned pro-
duction, but additionally also currently unoccupied produc-
tion capacity into account. The question is then, how much
are we capable to promise, not only by fulﬁlling from stock
or planned production, but also by scheduling extra produc-
tion. Hence, CTP functionality requires solving scheduling
problems. One of these problems is the so-called due date
quoting problem. In the due date quoting problem, the due
date of a new customer order needs to be determined given
a current production schedule in which all jobs are delivered
on time. The question is to construct a new schedule which
completes the new job as early as possible, under the
restriction that all other jobs are still completed in time. This
earliest moment is the due date that can be quoted to the
new customer. This due date quoting problem pops up
frequently in practice, but the tools to answer it correctly are
lacking.
An extension of the due date quoting problem arises
when the proﬁt margins of the orders are known, as well as
the costs for being late and the cost of early supply. Then the
534 Naval Research Logistics, Vol. 52 (2005)problem of maximizing revenue for a given set of orders can
be solved, and the problem of accepting new orders, or
quoting due dates for them, can be stated in this same
ﬁnancial setting.
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