We consider the effect on tipping from an additive periodic forcing in a canonical model with a saddle node bifurcation and a slowly varying bifurcation parameter. Here tipping refers to the dramatic change in dynamical behavior characterized by a rapid transition away from a previously attracting state. In the absence of the periodic forcing, it is well-known that a slowly varying bifurcation parameter produces a delay in this transition, beyond the bifurcation point for the static case. Using a multiple scales analysis, we consider the effect of amplitude and frequency of the periodic forcing relative to the drifting rate of the slowly varying bifurcation parameter. We show that a high frequency oscillation drives an earlier tipping when the bifurcation parameter varies more slowly, with the advance of the tipping point proportional to the square of the ratio of amplitude to frequency. In the low frequency case the position of the tipping point is affected by the frequency, amplitude and phase of the low frequency oscillation. The results are based on an analysis of the local concavity of the trajectory, used for low frequencies both of the same order as the drifting rate of the bifurcation parameter and for low frequencies larger than the drifting rate. The tipping point location increases with the amplitude of the periodic forcing, with critical amplitudes where there are jumps in the location, yielding significant advances in the tipping point.
Introduction
Generally speaking, the term tipping point refers to an abrupt transition in dynamical behavior observed as the system moves to a qualitatively different state, due to small changes in one or more factors [1] . Tipping points have been observed in many different fields, including the start and end of ice-ages [2] , environmental regime shift [3] , synchronized behaviour of neural activity [4] , catastrophic collapse in ecology, and power systems [5] . As many of these transitions are often irreversible or difficult to reverse, it becomes important to develop analytical techniques for predicting the location of tipping points and understanding the key contributing factors to tipping.
A number of analyses indicate that tipping points can depend on the bifurcation structure of the system, external noise or forcing, or the drifting rate of parameters that vary in time [6] . Of course in applications, a combination of these factors may contribute to the system simultaneously. A significant number of studies have focused on systems that have a slowly varying parameter approaching a saddle-node bifurcation point, where the transition occurs for parameter values beyond that of the static bifurcation point, known as a delayed bifurcation. Earlier recognition of this phenomenon is discussed in the context of optics [7] and neuronal dynamics [8] , as well as general bifurcation theory [9] . The structure appears in many application, including models of global energy balance [10] , extent of Arctic sea ice [11, 12] , and population resilience [5] , to name a few. Focal points for prediction of tipping include statistical measures based on historical data that track the value of the slowly varying parameter where an abrupt transition occurs [13] . These types of measures have been compared with canonical models, illustrating that in the presence of noise tipping can occur well before the slowly varying parameter reaches the static bifurcation point of the model [14] . Whether the location of the tipping point is advanced, that is "early", or delayed relative to the static bifurcation point depends on the relationship between the drifting rate and the strength of the noise, as studied for different underlying bifurcation structures in [15, 16] . Predictive techniques using statistical measures and time series analyses have been developed to identify signatures of proximity to a tipping point or potential for early tipping, with examples in [3, 5, 13, 17] and additional references in [18] . However, those measures are not necessarily applicable if the tipping is driven by changes in the drifting rate or other factors, indicating that a better understanding of the role of different tipping mechanisms is necessary.
An additional factor appearing in many applications is periodic variation. Often reduced models, such as those for the extent of Arctic sea ice [11, 12] , are developed for analysis by averaging over oscillations with higher frequency, but a closer look at these types of models indicates different locations of the tipping points when the oscillations are included. Periodic variation can occur on different time scales, such as the seasonal variation considered in [11] or regular fluctuations on the time scale of decades [19] . To explore the effect of periodic forcing with either low or high frequency, we consider the canonical model for a saddle node bifurcation with slowly varying bifurcation parameter with additive periodic forcing. In this setting we explore how the location of the tipping point depends on the combined effect of frequency, amplitude, and the drifting rate at which bifurcation parameter approaches the static bifurcation point. We use the method of multiple scales and matched asymptotic expansions as in [20, 21] to analyze different relationships between the frequency of the oscillation and slow drifting rate, as well as the different ranges of the amplitude of the oscillation. Using asymptotic approximations appropriate to the scaling relationships, we obtain analytical expressions for the location of the tipping point in terms of these key parameters.
For a high-frequency forcing, there are two main contributions to the location of the tipping point relative to the static bifurcation point: a delay due to the slowly drifting bifurcation parameter, and an advance proportional to the square of the amplitude to frequency ratio of the oscillation. The shift due to high frequency periodic forcing is also compared with the case of white noise forcing. For low-frequency forcing, we find that the location of the tipping point is affected not only by the frequency, the amplitude, and the drifting rate, but also by the behavior of the trajectory as the oscillations cause it to approach zero. This effect can be related to the phase of the oscillations, given by an initial condition, and can lead to either delayed or advanced tipping. We see that unlike the high-frequency forcing, where the location of the tipping point varies smoothly with the other parameters, in the low frequency case there are discontinuities in the location of the tipping point as a function of, for example, the amplitude. For different relationships between the frequency and the drifting rate, we use a local analysis of the concavity of the trajectory of the system to find critical values of the amplitude where the tipping point location shifts dramatically.
In Section 2, we introduce the canonical model with an additive periodic forcing. We briefly review the results when there is no oscillatory term. In Section 3, we show that a high frequency oscillation changes the position of the bifurcation point for the case of a constant bifurcation parameter, and likewise triggers an early tipping when the drifting rate of the bifurcation parameter is slow enough. A brief comparison of the additive noise and the periodic forcing cases is also shown. In Section 4, we show that the position of the tipping point is affected by the frequency, amplitude and phase of the low frequency oscillation. For the case where the frequency of the oscillatory forcing is the same order of magnitude as the drifting rate of the bifurcation parameter we develop an analysis based on the local concavity of the trajectory to find the threshold of the amplitude at which there is an abrupt change of the position of the tipping point. Then we adapt this analysis to consider cases forced by a periodic oscillation with low frequency that is larger than the drifting rate of the bifurcation parameter. For consideration of the system with large amplitude, we study a rescaled model to which the analysis from the low or high frequency cases can be applied for certain parameter combinations. Throughout the paper we compare our analytical results to simulations of the model using a second order Runge-Kutta method.
The Model
We consider a canonical model with periodic forcing,
where a(t) denotes the slowly varying bifurcation parameter with the drifting rate 0 < µ ≪ 1, A is the amplitude of the oscillation (A > 0), and Ω represents the frequency. We assume a 0 , A are positive constants and x 0 = √ a 0 . The system (1) is generalized from the canonical model for a saddle node bifurcation when a(t) is a constant and A = 0 [22] . For any constant a > 0, there exist a stable equilibrium x + e = √ a and an unstable equilibrium x − e = − √ a. For a < 0, no equilibrium exists and the trajectory of (1) decreases exponentially for any initial condition x 0 . The bifurcation diagram is shown in Figure 1 .
For the system (1) without the periodic forcing term (A = 0), there is no equilibrium because a(t) is slowly varying. With initial conditions x 0 and a 0 > 0, the trajectory of the system is exponentially attracted to one specific solution which we call the slowly varying equilibrium solution, analyzed in [9] for A = 0 which we briefly summarize here. For a(t) > 0, the slowly varying equilibrium solution is close to x = √ a for a constant which we call the stable branch throughout this paper. As a(t) crosses zero, there is a transition from the slowly varying equilibrium solution to the rapidly decreasing behaviour. This transition occurs for the value a(t) below the static saddle node bifurcation point a = 0, and thus is called a delayed bifurcation (see [9] and references therein). When such an abrupt qualitative change occurs, it is often referred to as a tipping point regardless of the value of a(t). The method of matched asymptotic expansions is applied to find the approximation of the slowly varying equilibrium solution for A = 0 [9, 15] , using a slow time scale µt and solving for x(t) as a function of a(µt),
for a(µt) ∼ O(1). Notice that if a(µt) is O(µ 2/3 ), (2) breaks down. Then a local approximation is needed
where Ai denotes the Airy function. The asymptotic approximation of the slowly varying equilibrium solution of (1) with A = 0 is shown in Figure 1 , and compared with the static saddle node bifurcation diagram. The tipping happens near the singularity in the expression (3), which is the first zero of the Airy function,
The smaller that µ is, the slower a(t) varies, and the closer that the tipping point is to the static bifurcation point a = 0. The µ 2/3 law characterizes the delay of the jump transition and has been verified experimentally in various physical systems [23, 24, 25] . This scaling law reappears throughout the results in this paper. For A > 0 in (1), we explore the effect of the amplitude and frequency of the oscillation on the location of the tipping point, considering both high and low frequency in combination with the slow drift of the parameter a(t).
High Frequency Oscillation Ω ≫ 1
In order to see how the tipping location is influenced by high frequency periodic forcing, we first consider (1) with constant a (µ = 0) and determine the critical value of the bifurcation parameter where the bounded attracting solution loses stability. We identify the bifurcation point denoted a p , analogous to the saddle node bifurcation point in Section 2, using the methods of multiple scales and matched asymptotic expansions. This result shows that the periodic forcing shifts the location of the bifurcation point to a value of a > 0. We compare this effect with the shift in the location of tipping point for combined slowly varying a(t) and high frequency forcing. We obtain an expression for this shift in terms of the drifting rate µ of a(t), the frequency Ω, and the amplitude A. First we consider values of A smaller than Ω or of the same order of magnitude of Ω. For larger values of A, a different approach is needed, as shown in Section 3.3.
Constant Bifurcation Parameter
For µ = 0 (a(t) a constant) and A = 0, the solution of (1) oscillates periodically around √ a for a an O(1) constant but it exponentially decreases for parameter values below a bifurcation point a = a p . We locate a p , using the method of multiple scales [20] , based on both a fast time scale T = Ωt and the original O(1) time scale t, the slow time scale in this case. For x = x(T, t), (1) becomes
and the expansion
is substituted into (5), yielding
The leading order equation (7) indicates that x 0 = x 0 (t) so that x 0 depends only on the slow time variable t.
To find x j for j = 0, 1, 2, · · · , we use a solvability condition to eliminate secular terms in the solution of (8) that monotonously increase in the fast time variable T . The solvability condition is that the right hand side of (8) is orthogonal to the homogeneous solution of x jT = 0 [20] ,
Under the assumptions of the method of multiple scales, t and T are treated as independent variables. For j = 1,
By applying the solvability condition (9) on (10), we have
where v 1 (t) is a function that needs to be determined in the higher order analysis. The higher order corrections x j , j = 2, 3 are obtained in Appendix A, yielding the asymptotic approximation for the attracting solution of (1) for µ = 0, a a constant, as
Similarly, one can find the approximation of the solution for the case when x 0 = − √ a and show it to be unstable. For A = 0, (12) reduces to x = √ a with a saddle node bifurcation point at a = 0. For A > 0, (12) is valid when both A and a are O(1). For a = O(Ω −2 ), we substitute a = Ω −2 b and introduce the expansion (6) into (5) to find a p . In Appendix A, we find the leading order approximation of the attracting solution for a = O(Ω −2 )
For a a constant, (13) shows that there are no attracting solutions if a < a p = A 2 /(2Ω 2 ).
High Frequency Oscillation in a Slowly Varying System
For a(t) as in (1) with µ ≪ 1, we introduce a new parameter λ > 0 by writing Ω = µ −λ in (1). The parameter λ captures the relationship between frequency and drifting rate, which we relate to the tipping point below. Here we consider the case A = o(Ω) for Ω ≫ 1, and we consider larger values of A in Section 3.3. We again use the method of multiple scales, and find it is sufficient to use two scales, the fast time scale T = µ −λ t and the slow time scale τ = µt. In terms of these time scales, (1) becomes
Then we focus on only (14) in the following analysis, analogous to [9] without periodic forcing. By substituting the general expansion
into (14) and solving for each order by applying the solvability condition (9) (details shown in Appendix B), we get the asymptotic approximation of x for a(τ ) = O(1)
This result is similar to (2), with an oscillatory correction term µ λ [−Acos(T )] from the high-frequency oscillatory term in (1) . The asymptotic approximation (16) describes the attracting solution of (1) away from a = 0, but does not describe tipping. As a(t) approaches zero, specifically for a(t) ∼ O(µ 2/3 ), (16) breaks down. In order to determine the influence of the oscillations on the location of the tipping point compared to (4), a local analysis for a(t) ∼ O(µ 2/3 ) is needed. For the local analysis, we introduce a(t) = µ 2/3 α(s), the fast time variable T = µ −λ t and a new slow time variable s = µ 1/3 t and substitute into (1). The system (1) becomes
and we focus on the local equation (17) to determine the location of the tipping point, analogous to the analysis in [9] . Separate analyses for different values of λ suggest that it is useful to substitute x = −µ λ Acos(T ) + µ 1/3 y(T, s) in (17) , yielding the asymptotic result for
and substitute the expansion
into (18), yielding y 0 = y 0 (s), and
We apply the solvability condition (9) to (20) , yielding
The local approximation of the attracting solution for a = O(µ 2/3 ) is given by
, we substitute the expansion (15) into (17) and get the same approximation as (22) in the end. For λ ≤ 1 6 , the frequency is treated as O (1) and is not considered here.
Comparing (22) with (3), and recalling the relationship Ω = µ −λ , we find that the position of the tipping point is determined by a that satisfies Ai[(a −
Then the tipping point with high frequency forcing and slowly drifting bifurcation parameter is given by
for K given in (4) and a p giving the same shift due to the periodic forcing as observed for the bifurcation point in (13) for µ = 0. Recall that in this section we consider the case A = o(Ω), with larger values of A discussed below. Figure 2 shows the effect of the high-frequency oscillation in (1) on the location of the tipping point. For higher frequency the location is almost the same as the case with no oscillation but for lower frequency (smaller values of λ) there is earlier tipping. We also see that a slower oscillatory forcing in (1) results in a larger amplitude oscillation around the slowly varying equilibrium solution found without oscillatory forcing (2), consistent with the expression for the outer approximation (16) .
In [15, 14] , it was shown that earlier tipping can be triggered also by white noise, in the system obtained by replacing the periodic forcing in (1) with an additive white noise, specifically, dx = (a − x 2 ) dt + ǫdW (t) for W (t) a standard Brownian motion. Earlier tipping is shown to occur with significant probability for noise amplitude ǫ = O(µ 1/2 ) or larger. For the shifts in the tipping points shown in Figure 2 (RIGHT) resulting from noisy and periodic forcings, the amplitude of the oscillatory forcing (A = O (1)) is an order of magnitude larger than the noise coefficient (ǫ = o(1)) that generates a comparable advance of tipping. In the case of high frequency periodic forcing, it is the ratio of amplitude to frequency that plays a significant role in the location of the tipping point, rather than the magnitude of the amplitude alone.
The asymptotic approximation for the tipping point location a hf given in (23) is compared with numerical simulations in Figure 3 for different drifting rates µ and varying exponent λ for Ω = µ −λ . There we see the competition between the two components in a hf . For A = 1 and smaller values of µ, that is slower drifting rates, the location of the tipping point is dominated by a d corresponding to A = 0 (4). In those cases only for smaller values of λ, that is lower frequencies, is there a noticeable influence of the periodic term, as seen in Figure 3 (RIGHT). The advance of a hf due to the periodic forcing as captured by a p clearly increases with A. For example, the case A = 5 is shown in Figure 3 (LEFT), where there are larger advances associated with a p for decreasing λ as compared with negligible advances for A = 1 and smaller λ. As noted above, for smaller values of λ (near λ ≈ 1/3 or below), the frequency Ω of the oscillatory forcing is not necessarily large, depending on the value of µ. Then the expansion (15) is no longer a reasonable asymptotic approximation, and instead the behavior has some of the features discussed in Section 4 for low frequency forcing. As seen in Figure 3 , the asymptotic approximation is valid for a larger range of λ for smaller values of µ. The approximation a hf and (22) 
High Frequency Oscillation with Large Amplitude (A ≫ 1)
In Section 3.1 and 3.2, the asymptotic approximations (16) and (22) are not valid if A = O(Ω) or larger. However, for some larger values A and frequency Ω, we can rescale (1) to obtain a similar system forced by an oscillation with amplitude A = 1. In certain cases we can apply the approximations from either Section 3.2 or Section 4.1 to the rescaled system. Substituting x = √ Az and t = S/ √ A into (1), we get
where ω = Ω/ √ A, h = a A , and M = A −3/2 µ are the scaled frequency, bifurcation parameter, and drifting rate, respectively. In order to consider the case A ≫ 1, we assume A = Ω P with P ≥ 1. Then the relationship between ω and M is given by ω = M γ , with γ a function of λ and P
For 1 ≤ P < 4 3 ), the oscillatory forcing and the drifting bifurcation parameter both dominate the dynamics to leading order, so that the asymptotic approximation (16) dominated by the slowly drifting parameter a(t) is no longer valid.
For P > 2 and λ > 0, γ is positive which indicates that even though (1) has a high-frequency oscillatory forcing, in the normalized system (24) the relationship between ω and M corresponds to a low-frequency case, discussed in the next section. We note that γ is a monotone increasing function with respect to P with a horizontal asymptote at γ = 
Low Frequency Oscillation Ω ≪ 1
For the case of a low-frequency oscillation (Ω ≪ 1), we introduce a new parameter ν > 0 by writing Ω = µ ν , capturing the relationship between the frequency and the drifting rate. In the following we consider two different cases: ν ≥ 1 so that Ω = O(µ) or smaller, or Ω = µ ν with 0 < ν < 1.
Ω = O(µ) or smaller
Here it is convenient to write Ω = c · µ for c a positive constant and to rescale time as τ = µt as in [9] . Then we consider x as a function of a(τ ) = a 0 − τ in (1), to get
Substituting (26), we find the first two terms of the approximate solution as a function of a(τ )
where the positive sign corresponds to the solution that is attracting. Note that the oscillatory term appears in the leading order contribution in (27) , in contrast to the leading order approximation in the case of the high frequency oscillations (16) where there is no oscillatory term. Similar to (2), (27) breaks down for f (a) ∼ O(µ 2/3 ). As in the cases considered in previous sections, we expect a tipping point near a = a r , where f (a) > 0 for a > a r and f (a r ) = 0. A local analysis near a = a r is used to determine the location of the tipping point. In our analysis and simulations we take a 0 > a r for f (a r ) = 0 with |a 0 − a r | = O(1), ensuring that the system (1) attracts to the outer solution (27) prior to any tipping. Figure 4 shows numerical simulations of (1) for different values of A and fixed a 0 , illustrating important characteristics of tipping that are the basis for our analysis. The heavy black dots correspond to A = 0 (no modulations). For larger values of A, the trajectory x = x(a) exhibits larger oscillations before tipping on its approach to the static bifurcation point at a = 0. As could be expected, the value of a where the tipping occurs increases with A for a > 0. For amplitudes A where the trajectory crosses x = 0 for a(t) > 0, tipping can occur well before the static bifurcation point is reached. Abrupt shifts in tipping point location are observed for critical amplitudes denoted Before we investigate the solution near (a m , A m ) where f (a m ) = f ′ (a m ) = 0 (and near A c ), we first consider the case where tipping occurs close to a = a r where f (a r ) = 0 and f ′ (a r ) = O(1), as in case (V) in Figure 4 (LEFT). Near a = a r , specifically f (a) = O(µ 2/3 ), we substitute a − a r = µ 2/3 B and x = µ 1/3 X into (26), yielding
which has the solution for f ′ (a r ) = 0,
,
Similar to the analysis for (3) and (22), the location of the tipping point is determined by the singularity of (29) where Ai((C/µ 2 ) 1/3 (a − a r )) = 0, which is where a d is given in (4). We differentiate f (a r ) = 0 with respect to A, to obtain da r /dA = (CA) −1 a r , which indicates that the location of the tipping point increases (decreases) with increasing A for a r negative (positive), as shown in the Figures 4(LEFT) and 7(RIGHT).
Noting that (29) is obtained from (28) for f ′ (a r ) = 0, we propose a separate analysis for (a, A) close to (a m , A m ), which satisfy the conditions,
The behavior of f (a) near a m for A = A m is shown in Figure 5 (LEFT). 
to focus on the neighbourhood of a = a m and on amplitude values near A m . Substituting the local variables (33) in (31) and (32), and expanding sin(cµη) and 1 − cos(cµη) for µ ≪ 1, we obtain the leading order expression for the local concavity of ξ(η), From (34) we find that the leading order expression of ξ = x/µ that separates trajectories of different concavities is given by
Then for ξ > ξ c (ξ < ξ c ), near a = a m the trajectory is concave up (down). To determine the critical value A 1 (and thus A c ) for which the trajectories change concavity we compare (35) to the trajectory itself in terms of the local variables η, ξ, and A 1 . The local expression for the trajectory ξ is found by substituting (33) into (26) , and using the expansion ξ , then locally the trajectory has a slope greater than that of the concavity threshold and trajectories that are near or below (35) for a near a m cross into or continue in the concave down region, resulting in tipping as shown in Figure 6 (RIGHT). Then the critical value of A 1 for the change in concavity satisfies
where we have used (32) to eliminate a m and (33) to get A c . To arrive at (37), we assumed that for A < A c , the trajectory (36) is above the concavity threshold (35) in the local region (33). To verify this assumption, we compare the ξ-intercept of the concavity threshold (35), − 1 2am , to that of the trajectory, which to leading order is c 0 . Then c 0 is determined by matching the local expansion (36) with the outer expansion (27) , as shown in Appendix C,
The ξ-intercept of the trajectory, relative to −1/(2a m ) is obtained from the sign of C 1 +C 2 . As discussed in Appendix C, for
, which is consistent with our assumptions in the derivation of (37). Figure 6 illustrates the local behaviour by comparing the trajectory and the concavity threshold near a = a m .
The panels in Figure 7 illustrate the dependence of these results on the ratio c = Ω/µ, and compare the tipping point locations obtained by asymptotic approximations (30) and (37) and by numerical simulations. The variation of A m and A c with the parameter c is observed by comparing Figure 7 (LEFT) and Figure 5 (RIGHT), and noting the values of A c where there is a jump in the location of the tipping point in Figure 7 (RIGHT). There we see that these jumps occur near A = 9 and near A = 2 for the cases with c = 1 (blue and green lines), in contrast to the cases with c = .2 where 6 < A c < 7 (red and black lines). Figure 7 also shows good agreement between results for the location of the tipping point as a function of A obtained from simulations and from the asymptotic approximation for Ω ≪ 1.
For c much larger than 1, so that the low frequency is large compared with the drifting rate, µ ≪ Ω ≪ 1, the approximation (37) breaks down. Nevertheless, simulation results shown in Figure 8 (LEFT) for Ω relatively small illustrate phenomena similar to that shown in Figure 7 (RIGHT). For a given a 0 there are values A c at which there are abrupt changes in the location of the tipping point. As in the previous case of Ω = O(µ), tipping is related to a change of concavity in the trajectory near a local minimum of f (a) at a = a min . However, for larger values of Ω, f (a min ) < 0 may be O(1) for a min near the tipping point, in contrast to f (a m ) in Section 4.1 which vanishes as shown in Figure 5 . To approximate A c for Ω = µ ν , we first consider the outer approximation to (26) given by (27) with c = µ ν−1 . It is again valid only for f (a) > 0, breaking down as f (a) approaches 0. To estimate A c in this case, we must consider multiple local minima a min of f (a) for a given a 0 , satisfying
Since we are considering larger values of the frequency Ω, the values of a min are relatively close together and close to values where f (a) = 0. Then we can not use a local analysis near values of a where f (a) = 0, as was done near a r in (28), but instead restrict our analysis near a min for f ′ (a min ) = 0. Substituting a = a min + µη and x = µξ into x ′′ (a) using (26), (38), and (39), we get the local expressions for the trajectory and its concavity. Keeping the terms that dominate these expressions for µ ≪ 1 yields
As in Section 4.1, we look for the critical value of A = A c that corresponds to the value where the local slope of the trajectory is equal to that of the concavity threshold. The latter is obtained from setting ξ ′′ (η) = 0 in (41) yielding
Equating the coefficient of η from the righthand side of (42) with ξ ′ (η) in (40) gives the relation
Then, using (38)- (39) and (43), we can eliminate f (a min ) and obtain a system of equations for the pair (a min , A c ),
where k is a positive integer. Note that for fixed a 0 the system of equations (44)- (45) is valid for µ = o(Ω). It has more than one solution, that is, more than one pair (a min , A c ) at which is there is a change in concavity and thus a jump in the location of the tipping point as a function of A. Then for small µ or sufficiently large A c , cos (45), so that the jumps in the value of a min are dominated by 2kπµ/Ω for integers k, related to the multi-valued function cos −1 (·). 1) . While the latter case does not appear to be covered by the asymptotic analysis, we recall that in Section 3.3, we indicated that the case A > Ω 2 with Ω = µ −λ for λ > 0 can be studied as a low frequency case by rescaling (1) into the normalized system (24) . This rescaled system, with frequency ω < 1 and slow drift parameter M ≪ 1, can be analyzed using expressions analogous to (44) 
Summary and Future Work
In this paper we have analyzed the factors that determine the location of a tipping point in the canonical model for a saddle node bifurcation with bifurcation parameter a that varies at a slow rate µ ≪ 1 and forced by a periodic oscillation with amplitude A and frequency Ω. We see that the main contributions that determine the tipping point location are different for low and high frequency. In order to get analytical expressions to identify the key factors in the location of the tipping point, we apply the methods of multiple scales and matched asymptotic expansions to obtain analytical expressions for the combined effect of Ω, A, and µ. The cases of low and high frequency in the oscillatory forcing naturally require the consideration of different relationships between the time scales of the oscillation and the slow drifting rate. The size of the amplitude also plays an important role. For a high-frequency forcing, there are two competing contributions to the location of the tipping point relative to the static bifurcation point at a = 0. The first contribution is a delay due to the slow drifting rate µ of the bifurcation parameter a, well-known in a variety of studies without periodic forcing [7, 9] . The second contribution is an advance proportional to the square of the amplitude to frequency ratio of the oscillation, observed also in the case where the bifurcation parameter is constant (µ = 0). These contributions reflect that the trajectory in this case is approximated by the linear combination of the slowly varying equilibrium solution found for A = 0 in [9] and an additive contribution that takes the form of the oscillatory forcing with a scale factor. Near the tipping point, the trajectory can be expressed in terms of an Airy function on the slow time scale, with the oscillations averaged on this time scale shifting the singularity that corresponds to the tipping point. The resulting expressions for these contributions then give an expression for the location of the tipping point that varies continuously with the parameters. Whether the combined effect results in an advance or delay compared to a = 0 depends on the magnitude of µ 2/3 relative to A 2 /Ω 2 . In particular, we see noticeable advances of the tipping point for combinations of larger amplitudes with frequencies that are not very large.
Advances in the tipping point due to periodic forcing are even more apparent for lower frequencies. For Ω ≪ 1, the trajectory is dominated by a nonlinear combination of the slowly drifting bifurcation parameter and the oscillatory forcing, since they give contributions that are of the same order of magnitude. Then the location of the tipping point depends not only the amplitude, frequency, and drifting rate, but also on the phase of the oscillation. Tipping occurs near values of a where the trajectory is near x ∼ 0, where a local analysis reveals that the change of concavity for x ∼ 0 provides an analytical expression for the tipping point. This expression captures the discontinuous dependence of the tipping location on parameters such as the amplitude. These discontinuities follow directly from the fact that tipping occurs only for values of a where the trajectory is near zero: a slight change in parameters can change the approach to zero of the trajectory, postponing tipping to a later point at which the trajectory crosses zero. This shift in the tipping point is on the order of one period of the low frequency oscillation.
An analysis of large amplitude oscillatory forcing also suggests a rescaling of the system, which allows the asymptotic approximations to be extended to some cases where the frequency is not particularly large or small relative to the drift rate of the bifurcation parameter. In Figure 9 we compare results for low, high, and O(1) frequencies Ω, illustrating how the the location of the tipping point varies with the amplitude and frequency of the periodic forcing.
We have also compared the advance of the tipping point for high frequency forcing with the shift due to additive white noise forcing, where a significant advance of the tipping point occurs if the magnitude of the noisy forcing scales as the square root of the drift rate. In order to obtain a comparable shift with high frequency forcing alone, a much larger amplitude is required. In contrast, for low frequency forcing, it is possible to obtain a larger advance than in the case of high frequency forcing. Since white noise forcing includes both high and low frequencies, the conditions for advancing the tipping point as indicated in the analysis of low frequency forcing are captured in the noisy forcing.
There are a number of remaining questions about the influence of oscillatory and noisy forcing on a system with a slowly drifting bifurcation. Here and in [13, 15] the case of additive forcing has been considered, but in general the oscillatory and noisy forcing can be multiplicative or parametric, as can seen explicitly in the model considered in [11] without averaging over seasonal periodicity. In addition, the combination of noisy and oscillatory forcing should be of interest, as they appear together in applications. For example, for low frequency oscillations, we see that the location of the tipping point depends on the phase, and we would expect that the noise causes phase shifts. The question then remains when and if stochastic phase shifts, in combination with periodic forcing, play a significant role in the tipping location.
In addition to the saddle node bifurcation considered here, there are other types of bifurcations that are potentially sensitive to combinations of slowly drifting parameters and oscillatory and noisy forcings. These have been studied in other contexts, including different types of bifurcations [15, 16, 27] , although not necessarily from the point of view of considering competitive or combined effects of both oscillations and noise on transitions or bifurcations. A related area is the phenomenon of rate induced tipping, where exceeding a critical drift rate can result in early tipping [6] . The effect of noisy or oscillatory forcing on these types of transitions has not been analyzed.
The contributions at each order are O(Ω 0 ) :
O(Ω −1 ) :
O(Ω −3 ) :
Substituting (52) into (53), applying the solvability condition (9) , and solving the resulting equations, we have
x 1T = Asin(T ), ⇒ x 1 = −Acos(T ) + v 1 (t).
Substituting (57) into (54) and applying the solvability condition (9), we have
where d is constant and needs to be determined. Substituting (57) and (58) into (55) and applying the solvability condition (9), we have
which provides the equilibrium solution of x 2 . If b − A 2 2 < 0, x 2t is always negative and there is no attracting solution.
By substituting (56), (57), (58) and (59) into (6), we have the leading order approximation (13) in Section 3.1.
B The asymptotic approximation of the solution for 0 < µ ≪ 1 and Ω ≫ 1 in the outer region 
Applying the solvability condition (9) of (60) and solving the resulting equations yields
x 1T = Asin(T ), ⇒ x 1 = −Acos(T ) + v 1 (τ ).
The higher order contributions of (14) depend on the value of λ. The two cases are:
For λ > 1, O(µ 1+λ ) :
In either case, we substitute x 0 = √ a in (61) or (62) and apply the solvability condition (9), to get
Then the asymptotic approximation of the attracting solution is the result (16) 
