Abstract: In this paper, a method via sparse-sparse iteration for computing a sparse incomplete factorization of the inverse of a symmetric positive definite matrix is proposed. The resulting factorized sparse approximate inverse is used as a preconditioner for solving symmetric positive definite linear systems of equations by using the preconditioned conjugate gradient algorithm. Some numerical experiments on test matrices from the Harwell-Boeing collection for comparing the numerical performance of the presented method with one available well-known algorithm are also given.
Introduction
Consider the nonsingular linear system of equations
where the coefficient matrix A ∈ R n×n is large, sparse and x, b ∈ R n . It is wellknown that the rate of convergence of iterative methods such as Krylov subspace methods for solving (1) is strongly influenced by the spectral properties of A.
Hence, iterative methods usually involve a second matrix that transforms the coefficient matrix into one with a more favorable spectrum. The transformation matrix is called a preconditioner. If M is a nonsingular matrix that approximates the inverse of A (M ≈ A −1 ), then the transformed linear system
will have the same solution as system (1) , but the convergence rate of iterative methods applied to (2) may be higher. System (2) is preconditioned from the right, but left preconditioning is also possible, i.e., MAx = Mb. One can also define split-preconditioned systems. Let us assume that A has the LU factorization and
where L and U are the lower and upper triangular factors of A. This type of preconditioning is known as factorized approximate inverses and M U and M L are called approximate inverse factors of A. Here, the transformed linear system can be considered as follows
System (4) is called a split-preconditioned system. In this paper we focus our attention on the computation of sparse approximate inverse factors of a matrix. There are different ways to compute sparse approximate inverse factors of a matrix and each of them has its own advantages and disadvantages. In [5, 7] , the AINV method was proposed which is based on an algorithm which computes two sets of vectors {z i } n i=1 and {w i } n i=1 which are A-biconjugate, i.e., such that w T i Az j = 0 if and only if i = j. Although the construction phase for the original AINV algorithm is sequential, its application is highly parallel, since it consists of matrix-vector products. A fully parallel AINV algorithm can be achieved by means of graph partitioning (see [2, 4, 8] ). For symmetric positive definite (SPD) matrices, there exists a variant of the AINV method, denoted by SAINV (for Stabilized AINV), that is breakdown-free [3] . Another approach which was proposed by Kolotilina and Yeremin is the FSAI algorithm [11, 12] . They assume that A is SPD and then construct factorized sparse approximate inverse preconditioners which are also SPD. Each factor implicitly approximates the inverse of the lower triangular Cholesky factor of A. This method can be easily extended to the nonsymmetric case. The FSAI algorithm is inherently parallel but its main disadvantage is the need to prescribe the sparsity of approximate inverse factors in advance.
In this paper, we first propose an iterative method for solving SPD linear systems of equations, and then, by exploiting this method, we develop an algorithm for computing an incomplete factorization of the inverse of an SPD matrix. The resulting factorized sparse approximate inverse is used as an explicit preconditioner for the solution of Ax = b by the preconditioned conjugate gradient (PCG) method.
Throughout the paper z A stands for the A-norm of any vector z, i.e., z A = (Az, z) 1/2 . We will denote the largest and smallest eigenvalues of the matrix X by λ max (X) and λ min (X), respectively. This paper is organized as follows. In section 2, we introduce an approach for computing a sparse approximate solution of an SPD linear system of equations. Section 3 is devoted to computing an incomplete factorization of the inverse of an SPD matrix. Numerical experiments are given in section 4. Finally, we give some concluding remarks in section 5.
Sparse approximate solution of an SPD linear system of equations
In this section, we first present an approach, based on the projection method, for solving an SPD linear system of equations. Then we develop an algorithm for computing a sparse approximate solution of an SPD linear system of equations.
Let A = (a ij ) be an SPD matrix and let us consider a projection method with L = K = span{e i 1 , e i 2 , . . . , e im }, where e i j is the i j -th column of identity matrix and m is a small natural number. Given an initial guess x of the solution of (1) and the residual vector r = b − Ax, the new approximation takes the form
for some y ∈ R m , and
As known [15] , this kind of update minimizes
x + E y − x exact A over all y ∈ R m , where x exact is the exact solution of Ax = b. It is obvious that the matrix S = E T AE is an SPD matrix of dimension m. Defining J = {i 1 , i 2 , . . . , i m }, the matrix E T AE is the principal submatrix of A consisting of the rows and columns whose indices are in J . This new approach for solving an SPD linear system of equations can be stated as follows. 
4.
Solve (E T AE)y = E T r for y
5.
Compute x := x + Ey
6.
Compute r := r − AEy
EndDo
Step 6 of this algorithm can be written as
where a :,k is the k-th column of A and y = [y 1 , y 2 , . . . , y m ] T . The relation (7) shows that, for updating r, we need m sparse SAXPY operations (a SAXPY operation is defined as z := x + αy, where x and y are n-vectors and α is a scalar). The following theorem regarding the convergence rate of the Algorithm 1 can be stated. 
and
where (9) shows that Algorithm 1 converges for any initial guess.
Proof. We start by observing that d new = d − Ey, Ad = r, and
From (6) and using the Courant-Fisher min-max theorem [1, 15] , we have
From these observations the desired results immediately follow. Relation (9) establishes the convergence of the method, since k∈J r
This theorem not only shows the convergence of the algorithm but also the rate of the reduction in the square of the A-norm of the error (Eq. (8)). In fact, the indices i j , j = 1, . . . , m are chosen in such a way that the reduction in the square of the A-norm of the error is as large as possible. If A is a symmetric diagonally scaled matrix then k∈J a kk = m and in the Eqs. (8) and (9), k∈J a kk may be replaced by m. Now, by using Algorithm 1, we propose an algorithm to compute a sparse approximate solution of an SPD linear system of equations. In this algorithm no dropping strategy is needed and sparsity of the solution is preserved only by specifying the maximum number of its nonzero entries, lf il, in advance. In each iteration at most m (m ≪ n) entries are added to the current approximate solution. This algorithm can be stated as follows. Select the indices of m components with largest absolute value in the current residual vector r, i.e., J = {i 1 , i 2 , . . . , i m } ⊆ {1, 2, . . . , n} and set E := [e i 1 , e i 2 , . . . , e im ]
4.
5.
6.
EndDo
The vector x computed by Algorithm 2 has at most lf il nonzero entries. In practical implementations of Algorithm 2 the number m is usually chosen to be too small, for example m = 1, 2 or 3. Throughout this paper we take m = 2. The parameter eps is used for stopping the process when the residual norm is small enough. As can be seen, in Algorithm 2 no dropping strategy is used and in each step of the algorithm, according to Theorem 1, the A-norm of the error is reduced.
Approximate inverse factors of a matrix via sparse-sparse iterations
In this section, for computing a sparse factorized approximate inverse of an SPD matrix, we combine Algorithm 2 of section 2 with the AIB (Approximate Inverse via Bordering) algorithm proposed by Saad in [15] . We first give a brief description of the AIB algorithm for symmetric matrices.
In the AIB algorithm, the sequence of matrices
is made in which A n = A. If the inverse factor U k is available for A k , i.e.,
then the inverse factor U k+1 for A k+1 will be obtained by writing
in which
Relation (14) can be exploited if the system (13) is solved exactly. Otherwise we should use
instead of (14) , where r k = v k − A k z k . Starting from k = 1, this procedure suggests an algorithm for computing the inverse factors of A. If a sparse approximate solution of (13) is computed, then an approximate factorization of A −1 is obtained. To do this, we use Algorithm 2 of section 2. This scheme can be summarized as follows. Compute a sparse approximate solution to
by using Algorithm 2, and the residual
Form U k+1 and D k+1
6. EndDo. Proof. Let r k be the residual obtained in step 3 of the AIB algorithm, i.e.,
Hence, we have
. By a little computation one can see that
and is a positive real number (see Theorem 3.9 in [1] ). So, the scalar δ k+1 is positive, since A is an SPD matrix and r
Hence the AIB algorithm is well-defined for SPD matrices.
Numerical examples
All the numerical experiments presented in this section were computed in double precision using Fortran PowerStation version 4.0 on a Pentium 4 PC, with a 3.06 GHz CPU and 1.00GB of RAM.
For the first set of the numerical experiments, we used nine SPD matrices (BC-SSTK* and S*RMT3M*) from the Matrix-Market website [14] and three matrices (EX15, MSC04515 and KUU ) from Tim Davis's collection [10] . These matrices with their generic properties are given in Table 1 . For each matrix, the problem size n and the number of nonzero entries in the lower triangular part nnz are provided. In last two columns, the number of iterations (iters) and time required to solve the linear system using the conjugate gradient method without any scaling are given. The time was measured with the function etime() and given in seconds. The stopping criterion b − Ax i 2 b 2 < 10 −8 , was used and the initial guess was taken to be the zero vector. For all the examples, the right hand side of each system was taken such that the exact solution is a vector with random entries uniformly distributed in (0, 1). No significant differences were observed for other choices of the right hand side vector. The maximum number of iterations was 10000. In all the tables a dagger ( †) indicates no convergence of the iterative method. We compare the numerical results of the new preconditioner with that of the SAINV preconditioner. The AINV and the SAINV algorithms have been widely compared with other preconditioning techniques, showing that they are the most effective algorithms for computing a sparse incomplete factorization of the inverse of a matrix [2, 3, 5, 6, 7] . For the SAINV algorithm we used the SAINV code of the SPARSLAB software provided by Tuma 1 with drop tolerance τ = 0.1. This drop tolerance is very often the right one based on the numerical results reported in several papers. For Algorithm 2, we used the parameters eps = 0.01 and lf il = 10. We also used a parameter lf il such that the number of nonzero entries in the incomplete U factor divided by the number of nonzero entries in the upper triangular part of A, ρ, is approximately equal to or less than that of the SAINV preconditioner. The results of the split-preconditioned CG algorithm [15] in conjunction with the SAINV preconditioner and Algorithm 3 are given in Table 2 . This table reports the density (ρ), the number of split-preconditioned CG iterations for convergence (P-Its), the setup time for the preconditioner (Ptime), the time for the split-preconditioned iterations (It-time), and T-time which is equal to the sum of P-time and It-time. Numerical results presented in this table show that both algorithms are robust and the new method is better than the SAINV algorithm for 9 out of 12 problems, especially on the shell problems (S3RMT3M1 and S3RMT3M3). The results of this table also indicate that the parameters eps = 0.01 and lf il = 10 give good results. In Table 3 , the numerical results for matrices BCSSTK13 and BCSSTK27 with different values of lf il are given. This table shows the effect of an increase in lf il on the reduction of the number of the iterations for convergence. The results of this table also indicate that the choices eps = 0.01 and lf il = 10 lead to good results.
In [3] , the numerical results of the SAINV preconditioner in conjunction with some preliminary transformations operated on the coefficient matrix such as symmetric diagonal scaling, reordering with the multiple minimum degree (MMD) al- gorithm [13] and diagonally compensated reduction of positive off-diagonal entries (DCR), were given. The authors have concluded that the SAINV preconditioner in conjunction with symmetric diagonal scaling and reordering with MMD (J-MMD-SAINV) is often the best choice between the variants of the preconditioners used in [3] . In continuation, we use 14 out of 16 matrices used in [3] for the numerical experiments. Most of these matrices can be extracted from the Matrix Market website. The exceptions are NASA2910 and NASA4704 which can be downloaded from Tim Davis's collection, and the SMT matrix, which was provided by R. Kouhia of the Helsinki University of Technology 2 . In Table 4 , we give the numerical results of the new preconditioner in conjunction with symmetric diagonal scaling (J-N-M) and the J-MMD-SAINV preconditioner. Results of the J-MMD-SAINV preconditioner and the number of iterations of the conjugate gradient algorithm with Jacobi preconditioning (JCG-Its) were extracted from Table 7 and Table 1 in [3] , respectively. It is necessary to mention that the parameter lf il was chosen such that the parameter ρ of the new preconditioner is less than or approximately equal to that of the SAINV preconditioner. All assumptions and notations are as before. Table 4 shows that the new preconditioner is better than the J-MMD-SAINV preconditioner for 9 out of 14 matrices presented in this table.
The last section of numerical experiments is devoted to some large matrices Table 4 : Numerical results of the new method in conjunction with symmetric diagonal scaling and the J-MMD-SAINV preconditioner. extracted from Tim Davis's collection. Numerical results with different values of lf il and with eps = 0.01 are given in Table 5 . As can be seen, the new preconditioner in conjunction with symmetric diagonal scaling furnishes good results for large matrices. We end this section by giving the numerical results for the matrix APACHE2 extracted from Tim Davis's collection. This is a large matrix of dimension n = 715176 with nnz = 2776523 nonzero entries in the lower part. The conjugate gradient method in conjunction with symmetric diagonal scaling converges in 2482 iterations. The conjugate gradient method in conjunction with the new preconditioner and symmetric diagonal scaling with lf il = 5 (ρ = 0.98) and lf il = 10 (ρ = 1.52) converges in 839 and 575 iterations, respectively. Convergence history of these methods is displayed in Figure 1 .
Numerical results for the matrix APACHE2 and matrices in Table 5 (and previous tables) show that the new preconditioner reduces the number of iterations by about a factor of three. This is true for the J-MMD-SAINV preconditioner based upon a conclusion reported in ( [3] , page 1328).
Conclusion and future work
We have proposed an approach for computing a sparse incomplete factorization of the inverse of an SPD matrix. The resulting factorized sparse approximate inverse was used as a preconditioner for solving symmetric positive definite linear systems of equations by using the conjugate gradient algorithm. The new preconditioner does not need to specify the sparsity pattern of the inverse factor in advance. For preserving sparsity it is enough to specify two parameters eps and lf il. Numerical results show that eps = 0.01 and lf il = 10 usually give good results. Our numerical results also show that the proposed method in conjunction with the symmetric diagonal scaling is somewhat better than the J-MMD-SAINV preconditioner.
The new preconditioner is suitable for parallel computers. It can also be implemented for normal equations with a little revision.
Future work may focus on extending the proposed preconditioner to general matrices and studying the effect of different reordering techniques on the convergence rate.
