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Abstract
We give a manifestly invariant definition of the Lagrangian complex germ with the
minimal degree of accuracy required to define the canonical operator. The equivalence
with the traditional definition is proved, and the canonical operator is constructed in
new terms. A new form of the quantization condition is given, in which the volume
form is assumed to be defined on the universal covering of the Lagrangian manifold
rather than on the manifold itself. This allows one to solve a wider class of eigenvalue
problems.
0 Introduction
The complex WKB method, originally developed in [8, 9], is a method for constructing
asymptotic solutions to 1/h-(pseudo)differential equations. In the simplest case, it deals
with asymptotic expansions of the form
ψ(x, h) = exp
{ i
h
S(x)
}∑
hkϕk(x) +O(h
N), (0.1)
where S and ϕk are smooth functions and ImS > 0.
The following observation is of crucial importance:
ϕ(x) exp
{ i
h
S(x)
}
= O(hs)
whenever ϕ(x) = O((ImS)s), and ∂ ImS/∂x = O((ImS)1/2). Thus, expansions in powers
of ImS and ∂ ImS/∂x in the amplitude result in expansions in powers of h in (0.1), and
the Hamilton-Jacobi equation H(x, ∂S/∂x) = 0 makes sense and can be solved even for
nonanalytic Hamiltonians, since it can be understood as an asymptotic expansion in powers
of ∂(ImS)/∂x. It turns out that the minimum accuracy in specifying S(x) which still
allows one to obtain asymptotic expansions of solutions modulo O(hN) with arbitrary N is
O((ImS)3/2). Accordingly, the accuracy in specifying the associated Lagrangian manifold
L : {(x, p) | p = ∂S/∂x} is O(ImS). This minimum accuracy condition was followed in
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[9], but an unnecessary assumption was made, namely, that there is an underlying real
Lagrangian manifold invariant with respect to the real part of the Hamiltonian vector field.
For this reason the results of [9] apply mainly to the Cauchy problem and cannot be used
directly in solving general eigenvalue problems.
Various subsequent expositions of the complex germ theory (another name for the com-
plex WKB method) either fail to satisfy the minimum accuracy condition [6, 7, 12, 13, 14, 15],
or deal only with the special case of the complex germ over an isotropic manifold (ImS2 = 0
on some submanifold and ImS2 has a nondegenerate Hessian in the transversal direction)
[1, 2, 10, 22], or fail to provide an invariant geometric description [24, 25].
It was proposed in [5] to describe the Lagrangian manifold L by using the ideal generated
by pi− ∂S/∂xi, i = 1, . . . , n, in the spirit of algebraic geometry. However, the impact of the
damping factor exp{− ImS/h} on the geometry was not investigated in [5], and hence the
canonical operator cannot be constructed on the basis of these results.
Here we give a definition of Lagrangian asymptotic manifolds resembling that in [25] but
incorporating the minimum accuracy condition. We prove its equivalence to the traditional
definition and construct the canonical operator in these new terms. A new form of the
quantization condition is given, in which the volume form is assumed to be defined on the
universal covering of the Lagrangian manifold rather than on the manifold itself. This allows
one to solve a wider class of eigenvalue problems.
We also suggest a new approach of defining the dissipation in the canonical charts as the
minimum of a dissipation globally defined on the phase space. The canonical operator to
the accuracy of O(h∞) is defined in §5 with the help of the so-called V -objects , originally
introduced in the real case in [9] and closely related to the famous Atiyah group operators.
The first four sections have been written by V. P. Maslov and V. E. Nazaikinskii, and
the fifth section by V. P. Maslov and V. L. Dubnov.
1 Asymptotic manifolds
Throughout this section, M will be an n-dimensional differential real manifold. By C∞(M)
we denote the sheaf of germs of complex-valued C∞ functions on M . Unless otherwise spec-
ified, vector fields, differential forms, etc., are allowed to have complex-valued coefficients.
We are not too pedantic about the distinction between sections and elements of sheaves.
Occasionally, we may write something like f ∈ C∞(M) instead of the formally correct f ∈
Γ(U, C∞(M)). However, such liberties are generally harmless (since the sheaves we consider
are fine) and the set U is always obvious from the context.
1.1 Dissipations and dissipation ideals
Definition 1.1. A dissipation on M is a smooth nonnegative function D : M → R. Two
dissipations D1 and D2 are said to be equivalent , D1 ∼ D2, if locally (in the vicinity of any
point m0 ∈ M) we have
c1D1(m) 6 D2(m) 6 c2D2(m)
with some positive constants c1 and c2.
Definition 1.2. Let D be a dissipation onM . Consider the sheaf of ideals D ⊂ C∞(M) such
that for any m ∈ M the stalk Dm is the set of germs f ∈ C∞m (M) of functions f˜ satisfying
the estimate
|f˜ | 6 cD
2
with some constant c > 0. The sheaf D is called the dissipation ideal associated with D.
Obviously, a dissipation ideal depends only on the equivalence class of the corresponding
dissipation, rather than on the dissipation itself.
Let D be a dissipation ideal on M . The locus loc(D) (i.e., the set of common zeros of all
sections of D) will be denoted by Γ (or by ΓD if there is any risk of confusion). Equivalently,
Γ can be characterized as the support of the quotient sheaf C∞(M)/D. It is obvious that
Γ = {m ∈M | D(m) = 0}
for any dissipation D associated with D.
Given a dissipation ideal D ⊂ C∞(M), for any s > 0 we construct an ideal Ds as follows.
Let D be some dissipation associated with D. We define the stalk Dsm to be the set of germs
f ∈ C∞m (M) of functions f˜ satisfying the estimate
|f˜ | 6 cDs
for some constant c > 0. Obviously, Ds ⊃ Dk for s 6 k; furthermore, DsDk ⊂ Ds+k, but
the inclusion is strict in general, i.e., DsDk 6= Ds+k. Although the definition of Ds makes
sense for any s > 0, we mainly use the ideals Ds for s = N/2, where N is a positive integer.
The reason for introducing half-integer values of s in our considerations is clear from the
following lemma.
Lemma 1.3. Let D be a dissipation ideal on M . If f ∈ Ds for some s > 1/2 and if X is a
smooth vector field on M , then Xf ∈ Ds−1/2.
Proof. The statement of the lemma is equivalent to saying that∣∣∣∂|α|f(x)
∂xα
∣∣∣ 6 cα(D(x))s−|α|/2, |α| 6 2s,
whenever |f(x)| 6 c(D(x))s (here c and cα are constants). The proof of the latter statement
can be found in [24], pp. 20–23.
The following ideals are sometimes useful, as well as Ds. Set
◦
D
s
=
⋂
ε>0
Ds−ε, s > 0,
◦
D ≡
◦
D
1
.
Obviously, for any k, s > 0 with s > k, we have Ds ⊂
◦
D
s
⊂ Dk, and if X is a smooth vector
field on M , then X
◦
D
s
⊂
◦
D
s−1/2
for any s > 1/2. It can happen that not all vector fields
behave that badly. Very frequently we shall use vector fields for which the ideals
◦
D
s
are
invariant, that is, X
◦
D
s
⊂
◦
D
s
for any s.
Let D be a dissipation ideal on M , let D be some dissipation associated with D, and let
X be a smooth vector field on M .
Lemma 1.4. i) Suppose that XD ∈
◦
D. Then X
◦
D
s
⊂
◦
D
s
for any s > 0.
ii) The inclusion XD ∈ D (and even XD = 0) does not imply XDs ⊂ Ds in general.
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Needless to say, it is item ii) that prompts the introduction of the ideals
◦
D
s
. In many
cases (say, for linear complex germs [10], or, more generally, if the dissipation is real-analytic)
we have
◦
D
s
= Ds and thus can avoid all these complications.
Proof of Lemma 1.4. (i) It suffices to prove that for any positive integer r > 2 and any
s > 1/r we have
XDs ⊂ Ds−1/r. (1.1)
For r = 2, assertion (1.1) is valid, since it is just the statement of Lemma 1.3. Let us carry
out the induction step, that is, assume (1.1) and prove that then XDs ⊂ Ds−(1/r+1).
Let gt be the (possibly local) phase flow corresponding to the vector field X (we assume
that X is real; if this is not the case, we simply prove the lemma for ReX and ImX
separately). By Taylor’s formula, for sufficiently small t
D(gtD
1/(r+1)(m)(m)) = D(m) + tD1/(r+1)(m)(XD)(m)
+
r∑
k=2
tk
k!
Dk/(r+1)(m)Xk−1XD(m) +O(tr+1D(m)).
Let us estimate each term on the right-hand side in this equation. The first term (we omit the
argument m) is O(D), and the second term is O(D1/(r+1)D1−ε) = O(D) by the hypothesis
of the lemma. Next, we have Xk−1(XD) = O
(
D1−ε−(k−1)/r
)
by the inductive assumption
(note that 1 − (k − 1)/r > 0 for k 6 r and that ε is arbitrarily small); hence, each term in
the sum is
O
(
Dk/(r+1)+1−ε−(k−1)/r
)
= O
(
D1−ε+(r−k+1)/(r(r+1))
)
= O(D)
since k 6 r and ε is arbitrarily small. We conclude that D(gtD
1/(r+1)(m)(m)) = O(D(m)).
Now let f ∈ Ds. Again by Taylor’s formula,
f(gtD
1/(r+1)(m)(m)) =
N−1∑
k=0
tk
k!
Dk/(r+1)(m)(Xkf)(m) +O(D(m)N/(r+1)).
Let us take N to be the least positive integer such that N/(r+1) > s. By the preceding, the
left-hand side in the last equation is O(Ds(gtD
1/(r+1)(m)(m)) = O(Ds(m)), and we see that
N−1∑
k=0
tk
k!
Dk/(r+1)(m)(Xkf)(m) = O(Ds(m))
for any sufficiently small t. Let us consider the last equation for N distinct values t =
t1, . . . , t = tN . Since the Vandermonde determinant∣∣∣∣∣∣
1 t1 . . . t
N−1
1
. . . . . . . . . . . .
1 tN . . . t
N−1
N
∣∣∣∣∣∣
is nonzero, it follows that Dk/(r+1)Xkf = O(Ds); in particular, for k = 1, we obtain Xf =
O(Ds−1/(r+1)), as desired.
ii) Consider the following example:
M = R2 ∋ x = (x1, x2); D(x) = exp(−1/x22); X =
∂
∂x1
;
f(x) = D(x) sin(x1/x2) (D(x) = f(x) = 0 for x2 = 0).
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Then XD = 0 and f = O(D), but Xf = 1
x2
cos(x1/x2)D(x) 6= O(D). The lemma is
proved.
If X is a vector field satisfying the conclusion of Lemma 1.4 i), then we say that the
dissipation ideal is invariant with respect to X .
Definition 1.5. Let m0 ∈ Γ, and let U ⊂M be a neighborhood of m0. A smooth mapping
ϕ : U → M is called an almost-identity diffeomorphism if ϕ is a diffeomorphism of U onto
ϕ(U) and dist(ϕ(m), m) 6 c(D(m))1/2, m ∈ U , where D is some dissipation associated with
D, c > 0, and dist(·, ·) is the distance function induced by some Riemannian metric on M .
Remark. Note that ϕ(m) = m for any m ∈ Γ.
Lemma 1.6. Let ϕ be an almost-identity diffeomorphism near m0 ∈ Γ. Then ϕ−1is also an
almost-identity diffeomorphism, each of the ideals Ds is invariant by ϕ, i.e., ϕ∗(Ds) = Ds,
and if ψ is another almost-identity diffeomorphism near m0, then so is ϕ ◦ ψ.
Proof (see [11, 24]). We use local coordinates (x1, . . . , xn) on M near m0. By Hadamard’s
lemma,
D(ϕ(x)) = D(x) +
〈
∂D(x)
∂x
, ϕ(x)− x
〉
+ 〈ϕ(x)− x,B(x)(ϕ(x)− x)〉 ,
where B(x) is a smooth matrix function and 〈z, w〉 = z1w1+ · · ·+ znwn. By the assumption
of the lemma, ‖ϕ(x)− x‖ 6 cD(x)1/2, and by Lemma 1.3∣∣∣∂D(x)
∂x
∣∣∣ 6 c1D(x)1/2.
Substituting the last two estimates into (1.1) yields
D(ϕ(x)) 6 c2D(x).
To prove the reverse inequality, let us apply Hadamard’s lemma to the identity x =
ϕ(ϕ−1(x)). We obtain
x− ϕ(x) = A(x)(ϕ−1(x)− x), (1.2)
where A(x) is a smooth matrix function and A(x0) = (∂ϕ/∂x)(x0) (here x0 is the coordinate
image of m0), since ϕ(x0) = x0. Consequently, detA(x) 6= 0 for x close to x0, and we obtain
the estimate
‖ϕ−1(x)− x‖ 6 c3D(x)1/2
by multiplying both sides in (1.2) by A(x)−1. Hence, ϕ−1(x) is an almost-identity diffeomor-
phism, and the inequality
D(x) 6 c4D(ϕ(x))
follows from the above reasoning by symmetry.
The statement concerning the composition ϕ◦ψ is trivial, and so the lemma is proved.
In what follows we shall sometimes use the notion of “complex coordinates” on the
manifold M (cf. [11, 24]). Suppose that F1, . . . , Fn ∈ C∞(M), n = dimM , are smooth
complex-valued functions on M . We say that F1, . . . , Fn form a complex coordinate system
in a neighborhood of a point x0 ∈M if the differentials dF1, . . . , dFn are linearly independent
at x0. Then for any function f ∈ C∞(M) we have
df = a1 dF1 + · · ·+ an dFn
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near x0, where the functions a1, . . . , an ∈ C∞(M) are uniquely determined. They are referred
to as the partial derivatives of f with respect to F1, . . . , Fn and denoted by
aj =
∂f
∂Fj
, j = 1, . . . , n;
this coincides with the usual definition if F1 = x1, . . . , Fn = xn is a usual coordinate system
on M . The derivatives thus defined retain such familiar properties as
∂2f
∂Fj∂Fj
=
∂2f
∂Fj∂Fi
(this follows readily from the identity d2 = 0) and
∂f
∂Fj
=
n∑
k=1
∂f
∂Qk
∂Qk
∂Fj
for any coordinate system Q1, . . . , Qn (complex or real). One can often safely think of a
function f ∈ C∞(M) as f = f(F1, . . . , Fn), where F1, . . . , Fn are complex coordinates; if a
dissipation ideal D is given on M and there is a system of functions ∆F1, . . . ,∆Fn ∈ D1/2,
then the asymptotic substitution operator is defined
(σ
(N)
F→F+∆Ff)(x) ≃
N∑
|α|=0
(∆F )α
α!
∂αf
∂F α
, α = (α1, . . . , αn) ∈ Zn+.
This operator represents the Nth partial sum of the formal Taylor series for f(F1 +
∆F1, . . . , Fn +∆Fn) and possesses many elegant properties for which we refer the reader to
[11], [14], and [24]. Here we only note that
σ
(N+l)
F→F+∆F (f)− σ(N)F→F+∆F (f) = O(D(N+1)/2)
for l > 0 and that many of our formulas arise from the specialization of the asymptotic
substitution operator to N = 1 or N = 2.
1.2 Asymptotic submanifolds. Global definition
The only kind of asymptotic manifolds used in this paper are asymptotic submanifolds, and
so it is in this case that we give detailed definitions, lemmas, theorems, etc. However, it may
be instructive at least to sketch the intrinsic definitions.
Let M be an n-dimensional manifold, and let D be a dissipation ideal on M . Take some
s > 1. The sheaf
A = (C∞(M)/Ds)∣∣
ΓD
is a sheaf of local rings on Γ = ΓD. Thus, (Γ,A) is a ringed space, which will serve as a local
model in our definition. Namely, an s-asymptotic manifold of dimension n is a ringed space
(T ,B), where T is a Hausdorff locally compact space and B is a sheaf of local rings on T
such that for any point γ0 ∈ T there exist a neighborhood U(γ0) ∈ Γ, a dissipation ideal D
on Rn, and a mapping τ : U(γ0)→ Rn such that
(a) there is a neighborhood U ⊂ Rn of the set τ(U(γ0)) such that U ∩ ΓD = τ(U(γ0));
6
(b) τ is a homeomorphism of U(γ0) into U∩ΓD (the latter set is equipped with the topology
inherited from Rn);
(c) there is an isomorphism of sheaves B∣∣
U(γ0)
≃ γ−10 (C∞(M)/Ds).
Then the construction goes along standard lines, under various auxiliary assumptions (cf.
[24]). However, the approach adopted here is more straightforward; namely, we directly
proceed to asymptotic submanifolds.
Definition 1.7. Let s > 1. An s-asymptotic submanifold of codimension k in M is a pair
L = (D,J ), where D is a dissipation ideal on M and J ⊂ C∞(M) is an ideal such that
(i) Ds ⊂ J ⊂ D1/2; (1.3)
(ii) in a neighborhood of each point m0 ∈ Γ = ΓD the ideal J is generated by Ds and by
k functions f1, . . . , fk such that the differentials df1, . . . , dfk are linearly independent
at m0 (in this case we say that J is Ds-nondegenerate of rank k, and f1, . . . , fk are
referred to as generators modulo Ds or simply generators of J ).
Obviously, the number k in condition (ii) is independent of the choice of generators.
Indeed, if g1, . . . , gl is another system of generators, then
gj =
k∑
r=1
ajrfr + ϕj , j = 1, . . . , l,
where ajr are smooth functions and ϕj ∈ Ds. Since f1(m0) = · · · = fk(m0) = g1(m0) =
· · · = gl(m0) = 0 and dϕj(m0) = 0, it follows that
dgj(m0) =
k∑
r=1
ajr(m0) dfr(m0), j = 1, . . . , l,
and hence l 6 k (the differentials dgj are assumed to be linearly independent). By symmetry,
k 6 l, and so in fact k = l.
As usual, the dimension of L is defined by the formula dimL = dimM − k.
Example 1.8. Let L ⊂M be an ordinary submanifold of codimension k. Let us show that
it can be interpreted naturally as an s-asymptotic submanifold for any s.
We introduce a dissipation on M by setting
D(x) = (dist(x, L))2, (1.4)
where dist(· , ·) is the distance in some metric on M (the function (1.4) should be smooth;
the metric can always be chosen so as to satisfy this condition). Next, we set
J = JL = {f ∈ C∞(M) | f
∣∣
L
≡ 0};
that is, J is the defining ideal of L.
It is easy to verify that J = D1/2 and that condition (ii) of Definition 1.7 is also satisfied.
In what follows we chiefly use 1-asymptotic submanifolds and refer to them simply as
asymptotic submanifolds.
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1.3 Asymptotic submanifolds. Nonparametric local description
If L ⊂M is a k-codimensional submanifold that is diffeomorphically projected on the coor-
dinate plane (xk+1, . . . , xn) in a coordinate system (x1, . . . , xn) about a point m0 ∈ L, then
locally (in a neighborhood of m0), L can be described by equations of the form
x1 = g1(xk+1, . . . , xn), . . . , xk = gk(xk+1, . . . , xn), (1.5)
where g1, . . . , gk are smooth functions. Note that the defining ideal JL is generated by the
functions x1 − g1(xk+1, . . . , xn), . . . , xk − gk(xk+1, . . . , xn) in this case. A description similar
to (1.5) holds for asymptotic submanifolds. Let us study this description in detail. Since
our considerations are purely local, we can assume that M = Rn with the coordinates
x = (x′, x′′), where x′ = (x1, . . . , xk), x
′′ = (xk+1, . . . , xn).
We obtain a local description of an asymptotic submanifold by allowing the functions
g1, . . . , gk in (1.5) to take complex values. More precisely, let d(x
′′) be a dissipation on Rn−kx′′ ,
and let g1(x
′′), . . . , gk(x
′′) be smooth complex-valued functions such that
| Im gj(x′′)| 6 cd(x′′)1/2, j = 1, . . . , k. (1.6)
Set
D(x) = d(x′′) +
k∑
j=1
|xj − gj(x′′)|2 (1.7)
and let J ⊂ C∞(M) be the ideal generated by D and by the k functions x1−g1(x′′), . . . , xk−
gk(x
′′). Then the pair (D,J ) is an asymptotic submanifold in M , since all requirements in
Definition 1.7 are obviously satisfied.
Remark 1.9. If we replace d(x′′) by an equivalent dissipation d˜(x′′) and take smooth func-
tions g˜1(x
′′), . . . , g˜k(x
′′) such that
g˜j(x
′′)− gj(x′′) = O(d(x′′)), j = 1, . . . , k,
then the new data (d˜, g˜1, . . . , g˜k) define the same asymptotic submanifold (D,J ).
Let us now proceed to the inverse problem.
Theorem 1.10. 1.10 (Implicit Function Theorem for asymptotic submanifolds).
Let L = (D,J ) be an asymptotic k-codimensional submanifold in M , let x0 ∈ Γ, and suppose
that for some system of generators f1(x), . . . , fk(x) of the ideal J , the condition
det
∂(f1(x), . . . , fk(x))
∂(x1, . . . , xk)
6= 0 (1.8)
is satisfied at the point x0. Then
(a) the same condition is satisfied for any system of generators of J ;
(b) there exist a dissipation d(x′′) defined in a neighborhood of x′′0 and smooth functions
g1(x
′′), . . . , gk(x
′′) such that
D˜(x) = d(x′′) +
k∑
j=1
|xj − gj(x′′)|2
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is a dissipation associated with D,
| Im gj(x′′)| 6 cd(x′′)1/2, j = 1, . . . , k,
and J is generated by D and by the functions
x1 − g1(x′′), . . . , xk − gk(x′′)
in a neighborhood of x0;
(c) the dissipation d(x′′) is determined uniquely modulo the equivalence relation introduced
in Definition 1.1, and the functions gj(x
′′) are determined uniquely modulo O(d(x′′));
(d) any function Φ(x) ∈ C∞(M) can be represented in the following form in a neighborhood
of x0:
Φ(x) = ϕ(x′′) + η(x),
where η(x) ∈ J ; the function ϕ(x′′) is uniquely determined modulo O(d(x′′)).
Proof. (a) This assertion is obvious.
(b) Let D(x) be a dissipation associated with D in a neighborhood of x0. First, let us
prove that
det
∂2D
∂x′∂x′
(x0) 6= 0. (1.9)
To this end, consider the function F (x) = |f1(x)|2 + · · · + |fk(x)|2. This function has the
following properties:
0 6 F (x) 6 cD(x); F (x0) = D(x0) = 0;
∂2F
∂x′j∂x
′
l
(x0) =
k∑
r=1
(∂fr(x0)
∂xj
∂f r(x0)
∂xj
+
∂f r(x)
∂xj
∂fr(x0)
∂xl
)
(1.10)
(the bar denotes complex conjugation). It follows from the last equation in (1.10) that for
any ξ ∈ Rk we have (
ξ,
∂2F
∂x′∂x′
(x0)ξ
)
= 2
k∑
r=1
∣∣∣(∂fr
∂x′
(x0)ξ
)∣∣∣2 > c1|ξ|2 (1.11)
since the vectors (∂fr/∂x
′)(x0) form a basis in C
k. Furthermore, it follows from the first two
equations in (1.10) that
∂2D
∂x′∂x′
(x0) >
1
c
∂2F
∂x′∂x′
(x0).
By (1.11), the matrix (∂2F/∂x′∂x′)(x0) is positive definite, and so, a fortiori , is the matrix
(∂2D/∂x′∂x′)(x0). In particular, det(∂
2D/∂x′∂x′)(x0) 6= 0.
Let us now consider the equation
∂D
∂x′
(x′, x′′) = 0. (1.12)
We have (∂D/∂x′)(x′0, x
′′
0) = 0 and det(∂
2D/∂x′∂x′)(x′0, x
′′
0) 6= 0. By the implicit function
theorem, Eq. (1.12) has a unique smooth solution x′ = x′(x′′) in a neighborhood of x0, and
this solution is obviously the solution to the minimization problem
D(x′, x′′)→ min, x′′ is fixed, (x′, x′′) lies in a neighborhood of x0. (1.13)
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Set
d(x′′)
def
= D(x′(x′′), x′′). (1.14)
By construction, we have
d(x′′) 6 D(x′, x′′) (1.15)
in a neighborhood of x0, and moreover,
D(x) ∼ d(x′′) + (x′ − x′(x′′))2. (1.16)
Let us now find the functions gj(x
′′). The functions must satisfy the system
f(x) = C(x)(x′ − g(x′′)) + Φ(x), (1.17)
where C(x) is a smooth k × k matrix function,
f(x) = t(f1(x), . . . , fk(x)), g(x
′′) = t(g1(x
′′), . . . , gk(x
′′)),
and Φ(x) ∈ D. We seek g(x′′) in the form
g(x′′) = x′(x′′) + h(x′′), (1.18)
where h(x′′) = O(d(x′′)1/2) are new unknown functions. By Morse’s lemma, we have
f(x) = f(x′(x′′), x′′) +
∂f
∂x′
(x′(x′′), x′′)(x′ − x′(x′′))
+ 〈x′ − x′(x′′),Ψ(x)(x′ − x′(x′′))〉, (1.19)
where Ψ(x) is smooth. Substituting Eqs. (1.18) and (1.19) into Eq. (1.17) we obtain
f(x′(x′′), x′′) +
∂f
∂x′
(x′(x′′), x′′)(x′ − x′(x′′))
= C(x)(x′ − x′(x′′))− C(x)h(x′′) +O(D(x)). (1.20)
We can satisfy Eq. (1.20) by setting
C(x) =
∂f
∂x′
(x′(x′′), x′′) (1.21)
(in particular, C(x) is independent of x′) and
h(x′′) = −
[ ∂f
∂x′
(x′(x′′), x′′)
]−1
f(x′(x′′), x′′) (1.22)
(note that (∂f/∂x′)(x) is invertible near x0 by (1.8)). Since f(x
′(x′′), x′′) = O(d(x′′)1/2), the
same is true of h(x′′). The matrix C(x) is invertible, and it follows from (1.17) that x′−g(x′′)
is a system of generators of J . Finally,
|x′ − g(x′′)|2 6 |x′ − x′(x′′)|2 + |h(x′′)|2 6 CD(x);
in conjunction with (1.16), this implies that D(x) ∼ D˜(x).
(c) Let g˜1(x
′′), . . . , g˜k(x
′′) be functions such that x′1 − g˜1(x′′), . . . , x′k − g˜k(x′′) is a system
of generators of J . Then there exists a nondegenerate matrix E(x) such that
x′ − g(x′′) = E(x)(x′ − g˜(x′′)) +O(D). (1.23)
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Since
E(x) = E(x′(x′′), x′′) + L(x)(x′ − x′(x′′)),
we can assume that E(x) is independent of x′ in Eq. (1.23), i.e.,
x′ − g(x′′) = E(x′′)(x′ − g˜(x′′)) +O(D). (1.24)
By differentiating (1.24) with respect to x′, we obtain E(x′′) = I + O(D1/2), where I is the
identity matrix, so that
g(x′′)− g˜(x′′) = O(D(x)),
and, by minimizing with respect to x′, we obtain
g(x′′)− g˜(x′′) = O(d(x′′)). (1.25)
Let us prove that d(x′′) is unique modulo equivalence; to this end, we take some dissipa-
tion D associated with D and note that the conditions imposed in item (b) imply
c
(
d(x′′) +
k∑
j=1
|xj − Re gj(x′′)|2 +
k∑
j=1
| Im gi(x′′)|2
)
6 D(x)
6 C
(
d(x′′) +
k∑
j=1
|xj − Re gj(x′′)|2 +
k∑
j=1
| Im gj(x′′)|2
)
6 C1
(
d(x′′) +
k∑
j=1
|xj − Re gj(x′′)|2
)
,
where c, C, C1 are some positive constants, the last inequality being due to the fact that
Im gj(x
′′) = O(d(x′′)). Let us pass to the minimum over x′ in these inequalities and discard
the nonnegative terms under the summation signs on the left-hand side. We obtain
cd(x′′) 6 min
x′
D(x′, x′′) 6 C1d(x
′′),
which implies that any function d(x′′) satisfying the conditions of item (b) is equivalent to
minD(x′, x′′).
(d) Let Φ(x) ∈ C∞(M). In the preceding notation we have
Φ(x) ≡ Φ(x′, x′′) = Φ(x′(x′′), x′′) + (x′ − x′(x′′))Φx′(x′(x′′), x′′) +O(D)
= Φ(x′(x′′), x′′) + [(g(x′′)− x′(x′′)) + (x′ − g(x′′))]Φx′(x′(x′′), x′′) +O(D);
thus, the desired identity holds with
ϕ(x′′) = Φ(x′(x′′), x′′) + (g(x′′)− x′(x′′))Φx′(x′(x′′), x′′);
if some other function ϕ1(x
′′) satisfies the same identity, then ϕ(x′′)−ϕ1(x′′) ∈ J , and hence
ϕ(x′′)− ϕ1(x′′) =
k∑
j=1
aj(x
′, x′′)(xj − gj(x′′)) +O(D)
=
k∑
j=1
aj(x
′(x′′), x′′)(xj − gj(x′′)) +O(D).
Differentiating both sides with respect to x′ yields aj(x
′(x′′), x′′) = O(D1/2); hence, ϕ(x′′)−
ϕ1(x
′′) = O(D), and it remains to minimize the right-hand side over x′.
The theorem is thereby proved.
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A trivial analog of Theorem 1.10 holds for complex coordinates.
Theorem 1.10′. Let L = (D,J ) be an asymptotic submanifold of codimension k in M , and
let (F1, . . . , Fk, Fk+1, . . . , Fn) = (F
′, F ′′) be a complex coordinate system in a neighborhood of
a point x0 ∈ Γ. Suppose that
det
∂(f1, . . . , fk)
∂(F1, . . . , Fk)
(x0) 6= 0.
Then there exist functions Φ1, . . . ,Φk such that
(i) F1 − Φ1, . . . , Fk − Φk generate J ;
(ii) ∂Φi/∂Fj ∈ D, i, j = 1, . . . , k.
Condition (ii) states that the functions Φi “do not depend” on Fj, i, j = 1, . . . , k.
Proof. Assuming summation over repeated indices from 1 to k, we set
Φi = Fi −
( ∂f
∂F ′
)−1
is
fs +
1
2
flA
i
lsfs,
where
Ails =
( ∂f
∂F ′
)−1
rl
( ∂f
∂p′
)−1
im
( ∂f
∂F ′
)−1
ts
∂2fm
∂Fr∂Ft
;
then
∂Φi
∂Fs
=
1
2
〈
f,
∂Ai
∂Fs
f
〉
∈ D, i, s = 1, . . . , k,
and
F ′ − Φ =
( ∂f
∂F ′
)−1
f − 1
2
〈f, Af〉
is obviously a system of generators of J . The theorem is proved.
1.4 Asymptotic submanifolds. Parametric local description
There is still another way to describe asymptotic submanifolds, namely, by using equations
describing the “embedding” of this manifold in M . Let U ⊂ Rm be some domain, and let a
dissipation d(α), α ∈ U , be given on U . Suppose that we have a set of functions
X(α) = (X1(α), . . . , Xn(α)) (1.26)
defined on U such that the following conditions are satisfied:
i) rankC
(∂X1
∂α
, . . . ,
∂Xn
∂α
)
= m, (1.27)
ii) ImXi(α) = O(d(α)
1/2). (1.28)
In particular, we have m 6 n, and only the case m < n is of interest.
Let (x1, . . . , xn) be a coordinate system about some point m0 ∈ M . Then we can use the
vector function (1.26) to define an asymptotic submanifold in M near m0 as follows. Let
α0 ∈ Γd, and let x0 = X(α0) (note that x0 is necessary real). Set
D(x, α) = d(α) +
n∑
i=1
|xi −Xi(α)|2 (1.29)
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and consider the functions
ϕi(x, α) = xi −Xi(α), i = 1, . . . , n. (1.30)
The pair (D,J ), where D is the ideal corresponding to the dissipation (1.29) and J is the
ideal generated by D and the functions (1.30), is obviously an asymptotic submanifold in
M × U near (x0, α0). Let us construct the projection of this submanifold on M (this is
possible by virtue of condition (1.27), but the reader should be careful to keep in mind that
the construction is purely local).
We proceed as follows. By condition (1.27), we have
∂2D(x, α)
∂α∂α
∣∣∣∣∣
x=x0, α=α0
> 0 (1.31)
and hence the same is true in a neighborhood of (x0, α0). Furthermore, we have
∂D
∂α
(x0, α0) = 0, (1.32)
and by the implicit function theorem there exists a smooth vector function
α = α(x), α(x0) = α0, (1.33)
that satisfies Eq. (1.32) in a neighborhood of x0. Set
D˜(x) = D(x, α(x)). (1.34)
Obviously, D˜(x) 6 D(x, α) in a neighborhood of (x0, α0). Furthermore, set
J˜ = {f(x) | f(x)⊗ 1(α) ∈ J }. (1.35)
It is easy to see that the pair (D˜, J˜ ), where D˜ is the ideal generated by D˜ (1.34), is an
asymptotic submanifold in M .
1.5 Asymptotic mappings
Let L = (D,J ) be a k-codimensional asymptotic submanifold in M , and let f : M → N
be a diffeomorphism. Then the image L˜ = f(L) can be defined in a natural manner as
follows. We set D˜ = (f−1)∗D and J˜ = (f−1)∗J , where (f−1)∗ acts elementwise, that is,
(f−1)∗(A) = {(f−1)∗ϕ, ϕ ∈ A}. Then L˜ = (D˜, J˜ ). There is still another description of
f(L). In the Cartesian product M ×N consider the submanifold
graph f = {(x, y) ∈ M ×N | y = f(x)}.
The associated asymptotic submanifold (Df ,Jf) inM×N (cf. Example 1.8) can be described
locally as follows. Let (x1, . . . , xn) and (y1, . . . , yn) be local coordinate systems on M and
N , respectively, and let f be given by the functions
y1 = f1(x1, . . . , xn),
. . . . . . . . .
yn = fn(x1, . . . , xn)
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in the coordinates. Then Df corresponds to the dissipation Df (x, y) =
∑
(yj − fj(x))2 and
Jf is the ideal generated by y1 − f1(x), . . . , yn − fn(x). It is an easy exercise to verify that
if D is a dissipation corresponding to D, then D˜ is associated with the dissipation
D˜(y) = min
x
{D(x) +Df(x, y)}
and that J˜ can be described as
J˜ = {ϕ(x, y) ∈ J + Jf | ϕ is independent of x}.
Indeed, first of all, note that if D1(x, y) and D2(x, y) are equivalent dissipations on M ×N ,
then the dissipations d1(y) = minxD1(x, y) and d1(y) = minxD2(x, y) are also equivalent;
to observe this, it suffices to apply minx to the inequalities
cD1(x, y) 6 D2(x, y) 6 CD1(x, y).
Thus, in the definition of D˜(y) we can safely replace D(x) +Df(x, y) by
D(x, y) = D(x) +
1
2
∑
(xj − gj(y))2,
where x = g(y) is the inverse of the mapping y = f(x).
Consider any point x0 ∈ ΓD(x) and set y0 = f(x0). The mapping
σ(x) = x+
∂D(x)
∂x
is an almost-identity diffeomorphism in a neighborhood of x0. Indeed,
σ(x)− x = ∂D(x)
∂x
= O(
√
D(x) ),
and
∂σ
∂x
∣∣∣∣∣
x=x0
= I +
∂2D
∂x∂x
∣∣∣∣∣
x=x0
> 0,
which implies that det ∂σ/∂x 6= 0 near x0. For y close to y0, the point
y(x) = argmin
x
{
D(x) +
1
2
∑
(xj − qj(y))2
}
is determined from the equation
∂
∂x
{
D(x) +
1
2
∑
(xj − gj(y))2
}
= σ(x)− g(y) = 0.
That is, x = σ−1(g(y)) and
D˜(y) = D(σ−1(g(y))) +
1
2
‖σ−1(g(y))− g(y)‖2.
By using Lemma 1.6, we easily obtain D˜(y) ∼ D(q(y)). Furthermore, ϕ(y) ∈ J˜ if and only
if ϕ(f(x)) ∈ J . We have
ϕ(y) = ϕ(f(x)) + C(x, y)(y − f(x)) (1.36)
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by Hadamard’s lemma (here C(x, y) = (C1(x, y), . . . , Cn(x, y)) is a smooth vector function).
If ϕ(f(x)) ∈ J , then it follows from (1.36) that
ϕ(y) ∈ {ψ(x, y) ∈ J + Jf | ψ is independent of x}. (1.37)
Conversely, let (1.37) be true; then for some a(x) ∈ J we have
ϕ(y) = a(x) + b(x, y)(y − f(x)),
and we find that a(x) = ϕ(f(x)) by setting y = f(x) in the last equation.
These considerations motivate the following definition.
Definition 1.11. Let M and N be two manifolds of the same dimension n, and let G =
(DG,JG) be an n-dimensional asymptotic submanifold in M such that the following condi-
tions are satisfied:
(i) for any x ∈M there is at most one point y ∈ N such that (x, y) ∈ ΓG ≡ ΓDG, and vice
versa;
(ii) for any (x0, y0) ∈ ΓG the Jacobians
det
∂(f1, . . . , fn)
∂(x1, . . . , xn)
and det
∂(f1, . . . , fn)
∂(y1, . . . , yn)
are nonzero for a certain (and hence for any) system f1, . . . , fn of generators of the
ideal JG.
Then G is called a (graph of ) asymptotic diffeomorphism from N into M and is denoted
G : N →M .
We are interested in the action of asymptotic diffeomorphisms on asymptotic submani-
folds.
Theorem 1.12. Let L = (D,J ) be an asymptotic submanifold of N , and let G = (DG,JG)
be an asymptotic diffeomorphism from N into M . Let D and DG be dissipations associated
with D and DG. Suppose that the set
Γ˜ = {x ∈M | ∃y ∈ N : y ∈ ΓD and (x, y) ∈ ΓDG}
is nonempty and define a dissipation D˜(x) on M in the vicinity of Γ˜ by the formula
D˜(x) = min
y
{D(y) +DG(x, y)}
(the minimum is taken over some neighborhood of ΓD). Let D˜ be the dissipation ideal asso-
ciated with D˜(x), and set
J˜ = {ϕ(x, y) ∈ J + Jf | ϕ is independent of y}.
Then L˜ = (D˜, J˜ ) is an asymptotic submanifold in M and dim L˜ = dimL.
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Proof. Let (x0, y0) ∈ ΓDG and y0 ∈ ΓD. We have
∂2
∂y∂y
{D(y) +DG(x, y)} = ∂
2D
∂y∂y
+
∂2DG
∂y∂y
> 0
at (x0, y0), and so
y(x) = argmin
y
{p(y) +DG(x, y)}
is a smooth mapping in the vicinity of x0 and y(x0) = y0.
By the implicit function theorem (Theorem 1.10), we can choose a set of generators of
JG of the form
fj(x, y) = yj − gj(x), j = 1, . . . , n.
For brevity, in what follows we write
Q(x, y) = D(y) +DG(x, y).
Let ψ1(y), . . . , ψk(y) be a system of generators of the ideal J . Set
Ξj(x, y) = ψj(y) +
∂ψ(y)
∂y
(g(x)− y),
ψ˜j(x) = ψj(y(x)) +
∂ψj
∂y
(y(x))(g(x)− y(x)) = Ξj(x, y(x)).
Obviously, Ξj(x, y) ∈ J + JG. Furthermore, we have
∂Ξj
∂y
(x, y) =
∂2ψj(y)
∂y2
(g(x)− y).
Consequently,
ψ˜j(x)− Ξj(x, y) = (y(x)− y)∂
2ψj(y)
∂y2
(g(x)− y) +O(‖y(x)− y‖2).
Since ∂2Q/∂y∂y > 0, it follows that ‖y(x) − y‖2 = O(Q) and thus ψ˜j(x) ∈ J + JG; since
ψ˜j(x) is independent of x, we see that ψ˜j(x) ∈ J˜ .
Next, θ(x) ∈ J˜ if and only if
θ(x) =
∑
bl(y)ψl(y) +
∑
aj(x, y)(yj − gj(x)) +O(Q(x, y)),
where bl(y) and aj(x, y) are smooth functions.
Set
θ˜(x) =
∑[
bl(y(x)) +
∂bl
∂y
(y(x))(g(x)− y(x))
]
ψ˜l(x).
Then
θ(x)− θ˜(x) =
∑
bl(y)[ψl(y)− ψ˜l(x)]
+
∑[
bl(y)− bl(y(x))− ∂bl
∂y
(y(x))(g(x)− y(x))
]
ψ˜l(x) +
∑
aj(x, y)(yj − gj(x))
=
∑
bl(y)[ψl(y)− Ξl(x, y)]
+
∑[
bl(y)− bl(y)− ∂bl
∂y
(y)(g(x)− y)
]
Ξl(x, y) + a(x, y)(y − g(x)) +O(Q(x, y))
=
∑
bl(y)
∂ψl(y)
∂y
(y − g(x)) +
∑ ∂bl
∂y
(y − g(x))ψl(y) + a(x, y)(y − g(x)) +O(Q(x, y))
= c(x, y)(y − g(x)) +O(Q(x, y)) = c(x, y(x))(y − g(x)) +O(Q(x, y)).
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Since the left-hand side of the last equation is independent of y, it follows by differentiation
with respect to y that c(x, y(x)) = O(Q1/2). Therefore
Θ(x) = Θ˜(x) +O(Q(x, y)) = Θ˜(x) +O(D˜(x))
and we see that ψ˜1(x), . . . , ψ˜l(x) is a system of generators of the ideal J˜ . Furthermore, we
have
dψ˜j(x) =
[∂Ξj
∂x
+
∂Ξj
∂y
∂y(x)
∂x
]
y=y(x)
dx
=
[∂ψj
∂y
(y(x))
∂g(x)
∂x
+
∂2ψj
∂y2
(y(x))(g(x)− y(x))
]
dx.
At (x0, y0) we have
dψ˜j =
∂ψj
∂y
(y0)
∂g
∂x
(x0) dx
and, since dψj are linearly independent and (∂g/∂x)(x0) is a nondegenerate matrix, it follows
that dψ˜j are linearly independent. Finally, from the formula defining ψ˜j(x) we obtain
ψ˜j(x) = O(Q(x, y(x))
1/2) = O(D˜(x)1/2),
and J˜ ⊂ D˜1/2. The inclusion D˜ ⊂ J˜ is obvious.
The theorem is proved.
The asymptotic manifold L˜ constructed in Theorem 1.12 will be denoted L˜ = G(L).
Theorem 1.13. Let G :M1 →M2 and H : M2 →M3 be asymptotic diffeomorphisms. Then
(i) for any asymptotic submanifold L in M1 we have
H(G(L)) = (H ◦G)(L),
where H ◦G : M1 →M3 is the asymptotic diffeomorphism defined as follows. Let G =
(DG,JG) and H = (DH ,JH), and let DG(x, y) and DH(y, z) be dissipations associated
with DG and DH , respectively. Then DH◦G is the dissipation ideal corresponding to the
dissipation
DH◦G(x, z) = min
y
{D(x, y) +D(y, z)},
and
JH◦G = {ϕ(x, y, z) ∈ JH + JG | ϕ is independent of y};
(ii) the composition of asymptotic diffeomorphisms thus defined is associative, (G◦H)◦K =
G ◦ (H ◦K).
We omit the proof of Theorem 1.13, since it is purely technical and contains no new ideas
as compared with the preceding theorem.
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2 Objects on asymptotic manifolds
2.1 Functions, vector fields, and differential forms
Let L = (D,J ) be a k-codimensional asymptotic submanifold in M . We set
C∞(L) = C∞(M)/J
and
C∞(1)(L) = C∞(M)/D1/2 = C∞(L)/(D1/2/J ).
The sheaf C∞(L) is called the sheaf of smooth functions on L. The reason for introducing
the sheaf C∞(1)(L) will be clarified later on. We shall also make extensive use of the sheaves
◦
C
∞
(L) = C∞(M)/
◦
J ,
◦
C
∞
(1)(L) = C∞(M)/
◦
D
1/2
,
where
◦
J = J +
◦
D.
There is an obvious restriction map i∗ : C∞(M) → C∞(L) and also a projection π :
C∞(L) → C∞(1)(L), such that C∞(1)(L) possesses the natural structure of a C∞(L)-module.
Similar mappings are defined for the “circled” spaces.
Definition 2.1. A vector field on L is a derivation X : C∞(L) → C∞(1)(L), that is, a linear
mapping such that
X(fg) = X(f)π(g) + π(f)X(g)
for any f, g ∈ C∞(L).
Lemma 2.2. Let Y : C∞(M) → C∞(M) be a vector field on M , and suppose that Y J ⊂
D1/2. Then Y correctly defines a vector field on L.
Proof. By the hypotheses of the lemma, Y factors through the natural projections
C∞(M)→ C∞(M)/J , C∞(M)→ C∞(M)/D1/2
and thus gives rise to a vector field on L.
Definition 2.3. A vector field Y on L is said to be geometric if it is obtained as a restriction
of some vector field on M (i.e., by the method described in Lemma 2.2). The sheaf of
geometric vector fields on L will be denoted Vect(L).
Obviously, Vect(L) is a C∞(1)(L)-module, and we have
Vect(L) = VectL(M)/D1/2,
where VectL(M) is the sheaf of vector fields satisfying the conditions of Lemma 2.2 (such
fields are said to be tangent to L). If X ∈ VectL(M) and m0 ∈ Γ, then the vector X(m0) ∈
Tm0M is obviously well defined; such vectors will be called tangent vectors to L at m0. The
space of tangent vectors will be denoted by Tm0M . The following lemma shows that there
are “sufficiently many” geometric fields on L.
Lemma 2.4. Let L = (D,J ) be a k-codimensional asymptotic submanifold in an
n-dimensional manifold M . Then in a neighborhood of any point m0 ∈ Γ there exist
exactly n− k geometric vector fields on L linearly independent over C∞(1)(L).
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Proof. Let us use the local description given in Theorem 1.10. Thus, we can assume that
the ideal J is generated by D and by the k functions xi − gi(x′′), i = 1, . . . , k, where
x = (x′, x′′), x′ = (x1, . . . , xk), x
′′ = (xk+1, . . . , xn).
By the same theorem, an arbitrary function f(x) = f(x′, x′′) ∈ C∞(M) can be represented
in the form
f(x′, x′′) = f0(x
′′) +
k∑
i=1
(xi − gi(x′′))fi(x′′) + η(x), (2.1)
where
f0(x
′′) = f(Re g′(x′′), x′′) + i
〈
Im g′(x′′),
∂f
∂x′
(Re g′(x′′), x′′)
〉
,
fi(x
′′) =
∂f
∂xi
(Re g′(x′′), x′′),
and η(x) ∈ D. Set
Xj =
∂
∂xj
−
k∑
i=1
∂gi(x
′′)
∂xj
∂
∂xi
, j = k + 1, . . . , n.
Then Xj(xi − gi(x)) = 0, i = 1, . . . , k, so that the operators Xj give rise to geometric
vector fields on L. Next,
Xjf(x
′, x′′) =
∂f0(x
′′)
∂xj
+O(D1/2), j = 1, . . . , k.
Let aj(x), j = k + 1, . . . , n, be functions such that
∑n
j=k+1 aj(x)Xj is the zero vector field
on L. Then
n∑
j=k+1
aj(x)
∂f0
∂xj
(x′′) = O(D1/2)
for any smooth function f0(x
′′). By choosing f0(x
′′) = xj , we see that aj(x) ∈ D1/2, j =
1, . . . , n, that is, the aj(x) generate zero elements in C∞(1)(L).
Thus, the fields Xj are linearly independent over C∞(1)(L). Let us now prove that any
system of n−k+1 vector fields is linearly dependent over C∞(1)(L). This statement is obvious
from the representation (2.1). Indeed, let X1, . . . , Xs+1 be such a system (here s = n − k);
then Xi(x
′, x′′) = Xif0(x
′′) in C∞(1)(L) and Xif0(x′′) = Yif0(x′′), where Yi are some s-
dimensional vector fields depending on the parameters x′. However, the linear dependence
of Yi over C∞(M) is obvious, and hence the statement of the lemma follows.
Remark. Lemma 2.4 can be restated as follows: Vect(L) is a locally free C∞(1)(L)-module of
rank dimL.
Definition 2.5. Let X be a vector field tangent to L, X ∈ VectL(M), and suppose that the
dissipation ideal D is invariant by X and X
◦
J ⊂
◦
J . Then we say that L is strongly invariant
with respect to X (or X is a strong tangent field to L).
If X is a strong tangent field to L, then X acts as a derivation of the sheaves
X :
◦
C
∞
(L)→
◦
C
∞
(L) and X :
◦
C
∞
(1)(L)→
◦
C
∞
(1)(L).
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2.2 Differential forms
Definition 2.6. A differential 1-form on L is a C∞(1)(L)-linear functional ω : VectL →
C∞(1)(L).
The sheaf of differential 1-forms on L will be denoted by Λ1(L); by virtue of the preceding
results, Λ1(L) is a locally free C∞(1)(L)-module of rank dimL.
There is an obvious mapping d : C∞(L) → Λ1(L); it is given by the formula df(X) def=
X(f); one can prove that Λ1(L) is generated over C∞(L) by elements of the form df .
Furthermore, we have the commutative diagram
C∞(M) d−−−→ Λ1(m)y yi∗
C∞(L) −−−→
d
Λ1(L)
,
where the left vertical arrow is the natural projection and
i∗ω(X) = ω(X˜)
for any ω ∈ Λ1(M) and any x ∈ Vect(L), where X˜ ∈ VectL(M) is a representative of X .
Since X ∈ D1/2Vect(M) implies ω(X) ∈ D1/2, it follows that i∗ is well defined.
Definition 2.7. A differential s-form on L is an alternating C∞(1)(L)-polylinear mapping
ω : Vect(L)× · · · × Vect(L)︸ ︷︷ ︸
s factors
→ C∞(1)(L).
We note that the mapping i∗ : Λk(M)→ Λk(L) is well defined for any k.
We shall be mainly interested in m-forms, where m = dimL. Nondegenerate m-forms
will be referred to as volume forms. In this case, the following assertion is valid.
Lemma 2.8. Let ω be a differential s-form on an s-dimensional asymptotic submanifold L
in M . Then in a neighborhood of each point m0 ∈ Γ the form ω is uniquely determined by
its value on an arbitrary s-tuple (X1, . . . , Xs) of linearly independent vector fields near m0.
The proof is obvious.
Definition 2.9. Let L = (D,J ) be an s-dimensional asymptotic submanifold in M and
let m0 ∈ Γ. A (complex ) coordinate system on L in a neighborhood of m0 is an s-tuple
(Q1, . . . , Qs) of elements of C∞(L) such that dQ1 ∧ · · · ∧ dQs 6= 0 at m0 (or, which is the
same, the differentials dQ1, . . . , dQs are linearly independent near m0).
Sometimes we shall consider representatives Q˜1, . . . , Q˜s of Q1, . . . , Qs in C∞(M); these
will also be referred to as local coordinates on M .
Since dQ1, . . . , dQs are linearly independent, we have a unique decomposition
df = a1 dQ1 + · · ·+ as dQs
for any f ∈ C∞(L). The coefficients aj ∈ C∞(1)(L) are denoted aj = ∂f/∂Qj and are referred
to as the partial derivatives of f with respect to Qj .
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Proposition 2.10. Let L = (D,J ) be a k-codimensional submanifold in M , and let
(Qk+1, . . . , Qn) be a local coordinate system on L. Then
(a) ∂/∂Qk+1, . . . , ∂/∂Qn ∈ Vect(L);
(b) if Fk+1, . . . , Fn are arbitrary representatives of Qk+1, . . . , Qn in C∞(L), then we can
complete (Fk+1, . . . , Fn) to a coordinate system on M such that for any ϕ ∈ C∞(L) the
following conditions are satisfied:
(b1) ∂Φ/∂Fj = ∂ϕ/∂Qj , j = k+1, . . . , n, in C∞(1)(L) for any representative Φ ∈ C∞(M)
of ϕ;
(b2) there exists a representative Φ˜ ∈ C∞(M) of ϕ such that ∂Φ/∂Fj ∈ D, j = 1, . . . , k.
Proof. Let (F1, . . . , Fk) be a system of generators of J , and let m ∈ Γ. Then dFi(ξ) = 0,
i = 1, . . . , k, for any ξ ∈ TmΓ. Since dF1 ∧ · · · ∧ dFk 6= 0 and since dFk+1 ∧ · · · ∧ dFn 6= 0 at
m, (F1, . . . , Fn) is a coordinate system on M in a neighborhood of m. Let Φ ∈ C∞(M) be
an arbitrary representative of ϕ ∈ C∞(L); then
dΦ = a1 dF1 + · · ·+ ak dFk + ak+1 dFk+1 + · · ·+ an dFn.
Since F1, . . . , Fk ∈ J , the first k terms lie in the kernel of i∗ : Λ1(M) → Λ1(L), and (b1) is
proved. Furthermore, we have ∂Fj/∂Fs = 0 for j 6 k < s. Since F1, . . . , Fk span J modulo
D, it follows that ∂/∂Fs(J ) ⊂ D1/2, s = k + 1, . . . , n, that is, the field ∂/∂Fs is tangent
to L. We see that ∂/∂Qs are geometric vector fields on L, generated by ∂/∂Fs, and (a) is
proved. Finally, we set
Φ˜ = Φ−
k∑
j=1
Fj
∂Φ
∂Fj
+
1
2
k∑
j,s=1
FjFs
∂2Φ
∂Fj∂Fs
.
Then Φ˜− Φ ∈ J and ∂Φ˜/∂Fj ∈ D, which implies (b2). The proposition is proved.
Definition 2.11. Let ω be a volume form on an s-dimensional asymptotic submanifold L,
and let Q1, . . . , Qs be coordinates on L. The function
Dω
DQ
def
= ω
( ∂
∂Q1
, . . . ,
∂
∂Qs
)
∈ C∞(1)(L)
is called the density of ω in the coordinates Q1, . . . , Qs.
Let X ∈ VectM be a strong tangent field to a k-codimensional asymptotic submanifold
L. Let (Qk+1, . . . , Qn) be an arbitrary coordinate system on L, and let (F1, . . . , Fn) be any
coordinate system onM constructed in the proof of Proposition 2.10 (that is, (F1, . . . , Fk) is
a k-tuple of generators of J and Fk+1, . . . , Fn are representatives of (Qk+1, . . . , Qn)). Then
X =
∑n
j=1 aj(∂/∂Fj), and the strong tangency condition in particular implies that aj ∈
◦
J ,
j = 1, . . . , k. Set
divQX =
n∑
j=k+1
∂aj
∂Fj
. (2.2)
Proposition 2.12. (a) divQX is a well-defined element of
◦
C
∞
(1)(L).
(b) If Q˜ = (Q˜k+1, . . . , Q˜n) is another coordinate system on L, then
divQ˜X = divQX +X
(
ln det
∂Q˜
∂Q
)
. (2.3)
21
Proof. First, let us establish that the class of (2.2) in
◦
C
∞
(1)(L) does not depend on the choice
of F1, . . . , Fk; to this end, let Si =
∑k
j=1AijFj + O(D), i = 1, . . . , k, be another set of
generators of J , and set Si = Fi, i = k + 1, . . . , n. We have
∂
∂Fj
=
k∑
l=1
∂Sl
∂Fj
∂
∂Sl
=
{∑k
l=1Alj
∂
∂Sl
+O(D1/2), 1 6 j 6 k,
∂
∂Sj
+O(D1/2), k + 1 6 j 6 n. (2.4)
Consequently,
X =
k∑
j,l=1
Aljaj
∂
∂Sl
+
n∑
l=k+1
al
∂
∂Sl
+O(D1/2).
Now we have
n∑
j=k+1
∂aj
∂Fj
=
n∑
j=k+1
∂aj
∂Sj
,
as desired.
Let us now fix F1, . . . , Fk and consider some representatives (Sk+1, . . . , Sn) of the coordi-
nate system Q˜k+1, . . . , Q˜n. This time, we set Si = Fi, i = 1, . . . , k. We now have
∂
∂Fj
=
n∑
l=1
∂Sl
∂Fj
∂
∂Sl
=
{
∂
∂Sj
+
∑n
k=l+1
∂Sl
∂Fj
∂
∂Sl
, 1 6 j 6 k,∑n
k=l+1
∂Sl
∂Fj
∂
∂Sl
, k + 1 6 j 6 n,
(2.5)
and so
X =
k∑
l=1
al
∂
∂Sl
+
n∑
l=k+1
n∑
j=1
∂Sl
∂Fj
aj
∂
∂Sl
.
We have
divQ˜X = divF X −
k∑
j=1
∂aj
∂Fj
, where divF X =
n∑
j=1
∂aj
∂Fj
.
Similarly,
divQ˜X = divSX −
k∑
j=1
∂aj
∂Sj
= divSX −
k∑
j=1
∂aj
∂Fj
+O(
◦
D
1/2
)
by virtue of (2.5), since aj ∈
◦
J for j = 1, . . . , k and ∂/∂Sl is tangent to L for l = k+1, . . . , n.
Thus,
divQ˜X − divQX = divS X − divF X +O(
◦
D
1/2
) = X
(
ln det
∂S
∂F
)
+O(
◦
D
1/2
)
(the last equality is valid by Sobolev’s lemma; e.g., see [11]). Since Si = Fi for i = 1, . . . , k,
it follows that
det
∂S
∂F
= det
∂(Sk+1, . . . , Sn)
∂(Fk+1, . . . , Fn)
.
Thus, the class of det ∂S/∂F in
◦
C
∞
(1)(L) is det ∂Q˜/∂Q, and since X is a strong tangent
field, it follows that the class of X(ln det ∂S/∂F ) in
◦
C
∞
(1)(L) is well defined and is equal to
X(ln det ∂Q˜/∂Q). We have thus arrived at (2.3); by taking Q˜ = Q in (2.3), we see that
divQ˜X = divQX , i.e., the definition of divQX is independent of the choice of Fk+1, . . . , Fn.
Proposition 2.12 is proved.
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Now let dimL = s, and let ω ∈ Λs(L) be a volume form on L. In an arbitrary system of
local coordinates Q1, . . . , Qs on L we have
ω =
Dω
DQ
dQ1 ∧ · · · ∧ dQs.
Definition 2.13. Let X be a strong tangent field to L. We define the Lie derivative of ω
along X by setting
LXω =
[
X
(Dω
DQ
)
+
Dω
DQ
divQX
]
dQ1 ∧ · · · ∧ dQs. (2.6)
Lemma 2.14. Equation (2.6) specifies a well-defined element LXω ∈
◦
Λ
s
(L).
Proof. We need to show that the form (2.6) is independent of the choice of the coordinates
(Q1, . . . , Qs). If (Q˜1, . . . , Q˜s) is another system of coordinates on L, then we have (DQ˜/DQ =
det ∂Q˜/∂Q)
X
(Dω
DQ˜
)
+
Dω
DQ˜
divQ˜X = X
(Dω
DQ
DQ
DQ˜
)
+
Dω
DQ˜
(
divQX +
(DQ˜
DQ
)−1
X
(DQ˜
DQ
))
=
(DQ˜
DQ
)−1
X
(Dω
DQ
)
+
Dω
DQ
X
(DQ
DQ˜
)
+
Dω
DQ
DQ
DQ˜
(
divQX +
(DQ˜
DQ
)−1
X
(DQ˜
DQ
))
=
DQ
DQ˜
(
X
(Dω
DQ
)
+
Dω
DQ
divQX
)
+
DQ
DQ˜
Dω
DQ
[(DQ
DQ˜
)−1
X
(DQ
DQ˜
)
+
(DQ˜
DQ
)−1
X
(DQ˜
DQ
)]
.
However, the terms in the square brackets cancel out, and we obtain the desired result.
Lemma 2.14 is proved.
Definition 2.15. A volume form ω ∈ Λs(L) is said to be invariant with respect to a strong
tangent vector field X if LXω = 0.
In the sequel we also need the following technical result.
Lemma 2.16. Let m0 ∈ Γ, f ∈ C∞(1)(L), f(m0) 6= 0 (note that the value of f at m0 is well
defined). Then the square root
√
f is a well-defined element of C∞(1)(L) in a neighborhood of
m0.
Proof. Let f1, f2 ∈ C∞(M) be two representatives of f . Then f1(m0) = f2(m0) 6= 0,
f1 − f2 ∈ D1/2. We have√
f2 =
√
f1 + f2 − f1 =
√
f1
√
1 + f2 − f1 =
√
f1 +O(D1/2).
The lemma is proved.
2.3 Bundles and connections
Definition 2.17. Let L be an asymptotic submanifold in M , and let E be a linear space
over C. A vector bundle with fiber E over L is a C∞(L)-module E on M locally isomorphic
to C∞(L)⊗
C
E.
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Remark. What we have defined is in fact an analog of the sheaf of germs of sections of a
vector bundle.
Example. The “tangent bundle” Vect(L) and the “cotangent bundle” Λ1(L) are s-dimen-
sional vector bundles over L (here s = dimL).
If E is a vector bundle with fiber E over L, then we introduce the sheaves
E(1) = E/D1/2E ,
◦
E = E/
◦
DE ,
◦
E (1) = E/
◦
D
1/2
E
(note that the action of D1/2,
◦
D, and
◦
D
1/2
on E is naturally defined). These sheaves are
C∞(1)(L),
◦
C
∞
(L), and
◦
C
∞
(1)(L)-modules, respectively, and there are natural homomorphisms
E →
◦
E → E(1) →
◦
E (1)
over the homomorphisms of sheaves of rings
C∞(L)→
◦
C
∞
(L)→ C∞(1)(L)→
◦
C
∞
(1)(L).
Let π : F → M be a vector bundle with fiber E over M . Consider the sheaf F of germs
of sections of F . If L = (D,J ) is an asymptotic submanifold in M , then we can define the
pullback of F on L by setting
E = i∗F = F/JF (2.7)
(note that i∗ in (2.7) symbolizes the pullback by the “embedding” i = L →֒M).
Any vector bundle F over M is a subbundle of some trivial bundle M × B, where B is
a vector space over C, and hence can be specified by a smooth projection-valued mapping
Π : M → End(B), (2.8)
the range of Π(x) being the fiber of F over xıM (if the space B is infinite-dimensional,
the case which is important in applications, then one should be very careful about the
differentiability conditions to be imposed on Π; in any case we assume that the range of Π
is finite-dimensional).
The smooth sections of F are the mappings u : M → B such that Π(x)u(x) = u(x) for
any x ∈ M . Let E be the pullback (2.7). We shall briefly discuss the nonparametric local
description of E .
Let x = (x′; x′′) = (x1, . . . , xk; xk+1, . . . , xn) be a local coordinate system on M , let D be
the dissipation ideal associated with the dissipation
D(x) = d(x′′) + ‖x′ − g(x′′)‖2,
and let J be the ideal generated by D and by the functions xi − gi(x′′), i = 1, . . . , k
(cf. Theorem 1.10). Set
x′(x′′) = argmin
x′
D(x).
By following the proof of Theorem 1.10, it is easy to establish that Π(x) and u(x) can be
represented in the form
Π(x) = Π˜(x′′) + Π1(x), u(x) = u˜(x
′′) + u1(x),
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where Π1(x) ∈ J End(B,B), u1(x) ∈ JC∞(M,B), and Π˜ and u˜ are unique moduloO(d(x′′)).
The explicit form of Π˜ and u˜ is given by
Π˜(x′′) = Π(x′(x′′), x′′ +
[
g(x′′)− x′(x′′)]∂Π
∂x′
(x′(x′′), x′′);
u˜(x′′) = u(x′(x′′), x′′ +
[
g(x′′)− x′(x′′)] ∂u˜
∂x′
(x′(x′′), x′′). (2.9)
The objects (2.9) will be referred to as the local representatives of Π and u in the coordinates
x′′. A straightforward calculation yields
Π˜2 = Π˜ +O(d), Π˜u˜ = u˜+O(d).
If we regard the local representatives as classes modulo O(d) rather than functions, then we
have Π˜2 = Π˜ and Π˜u˜ = u˜.
In the following we shall make some use of connections and covariant derivatives.
Definition 2.18. Let E be a vector bundle over L. A connection ∂ on E is a C-linear
mapping
∂ : E → E(1) ⊗ Λ1(L)
such that for any f ∈ C∞(L) and any ϕ ∈ E we have
∂(fϕ) = f∂ϕ + ϕ⊗ df (2.10)
(we write f instead of π(f) on the right-hand side in (2.10)).
Let X be a vector field on L. Then the covariant derivative ∇Xϕ of a section ϕ ∈ E is
defined as follows:
∇Xϕ def= ∂ϕ(X).
This is well defined, since ∂ϕ ∈ E(1) ⊗ Λ1(L) and can be applied to X with respect to the
second factor of the tensor product.
Let F ⊂M ×B be a subbundle of the trivial bundle M ×B, and let Π : M → EndB be
the corresponding projection family.
The bundle F is equipped with the natural Levi-Civita` connection ∂ = Πd. It is easy
to see that this connection factors through the natural projections, so that we obtain a
connection ∂˜ = i∗∂ on the pullback E = i∗F (2.7). Obviously, in the local coordinates x′′ we
have ∂ = Π˜d˜, where d˜ is the differential with respect to the local coordinates.
3 Positive asymptotic Lagrangian submanifolds
We begin by recalling, without proof, the notion and the main points concerning Lagrangian
asymptotic manifolds as defined in [24]. Then we devise a new definition in the spirit of the
approach outlined in §1 and §2 and show that the two approaches are equivalent. This will
help us save space by resorting to some proofs that have already been published.
But first of all, let us introduce some notation.
In this section we deal with asymptotic submanifolds in R2n. The coordinates in R2n
will be denoted by (p, q) = (p1, . . . , pn, q1, . . . , qn). We assume that R
n is equipped with the
standard symplectic structure
ω2 = dp ∧ dq ≡
n∑
i=1
dpi ∧ dqi. (3.1)
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The following notation, in fact standard in the literature on the canonical operator, will be
used freely. Let I = {i1, . . . , ik} ⊂ {1, . . . , n} be an arbitrary subset. Then by I we denote
its complement I = {1, . . . .n} \ I = {ik+1, . . . , in}, by |I| the cardinality |I| = k, and if
ξ = (ξ1, . . . , ξn) is an n-vector, then ξI is used to denote the k-vector (ξi1, . . . , ξik) and ξI =
(ξik+1, . . . , ξin). Furthermore, we feel free to write pI dqI for
∑
i∈I pi dqi etc; however, unless
otherwise specified, summation is never assumed in matrices of second partial derivatives;
thus, ∂2Φ/∂qI∂qI may stand for the matrix (∂
2Φ/∂qi∂qj)i,j∈I rather than for its trace; we
even sometimes write ξI(∂
2Φ/∂xI∂xI)ξI to denote∑
i,j∈I
ξiξj
∂2Φ
∂xi∂xj
,
but if misunderstanding is likely to occur, then the less ambiguous notation〈
ξI ,
∂2Φ
∂xI∂xI
ηI
〉
is used; here 〈· , ·〉 is the standard bilinear pairing of vectors in C|I|.
Finally, dpI∧dqI stands for (−1)σdpi1∧· · ·∧dpik∧dqik+1∧· · ·∧dqin , where σ is the parity
of the permutation (i1, . . . , in); the effect is as if the factors were arranged in the ascending
order of the subscripts. The subscript I is usually omitted altogether if I = {1, . . . , n}.
For any I ⊂ {1, . . . , n} we define a transformation γI : R2n → R2n by setting
γI(p, q) =
(
(pI ,−qI), (qI , pI)
)
. (3.2)
Note that γ∗Iω
2 = ω2 and γ∗(p dq) = pI dqI − qI dpI .
3.1 Lagrangian asymptotic manifolds:
one of the traditional definitions
In this subsection we follow [24] and [25] with minor alterations as to notation and the form
of presentation. However, there is one significant difference: here, as well as in §1 and §2, we
deal only with asymptotic Lagrangian submanifolds in the first approximation (c-Lagrangian
structures in the terminology of [25]); the accuracy O(D∞) is actually redundant and is not
used. We omit all proofs, which can be extracted from [24] and [25].
Definition 3.1. A Lagrangian chart is a quintuple r = (U, d, P,Q,W ), where U ⊂ Rnα is a
domain and d : U → R+; P,Q : U → Cn, W : U → C are smooth functions such that
i) rankC
(∂P (α)
∂α
,
∂Q(α)
∂α
)
= n for α ∈ Γd;
ii) ImP = O(d1/2), ImQ = O(d1/2), ImW = O(d);
iii) (P,Q) : Γd → Rn is a topological embedding (note that (P,Q)|Γd are real by ii));
iv) dW = P dQ+O(d).
We denote Γ(r) = {(p, q) ∈ R2n | p = P (α), q = Q(α) for some α ∈ Γα}; the set Γ(r) is
called the zero image of the chart r. The function W (α) is called the action in the chart r.
Definition 3.2. Two Lagrangian charts
r = (U, d, P,Q,W ) and r˜ = (U˜ , d˜, P˜ , Q˜, W˜ )
are said to be consistent if for any two points α0 ∈ Γd and α˜0 ∈ Γd˜ such that (P (α0), Q(α0)) =
(P˜ (α˜0), Q˜(α˜0)) there exists a neighborhood V ⊂ U of α0, a neighborhood V˜ ⊂ U˜ of α˜0, and
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a diffeomorphism V ↔ V˜ , α0 7→ α˜0, such that (under the identification of α with α˜ by this
diffeomorphism)
i) d and d˜ define the same dissipation ideal d;
ii) P − P˜ ∈ d1/2, Q− Q˜ ∈ d1/2, and (P˜ − P ) dQ = (Q˜−Q) dP +O(d);
iii) W˜ −W = (1/2)〈P + P˜ , Q˜−Q〉+ O(d3/2) + c, where c is some constant.
Definition 3.3. A Lagrangian asymptotic manifold L in R2n is a collection of the following
data: a closed subset Γ = ΓL ⊂ R2n (the support of L) and a family {ra}a∈A of pairwise
consistent Lagrangian charts (an atlas of L) such that Γ(ra) is a relatively open subset in Γ
for each a ∈ A and ∪a∈AΓ(ra) = Γ.
One does not distinguish Lagrangian asymptotic manifolds with equivalent atlases (two
atlases are said to be equivalent if their union is itself a valid atlas), and in what follows
we assume that the atlas in Definition 3.3 is maximal (i.e., is the union of all atlases in an
equivalence class).
If (p, q) ∈ Γ(ra), then we say that ra is a chart in a neighborhood of the point (p, q) on
L, or that the chart Γa covers the point (p, q).
Definition 3.4. Let I ⊂ {1, . . . , n}. A Lagrangian chart V = (U, d, P,Q,W ) is said to be I-
nonsingular if (QI(α), PI(α)) = α. An I-nonsingular chart with I = {1, . . . , n} is merely said
to be nonsingular without mentioning I. The function SI(qI , pI) = W (qI , pI)− pIQI(qI , pI)
is called the I-phase in r.
Lemma 3.5. Let L be a Lagrangian asymptotic manifold in R2n. Then each point (p, q) ∈ ΓL
is covered by an I-nonsingular chart for some I ⊂ {1, . . . , n}.
The proof is immediate from the following lemma.
Lemma (on local coordinates). Let V ⊂ C2nξ,η be a complex Lagrangian plane (that is,
dim V = n and dξ∧dη|V = 0). Then there exists a subset I ⊂ {1, . . . , n} such that (ξI , ηI) is
a coordinate system on V (that is, the differentials (dξI |V , dηI |V ) are linearly independent).
The proof can be found in [9], p. 369, and elsewhere.
The atlas consisting of I-nonsingular charts with various I will be called the canonical
covering .
Let a point (p0, q0) ∈ ΓL be covered by an I-nonsingular chart rI and a K-nonsingular
chart rk for some I,K ⊂ {1, . . . , n}. Let us write out the formula relating the corresponding
I-phase and K-phase SK . By applying the transformation γK , we can reduce the problem
to the case K = ∅. We denote the chart rK simply by r and the phase SK simply by S. In
this notation,
SI(qI , pI) =
{
S(q)−qIpI−
1
2
〈
pI−
∂S
∂qI
,
( ∂2S
∂qI∂qI
)−1(
pI−
∂S
∂qI
)〉}
qI=qI(qI ,pI)
+O(d
3/2
I ), (3.3)
where qI = qI(qI , pI) is an arbitrary smooth mapping such that qI(q0I , q0I) = q0I and pI −
∂S/∂qI (qI , qI(qI , pI)) = O(d
1/2
I ).
Definition 3.6. A Lagrangian asymptotic manifold L is said to be positive1 if for any
I ⊂ {1, . . . , n} and any I-nonsingular chart on L, the function ImSI(qI , pI) is equivalent to
d(qI , pI) in a sufficiently small neighborhood of Γd, that is, the dissipativity inequality
cd(pI , qI) 6 ImSI(qI , pI) 6 Cd(pI , qI) (3.4)
1We prefer this term to the term “dissipative” used in [25] and some other papers. Maybe “nonnegative”
would be even a better choice, but we use “positive.”
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is valid with some positive constants c and C in a neighborhood of each point of Γd.
Lemma 3.7. Let (p0, q0) ∈ Γ(rI) ∩ Γ(rk), where rI and rK are an I- and a K-nonsingular
chart on L, respectively. Then the dissipativity inequality is valid for ImSI in the chart
rI in a neighborhood of (q0I , p0I) if and only if it is valid for ImSK in the chart rK in a
neighborhood of (q0K , p0K).
The proof can be found, say in [9], p. 386, or [25], p. 104; however, later on in this paper
we shall give an independent proof based on a lemma that will also prove useful when we
shall consider canonical transformations.
3.2 Lagrangian asymptotic manifolds as asymptotic manifolds:
local description
Given a Lagrangian asymptotic manifold L in the sense of Definition 3.3, it is easy to interpret
L as an asymptotic manifold in the sense of §1 and §2. Namely, let a Lagrangian chart r =
(U, d, P,Q,W ) be given. The quadruple (U, d, P,Q) determines an n-dimensional asymptotic
submanifold L = (D,J ) in R2np,q in the standard way (parametric local description, see §1.4):
we set
D̂(p, q, α) = d(α) + ‖p− P (α)‖2 + ‖q −Q(α)‖2,
Ĵ = D̂ + {p1 − P1(α), . . . , pn − Pn(α), q1 −Q1(α), . . . , qn −Qn(α)}, (3.5)
where D̂ is the dissipation ideal generated by D(p, q, α); then we find
D(p, q) = min
α
D̂(p, q, α),
consider the dissipation ideal D associated with D, and set
J = {f(p, q, α) ∈ Ĵ | f is independent of α}.
Lemma 3.8. (a) The manifold L is involutive in the sense that {J ,J} ⊂ J , where {· , ·}
is the standard Poisson bracket corresponding to the symplectic structure (3.1).
(b) Consistent Lagrangian charts determine the same asymptotic submanifold on their
intersection.
Remark. Note that the converse of Lemma 3.8 (b) is not true, since condition iii) in
Definition 3.2 does not follow from i) and ii) (nor does the very existence of a function W
satisfying condition iii) in Definition 3.1 follow from conditions i) and ii) in that definition).
For this reason, we must retain the phase WI , i.e., incorporate it in the new definition of
Lagrangian asymptotic manifold to be devised; this is done in the next subsection.
Proof of Lemma 3.8. Let us prove (b). Let r and r˜ be two consistent charts. Without loss
of generality we can assume that V = U and V˜ = U˜ . It readily follows from condition ii) in
Definition 3.2 that D̂(p, q, α) and̂˜
D(p, q, α) = d(α) + ‖p− P˜ (α)‖2 + ‖q − Q˜(α)‖2
are equivalent; hence, so are
D(p, q) = min
α
D̂(p, q, α) and D˜(p, q) = min
α
̂˜
D(p, q, α).
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The ideal
̂˜J = D̂ + {p1 − P1(α), . . . , pn − Pn(α), q1 − Q1(α), . . . , qn − Qn(α)} is obviously
different from Ĵ ; however, the ideal J coincides with the ideal
J˜ = {f(p, q, α) ∈ ̂˜J | f is independent of α}.
Indeed, let f(p, q) ∈ J . Then
f(p, q) = A(α, p, q)(p− P (α)) +B(α, p, q)(q −Q(α)) +O(D̂).
Differentiating f(p, q) with respect to α yields
A
∂P
∂α
+B
∂Q
∂α
= O(D̂1/2).
It follows from Lemma 3.6 that det(∂QI/∂α, ∂PI/∂α) 6= 0 for some I ⊂ {1, . . . , n}; by
applying γI we can assume without loss of generality that I = {1, . . . , n}. Then A(∂P/∂Q)+
B = O(D̂1/2). Next,
f(p, q) = A(p− P˜ ) +B(q − Q˜) + A(P˜ − p) +B(Q˜−Q) +O(D̂).
It follows from Definition 3.1, iv) that ∂P/∂Q− t∂P/∂Q = O(d1/2) and from Definition 3.2
that
P˜ − P =
t∂P
∂Q
(Q˜−Q) + O(d) = ∂P
∂Q
(Q˜−Q) +O(d).
Thus,
A(P˜ − P ) +B(Q˜−Q) =
(
A
∂P
∂Q
+B
)
(Q˜−Q) = O(D̂),
and we see that f(p, q) ∈ J˜ . By symmetry, J˜ ⊂ J , so that J = J˜ , and item (b) is
proved. It follows from (b) that it suffices to verify (a) for the case in which the chart r is
I-nonsingular for some I ⊂ {1, . . . , n} (and even for I = {1, . . . , n}).
In an I-nonsingular chart the manifold L = (D,J ) can be described more explicitly as
follows.
Lemma 3.9. Let r = (U, d, P,Q,W ) be an I-nonsingular chart. Then the corresponding
Lagrangian manifold L = (D,J ) is given by
i) the dissipation
D(p, q) = d(qI , pI) +
∥∥∥pI − ∂SI
∂qI
∥∥∥2 + ∥∥∥qI + ∂S∂pI
∥∥∥2;
ii) the ideal
J = D +
{
pI − ∂SI
∂qI
, qI +
∂S
∂pI
}
.
Here SI(qI , pI) is the I-phase in the I-nonsingular chart on L.
The proof is by straightforward computation using Definition 3.1 and Eq. (3.5).
We can now finish the proof of Lemma 3.8. Assuming I = {1, . . . , n}, we have J =
D + {p− ∂S/∂q}, and involutivity follows readily, since for the Poisson bracket we have{
pi − ∂S
∂qi
, ps − ∂S
∂qs
}
=
∂2S
∂qi∂qs
− ∂
2S
∂qs∂qi
= 0.
Lemma 3.8 is proved.
Thus, to any Lagrangian asymptotic manifold in the sense of Definition 3.3 we have
assigned an asymptotic manifold in the sense of §1. However, the inverse correspondence is
not clear as yet; to guarantee its existence, we must first incorporate phases in the definition;
this will be done in the next subsection.
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3.3 Global definition
We shall sometimes use the “complex coordinates” (z, z) on R2n, where z = (z1, . . . , zn),
z = (z1, . . . , zn), and
zj = qj − ipj , zj = qj + ipj , j = 1, . . . , n.
Let D be a dissipation ideal in C∞(R2n), and let Γ = loc(D) be the set of its zeros. Further-
more, let U ⊂ R2n be a sufficiently small neighborhood of Γ, and let
π : U˜ → U
be the universal covering over U . Then U˜ is a simply connected manifold. The mapping
π is a local diffeomorphism, and so we can freely use the same coordinates in U and in U˜ .
Furthermore, the ideal π∗(D) is well defined in C∞(U˜); for brevity, it will be denoted by the
same letter D.
Definition 3.10. A z-action is an element Φ ∈ C∞(U˜)/D3/2 that satisfies the following
three conditions.
i) Let m0 ∈ Γ be an arbitrary point, and let Φ1(p, q) and Φ2(p, q) be two branches of Φ
defined in a neighborhood of m0. Then
Φ1(p, q)− Φ2(p, q) = Φ1(m0)− Φ2(m0) +O(D3/2)
in a neighborhood of m0. In other words, the values of Φ on any two sheets of the covering
π differ by a constant modulo O(D3/2).
ii) There exists a vector function
Z∗(p, q) = (Z1(p, q), . . . , Zn(p, q)) ∈ C∞(U)/D
such that
dΦ =
1
2i
Z∗ dz +O(D)
(note that Z∗ is a function on U rather than on U˜ , which is not surprising in view of condition
i)).
iii) The function Z∗ satisfies the condition zj − Z∗j ∈ D1/2, j = 1, . . . , n.
Suppose that a dissipation ideal D, a covering π : U˜ → U , and a z-action Φ are given.
We shall now construct the corresponding Lagrangian asymptotic manifold.
Set J = D + {z1 − Z∗j , . . . , zn − Z∗n}. Then L = (D,J ) is obviously an asymptotic
manifold of dimension n.
Furthermore, {J ,J} ⊂ J (this can easily be proved by straightforward computation),
and so in a neighborhood of each point of Γ the functions (qI , pI) for some I ⊂ {1, . . . , n} are
coordinates on L. By UI we denote the projection of this neighborhood on the coordinate
plane (qI , pI).
Let us construct the corresponding Lagrangian charts. By applying the transformation
γI , we can always assume that we are in a nonsingular chart. Set
Q(p, q) =
Z∗ + z
2
, P (p, q) =
Z∗ − z
2
.
Then Z∗ = Q+ iP , z = Q− iP . We define
W = Φ+
〈P,Q〉
2
− P
2 +Q2
4i
. (3.6)
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Then straightforward computation shows that
dW = P dQ. (3.7)
Furthermore, since dQ1, . . . , dQn are linearly independent, we can complete them by some
differentials dF1, . . . , dFn to form a basis of differentials on R
2n in a neighborhood of (p0, q0).
By differentiating (3.7), we obtain
dP = E dQ+ µ dF,
where E − tE = O(D1/2), µ = O(D1/2), and E is independent of the choice of F1, . . . , Fn
modulo O(D1/2). Let
p(q) = argmin
p
D(p, q).
We set
S(q) =
{
W + 〈P, q −Q〉+ 1
2
〈q −Q, E(q −Q)〉
}∣∣∣
p=p(q)
. (3.8)
The corresponding formulas for I 6= {1, . . . , n} read
WI =W − PIQI ,
SI(qI , pI) = {WI + 〈PI , qI −QI〉 − 〈QI , pI − PI〉
+
1
2
〈(
qI −QI
pI − PI
)
, EI
(
qI −QI
pI − PI
)〉}
pI=pI(qI ,pI)
qI=qI(qI ,pI)
, (3.9)
where the matrix function EI is defined from the condition
d(PI , QI) = EId(QI ,−PI) +O(D1/2)
and
(pI(qI , pI), qI(qI , pI)) = argminpI ,qI
D(p, q).
Furthermore, we set
dI(qI , pI) = min
PI ,qI
D(p, q). (3.10)
Lemma 3.11. (a) The function SI(qI , pI) does not depend modulo O(d
3/2
I ) on the choice of
the representative of Φ ∈ C∞(U˜)/D3/2 in C∞(U˜).
(b) The quintuple
rI =
(
UI , dI ,
(
pI ,
∂SI
∂qI
)
,
(
qI ,−∂SI
∂pI
)
, SI
)
is an I-nonsingular Lagrangian chart associated with the asymptotic manifold (D,J ).
(c) All Lagrangian charts described in (b) are pairwise consistent.
Proof. (a) We can assume that I = {1, . . . , n}. Equation (3.6) for W can be rewritten as
follows:
W = Φ +
1
8i
((Z∗)2 − z2 − 2Z∗Z).
Let Φ˜ = Φ+O(D3/2). It follows that P − P˜ = O(D), Q− Q˜ = O(D), and E − E˜ = O(D1/2).
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Furthermore,
W˜ −W = Φ˜− Φ + 1
8i
(Z˜∗2 − Z∗2 − 2z(Z˜∗ − Z∗)) = 1
8i
(Z˜∗ − Z∗)(Z˜∗ + Z∗ − 2z)
=
1
8i
(Q˜∗ −Q)× 2i(P˜ + P ) = 1
2
(P˜ + P )(Q˜−Q) = P (Q˜−Q) +O(D3/2).
Further, we obtain
S =W + 〈P, q −Q〉+ 1
2
〈q −Q, E(q −Q)〉,
S˜ = W˜ + 〈P˜ , q − Q˜〉+ 1
2
〈q − Q˜, E˜(q − Q˜)〉,
S˜ − S = W˜ −W + 〈P,Q− Q˜〉+O(D3/2) = O(D3/2),
and (a) is proved.
(b) Again we assume that I = {1, . . . , n}. Then what we need to prove is that the
functions p−∂S/∂q generate the same ideal as z−Z∗. This can be proved by straightforward
computation.
(c) This can be verified by straightforward computation. Lemma 3.11 is proved.
To prove that the traditional description of positive Lagrangian asymptotic manifolds is
equivalent to that via the z-action, it remains to explain how to reconstruct the z-action
from the phases. The answer is given by the following lemma.
Lemma 3.12. Let L be a positive Lagrangian manifold, and let S(q) be a nonsingular phase
on L. Then the function
Φ(p, q) = S(q)− 1
2
pq +
q2
4i
− (∂S/∂q)
2
4i
− 1
4i
〈
p− ∂S
∂q
,
(
1− i ∂
2S
∂q∂q
)−1(
1 + i
∂2S
∂q∂q
)(
p− ∂S
∂q
)〉
is the z-action on L.
The proof is by straightforward computation.
Note that for positive Lagrangian manifolds the matrix (1 − i(∂2S/∂q∂q)) is always
nonsingular, and positivity is essential here. The formulas for constructing Φ(p, q) from an
I-nonsingular phase SI(qI , pI) are obtained by applying γI .
Let us now give the independent proof (promised above) of the fact that positivity is
preserved in transition from one I-nonsingular chart to another (Lemma 3.7). It suffices
to consider the case in which I = {1, . . . , n} and K = ∅ (the variables xK and pK can
be regarded as parameters). Then, in view of the transition formula (3.3), Lemma 3.8 is a
consequence of the following general statement.
Lemma 3.13. Let F (p, q) = F1(p, q)+iF2(p, q) be a smooth function satisfying the conditions
F2(p, q) > 0, F2(p0, q0) = 0, (∂F/∂q)(p0, q0) = 0, and
det
∂2F
∂q∂q
(p0, q0) 6= 0.
Also let
D(p, q) = F2(p, q) +
∥∥∥∂F
∂q
(p, q)
∥∥∥2.
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Then
(a) the minimization problem
D(p, q)→ min
q
(the minimum is taken over a small neighborhood of q0)
has a unique, smooth solution q = q(p) for p close to p0, and q(p0) = q0.
(b) Let d(p) = D(p, q(p)), and set
F˜ (p) =
{
F (p, q)− 1
2
〈∂F
∂q
(p, q),
( ∂2F
∂q∂q
(p, q)
)−1∂F
∂q
(p, q)
〉}∣∣∣∣∣
q=q(p)
. (3.11)
Then there exist nonnegative constants c and C such that
cd(p) 6 F˜2(p) 6 C d(p), (3.12)
where F˜2(p) = Im F˜ (p) is the imaginary part of F˜ (p).
The proof is given in the appendix.
Lemma 3.8 follows from Lemma 3.13 by setting F (p, q) = S(q)− pq.
3.4 Volume forms and the quantization condition
As we established in §3.3, a positive Lagrangian asymptotic manifold is given by the following
data: a closed subset Γ ⊂ R2n, a dissipation ideal D with ΓD = Γ, the universal covering
π : U˜ → U over a small neighborhood of Γ, and a z-action Φ(p, q) defined on U˜ . These data
uniquely determine the Lagrangian manifold L = (D,J ) itself, and the I-nonsingular phases
in the charts of the canonical cover are given by formulas (3.9). Note that the canonical
cover is in fact a cover of U˜ rather than of U ; that is, the associated objects (I-nonsingular
phases) depend on the choice of the sheet of U˜ .
We assume that a volume form µ is given on L. Since the form dz1∧· · ·∧dzn determines
a nonzero element in Λn(L), we can specify µ by choosing a fixed function a(p, q) ∈ C∞(R2n)
such that
µ = i∗(a(q, p) dz1 ∧ · · · ∧ dzn).
Of course only the class of a(p, q) in C∞(1)(R2n) = C∞(R2n)/D1/2 is of interest.
We shall assume that the function a(p, q) is defined on U˜ rather than on U (that is, the
measure is defined on the universal covering over L rather than on L itself).
Let (p0, q0) ∈ Γ, let V ⊂ U be a connected simply connected neighborhood of (p0, q0),
and let V1 and V2 be two connected components of π
−1(V ) ⊂ U . By the definition of the
z-action, we have
Φ1(p, q)− Φ2(p, q) = Φ1(p0, q0)− Φ2(p0, q0) +O(D3/2), (3.13)
where Φi = Φ|Vi , i = 1, 2.
Let ai(p, q) = a(p, q)|Vi, i = 1, 2.
Since U˜ is simply connected, the expression
Var ln a = ln a2 − ln a1 = ln(a2/a1) (3.14)
is well defined in V . Indeed, let us arbitrarily choose the branch of ln a1; then the branch of
ln a2 is uniquely determined by the condition that ln a be continuous on U˜ . The arbitrary
multiple of 2π cancels in (3.14), and Var ln a is well defined.
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Definition 3.14. A Lagrangian asymptotic manifold with z-action Φ and measure µ =
i∗a dz1 ∧ · · · ∧ dzn is said to satisfy the quantization condition if for any (p0, q0) ∈ Γ and any
two connected components V1 and V2 of π
−1(V ), where V is a small neighborhood of (p0, q0),
we have
Φ1(p0, q0)− Φ2(p0, q0) + i
2
(Var ln a)(p, q) = O(D1/2) + 2πl, (3.15)
where l ∈ Z is an arbitrary integer.
Condition (3.15) can be interpreted in two different ways.
First, we can regard it as a condition imposed on the admissible values of h, which selects
a sequence hl → 0.
Alternatively, if the Lagrangian manifold depends on parameters such as energy, condition
(3.15) selects admissible values of these parameters.
The following lemma is obvious.
Lemma 3.15. Suppose that Γ is arcwise connected; and let γ1, . . . , γs be a fundamental
system of cycles on Γ. The quantization condition (3.15) is satisfied if and only if
(a) a2/a1 is constant modulo O(D
1/2) for any branches a1 and a2 of a;
(b)
Varγi
[1
h
Φ +
i
2
ln a
]
∈ 2πZ, i− 1, . . . , s, (3.16)
where Varγ f is the variation of a function f : U˜ → C along a lift of a closed path
γ ⊂ U .
Condition (3.16) will also be referred to as the quantization condition.
Remark. For each i Eq. (3.16) gives infinitely many conditions, since Varγi may depend on
the choice of the lift of γ. However, if Γ itself is a submanifold (necessarily isotropic), as is
the case in [10], then
Varγi Φ =
∮
γi
p dq (3.17)
and does not depend on the choice of the lift; and furthermore, if Γ is a closed trajectory
of a Hamiltonian vector field and the measure µ is invariant with respect to that field, then
Varγi(ln a) is also independent of the lift and can be expressed via the Floquet exponents for
the variational system along this trajectory.
3.5 Positive canonical transformations
Consider the space R4n = R2n(p,q) ⊕ R2n(ξ,x) equipped with the symplectic form
Ω2 = dp ∧ dq − dξ ∧ dx.
Let Λ = (∆,M) be a positive Lagrangian manifold in R4n with z-action Ψ and suppose that
Λ is “diffeomorphically projected” on R2n(p,q) and R
2n
(ξ,x) in the following sense:
(a) Γ is simply connected;
(b) the projections of ΓΛ on R
2n
(p,q) and on R
2n
(ξ,x) are homeomorphisms onto their images;
(c) (p, q) and (ξ, x) are coordinate systems on L.
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Definition 3.16. (i) The pair g = (Λ,Ψ) is called a positive canonical transformation from
R2n(ξ,x) to R
2n
(p,q). Formally, we write g : R
2n
(ξ,x) → R2nξ,x).
Let L = (D,J ) be a positive Lagrangian manifold in R2n(ξ,x) with z-action Φ. Set
g[D](p, q) = min
x,ξ
(D(x, ξ) + δ(x, ξ, p, q)),
where D and δ are some dissipations associated with D and ∆, respectively, and
g[J ] = {f(x, ξ, p, q) ∈M+ J | f is independent of (x, ξ)}.
Let g[D] be the dissipation ideal corresponding to the function g[D].
Lemma 3.17. g[L] = (g[D], g[J ]) is a positive Lagrangian manifold with z-action
g[Φ](q, p) =
{
F (x, ξ, p, q)− 1
2
〈 ∂F
∂(x, ξ)
,
∂2F
∂(x, ξ)∂(x, ξ)
∂F
∂(x, ξ)
〉}∣∣∣∣∣
x=x(q,p), ξ=ξ(q,p)
, (3.18)
where
F (x, ξ, q, p) = Φ(x, ξ) + Ψ(x, ξ, p, q) (3.19)
and
(x(q, p), ξ(q, p)) = argmin
(x,ξ)
D(x, ξ) + ∆(x, ξ, p, q). (3.20)
Proof. The proof is purely technical, and we omit lengthy calculations; the only point worth
nothing is that positivity is preserved. To avoid using too many subscripts, let us consider
the particular case in which L is covered by a ∅-nonsingular chart and hence determined by
a phase S(ξ), while Λ is determined by a phase S1(ξ, q). Then the nonsingular phase S2(x)
for g(L) can be obtained as follows:
S2(q) =
{
F (q, ξ)− 1
2
〈
Fξ(q, ξ),
( ∂2F
∂ξ∂ξ
)−1
Fp(q, ξ)
〉}
ξ=ξ(q)
, (3.21)
where F (q, ξ) = S1(ξ, q) + S(ξ) and
ξ(q) = argmin
ξ,x
{
ImS1(ξ, q) + ImS(q) +
∥∥∥x+ ∂S(ξ)
∂ξ
∥∥∥2 + ∥∥∥x− ∂S1
∂ξ
(ξ, q)
∥∥∥2}.
The dissipation on g(L) in the nonsingular chart is
d(q) = min
ξ,x
{
ImS1(ξ, q) + ImS(q) +
∥∥∥x+ ∂S(ξ)
∂ξ
∥∥∥2 + ∥∥∥x− ∂S1
∂ξ
(ξ, q)
∥∥∥2}.
It is easy to see that d(q) is equivalent to
d1(q) = min
{
ImS1 + ImS2 +
∥∥∥Re ∂S1
∂ξ
+ Re
∂S
∂ξ
∥∥∥2 + ∥∥∥ Im ∂S1
∂ξ
∥∥∥2 + ∥∥∥ Im ∂S
∂ξ
∥∥∥2}
≃ min
{
Im(S1 + S) +
∥∥∥∂(S1 + S)
∂ξ
∥∥∥2}
(the last equivalence is due to the fact that ImS1 > 0 and ImS2 > 0).
It remains to apply Lemma 3.13.
Lemma 3.18. Positive canonical transformations preserve quantization conditions.
Proof. This is obvious, since the z-action on each sheet undergoes the same additive correc-
tion, and the density of the volume form undergoes the same multiplicative correction.
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4 The canonical operator
In this section we construct the first-approximation canonical operator on a quantized La-
grangian asymptotic manifold with volume form. This material is quite traditional (e.g.,
see [9, 10, 11, 25, 14, 7]), and we are rather brief on the subject; our main goal is to relate
the traditional construction to the new definition of Lagrangian asymptotic manifold given
in §3.
4.1 Original objects
We assume that a positive asymptotic Lagrangian manifold with z-action and with a volume
form is given. That is, we have the following collection of objects:
a) a closed subset Γ ⊂ R2n, assumed to be arcwise connected;
b) a dissipation ideal D ⊂ C∞(R2n) with ΓD = Γ;
c) a small tubular neighborhood U ⊃ Γ and the universal covering π : U˜ → U ;
d) a z-action Φ ∈ C∞(U˜) satisfying the conditions of Definition 3.10;
e) the corresponding asymptotic manifold L = (D,J );
f) a volume form µ = i∗(a(p, q) dz1 ∧ · · · ∧ dzn) on π−1(L).
We fix some branch of ln a(p, q) on U˜ . We assume that the quantization condition (3.15)
is satisfied.
Furthermore, we choose a canonical cover U˜ = ∪jU˜j, where each U˜j is a connected simply
connected domain such that for some I = I(j) ⊂ {1, . . . , n} the functions (qI , pI) can be
chosen as coordinates on L in Uj = π(U˜j). Although it may well happen that I(j) = I(k)
for some j 6= k, we shall use the notation U˜I , UI instead of U˜j , Uj with I(j) = I; this will
not lead to any misunderstanding.
For each canonical chart U˜I the I-phase SI(qI , pI) is defined in the projection of UI on
the coordinate (qI , pI)-plane by Eq. (3.9) and the dissipation dI(qI , pI) by Eq. (3.10).
Furthermore, the form µ|U˜I can be rewritten in the coordinates (qI , pI) as follows:
µ = aI(qI , pI) dqI ∧ dpI ,
where
aI(qI , pI) = (−i)|I|a(p, q)
∣∣
pI=pI(qI ,pI), qI=qI(qI ,pI)
det
∂(qI − iPI , pI + iQI)
∂(qI , pI)
+O(d
1/2
I ); (4.1)
here
(pI(qI , pI), qI(qI , pI)) = argminpI ,qI
D(p, q), PI = ∂SI
∂qI
, QI = −
∂S
∂pI
.
We choose a continuous branch of ln aI(qI , pI) as follows. Since SI2 is nonnegative,
B(qI , pI , r) = det
∂(qI − iτPI , pI + iτQI)
∂(qI , pI)
6= 0 ∀τ > 0
(e.g., see [14]). We have b(qI , pI , 0) = 1 and set lnB(qI , pI , 0) = 0. Then, by continuity, ln b
is uniquely determined for all τ > 0. We set
ln aI(qI , pI) = ln a(p, q)
∣∣
pI=pI(qI ,pI), qI=qI(qI ,pI)
+ ln b(qI , pI , 1)− i
π
2
|I|+O(d1/2I ), (4.2)
where ln a(p, q) is the fixed branch of the logarithm. Equation (4.2) specifies ln aI(qI , pI)
uniquely.
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4.2 Local canonical operator
Let U˜I be some canonical operator chart. The local canonical operator
KI : C∞(L, UI)→ Hh(Rn)
acts from the space
C∞0 (L, UI) = {ϕ ∈ C∞(L) | suppϕ is a compact subset in UI}
to the Fre´chet space
Hh(R
n) =
∞⋂
k=0
Hkh(R
n),
Hkh(R
n) = {f(q, h), q ∈ Rn, h ∈ (0, 1] | sup
h
‖(1− h2∆+ x2)k/2f‖L2(Rn) <∞}
(here ∆ =
∑n
i=1 ∂
2/∂q2 is the Laplace operator) according to the formula
[KIϕ](q) =
( i
2πh
)|I|/2 ∫
R|I|
e(i/h)(SI (qI ,pI+pIqI)ϕI(qI , pI)
√
aI(qI , pI) dpI , (4.3)
where ϕI(qI , pI) is the (qI , pI)-coordinate representative of ϕ, i.e., ϕ(q, p)− ϕI(qI , pI) ∈ J .
Lemma 4.1. The operator (4.3) is well defined as an operator f from C∞(L, UI) to
Hh(R
n)/h1/2Hh(R
n) (i.e., the image of KIϕ in the quotient space does not depend on
the ambiguity in the choice of representatives of ϕI , aI , and SI).
4.3 Global canonical operator and the commutation theorem
Recall that we assume the quantization condition (3.15) to be satisfied. Then the following
assertion is valid.
Theorem 4.2. For any ϕ ∈ C∞(L, UI) ∩ C∞(L, UK) we have
KIϕ = KKϕ in Hh(Rn)/h1/2Hh(Rn).
Let {eI(p, q)} be a partition of unity subordinate to the canonical cover.
We can now introduce the canonical operator as the operator
K : C∞0 (L)→ Hh(Rn)/h1/2Hh(Rn)
given by the formula
Kϕ =
∑
I
KI(eIϕ). (4.4)
Obviously, the canonical operator is independent of the choice of the partition of unity (by
Theorem 4.2). Similarly, for any ε > 0, we can define the canonical operator
K : C∞0(1)(L)→ Hh(Rn)/h1/2−εHh(Rn). (4.5)
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Theorem 4.3. (Commutation theorem). (a) Let H(q, p) be an arbitrary symbol (i.e., a
function satisfying the estimates∣∣∣ ∂α+βH
∂xα∂pβ
(q, p)
∣∣∣ 6 Cαβ(1 + |q|+ |p|)m,
where m is independent of α and β). Then
H
(
2
x,−
1
∂
∂x
)
Kϕ = K[(i∗H)ϕ], (4.6)
where i∗H is the restriction of H on L, that is, the image of H ∈ C∞(R2n) under the natural
projection C∞(R2n)→ C∞(L).
(b) Let, in addition, i∗H = 0, and suppose that L is strongly invariant with respect to
the Hamiltonian vector field V (H). Then
i
h
H
(
2
x,−
1
∂
∂x
)
Kϕ
is a well-defined element in Hh(R
n)/h1/2−εHh(R
n) for any ε > 0, and we have
i
h
H
(
2
x,−
1
∂
∂x
)
Kϕ = KPϕ in Hh(Rn)/h1/2−εHh(Rn), (4.7)
where the transport operator P is given by
P = V (H)− 1
2
i∗
( n∑
j=1
∂2H
∂pi∂qi
)
+
1
2
LV (H)µ
µ
(note that the Lie derivative LV (H)µ is well defined since L is strongly invariant with respect
to V (H)).
4.4 Canonical operator for equations
with operator-valued symbol
Let H : R2n(p,q) → Op(H) be an operator-valued Hamiltonian (see [9]) such that H(p, q) is
a self-adjoint operator for each (p, q) ∈ R2n, and let λ(p, q) be an isolated eigenvalue of
constant multiplicity s. Then associated with (p, q) ∈ Rn is the corresponding s-dimensional
eigenspace E(p, q) of H(p, q), and we have a vector bundle E → R2n(p,q) whose fiber over (p, q)
is E(p, q). Let a quantized Lagrangian asymptotic manifold L with z-action be given; then
the bundle E = i∗(E) over L is well defined, where i is the “embedding” L →֒ R2n, and we
can define the canonical operator
KE : C∞0 (L; E)→ Hh(Rn,H) (4.8)
acting from the space of sections of E over L into the Fre´chet space Hh(Rnq ,H) of H-valued
functions on Rnq with the topology defined by the family of norms
‖f‖l = ‖(1− h2Λ + q2)l/2f‖L2(Rnq ,H), l = 0, 1, 2, . . . , (4.9)
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as follows. We define the local canonical operator by formula (4.3), where ϕI now takes
values in H, and the global canonical operator is defined by formula (4.4). Furthermore, we
may well consider the canonical operator
KH : C∞0 (L,H)→ Hh(Rqn,H)
acting from the space of arbitrary smooth compactly supported functions with values in H
by the same formulas. Then KE is the restriction of KH to C∞0 (L, E).
Lemma 4.1, Theorem 4.2, and Theorem 4.3 (a) remain valid in this situation without
any modifications. However, instead of Theorem 4.3 (b) we have the following assertion.
Theorem 4.4. Suppose that the Lagrangian asymptotic manifold L is strongly invariant
with respect to the Hamiltonian vector field V (λ) corresponding to the eigenvalue λ and that
i∗λ = 0. Then for any ϕ ∈ C∞0 (L; E) the function (i/h)KEϕ is a well-defined element of the
quotient space
Hh(R
n
q ,H)/B, (4.10)
where
B = {ψ ∈ Hh(Rnq ,H) | ψ = KH(i∗H)η for some η ∈ C∞0 (L,H)}.
In the quotient space (4.10) we have
i
h
KEϕ = KEPϕ,
where the transport operator P has the form
P = ∇V (λ) − 1
2
i∗
( n∑
j=1
∂2λ
∂pj∂qj
)
+M +
LV (H)µ
µ
.
Here ∇V (λ) is the covariant derivative along V (λ) with respect to the Levi-Civita` connection
∂ on E associated with the operator of orthogonal projection onto the fibers of E in H, and
the homomorphism M : E → E has the form M = 〈dF, V (λ)〉 for some other homomorphism
F : E → E (cf. [4]). In a local frame χ1(p, q), . . . , χs(p, q) in E (and hence in E) we have
(∇V (λ))µν = V (λ)δµν + (χν , χ˙µ) (here χ˙µ = V (λ)χµ),
Mµν =
n∑
i=1
(
χν ,
(∂H
∂pi
− ∂λ
∂pi
)∂χµ
∂xi
)
, ν, µ = 1, . . . , l. (4.11)
Since M is a total derivative, it does not contribute to the spectrum of the transport
operator. However, the term (χν , χ˙µ) does contribute; its contribution along closed trajec-
tories is an element of the holonomy group of the connection δ and is known as Berry’s
phase [3, 18]. If the connection is flat, Berry’s phase can be incorporated in the quantization
conditions in an obvious way.
5 Canonical operator modulo 0(h∞)
5.1 Asymptotic functions
Here we introduce asymptotic (with respect to a small positive parameter h) functions of
the two following kinds:
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i) h,D-asymptotic functions on an asymptotic manifold; these functions may be regarded
as meromorphic in h if taken modulo hN , N ∈ N;
ii) h-asymptotic functions on Rn that may have an “essential singularity” in h; in fact,
we are interested in rapidly oscillating h-asymptotic functions.
First we recall some definitions. Let (En)n∈Z be a filtration of a vector space E. Then
for any e ∈ E we denote
ord e = sup{n ∈ Z | e ∈ En}.
Definition 5.1. An asymptotic series (with respect to the filtration (En)) is a formal sum∑∞
j=0 ej , where ej ∈ E satisfy the condition lim ord ej = +∞. Two asymptotic series
e′ =
∞∑
j=0
e′j and e
′′ =
∞∑
j=0
e′′j
are said to be equivalent , e′ ∼ e′′, if
lim
N→∞
ord
N∑
j=0
(e′j − e′′j ) = +∞.
Definition 5.2. Let A(E) be the set of all asymptotic series with respect to a given filtration
of E. Elements of the quotient set A(E)/ ∼ are called asymptotic elements of E. If E is a
space of functions, then asymptotic elements will be called asymptotic functions .
Given x0 ∈ Rn, let E(x0) be the space of germs at x0 of C∞-smooth complex-valued
functions smoothly depending on a strictly positive small parameter h, and define a filtration
of E(x0) by setting
Em(x0) = {f ∈ E(x0) | f (α) = O(hm−k) for any partial derivative fα of order |α| = k}.
(5.1)
For example, e(i/h)Shmu ∈ Em(x0) whenever S and u are germs at x0 of smooth functions
independent of h and ImS > 0.
Definition 5.3. An h-asymptotic function is a section of the sheaf A over Rn such that the
stalk Ax0 consists of all the asymptotic elements with respect to the filtration (5.1).
Let L = (D,J ) be an ∞-asymptotic submanifold in some manifold M . We define the
space E as the set of functions f ∈ C∞(L)⊗C∞((0,∞)) satisfying the condition hkf(m, h) ∈
C∞(L)⊗ C∞([0,∞)) for some k ∈ Z. Let us consider the following filtration of E:
Es = {e ∈ E | e(m, h) =
∑
j
ej(m)h
j + hke˜(m, h)
for some ej ∈ Ds/2−j, k > s/2, e˜ ∈ C∞(L)⊗ C∞([0,∞))}; (5.2)
in (5.2) we assume that j runs over a finite subset of Z (this subset depends on e).
The reason for using the filtration (5.2) is clear from the following lemma.
Lemma 5.4. Let f ∈ E. Then the following two relations are equivalent:
i) f ∈ Es;
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ii) in the vicinity of any point m0 ∈ ΓD the inequality
| exp(−D(m)/h)f(m, h)| 6 chs/2
holds for some constant c (here D is a dissipation associated with D).
Proof. The statement of the lemma is equivalent to saying that for any smooth function
g(x, h), any dissipation D(x) in a neighborhood of x0, and any s ∈ Z the two following
relations are equivalent:
1) |∂jg/∂hj |h=0 = O(D(s/2)−j) for j = 0, 1, 2, . . . ;
2) | exp(−D(x)/h)g(x, h)| 6 chs/2 for some constant c.
The proof of the latter statement can be found, for example, in [24].
Definition 5.5. Asymptotic elements of E corresponding to the filtration (5.2) will be called
(h,D)-asymptotic functions on L.
5.2 V-objects on asymptotic Lagrangian submanifolds
equipped with measure
Suppose there is a positive asymptotic Lagrangian submanifold L in R2n(p,q) equipped with a
measure µ, and let D be the associated dissipation ideal on R2n. In this subsection we shall
introduce some sheaf V over the locus Γ of the ideal D. Locally, in a chart, this sheaf can
be regarded as the “bundle” of (h,D)-asymptotic functions on L.
Let m0 ∈ Γ be an I-nonsingular point in L, SI and let aI be well-defined modulo D∞
functions which represent respectively the branches of the I-phase and the density of the
measure on the same sheet of the simply connected covering of a neighborhood of Γ. Then
the triple T = (I, SI , aI) will be called a trivializator (for the “bundle” V near m0). Given a
trivializator T , an ∞-asymptotic manifold L∞ (with L = L∞/D) is locally defined, and we
can identify the stalk Vm0 with the space of germs at m0 of (h,D)-asymptotic functions on
L∞.
Further, the latter can be identified with the space LI(m0) of germs at (q
0
I , p
0
I
) of (h, dI)-
asymptotic functions on Rn(qI ,pI)
, where q0 = Q(m0), p
0 = P (m0), and dI is the dissipation
ideal on Rn(qI ,pI)
corresponding to the nonparametric local description of L: if D is induced
by a dissipation D, then DI is associated with d(qI , pI) = minqI ,pI D(p, q).
Remark. Note that any manifold M equipped with a dissipation ideal D can be regarded
as an 0-codimensional ∞-asymptotic submanifold (D,D∞) in itself.
Now, to complete the definition of the sheaf V, it is sufficient to fix a certain family of
gluing isomorphisms V m0T,T ′ : LI(m0) → LI′(m0) for each trivializator T = (I, SI , aI), T ′ =
(I ′, S ′I′, a
′
I′) near m0. Naturally, these isomorphisms are assumed to satisfy the conditions
V m0T,T = id, V
m0
T ′,T ′′ ◦ V m0T,T ′ = V m0T,T ′′.
We call V m0T,T ′ the transition operators . They will be chosen later (see Eq. (5.4)).
Definition 5.6. A section of the sheaf V is called a V -object on (L, µ).
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5.3 The canonical operator on V-objects
Suppose that we have a positive asymptotic Lagrangian submanifold L in R2n(p,q) with a
measure µ together with standard agreed-upon phase arguments (defined modulo 4π) of its
densities relative to the Lagrangian coordinates (qI , pI). Let V be the corresponding sheaf
of V -objects. For each m ∈ Γ and any trivializator T = (I, SI , aI) near m we define the
precanonical operator K˜m,T : Vm → AQ(m)
(Km,Tϕ)(q) =
( i
2πh
)|I| ∫
exp
( i
h
SI(qI , pI) + pIqI
)√
aI(qI , pI)e(pI)ϕ(qI , pI) dpI , (5.3)
where e is a smooth cutoff function equal to 1 near PI(m) and to 0 near infinity, while
ϕ(qI , pI) is an (h, d)-asymptotic function representing the germ ϕ ∈ LI(m) = Vm. Note that
the right-hand side of (5.3) does not depend on the choice of e modulo O(h∞).
Assume now that the asymptotic Lagrangian submanifold L satisfies the quantization
condition. Then the transition operators V mT,T ′ in the definition of the sheaf V can be uniquely
chosen so that the precanonical operator K˜m,T does not depend on T . In other words, the
transition operators are defined by the equation( i
2πh
)|I| ∫
exp
( i
h
(SI(qI , pI) + pIqI)
)√
aI(qI , pI)ϕ(qI , pI) dpI
=
( i
2πh
)|I′| ∫
exp
( i
h
(S ′I′(qI′ , pI′) + pI′qI′)
)√
a′I′(qI′ , pI′)(V
m
T,T ′ϕ)(qI′ , pI′) dpI′ (5.4)
near q = Q(m) for any (h, dI)-asymptotic function ϕ supported near (QI(m), PI(m)).
Lemma 5.7. There exist operators V mT,T ′ such that (5.4) holds.
Proof. Applying the Fourier transform from qI′ to pI′ and using the canonical transformation
γI′, we can assume without loss of generality that I
′ = {1, 2, . . . , n}.
The statement is trivial in the case I = ∅. Consider the case |I| > 0.
Denote the left-hand side of (5.4) by (Kϕ)(q). Then (Kϕ)(q) can be expanded relative
to the h-asymptotic filtration by using the saddle-point method, say, in the form of the
quantum bypassing focuses operation introduced in [9], Sec. 1 of Chap. V. Using our notation,
we can formulate the result as follows. Consider the I-nonsingular Lagrangian chart r =
(UI , dI , P
′, Q′,W ′):
QI(α) = αI , P
′
I
(α) = αI , Q
′
I
(α) = −∂SI(α)
∂αI
,
P ′I(α) =
∂SI(α)
∂αI
, W (α) = SI(α) + αIQ
′
I
(α).
Let y = (y1, . . . , yn) be nonsingular coordinates on UI , i.e., y −Q′ = O(d1/2). Denote by
Φ the y-phase on UI (cf. [25], §1):
Φ = W +
∂W
∂Q′
(y −Q′) + 1
2
〈
y −Q′, ∂
2W
∂Q′∂Q′
(y −Q′)
〉
.
Then
(Kϕ)(y(α)) = exp
{ i
h
Φ(α)
}√
a˜(α)(vϕ)(α)
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for some local (near α0 = (QI(m), PI(m))) automorphism v of the sheaf of (h, dI)-asymptotic
functions on U , where a˜ is the density of the measure aI(α) dα1 ∧ · · · ∧ dαn with respect to
the complex coordinates Q′ on U . Now, to complete the proof, it is sufficient to verify that
a ◦ y − a˜ = O(d1/2I ), (5.5)
S ◦ y − Φ = O(d3/2I ). (5.6)
We consider the nonsingular Lagrangian chart r′′ = {U, d, P ′′, Q′′, S}, where Q′(β) = β,
P ′(β) = ∂S(β)/∂β. Here U is a neighborhood of Q(m). Then, in some neighborhoods of the
corresponding images of the point m, the charts r′ and r′′ are equivalent, y : α 7→ β being a
diffeomorphism identifying their domains. Hence dI ◦ y−1 is equivalent to d, and
Φ ◦ y−1 − S ◦ id = O(d3/2)
as demonstrated in [25], so that (5.6) holds.
Finally, we note that (5.5) holds, since the function a˜/aI is a representative of
D(QI , PI)
DQ
∈ C∞(1),
and the same can be said about (a ◦ y)/aI . The lemma is proved.
Definition 5.8. Given a quantized positive asymptotic Lagrangian submanifold L ⊂ Rnp×Rnq
with measure µ, let us denote by V0 the space of V -objects with compact supports. We define
the canonical operator K : V0 → As, where As is the space of h-asymptotic functions on
Rn as follows: the germ Kϕ at the point x ∈ Q(Γ) is equal to ∑mKm{ϕ}m, where m runs
over the set {m ∈ suppϕ | Q(m) = x}, and {ϕ}m is the germ of ϕ at m. We denote by Km
the precanonical operators, which are independent of the choice of trivializators under our
definition of the transition operators.
5.4 Commutation of the canonical operators with Hamiltonians
Throughout this subsection, H(p, q, h) will be a real function smooth on R2n × [0, ε] (the
Hamiltonian function) satisfying the following condition: there exists a positive integer k
such that for any multiindex α = (α1, . . . , α2n)( ∂
∂z
)α
H(z, h) = O(|z|k) as z →∞;
here z = (p, q) ∈ R2n. The pseudodifferential operator
H
(
−
1
ih
∂
∂x
,
2
x
)
will be referred to as the Hamiltonian corresponding to the symbol H. We assert that Hamil-
tonians are in agreement with h-asymptotic filtration (for example, see [9] or [25]). Hence
Hamiltonians can and will be interpreted as linear operators in the space of h-asymptotic
functions.
We start from a version of the commutation formula for a complex bounded exponential
and a Hamiltonian [25]:
H
(
−
1
ih
∂
∂x
,
2
x
)
◦ exp
( i
h
S(x)
)
= exp
( i
h
S(x)
)
◦ Ĥ, (5.7)
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where Ĥ is a linear operator in the space A0 of finite (h,D)-asymptotic functions on Rn,
where D is the dissipation ideal induced by the imaginary part of S.
Example. Let n = 1,
H(p, x) = p
2q2
2
+ q.
It is easy to verify that
Ĥ = exp
(
− i
h
S(x)
)
◦ H
(
−
1
ih
∂
∂x
,
2
x
)
◦ exp
( i
h
S(x)
)
= H
( 1
−ih ∂
∂x
+
∂S
∂x
,
2
x
)
= x2
(dS
dx
)2
+ x− ihx2
(d2S
dx2
+ 2
dS
dx
d
dx
)
− h
2
2
x2
d2
dx2
.
We see immediately that the operator Ĥ does not decrease the order of a function with
respect to the (h,D)-asymptotic filtration and does not enlarge its support. Hence Ĥ acts
on A0.
In general, the operator Ĥ on the right-hand side of (5.7) is described by an operator
series of the form
Ĥ =
∞∑
k=0
∑
k6|α|62k
∑
|β|6k
(−ih)kHkαβ . (5.8)
If the symbol H is independent of h, then the operators Hkαβ have the form
Hkαβ = ∂
|α|H
∂pα
(∂S
∂x
, x
)
Pkαβ(S)
( ∂
∂x
)β
, (5.9)
where Pkαβ are nonlinear differential operators and (∂
|α|H/∂pα)(∂S/∂x, x) stands for the
Taylor expansion with respect to the imaginary part of ∂S/∂x. Note that Pkαβ can be
calculated by using the fact that they are independent of the symbol H, choosing symbols
in a special way. Specifically, we have
P000(S) = 1,
P1αβ(S) =

0 for |α| = 1, β = 0 or |α| = 2, |β| = 1,
〈α, β〉 for |α| = |β| = 1,
1
α!
∂2S
∂xα
for |α| = 2, |β| = 0.
Further, it is easy to see that Pkαβ = 0 for 2k < |α|+ |β|, and
Pkαβ =
{
0 for |α| = |β| = k, α 6= β,
1
α!
for α = β, |α| = k.
Finally, in the case when H depends on h, we have
Hk,α,β =
k∑
l=0
ilH(l)k−l,α,β, (5.10)
where
H(l) = 1
l!
∂lH
∂hl
∣∣∣∣∣
h=0
.
44
Denote by FxI→ξI the H
−1-Fourier transformation with respect to the Ith group of coor-
dinates:
FxI→ξIu(x) = (2πih)
−|I|/2
∫
exp
{
− i
h
ξIxI
}
u(x) dxI ,
and let F−1ξI→xI
denote its inverse. Then
FxI→ξI ◦ H
(
−
1
ih
∂
∂x
,
2
x, h
)
◦ F−1
ξI→xI
= H
((
−
1
ih
∂
∂xI
, ξI
)
,
( 2
xI , ih
∂
∂ξI
)
, h
)
.
For the pseudodifferential operator on the right-hand side, there is a commutation formula
with a complex exponential, similar to that for the Hamiltonian
H
(
−
1
ih
∂
∂x
,
2
x, h
)
.
Thus, we obtain the following commutation formula for a Hamiltonian and the composition
of the multiplication operator by a complex exponential with the Fourier transformation (see
[9], Sec. 2 in Chap. V)
H
(
−
1
ih
∂
∂x
,
2
x
)
◦ F−1ξI→xI ◦ e
(i/h)S(xI ,ξI) = F−1ξI→xI
◦ e(i/h)S(xI ,ξI)ĤI , (5.11)
where
ĤI =
∞∑
k=0
2k∑
|α|=k
k∑
|β|=0
∑
γ6βI
∞∑
|δ|=0
{
(−ih)k βI !
γ!(βI − γ!)δ!
(( ∂
∂(qI , pI)
)α+δ( ∂
∂pI
)γ
H
)
×
((∂S1
∂xI
, ξI
)
,
(
xI ,−∂S1
∂ξI
))
P Ikαβ(S)
(
i
∂S2
∂xI
,−i∂S2
∂pI
)δ( ∂
∂xI
)βI( ∂
∂ξI
)βI−γ}
,
where S1 = ReS, S2 = ImS, and P
I
kαβ are some nonlinear differential operators independent
of H. (One can easily obtain the formula for Hamiltonians depending on h.)
Now we are ready to commute a Hamiltonian with a canonical operator.
Theorem 5.9. Given a symbol H(p, q) and a quantized positive Lagrangian submanifold L
equipped with a measure µ, there is an operator PH acting on finite V -objects such that
H
(
−
1
ih
∂
∂x
,
2
x
)
(Kϕ)(x) = (KPHϕ)(x).
Proof. Commute the Hamiltonian with a precanonical operator. Let T = (I, SI , aI) be a
trivializator near a pointm ∈ Γ and let ϕ(xI , ξI) be the germ of a (h, dI)-asymptotic function
at (QI(m), PI(m)). By formula (5.11) we have
H
(
−
1
ih
∂
∂x
,
2
x
)
K̂m,Tϕ = F−1ξI→xI exp
{ i
h
SI(xI , ξI)
}
ĤI
√
aI(xI , ξI)ϕ(xI , ξI).
It follows that
H
(
−
1
ih
∂
∂x
,
2
x
)
K̂m,T = K̂m,TPm,T ,
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where
Pm,T = 1√
aI
◦ ĤI ◦ √aI .
If we interpret a precanonical operator as a local homomorphism of sheaves: Vm → AQ(m),
then it is a monomorphism independent of the choice of a trivializator. Hence there is a
morphism P of the sheaf V to itself that, under the local trivialization of V determined by
T , identifies Pm with Pm,T . This implies the required statement.
5.5 The transport operator
Here we consider a quantized positive asymptotic Lagrangian submanifold with a measure
(L, µ) strongly invariant with respect to the Hamiltonian vector field VH corresponding to a
Hamiltonian function H(p, q). In this case we call PH = (i/h)PH the transport operator .
To describe the transport operator we need the following definition.
Definition 5.10. [24] Let L = (D,J ) be an ∞-asymptotic submanifold in a manifold M ,
and let the operator series κ =
∑∞
j=0 h
tjAj , where Aj are linear operators from C
∞(L) to
itself, represent an endomorphism of the space of (h,D)-asymptotic functions on L. We say
κ is a perturbator if the following conditions hold:
a) htjAj does not decrease order relative to the (h,D)-asymptotic filtration for any j;
b) if tj 6 0, then h
tjAj increases the order.
Perturbators are valid in perturbation theory for equations with (h,D)-asymptotic func-
tions because of the following result.
Proposition 5.11. ([24], p. 84) Let κ be a perturbator on L = (D,J ). Then id−κ is an
isomorphism of the space of (h,D)-asymptotic functions on L, and its inverse is defined by
the operator series
∑∞
r=0 κ
r.
Theorem 5.12. The transport operator has the form
PH = VH − 1
2
tr
∂2H
∂p∂q
∣∣∣∣∣
L
+ κ,
where VH is the Hamiltonian vector field associated with H, and κ is a perturbator depending
on the choice of a trivializator for V -objects.
Proof. Without loss of generality let us take some nonsingular trivializator (S, a). By using
the commutation formula for a Hamiltonian with an exponential, we obtain the following
local expression for PH:
PH =
1√
a
〈∂H
∂p
(∂S
∂x
, x
)
,
∂
∂x
〉√
a+
1
2
tr
∂2H
∂p2
(∂S
∂x
, x
)∂2S
∂x2
+ κ˜, (5.12)
where κ˜ is a perturbator. It is not difficult to show that the invariance of µ with respect to
VH implies the following result (similar to Liouville’s theorem):
VH
1
a
=
1
a
tr
(∂2H
∂p2
(∂S
∂x
, x
)∂2S
∂x2
+
∂2H
∂p∂q
(∂S
∂x
, x
))
+O(d1/2−ε).
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Furthermore, the operator 〈∂H
∂p
(∂S
∂x
, x
)
,
∂
∂x
〉
represents VH in our coordinates, and we obtain〈∂H
∂p
(∂S
∂x
, x
)
,
∂
∂x
〉 1√
a
= − 1
2
√
a
tr
(∂2H
∂p2
(∂S
∂x
, x
) ∂S
∂x2
+
∂2H
∂p∂q
(∂S
∂x
, x
))
+O(d1/2−ε). (5.13)
Substituting (5.13) into (5.12) completes the proof.
Appendix. Proof of Lemma 3.13
We write
E(q) =
(∂2F (p, q)
∂qi∂qj
)n
i,j=1
.
Set
Dµ(p, q) = F2(p, q) +
µ
2
∥∥∥∂F
∂q
(p, q)
∥∥∥2
(where µ > 0 will be chosen later) and consider the problem
Dµ(p, q)→ min
q
; (A.1)
also, set
F˜µ(p) =
{
F (p, q)− 1
2
〈∂F
∂q
(p, q),
( ∂2F
∂q∂q
(p, q)
)−1∂F
∂q
(p, q)
〉}∣∣∣∣∣
q=q(p)
, (A.2)
where q = q(p) is the solution to the minimization problem (A.1). For µ = 2 we obtain
the functions (3.10), (3.11). First of all, let us prove that problem (A.1) has a unique
solution, which is smooth, in a sufficiently small neighborhood of (p0, q0). To this end, let
us calculate the first and the second derivatives of the function Dµ(p, q). We have (denoting
the derivatives by subscripts, omitting the arguments, and denoting Dµ simply by D and Fµ
by F ):
D = F2 +
µ
2
‖F1q‖2 + µ
2
‖F2q‖2,
Dq = F2q + µF1qqF1q + µF2qqF2q = (I + µE2)F2q + µE1F2q, (A.3)
Dqq = F2qq + µF1qqF1qq + µF2qqF2qq + · · · = E2 + µE21 + µE22 + · · · ,
where I is the identity matrix and the dots stand for terms linear in F1q and F2q. At the
point (p0, q0) we have F1q = F2q = Dq = 0, and the matrix Dqq = E2 + µE21 + µE22 is positive
definite. Indeed, E1 and E2 are symmetric and E2 is positive semidefinite, and so for any
vector ξ ∈ Rn we have
〈ξ,Dqqξ〉 = 〈ξ, E2ξ〉+ µ〈E1ξ, E1ξ〉+ µ〈E2ξ, E2ξ〉
= 〈ξ, E2ξ〉+ µ〈Eξ, Eξ〉 > µ‖ξ‖2‖E−1‖−2
(here (· , ·) is the Cn inner product). It follows that Dqq is positive definite in a neighborhood
of the point (p0, q0), and so the solution to problem (A.1) is unique and smooth and is
determined by the equation Dq = 0. Set
d(p) = dµ(p) = D(p, q(p)).
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Then, obviously,
F2(p, q(p)) 6 d(p) and
∣∣∣∂F2
∂q
(p, q(p))
∣∣∣ 6 const d(p)1/2.
It is quite obvious that, if we choose various µ > 0, then the resultant functions dµ(p)
will be equivalent to each other; furthermore, qµ(p)− qν(p) = O(d(p)1/2), and hence, writing
∆q = qµ(p)− qν(p), we have
F˜µ(p)− F˜ν(p) = Fqsq + 1
2
〈∆q, Fqq∆q〉 − Fq∆q − 1
2
〈∆q, Fqq∆q〉+O(‖Fq‖3 + ‖∆q3‖)
= O(d(p)3/2).
Consequently, it suffices to prove the desired inequality for F˜µ(p) with µ arbitrarily small.
Let us calculate the imaginary part of the function F˜ (p) = F˜µ(p) given by Eq. (A.2). In
our shorthand notation, F˜ (p) = {F − 1/2〈Fq, E−1Fq〉}q=q(p).
Let E−1 = A + iB, where A and B are symmetric matrices with real entries. Then
(A+ iB)(E1 + iE2) = I (the identity matrix),
and so
AE1 − BE2 = I, BE1 + AE2 = 0. (A.4)
Let us prove that for any ξ ∈ Rn
〈ξ, Bξ〉 6 ϕ‖ξ‖2, (A.5)
where ϕ = ϕ(p, q) is a continuous function such that ϕ(p0, q0) = 0. Since
〈ξ, Bξ〉 = 〈ξ, B(p0, q0)ξ〉+ 〈ξ, [B −B(p0, q0)]ξ〉,
the estimate (A.5) will follow with ϕ(q) = ‖B−B(p0, q0)‖ if we prove that 〈ξ, B(p0, q0)ξ〉 6 0
for any ξ ∈ Rn, or, equivalently Im〈ξ, E−1ξ〉 6 0 (we omit the argument (p0, q0)) for any
ξ ∈ Rn. Let us take ξ = iEη, η = η1 + iη2, η1, η2 ∈ Rn. Furthermore,
Im〈ξ, E−1ξ〉 = − Im〈η, Eη〉 = −〈η1, E2η1〉+ 〈η2, E2η2〉 − 2〈η2, E1η1〉.
Since ξ ∈ Rn, it follows that E1η1 = E2η2, and we obtain Im〈ξ, E−1ξ〉 = −〈η1, E2η1〉 −
〈η2, E2η2〉 6 0 (recall that E2 > 0).
Let us now write
F˜2(p) =
{
F2 − 1
2
{〈F1q, BF1q〉 − 〈F2q, BF2q〉+ 2〈F1q, AF2q〉}
}∣∣∣
q=q(p)
. (A.6)
For q = q(p) from (A.3) we have
F2q = −(I + µE2)−1µE1F1q = −µE1F1q +O(µ2)F1q, (A.7)
where the O(µ2) estimate is uniform whenever q(p) lies in any given bounded neighborhood
of q0 and ‖p− p0‖ < ε(µ), where ε(µ) > 0 for µ > 0.
Let us substitute (A.7) into (A.6) and take into account the first equation in (A.4). We
obtain
F˜2 = F2 − 1
2
[〈F1q, BF1q〉 − 2µ〈F1q, (I +BE2)F1q〉] +O(µ2)
= F2 − 1
2
〈F1q, BF1q〉+ µ〈F1q, F1q〉 − µ〈BF1q, E2F1q〉+ F ,
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where
|F| 6 Cµ2‖F1q‖2 (A.8)
whenever q = q(p) lies in a sufficiently small neighborhood of q0, and ‖p − p0‖ 6 ε(µ); the
constant C is independent of µ and p. Set B˜(p, q) = B(p, q)− ϕ(p, q). Then B˜ 6 0 and
F˜2 = F2 − 1
2
〈F1q, B˜F1q〉+
(
µ− ϕ
2
)
〈F1q, F1q〉 − µ〈B˜F1q, E2F1q〉 − µϕ〈F1q, E2F1q〉+ F .
Since the matrix B˜ is symmetric and nonpositive, we have
‖B˜F1q‖2 6 −C1〈F1q, B˜F1q〉;
furthermore, for any λ > 0 we have
|〈B˜F1q, E2F1q〉| 6 1
2
λ‖B˜F1q‖2 + ‖E2‖
2
λ
‖F1q‖2 6 −C1λ
2
〈F1q, B˜F1q〉+ ‖E2‖
2
λ
‖F1q‖2.
By combining (A.8) with the subsequent two estimates, we obtain
F˜2 6 F2 − 1
2
(1− C1λµ)〈F1q, B˜F1q〉+
[
µ− ϕ
2
− µ‖E2‖
2
λ
− µϕ‖E2‖ − Cµ2
]
‖F1q‖2. (A.9)
Now set λ = ϕ sup ‖E2‖2 and ϕ0 = 1/ϕ sup ‖E2‖2. The coefficient of ‖F1q‖2 in (A.9) will
not be less than µ/2 − Cµ2 − ϕ/2. Set µ = min{1/(C1λ), 1/(4C)}. Then the coefficient of
〈F1q, B˜F1q〉 in (A.9) will be nonpositive, and the coefficient of ‖F1q‖2 will be greater than or
equal to µ/4− ϕ/2. Now that µ is fixed, we can choose a neighborhood of p0 small enough
to have ϕ(q(p)) < µ/4 for p in that neighborhood. For these p we obtain
F˜2(p) > {F2 + c3‖F1q‖2}
∣∣
q=q(p)
> {F2 + c4‖Fq‖2}
∣∣
q=q(p)
, c4 > 0,
in view of (A.7).
Thus,
c5 dp 6 F˜2(p) 6 c6 d(p)
in a small neighborhood of p0 (the right inequality is obvious from (A.2)).
The lemma is proved.
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