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ABSTRACT
A Systems-Level Approach to the Design, Evaluation, and Optimization of Electrified
Transportation Networks Using Agent-Based Modeling
Landon Clark Willey
Department of Mechanical Engineering, BYU
Master of Science
Rising concerns related to the effects of traffic congestion have led to the search for alternative transportation solutions. Advances in battery technology have resulted in an increase of
electric vehicles (EVs), which serve to reduce the impact of many of the negative consequences
of congestion, including pollution and the cost of wasted fuel. Furthermore, the energy-efficiency
and quiet operation of electric motors have made feasible concepts such as Urban Air Mobility
(UAM), in which electric aircraft transport passengers in dense urban areas prone to severe traffic slowdowns. Electrified transportation may be the solution needed to combat urban gridlock,
but many logistical questions related to the design and operation of the resultant transportation
networks remain to be answered.
This research begins by examining the near-term effects of EV charging networks. Stationary plug-in methods have been the traditional approach to recharge electric ground vehicles;
however, dynamic charging technologies that can charge vehicles while they are in motion have
recently been introduced that have the potential to eliminate the inconvenience of long charging
wait times and the high cost of large batteries. Using an agent-based model verified with traffic
data, different network designs incorporating these dynamic chargers are evaluated based on the
predicted benefit to EV drivers. A genetic optimization is designed to optimally locate the chargers. Heavily-used highways are found to be much more effective than arterial roads as locations
for these chargers, even when installation cost is taken into consideration.
This work also explores the potential long-term effects of electrified transportation on urban congestion by examining the implementation of a UAM system. Interdependencies between
potential electric air vehicle ranges and speeds are explored in conjunction with desired network
structure and size in three different regions of the United States. A method is developed to take all
these considerations into account, thus allowing for the creation of a network optimized for UAM
operations when vehicle or topological constraints are present. Because the optimization problem
is NP-hard, five heuristic algorithms are developed to find potential solutions with acceptable computation times, and are found to be within 10% of the optimal value for the test cases explored. The
results from this exploration are used in a second agent-based transportation model that analyzes
operational parameters associated with UAM networks, such as service strategy and dispatch frequency, in addition to the considerations associated with network design. General trends between
the effectiveness of UAM networks and the various factors explored are identified and presented.

Keywords: agent-based modeling, electrification, urban air mobility, dynamic power transfer, electric vehicles, transportation networks, genetic optimization, travel behavior, hub location

ACKNOWLEDGMENTS
I would first like to thank my graduate advisor, Dr. John Salmon, for his dedication and
support in helping me develop as a researcher. In addition to the knowledge he has taught me
directly, it has been a singular experience to see the way that he approaches problems and identifies
unique ways to contribute. This work would not have been possible without his expertise and
guidance. I am also very grateful for my graduate committee members, Dr. Tim McLain and Dr.
Michael Goodrich, for the time and effort they have put into my education, both in their classrooms
as well as in personal meetings. Much of the skills and abilities I’ve developed through the course
of this research can be attributed to these great professors.
I am deeply grateful for all members of the XDL past and present who have helped and
supported me through all my educational and research efforts. A special thank you is necessary
for Carsten Christensen and Ryan Day. Carsten was with me when I started researching electric
vehicles as an undergraduate and played a critical role in getting me invovled with Dr. Salmon’s
lab. Ryan was always there when I needed help debugging a project or talking though a research
concept. The opportunity to collaborate with researchers of this caliber was truly a pleasure.
Lastly, and most importantly, I need to thank my parents, siblings, in-laws, and especially
my wife, Tori Willey. Without her support, understanding, and patience, I never would have been
able to complete this work. She has sacrificed as much for this thesis as I have, if not more. Thank
you, Tori.

TABLE OF CONTENTS
TITLE PAGE . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

i

ABSTRACT . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

ii

ACKNOWLEDGMENTS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

iii

LIST OF TABLES . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

vi

LIST OF FIGURES . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . vii
Chapter 1 Introduction . . . . . . . . . . . . . . . . . . .
1.1 The Need for an Improved Method of Transportation
1.2 The Electrified Transportation Revolution . . . . . .
1.3 Infrastructure Development . . . . . . . . . . . . . .
1.4 Agent-Based Modeling . . . . . . . . . . . . . . . .
1.5 Research Objectives and Thesis Organization . . . .

.
.
.
.
.
.

.
.
.
.
.
.

1
1
2
4
5
7

Charging Networks for Elec. . . . . . . . . . . . . . . . .
. . . . . . . . . . . . . . . . .
. . . . . . . . . . . . . . . . .
. . . . . . . . . . . . . . . . .
. . . . . . . . . . . . . . . . .
. . . . . . . . . . . . . . . . .
. . . . . . . . . . . . . . . . .
. . . . . . . . . . . . . . . . .
. . . . . . . . . . . . . . . . .
. . . . . . . . . . . . . . . . .
. . . . . . . . . . . . . . . . .
. . . . . . . . . . . . . . . . .
. . . . . . . . . . . . . . . . .
. . . . . . . . . . . . . . . . .
. . . . . . . . . . . . . . . . .
. . . . . . . . . . . . . . . . .
. . . . . . . . . . . . . . . . .
. . . . . . . . . . . . . . . . .

.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.

10
10
11
12
13
13
14
19
22
24
25
27
27
27
28
29
31
33

A Method for Urban Air Mobility Network Design Using Hub Location
and Subgraph Isomorphism . . . . . . . . . . . . . . . . . . . . . . . . .
Preface . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
Background . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

.
.
.
.

35
35
35
39

Chapter 2
2.1
2.2
2.3

2.4

2.5
2.6

Infrastructure Optimization of In-Motion
tric Vehicles Using Agent-Based Modeling
Preface . . . . . . . . . . . . . . . . . . . . . .
Introduction . . . . . . . . . . . . . . . . . . . .
2.2.1 Literature Review . . . . . . . . . . . . .
Methodology . . . . . . . . . . . . . . . . . . .
2.3.1 Modeling Environment . . . . . . . . . .
2.3.2 Driver Behaviors . . . . . . . . . . . . .
2.3.3 Stationary Charge Events . . . . . . . . .
2.3.4 Dynamic Charge Events . . . . . . . . .
2.3.5 Traffic Simulation . . . . . . . . . . . .
2.3.6 Model Validation . . . . . . . . . . . . .
Genetic Algorithm . . . . . . . . . . . . . . . .
2.4.1 Chromosome Composition . . . . . . . .
2.4.2 Selection . . . . . . . . . . . . . . . . .
2.4.3 Mutation . . . . . . . . . . . . . . . . .
2.4.4 Fitness . . . . . . . . . . . . . . . . . .
Model Simulation Results . . . . . . . . . . . . .
Conclusions . . . . . . . . . . . . . . . . . . . .

.
.
.
.
.
.

.
.
.
.
.
.

.
.
.
.
.
.

.
.
.
.
.
.

.
.
.
.
.
.

.
.
.
.
.
.

.
.
.
.
.
.

.
.
.
.
.
.

.
.
.
.
.
.

.
.
.
.
.
.

.
.
.
.
.
.

.
.
.
.
.
.

.
.
.
.
.
.

.
.
.
.
.
.

Chapter 3
3.1
3.2
3.3

iv

.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.

.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.

.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.

.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.

.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.

39
40
41
43
43
45
52
56
57
58
59
61
64
64
67
68
69

Chapter 4 Operational Design for an Electrified Urban Air Mobility Network
4.1 Preface . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
4.2 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
4.3 Background . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
4.4 Methodology . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
4.4.1 Modeling Environment . . . . . . . . . . . . . . . . . . . . . . . .
4.4.2 Passenger Characteristics . . . . . . . . . . . . . . . . . . . . . . .
4.4.3 UAM Network Characteristics . . . . . . . . . . . . . . . . . . . .
4.4.4 Passenger Travel Model . . . . . . . . . . . . . . . . . . . . . . .
4.4.5 Service Types . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
4.4.6 Mutual Passenger Influence . . . . . . . . . . . . . . . . . . . . .
4.4.7 Evaluation Metrics . . . . . . . . . . . . . . . . . . . . . . . . . .
4.5 Results and Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . .
4.5.1 Passenger Acceptance . . . . . . . . . . . . . . . . . . . . . . . .
4.5.2 Network Effectiveness . . . . . . . . . . . . . . . . . . . . . . . .
4.5.3 Economic Viability . . . . . . . . . . . . . . . . . . . . . . . . . .
4.6 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.

.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.

.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.

.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.

70
70
70
72
73
74
74
77
80
84
92
93
95
96
99
102
107

Chapter 5 Conclusion . . . . . . . . . . . . . . . . .
5.1 Research Connections and Contributions . . . . .
5.2 Limitations and Recommended Work . . . . . .
5.3 The Future of Electrified Transportation Networks

.
.
.
.

.
.
.
.

.
.
.
.

.
.
.
.

109
109
111
113

3.4

3.5

3.6

3.7

3.3.1 Facility Location . . . . . . . . . . . . . .
3.3.2 UAM Network Design . . . . . . . . . . .
3.3.3 Subgraph Isomorphism . . . . . . . . . . .
Methodology . . . . . . . . . . . . . . . . . . . .
3.4.1 Testing Environment . . . . . . . . . . . .
3.4.2 Optimization Problem Formulation . . . .
3.4.3 Heuristic Methods . . . . . . . . . . . . .
Results . . . . . . . . . . . . . . . . . . . . . . . .
3.5.1 Evaluation Metric . . . . . . . . . . . . . .
3.5.2 Comparison of Heuristic Methods . . . . .
3.5.3 Application of Results to Larger Networks
3.5.4 Calculation Times . . . . . . . . . . . . .
Discussion . . . . . . . . . . . . . . . . . . . . . .
3.6.1 Explanation of Counterintuitive Results . .
3.6.2 Elimination Heuristic Performance . . . . .
3.6.3 Potential Extensions Using the Update Step
Conclusions . . . . . . . . . . . . . . . . . . . . .

.
.
.
.

.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.

.
.
.
.

.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.

.
.
.
.

.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.

.
.
.
.

.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.

.
.
.
.

.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.

.
.
.
.

.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.

.
.
.
.

.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.

.
.
.
.

.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.

.
.
.
.

.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.

.
.
.
.

.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.

.
.
.
.

.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.

.
.
.
.

.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.

.
.
.
.

.
.
.
.

REFERENCES . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 114

v

LIST OF TABLES
2.1
2.2
2.3
2.4
2.5
2.6

Weighting methods for each of the waypoint types in the model. . . . . . . . . . .
NHTS Trip Purpose Summary categories and the waypoints used to represent them.
Parameter values used in the genetic algorithm. . . . . . . . . . . . . . . . . . . .
Values used to normalize and weight the variables used in the fitness calculation. .
Descriptions of each experiment used to optimize design fitness. . . . . . . . . . .
Selected output values from three example designs. . . . . . . . . . . . . . . . . .

.
.
.
.
.
.

14
16
27
30
31
33

3.1
3.2
3.3
3.4

Parameters and their ranges explored by the network design algorithms. . . . . . . . .
Ordered differences report for the comparisons between each pair of heuristic methods.
Computation times for each method on the test network. . . . . . . . . . . . . . . . .
Computation times for each method on the full SPO network. . . . . . . . . . . . . . .

57
59
62
64

4.1
4.2

CSAs used in this study with relevant population metrics. . . . . . . . . . . . . . . . . 75
Parameters and their values explored by the agent-based model. . . . . . . . . . . . . 96

vi

.
.
.
.
.
.

LIST OF FIGURES
1.1

Conceptual illustration of a wireless power transfer (WPT) dynamic charging system
taken from [1]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

2.1
2.2

Vehicles driving during rush hour. . . . . . . . . . . . . . . . . . . . . . . . . . . .
Flowchart illustrating the dependencies of each schedule element on other schedule
elements. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
2.3 Image sequence giving the path of a single electric vehicle throughout the course of a
day. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
2.4 State diagram explaining the basic logic followed by all vehicles in the model. . . . .
2.5 Example application of the route-planning value function. . . . . . . . . . . . . . . .
2.6 State of charge over a single day for a single agent with and without 10 miles of
electrified roadway along I-15. . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
2.7 Comparison of hourly flow for a single measurement station along I-15. . . . . . . .
2.8 Measured hourly traffic flow versus model flow. . . . . . . . . . . . . . . . . . . . .
2.9 All potential segments of roadway considered by the optimization algorithm for electrification. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
2.10 Pareto front of optimization results combined from all experiments. The three labeled
designs are shown in Figure 2.11. . . . . . . . . . . . . . . . . . . . . . . . . . . . .
2.11 Representative example designs corresponding to the designs labeled in Figure 2.10.
3.1
3.2
3.3
3.4
3.5
3.6
3.7
3.8
3.9
3.10
3.11
3.12
3.13
3.14

. 15
. 18
. 19
. 21
. 23
. 24
. 25
. 26
. 28
. 32
. 32

An example of a service network represented by a star graph. . . . . . . . . . . . . . .
An example situation where time could potentially be saved by travelers utilizing a
UAM trip rather than driving. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
Four different graph types contained as subgraphs within a larger network. . . . . . . .
Potential vertiports in each of the three CSAs examined. . . . . . . . . . . . . . . . .
The interpolated willingness to travel qik versus drive time between nodes Cikg based
on data from [2]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
Three of the twelve possible path subgraphs that can be created by a set of four nodes. .
Potential vertiports in each of the three CSA test networks shown with connections
between all locations within 100 miles of each other. . . . . . . . . . . . . . . . . . .
Value ratios by heuristic method for all data run in test networks. . . . . . . . . . . . .
Value ratios grouped by CSA and network type. . . . . . . . . . . . . . . . . . . . . .
Mean value ratio across all locations and network types plotted against battery range,
number of vertiports, and vehicle speed. . . . . . . . . . . . . . . . . . . . . . . . . .
Value ratio by network type and speed for the full-scale SPO network with a fixed
network size of 5 vertiports and a battery range of 100 miles. . . . . . . . . . . . . . .
Mean value ratio across all network types versus vehicle speed for the full-scale SPO
network with a fixed network size of 5 vertiports and a battery range of 100 miles. . . .
Two optimal star networks in DFW with a battery range of 15 and a vehicle speed of
50 mph. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
Two optimal path networks in WBA with a battery range of 30 and a vehicle speed of
150 mph. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

vii

3

37
38
42
44
50
52
57
58
60
60
61
62
65
66

3.15 Progression of the progression of the GRD and GU1 algorithms for a four-hub path
network in SPO with a battery range of 50 and a vehicle speed of 200 mph. . . . . . . 67
4.1
4.2
4.3
4.4
4.5
4.6
4.7
4.8
4.9
4.10
4.11
4.12
4.13
4.14
4.15
4.16

An example of each of the network structures from each of the CSAs explored in this
analysis. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
Parameters of normal distributions fit to the amount of time commuters spent at work
by the time of day they arrived. . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
Timeline of a representative trip with the On-Demand service type. . . . . . . . . . .
Timeline of a representative trip with the Integrated service type. . . . . . . . . . . .
Example of Scheduled network operation on a star network in DFW with four vertiports, where the hub is shown with a white center. . . . . . . . . . . . . . . . . . . .
Example of Scheduled network operation on a path network in SPO with four vertiports, where the hub is shown with a white center. . . . . . . . . . . . . . . . . . . .
Timeline of a representative trip with the Scheduled service type. . . . . . . . . . . .
The effects of dispatch interval on load factor and wait time. . . . . . . . . . . . . .
Average difference in UAM passenger commutes in minutes compared to the direct
drive time by service type and region. . . . . . . . . . . . . . . . . . . . . . . . . .
Network reliability by service type and vehicle capacity. . . . . . . . . . . . . . . .
Vehicle-related evaluation metrics by service type. . . . . . . . . . . . . . . . . . . .
Total number of passenger trips by service and network type. . . . . . . . . . . . . .
Number of trips by speed, range, network size, dispatch interval, and vehicle capacity
shown with lines connecting the means. . . . . . . . . . . . . . . . . . . . . . . . .
Payback period by service type and region. . . . . . . . . . . . . . . . . . . . . . .
Pareto front of average commute difference and payback period by service type separated by CSA. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
The number of passengers willing to consider a UAM trip by UAM fare per mile. . .

viii

. 80
. 81
. 87
. 89
. 90
. 91
. 91
. 97
.
.
.
.

98
99
100
102

. 103
. 105
. 106
. 107

CHAPTER 1.

1.1

INTRODUCTION

The Need for an Improved Method of Transportation
At one point or another, everyone has experienced the boredom, frustration, and otherwise

miserable state of being stuck in congested traffic. These minutes or hours of an individual’s day
are aggravating in the moment, but likely do little to prevent them from taking future motor vehicle
trips. Because of the way automobiles have influenced the development of cities and infrastructure,
they have become a necessary part of our society to provide the general population with the level
of mobility they have come to expect [3]. However, over the course of a year, the average amount
of time lost waiting in traffic by each American is about 99 hours [4]. As a result of the time
motorists spend stationary behind the wheel, the collective economic loss to drivers in the United
States totals $88 billion annually, not to mention the $74.5 billion lost each year in the freight
industry [5].
Furthermore, as the number of vehicles on the road increases, the number of automobile
accidents does as well [6]. Globally, there are 1.35 million deaths each year due to motor vehicle accidents, as well as an additional 20-50 million non-fatal injuries [7]. These accidents are
the thirteenth leading cause of death for Americans and the highest cause of death worldwide for
people aged 5-29 [7, 8]. These statistics could not demonstrate more clearly that the cost of automobile travel is quickly becoming much higher than most people realize, and definitely too high to
pay. As the costs associated with travel along the existing ground transportation network become
increasingly unacceptable, travelers are becoming more and more open to potential alternatives [9].
The amount of time drivers spend on transportation must be decreased to make travel a
safer and less costly experience. While no single technology can solve the problems posed by
traffic congestion, various improvements in the transportation industry have attempted to alleviate
these negative impacts. In particular, alternative modes of transportation, such as public transit,
have helped to mitigate the effects of congestion; however, their success has been limited, as
1

evidenced by the fact that the five cities in the United States with the worst traffic have also been
ranked as those with some of the best public transportation systems [4]. Furthermore, many public
transit networks suffer from poor public perception and share the same busy roads as all other
ground transportation [10]. The cure for urban congestion requires a more extreme shift in the
transportation network.

1.2

The Electrified Transportation Revolution
Electric vehicles (EVs) compose an increasingly significant portion of personal travel, al-

though many of the benefits and potential advantages of transportation electrification are still not
well publicized. Electric-powered vehicles tend to be more efficient, making better use of the
resources used to power them. In fact, EVs are able to convert 77% of the electrical energy consumed into power for the vehicle, compared to conventional vehicles, which are capable of using
only 12-30% of the energy from gasoline [11]. With the best of new gasoline-powered vehicles
just beginning to approach 40 miles per gallon, EVs allow drivers to use energy at a rate equivalent to 130-140 miles per gallon [12, 13]. In part due to their efficiency and also due to the lower
cost of electricity compared to gasoline, the cost of driving an electric vehicle is less than half
that of driving a gasoline-powered vehicle [14]. EVs allow for easier diversification of energy
production techniques [15]. By moving the production of power to large electrical plants rather
than on-board individual combustion engine vehicles, pollution reduction strategies can be implemented more quickly, and the location of highly-polluted areas can be moved away from dense
urban environments [15, 16]. Finally, electrically-powered vehicles are much quieter than conventional ones, with their noise levels artificially increased to give pedestrians warning [17]. While
the reduction of noise pollution is inherently beneficial [18, 19], it is especially important when
considering the implications for air vehicles, which can be orders of magnitude louder than ground
vehicles [20, 21].
The benefits of electric power do not come without drawbacks. Batteries tend to be much
larger and less energy-dense than fossil fuels [22]. This leads to increased weight for similar
amounts of energy storage to conventional vehicles, which can be a serious complication for electrified air vehicles, where the amount of power required for lift is highly correlated with vehicle
weight [23, 24]. Battery size also poses a major limiting factor for the range of electric vehicles,
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Figure 1.1: Conceptual illustration of a wireless power transfer (WPT) dynamic charging system
taken from [1].

both on the ground and in the air. Finally, charging rates for electric vehicles are much slower than
refueling conventional vehicles, with recharge times often measured in units of hours [25].
Technology to mitigate the effects of these deficiencies in electric vehicles is rapidly evolving. From 2008 to 2015, the energy density of batteries increased by 536% with a simultaneous
73% reduction in cost [22]. Charge rates have risen from a maximum of 50 kW to approaching
rates measured in megawatts, resulting in potential recharge times closer to 15 minutes [25, 26].
Systems are even under development to allow for dynamic power transfer, in which the electric
vehicle is able to increase its state of charge as it travels along a roadway [27–29]. An example of
this method is depicted in Figure 1.1, courtesy of [1]. Using dynamic chargers to charge a battery
while in use would increase the average state of charge, thus reducing the need for larger batteries
and possibly eliminating the need for stationary chargers altogether.
Modern electric vehicles are a promising technology with many potential ramifications
on the way people travel. Although they will not have an immediate impact on the reduction
of congestion itself, they do mitigate many of the effects of congestion, such as pollution from
tailpipe emissions and the cost of wasted fuel [30, 31], and are an enabling factor for potential
future solutions to overcrowded roadways. In the near-term, EVs will help to increase air quality
and energy-efficiency, and allow for the diversification of power generation [16, 30, 32]. In the
3

long-term, electrically-powered vehicles could aid the adoption of a fleet of self-charging shared
autonomous vehicles [33], or even allow for the widespread use of flying cars and air travel within
cities, which has come to be called urban air mobility (UAM) [2, 34, 35]. Both of these outgrowths
of electric vehicles could drastically reduce traffic congestion and make for safer, more convenient
transportation.
The idea of using air vehicles to shift travel to the third dimension and escape urban gridlock has been attempted at various points in history [36], and is not necessarily unique to electric
transportation; however, previous operations have often failed due to the cost, noise, or danger
associated with conventional rotorcraft [37, 38]. Recent studies have shown that the advances in
electric air vehicles may finally be sufficient to allow for the successful operation of this type of
aerial transit network [23]. With estimates placing the number of air vehicles under development
for UAM use at 278 [39], these networks are much closer than most people realize [40]. Many
electric air vehicle prototypes are reaching late stages of the design process and are undergoing
testing for regulatory compliance [40–42] and in some cases used in preliminary network operations [43, 44]. With the state of the art constantly improving at an accelerating pace, a future based
on electrified transportation is undeniable, and promises to improve the transportation experience.

1.3

Infrastructure Development
Before all the benefits of electric ground and air vehicles can be fully realized, a significant

amount of infrastructure is required. In the near-term case for electric vehicles, the primary need
for infrastructure is in the realm of charging stations and other charging solutions. The development of a UAM network will also require many charging stations, but will additionally require
locations at which electric air vehicles could safely perform their necessary operations. Because
many of the electric air vehicles prototypes take off and land vertically using rotors or directed
thrust, these locations are commonly referred to as vertiports [34]. The placement of both charging
infrastructure and vertiports will determine the structure of the resultant network, which will in
turn heavily influence many aspects of travel within the network, including speed, efficiency, cost,
and resilience [45–47].
The development of infrastructure sufficient to support a transportation network is an expensive and lengthy endeavor. For example, construction of the United States’ interstate highway
4

system began in 1956, though the concept was introduced in 1939, and used principles established
in legislation dating back to 1916. The total cost to build the highway network is estimated around
$138.9 billion [48]. Yet the interstate system is just one small part of the entire road transportation
network in the United States, which includes well over four million miles of roadways [49]. The
total cost of maintenance for the entire road network in 2017 alone was approximately $181 billion [50]. Transportation networks, though essential, are extremely costly, thus it is nearly impossible to overstate the importance of efficient planning to ensure that the investment in infrastructure
will provide travelers as much utility as possible for the cost.

1.4

Agent-Based Modeling
Agent-based modeling (ABM) allows for the examination and evaluation of large-scale

systems by simulating individual components of the system, called agents, that interact with one
another in the modeling environment. The goal of ABM is to extract general trends that occur
within a system based on the behaviors and interactions of the agents, which is referred to as emergent behavior [51,52]. Rather than trying to define high-level behaviors of a system, ABM attempts
to replicate observed behaviors by discovering the correct causative behaviors of individual agents.
Once those behaviors are established, the system can be further understood by analyzing deviations
from those behaviors. Agent-based modeling has been of particular interest in recent months due
to its effectiveness in modeling transmission of and recovery from infectious diseases [53–57].
Each agent is given their own desires and objectives, as well as rules they must follow
in their attempts to achieve those objectives. Additionally, agents often have limited knowledge
or preconceived ideas or beliefs about other agents and their environment that can influence their
decisions. Based on the results of their actions, agents update their beliefs to make more intelligent
decisions in the future. Agent objectives may be simple; for example, in Conway’s Game of Life,
which provides a straightforward model of population dynamics, agents follow a set of four rules
that result in the choice of one of three actions—die, reproduce, or do nothing—based on the
number of agents in close proximity [58]. In other cases, agent objectives may be much more
complex, such as an agent tasked with leaving a building in a simulated evacuation scenario given
multiple exit options and various potential barriers. The agent may have to decide how quickly it
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wants to move relative to other agents, while rules may limit the agent’s maximum speed or how
easily it can move past other agents or environmental obstacles [59].
Modeling environments may have more than one class of agent, where different types of
agents often have different objectives or interactions with other agents and the environment. An
example is a wolf-sheep predation model, where one class of agents, sheep, will interact primarily
with the environment by eating grass. The grass eaten by one sheep agent will affect the availability
of grass for the rest of the sheep agents. Meanwhile, another class of agent, wolves, will prey on the
sheep. The resultant interactions can be used to develop complex models of the carrying capacity
in a region and define a sustainable balance between animal populations [60].
The application of agent-based modeling to transportation is expansive and varied [61–64].
Travelers and vehicles are easily viewed as agents, and have a clearly defined objective: to reach
their destination location from their origination point. The rules are likewise easily translated from
real-world systems, as speed limits and other traffic laws can be applied directly to the modeling
environment. When many simulations are performed with randomized agent attributes, ABM is
effective at exploring a wide range of potential human behavior, including behavior on the road
[65].
Agent-based models can be grouped generally into two classifications: continuous-time
models and discrete-event models, though the distinction between these groups is often vague and
much crossover exists [66]. In continuous-time models, all agents make decisions and update
beliefs at regular time intervals, such as every second, minute, hour, or day. Although computationally expensive to create, continuous-time models can be beneficial when constant interaction
between agents is important. On the other end of the time spectrum is discrete-event modeling,
which seeks to update the model only when important events occur. The discrete-event modeling
technique can significantly reduce the amount of computational power required, and when agent
interactions between these events are minimal or nonexistent, it can be done without significant
loss of modeling accuracy. Both these methods are useful in traffic modeling. In some situations,
such as traffic congestion, it may be useful to have detailed interactions with agents over a period of time, while in other cases, such as waiting in line for an electric vehicle charging station,
discrete-event modeling may be more appropriate. Both of these techniques will be used herein.
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1.5

Research Objectives and Thesis Organization
This work will explore aspects related to the design of both near-term electrified transporta-

tion networks for ground vehicles as well as long-term networks as the transportation paradigm
shifts to electric air vehicles. In each case, the methods introduced will seek to optimize the network such that the cost of network infrastructure is balanced with the objective of maximizing
traveler convenience. The overarching research objective of this thesis is to use agent-based models to optimize the travel experience on electrified transportation networks from a systems-level
perspective, taking into account the costs for all key stakeholders in the network as well as various relevant factors that influence network effectiveness. The specific research objectives to be
addressed are as follows:
1. Identify desirable designs of an in-motion charging network for electric vehicles using agentbased modeling.
2. Design a method to find desirable network configurations for different air vehicle ranges,
speeds, and network types.
3. Develop an agent-based modeling environment where different aspects of UAM networks
can be tested and measured in a holistic setting.
4. Evaluate operational strategies within the UAM network, including those that have been
currently proposed as well as other potential implementations.
The previous sections in the current chapter have provided the motivation behind the need
for improved transportation networks and introduced the potential for electrified transportation to
bring about positive changes for these networks. The subsequent chapters are all taken from journal
articles that have either been submitted, or will be submitted in the coming weeks. As such, each
chapter has its own specific research sub-objectives that will be introduced, as well as individual
background sections that review the literature pertinent to each sub-objective. Connections to the
research objectives are briefly discussed in a preface for each chapter, and then developed further
in Chapter 5. Together these sub-objectives accomplish the overarching goals of this work.
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Chapter 2 was submitted in April 2020 to IEEE Transactions on Intelligent Vehicles, and
presents a model created in the agent-based modeling software NetLogo as a means of simulating driver behavior [67]. Accounting for the existing stationary charging infrastructure, the model
allows for the introduction of sections of dynamic charging roadways into the simulation environment. A case study is presented using the Salt Lake County, Utah area, which, as one of the cities
in the United States with the worst air quality, stands to gain much from reduced vehicle pollution [68]. Traffic information from the Utah Highway Traffic Performance Measurement System
(PeMS) and the Google Maps traffic matrix are employed to verify traffic flow levels and travel
times at various times of the day to ensure model accuracy. A method of optimizing the locations
of dynamic chargers using a genetic optimization algorithm is also presented.
Chapter 3 was submitted to Transportation Research Part C: Emerging Technologies in
May 2020, and presents a new method for the design of UAM networks by selecting vertiports by
means of a location optimization framework known as the p-hub median location problem. The
method therein incorporates aspects important to the operation of transportation networks, such as
the consideration of multi-leg trips and the inclusion of desired network patterns. Principles from
graph theory are applied to the problem to restrict the optimal search based on network type, as
well as to take into consideration vehicle constraints. The research also proposes and evaluates
multiple heuristic algorithms that allow for suboptimal, yet desirable, solutions to be found when
an optimal search is infeasible.
Chapter 4 will be submitted to the Journal of Aerospace Information Systems in June 2020,
and describes the development of an agent-based model that simulates the adoption of UAM networks. Due to the similarity of the content in Chapter 3, much of the introductory material from
that chapter is also relevant for the research in Chapter 4. As part of the agent-based model developed, adoption of urban air mobility networks is simulated, which allows for a holistic analysis
of various factors that impact the effectiveness of the network, including vehicle capabilities, network characteristics, and operational strategies. The results from Chapter 3 are evaluated using
various network operation strategies. Based on the response of the commuter-agents simulated
in the model to various network design parameters, general conclusions are reached about the
characteristics of successful UAM designs.
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This work concludes in Chapter 5, which summarizes and connects the results from each
chapter, points out limitations in this research, and identifies possible future avenues of related
research.
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CHAPTER 2.
INFRASTRUCTURE OPTIMIZATION OF IN-MOTION CHARGING
NETWORKS FOR ELECTRIC VEHICLES USING AGENT-BASED MODELING

2.1

Preface
Because electric vehicle technologies are still developing and improving, the electrification

of the automobile industry still faces significant barriers, including fear that batteries will be insufficient to complete driver trips and the unwillingness of drivers to wait for extended periods to
charge their vehicles. If the benefits of electrification are to be experienced on a scale wide enough
to mitigate the increase in urban pollution and the cost of energy loss associated with traffic congestion, innovate solutions are necessary to help drivers overcome these barriers, thus aiding the
further adoption and development of electric vehicle technologies.
The research presented in this chapter focuses on the effective placement of in-motion
charging technologies, and was submitted in April 2020 to IEEE Transactions on Intelligent Vehicles. These dynamic chargers, which can be embedded in existing roadways, will allow drivers
to charge their vehicles while traveling to their destinations and even while stuck in traffic, potentially eliminating the need for slow stationary chargers. If the locations are optimized such that the
in-motion chargers effectively serve a large population, drivers will rarely need to think about dedicating time to charge their vehicles. Because this technology has the capability to improve upon the
gas station fill-up model of conventional vehicles by providing drivers with energy as they use it,
dynamic chargers could greatly aid electric vehicle adoption, thus attaining the near-term benefits
of transportation electrification. This chapter achieves research objective 1 by identifying desirable
configurations of dynamic charging networks through the development of a verified agent-based
traffic model.
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2.2

Introduction
The increasing attention afforded to electric vehicle technology by political, industry, and

academic decision makers has increased the potential for a much larger electric vehicle (EV) population in the coming years [69]. Motivation for EV adoption ranges from decreasing dependence
on fossil fuels and the human carbon footprint to increasing energy use efficiency [16, 32]. While
these motivations are noteworthy and have motivated numerous studies, they do not always consider the practicalities of a dramatically increased EV population.
Crucial to the operation of an EV population of any size is the charging infrastructure. In
response to drivers’ fears that the battery will drain mid-trip, commonly referred to as range anxiety, technological advancements have focused on increasing both battery capacity and the number
of stationary chargers [70, 71]. As the number of charging stations continues to rise, charging an
electric vehicle still takes much more time than refueling its internal combustion engine counterpart. Continuous efforts are being made to improve the rate at which batteries charge [25], as well
as to look for alternative solutions, such as battery swapping [72, 73]. One of these proposed alternative solutions is charging through dynamic power transfer, in which the electric vehicle is able
to increase its state of charge as it travels along a roadway [27–29]. An example of this method
is depicted in Figure 1.1, courtesy of [1]. Using dynamic chargers to charge a battery even while
in use would increase the average state of charge, thus reducing the need for larger batteries and
helping to eliminate long charger wait times.
This work presents a model developed in the agent-based modeling software NetLogo as a
means of simulating driver behavior [67]. Accounting for the existing stationary charging infrastructure, the model allows for the introduction of sections of dynamic charging roadways into the
simulation environment. The case study described herein uses the Salt Lake County, Utah area,
which, as one of the cities in the United States with the worst air quality, stands to gain much from
reduced vehicle pollution [68].
The demand for both the static and dynamic chargers are estimated using more than 10,000
unique agents, each with its own specific driver preferences and behaviors. Traffic information
from the Utah Highway Traffic Performance Measurement System (PeMS) and the Google Maps
traffic matrix are employed to verify traffic flow levels and travel times at various times of the day
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to ensure model realism. A method of optimizing the locations of dynamic chargers using a genetic
optimization algorithm is also presented.

2.2.1

Literature Review
Several methods have been used to determine optimal charge station infrastructure. Cai,

et. al analyzed big data gathered from taxi fleets in Beijing [74], looking at converting existing
gas stations into EV chargers. Ravlić et. al. adapted the multi-source Weber problem to minimize
driving distance while traveling to charging stations [75]. Faridimehr, et. al. employed a stochastic
programming approach to consider various uncertainties such as arrival and dwell time of vehicles
at charge stations, battery charge state at arrival, and charge preferences of drivers [76]. Wang
and Lin used mixed integer programming to show that charge stations with a variation of charger
types would economically allow more drivers to complete their trips [77]. Cavadas, et. al. also
applied mixed integer programming to charge station location while allowing for charge demand
transference between stations [78]. Various other mathematical models have been developed to
site electric vehicle charge stations [79–81].
Agent-based modeling (ABM) is a bottom-up modeling approach that allows for analysis
of emergent behavior based on reactions of individual agents in the modeling environment [51,52].
It is particularly useful for modeling transportation systems, as they are composed of individuals
making autonomous decisions. ABM has been used to model realistic traffic flows for situations
including driver route choice [82], urban evacuations [83], and route deviations when real time information is introduced [84]. Many studies have employed agent-based modeling to site stationary
electric vehicle charging stations. Some of these studies directly address the question of charge
station location [85], while others focus on different aspects of the emerging EV market, such as
adoption trends [86–88], or the resulting demand on the power grid [89].
A number of efforts have focused on the optimization of dynamic chargers. Ko and Jang
performed a coupled optimization on the battery size and power transmitter location along the route
of an electric bus transit system [90]. Riemann et. al. formulated a mixed-integer nonlinear programming problem, taking into account congestion, travel time, and desire for charge [91]. Chen
et. al. created an equilibrium flow model that allows for variable speeds across electrified segments
of roadway [92, 93]. Manshadi et. al. performed a similar optimization, but included the energy
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gained and the cost of electricity in the driver’s routing decisions [94]. Liu incorporated joint siting
of stationary chargers and dynamic chargers using response surface methodology [95]. Both Li et.
al. and Limb et. al. created models that sited dynamic chargers to allow drivers to maintain a
state of charge above a particular threshold [1, 96]. This study builds off previous work by optimizing the location of dynamic chargers in the presence of an existing charging infrastructure in
an agent-based modeling environment.

2.3
2.3.1

Methodology
Modeling Environment
Since EV adoption generally occurs in heavily urbanized and densely populated areas [97],

the case study herein presented uses the Salt Lake County area. The basis of the modeling environment is taken from the Utah State Geographic Information Database [98]. To reduce the scale of
the model, only roads with official route designations are included. Speed limits and other pertinent
information are taken from various other databases maintained by the Utah Department of Transportation. Existing public electric vehicle charging stations are taken from the NREL Alternative
Fuel Stations Database [99].
There are five categories of destinations, or waypoints, simulated in the model—residential,
commercial, entertainment, parks, and errands—for a total of 448 waypoints. Each destination in
the model is representative of one or more nearby real-world locations, and has an associated
weight corresponding to the number of locations represented (see Table 2.1).
Residential locations are determined using 2010 Census Block Data, and created such that
that each waypoint was at least a half mile away from every other waypoint. Each waypoint is
representative of the population within a square mile of the location with no overlap representation.
All areas with a population density of at least 1,000 people per square mile are represented by a
waypoint.
The locations of commercial waypoints are approximated using building footprint data.
To target commercial areas, only buildings with footprints greater than 10,000 square feet are
considered [100]. These waypoints are required to be at least one mile apart from one another, and
are placed to represent all commercial buildings within a one mile radius.
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Table 2.1: Weighting methods for each of the waypoint types in the model.
Waypoint Type

Weight Used

Residential

Population within one square mile

Commercial

Number of commercial destinations
within one mile radius

Entertainment

Number of colocated shopping malls

Parks

Acreage of parks within one square
mile

Errands

Number of errand destinations
within one mile radius

Entertainment waypoints in the model are located based on all major malls in Salt Lake
County. Since only eight such locations exist, no filtering is done on this data set before inclusion
into the model. Errand locations are approximated by the locations of libraries and post offices in
Salt Lake County, and are likewise unfiltered, though they are represented by a single waypoint
when the distance between them is less than one mile. However, to scale down the parks data set,
only locations with at least ten acres are included. These locations are further simplified such that
parks with centroids within one mile of each other are represented by a single waypoint.

2.3.2

Driver Behaviors
To realistically simulate the behavior of drivers, individual agents are assigned unique vari-

ables that impact the way they behave in the modeling environment. There are 10,000 agents
assigned home waypoints within the model. The probability of a residential waypoint being assigned is determined by roulette wheel or fitness proportionate selection [101], given by
pi =

fi
∑j fj

,

(2.1)

where the fitness for a particular element in a set i is converted into a probability by normalizing
it by the sum of the fitnesses of all other items in the set j. For the application of Equation 2.1
to residential waypoint selection, the fitness fi is the population represented by the waypoint i.
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Figure 2.1: Vehicles driving during rush hour. Agents living within the county are shown as blue
rectangles while agents introduced to the model from outside the county are shown as red ovals.

Additional agents are available to the model as necessary during runtime to simulate the effects of
cross-traffic from outside the county. These agents are shown as red ovals in Figure 2.1.
Vehicle types, including vehicle range and energy efficiency, are selected based on EV and
plug-in hybrid electric vehicle (PHEV) sales in the United States. The probability of any particular
vehicle model being assigned to an agent is also determined using Equation 2.1 where fi is based
on a vehicle model i’s cumulative market share from 2011 to 2017 [102]. We assume that all
EVs and PHEVs have the ability to charge at any stationary or dynamic charger at the full rate
allowed by the charger, although we assume PHEVs cannot use DC Fast chargers. Because Tesla
model vehicles use a different charger type and separate infrastructure, they are excluded from this
analysis.
Each driver is created using four defining characteristics: income, habitual destinations,
high and low charging thresholds, and a profile type designation.

Income
An agent’s income determines its likelihood of adopting an electric vehicle. It is estimated
using a gamma distribution based on incomes reported in the 2017 National Household Travel Sur15

Table 2.2: NHTS Trip Purpose Summary categories and the waypoints used to represent them.
NHTS Destination Type

Representative Waypoints

Home

Residential

Work

Commercial

School/Daycare/Religious

Closest waypoint to home

Medical/Dental services

Errands and Commercial

Shopping/Errands

Errands and Commercial

Social/Recreational
Social
Recreational

Residential
Entertainment and Parks

Transport someone

All habitual destinations

Meals

Errands and Entertainment

Something else

All habitual destinations

vey (NHTS) [103], with the center of the distribution shifted to be closer to the median household
income of the city where the agent has been assigned [104]. The likelihood for each agent to adopt
an electric vehicle varies from 2% for the agent with the lowest income to 85% for the agent with
the highest income according to a linear distribution.

Habitual Destinations
Trip destination types are taken from the 2017 NHTS trip purpose summary category. In
the case of social/recreational destinations, the more specific trip destination purpose category was
used due to the difference in destination waypoint type. The mapping of destination types to model
waypoints is summarized in Table 2.2.
Each agent is assigned approximately 40 waypoints representing frequently visited locations. A home waypoint is assigned to each agent during model initialization based on population
densities, as described at the beginning of Section 2.3.2. The agent’s workplace is a consistent
commercial waypoint randomly selected at the beginning of the model based on the weight of representation according to Equation 2.1. The waypoint closest to the agent’s home is chosen as the
school and church waypoint. In comparison with available school and church location datasets, this
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approximation results in a maximum error of 0.7 miles while considerably reducing the number of
waypoints necessary to represent these locations.
The other common destinations consist of randomly selected sets of ten residential waypoints, ten errand waypoints, ten meals waypoints, and ten recreation waypoints, with permissible
overlap between sets. The selection of these 40 destinations is done according to individualized
probabilities for each agent based on a waypoint’s weighted representation and its distance away
from the agent’s home waypoint. A normalized weight 0 ≤ ω ≤ 1 is defined such that weights for
different waypoint types could be compared. The probability for a given waypoint i being included
as a common destination for an agent a is given by


di,a
pi,a = ωi + 1 −
,
dmax

(2.2)

where di,a is the distance between waypoint i and the home waypoint of agent a, and where dmax is
the maximum distance between any two waypoints in the modeling environment. This probability
creates a common scale between distance and representation, and causes agents to favor larger
destinations closer to the agent’s home.

Charging Thresholds
There are two possible conditions that cause agents to initiate a charge event: a convenience
charge and a necessity charge.
In the case of a convenience charge, an agent will attempt to begin a charge event any time
its schedule results in arrival at a waypoint with an available plug. For home and work waypoints,
the agent will begin to charge as soon as it arrives, as permitted by availability. However, in the case
of publicly-available chargers, drivers may not always decide to plug in due to an aversion to paying
high prices for electricity and politeness to other EV drivers [105, 106]. For these reasons, agents
will only begin charging at publicly-available charging waypoints if their state of charge (SOC) is
below a certain randomized threshold. This threshold is assumed to be 2/3 of the agent’s maximum
battery capacity on average, and is randomized using a triangular distribution with bounds set at
±1/6 of the mean.
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Day of Week
Number of Trips
Driver Proﬁle

Trip Order

Start Time
Des!na!on Urgency
Des!na!on Type
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Es!mated Drive Time

Dura!on

Figure 2.2: Flowchart illustrating the dependencies of each schedule element on other schedule
elements.

A necessity charge occurs when agents plug in to avoid dropping below a different randomized SOC threshold. Previous studies have found that EV drivers have a certain comfort level for
SOC when starting a trip based on the distance of the route to be driven [107]. This comfort level
is implemented in this work by assigning each agent a randomized low comfort threshold, also set
with a triangular distribution. If the agent’s SOC at the end of the next trip is projected to drop below this low threshold, it will reroute to a charge station along the way to its next destination, thus
taking into account the impact of route length on the driver’s SOC comfort level. The randomized
threshold used for the low threshold was defined with a peak at 1/5 of battery capacity and bounds
similarly set to allow values within ±1/6 of the peak.

Driving Schedules
Each entry in an agent’s daily driving schedule is composed of a start time, destination
type, duration, and urgency. Urgency values indicate whether reaching the destination quickly is
more important than maintaining an agent’s SOC above the preferred level. For example, an agent
headed toward an important work meeting or to drop a child off at school will stop to charge only if
absolutely necessary, and then charge only enough to reach the destination, while an agent driving
to the grocery store or an unscheduled recreational activity will charge until comfortable with the
vehicle’s state of charge.
Daily schedules are determined based on cascading dependencies, where each factor determines the distribution parameters used by the next factor, as seen in Figure 2.2. The distributions
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(a) 8:40 AM

(b) 10:17 AM

(c) 4:32 PM

(d) 6:09 PM

(e) 7:11 PM

Figure 2.3: Image sequence giving the path of a single electric vehicle throughout the course of a
day. The color and thickness of the line indicates the vehicle’s state of charge, with a thick green
line corresponding to full charge and a thin red line corresponding to low charge.

for each factor come from 2017 NHTS data [103]. At the beginning of the simulation, each agent
is assigned a driver profile from among worker, retired, homemaker, child, student, and other, according to the frequency of the different primary activities given in the NHTS. These profile types
in turn determine the distribution of the start time for the first trip of each day, which then determines both the total number of trips to be taken in the day and the destination type. The destination
type is randomly converted to a model waypoint according to Table 2.2 and the agent’s habitual
destinations, and an appropriate urgency is assigned to the trip. The trip order (i.e. the number of
trips taken so far that day, inclusive) is then used with the waypoint type to determine the duration
that the agent will spend at the destination. This duration is then combined with the estimated drive
time to the destination to produce the start time for the following schedule entry. Figure 2.3 shows
snapshots from the driving path over one day of an agent with the worker profile, where the color
and thickness of the trail left by the agent indicates the its state of charge throughout the day.
Drivers introduced into the model as cross-traffic follow much more basic rules. The quantity of drivers and their entry points into the model are determined from real traffic flow data from
the Utah Highway Traffic Performance Metric System (PeMS) [108]. The destination point is
determined from the same PeMS data, excluding the probability of the entry point.

2.3.3

Stationary Charge Events
Charge rates are set using typical values in the status quo: Level 3 (L3) chargers are set to

50 kW, Level 2 (L2) chargers between 6.6 and 7.2 kW, and Level 1 (L1) chargers are set between
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1.4 and 1.9 kW. Energy efficiency rates depend on the individual vehicle characteristics [109]. All
charge rates are assumed to be uniform throughout a charge event. It is assumed that all awayfrom-home chargers are L2 or L3. Home chargers are primarily L1 with about 40% of EVs having
an L2 charger [110]. If we let ra be the range of the vehicle associated with agent a, and rmin and
rmax be the minimum and maximum ranges of all electric vehicles in the model, respectively, then
the probability pL2,a of a given agent a installing an L2 home charger is given by
pL2,a = 0.0199 + 1.9404q − 0.9604q2 ,

(2.3)

where
q=

ra − rmin
.
rmax − rmin

(2.4)

Agents will always prefer L1 and L2 chargers when available, however an agent will begin searching for an L3 charge station once the projected state of charge upon arrival at its next
destination is below its low threshold. In the process of choosing a station, we assume that agents
have knowledge of all charge stations in the modeling environment as well as the number of agents
at each station. This is possible in the status quo through web services such as PlugShare and
ChargePoint. We also assume that agents have an exact knowledge of their current state of charge.
Agents begin the station-selection process by examining the charging capabilities of their
current destination. If there is an available plug and the agent has enough charge to reach the
destination, the agent will continue toward its destination without diverting to find a public charge
station. If these conditions are not satisfied, the agent will choose a charge station within range
of its current state of charge that minimizes both the drive time to reach the intended destination
and the anticipated wait time, assuming each member of the queue takes 30 minutes to charge.
Allow S to be the set of all charge stations, such that for each charge station s ∈ S, we have that
there are ns vehicles waiting or charging and ρs total plugs at that station. If we then define O
be an agent’s origin waypoint and D be the agent’s destination waypoint, the agent will select the
optimal charging station sopt using

 
ns
sopt = min tOs + tsD + 30
,
s∈S
ρs
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(2.5)
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Figure 2.4: State diagram explaining the basic logic followed by all vehicles in the model.

where tAB is the time predicted to drive from A to B. If no stations are within range, the agent
will drive toward the nearest station until its state of charge reaches zero. In this case, the agent is
stranded for a uniformly random period of time between 30 and 90 minutes until a portable charger
or tow truck is assumed to come to help the agent reach the nearest station. Once a sufficient state
of charge is reached, the agent will then resume its normal driving behavior.
If an agent reaches a station with no available plugs, it will add itself to that station’s
first-come, first-served queue and wait there until a plug becomes available. Every five modeling
minutes, agents run the same station-selection algorithm initially used to reach the station to see if
a better station has become available. If another station is determined to be better, the agent will
switch stations. The number of times an agent will switch chargers is finite, and is set during the
creation of the agent’s persona. This willingness to change stations is estimated using a random
exponential distribution with a mean of 0.8 and a maximum allowable value of 3. A flowchart for
the agent decision-making process is given in Figure 2.4.
Agents using home or work chargers are assumed to charge either until they reach full
charge or must leave to reach their next destination. Agents using L3 chargers with urgent des-
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tinations or destinations with charging capabilities will only charge until they obtain the charge
necessary to reach their current destination. In the case of an urgent destination without charging
capabilities, agents add an additional five miles of charge to be able to reach a charger after the
urgent task is completed. In all other cases, the agent will stay at the L3 charger until it reaches a
uniform random value between 80-90% due to the inefficiency of DC fast charging in the 80-100%
range [111, 112].

2.3.4

Dynamic Charge Events
For the use of in-motion dynamic power transfer, it is assumed that the chargers could

provide 25 kW of energy to vehicles at 85% efficiency, as in [1], though the results are applicable
to any infrastructure with a similar energy output. We assume the cost to the driver to be negligible
and worth the convenience; thus an agent will charge each time it passes over an electrified portion
of roadway.
Previous studies have routed drivers based on a desire to maintain a specified SOC [1, 93,
94]. Because this model allows for individualized and potentially irrational agent behaviors, and
addresses the early stages of a dynamic power transfer network that may not provide sufficient
energy to fully charge an electric vehicle, this routing method is not plausible for the present
application. Modeling driver behavior and route choice is no simple task, and on its own has
been the subject of many research efforts [113, 114]. For the present system-level analysis, it is
assumed that drivers follow a simple time-based optimization. For non-electric vehicles, paths
between destinations are calculated using NetLogo’s native Dijkstra algorithm implementation
with the objective to minimize time [67]. For EVs, a method must be developed to predict how
drivers may balance the desire to minimize drive time with that of utilizing convenient charging
infrastructure. Similar energy-aware routing techniques have been applied to aerial vehicles and
sensor networks [115, 116].
To determine EV routes that consider the benefits of in-motion charging, the following
optimization problem was developed. The path cost Ω for a path from segment i = 1 to segment N
is given by
N

min Ω = ∑

i=1




Li ηavg − Pi
+ ti ,
1.2
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(2.6)

L2 ,t2 = 1.41, P2 = 0
Origin

L3 ,t3 = 4.12, P3 = 1.46
L1 ,t = 51 , P1 = 0

Destination

Path 2
Path 2 (electrified)

Path 1

Figure 2.5: Example application of the route-planning value function. The length in miles, L,
time in seconds, t, and the resultant dynamic power transfer in kWh, P are specified for each road
segment.

where Li is the segment length, Pi is the power provided from any dynamic chargers on the segment,
ti is the time to travel along the segment, and ηavg is the average vehicle efficiency.
This objective function causes agents to treat dynamic chargers similarly to the way they
treat L3 stationary chargers by converting the power drawn from the dynamic path to an equivalent
time at a 50 kW L3 charger, then taking into account the additional time and energy necessary to
drive the dynamic path. An example of its application is given in Figure 2.5, where all example
roads have an equal speed of 60 mph. In this case, assuming an average efficiency of 0.3 kWh/mi,
Path 1 would cost the driver 1.5 kWh and 5 minutes while Path 2 would cost the driver 1.66 kWh
and 5.53 minutes; however, the driver would also gain 1.46 kWh from Path 2. This results in
ΩP1 = 6.25 and ΩP2 = 5.70, thus the driver would prefer Path 2.
While this is not the only value function that could be used to predict driver routing behavior, it is an efficient method that estimates individual driver behavior in the presence of a dynamic
charging network with existing DC fast charging infrastructure. It results in only minor driver
deviations, favoring paths of similar length, but with higher power. Typically between 23-26% of
the paths between destinations differ from the minimum time path, though the exact number is
dependent on each individual infrastructure design.
An example of the effects of the different charging options simulated in the model is given
in Figure 2.6, which shows the state of charge of the agent followed in Figure 2.3 throughout the
day with and without an electrified portion of roadway along the main north-south interstate. The
slope of the line corresponds to the charge level of the charger used. In the case without dynamic
chargers, the agent charges at stationary chargers five times throughout the day. When the agent
has access to a dynamic charger, it is able to avoid use of all public chargers and is able to return

23

State of Charge (kWh)

20

High Threshold

No Dynamic Power Transfer
10 Miles Electrified Roadway

16
L3 Public Charger
12

L2 Public Charger

8

Low Threshold

4
0
6:00

L1 Home Charger
15 minute time gap

8:00

10:00

12:00

14:00

16:00

18:00

20:00

Time

Figure 2.6: State of charge over a single day for a single agent with and without 10 miles of
electrified roadway along I-15.

home 15 minutes earlier than when dynamic chargers are unavailable. This is indicated with a
shaded band in Figure 2.6.

2.3.5

Traffic Simulation
Only two paths are available to agents between each set of destinations, including one path

that minimizes time only and one path that minimizes the path cost described by Equation 2.6.
Traffic is not taken into consideration when agents plan their paths; however, the speed at which
the agents travel to their destinations is affected by traffic conditions.
The model is updated every minute of simulation time to allow for the realistic impact of
traffic effects. Each update, agents move forward such that the total distance traveled each minute
is a function of the instantaneous speed limit vi and the traffic congestion effect c, as in
d = vi c.

(2.7)

The congestion effect c is determined according to


nd (1 − cmin )
c = max cmin +
, cmin ,
1000

(2.8)

where nd is the number of cars currently driving and cmin is a uniform random number in the range
0.5 ≤ cmin < 0.6 generated for each day simulated. The range of values for cmin was selected
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Figure 2.7: Comparison of hourly flow for a single measurement station along I-15.

by running 100 random unique origin/destination pairs from the model through the Google Maps
database to estimate real-world drive times. The range was then iteratively adjusted to minimize
the error between the model and the Google Maps data for drive times at peak commute hours.

2.3.6

Model Validation
The accuracy of the model traffic flow was determined by comparing it to data from PeMS

recording stations. One week of baseline model data with 0% EV adoption was obtained, then
juxtaposed with the PeMS distribution of average hourly traffic flow at each location for each day
of the week. An example of the data used for this process for a single day and location is seen in
Figure 2.7. Figure 2.7(a) shows the two flow curves plotted against time on the same chart, while
Figure 2.7(b) shows the scatterplot of real data versus model data together with the best fit line.
A total of 268 calibration points in Salt Lake County were used based on data availability,
including 95 points on I-15, 77 points on I-80, 80 points on I-215, 14 points on Highway 201, and
two points on Legacy Highway. Because the model was run on a 1:20 scale, the accuracy was
judged by the linearity of the best-fit line of the scatterplot formed by the actual flow versus the
model flow, shown in Figure 2.8. We note that due to the variability of traffic from day to day, a
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Figure 2.8: Measured hourly traffic flow versus model flow for 268 calibration points along major
Utah highways over one week, where each point is set to 5% opacity. The line represents the
modeling ratio of 1:20.

perfect correlation to the mean traffic flow would be an unobtainable and undesirable goal, thus the
R2 value of 0.6691 provides reasonable confidence that the traffic simulation sufficiently reflects
real driving conditions.
In addition to verifying the traffic flow of the model, drive times were verified using 500
random origin-destination data points separate from the 100 pairs used to determine the cmin parameter. The mean drive time error was less than 3% for all traffic conditions with a standard
deviation of 12% in low traffic situations and a standard deviation of 19% in high traffic situations.
Due to the unpredictability of traffic speeds, some variability is desirable in this case.
Finally, the error of waypoint representation was characterized by modeling 1,154 real
commuter origin-destination data pairs in the model, then measuring the distance error between the
actual location and the modeled location. The error of workplace representation was approximately
normally distributed with a mean of 0.50 miles and a standard deviation of 0.23 miles. As should
be expected based on the method for siting workplaces, no error exceeded one mile. Residential
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Table 2.3: Parameter values used in the genetic algorithm.
Parameter

Value

Generation Size
Tournament Size
Mixing Ratio
Mutation Probability

200
10
0.35
0.01

locations had a mean error of 0.40 miles with a standard deviation of 0.19 miles. These values
demonstrate that the waypoints in the model accurately represent real-world locations within the
desired error.

2.4

Genetic Algorithm
Due to the highly nonlinear nature of the placement of dynamic in-road charging infras-

tructure, a genetic algorithm was used to optimize the system. To simulate the initial installation
of a dynamic charging roadway system, the optimization was performed to find the best possible
infrastructure using approximately ten miles of electrified roadway. The control parameters for the
algorithm are summarized in Table 2.3, and discussed in detail in the following subsections.

2.4.1

Chromosome Composition
To represent potential locations of dynamic power infrastructure, a binary chromosome is

constructed where each gene represents a segment of roadway. Only road segments over 1000 ft
with an estimated daily traffic flow above 500 vehicles were used. Any segment above a half mile
was broken into multiple smaller segments. There were 1,932 roadway segments representing
approximately 659 miles that met this criteria, including 114 miles of interstate, 376 miles of
major arterials, and 169 miles of minor arterials. These segments are shown in Figure 2.9.

2.4.2

Selection
The genetic algorithm followed an elitist design by including both the members of the

current generation and previous generation as potential parents for the next generation. Selection
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Figure 2.9: All potential segments of roadway considered by the optimization algorithm for electrification.

was then performed using tournament selection to create each successive generation [117, 118]. A
uniform crossover method was used with a mixing ratio set to 35% for all experiments [118].
Since the crossover method frequently resulted in infrastructures with more than 10 miles
of electrified roadway, each design was checked to bring it into conformity with the length requirement. Segments were removed from a design one at a time until the total length of electrified
roadway dropped below 10.25 miles. The probability of a segment being removed is given by
1 − pi , where pi is defined by Equation 2.1 with the fitness value fi given by a segment’s usage
in the parent designs. If the segment was included in only one parent design, that usage was used
for the fitness value. In the case that the segment was in both parent designs, the mean usage was
used.

2.4.3

Mutation
Mutation was performed using a swapping method where a two genes trade positions within

the chromosome. In the event of a mutation, a randomly-selected electrified segment was swapped
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with a randomly selected non-electrified segment, as swaps between two electrified or two nonelectrified segments would be ineffectual. In the rare event that mutation resulted in duplicate
members in a generation, the duplicates were removed and replaced with randomly generated
designs. The mutation probability was set to 1% for all experiments.

2.4.4

Fitness
The fitness function is designed such that infrastructures that reduce the number of charge

events at stationary chargers or the wait time at those chargers are rewarded, since they relieve
stress on the existing charging system. The function also rewards designs that are able to reduce
the number of vehicles that drain or that allow those vehicles to get closer to charge stations before
draining. Higher usage of the in-road charging and lower installation costs are also preferred. The
model outputs used in the calculation include the number of public charge events Nc , the average
wait time at public charging stations Tw , the number of drained electric vehicles nx , the average
distance to the nearest charge station at draining davg , the energy pulled from dynamic chargers in
one week E, and the cost of infrastructure installation C.
Installation cost was determined based on the present cost of reconstructing an existing
lane for a large urbanized area [119]. The cost was calculated separately for interstates, principal
arterials, and minor arterials. This method results in costs per mile similar to those used by other
studies [1]. Locations adjacent to one another were incentivized using a 5% discount.
To balance the effects of the different factors, a sample set of over a thousand model runs
with random inputs was analyzed to create normalization factors. The normalization was performed by linearly interpolating between the bounds of the middle 95% of the sample data as
denoted by the operator γ defined as
γ (x) =

x − xl
+ xl ,
xu − xl

(2.9)

where x is an arbitrary variable interpolated between a lower bound xl and an upper bound xu . The
bounds used for normalization are given in Table 2.4. In the case of number of drained vehicles,
total dynamic energy used, and cost, a logarithmic transform was used to help linearize the data
before the normalization.
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Table 2.4: Values used to normalize and weight the variables used in the fitness calculation.
Variable

Lower 95%

Upper 95%

Weight

Nc
Tw
ln (nx + 1)
davg
ln (E)
ln (C)

1347
2.0978
0
0
6.7458
2.7707

1490
3.8617
1.3817
0.6756
9.5058
3.4645

0.25
0.5
1
0.5
-1.5
1 and 3

In addition to the normalization factors, Table 2.4 also gives weights for each of the variables. The weights were included to make variables more directly tied to infrastructure success
more influential, as well as to account for the desired optimization objective. For example, E is
a direct measure of how much the infrastructure is used and is therefore weighted more heavily
than Nc and Tw , which are both indirect measures of system impact. The weight for E is negative
because the objective is to maximize the usage of the charging infrastructure. Depending on the
experiment performed, two different weights were used for the cost factor (see the last entry of
Table 2.4).
Denoting the weight for variable x as Wx , the fitness Fi for design i can be written as in
Fi =

∑ Wx γ (x) ,

(2.10)

x∈V

where V is the set of variables in Table 2.4. Given the formulation in Equation 2.10, lower fitness
values are desired.
In addition to the fitness function described by Equation 2.10, the maximin fitness function
was also used [120]. This alternate calculation of the fitness is given by





Fi = max min γ (ln (Ci )) − γ ln C j , γ ln E j − γ (ln (Ei )) ,
j6=i

(2.11)

where each design i is compared to each other design j in the generation. To speed convergence of
the maximin fitness function, only the values for cost and dynamic charger output were considered.
Similar to the way a negative weight was used for E in the calculation in Equation 2.10, the
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Table 2.5: Descriptions of each experiment used to optimize design fitness.
Experiment Generation Tournament Weighting
Size (%)
Size
Number
Method
Control
1
2
3
4
5
6

200
200
200
200
200
200
300

10
10
10
2.5
5
5
10

Wln(C) = 1
Wln(C) = 3
Maximin
Wln(C) = 1
Wln(C) = 1
Wln(C) = 3
Wln(C) = 1

difference between E values in Equation 2.11 is reversed to account for the maximization objective
for E.

2.5

Model Simulation Results
The experiments performed as part of the optimization are summarized in Table 2.5. Adop-

tion levels for all experiments were set to 2% for plug-in electric vehicles and 4% for PHEVs to
simulate a scenario set in the near future [69]. Each experiment was run until the mean fitness
converged. The results from all experiments were combined and analyzed together. There was
little correlation between members of later generations and most fitness function components with
the exception of cost and dynamic charger usage. While this could be expected for the experiment
using the maximin fitness function that takes into account only those two variables, it is less intuitive for the remaining experiments that took all output values into account. The Pareto front
for installation cost and dynamic charger usage is shown in Figure 2.10. The Pareto front is approximately linear; for each additional million dollars of installation expense, usage increases by
approximately 16.7 MWh per week (R2 = 0.977).
Three representative example designs corresponding to the data points labeled in Figure
2.10 are given in Figure 2.11. The data for these designs are summarized in Table 2.6. Comparing
designs (a) and (c) shows that while design (c) costs 2.14 times as much as design (a) to install, the
weekly usage is more than 45 times as high. These results suggest that although designs focusing
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Figure 2.10: Pareto front of optimization results combined from all experiments. The three labeled
designs are shown in Figure 2.11.
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Figure 2.11: Representative example designs corresponding to the designs labeled in Figure 2.10.

on the electrification of interstate roads are more expensive, the benefit per cost is much higher
than if dynamic chargers were installed in arterial roads.
It should be noted that these results do not take into account the impact of installation convenience. In situations where funds are limited or installation on major thoroughfares is infeasible,
results incorporating a greater number of arterial roads could be useful to decision makers.
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Table 2.6: Selected output values from three example designs.
Design

Output
(a)
Weekly Energy Output (MWh) 15.3
Installation Cost (M USD)
14.35
Electrified Miles
8.83
Interstate Miles
0
Major Arterial Miles
0
Minor Arterial Miles
8.83

(b)

(c)

165.2 290.6
20.75 29.86
7.17 10.15
5.65 9.83
1.52
0
0
0.32

Because low-level traffic interactions, such as changing lanes or waiting at intersections,
were modeled in aggregate by modifying average vehicle speed, the results herein presented do not
account for the specific effects of dynamic charging in these situations. For example, a dynamic
charger placed on a short length of road preceding an intersection could have more exposure to
vehicles for a much lower cost than a dynamic charger installed along the entire length of a similar
road far away from any intersections. This contrast would be significant if drivers were to choose
to wait longer than necessary at intersections to increase their state of charge. If the driver’s
motivation to reach any particular destination quickly were much lower than their desire to increase
state of charge, the amount of time spent at intersections could depend heavily on the cost structure
associated with the dynamic charging infrastructure, pressure from other drivers, and potential
future regulations. These more specific analyses analyses are left for future work.

2.6

Conclusions
In this study, an agent-based model has been presented that explores the quality of any

proposed dynamic EV charging infrastructure. Anonymous origin destination pairs have been
integrated with driver surveys and data on population density and socioeconomic status to allow
agents to accurately reflect the behavior of real EV drivers. A value function was introduced to
estimate how drivers might behave if segments of dynamic charging roadway were constructed in
a city with an existing stationary charging infrastructure. The model was validated using measured
highway traffic data and estimated drive times.
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Based on the case study of Salt Lake City, Utah presented herein, we estimate that the
optimal location for dynamic chargers for electric vehicles will be on high-use interstates. The
results indicate that although it will be more expensive and likely more disruptive to install, a
system located on high-traffic roads will be used many times more than a system on lesser-traveled
streets. Application to different case studies may reveal more about the design space, such as how
different types of city infrastructures or dynamic charger power levels influence optimal placement.
Experimenting with agent behaviors would also be of worth, including the application of different
driver behavioral models or changing the value function for dynamic charging. Another potential
extension of this work would be to consider the compatibility of the existing power grid during the
optimization process.
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CHAPTER 3.
A METHOD FOR URBAN AIR MOBILITY NETWORK DESIGN USING HUB LOCATION AND SUBGRAPH ISOMORPHISM

3.1

Preface
Since the structure of transportation networks constrains network operations, the first step

in evaluating urban air mobility (UAM) systems is to assess the network created by the associated
infrastructure. Vertiports, the name given to UAM infrastructure, are limited in terms of the places
they can be located due to air traffic restrictions, energy requirements, noise ordinances, and real
estate availability, among other obstacles. This chapter introduces important considerations for
selecting among a limited set of vertiport locations and summarizes previous research in the field.
It then extends that research to take additional considerations into account to maximize network
desirability. This maximization of the effectiveness of the underlying network will enable UAM
operations that are more cost-effective and beneficial to passengers, thus allowing for increased
UAM system adoption and relieving stress on the ground transportation network.
This chapter is taken from an article submitted in May 2020 to the journal Transportation Research Part C: Emerging Technologies. This work accomplishes research objective 2 by
designing a method to find desirable network configurations for different vehicle ranges, speeds,
and network types, and partially fulfills research objective 4 by defining a metric of the potential
effectiveness of UAM operational strategies to reduce time for passengers traveling on a given
network.

3.2

Introduction
Automobile traffic results in increased pollution, frustration, accidents, and less time for

people to work and recreate. As urban and suburban congestion escalates and drive times become progressively worse, alternative transportation options are becoming increasingly desirable
for commuters all over the world. In response to the magnitude of this problem, many new tech35

nologies have been proposed to help alleviate the burdens associated with traffic, though many
options suffer from the same common issues that plague all forms of ground transportation [10].
One proposed solution is the concept of urban air mobility (UAM), which uses vertical take-off
and landing air vehicles to create a network of air transportation routes through and between dense
urban environments [2, 34, 35].
The idea of using flying cars to shift travel to the third dimension and escape urban gridlock
is an old one, and has been studied and attempted at various points in history [36], however the
operations often failed due to the cost, noise, or danger associated with conventional rotorcraft
[37, 38]. Recent advances in electric air vehicles have allowed for much quieter aircraft that are
more cost-effective and energy-efficient than gas-powered alternatives that could feasibly operate
in this type of network, but at the cost of limited range and large battery weight [23]. With the
potential annual market value for UAM networks in the billions, companies are racing to be the
first with a viable service available to the extensive market of potential consumers [2]. Many
electric air vehicle prototypes are reaching late stages of development and are undergoing testing
for regulatory compliance [40–42], and in some cases used in preliminary network operations
[43, 44]. As UAM networks continue to form and expand, a significant amount of infrastructure,
herein called vertiports, will be required.
UAM networks are likely to be composed of a heterogeneous set of vertiports, with some
able to support operations including charging, parking, maintenance, and others to a much wider
extent than other potential vertiport locations [34, 121]. These smaller, less capable vertiports
are often referred to as vertistops, though vertiports and vertistops may sometimes be referred to
collectively as vertiports. When considering possible vertiport and vertistop locations, there are
various difficulties related to public acceptance, noise ordinances, air traffic restrictions, real estate
availability, and high costs of infrastructure development [21, 34, 121–123]. Due to these issues,
it is possible that only a few candidate locations will be identified during the early adoption phase
of UAM. The success of the initial networks introduced to the public will likely have a powerful
influence on the future of the entire UAM industry, thus it is critical that the initial infrastructure
allows for a network that inspires public confidence.
The structure of transportation networks heavily influences many aspects of travel within
the network, including speed, efficiency, cost, and resilience [45–47]. As part of maximizing
36
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(a) Primary vertiport located in the center of the city.

(b) Primary vertiport located in the south-west of the
city.

Figure 3.1: An example of a service network represented by a star graph between a vertiport
represented by a blue dot with a white center and five smaller vertistops represented by solid red
dots. The gray dots represent predicted demand points.

the efficiency of UAM networks, the vertiports and vertistops associated with it must be wellplaced for the desired network operations. Operational concepts for transportation systems vary
widely. A network may run on a fixed schedule with multiple legs or transfers necessary for
travelers to reach their destinations, or it may be demand-responsive and allow for single leg travel
for most passengers [124]. The vertiports created in support of UAM operations will constrain
the structure of the resultant transportation network, and will thus influence the effectiveness of
network operations. For example, suppose a service provider believes a hub and spoke model (i.e.,
a star pattern) to be a generally superior service strategy for the commuters of a particular city,
envisioning the network structure shown in Figure 3.1(a). If vertiports are built independently of
the intended network operation, the service operator may be forced to use the network shown in
Figure 3.1(b), which is unlikely to be as desirable for passengers or as profitable for the operator
as the network in 3.1(a). While the vertiport locations themselves may be well suited for another
implementation of a UAM operational strategy, they are clearly less advantageous given the service
provider’s intended operation.
There are many ways to determine the desirability of a transportation network, such as total
revenue generated or the effectiveness of the network at reducing passenger travel times [125–127].
Regardless of the evaluation metric used to judge a network, the desirability of individual routes
between the vertiports of which it is composed is dependent not only on the placement of the
37
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vertiports themselves, but also on the capabilities of the air vehicle. For example, consider a
high-traffic road between two potential vertiport locations A and B that frequently experiences
significant delays due to congestion, as pictured in Figure 3.2(a). While this is a clear opportunity
for improvement using a UAM route, the magnitude of the improvement may be limited by the
speed or range of the vehicle. If vertiports A and B are 20 miles apart and the air vehicle travels
at 60 miles per hour, the flight time would only be 20 minutes; however if there is a five minute
delay in the trip to allow for passengers to board or debark from the vehicle, the total travel time of
25 minutes might not be able to compete effectively with the existing road network depending on
the severity of the congestion. Furthermore, if the battery of the air vehicle is only able to support
flights up to 15 miles, then the route between A and B becomes infeasible unless an additional
vertiport C is introduced, as in Figure 3.2(b), which may add additional delays due to charging
or swapping batteries. Therefore, although initially attractive, the route may not be desirable due
to vehicle constraints. With some vehicles under development with maximum ranges below 30
miles and speeds at or below some interstate highway speeds (i.e., under 65 mph) [128, 129], these
interdependencies between vehicle characteristics and vertiport placement are essential to consider.
Much of the current research on vertiport selection is founded on fixed assumptions about
service strategy, network connectivity, and vehicle capabilities. It also does not generally consider the differences between vertiports and vertistops. This work builds on previous studies by
formulating the vertiport selection problem as a single-allocation p-hub median location problem
modified to incorporate aspects important to the operation of transportation networks, such as the
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consideration of multi-leg trips and the inclusion of desired network patterns. Elements of subgraph isomorphism are introduced to the problem to restrict the search based on network type,
as well as to ensure that the vertiports and vertistops selected are reachable given vehicle range
constraints. This research also proposes and evaluates multiple heuristic algorithms that allow for
suboptimal, yet desirable, solutions to be found when an optimal search is infeasible. The methods
used to address limited vehicle range are also applicable to situations when paths between vertiport
locations are infeasible due to terrain, zoning restrictions, or other air traffic routing constraints.
Section 3.3 reviews the relevant literature on the topic. Section 3.4 proceeds to outline
the optimization problem formulation followed by an explanation of heuristic methods that can
be used to create networks when an exhaustive search is impossible. Section 3.5 compares the
desirability of networks generated by the heuristic methods to the true optimum in test scenarios,
which is followed by a discussion of the results in Section 3.6. This work then concludes in Section
3.7.

3.3
3.3.1

Background
Facility Location
In 1974, Church and Revelle introduced the maximal coverage problem, where the greatest

number of demand points are serviced with a limited number of facilities [130]. These coverage
problems can be grouped into two classes: cooperative, where the facilities assist one another in
covering the area, and competitive, where facilities detract from the coverage of others [131]. This
coverage problem has been modified to use gradual coverage, where the assumption of a demand
point being strictly covered or uncovered by a facility is relaxed to allow for partial coverage of
demand points [132]. The coverage problem has been further extended to address the case when
individual facilities may reach their full service capacity and become unable to serve any larger
population [133]. Other variants use stochastic models to help predict the best response when
there is uncertainty as to the demand or facility abilities [134].
Facility location formulations are frequently applied to network design problems. Melkote
and Daskin examined a problem where they compared the costs of constructing edges along a network to meet demand to that of adding additional nodes [135]. The p-hub median location problem
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(HLP) addresses the idea that transportation on edges between hub nodes is often less expensive
than regular node-to-node travel, and seeks to design the network such that the overall transportation cost is minimized [136]. The HLP was initially set up as a single-allocation problem, where
each demand point is assigned to only one hub, but has been extended to a multiple-allocation case,
where demand points may be serviced by more than one hub [137–139].
The HLP has been used extensively in the design of multi-modal transportation networks
[140, 141]. In some cases, the flow between hubs is constrained to remain under a specified capacity [142, 143]. The HLP has also been extended to consider cases when the demand is uncertain [144], or when routing constraints are applied to non-hub nodes [143, 145]. Frequently
these situations become computationally complex, and require the use of gradient-free heuristic
optimization methods to find acceptable solutions [140, 144, 145].

3.3.2

UAM Network Design
As early as 1996, Cohen addressed the specific vertiport placement problem by examining

location constraints such as land requirements and community acceptance [123]. The concept
of vertiports in UAM networks was popularized by the Uber Elevate program, which provided
an extensive requirements study and analysis, and included the idea of dividing infrastructure into
larger vertiports and smaller, limited-service vertistops [34]. Additional operational constraints and
other details affecting vertiport placement were further defined by Vascik and Hansman [21, 121].
As part of the Uber Elevate study, a k-means clustering method was used to optimize the
selection of 25 out of 100 potential vertiport locations in Los Angeles and London by capturing the
maximum number of long-distance Uber routes that benefit by at least 40% with use of the UAM
network [34]. Lim and Hwang also used a k-means clustering method on origin and destination
pairs in the Seoul area, evaluating their designs using a Silhouette cluster cohesion technique [146].
Daskilewicz et al. used data from the American Community Survey to estimate commute data,
then formulated the problem using mixed-integer linear programming to optimally determine the
census tracts best suited for vertiport locations in the San Francisco area [147]. Rath and Chow
defined the problem as an HLP to determine the best vertiport locations to allow for faster transfers
to airports [148]. In general, previous work on vertiport siting assumes air vehicles with a cruise
speeds around 150 mph and excludes commuter routes that require multiple vertiports to complete.
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In addition to research regarding the placement of vertiports, studies have simulated the
operational details of UAM networks. Two extensive studies commissioned by NASA concluded
an on-demand air taxi service would likely be preceded by an air metro service with predetermined
routes and schedules; in the early stages of a UAM network, the required infrastructure and associated cost would prohibit an air taxi service from running profitably [2, 35]. A study by Kohlman,
Patterson, and Raabe analyzed the effects of different vehicles and operational strategies in a potential San Francisco area UAM network, and concluded that the dispatch model (i.e., the balance
between scheduled and on-demand trips) had a significant impact on vehicle load factor and passenger wait time [24]. Shihab et al. proposed a hybrid service method by combining elements of
both an on-demand and a scheduled network [149]. Based on these studies, it is logical to conclude
that the initial focus of infrastructure development should take into consideration the ability of the
network to support a scheduled air metro service.

3.3.3

Subgraph Isomorphism
Scheduled transportation services often operate on fixed paths that can be represented as

a common graph [150, 151]; for example, a bus service that shuttles between two terminal nodes,
stopping at predetermined points along the way could be represented by a path graph. Each network structure or type is defined by a specific pattern of nodes and edges. Other common graph
types for simple transportation networks include cycle graphs, where the start and end node of
a path are connected, or star graphs, where all nodes connect directly to one central node as in
the example previously presented in Figure 3.1. These network structures are less important in
unscheduled transportation services, where it is often assumed that the transportation network is
completely connected [24, 143, 149]. Barring the case when critical path segments in the network
are disrupted, it is uncommon for transportation graphs to be disconnected [152].
The network used by a transit service is generally part of a broader transportation network.
For instance, the graph of a bus route along a major road is a part of the larger graph of the entire
road network. Examples of four graphs common in transportation networks are given in Figure
3.3 as subgraphs of a wider network. Each example is only one of many possibilities of subgraphs
following the given structure. Finding subgraphs contained by another graph such that the subgraph
follows a specified pattern or type (e.g., star or five fully-connected nodes) is a problem common
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(a) Star

(b) Path

(c) Cycle

(d) Unconstrained Connected

Figure 3.3: Four different graph types contained as subgraphs within a larger network.

to many domains, and is called subgraph isomorphism [153]. Although subgraph isomorphism is
an important first step in evaluating possible graph structures within a larger network, it has been
shown to be an NP-complete problem on its own [154]. If a scheduled UAM service is to operate
using a specific network structure, it is important that the graph resulting from the paths between
selected vertiports contains a subset of routes that match the desired network type, thus subgraph
isomorphism is an important tool to employ during the vertiport selection process.
Various heuristic algorithms have been developed to speed the search for isomorphic subgraphs. Ullman introduced an algorithm that significantly accelerates the optimal tree search to
determine isomorphism [155]. Many recent efforts have found ways to make this search even
faster [156–158]. A natural extension of these subgraph searches is to find a subgraph that has
some desirable characteristic, often represented by sums of node or edge weights [159], but generalizable to any property associated with the structure of the subgraph [160]. One potential optimization is the Maximum Edge-Weighted Subgraph Problem (MEWSP), in which a fixed number
of nodes are selected to maximize the sum of edge weights between the selected nodes. This
problem is particularly useful to transportation networks, where the edge weights may represent
flow between nodes. Like the subgraph isomorphism problem, the MEWSP has been proven to be
NP-complete [161]. Various methods have applied heuristics to accelerate the search for solutions,
including the tabu search [162] and phased local search [163]. The MEWSP has been extended
in various ways, including to the situation when edge weights are drawn randomly from a fixed
distribution [164], or when the search occurs on an incomplete sparse graph [165].
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3.4

Methodology
Using previous research as a foundation, the problem of optimal vertiport location is further

developed in this work by extending the HLP to include the possibility of multi-leg trips and to
incorporate the effects of vehicle speeds and ranges. It also adds a constraint to the problem using
subgraph search theory to ensure the possibility of scheduled service operations for a given network
structure.

3.4.1

Testing Environment
Three different areas within the United States were chosen to evaluate the network design

strategies herein created. The regions were selected from Combined Statistical Areas (CSAs),
which are metropolitan and micropolitan areas connected by a significant amount of employment
interchange [166]. The CSAs used in this work are the Salt Lake City-Provo-Orem CSA (SPO),
which is convenient to the research location, the Dallas-Fort Worth CSA (DFW), which has already
had significant interaction with potential UAM network operators [167, 168], and the WashingtonBaltimore-Arlington CSA (WBA), which represents the areas consistently ranked with one of the
longest average commute times [169–171]. Each of these CSAs is roughly the same size in terms
of the farthest distance between two points in the CSA, though the topology for each one differs
greatly. DFW is nearly unconstrained, sprawling in every direction; WBA is bounded by the
Chesapeake Bay to the east; and SPO is bordered on the west by the Great Salt Lake and by the
Wasatch Mountain Range to the east.

Data Sources
Census tracts and census blocks were considered to represent origin and destination locations, however for a region as large as a CSA, the centroids of census tracts tended to poorly
represent individual population clusters within the tract, with some tract centroids representing
census blocks over 65 miles away. On the other extreme, with the number of census blocks within
a CSA on the order of tens or even hundreds of thousands, using census blocks would have created
far too many nodes to permit reasonable calculation times. To find a balance between census tracts
and blocks, locations were approximated using the centroids of census block groups [172].
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(a) Salt Lake City-Provo-Orem

(b) Dallas-Fort Worth

(c)
Washington-BaltimoreArlington

Figure 3.4: Potential vertiports in each of the three CSAs examined, where blue dots with white
centers represent airports and red solid dots represent helipads.

For each census block group representing a total population of ρ, both an origin probability
qo and a destination probability qd were defined. The origin probability was calculated as the total
population of the census block normalized by the population of the CSA. Similarly, the destination
probability was calculated as the total number of non-residential locations within each census
block divided by the number of those locations in the CSA. The non-residential locations in each
census block were determined using locations with appropriate tags on OpenStreetMap [173]. The
method for identifying these locations is detailed in [174].
Although hub location problems often use the same set of nodes as origin/destination points
and candidate hub locations, a data set separate from the census block groups was used to define
the locations for potential vertiports. Because airports have been identified as significant sources of
potential demand and have much of the infrastructure already in place for vertiport operations [34],
the set of potential vertiports used in this analysis was defined as all existing airports and helipads
located within the CSA not classified as a military or medical facility [175]. While helipads may
serve as potentially important vertistops in a UAM network, the possibility of retrofitting a helipad
to serve as a full-scale center of UAM operations is unlikely, therefore the distinction between
airports and helipads was retained to represent potential vertiports using airports and vertistops
using helipads. These locations are shown for each of the CSAs in Figure 3.4. There were 38, 407,
and 217 airport and helipad locations within the SPO, DFW, and WBA areas respectively.
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Drive times between all locations were estimated using the Open Source Routing Machine
(OSRM) [176]. The input values were the latitude and longitude coordinates of the centroids of
each census block and vertiport. The drive times were used to reduce the census block group data
set further without significant loss of geographical representation. This was done by clustering
block groups within a five minute drive of one another, starting with block groups that had the
greatest number of nearby block groups and the highest value of qo + qd and joining the clusters
into a single group until the number of block groups fell below 1,000.

3.4.2

Optimization Problem Formulation

Formulation of the HLP
The classical uncapacitated single-allocation p-hub median location problem (HLP) originally formulated by O’Kelly [177] attempts to select P nodes out of a set of λ possible nodes to
serve as hubs such that the transportation costs between all nodes are minimized. It assumes that
transportation between two hub nodes is less costly than transportation involving non-hub nodes,
and that all flow must pass through a hub node. Thus each trip is generally divided into three legs:
(1) from the origin node to the first hub node, (2) from the first to the second hub node, and (3)
from the second hub node to the destination node. It is possible for trips to have fewer legs if two
nodes are the same (e.g., when the first hub node is the same as the second hub node or when the
origin location is itself a hub node). It is assumed that all nodes are connected to all other nodes.
The original optimization problem is defined by
"
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∑ Xk = P

(3.2)

k

∑ Yik = 1 ∀i

(3.3)

k

Yik ≤ Xk ∀i, k

(3.4)

Xk ∈ {0, 1} ∀k

(3.5)

Yik ∈ {0, 1} ∀i, k.

(3.6)

Notation is adapted from the original paper as well as [138] and [139], where for all nodes
i, j, k, m, the network that minimizes the sum of all trip costs is found as a binary output X where
Xk = 1 if a hub is located at node k. The size of the vector X is equal to the total number of nodes,
which will be denoted λ . The minimization problem takes into account the flow between each pair
of nodes hi j , the transportation costs between nodes Ci j , and the allocation of nodes to hubs Yik ,
where Yik = 1 if node i is allocated to node k. The flow matrix h, cost matrix C, and allocation
matrix Y are all square λ × λ matrices.
The first term in Equation 3.1 is the total cost associated with the outbound flow of node i,
while the second term is the total cost associated with the inbound flow of node j. The third term
represents the cost of travel between hub nodes, which is discounted by some factor 0 ≤ α ≤ 1
to represent the economies of scale between nodes. The constraints express the restrictions that
for a particular selection of hubs X, the number of selected hub locations is fixed to be exactly P
(Equation 3.2), each non-hub node is allocated to exactly one hub node (Equation 3.3), and nodes
are allocated only to selected hubs (Equation 3.4). The last two constraints, Equations 3.5 and 3.6,
simply define the allowed variable space for Xk and Yik . Another way to express the constraints in
Equations 3.2, 3.3, and 3.6 would be to require that the matrix Y consists solely of ones and zeros,
where each row is required to have only one element that is non-zero, and exactly λ − P columns
containing all zeros. An alternate way to consider Equation 3.4 is that a given column in Y may
contain ones only if the corresponding element of X is equal to one.
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Application of the HLP to Sparse UAM Networks with Optional Transfers
For the present application to UAM networks, the cost is defined as the travel time between
nodes. Unlike the original formulation, the set of candidate hub nodes is not the same as the
set of all nodes. Instead, we will use a set of λ origin and destination nodes and a separate set
of γ candidate hub nodes. Therefore, the size of the vector X will now be γ, C and h will be
(λ + γ) × (λ + γ) matrices, and the dimension of the allocation matrix Y will be λ × γ. To help
distinguish between the sets of demand nodes and potential hub nodes, we will assume all i and j
come from the set of demand points, while all k and m are from the set of potential hub locations.
Because hub nodes represent potential vertiports and vertistops, the terms hub node and vertiport
will be used interchangeably.
In his paper, O’Kelly also noted that a simple heuristic of assigning non-hub nodes to the
closest hub can effectively be applied for situations when α  1 since the cost of travel to and
from hubs will be much greater in comparison to the discounted cost between hubs [177]. In
general, this will be true in UAM networks, as point-to-point air travel is usually much faster than
driving. It has also been shown that passengers are much more willing to take UAM trips when the
vertiports are closer to their origin and destination locations [2]. Because this assumption fits the
application and significantly restricts the solution domain, it is applied in this work. The constraint
corresponding to this assumption is expressed by
CikYik ≤ Cim ∀k, m,

(3.7)

where k and m are assumed to be selected hub nodes for which Xk = Xm = 1.
Each binary output X could be written as a graph G(V, E) with vertices V and edges E. The
vertices are defined as selected hub nodes where Xk = 1. The optimization problem in Equation
3.1 assumes that each hub is directly connected to each other hub, or in other terms, G must be a
complete, fully-connected graph. Because some hubs in the present application may be unreachable from others due to vehicular or topographic constraints, we relax this assumption; thus edges
between some nodes may not exist, and G is not necessarily complete. However, we do require
that the network be connected (i.e., any one hub can be reached by any other hub through a series
of transfers through a sequence of hub nodes). We will define the shortest distance path between
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any two hub nodes k and m as Vkm = {k = v0 , v1 , . . . , vn = m} ⊆ V . This allows us to express the
connectivity constraint as
∀k, m ∈ V ∃Vkm = {k = v0 , v1 , . . . , vn = m} ⊆ V s.t. (vi , vi+1 ) ∈ E ∀i ∈ {0, 1, . . . , n − 1},

(3.8)

which states that any two nodes are connected through a sequence of n + 1 nodes and n edges.
The ground transportation costs between non-hub nodes will be defined by the drive time
between nodes according to the OSRM estimate [176], which will be denoted by a superscript g
and is not always symmetric (i.e., Cigj does not necessarily equal Cgji ). Because the cost of travel
between hub nodes is not related to the drive time, we shall dispense with the discount factor α
f

and define a separate flight cost between hub nodes, Ckm . Furthermore, because the network is not
necessarily complete, the path between hub nodes k and m may be indirect, passing through some
other set of hub nodes. To calculate the distance required to fly between nodes, we use the shortest
distance path Vkm defined in the previous paragraph, noting that in cases of a direct connection
between k and m, Vkm reduces to {k, m}. We also introduce an additional transfer cost of changing
modes of transportation. It is assumed that the time for passengers to board the vehicle is τb ,
and that the time for passengers to debark is a constant τd . In addition to boarding at node k and
debarking at node m, it is assumed that passengers must wait at each intermediate node for the air
vehicle to allow other passengers to get on and off. Defining the total time necessary to both board
and debark the vehicle as a single constant value τ = τb + τd , we may write the flight cost between
hub nodes as
f

Ckm = nτ +

1 vn
H(vi , vi+1 ),
s vi∑
=v0

(3.9)

where s is the flight speed of the air vehicle and H(k, m) is the Haversine distance between nodes
k and m.
Because travelers will only use the UAM network when it is beneficial to their trips, we
relax the assumption of the original formulation that each trip must pass through a hub node. This
is done by only considering trips between nodes that can be benefited by use of the UAM network,
defined as cases when the point-to-point drive time between origin and destination is greater than
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the time required by a trip using the UAM network. This constraint can be expressed by
f

Cigj > Cikg +Ckm +Cmg j .

(3.10)

UAM networks require another constraint related to the type of hubs to be selected. As
described by Holden and Goel, some vertiports are likely to be small, single landing pad facilities
with limited parking and services, especially in the most densely populated regions where land is
scarce and costs are high [34]. While it is quite possible that a network composed entirely of these
small vertistops would be highly desirable in terms of its ability to effectively serve a large population, it would be incapable of supporting the fleet of vehicles in the network due to limitations
on charging infrastructure and parking, among others. We assume that the designation of each
potential hub location as either a vertiport or a vertistop has already been made, and represent the
set of larger vertiports as V. The expression
∃k ∈ V such that Xk = 1

(3.11)

introduces a simple constraint to ensure the existence of at least one fully-capable vertiport in all
potential networks to function as the base of operations. For the data set used in this analysis,
vertiports were defined as existing airports, while vertistops were defined as helipads.
A 2018 survey conducted by Booz-Allen and Hamilton, Inc. found that the proportion
of people willing to travel to reach a vertiport was based on the travel time from the origin and
destination points to the respective vertiports [2]. Rather than defining the flow between non-hub
nodes hi j as a fixed value for all potential networks, it was adjusted based on the proportion of
the population willing to drive to the hub nodes servicing nodes i and j. Therefore, we redefine
the flow as a function of the origin and destination as well as the hubs to which those demand
points are allocated. A linear interpolation function was developed to estimate this percentage of
passengers based on the results of [2]. Discounting the hubs’ ability to represent demand nodes in
this way could be seen as analogous to the concept of gradual coverage in other facility location
problem formulations [131, 132]. This linear interpolation function maps a travel time Cikg to a
willingness to travel qik such that 0 ≤ qik ≤ 1 as shown in Figure 3.5. Thus the flow between nodes
on a network is defined based not only on the origin and destination nodes, but also on the set of
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Figure 3.5: The interpolated willingness to travel qik versus drive time between nodes Cikg based on
data from [2].

selected hub nodes, as given by
d
hkm
i j = ρi q j min(qik , qm j ),

(3.12)

and is constrained by the minimum willingness to travel to the hub nodes to which the origin and
destination nodes are allocated, effectively capturing the total population that would be willing to
use a proposed UAM network route between nodes k and m.
Rather than minimize the trip cost, the problem was reformulated to maximize the difference between the proposed UAM network and the existing ground transportation network, similar
to the vertiport placement simulation performed by the Uber Elevate study [34]. The optimization
problem is then written with an objective function given by
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(3.13)

k m

subject to constraints given by Equations 3.2-3.8, 3.10, and 3.11, where i, j are non-hub nodes
from the census block group data set and k, m are hub nodes from data set of potential vertiports.
The units for this objective function are person-minutes saved by the UAM network in comparison
to time necessary to drive between nodes.
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Constraining the HLP to Specific Network Structures
For the case when the network must fit a specific network type (e.g., star, path, cycle), which
we shall denote H, we have an additional constraint that the graph created by the selected hub
nodes must contain a subgraph G0 that is isomorphic to the desired network type. This constraint
is represented by
∃G0 ⊆ G such that H ∼
= G0 ,

(3.14)

where G0 ∼
= H indicates that G0 is isomorphic to H. We note that satisfying this constraint also
satisfies the constraints expressed by Equations 3.2 and 3.8, making those constraints unnecessary
when Equation 3.14 is enforced.
For a graph G(V, E), there may be multiple subgraphs G0 = (V 0 , E 0 ) that satisfy the constraint expressed in Equation 3.14, all of which are mutually exclusive potential solutions to the
network design problem. This is demonstrated in Figure 3.6, which shows four nodes (all within
feasible range of one another) and three of the twelve potential path subgraphs possible. The transportation costs can vary drastically for each of these subgraphs. For example, although Node 1 is
reachable by Node 0 in every case presented in Figure 3.6, the subgraphs presented in Subfigures
3.6(a) and (c) will have a much lower transportation cost than the network in Subfigure 3.6(b).
To determine the network that optimizes the travel costs, each of these potential networks must
be evaluated, and only the edges between hub nodes that are part of G0 may be used during the
evaluation step. To enforce this condition, we define one last additional constraint as
(vi , vi+1 ) ∈ E 0 , ∀vi , vi+1 ∈ Vkm .

(3.15)

Thus we rewrite the optimization problem as
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(3.16)

k m

with constraints specified by Equations 3.3-3.7, 3.10, 3.11, 3.14, and 3.15. Rather than searching
for the optimal selection of hub nodes X, this formulation searches for the optimal subgraph G0
formed by the selected hub nodes. As illustrated by Figure 3.6, this is a much larger search space
as there are many possible G0 for each X. In the case that a generic connected network is desired,
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Figure 3.6: Three of the twelve possible path subgraphs that can be created by a set of four nodes
when all connections are possible (i.e., the distance between all nodes could be satisfied by the
range of the vehicle).

the objective function in Equation 3.16 mathematically degenerates to the optimization problem
defined by Equation 3.13.

3.4.3

Heuristic Methods
Due to the combinatorial explosion associated with the objective function in Equation 3.16,

heuristic methods are necessary for computations involving large numbers of locations. The methods presented in this section adapt heuristics from similar problems in the literature to find solutions to the modified hub location problem defined in the previous section. Two versions of a novel
greedy update method are also introduced.

Elimination Heuristic (ELIM)
The complexity of hub location problems can be reduced by filtering the set of candidate
hub nodes using a priori means [139]. The heuristic presently described eliminates candidate
vertiports based on their expected lack of ability to contribute to an effective UAM network by
leveraging knowledge of the demand probabilities of each non-hub node. The full optimization
problem can then be solved on the minimum possible subset of potential hub nodes, though the
method could be adapted to allow for a greater number of candidates if more computational power
is available.
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Let S be the set of nodes selected as potential hubs. At the start of the algorithm, S = 0.
/
The method iteratively selects hub nodes based on the proportion of the population willing to drive
to the vertiport η as defined by
 



o
d
ηk = µ ∑ qi + qi max 0, qik − max qim ,
m∈S

i

(3.17)

where µ is a weighting factor equal to 0.8 if k ∈
/ V and 1 otherwise. The weighting factor causes
the algorithm to prefer vertiports that satisfy Equation 3.11 when the estimated portion of the population served are similar for a vertiport and a vertistop. While the final number of vertiports and
vertistops included in the reduced network is dependent upon the input set of potential locations,
lower values of µ bias the subset toward accepting more vertiports, and therefore a greater number
of possible subgraphs that satisfy the vertiport constraint in Equation 3.11, while higher values
tend to accept more vertistops, resulting in networks that cover a larger area and provide service
closer to high-demand locations. The value of µ = 0.8 was tuned based on the potential vertiport
data sets used in this analysis to create networks that cover the main regions of the CSAs examined
while choosing vertiports over vertistops when locations are similar. When applying this heuristic
to other areas, it is recommended that the value of µ be tuned for the specific region and candidate
location set.
Equation 3.17 reduces the expected benefit of potential vertiports and vertistops where the
population is already served by a previously selected location, similar to a competitive coverage
problem [131]. For each block group i, the outer maximum operator guarantees that a vertiport or
vertistop will never be unfairly penalized when a veritport already in S is significantly better for
individuals in the block group, while the inner maximum operator compares the candidate location
with the vertiport or vertistop already in S that currently best serves the population of block group.
The node with the highest value of η is added to S during each iteration until the constraints given
by Equations 3.11 and 3.14 are satisfied. To determine the best network that can be created from
the subset of vertiports and vertistops, the optimization problem in Equation 3.16 is then solved
through an exhaustive search with the restriction that k, m ∈ S.
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Effects of Individual Routes
An important quantity used in the subsequent heuristic methods is the time saved by each
directly-connected two-hub pair of nodes k and m, denoted ωkm and defined by
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where ϒkm
i j = 1 when a UAM trip reduces travel time (i.e., Equation 3.10 is satisfied by nodes
i, j, k, m) and 0 otherwise.
We note that unless nodes k and m are the only two nodes in a network, their individual
effect on the total time saved by the network will rarely be equal to ωkm , as it is unlikely that all
demand points will be allocated to nodes k and m. With this quantity defined, we can proceed to
introduce the other heuristic algorithms.

Maximal Edge-Weighted Subgraph Heuristic (MEW)
Although also an NP-hard problem, the Maximal Edge-Weighted Subgraph Problem
(MEWSP) has been studied extensively in the literature, and many heuristic techniques exist to
efficiently find solutions [162–165]. Using Equation 3.18, edge weights of ω can be applied to
the graph between hub nodes, thus allowing for these techniques to be used. If no specific subgraph design is required for the desired UAM network, edges with weights of zero can be added
between hubs for which no routes exist, as in [178], and simpler Maximal Edge-Weighted Clique
techniques can be applied [179–183].
This heuristic sacrifices some of the complexity involved in the interdependence of the
desirability of hub locations to take advantage of methods that more efficiently search the graph,
find, and evaluate subgraphs. We note that while most constraints are inherent in this method, in
order the solution to be valid, the constraint expressed in Equation 3.11 that a network cannot be
composed entirely of vertistops must be incorporated into whichever heuristic is used.
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Greedy Heuristic (GRD)
The basis of a greedy heuristic in this application is fairly straightforward: for each iteration, the edge with the highest value of ω is selected and is added to a solution subgraph, Z;
however, to meet all constraints and produce valid solutions, some additional details are required.
On the first iteration, to guarantee compliance with Equation 3.11, only network edges (k, m) with
k ∈ V or m ∈ V are considered. We further require that each edge selected could potentially form
part of a valid subgraph, thus satisfying Equations 3.14 and 3.15. Finally, to ensure that network
remains connected after the first iteration in compliance with Equation 3.8, we only consider edges
for which at least one of the associated nodes is already in the solution subgraph Z.

Greedy Heuristic with Updates (GU1 and GU2)
In an effort to improve the solutions found by the basic greedy algorithm, an update step
can be added between each iteration. The selection of the first edge is the same as in the greedy
algorithm, after which the weight of each edge that satisfies the constraints is updated. Two methods were used for the update step. The first takes into account all effects of each candidate edge
on the network as a whole, both positive and negative. The second update method calculates only
the positive impact of the candidate edges, ignoring any potentially negative effects on previouslysited paths. While it may seem ill-advised to ignore the negative impacts of an edge, it is often the
case that the selection of additional edges make any negative impact on the network as a whole insignificant. Using the graph in Subfigure 3.6(c) as an example, adding the edge (0,2) to a network
consisting only of edge (0,1) will significantly decrease the usage of the existing route represented
by edge (0,1), as a considerable portion of the passenger base for vertiport 1 would now direct their
trips through vertiport 2 instead. However, if edge (2,3) is later added to the graph, the negative
effect on the traffic passing through vertiport 1 may not only become insignificant, but traffic may
actually increase due to the indirect connection now available from vertiport 1 to vertiport 3.
To describe these update methods mathematically, we first define Ω(G0 ) as the value of the
objective function for a given subgraph G0 as
Ω(G0 ) = ∑ ∑
i

∑ ∑

j k∈G0 m∈G0
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(3.19)

The update steps for the weight of an edge (x, y) are then expressed for update method 1 (GU1) by
GU1
ωxy
= Ω(U) − Ω(Z)

(3.20)

and for update method 2 (GU2) by
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(3.21)

where Z is again defined as the solution subgraph and U = Z ∪ (x, y). Although these update
steps appear costly, we note that because of the closest-hub allocation assumption in Equation 3.7,
and because Z begins small, the computation time is feasible for searches on the scale of most
introductory UAM networks.

3.5

Results
To compare the effectiveness of the various heuristic methods, three test networks were

designed for each of the CSAs in which twelve potential vertiports were selected using the criteria
expressed by Equation 3.17 such that the optimal solution could be found through an exhaustive
search with a reasonable amount of computational time for the inputs given in Table 3.1. These
networks are shown in Figure 3.7. The speeds and ranges tested were chosen to be representative
of current UAM vehicle prototypes [128, 129]. We note that the number of possible networks was
most directly influenced by the battery range and number of vertiports, with higher values of each
corresponding to increases in the number of potential networks.
The solution found by each of the heuristics on the test network was compared. For the
MEW method, rather than evaluate the performance of any one specific MEWSP heuristic from the
literature, and because an exhaustive search was already being performed to find the true optimum,
the task of searching for the maximum edge-weighted subgraph was included in the exhaustive
search as a proxy for all possible heuristic MEWSP methods.
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(a) Salt Lake City-Provo-Orem

(b) Dallas-Fort Worth

(c)
Washington-BaltimoreArlington

Figure 3.7: Potential vertiports in each of the three CSA test networks shown with connections between all locations within 100 miles of each other. Blue dots with white centers represent vertiports
while solid red dots represent vertistops.

In 35 of the 1,200 cases explored using the inputs in Table 3.1, no valid network was
found that satisfied all constraints. These cases always occurred with a battery range of 15 miles,
resulting in fewer potential networks, while requiring a large number of connected vertiports (P = 5
or P = 6). These 35 cases were excluded from the analysis, resulting in a total of 1,165 networks
produced by each heuristic method.

3.5.1

Evaluation Metric
Each heuristic was evaluated using the ratio of the objective function value in comparison

to the optimal value. For the graph found by the optimal method Go and the graph found by a
heuristic method Gh , this “value ratio” can be expressed using the notation from Equation 3.19 as
Ω(Gh )/Ω(Go ). The value ratio serves to normalize objective function values across all possible
Table 3.1: Parameters and their ranges explored by the network design algorithms.
Input Variable
Location
Network Type
Battery Range (mi)
Number of Vertiports P
Vehicle Speed s (mph)

Values
SPO, DFW, WBA
Star, Path, Cycle, Connected
15, 30, 50, 100
2, 3, 4, 5, 6
50, 100, 150, 200, 250
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1.0

Value Ratio

0.8

0.6

0.4

0.2

0.0
ELIM

MEW

GRD

GU1

GU2

Method

Figure 3.8: Value ratios by heuristic method for all data run in test networks.

inputs. Other metrics were considered, such as the percentage of network nodes or edges selected
by a heuristic that were also part of the optimal solution, however they tended to unnecessarily
penalize networks that, although different from the optimal solution, were still desirable based on
the objective function value.

3.5.2

Comparison of Heuristic Methods
The value ratios for each metric are given in Figure 3.8. A comparison of the means was

performed using a pairwise t-test with a Bonferroni correction to account for multiple comparisons.
The data for these comparisons is given in Table 3.2. The results indicate that for the design space
explored, the two update methods performed significantly better than the other methods, and that
the elimination method performed significantly worse than any other method. These trends tend to
be the same for all network types and CSAs, though they tend to be slightly more prominent for
some combinations of location and network type than for others, as seen in Figure 3.9.
Figures 3.10(a)-(c) present the value ratios of each method plotted against battery range,
network size (i.e., number of vertiports), and speed respectively. With the exception of the elimination method, value ratios start off higher when there are fewer combinations to be explored, then
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Table 3.2: Ordered differences report for the comparisons between each pair of heuristic methods.
Due to the Bonferroni correction, p-values less than 0.005 are significant at the
0.05 significance level.
Method A
GU1
GU2
MEW
GRD
GU1
GU2
GU1
GU2
MEW
GU1

Method B
ELIM
ELIM
ELIM
ELIM
GRD
GRD
MEW
MEW
GRD
GU2

Difference in Mean
Value Ratio (A-B) Lower 95%
0.3242
0.3204
0.2882
0.2749
0.0493
0.0455
0.0360
0.0322
0.0132
0.0038

0.3007
0.2968
0.2646
0.2514
0.0257
0.0219
0.0125
0.0087
-0.0103
-0.0197

Upper 95%

p-value

0.3478
0.3440
0.3117
0.2985
0.0728
0.0690
0.0596
0.0558
0.0368
0.0274

< 0.0001
< 0.0001
< 0.0001
< 0.0001
< 0.0001
< 0.0001
< 0.0001
0.0001
0.1151
0.6491

decrease as the number of possible networks increases. The update methods appear to be slightly
more resistant to this trend, decreasing less with increases in input values, and in the case of battery
range, even increasing from 50 miles to 100 miles. The elimination method shows the most change
across inputs, improving markedly at higher speeds and increased numbers of vertiports.

3.5.3

Application of Results to Larger Networks
Although it would be infeasible to find the optimal solution on multiple full-scale networks

over a wide range of inputs, a single case study with limited inputs was performed on a real-world
network to gain an idea of how well the heuristic methods scale. The CSA chosen for this analysis
was SPO because it had the fewest potential vertiports (38) of the three CSAs examined. The
solution was found for the case with five vertiports, a battery range of 100, and all network types
and speeds given in Table 3.1. Nearly 22 million subgraphs were identified and evaluated for this
case study. The results for each input combination are presented in Figure 3.11.
As in the test network case study, the greedy algorithms with updates performed similarly
to one another and generally better than the other methods; however, it is of interest that the
GU2 algorithm consistently identified a better network than that found by the GU1 method when
optimizing for vehicles with a speed of 50 mph. In fact, for all network types except path, the
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Figure 3.9: Value ratios grouped by CSA and network type.
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Figure 3.10: Mean value ratio across all locations and network types plotted against battery range,
number of vertiports, and vehicle speed.

MEW and GRD methods found better solutions for a speed of 50 mph than did the GU1 method.
In light of this finding, GU1 may not be the best algorithm choice if planning a network for a
low-speed air vehicle.
Another view of this data is given in Figure 3.12, which shows the mean value ratio across
all network types versus vehicle speed. As in the test network results, the average ability of all
methods to find solutions close to the optimal remains about the same across all speeds with the
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Figure 3.11: Value ratio by network type and speed for the full-scale SPO network with a fixed
network size of 5 vertiports and a battery range of 100 miles. Each of the data points represents a
single input combination of speed and network type.

exception of the elimination method, for which performance increases as speed increases; however,
for the full-scale network, the mean value ratio of the elimination method surpasses that of the
MEW and GRD heuristics for all s ≥ 100, and even that of the GU2 heuristic at s = 250. Thus the
ELIM method may be a good option for large networks when faster air vehicles are available.

3.5.4

Calculation Times
The time taken by each of the heuristic methods to create networks for all of the 1,165 in-

put combinations on the test network are presented in Table 3.3. All heuristic algorithms were run
on an Intel Core i7-4770 CPU @ 3.40 GHz and the optimal search was run on a supercomputing
cluster with a variety of compute nodes ranging from 2.2 to 2.4 GHz. For all methods excepting
the optimal search and elimination methods, 1.70, 2.81, and 3.30 minutes were required to calculate the initial values for ω for the SPO, DFW, and WBA areas, respectively, for a total of 7.81
minutes. This time was not included when calculating the average time per input. The greedy update methods took the most time of all the heuristics by a substantial margin due to the cost of the
update step, though still executed markedly faster than the optimal search. Note that the time for
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Figure 3.12: Mean value ratio across all network types versus vehicle speed for the full-scale SPO
network with a fixed network size of 5 vertiports and a battery range of 100 miles.

Table 3.3: Computation times in minutes for each of the heuristic methods to find solutions for
all of the 1,165 input combinations on the test network with the computation time of
the optimal search provided for comparison.
Method
Optimal Search
ELIM
MEW
GRD
GU1
GU2

Computation Time Computation Average Computation
of ω values (min)
Time (min)
Time Per Input (min)
–
–
7.81
7.81
7.81
7.81

88,215.52
104.68
38.09
46.31
736.89
895.88

75.72
0.08
0.03
0.04
0.63
0.77

the MEW method is based on an exhaustive search and not any one specific heuristic, as discussed
previously.
Because of the difference in processor speeds between the optimal search and the heuristic
methods, as well as the reliance of some heuristics on precalculated initial values of ω, the average
computational time per input must be interpreted cautiously. The ω values are the same for all
methods, and therefore they only needed to be calculated once for the entire case study. However,
for the MEW, GRD, GU1, and GU2 methods, the ω values must be calculated for a given set
of potential vertiports in order for the algorithms to function, unless values are already known or
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could be substituted with similar available data. This has significant implications for the expected
run time. For example, if a solution for a single set of inputs is desired in a previously unexplored
area roughly the size of the CSA test networks examined, the expected runtime of the MEW, GRD,
GU1, and GU2 algorithms would be around two and half minutes, while the ELIM method could
still produce a solution in 0.08 minutes on average. However, as the number of input combinations
increases, the cost of calculating ω values is dispersed over various runs and may even become
negligible. This was the case for the 1,165 inputs run on the test networks, where including the
initial calculation of ω values increases the average time per input for the MEW, GRD, GU1, and
GU2 methods by less than 0.01 minutes.
Table 3.4 gives the computation times for the 20 input combinations explored on the full
SPO network. For the entire set of 38 potential vertiports, calculation of the ω values cost 10.40
minutes. Because the input space for the exploration on the full network was limited to only
20 inputs, the time necessary for the calculation of ω values significantly influences the average
run time, but to gain an idea of how well the algorithms scale independent of the number of
inputs explored, the average time per input for each of the heuristics was again determined without
the inclusion of the initial ω value calculation. Furthermore, because computation times may
vary widely based on input values (e.g., identification of a network with five vertiports may take
significantly longer than with three vertiports) and on the constraining factors of the candidate
location set (e.g., a higher proportion of vertistops in a region will result in fewer valid networks
and faster exploration), comparisons between computation times on the test network to those on
the full SPO network should be seen as general trends rather than definite ratios.
The increase in computation time from the 12-vertiport test network to the 38-vertiport full
SPO network was highly nonlinear, and differed greatly for each method. Due to the combinatorial explosion of the exhaustive search, the average computation time per input for finding the
optimal solution increased by a factor of 380.90 relative to its computation time on the smaller
test networks. The multiplicative increase of the time necessary to run the MEW method was
not quite as extreme, but still increased by a factor of 61.85, though implementation of a specific
MEW heuristic would undoubtedly decrease the time necessary. Effects were much less drastic
for the greedy update methods, which increased by factors of 2.53, and 7.06 for the GU1 and GU2
versions respectively. The methods that experienced the smallest increase in computation time per
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Table 3.4: Computation times in minutes for each of the heuristic methods to find solutions for all
of the 20 input combinations on the full SPO network with the computation time of
the optimal search provided for comparison.
Method
Optimal Search
ELIM
MEW
GRD
GU1
GU2

Computation Time Computation Average Computation
of ω values (min)
Time (min)
Time Per Input (min)
–
–
10.40
10.40
10.40
10.40

576,847.20
2.84
40.44
0.70
32.09
108.58

28,842.36
0.14
2.02
0.04
1.60
5.43

input were the ELIM method, which increased by a factor of 1.58, and the GRD method, which
did not increase at all. We note that because the GRD method relies on initial ω values, the ELIM
method may be more computationally efficient on vary large networks, as determining ω values
suffers from exponential growth as the number of potential vertiports increases.

3.6
3.6.1

Discussion
Explanation of Counterintuitive Results

Decreased Performance of Optimal Networks with Additional Nodes
Cases occurred when the optimal solution for a network with P nodes performed better than
a network with P + 1 nodes. This result is unexpected, as adding additional service to a network
without taking into account service frequency or other strictly operational parameters would allow
for transportation networks to expand their reach, and thus provide services to a greater number of
individuals. Two reasons were found for this apparent inconsistency.
The first explanation is that in some cases, few subgraphs existed with the required number
of hub nodes. In these situations, it was often the case that the most desirable routes were unable
to be included in larger subgraphs due to the equality constraint in Equation 3.2, which requires
exactly P vertiports, but the routes were able to be included in the smaller subgraph. An example
of this phenomenon is illustrated in Figure 3.13, where only one star network with P = 5 exists,
and it contains only one of the routes included in the P = 4 case. One potential reason for the sig64

(a) P = 4, Ω = 2.07 person- (b) P = 5, Ω = 0.02 personhours
hours

Figure 3.13: Two optimal star networks in DFW with a battery range of 15 and a vehicle speed of
50 mph. Vertiports in V are shown in blue with white centers while vertistops are shown in solid
red.

nificant difference in values is that the regions connected in the P = 4 case have larger employment
interchange than those connected in the P = 5 case. Another possible reason is that the nodes in
the P = 5 case are slightly better connected by the existing ground transportation network, with an
average ground speed between nodes of 42.44 mph, while the ground network is slightly slower in
the P = 4 case with an average speed of 40.15 mph [176]. With a relatively slow air vehicle speed
of 50 mph, the difference between the flight speed and the average ground speed is 23% less for the
P = 5 case compared to the P = 4 case, indicating that these small differences in the effectiveness
of the ground transportation network strongly influence the desirability of the UAM network.
Another explanation for why networks with more nodes can have lower values is related to
the closest hub allocation assumption expressed in Equation 3.7. While the speed and direct routing
capabilities of air vehicles in comparison to automobiles satisfy the condition that, in general, the
cost of travel between hubs is much less than the cost of travel to and from hubs, this assumption
did not take into account the effects of network structure. If the closest hub node is connected to the
destination via a fairly long network path, it is possible that another hub node slightly farther away
with a more direct connection to the destination node could provide better service. An example of
this situation is shown in Figure 3.14, where the additional vertiport added with P = 6 appears to be
in a desirable location, but actually decreases the overall value of the network, albeit only slightly,
due to its proximity to other vertiports from which it is somewhat distant in terms of network path
length.
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(a) P = 5, Ω = 43.65 person- (b) P = 6, Ω = 43.57 personyears
years

Figure 3.14: Two optimal path networks in WBA with a battery range of 30 and a vehicle speed of
150 mph. Vertiports in V are shown in blue with white centers while vertistops are shown in solid
red.

Occasional Superiority of Basic Greedy Method Over Greedy Update Methods
In some cases, it was found that the greedy algorithm outperformed the greedy update
algorithms. Because each greedy method was identical with the exception of the update steps that
should allow the update algorithms to choose better edges, this result was unexpected. The reason
behind this difference in the versions of the greedy algorithm is the inherent short-sightedness of
all greedy algorithms. Because the basic greedy method does not update, it is possible for the
algorithm to accept a graph edge that, while not immediately the most beneficial, makes available
highly-desirable paths that are not possible with the edges already selected by the greedy update
method.
An example of this situation is provided in Figure 3.15. During the first iteration, both
algorithms select the same edge using the same initial values of ω. From there, the GRD selects
an edge that, although desirable, is somewhat redundant to the edge already selected. The GU1
algorithm is able to pick an edge that contributes significantly more to the network due to its use
of updated ω values. On the last iteration, both algorithms choose an edge connected to the same
vertistop, however the GRD algorithm’s less-beneficial second choice has allowed it to stumble
upon the optimal network, while the GU1 algorithm’s second choice has left it without the same
possibilities. The comparison is similar between the GRD and GU2 algorithms in this scenario.
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2nd Iteration

3rd Iteration

Ω = 7.09 person-years

Ω = 10.30 person-years

Ω = 19.75 person-years

Ω = 7.09 person-years

Ω = 14.33 person-years

Ω = 16.77 person-years

GU1

GRD

1st Iteration

Figure 3.15: Progression of the progression of the GRD and GU1 algorithms for a four-hub path
network in SPO with a battery range of 50 and a vehicle speed of 200 mph. Vertiports in V are
shown in blue with white centers while vertistops are shown in solid red.

3.6.2

Elimination Heuristic Performance
The elimination method performed especially poorly for low flight speeds and numbers

of vertiports. In part, this is because the first portion of the elimination method that chooses
candidate hubs based on their accessibility by demand points does not take into account the existing
road network. When choosing few vertiports near high-demand areas, the number of connections
between them will be few, and will often already be served by high-speed interstates. This may
explain why the other methods that take a comparison with drive time into account when selecting
the ports perform so much better for low numbers of vertiports and vehicles speeds. However,
because the second portion of the algorithm is an optimal search, if the vertiports selected are the
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same as those in the optimal solution, the elimination heuristic is guaranteed to produce a network
with a value ratio of one. With more potential hub nodes to choose from and a greater number
of hub nodes to be selected, the probability that the elimination method will select vertiports near
those in the optimal solution increases.
As input network size and number of desired vertiports increase, the cost of optimizing
the subgraph between hubs identified by the elimination method, the cost of calculating ω for
all edges, and the cost of update steps all increase exponentially. One strategy to prevent the
computation time of these heuristics from becoming infeasible is to first use the relatively fast
vertiport selection method of the elimination heuristic described by Equation 3.17 to reduce the
exploration space, then using one of the other heuristic methods to find a desirable subgraph rather
than the optimal search defined in the second stage of the ELIM method. While this combination of
heuristics will undoubtedly decrease the value ratios of the subgraphs identified, the performance
of the elimination method for large inputs provides some confidence that the results will still be
desirable.

3.6.3

Potential Extensions Using the Update Step
Other possibilities to implement the update step exist. For example, consider a Greedy

Randomized Adaptive Search Procedure (GRASP) that finds an initial network using an adaptive
randomized greedy algorithm, then seeks to improve the solution using a local neighborhood search
[184]. Rather than evaluating neighboring subgraphs using the sum of the ω values, the search
could evaluate the overall value of the perturbed network Ω and compare it to the value of the
incumbent network, similar to the GU1 method. The update step could be adapted for many other
iterative algorithms as well, such as a tabu search or simulated annealing.
Another potential application of the update step would be to increase the ability of the
greedy algorithm to look ahead. As noted previously, the greedy algorithm’s decision to pick the
current highest value network edge can sometimes prevent it from finding highly desirable edges
during the subgraph search. Allowing the algorithm to perform an update on two or three additional
edges at once could greatly enhance its performance, albeit at the cost of a higher computational
time.
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3.7

Conclusions
This work formulated the vertiport selection problem for a UAM network as a single-

allocation p-hub median location problem, making adjustments to choose the best vertiports given
a desired network construction. The value function is defined to maximize the reduction in travel
time for passenger trips, though monetary extensions, such as the total predicted revenue, would
be fairly straightforward. Using census data and defining potential vertiports and vertistops as existing airports and helipads, respectively, three different case studies were developed, each taking
place in a different Combined Statistical Area of the United States. The results of these case studies establish the dependence of network desirability on battery range, vehicle speed, and number
of vertiports.
Due to the computational complexity of the value function, five different heuristic methods
were presented, including an elimination method that predicts which vertiports will be the most
beneficial before doing an optimal subgraph search, a method that formulates the problem as a
Maximal Edge-Weighted Subgraph Problem, and three variants of a greedy algorithm, two of
which use novel updating techniques to improve algorithm performance. The best-performing
of these methods were two greedy algorithms with update steps between iterations, both of which
produced solution networks achieving 91% of the optimal value on average with computation times
orders of magnitude lower than an optimal search.
This work has significant implications for UAM network and vehicle designers, as it takes
into account the interdependence of vehicle attributes, potential locations, and desired network
structure when selecting vertiports. It expands upon previous vertiport selection models to consider
the possibility of multi-leg travel for UAM passengers. Furthermore, it optimizes the network
based on the individual speed and range of the vehicles to be used on the network, in addition to
allowing for constraints to be placed on the network due to other factors affecting route feasibility,
such as topography and air traffic restrictions. By providing a metric to quantify the societal
impact and methods to maximize the desirability of UAM networks, this work will benefit not
only passengers on future UAM systems, but also the community as a whole, as an effective UAM
network will relieve stress on the ground transportation network.
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CHAPTER 4.
OPERATIONAL DESIGN FOR AN ELECTRIFIED URBAN AIR MOBILITY NETWORK

4.1

Preface
Once an urban air mobility (UAM) network has been defined, there are many potential ways

to service the demand that may arise. For example, a UAM system may be run similar to existing
public transportation systems, where passengers are forced to work within a fixed schedule and
must plan for delays inherent in public transit networks. Alternately, the system could operate as a
taxi service, where the operations on the network are defined by passenger demand. Strategies also
exist that are a hybrid of these two service paradigms, incorporating elements from both. Previous
analyses of UAM services will be reviewed in this chapter, followed by an original systems-level
analysis that examines the dependence of service strategy on vehicle capabilities and network
design in an agent-based environment.
The research in this chapter is part of a journal article currently being prepared for submission to the Journal of Aerospace Information Systems in June 2020, and achieves research
objectives 3 and 4 by developing an agent-based model where different aspects of UAM operational strategies can be tested and measured in a holistic setting, including vehicle request method,
departure frequency, battery range, vehicle characteristics, and network structure. Based on concepts for current operational strategies, three representative UAM services are defined in detail,
then evaluated using the agent-based model. General trends of the effectiveness of the system
based on these strategies and other UAM network characteristics are presented.

4.2

Introduction
Urban air mobility (UAM) is a revolutionary transportation method that is closer to imple-

mentation than many may think. Over 270 electric vertical take-off and landing vehicle prototypes
are currently under development by companies ranging from new start-ups to well-established au70

tomobile and aircraft manufacturers [2,39,185]. These electric air vehicles promise to produce less
noise and be significantly more cost-efficient than their helicopter predecessors [23], thus avoiding
the pitfalls that previous air mobility service providers have experienced when using conventional
rotorcraft [37,38]. With average commute times exceeding an hour in major U.S. cities [169–171],
travel by air vehicle may be the solution that travelers so desperately desire.
The potential annual market for a UAM network will be worth billions of dollars, so it is
unsurprising that over seventy companies are racing to be the first with a viable service available to
the numerous potential consumers [2]. Many prototypes are reaching late stages of development,
with some beginning to undergo testing for regulatory compliance [40–42]. Furthermore, some of
these prototypes are currently under evaluation as part of initial UAM network services [43, 44].
As the technology becomes increasingly more capable of fulfilling science fiction’s longoverdue promise of flying cars, many variants regarding the specifics of system operation have begun to emerge. Many of these operations are founded on principles of on-demand travel essentially
serving as air taxis or flying rideshares that dynamically respond to passenger requests [34,44]. On
the other end of the spectrum, many vehicle manufacturers and researchers imagine a more rigid
scheduled network, where flights leave at regular intervals [2, 35, 186]. These operations would
work much like existing transit networks, where passengers would consult the daily schedule of
operations to determine where and when to use the network.
Door-to-door travel will not be part of near-future UAM networks due to noise and zoning
constraints [2, 21, 34, 35, 187]. Rather, all trips will be directed through hubs of air vehicle travel
often called vertiports, which will have multiple take-off and landing pads for vehicles, together
with charging infrastructure and maintenance garages [121, 123]. In the dn-demand and scheduled
service strategies just described, passengers must find their own solution to the first-mile last-mile
problem of getting to and from the vertiports, which has led some prospective UAM operators
to propose an integrated travel service, where the network operator provides both ground and air
vehicles to respond to passenger requests [185,188,189]. In some cases, the ground and air vehicle
are one and the same, undergoing a transformation to convert between a ground and air vehicle.
These are sometimes referred to as roadable aircraft [185, 190].
Most of these service strategies assume certain vehicle criteria, many of which are not yet
satisfied by current air vehicle prototypes [34, 44]. Although the current technology does not yet
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meet the standards proposed by potential UAM operators, it is possible that given the right service
type and network design, a network may still be profitable using present-day air vehicles. It is also
probable that certain service type and vehicle combinations will be able to operate profitably sooner
in some regions than others, even before the desired technological developments are completed.
This work seeks to build off previous research by exploring many of the same operational questions
posed, such as service type and frequency of flights, but also introduce considerations such as
service location, network design, vertiport placement, and vehicle speed and range constraints.
This objective will be accomplished through the use of a systems-level agent-based model, in
which randomized individuals will be modeled to determine the capabilities of different network
implementations to satisfy customer demand and become profitable for the service operator.

4.3

Background
The idea to use air travel to relieve stress on the ground transit network is not novel, yet

the technology has never been sufficiently mature or affordable to create an effective system [36].
Previous attempts to implement UAM networks have failed, including New York Airways, which
operated a helicopter transport network within New York City from 1953 until 1979 when they
were shut down due to high operating costs and rising safety concerns [191]. More recent helicopter transportation networks have also decided to cease operations, potentially for reasons of
high cost or community complaints about noise [38].
Despite these setbacks, recent improvements in electric propulsion technology have renewed interest in the field. For example, Duffy et. al. found that an electric VTOL aircraft
could operate at a higher speed than existing helicopters while reducing operating costs by up to
30% [23]. Snyder found that battery technology in its current state could be sufficient for mission
types associated with an urban air transit system [192]. This progress in the field of electrification
has inspired studies into the feasibility and requirements of an air transit system, notably the Uber
Elevate white paper that helped to publicize the concept [34]. Various other studies have enumerated requirements for adoption by the general public [193, 194], attainment of air pollution reduction goals, [195], and satisfaction of regulations and stakeholder desires [187, 191]. Other research
has started taking more focused approaches to the system using simulations specific to congested
hub cities, such as optimizing vertiport locations in Los Angeles [21], performing human-aided
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optimization of airspace use in the Dallas-Fort Worth region [167], and determining system energy
requirements for Houston [196].
More recent studies have begun to simulate the low-level operational details of UAM networks. In two NASA-commissioned holistic studies, researchers discovered that scheduled UAM
services would be more likely to succeed in the near future compared to on-demand systems [2,35].
Kohlman, Patterson, and Raabe examined a potential UAM network in the San Francisco region,
including factors such as fuel type, power requirements, and vehicle weight in their analysis of the
system [24]. They found that the dispatch model, defined as the method used to determine when
and where vehicles fly, had a significant impact on passenger wait time and average load factor of
vehicles (i.e., the percentage of seats filled on each flight). Another study by Shihab et al. focused
primarily on the type of service, comparing on-demand and scheduled operations on a theoretical
network, then introduced a hybrid operation in which both scheduled and on-demand flights were
allowed to take place [149]. Kleinbekman, Mitici, and Wei examined interactions of vehicles at
vertiports, and defined a strategy to operate flights while working within the constraints of limited
take-off and landing pads [197].
Agent-based models have been used extensively in transportation modeling [61, 62, 64], as
well as in estimating the adoption of electric vehicles [86–88]. Due to their ability to simulate
random and frequently unpredictable human actions, they are often able to draw out emergent behavior that may not be intuitive [51, 52]. Using previous operational studies as a foundation, this
work extends the exploration of service strategies by incorporating additional vehicle characteristics and developing an agent-based model to simulate the adoption and use of UAM networks
across a population.

4.4

Methodology
To evaluate the effectiveness of different implementations of UAM networks, this work

develops an agent-based discrete-event model to approximate the market reaction to a given UAM
system. The model simulates the minute-by-minute travels of the commuters in three different
areas of the United States. Agents are given the choice between using the existing ground transportation network or the UAM network, and use whichever one is perceived as having a greater
benefit for the specific agent’s commute, where the benefit is determined by each agent’s value of
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time. Agents then update their perceptions of the UAM network based on their own experiences
with the system and the experiences of those around them. This section describes the development
of the model and the associated assumptions.

4.4.1

Modeling Environment
Three different areas are included in this analysis to assess the performance of UAM sys-

tems. These areas were chosen from combined statistical areas (CSAs) within the United States.
A CSA is a group of metropolitan and micropolitan regions connected by a significant number
of people that commute between the regions [166]. The CSAs selected for this work include
the Salt Lake-Provo Orem CSA (SPO), the Dallas-Fort Worth CSA (DFW), and the WashingtonBaltimore-Arlington CSA (WBA). SPO was chosen due to its convenience to the research location
and to evaluate the ability of a UAM network to function within an area more sparsely populated
than the regions generally considered by UAM studies. DFW was selected because it has already
been targeted as a test bed by UAM service providers [167, 168]. Finally, WPO was included because it is consistently ranked as the area with one of the longest average commute times in the
United States [169–171].
Vertiport locations were selected from existing airports and helipads in each of the CSAs
[175]. Other research has identified airports and helipads as likely candidates for infrastructure
during the intial phases of UAM networks [34]. The road network within each simulated area
was modeled using the Open Source Routing Machine (OSRM) [176], which was employed to
determine drive distances and drive times between all locations in the model, as determined by
each location’s centroid.

4.4.2

Passenger Characteristics
The number of agents in each simulated environment was dependent upon the total popu-

lation of the CSA. Previous research places estimates of the initial UAM market at around 0.5% of
the total population [2]. Each of the CSAs used in this study are presented in Table 4.1 with their
population rank relative to other areas in the United States, the total population living within the
CSA, and the number of people expected to compose the initial UAM market. This last value is
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Table 4.1: CSAs used in this study with their population rank relative to all other CSAs in
the United States, total population living within the CSA, and the expected
UAM market size [198, 199].
CSA

CSA Rank

Population

0.5% of Population

SPO
DFW
WBA

22
7
4

2,641,048
8,057,796
9,814,928

13,205
40,289
49,075

the number of unique agents used in each model for a given region. The randomly-generated set
of agents modeled in each CSA are the same for all UAM systems evaluated in that CSA to create
a fair comparison between those systems.
Because UAM networks are likely to be initially cost prohibitive for leisure travel for all
but a select few in the population, only commuting travel is considered in this model. Furthermore,
only the upper half of the population in terms of income was represented. To determine the probabilities used to assign agent incomes, a gamma distribution was fit to the income data of those
with salaries above the U.S. median household income from the National Household Travel Survey (NHTS) data set [103]. The median household income of $61,937 was then added to a random
value from this distribution to determine the agent’s annual income [200]. The value of time Va
for each agent a was then determined by dividing the yearly income by an average work year of
50 weeks at 40 hours a week. Lastly, these values of time were adjusted to be 80-120% of the
calculated value based on U.S. Department of Transportation estimates for business travel [201].
Locations for agents’ residences were approximated using census block groups [172].
Agents were assigned a home location, or origin, from the set of block groups based on the population ρ of each group, where the origin probability qo of any particular block group being chosen
was equal to the population of the block group divided by the population of the entire CSA. Similarly, the probability of any particular block group to be selected as the commute destination for an
agent was based on the number of non-residential locations within each block group. This number
was determined using locations in the OpenStreetMap database [173] with tags related to possible
workplace locations. The specific tags used to find these locations are listed in [174]. The number of commute destinations in each group was similarly normalized to determine the destination
probability qd of the block group; however, unlike the home locations, assignment of commute
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destinations was not based solely on the destination probability, but incorporated the distance of
workplace locations from the agent’s origin location as well.
Because the portion of the market expected to use the UAM network is anticipated to have
longer commutes, agents were assigned work locations that were at least 15 miles away from their
home locations. A method similar to that used to set the household income attribute was used to
determine each agent’s commute distance. An exponential distribution was fit to the NHTS data
set of trip distances of respondents whose commutes were 15 miles or greater. For each agent in
the model, a random trip distance from this exponential distribution was generated, then added
to the 15 mile base distance. For a given agent’s home location j and randomly generated trip
distance d, each candidate commute location i was assigned a trip representation ratio qti j based on
its ability to closely match the desired commute distance. Because locations closer to the random
distance were more desirable options, and therefore should have a higher probability of being
chosen, the difference between the Haversine distance of each candidate location from the home
location H(i, j) was subtracted from the maximum difference between any location and the home
location, as given by
qti j = max |H(k, j) − d| − |H(i, j) − d|;
k

(4.1)

thus the location that was least representative of the desired trip distance had a trip representation
ratio of qti j = 0.
Each agent was then assigned a random workplace block group using weights calculated
from
ωi j = α

qti j
∑k qtk j

+ (1 − α)qd ,

(4.2)

in which the weight ωi j is determined using a weighted average between the location’s trip representation ratio and the destination probability based on some weight α. Trip representation ratios
are first converted into probabilities by normalizing by the sum of all trip representation values,
such that they sum to one. The weighting factor was experimentally determined to be α = 0.8 to
balance the effects of the two probabilities to maintain a distribution of commute distances consistent with the NHTS distribution while still preferring more representative locations when distances
are similar. The general practice of limiting the analysis to agents with longer commutes is similar
to the method used in the study conducted by Holden and Goel [34].
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Another value unique to each agent is willingness to travel wa . A market study by Reiche
et al. [2] determined that potential UAM passengers are only willing to travel for a limited time
to reach a vertiport. From the distribution presented in their work, each agent in the model was
assigned a maximum time in minutes over which they would be unwilling to travel between a
vertiport and any other location. For example, an agent with a value of wa = 25 minutes would be
unwilling to take a UAM trip that involves a 26 minute drive from the agent’s origin location to
the first vertiport, even if the final vertiport is only five minutes away from the agent’s destination.
However, the agent would be willing to take a trip with a 24 minute drive to the first vertiport and a
24 minute drive from the destination vertiport, since neither time exceeds the willingness to travel.
Each agent also has a perception attribute of how much additional time to plan for UAM
network trips. While many of the travel times associated with a UAM trip would be relatively
predictable, including the drive times to and from vertiports, the flight time between vertiports,
and the time necessary to change modes of transportation, additional time must be added to the
schedule to allow for wait queues and delays. It is common for commuters to have a buffer time
that they use when they plan their travel based on their previous commute experiences [202], which
we shall denote ba . In this model, agents affect one another’s buffer times when their locations
coincide. The number of agents influenced by a particular agent is randomly set from a uniform
distribution between one and ten, and is called the agent’s circle of influence, c. The use of the
buffer time in travel and the process by which agents influence one another’s perceptions will be
discussed in later sections.

4.4.3

UAM Network Characteristics
The UAM network itself is composed of various components, the primary two among them

being the routes available to be flown between vertiports and the air vehicles used to fly those
routes. These interdependent factors will be discussed in this section.

Vehicle Design
Because electric vertical take-off and landing vehicles (eVTOLs) are more energy efficient
and much quieter than conventional aircraft [23], and compose the majority of the aircraft planned
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for use in UAM networks [39], it is assumed that all air vehicles in the model are eVTOLs. Each
vehicle is assumed to carry one to six passengers. While there are some manufacturers intending to
build vehicles that could carry more than six passengers, these concepts make up less than 2% of
all eVTOLs under development [39]. No assumption is made about whether the vehicle is manned
or autonomously piloted, however it is assumed that the capacity of the vehicle refers to the number
of passengers alone and that the pilot, if required, is counted separately. It is also assumed that the
vehicle may be flown whenever a trip is requested, thus pilot scheduling and air traffic restrictions
are not considered.
Air vehicle speed is modeled as average speed from the start of take-off to the end of
landing rather than cruise speed. For example, if a vehicle takes one minute to take off, 13 minutes
to fly to a destination 15 miles away, and two minutes to land at that destination, the average speed
of the vehicle would be 60 mph. Vehicles are assumed to fly at a constant average speed s measured
in miles per hour such that 50 < s < 250. While faster vehicles will always be preferable in terms
of passenger travel time, we assume that slower vehicles will generally be less expensive or have
other desirable qualities unavailable in faster vehicles, and therefore may be more advantageous
overall than high-speed designs.
Batteries are modeled independently from vehicles, and it is assumed that a battery may be
traded between vehicles through a rapid swapping process. The maximum capacity of the battery
is assumed to be between 7.5 kWh and 50 kWh, which allows for vehicle ranges between 15
and 100 miles, respectively, at a flight efficiency of 0.5 kWh/mi. Actual consumption of eVOTLs
varies widely based on the vehicle, the loading, and the activity (such as cruising or hovering), thus
the 0.5 kWh/mi figure was assumed to be the average efficiency for all maneuvers with standard
loading scenarios. With many current vehicle prototypes falling in the 0.26 to 1 kWh/mi range for
motion efficiency (calculated from [34] and [128]), the assumption of 0.5 kWh/mi for a production
model vehicle is justifiable.

Network Design
In an initial screening run of the model, vertiports composing the UAM network were selected from the data set of airports and heliports in the region [175] based on the number of demand
locations within a particular radius of the vertiport and the distance between selected vertiports,
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with a weighting factor applied to give preference to airports over helipads, similar to a simplified
version of the ELIM method presented in Chapter 3. Preliminary results from this basic vertiport
selection method indicated that network design was an overwhelmingly significant factor in the
ability of the UAM network to operate efficiently, especially since some designs resulted in no
flyable paths given the battery technology explored. Various other techniques for vertiport selection were considered, including those described by Holden and Goel [34], Daskilewicz et al. [147],
Lim and Hwang [146], and Rath and Chow [148], but none of these techniques guaranteed the connectivity of vertiports given limited battery range, nor took into account network desirability with
permissible passenger transfers. Because both these characteristics were desired for this systemslevel exploration, the optimal networks from the reduced airport data set analyzed in Chapter 3
were used. These optimal results were used in an attempt to give each UAM system design the
best opportunity of success for the inputs explored.
Each UAM network is defined by the size (number of vertiports included) and the network
structure, or type (i.e., star, path, cycle, or unconstrained connected). Examples of these network
structures are given in Figure 4.1. Note that although the graphs for each of the network types follow the specified pattern of the network (e.g., a path network will always have two terminal nodes
and every vertiport in a cycle network will always have exactly two connections), the networks
need not be planar, implying that paths between vertiports may cross over other paths. An example
of this is shown in Figure 4.1(b), in which the path network shown in non-planar. While we cannot
guarantee that the networks examined are typical of all networks of similar size and structure for
a particular region, using the optimal results from Chapter 3 should provide some confidence that
the resultant differences between network desirability can be generally attributed to the size and
structure of the network rather than the unique characteristics of the specific network analyzed.
Chargers at vertiports are assumed to increase battery state of charge linearly at a rate of 150
kW, which was selected based on some of the fastest charging rates currently available for electric
ground vehicles [203]. The time required to connect and disconnect a battery from the charger is
considered to be negligible. Batteries are switched out of the charger each time a battery reaches
maximum charge or a new battery arrives at the vertiport. When fewer chargers are available than
the number of batteries to be charged, the batteries selected to charge are arbitrarily chosen based
on those with lower model identification numbers.
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(a) Star network

(b) Path network

(c) Cycle network

(d) Connected network

Figure 4.1: An example of each of the network structures from each of the CSAs explored in this
analysis.

4.4.4

Passenger Travel Model
The start of each agent’s trip is determined by the distribution of start times for commutes

from home to work from the National Household Travel Survey (NHTS) [103]. The duration
of time the agent spends at work once arriving is based on a series of normal distributions, also
developed from the NHTS data, where the mean and standard deviation of the distribution were
based on the time of day the agent arrived at work, such that agents arriving earlier in the morning
tended to stay at work longer than those arriving later in the evening to match the trend from the
NHTS data. Durations drawn from this distribution were constrained to be no longer than 24 hours.
To obtain the parameters for the normal distributions from which duration at work was
determined, arrival times were divided into eight three-hour blocks. For the commuters that arrived
during each block, a normal curve was fit to the amount of time spent at their destinations. The
means of these distributions were highly linear (R2 = 0.972), as shown in Figure 4.2(a), where a
block index of zero corresponds to 3:00-5:59 a.m., one corresponds to 6:00-8:59 a.m., and so on.
Because the parameters for the amount of time spent at work during the 12:00-2:59 a.m. block
were similar to the late evening hours and starkly different from the early morning hours, this three
hour block was given the maximum index of seven. The standard deviation of each distribution is
similarly shown in Figure 4.2(b), where a quadratic regression fit was much more appropriate than
a linear fit (R2 = 0.953).
Upon departure, if agents decide to use the UAM network, they will start their trips by
traveling to the vertiport closest to their current location. It is assumed that agents either use a
personal vehicle or equivalent (e.g., rideshare or taxi service), and that the time necessary to reach
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Figure 4.2: Parameters of normal distributions fit to the amount of time commuters spent at work
by the time of day they arrived. The three-hour block index is a time parameter with zero corresponding to 3:00-5:59 a.m. and seven corresponding to 12:00-2:59 a.m.

the vertiport is the drive time between the starting location and the vertiport. It is likely that in the
long-term, agents would walk or use public transit to reach vertiports, especially as the number
of vertiports increases and the sites become more convenient to agent starting locations; however,
during the beginning stages of the UAM system with limited service and high fares, it is probable
that those able to afford UAM trips will have a high enough value of time to prefer faster, more
expensive travel options, thus they are assumed to use those options in this analysis.
Upon reaching the vertiport, agents are placed in a queue to board the next available air
vehicle. Once an air vehicle is approved for departure based on the service strategy, a two minute
boarding period begins, after which the vehicle takes off. When the vehicle lands at the destination
vertiport, three minutes are allowed for agents to disembark from the air vehicle. The time necessary for loading and unloading the air vehicle is taken from the assumptions made in the Uber
Elevate analysis [34]. Battery swapping, when necessary, is assumed to occur concurrently with
this five minute period between flights when passengers are getting on and off the air vehicle. The
assumption of five minutes to swap the battery is consistent with estimates by current vehicle manufacturers and the general state of battery swapping technologies [129, 204]. Agents’ commuting
trips may consist of more than one leg involving multiple vertiports. In these cases, agents must
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wait a minimum of five minutes at each vertiport along the path to allow for passengers getting on
and off and battery swapping. Once agents reach the last vertiport on their trip, they travel the final
leg of their commute via ground transportation options similar to the first leg.
The path through vertiports for trips including transfers is deterministic, and calculated
as the shortest time path on the network from the start vertiport to the end vertiport, which is
determined using fixed time costs, including flight time, boarding time, debarking time, and battery
swapping time, but not variable costs such as service delays or waiting in queues. From the starting
vertiport v0 to the ending vertiport vn , this shortest path will be written as v0 , v1 , . . . , vn−1 , vn , where
n + 1 is the number of vertiports along the path and n is the number of air vehicle trips to reach
the final vertiport. The total time necessary for a passenger to travel from one location to another
using the UAM network can then be calculated using the time along the shortest path added to the
passenger’s drive times and expected buffer time. Defining H(v0 , v1 ) as the the Haversine distance
between two vertiports and T(i, j) as the time necessary to drive between any two points, the total
passenger travel time on the UAM network from origin to destination U(a, i, j) is given by
U(a, i, j) = T(i, v0 ) + nτ +

1 vn
H(vi , vi+1 ) + T(vn , j) + ba ,
s vi∑
=v0

(4.3)

where i is the passenger’s starting point, j is the passenger’s ending point, s is the average air
vehicle speed, and τ is the total time necessary to both board and debark from an air vehicle.
The associated cost of travel along the UAM network Cu for a given path is given by
vn

Cu = C f

∑

H(vi , vi+1 ) +Cd [D(i, v0 ) + D(vn , j)] ,

(4.4)

vi =v0

where C f is the passenger fare per mile for the flight vehicle, Cd is the cost per mile of driving,
and D(i, j) is the distance in miles of the shortest time ground travel path from i to j. D(i, j) is
the length of the same path represented by the shortest drive time, and is related to T(i, j) by the
average speed of the minimum-time path from i to j, where the average speed is unique to each
path due to the speed limits and routing factors involved with ground travel. Passenger fare per mile
was set to C f = $1.97 for this analysis [34], and the cost per mile driven was Cd = $0.575 [205].
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Passengers will only consider UAM trips in cases when the vertiports are close enough
to their origin and destination such that the drive time is within the agent’s willingness to travel
(i.e., T(i, v0 ), T(vn , j) < wa ). If this condition is met, passengers will proceed to check if the UAM
time will save time compared to the direct drive time, such that U(a, i, j) < T(i, j) before moving
forward with the decision between modes of transportation. When both these requirements are
satisfied, the agent will decide to take a UAM trip if the cost of UAM travel is less than the cost of
ground transportation, taking into account the savings due to the agent’s value of time, as expressed
by
Cu −Va [T(i, j) − U(a, i, j)] ≤ Cd D(i, j).

(4.5)

Agent Perceptions of UAM Travel
Each agent’s perception of the UAM network is encapsulated by the agent’s buffer time ba ,
which was defined previously as the amount of additional time agents plans into their UAM trips.
The buffer time is affected by two additional parameters unique to each agent that are recalculated
for each trip. The first is the maximum wait time µa , which denotes the maximum time an agent
will be willing to wait based on their projected time savings. Agents also define the actual time
spent waiting during a particular trip as βa , such that βa resets to zero for each new trip and
increments throughout the trip whenever the agent is not actively traveling. When βa = µa for
a particular UAM trip, the agent will abandon the UAM network and find alternate means of
transportation. The value of ba is updated after each trip based on the βa value unique to the trip,
such that the agent can plan travel more accurately in the future.
The maximum wait time µa is reset and recalculated each time an agent decides to take
a trip on the UAM network. The value assigned to µa is the amount of time the agent plans to
save by using the UAM network increased by a factor up to 100%. For example, suppose an agent
is planning to save 20 minutes via UAM travel (i.e., T(i, j) − U(a, i, j) = 20). This value will
be increased by a random multiplier up to 100%, say 30% for this example, such that the agent
will give up on waiting for the UAM service to fulfill the travel request after µa = (20)(1.3) =
26 minutes. This random factor simulates the human tendency to wait longer due to sunk costs
[206]; after a person has already invested time into driving to the vertiport and waiting there, they
are more likely to stay, even if it will end up costing them more than if they had just driven directly
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to their destination. Agents will continue to wait for the service to fulfill the travel request until
βa = µa , at which point the agents will find an alternate method to reach their final destinations.
Although agents may decide to complete a trip with a slight time loss, they are unlikely to
take another trip using the UAM network since the system did not live up to their expectations.
This tendency is simulated by updating the agent buffer time using the actual wait time βa , which
could also be defined as the amount of time an agent spends on a trip above the fixed travel costs
(i.e., time spent waiting in queues or for delayed flights). The buffer time is updated with a simple
averaging as (ba + βa )/2, thus their most recent travel experience is given the same weight as all
previous travel experiences, as people tend to remember recent events better, regardless of how
rare or uncharacteristic those events may have been [207]. In the case that the agent’s perception
of the delays in the transportation system were accurate, the value of the total trip wait time βa
will be exactly the same as the buffer time the agent planned into the trip, thus based on the update
formula, the value of ba would remain unchanged.

4.4.5

Service Types
Three service types were developed based on those used in previous studies and concepts

proposed by potential UAM operators. These included an On-Demand service, similar to a taxi
service where the passengers arrive at the vertiport and request a flight [2, 24, 34, 35], a Scheduled
service, where an air metro travels a fixed route between vertiports at regular intervals [2,35,43,44,
186], and an Integrated ground and air transportation service, where ground transportation vehicles
chauffeur groups of passengers with prior reservations to vertiports, then to their final destinations
at the end of the trip [188]. Each service is strongly affected by a dispatch interval, which generally
defines the frequency of service, but the specific application of which is uniquely defined for each
individual strategy.
In every service paradigm, the expected travel time for an agent’s trip is a function of agent
buffer time ba , as defined by Equation 4.3. All commuters begin with an optimistic view of the
system; they assume that all scheduled operations will always occur on time, and that their trip
requests will be met almost immediately (i.e., ba = 0). While this assumption may seem to be
unjustified when the dispatch interval is lengthy, it is possible that demand-responsive systems
may experience a sufficiently high passenger load that the actual time between flights will be much
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less than the dispatch interval. Each of the specific service types will be discussed in detail in
the subsequent subsections. The best efforts have been made to define these service types such
that a fair comparison can be made between them; however, they are each fundamentally different
from one another, and caution should be applied when drawing conclusions from the differences
between them.

On-Demand
The On-Demand service type herein defined is essentially an air taxi operation. Passengers
arrive at the vertiport and place themselves at the end of a queue for the flight to their desired
destination vertiport, which may or may not be the final vertiport on their trip. If the number of
people waiting in the queue becomes sufficient to fill an air vehicle to capacity, they are immediately allowed to start boarding an air vehicle if one is available. To avoid dissatisfying customers
by making them wait too long, the passengers in a particular queue are permitted to board even if
there are not enough people to fill a vehicle once the first person in the queue has waited a predetermined amount of time defined by the dispatch interval of the UAM service. For example, a
system with a dispatch interval of five minutes will allow a passenger to board a vehicle once the
passenger has completed the required five-minute wait, regardless of how many other passengers
will be sharing the trip. When passenger trips require multiple vertiports, agents must wait through
the queue at each intermediate vertiport as well, following the same queuing rules as at the initial
vertiport.
When no air vehicles are located at the vertiport when passengers are ready to board, the
vertiport will send out a request to all nearby vertiports. The closest vertiport with an available
vehicle immediately dispatches it to the requesting vertiport, allowing any passengers traveling
to the requesting vertiport to board. The delayed passengers will then be permitted to leave as
soon as the vehicle arrives and finishes unloading any passengers, assuming those in the queue are
willing to wait sufficiently long for the vehicle to reach the requesting vertiport. In some cases, a
vehicle may be available, but the vertiport does not have a battery with sufficient charge to reach
the destination. In these situations, passengers will board the air vehicle as soon as a battery is
sufficiently charged to allow for the desired trip to be completed.
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If agents decide to abandon the UAM service and take a ground trip to their final destination
at any point while waiting in a queue, they are allowed to do so. If the agent was the first person in
the queue, the next departure for the vertiport to which they would have traveled is modified based
on the arrival time of the next person in line. For example, with a dispatch interval of 15 minutes
and a vehicle capacity of four, an agent arriving at 8:00 and starting a new queue to a vertiport
will be required to wait no longer than 15 minutes. Another agent arriving at 8:05 could expect to
board the flight with the first agent at 8:15. If the first agent to arrive was expecting the demand
for the flight to be greater and thus not planning to wait the full 15 minutes, that agent may decide
to find alternate means of transportation at 8:10 if enough passengers to fill the flight fail to arrive
by that time. The next departure time for the flight to that vertiport will then change from 8:15 to
8:20 based on the arrival time of the second agent to arrive, who will now be first in the queue.
This method guarantees that, barring unavailable vehicle or battery resources, no person will have
to wait longer than the dispatch interval, but will always wait the full amount except in cases of
a completely full flight. Similarly, if an agent decides to leave when the number of agents in the
queue is equal to the capacity of an air vehicle, but the flight has been delayed due to lack of an
air vehicle or battery, the remaining agents will not be permitted to depart when a capable vehicle
becomes available until either another agent arrives to fill the vehicle again or the first agent in the
queue has waited sufficiently long based on their original arrival time.
For this service strategy, each agent’s buffer time ba encapsulates the combined wait time
experienced at all vertiports, as well as any delays due to lack of vehicle of charged battery. A
timeline of a characteristic two-leg passenger trip with the On-Demand service type is given in
Figure 4.3. Time included as part of the trip is shown with a black solid line while time before
and after the trip is shown with a blue dashed line. The variable wait time related to this service
type is shown with a red dotted line. The total length of this variable time is equal to the βa value
discussed previously that will be used to update the agent’s buffer time based on this trip.

Integrated
The name of the Integrated service type comes from the idea that it integrates together the
ground travel portions of the passenger trip with the segments of air travel, providing an all-in-one
service from origin to destination. Prior to leaving on a trip, agents are first required to submit a
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Figure 4.3: Timeline of a representative trip with the On-Demand service type.

pick-up request. Before responding to the request, the service operator will wait either until enough
requests are received to fill an air vehicle or until the first passenger to request a trip has waited
for a period of time equal to the dispatch interval. At this point, a ground vehicle is dispatched to
pick up the passengers and bring them to the vertiport. If no air vehicle is available at the starting
vertiport when the ground vehicle is dispatched, one is requested from nearby vertiports at this
time using the method described in the On-Demand section. While waiting for a response to the
travel request, passengers may decide instead to drive to their destinations if the wait time becomes
longer than they anticipated, which may affect the anticipated departure time of other passengers
in the request queue, as with the On-Demand method.
Because the service operator could feasibly park ground vehicles near expected demand
points [174], the time required for the ground vehicle to reach the first passenger after it is dispatched is assumed to be negligible. The order in which passengers are picked up is based on
the route that will minimize the total travel time from the first pickup of a passenger to arrival at
the vertiport. This problem is solved using an exhaustive search to find the exact solution to the
shortest Hamiltonian path problem, where the last node visited is constrained to be the vertiport,
but the trip may start at any one of the passengers’ home locations. While much faster algorithms
exist to find effective solutions to the shortest Hamiltonian path problem [208, 209], an exhaustive
search is feasible for this application due to the limitations of air vehicle passenger capacity, which
are rarely designed to carry more than six passengers [39]. The start of each passenger’s trip is
recorded as the time the passenger is picked up by the ground vehicle.
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Once reaching the vertiport, two minutes are allowed for the air vehicle to depart. This may
involve transferring passengers from the ground vehicle to the air vehicle, or in a more sophisticated system, a transformation of the ground vehicle to an air vehicle, as with the Terrafugia TF-2
or Audi Pop.Up Next [185, 188, 189]. At each intermediate vertiport, passengers are delayed by
five minutes either to transfer to a fully charged vehicle or to swap out the battery of their current
air vehicle, but are not required to wait any additional time unless the vertiport does not have a
vehicle or battery capable of making the flight, in which case the passengers will depart as soon as
one becomes available. If the passengers must wait for a vehicle or battery, they are permitted to
seek alternate modes of transportation during this delay, though with effective network planning,
this occurrence should be rare. Once reaching the final vertiport, passengers are dropped off to
their destination locations using the same Hamiltonian path optimization described earlier, but this
time with the start location constrained to be the final vertiport.
The timeline for an example trip using the Integrated system is shown in Figure 4.4, where
the agent is neither the first nor the last passenger to be picked up by the ground vehicle, and is the
first to be dropped off. Because the agent’s trip does not start until pick up by the ground vehicle,
the interval between the response and the start of the trip is not counted against the agent’s total
trip time; however, because the agent is in a stage of uncertainty after the request is submitted,
but before a response is received, not knowing when the departure or expected arrival time will
be, the length of the period between those events is included in the agent’s total trip wait time βa .
Furthermore, because the agent knows it will take at least as long to arrive at the vertiport from
their home location as the direct drive time, only the amount of time the agent spends in the ground
vehicle above the time they would have spent driving directly to the vertiport is counted as part of
βa . If the agent were to experience a delay during layovers at any intermediate vertiports visited,
this time would also be included in the total trip wait time.

Scheduled
While the On-Demand and Integrated networks are permitted to operate on any network
type, the Scheduled service network requires a strictly defined network structure (i.e., star, path,
or cycle) to operate. While a Scheduled service could feasibly operate on any connected network,
likely through a combination of the better-defined network structures previously mentioned with
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Figure 4.4: Timeline of a representative trip with the Integrated service type.

specific transfer points between them, these more complex operational designs were not included
in this work. All air vehicles for the Scheduled service begin at a principal hub vertiport, which is
assumed to have sufficient infrastructure to support the entire fleet of vehicles. All batteries beyond
those required for each of the air vehicles are distributed evenly among all vertiports, including the
hub. The hub is chosen as the central vertiport in star networks, and as the vertiport most likely
to experience the highest demand in path and cycle networks, as defined by the total population
expected to be willing to drive to the vertiport [2,172]. The schedule of operations begins each day
at 5:30 a.m. and ends such that the last flight returning to the main hub departs before 12:00 a.m.
the following day.
The specific operation of the Scheduled service type is dependent on the network structure.
For star networks, flights depart simultaneously from the hub to all other vertiports at a frequency
defined by the dispatch interval, then return as soon as passengers are allowed to board and debark
the vehicle at the destination vertiport. Because the flight time is not the same from the hub to each
spoke vertiport, the departure schedule from each spoke may be different, however the frequency of
departures will still be equal to the dispatch interval. An example of this situation is given in Figure
4.5, where vehicles are shown leaving simultaneously from the hub and returning asynchronously
based on the time to reach each of the spoke vertiports.
The Scheduled service on the path network begins with a single vehicle departing from the
hub to the next vertiport along the path. If the hub is a terminal node of the path network, the
vehicles will travel along the network to the other terminal node before returning to the hub. In the
case that the hub is not one of the terminal nodes, the direction in which travel begins is decided at
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(a) Simultaneous departure of air vehicles from the (b) Asynchronous return from spoke vertiports based
hub
on flight time

Figure 4.5: Example of Scheduled network operation on a star network in DFW with four vertiports, where the hub is shown with a white center.

random at the start of the model. The air vehicle will then continue in the same direction along the
path network until it reaches a terminal node, at which point it will change directions and travel
to the other end of the path network, passing through the hub, before reaching the other terminal
node, then change directions once again to return to the hub. The sequence of images in Figure 4.6
show this behavior for a network in the SPO area. The vehicle will stop at each vertiport only long
enough to load and unload passengers and swap out its battery if necessary.
For cycle network service, two vehicles will depart simultaneously from the hub node regularly according to the dispatch interval, one vehicle departing in each direction. The vehicles will
continue along the path until they have completed a trip around the cycle, thus returning to the hub.
As with the Scheduled service on other networks, vehicles will stop only as long as necessary at
each vertiport along the path until reaching the hub node.
An example timeline of a potential trip with the Scheduled service type is given in Figure
4.7. Before leaving for the vertiport, passengers will first consult the schedule to determine when
the next flight will be departing toward their destination vertiport, and calculate at what time they
would need to leave their origin location to arrive at the vertiport just before the next Scheduled
departure. This period of time between checking the next departure and when the agent would
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(a) Initial departure from (b) First return to the hub (c) Second
the hub
from the hub

departure (d) Final return to the hub

Figure 4.6: Example of Scheduled network operation on a path network in SPO with four vertiports, where the hub is shown with a white center.
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Figure 4.7: Timeline of a representative trip with the Scheduled service type.

need to leave is included in the time necessary to travel via the UAM system, and is added to the
value calculated by Equation 4.3.
Unless the system is experiencing a high demand, the passenger will be able to board the
vehicle upon arriving at the vertiport. If the vehicle is filled before the passenger has a chance
to board, the passenger must wait until the next scheduled departure occurs. For example, the
passenger trip depicted in Figure 4.7 would occur when the passenger planned to take the 8:15
flight, but was unable to board due to their position in the queue upon arrival, thus causing the
agent to wait for the next scheduled departure at 8:20. During this waiting period, agents are
permitted to find alternate means of transportation if the wait is determined to be too long. The
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vehicles in the Scheduled network operate independently from the number of passengers waiting in
the queue. Flights will occur without passengers to ensure that vehicles are available for scheduled
departures at other vertiports on the route, and flights will occur no more frequently than at the
original predefined intervals, even if the size of the queue warrants a much higher rate of service.
In difference to the On-Demand service, passengers making transfers between vertiports
will not be forced to wait again in the queue. Because the same vehicle will continue on to the next
vertiport on the passenger’s itinerary, it is assumed that the passenger could remain on the vehicle
for the duration of the stop, and a fewer number of those in the queue at that vertiport would be
allowed to board, similar to the way bus routes are operated in the status quo. However, if there is
not a battery available for the trip to be completed, the agent will be delayed, and may choose to
abandon the UAM trip at that time.

4.4.6

Mutual Passenger Influence
As agents go throughout their day, they will interact with other agents at the same location

to simulate conversations with neighbors, coworkers, others waiting in queues, and so on. As
people engage in conversations with others about commute time, the comparison of travel time
can affect that individual’s happiness, change the perception of the person’s own commute time,
and even lead to changes in commuting behavior [210]. Although realistically these conversations
would happen sporadically throughout the day, they are approximated in the model to occur at
regular one hour intervals.
Agents start each day fresh with a perceived difference in typical travel wait time between
themselves and others of b̂ = 0. Agents are assumed to associate with only a limited number of
their peers throughout the day. This number is determined by each agent’s circle of influence c,
which could be interpreted as how outspoken or social an agent is: the greater the social influence
of an agent, the more people they will communicate with and influence. Each hour, agents will
randomly select c other agents sharing the same location to influence. If the number of other agents
at their location is less than c, the agent will influence them all. Each of these influenced individuals
with buffer times b1 , b2 , . . . , bc−1 , bc will update their perceived difference in buffer time b̂ based
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on the buffer time ba of the agent with whom they communicate according to
b̂ j → b̂ j + (ba − b j ) ∀ j ∈ {1, 2, . . . , c}.

(4.6)

At the end of each day, all agents will update their buffer time for the coming day based
on their current buffer time ba and the difference in their buffer time and the buffer times of other
agents with whom they have interacted the previous day b̂a . This update is expressed as
ba → ba + fs

b̂a
,
Na

(4.7)

where Na is the number of other agents that have influenced agent a throughout the day and fs is
a universal social influence limiting factor that scales the value determined by comparison from
other agents and ensures that an agent’s own experiences will have a greater influence on their
travel expectations than the experiences of those around them. This value was experimentally
determined to be 0.1 such that the influence of other agents on a single agent never exceeded more
than a few minutes per day.

4.4.7

Evaluation Metrics
Each network design was assessed using measures related to both the passenger experience

and the cost to the service operator. How well the service was accepted by the passengers was
measured using the total number of UAM trips taken, average passenger wait time, average difference in travel time compared to direct drive time, and the reliability of the network, which is
defined as how often a passenger began a UAM trip and completed it, as opposed to giving up on
the network and finding alternate means to their destination partway through the trip. If an agent’s
trip consists of multiple legs traveling through more than two vertiports, the UAM system is only
considered to be reliable for that trip if all legs of the trip are completed. Factors used to determine
the cost to the operator include the number of vehicles and batteries used; the average number of
hours each vehicle spent in flight per day; the load factor, defined as the average percentage of
seats that were filled on all flights; the deadhead ratio, or the percentage of vehicle miles traveled
that occurred with no passengers; the monthly operating cost and profit; and the payback period,
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defined as the amount of time it would take to gain enough profit to pay back the cost of the initial
investment [211].
Like modern taxi and rideshare fares, the actual cost to passengers for a UAM trip will
likely be complex, including initial charges as well as an additional fare based on factors including distance traveled, time in flight, time of day, and total number of passengers [212]. For this
systems-level analysis, a simplified model was used where each passenger was charged a flat rate
of C f = $1.19 per passenger mile traveled based on fare estimates from Holden and Goel [34].
Similarly, a single value was used for the operational costs per mile that was assumed to encapsulate all necessary considerations, and was set at Co = $0.84 per vehicle mile traveled [34]. The
total monthly profit of the UAM system P can then be estimated as
P = (n p LC f −Co )M

(4.8)

based on the average load factor L, vehicle passenger capacity n p , and total air vehicle miles
traveled M during a one month period.
To determine the payback period, the initial cost of the network must be estimated. We
assume that this cost includes the number of vertiports constructed and the number of vehicles and
batteries purchased. Estimates for constructing a new vertiport are in the tens of millions of dollars
[123], much of which is due to the expense of real estate in high-demand urban environments,
while costs for retrofitting existing buildings are estimated closer to $1.5 million [34, 185]. We
may assume from these analyses that the total cost of the vertiport infrastructure will be based on
the ability of the UAM network to operate within the existing infrastructure, potentially renting out
rooftops of buildings to avoid high real estate costs. It was assumed for this work that vertiports
had an average cost of Cvp = $3 million.
Vehicle prices ranges widely, and many vehicle manufacturers have yet to release expected
prices, thus an average cost of $250,000 per vehicle was assumed based on available data (noting
that this price does not include the battery) [2, 44, 185]. Although no strong correlation exists from
available data between vehicle speed or vehicle capacity and price, it was assumed that the average
price of Cv = $250, 000 applied to vehicles with an average speed of 150 mph and a two-passenger
capacity. A cost of C p = $10, 000 per seat and Cs = $1, 000 per mile per hour was assumed, such
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that a six-passenger vehicle at 250 mph costs $390,000 while a one-passenger vehicle with an
average speed of 50 mph costs $140,000, which falls within the range of known prices for existing
vehicle models [2]. For the batteries, a near-term cost of Cb = $100/kWh was assumed [213], such
that batteries with a longer range were most costly.
Recalling that s is the average speed of the air vehicle, the combined initial network cost
including vertiports, vehicles, and batteries is then calculated by
CI = Cvp nvp + (Cv +C p (n p − 2) +Cs (s − 150)) nv +Cb nb ε,

(4.9)

where nvp , nv , and nb are the numbers of vertiports, air vehicles, and batteries, respectively, and ε
is the maximum amount of energy stored by each battery in kWh. The payback period T is then
given in years by
T=

CI
,
12P

(4.10)

noting that payback periods typically do not account for inflation or other economic factors [211].

4.5

Results and Discussion
For the current analysis, the model is initialized with 1,000 vehicles and two batteries for

each of the vehicles, all of which start with a full state of charge. All air vehicles and batteries
are dispersed evenly among all vertiports, except in the case of the Scheduled operation, where all
vertiports begin at the principal hub. Each vertiport is allowed to use as many chargers as it needs.
When a trip departs from a vertiport, vertiports will prefer vehicles and batteries that have already
been previously assigned on trips whenever possible, such that the minimum number of resources
will be used. This assumption allow us to obtain an idea of how many vehicles and batteries a
network would need to operate with minimal delays, assuming that a single UAM network will not
need more than the total number available in the model. We note that because there exist complex
rebalancing strategies that could significantly decrease the number of vehicles necessary at the cost
of a higher deadhead ratio [24], definitive conclusions should not be drawn from the approximation
of resources necessary, though the general trends discovered are likely to hold.
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Table 4.2: Parameters and their values explored by the agent-based model. Note that combinations
including connected network types and Scheduled service were not permitted.
Input Variable
Location
Network Size
Network Type
Service Type
Dispatch Interval (min)
Passenger Capacity
Vehicle Speed (mph)
Battery Range (mi)

Values
SPO, DFW, WBA
2, 3, 4, 5, 6
Star, Path, Cycle, Connected
On-Demand, Integrated, Scheduled
5, 10, 15, 30
1, 2, 4, 6
50, 100, 150, 200, 250
15, 30, 50, 100

To analyze the effects of various network design parameters on the overall system effectiveness metrics, 1,500 model runs were executed. The parameter inputs for these 1,500 runs were
generated using a D-Optimal design from the values in Table 4.2. Each scenario was simulated for
a one-month period to allow sufficient time for the adoption dynamics to reach steady state and to
allow passengers multiple opportunities to determine if the UAM network would be beneficial for
their commute.

4.5.1

Passenger Acceptance
Kohlman and Patterson found that the dispatch interval is positively correlated with both

passenger wait time and average load factor [24]. The findings of this study confirm this result,
as seen in Figure 4.8(a), implying that the application of the relationship between wait time and
load factor are widely applicable to all service strategies, network designs, and vehicles. The only
deviation from this pattern was found with the Scheduled service type, where, although a longer
dispatch interval was correlated with greater passenger wait times, it did not tend to improve the
vehicle load factor, as seen in Figure 4.8(b).
A probable reason for this difference between service types is that in the Scheduled service
type, passengers know ahead of time when the next flight will depart, thus it does not benefit
them to wait in hopes of enough passengers arriving to fill all seats and cause an earlier departure.
Therefore, although some passengers with unusually long commutes may still be willing to wait
the entire length of the dispatch interval, resulting in longer average wait times, the benefit of filling
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Figure 4.8: The effects of dispatch interval on load factor and wait time.

up vehicles is tempered by the decrease in passengers who know in advance that the wait will be
too long for them.
Figure 4.9 shows the distributions in box plots of the amount of time saved or lost by
passengers as a result of using the UAM system for their commutes (i.e., the mean value of
U(a, i, j) − T(i, j) for all trips taken by all agents in the simulation). The positive differences
correspond to networks where, although passengers felt confident that their commute times could
be shortened sufficiently based on their individual valuations of time, the UAM network failed to
deliver, and ended up costing the average passenger more than had the passenger taken a personal
ground vehicle.
The Washington-Baltimore-Arlington CSA had the greatest time savings of any of the
CSAs examined for any service type. This result is expected, as WBA has the longest average
commute times in the status quo. All service types exhibited nearly the same mean value of time
saved, with Scheduled and On-Demand averaging 16.3 minutes saved by UAM travel, and the Integrated method saving 18.2 minutes on average; however, in each CSA, the design with the most
time savings consistently used an Integrated service, saving at least an additional five minutes
more compared to other service types. This difference is undoubtedly due in part to the fact that all
waiting for the Integrated service is required at the beginning of the trip, allowing travelers to find
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Figure 4.9: Average difference in UAM passenger commutes in minutes compared to the direct
drive time by service type and region. Negative values correspond to cases when the UAM network
saved passengers time.

alternate means of travel before investing the time to go to the vertiport and check the status of the
queue. The idea of a required reservation in advance is not unique to the Integrated service type,
and could feasibly be applied to On-Demand and Scheduled service strategies as well. The results
indicate that a request capability would be a highly desirable characteristic, though the specific
impacts on other service types would require additional research to fully quantify.
Figure 4.10 shows the network reliability by service type and vehicle capacity, where reliability has been defined as the ratio of completed trips on the UAM network compared to the
total number trips started on the UAM network. Low reliability indicates that many passengers
decided to abandon the UAM network mid-trip when wait times became much longer than expected, usually due to low demand at the time their trip is requested, long dispatch intervals, or
overly-optimistic buffer times. In general, as the number of seats in a vehicle increases, the reliability decreases, except in the Scheduled case, where the trend is reversed. Because passengers
rely on the ability of On-Demand and Integrated services to operate more frequently than the stated
dispatch interval due to demand filling flights before passengers have waited the full length of the
dispatch interval, there is an increased risk of disappointment at certain times of day when demand
is lower, especially with high-capacity vehicles, which require higher passenger demand to reach
full capacity. Conversely, poor reliability on Scheduled networks results from demand being too
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Figure 4.10: Network reliability by service type and vehicle capacity, defined as the percentage of
trips agents began on the UAM network that were completed.

high at any given time of day, resulting in additional wait time in queues before a vehicle can be
boarded. When vehicles have greater capacity, more people from the queue can board each time a
scheduled departure occurs, thus leaving fewer people stranded waiting at the vertiport. The implication of these results is that high capacity vehicles are better-suited for Scheduled operations,
while low-capacity vehicles lend themselves better to On-Demand or Integrated service strategies.

4.5.2

Network Effectiveness
The deadhead ratio—the percentage of miles flown without any passengers—is shown plot-

ted against the total number of potential passengers in Figure 4.11(a) classified by service type. The
number of potential passengers is defined as the number of people in the CSA whose commutes
could potentially be shorter and less expensive (taking into account value of time) using the UAM
network. Because the deadhead ratio measures the miles of flight that induce costs without any
immediate revenue, a lower deadhead ratio is desirable. As expected, the Scheduled service has the
highest deadhead ratio, since flights leave independent of passenger demand to ensure that vehicles
are available for the next scheduled departure at the next vertiport along the route. As the number of potential passengers increased, the deadhead ratio went down, since the increased demand
led to much fewer flights without passengers. While this trend is also present for Integrated and
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Figure 4.11: Vehicle-related evaluation metrics by service type. These two graphs together explain
the deadhead ratio in part by juxtaposing it with the vehicle usage on the right. Similarly, there is
a relationship between the horizontal axes as the number of vehicles used can be explained in part
by the number of potential passengers.

On-Demand flights, it is much weaker and less noticeable since the deadhead ratio is consistently
low. The slight difference between Integrated and On-Demand is probably due to the timing in the
requests when no air vehicles are available. The Integrated service type issues the request as soon
as the ground vehicle leaves to pick up passengers, while On-Demand issues the request once a
flight is ready in the queue at the vertiport.
Figure 4.11(b) shows the mean vehicle usage in hours per day compared to the number
of vehicles used by the UAM service. Because Scheduled operates on a consistent route and operational schedule, the number of vehicles is fixed for a given network size, network type, and
departure interval. Conversely, because the On-Demand and Integrated methods are purely dependent on passenger demand, there is no guarantee where air vehicles will be positioned at the
end of their flights. Furthermore, due to the fact that a large number of vehicles was available at
each vertiport, whenever no previously-used vehicle was available for a trip, an additional vehicle
would be supplied. The low average usage for vehicles in these services types implies that an
effective rebalancing strategy would be a critical part of any Integrated or On-Demand operation.
Since most service providers are willing to accept a deadhead ratio around 20%, and in some cases
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even up to 50% [2, 34, 44], further work should be done to analyze the effect of different rebalancing strategies on both the deadhead ratio and air vehicle usage for the On-Demand and Integrated
service strategies.
While the usage of air vehicles in the Scheduled service type shown in Figure 4.11(b) is
close to the range expected by service providers, it is important to note that in many cases this
usage is the result of empty flights without passengers, correlating with the unacceptably high
deadhead ratios in Figure 4.11(a). The deadhead ratio for the Scheduled service could be significantly reduced if back-up vehicles were available at each vertiport. For example, if no passengers
desired a scheduled trip from vertiport A to vertiport B at a particular time, the vehicle could remain
at vertiport A if a backup vehicle were able to service the next scheduled departure leaving from
vertiport B. Although this would increase the number of air vehicles and reduce the usage of each
one, this would concurrently make the deadhead ratio much more acceptable, thus saving operational costs and likely resulting in a more profitable network. Another potential method to reduce
the deadhead ratio without an increase in vehicles would be to adjust the departure schedule such
that fewer trips are offered during off-peak hours, though this option would require an accurate
estimate of passenger demand throughout the day.
Figure 4.12 gives the number of passenger trips on the UAM network by service and network type, noting once more that the Scheduled service type was only explored in combination
with strictly defined network types. On-Demand tended to have the most passenger trips, while
there was no statistically significant difference between Integrated and Scheduled (p = 0.1785).
Connected networks were slightly more conducive to more passenger trips for the On-Demand
service, while the cycle network tended to perform better than other networks in terms of total passenger trips for the Scheduled service, though neither of these effects should be attributed statistical
significance.
Although, conceptually, a defined network type would help to filter passengers through the
same sets of vertiports and thus increase the load factor and number of trips for demand-responsive
operations, the effects of network type alone were rarely found to be significant on any of the
outputs explored. While the lack of significant effects associated with network type may be due to
a small sample size or other confounding factors, the results from this study indicate that so long
as an optimized network structure is used, the specific type of network does not have significant
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Figure 4.12: Total number of passenger trips by service and network type.

influence on the effectiveness of a particular service strategy. The resilience of service strategies
and other operational parameters to suboptimal network structures will require further exploration.
Figure 4.13 shows the number of passenger trips over all service and network types versus
the other five model inputs, with solid lines connecting the means for each input. The number of
trips increased consistently with faster vehicles. Battery range also resulted in a rapid increase in
number of trips up to 50 miles, though from 50 to 100 miles, little to no improvement was observed.
Increasing the number of vertiports in the network also improved the number of passenger trips,
though not as much as speed or range. Network size also saw a point of diminishing returns, similar
to battery range, that begins around four vertiports. As dispatch interval increased, the number of
trips decreased, as we may have guessed from the analysis associated with Figure 4.8. Lastly,
higher vehicle capacities tended to be correlated with slightly fewer passenger trips on average.

4.5.3

Economic Viability
The payback period varied widely from −14.2 to over 60,000 years. While this is in part

due to the simplicity of the first-order economic model used, the designs associated with these
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extreme values are representative of designs unlikely to succeed, even if a more sophisticated
economic analysis were performed.
All negative payback periods are clearly invalid designs, and resulted when networks had
a net monthly loss (i.e., the operational cost was greater than the revenue). This is possible when
most flights are empty, thus generating significant operational costs without any passengers to
produce revenue. This occurred in 24 cases, all of which were all from designs using the Scheduled
service type, usually with s = 50 in the DFW area. This is consistent with the findings of Chapter
3, where it was discovered that the existing ground infrastructure in the DFW area made low-speed
air vehicles less desirable. Networks with a net loss also typically occurred with fewer vertiports,
shorter battery ranges, and longer dispatch intervals.
Just over 400 designs had payback periods longer than 30 years, which is likely to be
unattractive to any investor. These designs were exclusive to the On-Demand and Integrated service
types, and tended to be on networks with shorter battery ranges, low vehicle speeds, high vehicle
capacities, and longer dispatch intervals. This is due in part to the lack of an efficient rebalancing
strategy, leading to a large and inefficient fleet of vehicles, and resulting in a considerable capital
cost. Similarly, the assumption associating higher vehicle capacities with higher costs also led to
large investments that were difficult to pay off. However, the same reasoning cannot be applied to
designs that used vehicles with low speeds and batteries with short ranges, since these less-capable
resources were assumed to have discounted costs. This implies that these designs are unlikely to
be successful because of their inability to attract customers rather than the initial investment cost.
While these trends do not indicate that networks with these characteristics can never be successful,
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they do suggest that if higher speeds or battery ranges are not available, fewer options may be
available in terms of operational strategies that will be profitable.
Figure 4.14 shows the payback period by CSA and service type for all designs that resulted in valid payback periods less than 30 years. Figure 4.14 also shows the number of designs
represented by each box plot, noting that the total number of On-Demand and Integrated designs
was about 182 per CSA and the total number of Scheduled designs was about 136 per CSA (since
Scheduled was not tested with connected networks). The lowest of these potentially valid payback
periods was calculated to be two and a half months. This occurred with six-seat 250 mph vehicles on a Scheduled network with a five-minute dispatch interval in the WBA region. The short
payback period is related to the assumption that all agents begin with a highly optimistic view of
the network, implying that they will begin using the network immediately. The assumption that
operational costs are fixed based on the number of miles traveled also contributed to this result,
since it will likely be more expensive to operate higher-capacity vehicles due to increased weight.
While real-world complexities exist that would prevent such a UAM operation from having the
instant success predicted by the model, the general trends are still valuable to decision makers. For
example, the networks with predicted payback periods less than a year were almost all Scheduled,
and generally occurred in the WBA area with vehicle speeds s ≥ 150, low dispatch intervals, long
battery ranges, and large vehicle capacities. Future work may be necessary to relax some of these
assumptions used herein for a more rigorous economic analysis, such as modifying the perception
of UAM networks initially held by agents.
Overall, as seen in Figure 4.10, Scheduled service types tended to have lower payback periods regardless of the region, as has been predicted by other studies [2,35]. It is interesting to note
that although the Integrated service type was previously found to result in a greater time savings for
passengers, it tended to result in much longer payback periods in every CSA, emphasizing once
more the many systems-level trade-offs that must be considered during the implementation of a
UAM network.
The trade-off between passenger convenience and system cost is characterized by the charts
showing the Pareto fronts for each service type and CSA in Figure 4.15. These charts are the result
of combining the data from Figures 4.9 and 4.14. Of the dominating designs, none had a battery
range of 15 miles or a vehicle speed less than 150 mph. The Pareto fronts associated with the
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Figure 4.14: Payback period by service type and region, where those with payback periods longer
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above the corresponding plot.

Scheduled service consistently contain the shortest-payback period points, while the points that
result in the greatest decrease in commute time are always part of the Integrated service’s Pareto
fronts. In general, the Pareto intersection of the Scheduled and On-Demand services is to the left
of the Pareto intersection of On-Demand and Integrated services, except in the DFW case study,
where the On-Demand Pareto front is entirely dominated by those of the other two service types.
These intersections between frontiers imply that Scheduled services will be the most cost-effective,
yet have the lowest impact on passenger travel time; Integrated services will be the most expensive,
but result in the greatest time-saving potential; and On-Demand services will form part of more
balanced designs. These observations may lead to more effective sampling techniques for future
experiments [214].
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Sensitivity to Passenger Fare
Because estimates from the literature for the fare that will be required of passengers for
successful UAM operation vary from $0.47/mi to $6.25/mi [2,34,44], other values were considered
for passenger fares in a separate experiment. The results discovered by this design of experiments
are significant because they take into account the willingness of passengers to pay based on specific
network structures and vehicle capabilities.
For four different potential rates proposed in the literature, $0.50/mi, $1.19/mi, $2.97/mi,
and $6.25/mi, all combinations of CSA, network size, network type, vehicle range, and vehicle
speed from Table 4.2 were analyzed by the model to determine how many agents would be potentially willing to use the network. The results of this analysis are presented in Figure 4.16. Based on
the assumptions for this model, fares much higher than $1.19/mi are unlikely to attract a significant
number of customers. While the balance between passenger fare and ability to attract customers
invites further exploration, that analysis is left for future work.

106

8000

Potential Passengers

7000
6000
5000
4000
3000
2000
1000
0
$0.50

$1.19

$2.97

$6.25

Passenger Fare (USD/mi)
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4.6

Conclusions
The agent-based model developed in this work has effectively demonstrated that the design

and operation of an urban air mobility network will be complex with many interdependent parts.
The results of this research give service operators direction as to which service strategies and
network designs should be explored further, and characterize many of the trade-offs likely to occur
in UAM networks. The findings herein have served to validate key conclusions from other research
efforts, including the trade-off between average vehicle load factor and passenger wait time based
on dispatch interval, and the likelihood of schedule-based service networks to be economically
viable before demand-based networks [2,24,35]. The results also establish the need for an effective
rebalancing strategy with non-scheduled operations, in which vehicles are repositioned and sent
back to high-demand vertiports to meet demand with a limited number of air vehicles.
The results from this study also indicate that request-based services are likely to be the
most efficient in reducing commuter travel time, though will require significant investment to implement. In these cases, and in other cases when a network more responsive to passenger demand is desired, vehicles with fewer seats should be used to increase load factor and reduce costs.
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Conversely, scheduled transit-like operations should favor higher-capacity vehicles to maximize
passenger throughput.
Much future work is needed to further validate the discoveries herein and explore other potential network design variants, especially in regard to service types and dispatch intervals. Moreover, the trends identified by this study should be examined with more rigorous economic models.
Additional service strategies could also be conceptualized and tested using similar methodologies
to those used in this analysis, incorporating key operational elements such as dispatch interval,
rebalancing techniques, and request methods. These strategies may be paired with various combinations of passenger fares, demand models, and first-mile last-mile assumptions relating to the
mode of transit used by passengers to reach vertiports. Based on the foundation of the principles
established in this research, urban air mobility operators will be able to define strategies that are
both profitable for the network operator and effective in reducing passenger travel times.
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CHAPTER 5.

5.1

CONCLUSION

Research Connections and Contributions
The conclusions in each individual chapter have summarized the findings associated with

the sub-objectives therein presented. This chapter will draw connections between those conclusions to demonstrate how the chapters of this thesis have accomplished the research objectives
introduced in Chapter 1, namely:
1. Identify desirable designs of an in-motion charging network for electric vehicles using agentbased modeling.
2. Design a method to find desirable network configurations for different air vehicle ranges,
speeds, and network types.
3. Develop an agent-based modeling environment where different aspects of UAM networks
can be tested and measured in a holistic setting.
4. Evaluate operational strategies within the UAM network, including those that have been
currently proposed as well as other potential implementations.
Using similar data sets to model population locations and travel patterns, three models were
developed in response to these objectives. The agent-based traffic model presented in Chapter 2
simulated thousands of electric vehicles, each of which exhibited unique charging behavior based
on an individualized risk level and willingness to consider the charging needs of others. Using
real traffic data, the model was tuned and verified to ensure an accurate reflection of actual driving
conditions. The network design problem was solved with a multi-objective genetic optimization,
using two different fitness functions based on each potential network’s performance in the agentbased model.
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The results from the optimization in Chapter 2 determined highly-desirable locations for
dynamic electric vehicle chargers based on stakeholder desires and constraints. The metrics used
to evaluate the optimized networks indicated that the increase in installation costs associated with
placing the network in high-traffic areas was small relative to the resultant increase in technology
use, thus fulfilling research objective 1. The methods used by Chapter 2 are widely applicable to
other network design problems with non-linear objectives, especially where individual edges of the
network need not be selected in their entirety, and no constraints related to connectivity between
selected edges exist. The verified agent-based traffic model is also suitable for use in many other
domains related to transportation research.
Similar time-minimization concepts that were used to optimize driver routes along inmotion charging networks in Chapter 2 were then applied to estimate commuter flows in Chapter
3. In contrast to Chapter 2 where the range and charging limitations inherent in all electric vehicles
were important only on the individual agent level, vehicle range and ability to charge served as
constraints on the entire network in Chapter 3. Rather than using a genetic algorithm to explore
this comparatively more restricted design space, the optimization problem was formulated as a
p-hub median location problem, then five different heuristic methods were developed to solve the
problem efficiently.
This research established that the interactions between vehicle range, speed, and capacity
with network size and type are significant, and can heavily influence the desirability of a UAM
network. It further discovered that the placement of the UAM network may depend heavily on
the effectiveness of the existing ground transportation network based on the ability of air vehicle
technologies. The novel problem formulation created in Chapter 3, together with the associated
heuristics developed, complete research objective 2. The objective function associated with these
methods also provides a preliminary method of evaluating UAM network quality based on operational constraints, thus partially fulfilling research objective 4. This research adds to the wider field
of facility location by incorporating methods from graph theory to constrain locations by network
type, which undoubtedly has uses elsewhere in the many applications of facility location, as network type can strongly influence the effectiveness of network operations. Furthermore, the manner
in which this model accounts for multi-leg travel is an important development in transportation research, especially in the planning and evaluation of UAM and other public transit systems.
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Chapter 4 used the results from Chapter 3 to help account for the strong effects of network
design in UAM system desirability, thus allowing for a more complete exploration of potential
operational strategies that could be used to design a profitable, high-quality service to passengers.
The methods used to model agent trips in Chapter 2 were adapted to be more representative of
commuters rather than general travelers to better fit the problem domain. Compared to the benefits associated with nascent UAM technology, the advantages of in-motion charging technology
are rather straightforward, thus the public reaction to this new charging technology was predicted
in Chapter 2 using a deterministic optimization function. In contrast, the benefit of UAM network travel for any given individual is less clear, thus more complex adoption and social influence
dynamics were introduced for the agent-based model in Chapter 4. For this reason, rather than
obtaining model data for a single week for each set of inputs, as in Chapter 2, each simulation in
Chapter 4 evaluated desirability over a one-month period to allow the adoption dynamics to reach
steady state. The evaluation of agent responses to UAM networks and services served to further
validate the estimates of network desirability developed by Chapter 3, using principles of stochasticity to better understand the way a population of commuters in a particular city might respond to
UAM networks.
The results of the agent-based model from Chapter 4 demonstrated general trends in UAM
services important to transportation network operators, including the need for effective rebalancing
strategies for demand-responsive operations and the trade-off between passenger time saved and
investment payback period. The model developed in this chapter fully realizes research objective
3, and completes the evaluation required by research objective 4. The trends characterized in this
study have relevance to operational designs that could be applied in many other transportation
services.

5.2

Limitations and Recommended Work
Characteristics and behaviors of individual agents within each agent-based model greatly

impact the results of each simulation, and thus at least some of the many potential modifications
to the assumptions surrounding agents are worthy of mention. The travel models herein presented
were based heavily on distributions from the National Household Travel Survey [103]. While this
data is reliable and useful, other surveys and data sources exist to model traveler behavior that
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could be explored. Some of these sources, such as the American Community Survey, are freely
available and simply provide a different view of similar data [215]. Other origin and destination
data, such as cell phone location data, is potentially more accurate and recent, however is often
cost-prohibitive for many research activities. Furthermore, the assumptions related to agent behavior on the network could be modified to explore the sensitivity of the models to those assumptions
and determine the impact on network optimization. For example, using multi-objective optimization or a method to optimize routes in the presence of negative edge weights and negative cycles in
Chapter 2 would greatly expand the possibilities for the driver route objective function in the presence of in-motion charging technologies. Another example of modifying routing behavior would
be if agents in Chapter 4 were permitted to explore alternate vertiports, such that they would not
be restricted to use only the vertiport nearest their current location. This would be analogous to
using a multiple-allocation hub location problem formulation in Chapter 3. Finally, additional random factors could be incorporated into agent behaviors, such as variable speeds for ground and air
vehicles.
The method used to obtain drive times by means of the Open Source Routing Machine
(OSRM) [176] in Chapters 3 and 4 are inexpensive and widely available; however, because the
OSRM bases drive times on data inherent in the road network, traffic conditions are not taken into
consideration. Other data sources exist that account for traffic congestion and the associated delays,
including the Google Maps traffic matrix and databases specific to local regions, such as PeMS,
both of which were used in a county-wide analysis in Chapter 2. When dealing with the scale
associated with urban air mobility systems, such as the combined statistical areas used in Chapters
3 and 4, the availability of this data decreases or becomes prohibitively expensive, similar to the
sources for origin and destination data. More accurate results could be obtained if funds were
available to obtain traffic data that includes the effects of congestion within the regions explored.
There are other investigations that could be performed that were outside the scope of this
work. For example, the assumption of ubiquitous availability of high-power charging infrastructure is unlikely to be upheld in real-world implementation due to the resultant load on electric
grids. While this is occasionally taken into account by the literature pertinent to electric vehicle
charger locations, it is more rarely considered in vertiport selection problems, though it is just as
relevant, thus introduction of this constraint could significantly influence the results. Additional
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details could always be added to modeling efforts, such as exploring the interactions of air vehicles
when limited landing pads are available at vertiports, or modeling the state of charge of electric
vehicles based on weather conditions and driving/flying patterns. The exploration of these supplementary considerations must be balanced with the resultant computation time and relevance in
further holistic systems-level models like those herein presented.

5.3

The Future of Electrified Transportation Networks
The ability of transportation networks with electric vehicles to remedy the many prob-

lems related to urban congestion will be based on many interdependent factors, including the state
of vehicle technology, the locations decided upon for infrastructure development, the operational
strategies employed, and the public response to these technologies. The systems-level approach to
the design of electrified transportation networks presented in this work will aid decision-makers
as they plan to implement network improvements. Using the principles developed from the network optimizations presented herein, future transportation systems will be both cost-effective for
network operators and improve the travel experience for all those who use it.
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