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Re´sume´ – Ce papier pre´sente une nouvelle me´thode efficace de construction des codes temps-espace en treillis super-orthogonaux (SO-STTCs).
Base´e sur une repre´sentation matricielle et sur la me´thode du coset partitioning, elle permet de re´duire de manie`re conse´quente le temps de
recherche des SO-STTCs offrant les meilleures performances, particulie`rement pour des codes ayant un grand nombre d’e´tats et d’antennes
d’e´mission. Ainsi, pour la premie`re fois, des SO-STTCs avec 3 et 4 antennes d’e´mission et un grand nombre d’e´tats sont propose´s. Leurs
performances sont compare´es a` celles des SO-STTCs existants, ainsi qu’a` celles des codes temps-espace en treillis (STTCs) correspondants.
Abstract – This paper presents a new method to design efficiently the super-orthogonal space-time trellis codes (SO-STTCs). Based on the
matrix representation and the method of coset partitioning, the time to determine the SO-STTCs with the best performance is drastically reduced,
especially for codes with a great number of states and transmit antennas. Thus, for the first time, SO-STTCs with 3 and 4 transmit antennas with
a great number of states are proposed. The performance of each new code is compared to the existing SO-STTCs and to the best corresponding
space-time trellis codes (STTCs).
1 Introduction
Tarokh et al. proposent dans [1] pour la premie`re fois le
concept des codes temps-espace en treillis dans le but d’aug-
menter la fiabilite´ des communications sans fil. Les premiers
crite`res appele´s crite`res du rang et du de´terminant [1] ont pour
objectif de fournir une diversite´ spatiale maximale et un gain
de codage important. Dans [2], le crite`re de la trace est propose´
pour augmenter le gain de codage dans le cas d’un nombre im-
portant d’antennes d’e´mission et de re´ception.
Dans [3], Alamouti pre´sente un code avec deux antennes
d’e´mission fournissant un rendement unitaire et une diversite´
spatiale maximale. La ge´ne´ralisation de ce type de codes ap-
pele´s codes temps-espace en blocs orthogonaux (O-STBCs) est
donne´e dans [4]. Le principal avantage de ces codes est la sim-
plicite´ de de´codage et une diversite´ maximale. Cependant, les
O-STBCs ne fournissent aucun gain de codage. De plus, dans le
cas d’une constellation complexe, il n’existe pas de O-STBCs
ayant plus que deux antennes d’e´mission qui offrent une di-
versite´ maximale et un gain de codage important.
Jafarkhani et al. exposent le concept des codes temps-espace
en treillis super-orthogonaux (SO-STTCs) dans [5]. Cette fa-
mille de codes exploite conjointement les O-STBCs [4] et les
STTCs [1]. Paralle`lement au travaux de Jafarkhani et al., Io-
nescu et al. dans [6] et Siwamogsatham et al. dans [7] pro-
posent des codes similaires aux SO-STTCs. L’inte´reˆt des SO-
STTCs est de profiter de la diversite´ maximale offerte par les O-
STBCs et du gain de codage important des STTCs. Dans le cas
de deux antennes d’e´mission, Bale et al. dans [8] repre´sentent
les SO-STTCs sous forme matricielle, ce qui permet une re-
cherche simplifie´e des codes offrant les meilleures performances.
Sur le principe des SO-STTCs, Ferre´ et al. exposent dans [9]
des STTCs base´s sur des STBCs a` trois antennes d’e´mission.
Cependant, malgre´ de meilleures performances que les STTCs
classiques et un rendement unitaire, la recherche et le de´codage
de ces codes restent laborieux.
Dans ce papier, une repre´sentation matricielle des SO-STTCs
et la me´thode du coset partitioning [10, 11] sont exploite´es dans
le but de construire des SO-STTCs ayant plus que deux an-
tennes d’e´mission. Ainsi, des SO-STTCs QPSK 32 et 64 e´tats
avec 3 et 4 antennes d’e´missions sont pre´sente´s. Leurs perfor-
mances sont alors compare´es a` celles des meilleurs STTCs pu-
blie´s et des SO-STTCs avec 2 antennes d’e´mission.
2 Les codes temps-espace en treillis
super-orthogonaux
Nous conside´rons par la suite un SO-STTCQPSK 2νBS e´tats
avec 2BP branches paralle`les et nT antennes d’e´mission ou`
ν,BS , BP , nT ∈ N
∗ et BI = BS + BP est un nombre pair.
Le codeur est constitue´ d’un bloc d’entre´e de BI bits suivi
de ν blocs-me´moire de BS bits. Tous les T temps-symbole,
BI bits
[
xt1 · · ·x
t
BI
]
sont fournis au codeur et les BS bits de
chaque bloc-me´moire sont remplace´s par les BS bits du bloc
pre´ce´dent. Ainsi, tous les T temps-symbole, nous conside´rons
C3(s1, s2, s3, θ1, θ2, θ3) =
[
s1 e
jθ1 s∗2 e
jθ2 s∗3 e
jθ3 0
−s2 e
jθ1 s∗1 e
jθ2 0 s∗3
−s3 e
jθ1 0 s∗1 e
jθ3 s∗2
]
(1)
C4(s1, s2, s3, θ1, θ2, θ3) =


s1 e
jθ1 −s∗2 e
jθ2
s∗
3√
2
ejθ3
s∗
3√
2
s2 e
jθ1 s∗1 e
jθ2
s∗
3√
2
ejθ3 −
s∗
3√
2
s3√
2
ejθ1
s3√
2
ejθ2
−s1−s∗1+s2−s
∗
2
2
ejθ3
s2+s
∗
2
+s1−s∗1
2
s3√
2
ejθ1 −
s3√
2
ejθ2
−s2−s∗2+s1−s
∗
1
2
ejθ3 −
s1+s
∗
1
+s2−s∗2
2

 (2)
l’e´tat e´tendu
Xt = [xt1 · · ·x
t
BI
|xt−11 · · ·x
t−1
BS
|xt−ν1 · · ·x
t−ν
BS
]T (3)
qui correspond a` la valeur des bits du bloc d’entre´e et des blocs-
me´moire.
De plus, nous de´finissions une matrice ge´ne´ratrice
G =
[
G11 · · ·G
1
BI
|G21 · · ·G
2
BS
|Gν+11 · · ·G
ν+1
BS
]
(4)
ou` G1i =
[
g11,i · · · g
1
nS ,i
]T
∈ ZnS4 avec i = 1, 2, · · ·BI et G
l
i =[
gl1,i · · · g
l
nS ,i
]T
∈ ZnS4 avec i = 1, 2, · · ·BS et l = 2, · · · ν+1.
Tous les T temps-symbole, un vecteur de nS symboles
[y1 · · · ynS ]
T
= GXt mod 4 ∈ ZnS4 (5)
est obtenu cre´ant ainsi nS signaux QPSK donne´s par
sm = e
j pi
2
ym (6)
avecm = 1, · · · , nS .
Une correspondance entre ces nS signaux et un mot de code
constitue´ de T signaux MIMO est alors e´tablie. Les mots de
code utilise´s sont donne´s par les expressions (1) et (2) pro-
pose´es dans [12] et dans [4] pour 3 et 4 antennes d’e´mission
respectivement. Le mot de code cre´e´ a` partir des nS signaux
est alors e´mis dans le canal de propagation durant T temps-
symbole. La ke ligne avec k ∈ {1, · · · , nT } des expressions
(1) et (2) repre´sente la suite de signaux QPSK envoye´s par la ke
antenne d’e´mission. La te colonne avec t ∈ {1, 2, 3, 4} des ex-
pressions (1) et (2) repre´sente le signal MIMO e´mis a` l’instant
t. Le but de θ1, θ2 et θ3 est d’augmenter le nombre des mots de
code orthogonaux. Pour ne pas accroıˆtre le nombre de signaux
de la constellation, θτ ∈
{
0, pi
2
, pi, 3pi
2
}
avec τ ∈ {1, 2, 3}. Les
valeurs de chaque angle θτ de´pendent de l’e´tat du codeur et
sont de´finies au pre´alable.
Ainsi, contrairement aux STTCs classiques qui pour chaque
transition entre e´tats ge´ne`rent un unique signal MIMO, les SO-
STTCs e´mettent pour chaque transition entre e´tats un mot de
code constitue´ de plusieurs symboles MIMO. Cependant, le
rendement des SO-STTCs avec plus que 2 antennes d’e´mission
ne peut pas atteindre l’unite´ [4].
Les premiers crite`res de performance des codes temps-esapce
ont e´te´ e´tablis dans [1, 2]. Dans ce papier, nous conside´rons ex-
clusivement le cas des canaux a` e´vanouissements lents de Ray-
leigh.
Nous conside´rons une trame transmise S = [s0s1...sLf−1],
ou` sq est le qe signal MIMO transmis et Lf est la longueur
de la trame qui est un multiple de la longueur T d’un mot de
code. Une erreur se produit si le de´codeur de´cide qu’une autre
trame E = [e0e1...eLf−1] a e´te´ transmise. Il est alors possible
de de´finir la matrice B = E − S. De plus, nous de´finissons
r = min(rank(A)), la matrice A = BBH e´tant calcule´e
pour toutes les paires (E,S), avec E 6= S et [· · · ]H la matrice
hermitienne de [· · · ], ainsi que nR le nombre d’antennes de
re´ception. Les crite`res de construction des codes temps-espace
de´pendent de la valeur du produit rnR :
Si rnR ≤ 3, alors, pour avoir une probabilite´ d’erreur mi-
nimale, il faut que A soit de rang plein pour toutes les paires
(E,S). Il faut rechercher les codes qui maximisent le plus pe-
tit de´terminant des matrices A calcule´es pour toutes les paires
(E,S) par un choix approprie´ de la matrice G.
Si rnR ≥ 4, alors la probabilite´ d’erreur est gouverne´e par
le crite`re de la trace [2]. Ce crite`re consiste a` rechercher les
codes qui maximisent la plus petite trace des matrices A cal-
cule´es pour toutes les paires (E,S) par un choix approprie´ de
la matriceG. Ce crite`re est base´ sur la sommation des distances
euclidiennes entre la succession de signaux MIMO.
3 Me´thode de recherche des SO-STTCs
Similairement a` [8] pour les SO-STTCs avec deux antennes
d’e´mission et a` [11] pour les STTCs, il est possible de re-
pre´senter les SO-STTCs avec 3 ou 4 antennes d’e´mission sous
forme matricielle. Les matrices ge´ne´ratrices peuvent eˆtre di-
vise´es en blocs de colonnes. Par exemple, la matrice ge´ne´ratrice
d’un SO-STTC QPSK 32 e´tats, 2 branches paralle`les et 3 an-
tennes d’e´mission est
G =
[ Etat suivant︷ ︸︸ ︷
G1G2G3G4G5 |
Branches paralle`les︷︸︸︷
G6︸ ︷︷ ︸
Bits d’entre´e
|
Etat courant︷ ︸︸ ︷
G7G8G9G10G11
]
(7)
avec Gl ∈ Z
3
4 pour l = 1, 2, · · · , 11. Les 6 bits d’entre´e per-
mettent d’assurer par le biais d’un choix judicieux de G que
pour un e´tat identique et des bits d’entre´e diffe´rents, les signaux
sm ge´ne´re´s seront diffe´rents.
Chaque bloc ou ensemble de blocs [G1 · · ·Gm] avec m ∈
N
∗ de cette matrice ge´ne´ratrice permet la ge´ne´ration d’un en-
semble de vecteurs de symboles{
[G1 · · ·Gm] [x1 · · ·xm]
T
}
⊆ Z34 (8)
avec [x1 · · ·xm]
T
∈ Zm2 .
Dans cet exemple, les vecteurs de symboles [y1y2y3]
T
cor-
respondant aux mots de code des branches paralle`les sont cal-
cule´s a` l’aide du 2e bloc deG. Les vecteurs de symboles corres-
pondant aux mots de code partant d’un meˆme e´tat sont ge´ne´re´s
TABLE 1 – SO-STTCs QPSK
nT 2
νBS Bp G Trace
2
32 2
[
1 0 0 2 0 0 1 0 0
1 2 1 2 1 2 1 2 3
]∗
12
64 0
[
3 2 2 3 2 1 2 3 0 0
2 0 3 0 0 0 1 2 3 1
]∗
20
3
32 2

 0 2 2 1 3 2 2 1 2 3 32 1 2 3 1 2 0 2 0 2 3
2 1 0 2 3 2 2 3 0 2 1

 24
64 0

 2 1 2 3 0 2 2 1 0 2 0 20 2 0 2 2 3 2 3 2 3 2 1
0 2 2 1 2 1 2 1 0 2 2 1

 24
4
32 2

 3 2 2 0 1 2 1 1 2 2 31 2 3 2 3 2 2 3 0 0 2
2 0 2 0 1 2 2 3 0 3 1

 24
64 0

 0 2 2 1 2 1 2 3 0 2 0 22 1 0 2 2 3 2 1 2 3 0 2
2 1 2 3 2 1 0 2 2 1 2 3

 24
∗ : Codes pre´sente´s par Bale et et al. dans [8]
a` l’aide des deux premiers blocs. Le dernier bloc et le 2e bloc
sont utilise´s pour calculer les vecteurs de symboles correspon-
dant aux mots de code convergeant vers un meˆme e´tat.
Graˆce a` cette observation, il est possible d’adapter la me´-
thode du coset partitioning a` la construction des SO-STTCs.
Ainsi, la construction de ces codes peut-eˆtre e´nonce´e de la sorte :
– Les mots de code ge´ne´re´s doivent eˆtre e´quiprobables ;
– Les mots de code correspondant aux transitions paralle`les
du treillis doivent appartenir a` un meˆme coset et eˆtre se´-
pare´s par la plus grande distance euclidienne ;
– Les mots de code partant d’un meˆme e´tat ou convergeant
vers un meˆme e´tat doivent appartenir a` un meˆme coset. La
distance euclidienne minimale entre deux e´le´ments de ce
coset doit eˆtre maximale.
Ainsi, pour appliquer la me´thode du coset partitoning a` l’ex-
emple pre´ce´dant, il faut dans un premier temps chercher la co-
lonne du 2e bloc de G qui ge´ne`re un sous-groupe de Z34. De
cette manie`re, les mots de code des branches paralle`les ap-
partiendront a` un meˆme coset. La distance euclidienne mini-
male se´parant deux e´le´ments de ce sous-groupe doit eˆtre la plus
grande possible.
L’e´tape suivante est la recherche des colonnes deG ge´ne´rant
les 64 mots de code partant d’un meˆme e´tat. La distance eucli-
dienne minimale entre deux mots de code partant d’un meˆme
e´tat doit eˆtre maximale. Cette e´tape consiste a` rechercher en
fonction de la se´lection pre´ce´dente les colonnes du 1er bloc. Ces
colonnes doivent eˆtre se´lectionne´es de manie`re a` ge´ne´rer, avec
l’aide du 2e bloc, l’inte´gralite´ du groupe Z34 car card(Z
3
4) = 64
i.e. {
[G1 · · ·G5G6] [x1 · · ·x6]
T
}
= Z34 (9)
avec [x1 · · ·x6]
T
∈ Z62.
Dans notre exemple, la dernie`re e´tape est la recherche des 64
mots de code convergeant vers un meˆme e´tat. Cette e´tape con-
siste a` rechercher en fonction du 2e bloc les colonnes du dernier
bloc dans le but de ge´ne´rer le groupe Z34. Pour certaines confi-
gurations, par exemples pour des SO-STTCs 8 e´tats, 2 branches
paralle`les et 3 antennes d’e´mission, le deux derniers blocs de-
vront ge´ne´rer seulement un sous-groupe de Z34.
Pour la se´lection des colonnes permettant la ge´ne´ration du
groupe Z34 ou de sous-groupes de Z
3
4, il suffit de suivre la me´-
thode de construction pre´sente´e dans [10].
4 Performances des nouveaux codes
Dans le tableau 1, de nouveaux SO-STTCs QPSK sont pro-
pose´s avec 3 et 4 antennes d’e´mission et avec un nombre d’e´tats
e´gal a` 32 et 64. Dans ce tableau, nous rappelons aussi les SO-
STTCs 32 et 64 e´tats avec 2 antennes d’e´mission pre´sente´s
dans [8], utilisant pour mot de code le code d’Alamouti [3].
Le rendement des nouveaux codes est e´gal a` 3/4. Leurs perfor-
mances sont e´value´es par le taux d’erreurs trames (FER) dans
le cas d’une antenne de re´ception et dans un canal non-se´lectif
en fre´quence a` e´vanouissements lents de Rayleigh. Elles sont
compare´es aux performances des meilleurs STTCs [11] ayant
un nombre d’antennes d’e´mission et d’e´tats identiques et aux
SO-STTCs 32 et 64 e´tats QPSK 2 antennes d’e´mission pro-
pose´s dans [8].
Ces performances sont pre´sente´es dans les figures 1 et 2 pour
3 et 4 antennes d’e´mission respectivement. Chaque trame cor-
respond a` 264 bits de donne´es. Pour les STTCs, le de´codage
est re´alise´ a` l’aide de l’algorithme de Viterbi. Dans le cas des
SO-STTCs ayant des branches paralle`les, le de´codage s’effec-
tue en deux e´tapes. Pour chaque transition entre deux e´tats, le
de´codeur se´lectionne la branche paralle`le ayant la plus faible
distance euclidienne entre le mot de code rec¸u et les mots de
code estime´s. Le treillis re´sultant n’a donc plus de branches pa-
ralle`les. Une fois cette e´tape effectue´e, l’algorithme de Viterbi
est employe´ de manie`re classique pour retrouver l’information
e´mise.
Les nouveaux codes propose´s ont un gain de plus de 1 dB
pour un FER de 10−2 par rapport aux STTCs correspondants.
Les codes a` 4 antennes d’e´mission ont un gain de l’ordre de
1 dB par rapport aux nouveaux SO-STTCs avec 3 antennes
d’e´mission. Par rapport aux SO-STTCs avec 2 antennes d’e´mis-
sion, les nouveaux codes ont un gain supe´rieur a` 2 dB et 3 dB
dans le cas de 3 et 4 antennes d’e´mission respectivement et
pour un FER de 2.10−2.
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5 Conclusion
Ce papier concerne la ge´ne´ration des SO-STTCs dans le cas
d’un nombre d’e´tats e´leve´, typiquement superieur a` 32 et pour
3 et 4 antennes d’e´mission. La construction de ces codes est
relativement efficace graˆce a` une repre´sentation matricielle et a`
une adaptation du coset partitioning. Les codes ainsi cre´e´s ne
peuvent cependant pas eˆtre de rendement unitaire. Ne´anmoins,
dans un meˆme canal et pour une meˆme largeur de bande, comme
le montrent les simulations, les nouveaux codes sont plus per-
formants que les STTCs classiques correspondants et les SO-
STTCs ayant 2 antennes d’e´mission.
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