Abstract-A new fixed-rate tiling-based coding scheme is presented for two-dimensional (2-D) constraints. The new scheme is shown to improve on the best known rates of formerly published fixed-rate encoders for certain constraints, such as the "no isolated bits" constraint and several 2-D runlength limited (RLL) constraints. Methods of efficient implementation of the suggested scheme are discussed.
I. INTRODUCTION
In [6] , we presented a variable-rate coding scheme, based on a periodic tiling of the 2-D plane, for a family of 2-D constraints. In its basic setting, the tiling divides the 2-D plane into two classes of patterns (tiles), referred to, respectively, as "white" and "black" tiles. The encoder assigns values to the white tiles independently of each other, while the value assigned to each black tile depends only on a finite neighborhood of white tiles. The scheme realizes a probability measure μ s on s × s arrays that satisfy the constraint, for any positive integer s, and the expected rate of the scheme is given by the per-symbol entropy of μ s . The limit of that entropy for s → ∞ was computed exactly in [6, Th. 3 .1], and that limit yields a lower bound on the capacity of the constraint. In [6, Sec. 4-B], we introduced a generalization of the basic coding scheme, where the values assigned to the white tiles form a stationary Markov chain along each diagonal of white tiles.
In this work, we present a fixed-rate coding scheme which, in some sense, mimics the probability μ s . Our encoder will encode into 2-D arrays (which, for the sake of convenience, will assume the shape of a parallelogram) by alternating between diagonals of white tiles and diagonals of black tiles. The encoded white diagonals will have a prescribed transition count which is computed from a Markov chain (the same Markov chain as in [6] ), while guaranteeing a desired empirical distribution of the white neighborhoods of the black tiles. By taking the size of the 2-D arrays to infinity, the resulting fixed-rate encoder will achieve a rate which is at least that of the respective variable-rate encoder from [6] .
II. NOTATION AND BACKGROUND
Let U be a nonempty finite subset of the integer plane Z 2 and let Σ be a finite alphabet. A U -configuration is a mapping ϕ : U → Σ. The restriction of a U -configuration ϕ to a domain U ⊆ U will be denoted by ϕ(U ). For (h, v) ∈ Z 2 , we let σ h,v (U ) stand for the shifted set {(r, s) : (r−h, s−v) ∈ U } . A 2-D constraint is a set S of square arrays over a finite alphabet Σ that satisfy certain requirements (constraints) defined through labeled directed graphs; for a full formal definition of 2-D constraints see, for example, [2, Sec. 1]. We will regard the elements of S as configurations x : σ h,v (Q m ) → Σ, for varying m, h, and v. A U -configuration ϕ : U → Σ is S-compatible if there exists an array x in S such that x(U ) = ϕ. We denote by S(U ) the set of all S-compatible U -configurations.
As was the case in [6] , we define our coding scheme through a partition of the plane Z 2 with a regular pattern (periodic tiling) by means of two types of tiles, referred to as white and black tiles. We will define tiles using shifted copies of finite subsets B, W ⊂ Z 2 and will characterize all the positioning of the black tiles (which are shifts of B) by an integer lattice L. The positioning of the white tiles (shifts of W ) will be characterized by the shifted lattice σ , (L) for some , ∈ Z. A tiling of the plane Z 2 will be thus completely defined by the triple (B, W, L) (see [6, Sec. 2 
]).
Example 2.1: Figure 1 shows a tiling of Z 2 with B = W = Q m , and
with the shift ( , ) = (−m, 0) (the figure is drawn to scale for m = 3). For this tiling, the black tile B = Q m (with (0, 0) as its lower leftmost point) has four neighboring white tiles, which are positioned at For a nonempty finite subset N ⊂ Z 2 , we let N ⊕ W denote the list (σ h,v (W )) (h,v)∈N of |N | shifted copies of W . We define S(N ⊕ W ) accordingly to denote the set y = (y h,v ) (h,v)∈N : y h,v ∈ S(σ h,v (W )) . That is, each element y ∈ S(N ⊕ W ) is a list of S-compatible configurations which are defined on |N | shifted copies of W , where the shifts are determined by N . Given now a list y = (y h,v ) (h,v)∈N in S(N ⊕W ), we define S(B; y) to be the set of all configurations ψ ∈ S(B) such that ψ can be extended to an array x in S such that x(B) = ψ and x(σ h,v (W )) = y h,v for every (h, v) ∈ N .
A tiling (B, W, L) is valid with respect to a given 2-D constraint S if it satisfies the following two conditions:
[CW] White tiles are freely configurable. For every two nonempty finite subsets M ⊂ σ , (L) and U ⊂ Z 2 and every list y ∈ S(M ⊕ W ) one has S(U ; y) = ∅. For the sake of simplicity of the presentation, we will henceforth specialize to this partitioned tiling and assume that it is valid for the 2-D constraint of interest S, with condition [CB] holding for the neighborhood set N in (1) .
N . Given an irreducible stationary Markov chain with a conditional probability distribution ρ :
forms a Markov process with distribution ρ, and these processes are statistically independent for distinct b. This measure on S(Δ N ⊕ W ) has per-tile entropy
(hereafter all logarithms are taken to base 2). This measure on S(Δ N ⊕W ), in turn, readily determines the probability P ρ {ϕ} of any assignment ϕ ∈ S(N ⊕ W ) to the white neighborhood of the black tiles that are fully "surrounded" by Δ N ⊕ W . Reformulating [6, Th. 3.1] for this new setting yields the following result.
Theorem 2.1: Let S be a 2-D constraint for which (B, W, L, D) is a valid partitioned tiling. The capacity of S is bounded from below by
where ϕ = (ϕ h,v ) (h,v)∈N ranges over S(N ⊕ W ) and the supremum is taken over all irreducible stationary Markov chains ρ :
Without real loss of generality, we assume that the supremum in (2) is actually attained by an irreducible stationary Markov chain ρ; this maximizing ρ will be used in the sequel in our fixed-rate encoder construction.
III. FIXED-RATE ENCODER
We start by laying out the framework for encoding the white tiles positioned at Δ N . Let w ≤ N be a positive integer and,
For the sake of simplicity, we will re-index the entries in
, where d w is defined to be some fixed configuration in S(W ), denoted hereafter by o. We will represent the (transition) counts f i,j of the configuration list d by the n × n count matrix
be an n × n nonnegative integer matrix, and denote γ i, * = j∈S(W ) γ i,j and γ * ,j = i∈S(W ) γ i,j . Suppose that for some u ∈ S(W ) and every 
where
and C u (Γ) denotes the (o, u)th cofactor of the following matrix
We remark that each
w ⊕ W ) with d 0 = u corresponds to exactly i,j∈S(W ) γ i,j ! Eulerian paths of length w (edges) from state u to state o in the directed graph G = G(Γ) = (S(W ), E) (possibly with parallel edges) whose adjacency matrix is Γ.
Our encoder will force a certain count matrix F on the configuration list along each diagonal D (b) N in Δ N . We compute such an F from the maximizing Markov chain ρ in (2) by resorting to the method suggested in [7, Sec. 4] . Specifically, given the matrix P = (p i,j ) i,j∈S(W ) with entries p i,j = π(i)ρ(j|i) and a positive integer N , the method in [7] yields a nonnegative integer matrix F = (f i,j ) i,j∈S(W ) with the following properties:
Thus, F can be seen as an integer approximation of the matrix N · P and, in addition, (P2) implies (3) for u = o. We now take N = i,j∈S(W ) f i,j and, for every given b ∈ [N ], we assign a configuration list d with F (d) = F (and
N ⊕ W using enumerative coding [3, Ch. 6] . A procedure for implementing such an assignment is shown in Fig. 2 . The procedure gets F and an index ζ ∈ T (N ) o (F ) as its arguments and generates a configuration list
In that figure, J t (A) stands for the set of configurations u such that a t,u > 0 (equivalently, u ∈ J t (A) if and only if u is adjacent to t in the graph G(A)), and ∂ t,u (A) is the matrix obtained when the (t, u)th entry in A is decremented by 1. In that figure and elsewhere, we iterate over [N −1] or J t (A) according to some predefined ordering on these sets. The procedure in Fig. 2 defines a one-to-one encoding due to the following equality, which holds at the beginning of each iteration z of the outer loop:
The decoding algorithm for the procedure in Fig. 2 can be readily obtained, and is omitted due to space limitations.
Recall that the matrix F is an integer approximation of an irreducible matrix N · P ; furthermore, by (P3) it follows that F is irreducible for sufficiently large N . Therefore, the matrix F * (defined as in (6)) is rational and its cofactors are all rational and (strictly) positive. In particular,
Combining this with (P1), (P4), and (4), we obtain that the per-tile coding rate along each diagonal
We now turn to the encoding of the black tiles that are fully surrounded by white tiles positioned at Δ N . Based on (2), we would like the per-tile contribution of the black tiles to the rate to be at least ϕ P ρ {ϕ} log |S(B; ϕ)|. To this end, we will shift the (already encoded) contents of the white diagonals cyclically in order to obtain a good empirical distribution of the white neighborhoods of black tiles.
Consider two adjacent white diagonals, D 
Notice that the right-hand side of the inequality in Proposition 3.1 is, in fact,
By (P3) it follows that the difference between this lower bound and the term ϕ P ρ {ϕ} log |S(B; ϕ)| from (2), is O(n 2 /N ). We refer to a shift g ∈ [N ] for which Proposition 3.1 holds as a good shift of d with respect to d. Clearly, once the encoder performs such a shift, it needs to convey the value of g to the decoder. Yet the description of g requires only log N bits and will result in a negligible additive penalty of O (log N )/N to the per-tile rate. We now proceed to formally define our fixed-rate coding scheme. Let ν = (log N )/(log n) + 1. The encoder maps unconstrained input bit sequences into arrays in S(P N ), where P N is a (quasi) parallelogram formed by the union of the following two subsets of Z 2 :
• A union of N consecutive (white) diagonals of length N +ν, i.e.:
• A union of N −1 consecutive (black) diagonals of length N +ν−1, i.e.:
The size of P N is given by
The number of input bits encoded to each white diagonal will be given by
and the respective number for each black diagonal will be
The fixed-rate procedure shown in Fig. 3 takes Nω +(N −1)β input bits and produces an array (x r,s ) (r,s)∈PN ∈ S(P N ).
In the procedure, the first N tiles along each white diagonal D N +ν are used to encode the input, while the (N +1)st white tile is assigned the same configuration as the first tile, in order to ensure a correct count of white neighborhoods for the black tiles. The last ν tiles along the white diagonal are used to record the (good) shift of the next ((b+1)st) white diagonal. The encoding is carried out diagonal-by-diagonal in a three-steps-forward one-step-backward manner: the encoding of each new white diagonal is followed by the encoding of the black diagonal which precedes it, thereby ensuring that the black tiles are encoded after the configurations in their 1) (Encode the first white diagonal) a) Apply the procedure of Fig. 2 to the integer represented by the first ω input bits, to produce a configuration list (Encode the remaining diagonals) For b ← 1, 2, . . . , N−1 do: a) Apply the procedure of Fig. 2 to the integer represented by the next ω input bits, to produce a configuration list white neighborhoods have already been fully assigned. The decoding of an array encoded by Fig. 3 is carried out in a similar diagonal-by-diagonal fashion.
From (8)- (11) we get the following result.
Theorem 3.2:
The coding rate of the procedure in Fig. 3 is, up to an additive term O (n 2 log N )/(N log n) ,
which, for N → ∞, is at least the lower bound (2). Table I presents lower bounds on the rates of fixed-rate encoders constructed using Fig. 3 . The rates are taken from [6, Tables I, III] and are, in fact, the rates of encoders constructed by the variable-rate coding scheme therein. For the 2-D RLL constraints in Table I we used the valid tiling of Example 2.1, whereas for the n.i.b. constraint we used the valid tiling from [6, Ex. 2.1] with D = {(mz, (m+1)(z−1)) : z ∈ Z}. To the best of our knowledge, the rates in Table I are the best known for any computationally efficient fixed-rate encoders for the respective constraints, except for the 2-D (2, ∞)-RLL constraint, where our result falls short of the rate 0.4453 of the fixed-rate encoder from [5] . The practicality of our encoding procedure clearly depends on the efficiency of implementation of the enumerative coding of the white diagonals in Steps 1a and 2a, the method for finding good shifts in Step 2b, and the encoding of the black diagonals in Step 2f. For the former two, we will present such efficient implementations in Sections IV and V, respectively.
Step 2f is essentially a binary to mixed-radix conversion, which, in turn, is a special case of enumerative coding. As such, it can be implemented, similarly to the white tiles, using the method of approximate enumerative coding to be discussed in Section IV.
IV. ENUMERATIVE CODING OF WHITE DIAGONALS
In Fig. 2 , we may need to compute the values T (·) u (·) for up to n = |S(W )| distinct configurations u in each iteration of the outer loop. If we use Whittle's formula (4), then a naive computation of the cofactors C u (·) may require O(n 4 ) operations over numbers of O(log N ) bits (if determinants are computed through Gaussian elimination). This complexity can be significantly improved (at the price of a negligible rate penalty) if we use lower bounds rather than the exact values of the cofactors. We elaborate next on this approach.
Let A = A(z) and t = d z be the respective values at the beginning of iteration z of the outer loop in Fig. 2 and let Γ = ∂ t,u (A) be the matrix used in iteration u of the inner loop therein. As in [7, Sec. 5] , we define an oriented tree of G(F ) = G((f i,j )) = (S(W ), E) with root o as a directed graph K = (S(W ), E) such that |E| = |S(W )| −1 and for any i ∈ S(W ) there exists a directed path from i to o consisting of edges of E. The terminal state of the only outgoing edge of state i = o in K will be denoted by P K (i).
We can bound T
where C(Γ, K) = i∈S(W )\{o}, γi, * >0 (γ i,PK(i) /γ i, * ) and K is any oriented tree of G(F ) with root o [7, Sec. 5]. The oriented tree K represents a commitment to configuration lists generated by Eulerian paths with the following property: for any state i = o, the outgoing edge of i that is traversed last is an edge from i to P K (i). The number of such lists of length N −z−1 starting in u and with count matrix Γ is exactly T (N −z−1) u (Γ, K). Henceforth we fix K to be an oriented tree that maximizes T
The following lemma implies that replacing T Fig. 2 does not affect the validity of the procedure therein (compare with (7)). We omit the proof.
Lemma 4.1:
and
, where A = A(z) and t = d z . Next, we turn to the computation of the multinomial M(Γ) in (5) . A naive computation of these multinomials incurs at least the order of N log N bit operations per tile. In order to reduce that complexity, we resort to the technique of approximate enumerative coding [4] , [7, Sec. 7] .
Let α be a positive real. We will approximate α with a floating-point number of the form α = c · 2 h , where c and h are integers satisfying 2 μ ≤ c < 2 μ+1 and −2 −1 ≤ h < 2 −1 , for some prescribed positive integers μ and . The value of should be taken large enough to allow us store M(F ), and, to this end, it suffices to take = (1+o(1)) log N . We set η(n) = 2n 2 +2n+1 and take μ = log (N 2 + Nη(n)) . Next, we prepare two lookup tables: one containing approximations of 1!, 2!, . . . , (max i f i, * )!, and the other containing approximations of the values κ(1), κ(2), . . . , κ(N ) of a function κ(·), which is defined recursively by κ(1)
Altogether the space complexity for storing both tables is O (N (μ+ ) ).
Using the floating-point representation and the lower bound from (12), the encoding procedure remains like in Fig. 2 , except that we replace any T
where The additive penalty to the coding rate due to the suggested approximation method is O (n log N )/(N log n) , whereas the number of floating-point operations per tile required for the computations of the multinomials reduces to just O(n). Fig. 2 is the mechanism for enforcing that the last traversed outgoing edge of state i is an edge from i to P K (i) for any i ∈ S(W ) \ {o}. The respective decoding procedure is omitted.
and at,u = 1 and at, * > 1 { continue; } Γ ← ∂t,u(A); If we use the approximate enumerative encoding of Fig. 4 and the procedure in Fig. 5 for shifting diagonals, then the accumulated additive rate penalty from all the stages of the presented coding scheme is dominated by the term O (n 2 log N )/(N log n) (from (P4)). On the other hand, the time complexity per tile is O(n 4 log N ) floating-point operations over O(log N )-bit number representations, where the dominating O(n 4 log N ) term stems from Fig. 5 . Remark 5.1: The dependence of the time complexity on n can be further mitigated using specific properties of the constraint, such as symmetry or small memory. Specifically, the complexity of the procedure in Fig. 5 can be reduced to exp( √ log n)·N log N < O(nN log N ), where the base of the exponent depends on the memory of S. We omit the details.
