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In pattern recognition, features selection is of vital importance, since it reduces the
computational costs of data pre-processing and increases the reliability of the classi-
fication. In addition to the above, features selection allows obtaining a subset of featu-
res with better discriminative power, deleting those features with less discriminative
power, and even features that introduce noise into the classifier. Feature selection tech-
niques range from the simplest to very elaborate techniques such as genetic algorithms.
In this thesis, an exhaustive analysis of the performance and behavior on different data
sets of several techniques of feature selection in the current state of the art is perfor-
med. The techniques studied are implemented and compared using several data sets.
The experimental results obtained are discussed and compared in this Thesis. The ex-
perimental results and the comparative analysis of the techniques will make it possible
to make a more specific selection of some technique in terms of complexity and perfor-




En reconocimiento de patrones, la selección de características es de vital importan-
cia, pues reduce los costes computacionales de pre-procesamiento y aumenta la fiabi-
lidad de la clasificación. Aunado a lo anterior, la selección de características permite
obtener un subconjunto de características con mejor poder discriminativo, eliminando
aquellas con menor poder, e incluso características que introducen ruido en el clasi-
ficador. Las técnicas de selección de características van desde las más sencillas hasta
técnicas muy elaboradas como Algoritmos genéticos. En esta Tesis, se realiza un aná-
lisis exhaustivo del desempeño y comportamiento sobre diferentes conjuntos de datos
de varias técnicas de selección de características en el estado del arte actual. Las técni-
cas estudiadas son implementadas y comparadas utilizando varios conjuntos de datos.
Los resultados experimentales obtenidos son discutidos y comparados en esta Tesis.
Los resultados experimentales y el análisis comparativo de las técnicas permitirán rea-
lizar una selección más propia de alguna técnica en cuanto a complejidad y desempeño
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En aprendizaje de máquinas una tarea muy importante es el reconocimiento de
patrones (RP). Los algoritmos de RP permiten identificar un objeto a partir de carac-
terísticas. Estas características regularmente son obtenidas a través de algoritmos de
búsqueda en bases de datos o través de algoritmos de extracción de características en
imágenes. Para describir un objeto pueden ser utilizadas una inmensa cantidad de ca-
racterísticas. Sin embargo, solo algunas son necesarias para identificar perfectamente
tal objeto. Cada una de estas características posee una capacidad para identificarlo o
clasificarlo con respecto a otros objetos, a esta capacidad se le conoce como poder dis-
criminativo. Pensemos en una manzana para identificarla y clasificarla con respecto
a una naranja podría ser necesaria solo la característica color. Sin embargo, clasificar
una manzana con respecto a otras variedades de manzanas aumentaría la complejidad
del problema y serían necesarias más características, como descriptores de forma, color
y aun textura. Las características de color, textura y forma pueden describir perfecta-
mente muchos objetos en imágenes, sin embargo, el número de características que se
pueden extraer de una imagen es enorme. Por otro lado, el número de características
que define un evento en una base de datos también puede ser enorme.
En los últimos años en las aplicaciones de aprendizaje automático o reconocimien-
to de patrones, El número de características utilizadas se ha expandido de decenas a
cientos de variables o características. Varias tecnicas han sido desarrollados para abor-
dar el problema de reducir las variables irrelevantes y redundantes que son una carga
computacional y en muchos casos afectan el redimiento de los clasificadores.
La selección de características es de vital importancia, pues reduce los costes compu-
tacionales de pre-procesamiento y aumenta la fiabilidad de la clasificación. Aunado a
lo anterior, la selección de características permite obtener un subconjunto de caracterís-
ticas con mejor poder discriminativo, eliminando aquellas con menor poder, e incluso
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características que introducen ruido en el clasificador. Las técnicas de selección de ca-
racterísticas van desde las más sencillas hasta técnicas muy elaboradas como Algorit-
mos genéticos.
En esta tesis se estudian las diferentes técnicas de selección de características que
existen en el estado del arte. Las técnicas estudiadas son implementadas y compara-
das utilizando varios conjuntos de datos. Los resultados experimentales obtenidos son
discutidos y comparados en esta Tesis. Los resultados experimentales y el análisis com-
parativo de las técnicas permitirán realizar una selección más propia de alguna técnica
en cuanto a complejidad y desempeño cuando se presenta algún problema de selección
de características.
1.1. Problemática
El uso adecuado de características para una buena clasificación ha sido tratado por
varios autores Koppen 2000 Evangelista 2006 y lo llaman, el curso de la dimensionali-
dad. El curso de la dimensionalidad es un fenomeno que se presenta cuando el número
de características asociadas a un conjunto de datos, en lugar de ayudar en el proceso de
clasificación afecta el desempeño de un clasificador. Una dimensión grande de caracte-
rísticas en muchas ocasiones introduce ruido y confunde a los métodos de aprendizaje.
Así que un desafío importante en la actualidad es reducir la dimensionalidad de carac-
terísticas, esto es fundamental para mejorar el desempeño en la etapa de clasificación.
Un factor importante al momento de reducir características, es eliminar aquellas con
un bajo poder discriminante, aquellas que introducen ruido o son poco confiables. Sin
embargo, identificar estas características no es una tarea fácil. En esta tesis se analizan
diferentes métodos utilizados en el estado del arte para selección de características.
1.2. Justificación
La selección de características es muy importante porque permite disminuir el ta-
maño del conjunto de datos de entrenamiento y en muchos casos mejora la precisión
de clasificación. Un análisis exhaustivo permitirá mejorar el conocimiento sobre el com-
portamiento de las diferentes técnicas de selección de características.
La selección de características en conjuntos de datos no es un reto fácil debido a que
los enfoques diseñados no solo deben retener las características individuales más im-
portantes, sino también rescatar toda la información referente al poder discriminativo
1.3. Objetivos 3
de las características combinadas. Los resultados del análisis serán mostrados y discu-
tidos en detalle. El objetivo de esta Tesis es mostrar un análisis del comportamiento de
las diferentes técnicas bajo diferentes conjuntos de datos.
1.3. Objetivos
En esta Tesis mostraremos un análisis del comportamiento de las diferentes técnicas
de selección de características bajo diferentes conjuntos de datos. Los siguientes traba-
jos serán desarrollados:
1. Implementar algoritmos de selección de características más utilizados en la lite-
ratura actual.
2. Implementar al menos dos algoritmos de clasificación para probar las técnicas de
selección de características
3. Realizar un análisis y discusión de
El tiempo reducido al disminuir el número de características
La mejora en el desempeño al aumentar la precisión de clasificación
1.4. Estado del arte
La importancia del proceso de selección de características en cualquier problema
de clasificación, se pone de manifiesto puesto que permite eliminar las características
que puedan inducir a error (características ruidosas), las características que no apor-
ten mayor información (características irrelevantes) o aquellas que incluyen la misma
información que otras (características redundantes) Blum 1997. Este proceso tiene co-
mo ventaja la obtención de una disminución en los tiempos de procesamiento de los
datos, menor requerimiento en los espacios donde se almacena la información, menor
costo en la obtención de los datos (la definición de características específicas permite
desarrollar sensores específicos para obtenerlas) y lo más importante es la selección
de un subconjunto de las características originales que aportan la mayor cantidad de
información para un problema en particular.
En general, en los procedimientos de selección de características se distinguen cua-
tro etapas esenciales Dash 1997:
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1. Procedimiento de Selección: en esta etapa se determina el posible subconjunto de
características para realizar la representación del problema
2. Función de Evaluación: en esta etapa se evalúa el subconjunto de características
escogidas en el punto anterior.
3. Criterio de Detención: se chequea si el subconjunto seleccionado satisface el crite-
rio de detención de la búsqueda.
4. Procedimiento de Validación: esta etapa se utiliza para verificar la calidad del
subconjunto de características que se determinaron.
Los métodos de selección de características se clasifican desde el punto de vista de la
manera en que se determina el nuevo subconjunto a evaluar, lo que conduce a 3 clases
métodos Dash 1997.
1. Métodos Completos. Estos métodos examinan todas las posibles combinaciones
de características. Son muy costosos computacionalmente (espacio de búsqueda
de orden O(2N) para N características) pero se asegura encontrar el subconjunto
óptimo de características. Como ejemplos de estos métodos se puede citar Branch
and Bound Narendra 1977 y Focus Almuallin 1992.
2. Métodos Heurísticos. Utilizan una metodología de búsqueda de forma tal que no
es necesario evaluar todos los subconjuntos de características. Ello significa una
mayor velocidad del método, ya que el espacio de búsqueda es menor que en
los métodos anteriores. Estos métodos no aseguran la obtención del mejor sub-
conjunto. A modo de ejemplo es interesante citar en esta categoría los métodos
Relief Kira 1992 y DTM Cardie 1993.
3. Métodos Aleatorios. Son aquellos métodos que no tienen una forma específica de
definir el subconjunto de características a analizar, sino que utilizan metodolo-
gías aleatorias. Con ello se produce una búsqueda probabilística en el espacio de
características. El resultado obtenido utilizando este tipo de métodos depende-
rá del número de intentos, no asegurándose la obtención del óptimo. Pertenece
a este grupo los métodos presentados en LVW Liu 1996 y algunos que utilizan
algoritmos genéticos Vafaie 1994.
Desde el punto de vista de la función de evaluación, los procedimientos de selección
de características se pueden clasificar en 2 categorías John 1994.
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1. Métodos de filtraje. Estos son métodos donde el procedimiento de selección es
realizado en forma independiente a la función de evaluación (clasificación). Se
pueden distinguir 4 diferentes medidas: distancia, información, dependencia y
consistencia. Como ejemplo de estos métodos tenemos Relief Kira 1992, DTM
Cardie 1993, POEACC Muciardi 1971 y Focus Almuallin 1992 respectivamente.
2. Métodos dependientes (wrapped). En estos métodos el algoritmo de selección uti-
liza como medida la tasa de error del clasificador. Se obtienen generalmente me-
jores resultados que en el caso anterior, pero trae consigo un costo computacional




La selección de características comprende varios pasos y el uso de técnicas espe-
ciales para mejorar la selección óptima de características. En el proceso general de la
selección de características se ven involucrados diversas técnicas. En esta Sección se
muestran varias técnicas de clasificación, así como técnicas para evaluar el desempeño
de los clasificadores.
1.5. Técnicas de Clasificación
Con el fin de evaluar la factibilidad de los selectores de características en esta tesis
se utilizan varios clasificadores para evaluar y comparar las técnicas de selección de
características. Debido a la importancia fundamental de la clasificación y detección en
muchas situaciones prácticas, se deben tomar ciertas medidas para seleccionar un mo-
delo. En esta Sección, se muestran diferentes técnicas de clasificación utilizadas en esta
tesis para evaluar el desempeño.
Neural networks
Las redes neuronales artificiales (RNA) han recibido gran atención en los últimos
años. Estas se han implementado para resolver problemas de predicción y clasificación,
áreas en las que tradicionalmente se han utilizado técnicas estadísticas. Sin embargo,
en los últimos años han obtenido una inmensa popularidad para resolver problemas
de regresión.
Las RNA construyen un modelo de predicción imitando la inteligencia del cerebro
humano. De forma similar a como lo hace el cerebro, las RNA identifican regularida-
des y patrones en los datos, aprenden a partir de la experiencia y proveen resultados
que son generalizados a partir del conocimiento obtenido. Una red neuronal es un con-
junto de neuronas artificiales interconectadas que utilizan modelos matemáticos para
procesar información. Las múltiples conexiones entre las neuronas forman un sistema
adaptivo cuyos pesos se actualizan mediante un particular algoritmo de aprendizaje.
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Las redes neuronales han sido utilizadas en numerosos campos de aplicación con dis-
tintos algoritmos de aprendizaje Portillo:2009 Jimenez:2013 G:2010 Valverde:2007.
Elementos de las RNA
En los últimos años, debido al auge de las RNA se han utilizado diferentes RNA
para resolver problemas de predicción. Las características esenciales de una RNA son
las siguientes:
1. Los elementos básicos de procesamiento (neuronas o nodos)
2. La arquitectura de la red describiendo las conexiones entre nodos
3. El algoritmo de entrenamiento usado para encontrar valores de los parámetros de
la red
Una RNA consiste de elementos de procesamiento básico (neuronas) organizadas
en capas. Las capas que se encuentran entre la capa de entrada y capa de salida son
llamadas capas ocultas. En número de neuronas en la capa de entrada es determinada
por la aplicación. La arquitectura o topología de una RNA se refiere al arreglo de las
conecciones de la red. Una RNA es especificada mediante:
S = {h(x, θ), x ∈ Rm, θi ∈ θ} , θ ⊆ Rp (1.1)
donde hθ(x, θ) es una función no lineal del producto punto de x con θ, es el número
de neuronas ocultas, θ =
(
θ1, θ2, ..., θp)
T es un vector cuyos elementos usualmente son
llamados pesos y p es el número de parámetros libres.
Función de costo y algoritmo de aprendizaje
Dado un conjunto de observaciones, la tarea de una RNA consiste en construir un
estimador g(x, θ) de la función desconocida ϕ(x)



















θ1, θ2, ..., θp)
T es el vector de parámetros a ser estimados, fi es conocida
como la función de activación, Las funciones de activación comúnmente utilizadas en
RNA son función sigmoidal o tangente hiperbólica.







(yi − gλ(xi, θ))2 (1.3)
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El requerimiento básico de cualquier método es la convergencia del algoritmo de en-
trenamiento a un mínimo local. La función de costo nos da una medida de la precisión
con la que el estimador gλ(xi, θ) ajusta los datos observados. Para llevar a cabo el proce-
so de aprendizaje, el algoritmo cambia iterativamente los pesos entre las neuronas mini-
mizando el error cuadrático entre la salida deseada y la obtenida con los pesos actuales.
Cada uno de los ejemplos del conjunto de entrenamiento {(x1, y1), (x2, y2), ..., (xn, yn)}
son utilizados para ajustar los pesos en la red. Al ser presentado un ejemplo, la señal
es propagada hacia adelante de la red hasta que la salida es obtenida. La salida de la
j-ésima unidad oculta es calculada como:














θhjixni , θhj0 es el sesgo cuyo x0 = 1. θhji es el peso de la conexión de
la i-ésima neurona de entrada a la j-ésima neurona oculta. fhj representa la función de
activación de la j-ésima neurona oculta. Por otro lado, la salida de la k-ésima neurona
está dado por








1 + exp (−netonk)
(1.5)
donde los superíndices h y o se refieren a las cantidades en las capas ocultas y de
salida respectivamente. El error entre la salida actual y la salida deseada es calcula-
do para ajustar los pesos mediante En = 12
∑C
k=1 (ynk − g(x, θ)onk). El procedimiento de
ajuste es obtenido a partir del método de gradiente descendente para reducir la mag-
nitud del error. El procedimiento es primeramente aplicado a los pesos en la capa de
salida y retropropagando a través de la red hasta que los pesos en la primera capa han
sido ajustados ∆θokj = −η ∂En∂θo
kj
y ∆θhji = −η ∂En∂θhji . Este procedimiento es realizado para
cada ejemplo en el conjunto de datos hasta que se cumple un criterio de paro. Para un
estudio profundo del algoritmo puede referirse a Rumel:1986 Werbos:1994.
Support Vector Machines
Las Maquinas de vectores de Soporte (SVM por sus siglas en inglés) son una de
las técnicas de clasificación y regresión más utilizadas en los últimos años. Las caracte-
rísticas clave de las SVMs son el uso de kernels al trabajar en conjuntos no-lineales, la
ausencia de los mínimos locales, aunado a ello la solución depende de un pequeño sub-
conjunto de datos y el poder discriminativo del modelo obtenido es significativamente
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mayor a otras técnicas al optimizar el margen de separabilidad entre clases, estas ca-
racterísticas permiten a las SVM obtener resultados muy competitivos en comparación
con otros clasificadores.
Las SVM fueron desarrolladas por Vapnik y sus colegas en los laboratorios de ATT
en 1995 Vapnik:1998. En un inicio las SVM fueron diseñadas para resolver problemas
de clasificación como reconocimiento de caracteres y reconocimiento facial. Sin embar-
go, pronto se fueron utilizando no solo para resolver problemas de clasificación sino
también para resolver problemas de regresión en variadas implementaciones y múlti-
ples dominios Vapnik:1998.
Las SVM son basadas en el principio de minimización del riesgo estructural. El ob-
jetivo de las SVM es encontrar una hipótesis hθ(x) con una buena habilidad de gene-
ralización a partir de un conjunto de entrenamiento. Esta hipótesis es completamente
definida a partir de un pequeño subconjunto del conjunto de entrenamiento original.
En las siguientes subsecciones se describe formalmente a las SVM.
Teoría de aprendizaje estadístico
La teoría de aprendizaje estadístico es desarrollada con el objetivo de obtener una
técnica de aprendizaje con una buena capacidad de generalización. En problemas de
clasificación y regresión el objetivo es encontrar una hipótesis (función) a partir de los
datos de entrenamiento y usando una máquina de aprendizaje que infiera resultados
basados en este conocimiento.
En el caso de aprendizaje supervisado, los datos de entrenamiento son compuestos
por pares de entrada y salida. Los vectores de entrada x ∈ X ⊆ Rn y los puntos de
salida y ∈ Y ⊆ R. Los dos subconjuntos X e Y son definidos como espacios de entrada
y salida respectivamente. Y = −1, 1 o 0, 1 para problemas de clasificación binaria y
Y = R para problemas de regresión.
Es claro que los datos de entrenamiento son generados a partir de una distribución
desconocida P (x, y) definida sobre un conjunto X×Y . Un vector de entrada es trazado
desde X con la probabilidad marginal P (x) y su correspondiente punto de salida en Y
con la probabilidad condicional P (x, y).
Después de estas descripciones, el problema de aprendizaje puede ser visualizado
como la búsqueda de una apropiada función de aproximación f : X −→ Y que repre-
sente el proceso de obtención de salidas a partir de los vectores de entrada. Esta función
puede ser utilizada para generalizar, es decir para producir una salida a partir de un
vector de entrada nunca antes visto por el modelo.
Minimización del riesgo empírico
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Según Vapnik Vapnik:1998 el riesgo funcional es definido sobre X × Y para medir
el error promedio obtenido de las salidas real y predicha al utilizar una función de
aproximación f . La función de aproximación más adecuada es seleccionada como la
función que minimiza este riesgo.
Considerando un conjunto de funciones F = f(x,w) que mapea los puntos de un
espacio de entrada X ⊆ Rn dentro de un espacio de salida Y ⊆ R donde w denota los
parámetros que definen a f .
Suponiendo que y sea el punto actual de salida correspondiente al vector de entrada
x. Ahora si L(y, f(x,w)) mide el error entre el valor actual y y el valor predicho f(x,w)
usando la función de predicción f entonces el riesgo esperado es definido como:
R(f) =
∫
L(y, f(x,w))dP (x, y) (1.6)
donde P (x, y) es la distribución de probabilidad de los datos de entrenamiento.
L(y, f(x,w)) es conocido como la función de perdida y esta puede ser definida como
un número de soluciones.
La función de predicción más adecuada es aquella que minimiza el riesgo esperado
R(f) y es denotada como f0. Esta es conocida como la función objetivo. La principal
tarea del problema de aprendizaje es ahora encontrar la función objetivo, que es el es-
timador ideal. Desafortunadamente esto no es posible debido a que probabilidad de
distribución P (x, y) de los datos dados es desconocida y por lo tanto el riesgo espera-
do no puede ser calculado. Este problema motivo a Vapnik a sugerir el principio de
minimización de riesgo empírico (MRE). El concepto de MRE estima el riesgo espera-
do R(f) usando el conjunto de entrenamiento. Esta aproximación de R(f) es llamada
el riesgo empírico. Dado un conjunto de entrenamiento (xi, yi), donde xi ∈ X ⊆ Rn,







El riesgo empíricoRemp(f) tiene su propio minimizador en F , que puede ser tomado
como f̂ . El objetivo de MRE es aproximar la función objetivo f0 mediante f̂ . Esto es
posible debido a que R(f) converge en Remp(f) cuando el conjunto de entrenamiento n
es infinitamente grande.
Dimensión Vapnik-Chervonenkis (VC)
La dimensión Vapnik-Chervonenkis h de una clase de funciones F es definida como
el máximo número de puntos que pueden ser exactamente clasificados mediante F .
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Matemáticamente: h = max|X| , X ⊆ Rn tal que ∀b ∈ −1, 1|X|, ∃f ∈ F tal que ∀xi ∈
X(1 ≤ i), f(xi = bi).
La dimensión VC es una medida de la capacidad intrínseca de una clase de funcio-
nes F . Burgues [1998] menciona que la dimensión VC de un conjunto de hiperplanos
orientados en Rn es (n+ 1). Esto es, tres puntos etiquetados en 8 diferentes formas pue-
den ser siempre clasificados por una frontera de decisión orientada en R2 pero cuatro
puntos no. Esto es la dimensión VC del conjunto de líneas orientadas en R2 es tres.
Por ejemplo, el problema XOR no puede ser resuelto utilizando frontera de decisión
lineal. Sin embargo, una frontera de decisión cuadrática puede correctamente clasificar
los puntos en este problema.
Minimización del Riesgo Estructural MRE
El defecto principal del principio de MRE es que en la práctica siempre tenemos
un conjunto finito de observaciones y no puede ser garantizado que minimizando la
función de aproximación del riego empírico sobre F también minimizaremos el riesgo
esperado. Para enfrentar esta desventaja fue desarrollado el principio de minimización
de riesgo estructural por Vapnik y Chervonenkis en 1982. La clave de este principio
es que la diferencia entre el riesgo empírico y riesgo esperado puede ser acotada en
terminos de la dimensión VC de la clase F de las funciones de aproximación.
Teorema: Sea F una clase de funciones de aproximación de la dimensión h. Entonces
para cualquier par (xi, yi), donde xi ∈ X ⊆ Rn, yi ∈ Y ⊆ R(∀i = 1, 2, ..., n) trazadas
para cualquier distribución P (x, y) la siguiente cota se mantiene con probabilidad 1 −
η(0 ≤ η ≤ 1) :
R(f) ≤ Remp(f) +
√√√√h (ln (2nh )+ 1)− ln (n4)
n
(1.8)
El segundo término del lado derecho se dice que es la confianza VC y 1 − η se
denomina el nivel de confianza. El principio de MRE sugiere que para llevar a cabo
una buena generalización es necesario minimizar la combinación del riesgo empírico y
la complejidad del espacio de hipótesis. En otras palabras, es necesario seleccionar una
hipótesis que tenga una buena relación entre un pequeño error empírico y una pequeña
complejidad del modelo.
Support Vector Machines La principal idea de SVM en clasificación binaria es encon-
trar un hiperplano canónico que maximice la separación entre dos clases de ejemplos
de entrenamiento. Consideremos dos conjuntos de puntos que son linealmente sepa-
rables en Rn los cuales son clasificados dentro de una de dos clases C1 y C2 utilizando
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hiperplanos lineales. A partir del conjunto infinito de hiperplanos de separación es se-
leccionado aquel con el máximo margen de separación, que es el que tiene la mejor
capacidad de generalización.
Para una mejor precisión así como una mejor capacidad de generalización, el hiper-
plano que maximiza el margen total es considerado como el óptimo y conocido como
el Hiperplano de Margen Máximo. Es claro que para este hiperplano óptimo d+ = d−.
Los datos ya sea de una u otra clase que se encuentran más cercanos al hiperplano son
conocidos como vectores de soporte.
Considerando que el conjunto de entrenamiento es compuesto por los pares de en-
trada salida
(x1,y1), (x2,y2), . . . , (xn,yn) (1.9)
i.e. X = {xi, yi}ni=1 donde xi ∈ Rd y yi ∈ (+1,−1).
El objetivo es clasificar los datos en dos clases encontrando el hiperplano canónico
de máximo margen. El espacio de hipótesis es el conjunto de funciones f(x, θ, b) =
sgn(θTx + b) donde θ es el vector de pesos, x ∈ Rn y b es el sesgo. el conjunto de
hiperplanos de separación es dado por
{
x ∈ Rn : (θTx + b) = 0
}
, donde θ ∈ Rn, b ∈ R.
Usando SVM para encontrar el hiperplano de separación máximo se acota el problema
a resolver un problema de programación cuadrática (QPP).
SVM para datos linealmente separables
Para datos linealmente separables el problema de optimización cuadrática es dado
por
mı́n J(θ) = 1
2
θT θ = 1
2
‖θ‖2
subject to yi(θTxi + b);∀i = 1, 2, ..., n
Para resolver el problema de optimización cuadrática es necesario transformarlo al
espacio dual. Entonces los multiplicadores de Lagrange y las condiciones complemen-
tarias de Kuhn-Tucker son usadas para encontrar la solución óptima.
Considerando que la solución del problema de Optimización Cuadrática nos gene-
ra los multiplicadores de Lagrange optimizados α = (α1, α2, ..., αn)T , donde αi ≥ 0 y el
sesgo óptimo esta dado por bopt. Los vectores de datos para los que αi > 0 son los vec-
tores soporte y se supone que existen en total Psv vectores soporte. Entonces el vector















Un dato desconocido es clasificado en una de las dos clases de acuerdo a la ecuación
(1.11).
SVM para datos linealmente no separables
En aplicaciones de la vida real los datos de entrenamiento son linealmente no-
separables. Como ejemplo podemos tomar el problema de clasificación XOR. En ta-
les casos un Hiperplano de Margen Suave es modelado. El problema de optimización
cuadrática en tal caso es dado por
mı́n J(θ) = 1
2
‖θ‖2 + C (ni=1ξi)
subject to yi(θTxi + b) ≥ 1− ξi;∀i = 1, 2, ..., n
Aquí las variables flojas ξi son introducidas para relajar las condiciones de margen
duro y C > 0 es la constante de regularización que asigna una penalización a las clasifi-
caciones erróneas. El vector de pesos óptimo y la función de decisión es similar al caso
de separabilidad lineal. La única diferencia es que en este caso los multiplicadores de
Lagrange son acotados por C i.e. 0 ≤ αi ≤ C y por los vectores soporte.
Kernels
Las SVM permiten mapear el espacio de los puntos de entrada a un espacio de ca-
racterísticas altamente dimensional a través de un mapeo no-lineal. El hiperplano de
separación no-lineal es construido en este nuevo espacio de características. Este truco
permite resolver el problema de los datos de entrenamiento cuando estos no son se-
parables linealmente. Al utilizar una transformación apropiada los datos de entrada
pueden ser separables linealmente en el espacio de características.
Debido a esta transformación, los datos linealmente no-separables pueden ser se-
parados por una frontera de decisión πf en el espacio de características. La frontera de
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Si es posible encontrar una función K(xi, xj) = ϕ(xTi )ϕ(xj) entonces esta puede ser
directamente utilizada en las ecuaciones de entrenamiento de una SVM, esta función
es conocida como la función kernel. Para evitar el computo explícito de del mapeo no-
lineal ϕ(x), el kernel asociado debe satisfacer las condiciones de Mercer Vapnik:1998.
Los kerneles más conocidos que han sido utilizados en las SVM son los siguientes:
1. Kernel lineal K(x,y) = xTy









que en forma simple
puede ser escrito como exp
(
−γ ·
∥∥∥XTY ∥∥∥2), γ > 0.
4. Kernel sigmoidal K(x,y) = tanh
(
γ ·XTY + r
)
que es similar a la función sig-
moidal en regresión logística.
1.6. Técnicas de Evaluación de desempeño
A fin de evaluar la exactitud de predicción de un modelo particular o para evaluar
y comparar diferentes modelos, se considera el rendimiento relativo en el conjunto de
datos de prueba. Debido a la importancia fundamental de la clasificación y detección en
muchas situaciones prácticas, se deben tomar ciertas medidas para seleccionar un mo-
delo. Por esta razón, varias métricas de rendimiento se proponen en la literatura. Estas
medidas, son reconocidas como un elemento importante en toda gestión de calidad.
Para validar nuestros resultados utilizamos varias medidas de desempeño.
En esta Sección se describen algunas métricas de desempeño importantes que son
frecuentemente utilizadas.
1.6.1. Cross-validation
La validación cruzada (Cross-validation), es un método para evaluar y comparar los
algoritmos de aprendizaje mediante la división de datos en dos segmentos. El primero
se utiliza para entrenar el modelo y el segundo para validar el modelo.
El algoritmo primero divide los datos en k partes iguales. Después realiza k ite-
raciones de entrenamiento, tomando en cada iteración como conjunto de prueba un
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subconjunto diferente y construyendo el modelo con los subconjuntos restantes. La Fi-
gura 1.1 muestra un ejemplo con 4 iteraciones. El índice de error estimado es la media
de todos los errores obtenidos en cada entrenamiento.
FIGURA 1.1: Validación cruzada de 4 iteraciones
La ventaja de evaluar a partir de k combinaciones de datos de entrenamiento y prue-
ba hace que el método sea más preciso. Sin embargo, en una evaluación con un valor
alto en k el proceso es lento al momento de computar. La elección del número de itera-
ciones depende de la medida del conjunto de datos, aunque lo más común es utilizar
la validación cruzada de 10 iteraciones.
1.6.2. F-Measure
F-Measure no es más que la media armónica entre precisión y exhaustividad. La
precisión representa el nivel de confianza del clasificado ya que es el porcentaje de datos
clasificados correctamente. La exhaustividad representa la cobertura del clasificador,
es decir, la cantidad de datos que clasifica frente a los no clasificados y clasificados.
Cuando un sistema clasifica todos los datos en una sola categoría, este puede tener una
exhaustividad alta, sin embargo, si la clasificación es incorrecta la precisión será baja.
Tanto la precisión como exhaustividad están basadas en la matriz de confusión que está
formada por cuatro casos:
Verdaderos positivos (TP): Es el caso de los datos positivos que han sido clasifica-
dos como positivos, es decir, es el total de datos que han sido clasificados correctamente.
Verdaderos negativos (TN): Es el caso de los casos negativos que ha sido clasifi-
cados como negativos, es decir, representan el número de datos clasificados en otra
categoría correctamente.
Falsos Positivos (FP): Es el caso de los datos negativos que ha sido clasificados como
positivos.
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Falsos Negativos (FN): Es el caso de los datos positivos que han sido clasificados
como negativos.
Partiendo de estos casos se puede formar la matriz de confusión como se muestra
en la Tabla 1.1
CUADRO 1.1: Estructura de la Matriz de Confusión
Positivos Negativos
Positivos TP: Verdaderos Positivos FN: Falsos Negativos
Negativos FP: Falsos Positivos TN: Verdaderos Negativos
La técnica de matrices de confusión, no solo permite conocer el error del modelo
predictivo, sino que también muestra el tipo de predicciones correctas e incorrectas
cuando se aplica el modelo sobre el conjunto de prueba. Las predicciones correctas
estas representadas por la diagonal principal, sin en cambio los elementos ubicados
fuera de la diagonal principal, indican los errores de asignación.










Para calcular F-Measure de una clase j con otra clase i primero se define la ecuación
siguiente:
Fij =
2 ∗ presicion(i, j) ∗ exhaustividad(i, j)
presicion(i, j) + exhaustividad(i, j)
(1.15)





donde n es el número de todo el conjunto de datos y ni es el número de datos de la
clase i.
El rango de los valores calculados esta entre 0 y 1. Un valor F-measure alto indica
una mayor calidad de clasificación.
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1.6.3. Área ROC
Cuando los errores llevan asociada una perdida que puede cuantificarse, es posible
aplicar otra técnica de validación como el análisis de la curva ROC (por sus siglas en
inglés, Receiver Operating Characteristics). Los gráficos ROC son útiles para visualizar
el desempeño de los clasificadores y se utilizan comúnmente en la toma de decisiones
médicas, aunque en los últimos años se han utilizado cada vez más en el aprendizaje
automático (Tom 2006). El método consiste en un gráfico que ayuda a visualizar la
disyuntiva entre la tasa de verdaderos positivos y la tasa de falsos positivos de un
clasificador. La tasa de verdaderos positivos se representa en el eje las y, y la tasa de
falsos positivos se representa en el eje de las x. La Figura 1.2 muestra un ejemplo de







FIGURA 1.2: Representación de similitud entre dos clases. El punto de corte
t determina el comportamiento del clasificador.
El comportamiento de pruebas depende del punto de corte t. Si este se desplaza a
la derecha (Clase Negativa) disminuye la tasa de falsos positivos y aumenta la tasa de
falsos negativos. Inversamente si se desplaza a la izquierda (Clase Positiva) aumenta
la tasa de falsos positivos pero disminuye la tasa de falsos negativos. Entonces, para
caracterizar el comportamiento entre estas dos clases se utilizan las curvas ROC. Un
ejemplo de curva ROC se muestra en la Figura 1.3 .
Técnicas de Evaluación de desempeño 19
0                              0.5                             1
0 
   
   
   
   
   
   
   
   
   
  0
.5
   
   
   
   
   
   
   
   
   
  1
FIGURA 1.3: Representación de tres Curva ROC con distinta área bajo la
curva.
Si la prueba fuera perfecta, es decir que no exista solapamiento entre clases, la curva
solo tiene un punto (0,1). Sin embargo, si la prueba fuera mala, la curva sería una diago-
nal de (0,0) a (1,1). La Figura 1.3 muestra un ejemplo de distintos tipos de solapamiento
y los tipos de curvas ROC que se generan, en la gráfica mientras más oscuro es el color
de la línea más área bajo la curva posee.
El parámetro para evaluar la bondad de la prueba, es el área bajo la curva ROC que
toma valores entre 1 (prueba perfecta) y 0.5 (prueba fallida). Esta área puede interpre-




Técnicas de selección de características
La selección de características es un proceso que permite reducir un conjunto de
características de acuerdo a un cierto criterio. El criterio utilizado determina los deta-
lles de la evaluación de los subconjuntos de características. En general, el objetivo de
las técnicas de selección de características es identificar las más importantes dentro del
conjunto de datos y descartar las redundantes o irrelevantes. La selección de caracte-
rísticas en reconocimiento de patrones es muy importante debido a que esta permite
reducir la dimensionalidad del conjunto de datos de entrada, eliminar ruido que sea
introducido por características no deseables y en muchos casos mejorar la precisión de
clasificación. En esta tesis se muestran las diferentes técnicas de selección de caracterís-
ticas utilizadas en el actual estado del arte.
Para distinguir entre las características importantes o discriminativas y las que no
lo son, es necesario medir la calidad de la característica. Usualmente la evaluación de
la métrica trabaja de dos maneras:
1. Calculando el desempeño en términos de eficacia
2. Calculando el desempeño en términos de eficiencia o maximizando la precisión
en la predicción
En esta Sección se muestran algunos métodos de selección de características utiliza-
dos en esta tesis. Los métodos utilizados en esta tesis son algoritmos genéticos para la
selección de características, métodos de filtrado y métodos envolventes.
1.7. Métodos de filtrado
Los métodos de filtrado utilizan técnicas de categorización de variables como cri-
terio principal para seleccionar variables de acuerdo a su importancia. Estos métodos
son utilizados por su simplicidad y buen desempeño. La selección de características es
independiente de cualquier algoritmo de aprendizaje máquina. Las características son
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seleccionadas en base a los resultados de varias pruebas estadísticas como la correla-







FIGURA 1.4: Pasos más usuales en métodos de selección de características
por filtrado
Un criterio de categorización es utilizado para calificar y puntuar las variables y
una frontera es utilizada para eliminar variables debajo de esa frontera. Esto permite
eliminar las variables menos relevantes. Una propiedad básica de una característica
es que contenga información útil de las diferentes clases en los datos. Es decir, que la
característica sea útil para discriminar las diferentes clases.
Un punto importante es como evaluar la relevancia de una característica en el con-
junto de datos. Varias publicaciones han presentado varias técnicas para medir la rele-
vancia de una variable. Una característica puede considerarse irrelevante si esta presen-
ta una independencia de las etiquetas de clase. Esto es, una variable puede ser condicio-
nalmente independiente de las demás variables, pero no puede ser condicionalmente
independiente de las etiquetas de clase. Si esta no tiene influencia en las etiquetas de
clase, entonces esta se puede descartar. La correlación entre características desempe-
ña un papel importante en la determinación de características únicas. Para aplicaciones
prácticas, la distribución subyacente es desconocida y se mide por la precisión del clasi-
ficador. Debido a esto, un subconjunto de características óptimo puede no ser exclusivo
porque puede ser posible lograr la misma precisión de clasificador utilizando diferentes
conjuntos de características.
Los modelos de filtrado para selección de características usualmente consisten de os
pasos:
1. Selección de características usando medidas como información, distancia, depen-
dencia o consistencia con independencia del algoritmo de aprendizaje
2. Aprendizaje y prueba, el algoritmo aprende del entrenamiento de datos con el
mejor subconjunto de características obtenido y probado sobre los datos de prue-
ba.
A continuación se enumeran algunas técnicas para evaluar la relevancia de la carac-
terística en el conjunto de datos.
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1.7.1. Criterio de correlación




var(xi) ∗ var(Y )
(1.17)
donde xij representa los datos de entrada, cov() es la covarianza y var() es la varian-
za. Dado un conjunto de pares de ejemplos [xi, yj], tal que xi ∈ Rd y yk es la etiqueta
de clase K = 1, ..., Y . La correlación solo puede detectar dependencias lineales entre la
variable y el objetivo.
1.7.2. Información mutua
El criterio de valoración teórica utiliza la medida de dependencia entre dos varia-
bles. Para describir la información mutua es necesario describir antes la entropía de
Shannon como sigue:
H(Y ) = −
∑
p(y)log(p(y)) (1.18)
La ecuación 1.18 representa la incertidumbre (contenido de información) en la salida
Y . Suponiendo que se observa una variable X entonces la entropia condicional es dada
por:






La ecuación 1.19 implica que observando una variable X 4, la incertidumbre en la
salida Y es reducida. El decremento en la incertidumbre es dado como:
I(Y |X) = H(Y )−H(Y |X) (1.20)
Esto nos da la medida de información entre Y y X , esto significa que si X y Y son
independientes entonces la medida de información será cero y más grande que cero
si estas son dependientes. Esto implica que una variable puede proveer información
acerca de otras al proveer la dependencia. Las ecuaciones descritas anteriormente son
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dadas para variables discretas, sin embargo pueden ser obtenidas para variables conti-
nuas reemplazando las sumas con integrales. La medida de información también puede







La medida de K en 1.21 se le denomina la divergencia Kullback-Leibler entre dos
densidades las cuales pueden ser usadas como una medida de información. A partir de
las ecuaciones anteriores, es necesario conocer la función de densidad de probabilidad
de las variables para calcular la medida de información.
Uno de los métodos más simples para calcular la medida de información y seleccio-
nar características es encontrar la medida de información entre cada característica y la
etiqueta de clase en la salida. Una vez hecho esto, se categorizan basados en ese valor.
Una frontera es asignada para seleccionar d características, donde d es un valor mucho
menor que el número de características de entrada. Este es un método muy simple y
los resultados pueden ser muy pobres ya que el método no toma en cuenta la medida
de información entre características.
En Cardona 2006 los autores desarrollan un método de categorización basado en
información mutua condicional para datos binarios (datos booleanos). Una Tabla de
categorizaciones es actualizada y las características mejor categorizadas son seleccio-
nadas usando el criterio de información mutua condicional que es maximizado. La
puntuación en cada iteración es calculada utilizando la siguiente ecuación:
S(n) = minl<kÎ(Y ;Xn|Xv(l)) (1.22)
El criterio de información mutua 1.22 es actualizado en cada iteración. En la ecua-
ción S(n) representa la puntuación, Xn representa la característica evaluada, Xv(l) es el
conjunto de características ya seleccionadas. La ecuación iterativamente selecciona ca-
racterísticas que maximizan la medida de información con la clase y no seleccionan las
características similares a las características que ya han sido seleccionadas, esto provee
un buen equilibrio entre independencia y poder discriminativo.
Debido a que la distribución de los datos es desconocida, varias técnicas pueden ser
utilizadas para evaluar subconjuntos con un clasificador seleccionado.
En Forman 2003 se consideran doce métricas de selección de características para el
problema de clasificación de texto. Todas las características se clasifican utilizando cada
métrica y se establece un umbral que seleccionará 100 palabras que luego se aplican al
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predictor. En Javed 2010 Peng 2005 los autores desarrollan un criterio de clasificación
basado en densidades de clase para datos binarios. Los autores utilizan un algoritmo
de dos etapas menos costoso, una primera etapa con un método de filtro para clasificar
las características y un método de envoltura costoso para eliminar las variables más
irrelevantes.
El algoritmo RELIEF Kira 1992 Acuna 2003 es otro enfoque basado en filtros en el
que se utiliza un criterio de relevancia de la característica para clasificar las caracterís-
ticas. Usando un umbral se selecciona un subconjunto de características. El inconve-
niente del algoritmo RELIEF está en seleccionar un umbral. Los autores en Acuna 2003
comparan el RELIEF y otros métodos de envoltura para diferentes conjuntos de datos.
Las ventajas de la selección de características son que es computacionalmente ligero
y evita el sobreajuste y se ha comprobado que funciona bien para ciertos conjuntos
de datos. Los métodos de filtro no se basan en algoritmos de aprendizaje sesgados,
lo que equivale a cambiar los datos para adaptarse al algoritmo de aprendizaje. Uno
de los inconvenientes de los métodos de selección es que el subconjunto seleccionado
podría no ser óptimo, y el subconjunto obtenido podría ser un subconjunto redundante.
Algunos métodos de selección, como los criterios de correlación de Pearson y Medida
de Información, no discriminan las variables en términos de la correlación con otras
variables. Las variables en el subconjunto pueden estar altamente correlacionadas.
Este problema de las variables redundantes y relevantes se trata en Guyon 2003
con buenos ejemplos En la selección de características, las características importantes
son menos informativas por sí mismas pero son informativas cuando se combinan con
otras características descartadas Guyon 2003 Xu2010. Además, no existe un método
ideal para elegir la dimensión del espacio de la característica.
1.8. Métodos de envoltura
A diferencia del filtro en los métodos que utilizan un criterio de relevancia de carac-
terísticas, los métodos de envoltura se basan en la clasificación para obtener un subcon-
junto de características. Los métodos de envoltura utilizan el predictor como una caja
negra y el rendimiento del predictor como la función objetivo para evaluar el subcon-
junto de variables. Se pueden utilizar varios algoritmos de búsqueda para encontrar
un subconjunto de variables que maximice la función objetivo que es el rendimiento
de clasificación. Los métodos de búsqueda exhaustiva pueden llegar a ser computacio-
nalmente muy caros para conjuntos de datos grandes. Dado que la evaluación de los
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subconjuntos es computacionalmente muy alta, se han desarrollado algoritmos heurís-
ticos para encontrar los subconjuntos subóptimos. Por lo tanto, se emplean algoritmos
simplificados como la búsqueda secuencial o algoritmos evolutivos como Algoritmo
genético (GA)
u Optimización de enjambre de partículas (PSO) que producen resultados óptimos lo-
cales y son computacionalmente factibles.
En términos generales, clasificamos los métodos de envoltura en Algoritmos de se-
lección secuencial y Algoritmos de búsqueda heurística. Los algoritmos de selección
secuencial comienzan con un conjunto vacío (conjunto completo) y agregan funciones
(eliminar características) hasta que se obtenga la función objetivo máxima. Para acele-
rar la selección, se elige un criterio que aumenta incrementalmente la función objetivo
hasta que se alcanza el máximo con el número mínimo de funciones. Los algoritmos de
búsqueda heurística evalúan diferentes subconjuntos para optimizar la función objeti-
vo. Se generan diferentes subconjuntos ya sea buscando en un espacio de búsqueda o
generando soluciones al problema de optimización.
1.8.1. Algoritmos de selección secuencial
En los métodos de envoltura, se utiliza subconjunto de características y se entrena
un modelo con el subconjunto. A partir de las inferencias extraídas del modelo anterior,
se agregan o eliminan características de su subconjunto. El problema se reduce esencial-









Generar el mejor subconjunto
FIGURA 1.5: Pasos más usuales en métodos de selección de características
por filtrado
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Algunos de los métodos más comunes son los que se enumeran a continuación:
1. Selección hacia adelante: La selección hacia adelante es un método iterativo cu-
yo algoritmo que inicia sin tener ninguna característica en el modelo. En cada
iteración, agrega una característica siempre y cuando proporcione la máxima pre-
cisión de clasificación hasta que la adición de una nueva característica no mejore
el rendimiento del modelo o hasta que se agregan el número requerido de carac-
terísticas. Este algoritmo se le conoce como un algoritmo ingenuo, debido a que
la dependencia Entre las características no se tiene en cuenta.
2. Eliminación hacia atrás: en la eliminación hacia atrás, el algoritmo inicia con to-
das las características y va eliminando la característica menos significativa o que
menor aporte tiene en cada iteración, lo que mejora el rendimiento del modelo.
Repetimos esto hasta que no se observe ninguna mejora en la eliminación de ca-
racterísticas.
3. Eliminación de características recursivas: Este es un algoritmo de optimización
codicioso que apunta a encontrar el subconjunto de funciones con mejor rendi-
miento. Crea repetidamente modelos y deja de lado la mejor o la peor caracte-
rística de rendimiento en cada iteración. Construye el siguiente modelo con las
características de la izquierda hasta que se agotan todas las características. Luego
clasifica las características según el orden de su eliminación.
1.8.2. Algoritmos de búsqueda heurística
El algoritmo genético (GA) Goldberg 1989 se puede usar para encontrar el subcon-
junto de características Guyon 2003 Nakariyakul 2009 Alexandridis 2005 Rimbaud Yang 1998
Puch 1993 en donde los bits del cromosoma representan si la característica está incluida
o no. Se puede encontrar el máximo global para la función objetivo que proporciona el
mejor subconjunto subóptimo. Aquí nuevamente la función objetivo es el desempeño
del predictor.
En la siguiente sección, analizaremos los métodos integrados que intentan compen-
sar los inconvenientes en los métodos de filtro y envoltura.
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Algoritmos Genéticos
Los algoritmos genéticos (AGs), parten de la premisa de emplear la evolución na-
tural como un procedimiento de optimización Goldberg 1989. Se caracterizan por re-
presentar las soluciones al problema que abordan en forma de cadenas binarias. Esas
representaciones binarias les aportan características muy importantes de eficiencia. Sin
embargo, es necesario disponer de un método para pasar esa representación binaria al
espacio de búsqueda natural de cada problema.
1.8.3. Elementos de un algoritmo genético
Para ejecutar un AG, se requiere de una población de individuos. Cada individuo,
es un candidato a ser la solución del problema tratado, o permite llegar a la solución a
partir de este.
Cada individuo de la población se representa con una cadena binaria y se denomi-
na genotipo del individuo que es análoga al cromosoma en el sistema biológico. Cada
genotipo representa a puntos x del espacio de búsqueda del problema. A cada punto
x se le denomina fenotipo. Se usa el término gen para referirse a la codificación de una
determinada característica del individuo. Cada gen puede tomar distintos valores que
son llamados alelos. Para referirse a una determinada posición de la cadena binaria se
usa el término locus. La Tabla 1.2 muestra estas expresiones que se usan comúnmente
en la genética y su estructura equivalente en un algoritmo genético:
CUADRO 1.2: Expresiones que se utilizan en la genética con su estructura
equivalente en un algoritmo genético
Evolución natural Algoritmo genético
cromosoma cadena
genotipo código de cadena
fenotipo punto sin codificar
gen posición de cadena
alelo valor en una posición determinada
aptitud valor de la función objetivo
1.8.4. Algoritmo genético básico
En Araujo 2009 se propuso un algoritmo genético básico, con el objetivo de explicar
con claridad el funcionamiento de un AG. El termino básico o simple, es debido a que
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en cada una de sus etapas se aplican las elecciones más sencillas posibles. El algoritmo
inicia con una población generada aleatoriamente. La función de adaptación, es una
función matemática para la que se busca el valor óptimo en un determinado intervalo.
El algoritmo entra a un ciclo donde el primer paso es una selección de individuos. Esta
selección se realiza de tal manera que solo permanezcan los individuos mejor adapta-
dos. Los individuos a cruzar se eligen de forma consecutiva, ya que se supone que el
proceso de selección ha reubicado a los individuos de forma eficiente. Se aplica una
mutación aleatoria y se determina el nivel de adaptación de la nueva generación de
individuos. El criterio de paro, es un número máximo de generaciones en las que no
hubo mejora de aptitudes.
El esquema general de un algoritmo genético básico es el siguiente:
Entrada: Conjunto de datos de entrada X.
Salida: Conjunto de los mejores datos aptos para resolver el problema
1: Crear población inicial
2: Computar población inicial
3: WHILE condición de paro no se cumple Do
4: Selección de individuos para la reproducción
5: Cruza de individuos
6: Mutación de individuos
7: Computar la nueva generación END
La estructura se describe con más detalle a continuación:
Población inicial
Los individuos de la población inicial suelen ser cadenas de ceros y unos generados
de forma completamente aleatoria. Es decir, se va generando cada gen, con una función
que devuelve un cero o un uno con igual probabilidad. Es importante dotar al algorit-
mo genético de población con suficientemente variedad, para poder explorar todas las
zonas del espacio de búsqueda.
Selección de individuos
La idea básica de selección, es utilizar una distribución de probabilidad de selec-
ción de una cadena, donde la probabilidad es directamente proporcional a la función
de aptitud. Es decir, el proceso de selección debe favorecer la cantidad de copias de los
individuos más adaptados. Las técnicas de selección usadas pueden clasificarse en tres
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grupos: selección proporcional, selección mediante torneo y selección de estado unifor-
me. Sin embargo, en este trabajo solo se analizarán algunas técnicas del grupo selección
proporcional, para un estudio más a fondo sobre las demás técnicas puede consultar la
referencia Araujo 2009.
Dos técnicas conocidas dentro de las técnicas de selección proporcional son la ruleta
y sobrante estocástico. Estas se describen a continuación.
La Ruleta
Está método ha sido el más comúnmente utilizado desde los inicios de los AGs. El
algoritmo presenta el problema de que el individuo menos apto puede ser seleccionado
más de una vez. Sin embargo, su popularidad se debe a su simplicidad. El algoritmo
de la Ruleta es el siguiente:
Calcular la suma de valores esperados T.
Repetir N veces (N es el tamaño de la población)
• Generar un número aleatorio r entre 0.0 y T
• Ciclar a través de los individuos de la población sumando los valores espe-
rados hasta que la suma sea mayor o igual a r.
• El individuo que haga está suma exceda el límite es el seleccionado.
Sobrante Estocástico
El sobrante estocástico reduce los problemas de la ruleta, pero puede causar conver-
gencia prematura al introducir una mayor precisión de selección. La idea principal es
asignar deterministicamente las partes enteras de los valores esperados para cada indi-
viduo y luego usar otro esquema para la parte fraccionaria. El algoritmo es el siguiente:
Asignar de manera determinística el conteo de valores esperados a cada indivi-
duo (valores enteros)
Los valores restantes (sobrantes del redondeo) se usan probabilísticamente para
rellenar la población.
Cruza
Este es un método de fusión sobre la información genética de dos individuos. Este
proceso provee un mecanismo para heredar características a su descendencia donde
intervienen ambos padres.
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La forma más simple del operador de cruce es el cruce mono punto, que consiste en
seleccionar una única posición en la cadena de ambos padres e intercambiar las partes
divididas por dicha posición. La Figura 1.6 muestra un ejemplo de cruce.
0 0 0 1 1 0 0 1 1 0 0 0 1 1 1 0 0 1
1 1 0 0 1 1 0 0 1 1 1 0 0 1 0 0 1 1
DescendientesPadres
Punto de corte
FIGURA 1.6: Cruza de dos cadenas binarias y sus descendientes correspon-
dientes
Mutación
La mutación es un proceso donde el material genético puede ser alterado en forma
aleatoria, debidamente a un error en la reproducción o la deformación de genes. A
diferencia de la genética humana, la probabilidad en un algoritmo genético es mayor.
De hecho en un algoritmo genético, la mutación es una forma de evitar caer en mínimos
locales.
La forma más sencilla de mutación consiste en cambiar el valor de una de las posi-
ciones de la cadena. Si el valor es cero pasa a uno, y si es uno pasa a cero. La Figura 1.7
muestra un ejemplo:
1 0 0 1 1 1 1 1 1 1 0 0 1 1 1 0 1 1
Punto de mutación
DescendientePadre
FIGURA 1.7: Mutación de una cadena binaria
Condición de paro
Es necesario especificar las condiciones en las que el algoritmo deja de evolucionar
y se presenta la mejor solución encontrada. La condición de paro más sencilla, se
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presenta al detectar que la mayor parte de la población ha convergido a una forma
similar, careciendo de la suficiente diversidad para que tenga sentido continuar con la
evolución.
El principal inconveniente de los métodos de envoltura es la cantidad de cálcu-
los necesarios para obtener el subconjunto de características. Para cada evaluación de
subconjunto, el predictor crea un nuevo modelo, es decir, el predictor se entrena para
cada subconjunto y se prueba para obtener la precisión del clasificador. Si el número de
muestras es grande, la mayor parte de la ejecución del algoritmo se gasta en el entrena-
miento del predictor. En algunos algoritmos, como la selección de características usan-
do GA, el mismo subconjunto de características puede evaluarse varias veces, ya que
las precisiones del clasificador para los subconjuntos evaluados no se almacenan para
su recuperación futura. Otro inconveniente de utilizar el rendimiento del clasificador
como función objetivo es que los clasificadores son propensos a sobre entrenamiento
Kohavi 1997. El sobre entrenamiento se produce si el modelo de clasificador aprende
demasiado bien los datos y proporciona una capacidad de generalización deficiente. El
clasificador puede introducir sesgo y aumenta el error de clasificación.
El uso de la precisión de la clasificación en la selección de subconjuntos puede re-
sultar en un subconjunto de características incorrectas con alta precisión pero una ge-
neralización deficiente. Para evitar esto, se puede utilizar un conjunto de pruebas de
reserva para guiar la precisión de la predicción de la búsqueda Kohavi 1997.
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En este Capítulo se muestran la metodología llevada a cabo en los experimentos.
En los experimentos llevados a cabo se trabajaron con diferentes técnicas selección de
características. la Figura 1.8 muestra la metodología seguida en el desarrollo de los
experimentos llevados a cabo en esta tesis. Primero, se seleccionan algunos conjuntos
de datos con diferentes dimensionalidades y tamaños, se normalizan los conjuntos de
datos, se aplican algunas técnicas de selección de características con los parámetros







FIGURA 1.8: Pasos más usuales en métodos de selección de características
por filtrado
1.9. Conjuntos de datos
Para validar de manera justa el rendimiento de los diferentes métodos de selección
de características, se utilizaron 17 conjuntos de datos de referencia en experimentos de
simulación. Estos conjuntos de datos están disponibles en el repositorio de aprendizaje
automático de la UCI (Blake et al 1998), y la mayoría de ellos se utilizan con frecuencia
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en publicaciones. La Tabla 1.3 muestra los conjuntos de datos con los que se realizaron
los experimentos, así como el tamaño de cada conjunto de datos, sus atributos y numero
de clases.
La documentación completa de la información original se puede obtener en el sitio
web de la UCI. Es importante tener en cuenta que estos conjuntos de datos tienen clases
nominales y difieren mucho en el tamaño de la muestra y en el número de característi-
cas (de 4 a 785).
CUADRO 1.3: Conjuntos de datos utilizados en los experimentos
Conjunto Tamaño Atributos Clases
Anneal 898 39 6
Audiology 226 70 24
Autos 202 26 7
Balance 625 5 3
Breast Cancer 286 10 2
Car 1210 7 4
Colic 368 23 2
Convex 8000 785 2
Pima Diabetes 768 9 2
German 700 21 2
Glass 214 10 7
Hay 373 10 4
Hepatitis 155 20 2
Hypothyroid 3772 30 4
Ionosphere 351 35 2
Iris 150 4 3
Kr-vs-Kp 3196 37 2
Labor 57 17 2
Letter 20000 17 26
Lymphography 148 19 4
1.10. Normalización de datos
En reconocimiento de patrones, la normalización puede ser realizada por diferen-
tes razones. En los casos más simples, la normalización de las calificaciones significa
ajustar los valores medidos en diferentes escalas a una escala teóricamente común, a
menudo antes de promediar. En casos más complicados, la normalización puede refe-
rirse a ajustes más sofisticados donde la intención es alinear todas las distribuciones de
probabilidad de los valores ajustados.
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La normalización se refiere a la creación de versiones de estadísticas modificadas,
donde la intención es que estos valores normalizados permitan la comparación de va-
lores normalizados correspondientes para diferentes conjuntos de datos de una manera
que elimine los efectos de ciertas influencias generales.
En los experimentos llevados a cabo, cada conjunto de datos utilizado fue normali-
zado dentro de un determinado rango de valores para que los atributos sean compara-
bles en algún sentido. Debido a que los parámetros calculados se encuentran en rangos
distintos, es necesario realizar una transformación de los datos. Para ello se implemen-
tó la normalización puntuación estándar, si la media de la población y la desviación





donde µ es la media de la población y σ es la desviación estándar de la población
El valor absoluto de z representa la distancia entre la puntuación bruta y la media
poblacional en unidades de la desviación estándar. z es negativo cuando el puntaje
bruto está por debajo de la media, positivo cuando está arriba de la media.
Calcular z usando esta fórmula requiere la media de la población y la desviación
estándar de la población, no la media de la muestra o la desviación de la muestra.
Pero conocer la media real y la desviación estándar de una población a menudo no es
realista, excepto en casos como las pruebas estandarizadas, donde se mide a toda la
población.
Cuando se desconoce la media de la población y la desviación estándar de la pobla-
ción, la puntuación estándar se puede calcular utilizando la media de la muestra y la
desviación estándar de la muestra como estimaciones de los valores de la población.





donde x̄ es la media de la muestra y S es la desviación estándar de la muestra.
Hay dos ventajas principales de tener un conjunto de datos normalizado:
1. Mayor consistencia. La información se almacena en un solo lugar y en un solo
lugar, lo que reduce la posibilidad de datos inconsistentes.
2. Mapeo de objeto a datos más fácil. Los conjuntos de datos normalizados en ge-
neral están más cercanos conceptualmente a los conjuntos orientados a objetos
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porque estos promueven una alta cohesión y un acoplamiento flexible entre cla-
ses dando como resultado soluciones similares.
La principal desventaja de la normalización es un rendimiento más lento.
1.11. Selección de características
La selección de características no sólo implica la reducción de dimensionalidad, sino
también la elección de atributos en función de su utilidad para el análisis. A fin de
simplificar el proceso de selección de características es recomendable ordenar el espacio
de características con base en su capacidad para describir el objeto, de este modo una
vez ordenado se debe determinar cuántas de estas características serán consideradas
en el proceso de clasificación.
El algoritmo general del método utilizado en los experimentos realizados se mues-
tra a continuación:
Require: S- Datos con características X, |X| = n
J- Medida de evaluación a ser optimizada
GS- Operador
Ensure: Solución- Subconjunto de características c L := puntoinicial(X)
Solución:= Mejor L de acuerdo a J
repeat
1: L := Estrategia de busqueda (L,GS(J), X);
2: X ′ := Mejor L de acuerdo a J
3: if J(X ′) ≥ J(Solucion) or (J(X ′) = J(Solucion)and|X ′| < |Solucion|) then
Solucion := X ′;
Stop(J,L)
Algoritmo 1: Algoritmo general de selección de características)
1.11.1. Técnica de filtrado
Existen enormes esfuerzos de investigación en el desarrollo de medidas de desem-
peño indirectas, basadas principalmente en las cuatro medidas de evaluación (infor-
mación, distancia, dependencia y consistencia), para seleccionar las características. Este
modelo se llama el modelo de filtro. El nombre "filtro"procede de filtrar las característi-
cas no deseadas antes de aprender. Se utilizan heurísticas basadas en las características
generales de los datos para evaluar la bondad de los subconjuntos de características.
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Las razones que influyen en el uso de los filtros son aquellas relacionadas con la
eliminación de ruido, la simplificación de datos y el aumento del rendimiento. Los mé-
todos de filtrado pueden manejar datos de alta dimensión y proporcionan subconjun-
tos generales de características que pueden ser útiles para cualquier tipo de proceso de
aprendizaje;
Un modelo de filtro consta de dos etapas
1. Una primera etapa que utiliza medidas como información, distancia, dependen-
cia o consistencia, con independencia del algoritmo de aprendizaje;
2. Una segunda etapa de aprendizaje y prueba, el algoritmo aprende de los datos de
entrenamiento con el mejor subconjunto de funciones obtenido y probado sobre
los datos de prueba.
El modelo de filtro tiene varias propiedades:
1. Medir la incertidumbre, las distancias, la dependencia o la consistencia suele ser
más barato que medir la precisión de un proceso de aprendizaje. Por lo tanto, los
métodos de filtro son generalmente más rápidos.
2. no se basa en un sesgo de aprendizaje en particular, de tal manera que las carac-
terísticas seleccionadas se pueden usar para aprender diferentes modelos.
3. puede manejar datos de mayor tamaño, debido a la simplicidad y la baja comple-
jidad de las medidas de evaluación.
En los experimentos realizados se utilizó correlación como método de filtraje.
1.11.2. Técnica envolvente
La forma más simple de selección de características consiste en utilizar un clasifi-
cador como método evaluador para decidir la inserción o eliminación de una determi-
nada característica en el subconjunto, utilizando cualquier métrica para el desempeño
predictivo. El objetivo es sencillo; para lograr la mayor precisión predictiva posible se
seleccionan las características que logran esto para un algoritmo de aprendizaje fijo.
Este modelo es el llamado modelo de envoltura.
En los experimentos llevados a cabo se seleccionó un algoritmo de búsqueda hacia
adelante comenzando con un conjunto vacío.
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1.11.3. Técnica envolvente basada en algoritmo genético
El algoritmo genético (GA) se puede usar para encontrar el subconjunto de caracte-
rísticas en donde los bits del cromosoma representan si la característica está incluida o
no. Se puede encontrar el máximo global para la función objetivo que proporciona el
mejor subconjunto subóptimo. Aquí nuevamente la función objetivo es el desempeño
del predictor.
En los experimentos llevados a cabo se utilizó un algoritmo genético básico con las
siguientes características:
1. Los mejores N individuos se eligen del grupo de padres y descendientes, es decir,
una mejor descendencia reemplaza a los padres menos aptos.
2. Se utiliza un operador de cruza media uniforme altamente disruptivo (HUX) que
cruza exactamente la mitad de los alelos no coincidentes, en donde los bits a cru-
zar se seleccionan al azar.
3. Durante el paso de reproducción, cada miembro de la población principal se se-
lecciona al azar sin reemplazo y se empareja para el apareamiento. No se cruzan
todas las parejas, pero antes de aparearse, se calcula la distancia de Hamming
entre los padres y, si la mitad de esta distancia no supera un umbral d, no están
acopladas. El umbral generalmente se inicializa a L = 4, donde L es la longitud del
cromosoma. Si no se obtiene descendencia en la generación, el umbral se reduce
en uno. Debido a estos criterios de apareamiento de apareamiento de solo padres
diversos, la población converge a medida que el umbral disminuye.
4. Si no se genera descendencia y el umbral se reduce a cero, se introduce una muta-
ción cataclísmica para crear una nueva población. La mejor persona en la pobla-
ción padre actual se toma como la plantilla para crear la nueva población. El resto
N- 1 individuos se obtienen cambiando aleatoriamente un porcentaje (35-40 %) de
bits de la plantilla. La mutación regular después del paso de cruce se omite cada
vez y la mutación mencionada se realiza si es necesario.
39
Resultados experimentales
En esta sección se realiza un análisis de la influencia de los parámetros en el fun-
cionamiento de cada uno de los métodos utilizados en nuestro proyecto, así como una
comparativa global de los resultados obtenidos en cada uno de los métodos para dife-
rentes galerías de prueba.
Antes de comenzar con el análisis de datos, conviene establecer una forma de com-
parar los resultados que se obtengan de la ejecución de los métodos. Supongamos que
se realiza la consulta de una imagen sobre una base de datos, produciéndose varias
imágenes como resultado. En una aplicación de esta clase, hay dos tipos de errores que
nos interesa diferenciar:
1. Falsos positivos. Se trata de resultados que han sido devueltos incorrectamente,
esto es, que se han reconocido como pertenecientes a la categoría consultada pero
que no lo son.
2. Falsos negativos. Son imágenes que no son reconocidas como pertenecientes a la
categoría consultada, o lo son con un bajo nivel de aceptación, cuando en realidad
deberán ser aceptadas.
Para representar la variación de estos radios para diferentes ajustes de las técnicas
de comparación, usaremos una métrica de comparación que se denomina área bajo la
curva AUC-ROC (Receiver Operating Characteristic) que representan la tasa de falsos
positivos frente a la tasa de falsos negativos. En estas curvas, se ha de maximizar el área
que cada curva deja por encima, minimizando así el error global cometido. También es
interesante conocer en qué punto la curva intersecciona con la recta f(x) = x. Esta
intersección significa que, para ese ajuste de parámetros concreto, el número de falsos
positivos y negativos se iguala, lo que puede ser interesante. Se utilizará como medida
de bondad alternativa el área sobre la curva ROC.
40 Resultados experimentales
1.12. Reducción de dimensionalidad
La tabla 1.4 muestra los resultados en la disminución de la dimensionalidad de cada
unos de los conjuntos de datos al utilizar las diferentes técnicas de selección de caracte-
rísticas. La primera y segunda columna en la Tabla describen el conjunto de datos y la
dimensión original del conjunto de datos. La tercera columna nos da la dimensionali-
dad del conjunto de datos al utilizar un algoritmo genético para seleccionar caracterís-
ticas.
CUADRO 1.4: Conjuntos de datos utilizados en los experimentos
Conjunto Atributos GA Filtro Envolvente
Anneal 39 15 19 5
Audiology 70 34 7 5
Autos 26 8 6 3
Balance 5 3 3 4
Breast Cancer 10 6 6 3
Car 7 6 3 3
Colic 23 10 4 4
Convex 785 35 8 4
Pima Diabetes 9 5 4 5
German 21 7 4 12
Glass 10 9 6 5
Hay 10 7 7 3
Hepatitis 20 10 11 11
Hypothyroid 30 7 3 3
Ionosphere 35 14 15 4
Iris 4 3 3 3
Kr-vs-Kp 37 10 3 4
Labor 17 8 5 3
Letter 17 12 10 4
Lymphography 19 11 11 3
1.13. Tiempo de entrenamiento
En esta Sección se muestran los resultados de tiempos de entrenamiento obtenidos
en los conjuntos de datos utilizados. La Tabla 1.5 muestra los resultados en tiempo de
entrenamiento. Las columnas de la Tabla muestran los tiempos de entrenamiento obte-
nidos utilizando Árboles de decisión (Tiempo-DT), Redes Bayesianas (Tiempo-Bayes),
redes neuronales (Tiempo-NN) y Support Vector Machines (Tiempo-SMO) utilizando el
algoritmo de Optimización Mínima Secuencial (SMO). En la Tabla se muestran los re-
sultados utilizados con varios conjuntos de datos: El conjunto de datos entero (Com),
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el conjunto de datos al utilizar la selección de características basada en filtro (Fil), Selec-
ción de características utilizando técnicas de envoltura (Env) y utilizando un algoritmo
genético para selección de características (GA).
CUADRO 1.5: Tiempos de entrenamiento sobre los distintos conjuntos de
datos
Conjunto de datos Tiempo-DT Tiempo-Bayes Tiempo-NN Tiempo-SMO
Com Fil Envo GA Com Fil Env GA Com Fil Env GA Com Fil Env GA
Anneal 0.02 0.02 0.01 0.06 0.14 0.02 0.01 0.03 39.33 16.25 0.39 10.39 1.34 0.45 0.27 0.58
Audiology 0.03 0.01 0.02 0.07 0.05 0.01 0.01 0.04 14.36 2.88 2.44 20.92 1.64 1.41 3.77 1.73
Autos 0.03 0.05 0.01 0.01 0.05 0.01 0.01 0.05 8.87 0.46 0.34 0.89 0.22 0.24 0.11 0.08
Balance 0.01 0.01 0.01 0.01 0.01 0.01 0.01 0.01 0.75 0.41 0.73 0.56 0.49 0.45 1.6 0.47
Breast Cancer 0.01 0.02 0.01 0.01 0.02 0.02 0.01 0.03 4.71 1.74 0.2 2.59 0.09 0.03 0.07 0.12
Car 0.01 0.01 0.01 0.01 0.01 0.01 0.01 0.01 6.48 2.82 1.42 5.71 1.13 0.55 0.5 1.1
Colic 0.02 0.01 0.01 0.01 0.04 0.02 0.01 0.03 9.76 0.19 0.56 1.79 0.19 0.16 0.04 0.09
Convex 84.09 0.22 0.03 1.56 4.48 0.06 0.03 0.21 8367.38 6330.92 3401.41 937.33 5812.77 3880.13 187.57 30.51
Pima Diabetes 0.02 0.11 0.03 0.03 0.03 0.02 0.01 0.01 0.83 0.45 0.51 0.66 0.82 0.8 0.43 0.02
German 0.03 0.01 0.03 0.01 0.02 0.02 0.02 0.02 23.64 0.45 4.97 2.91 0.38 0.27 0.39 0.48
Glass 0.01 0.01 0.01 0.01 0.02 0.02 0.01 0.02 0.63 0.66 0.41 0.52 0.09 0.86 0.31 0.14
Hay 0.04 0.03 0.01 0.03 0.03 0.02 0.01 0.02 0.73 0.58 0.33 0.58 29 35.79 0.16 0.19
Hepatitis 0.01 0.01 0.05 0.01 0.03 0.04 0.03 0.11 0.59 0.34 0.28 0.26 0.03 0.46 0.02 0.01
Hypothyroid 0.09 0.03 0.02 0.06 0.04 0.04 0.08 0.03 44.51 3.26 2.75 5.87 3.25 1.7 1.87 35.46
Ionosphere 0.07 0.05 0.01 0.02 0.05 0.04 0.01 0.01 3.13 0.8 0.18 0.72 32.99 0.01 0.01 17.71
Iris 0.01 0.01 0.01 0.01 0.01 0.01 0.01 0.01 0.2 0.12 0.11 0.12 0.02 0.02 0.01 0.04
Kr-vs-Kp 0.05 0.01 0.01 0.01 0.04 0.01 0.01 0.01 42.06 1.32 1.65 5.12 2 0.02 0.12 27.42
Labor 0.01 0.01 0.01 0.01 0.03 0.02 0.03 0.01 0.35 0.06 0.03 0.16 0.02 0.01 0.04 0.01
Letter 3.22 3.87 0.07 4.23 0.54 0.36 0.05 0.42 423.64 396.91 157.14 469.23 14.82 5.28 2.25 7.77
Lymphography 0.01 0.01 0.01 0.01 0.01 0.01 0.03 0.02 1.92 0.73 0.12 0.69 0.26 0.03 0.02 0.06
En los resultados se observa que la reducción de dimensionalidad no tiene impor-
tancia en términos de tiempo cuando los conjuntos de datos son pequeños. En conjun-
tos de datos grandes, la selección de características y reducción de la dimensionalidad
puede ayudar a reducir los tiempos de entrenamiento y en algunos casos mejorar la
precisión de clasificación. Sin embargo, en los conjuntos de datos utilizados no es posi-
ble apreciar una ventaja significativa. Esto puede deberse a dos factores:
1. Los conjuntos de datos son muy pequeños y no es notable o significativa la dife-
rencia en los tiempos de entrenamiento con los diferentes conjuntos.
2. Los conjuntos de datos utilizados probablemente ya han sido sometidos a una
selección de características preliminar. Debido a que son conjuntos de datos clave
para la clasificación y no específicamente para extracción de características.
1.14. Métricas de desempeño
En esta Sección se muestran los resultados de desempeño obtenidos en los conjun-
tos de datos utilizados. Las Tablas 1.6, 1.7 y 1.8 muestran los resultados obtenidos en
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Precisión, F-Measure y AUC-ROC respectivamente. En las columnas de las Tablas se
muestran los resultados obtenidos utilizando Árboles de decisión (Tiempo-DT), Redes
Bayesianas (Tiempo-Bayes), redes neuronales (Tiempo-NN) y Support Vector Machines
(Tiempo-SMO) utilizando el algoritmo de Optimización Mínima Secuencial (SMO). En
las Tablas se muestran los resultados utilizados con varios conjuntos de datos: El con-
junto de datos entero (Com), el conjunto de datos al utilizar la selección de caracterís-
ticas basada en filtro (Fil), Selección de características utilizando técnicas de envoltura
(Env) y utilizando un algoritmo genético para selección de características (GA).
CUADRO 1.6: Desempeños obtenidos utilizando la métrica Accuracy
Accuracy
Conjunto de datos Decisión trees Bayesian net NN SMO
Com Fil Env GA Com Fil Env GA Com Fil Env GA Com Fil Env GA
Anneal 98.44 97.88 76.16 98.21 96.21 96.32 75.87 97.55 98.99 97.77 75.72 98.88 99.10 99.33 76.39 99.10
Audiology 77.87 69.46 25.22 76.10 76.10 67.69 25.22 74.33 81.41 69.02 25.22 77.87 83.18 69.02 25.22 77.91
Autos 81.95 76.58 34.14 77.56 68.29 69.26 34.14 69.75 80 68.39 33.17 73.65 83.19 67.80 34.14 81.67
Balance 76.64 63.52 62.24 73.28 72.32 63.52 62.24 74.72 90.72 62.56 61.12 77.28 95.85 63.52 63.52 77.6
Breast Cancer 75.52 73.07 70.27 73.07 72.028 73.42 70.27 73.42 76.68 71.67 70.27 71.67 77.79 74.41 70.27 75.87
Car 89.58 76.36 69.66 89.58 84.54 75.86 69.66 84.12 96.03 76.36 69.66 96.03 98.76 76.61 69.66 98.76
Colic 85.32 81.52 71.46 85.32 81.25 81.52 71.46 83.42 80.43 81.52 71.46 79.89 85.05 81.52 71.46 84.51
Convex 63.56 53.7 49.67 61.6 50.13 50.13 50.13 50.13 79.27 50.13 49.96 72.38 80.12 53.65 52.19 79.52
Pima Diabetes 73.82 74.6 73.82 74.86 74.34 74.21 73.56 75.52 75.18 76.43 75.13 75.52 75.39 76.43 75.49 76.82
German 75.14 71.14 69.57 76.57 75.42 70 71.28 75.28 74.71 70.14 65.85 73.57 75.85 70 72.42 76
Glass 66.82 65.88 66.82 68.69 70.56 68.22 65.42 70.56 67.75 68.22 68.22 65.88 71.03 71.02 55.14 70.73
Hay 67.87 64.07 51.74 64.07 61.66 61.12 50.40 61.12 59.78 64.87 45.30 64.87 68.56 64.94 50.40 68.08
Hepatitis 83.87 81.29 81.93 82.58 83.22 85.80 83.87 86.45 80 83.22 81.93 82.58 85.16 85.51 84.51 84.51
Hypothyroid 99.57 96.63 96.63 97.48 98.59 96.60 96.60 97.69 92.55 93.08 93.08 96.28 99.6 92.28 92.28 94.93
Ionosphere 91.453 90.59 74.92 90.59 89.45 90.59 74.92 90.02 91.16 93.44 74.92 90.88 92.03 87.74 74.92 92.12
Iris 96 96 71.33 96 92.66 94.66 63.33 94.66 97.33 95.33 74 95.33 97.82 96 78.66 97.82
Kr-vs-Kp 99.43 66.05 90.42 94.14 87.92 66.05 90.42 89.48 99.34 64.64 90.42 94.33 99.81 66.05 90.42 94.14
Labor 73.68 80.70 78.94 77.193 87.71 89.47 75.43 88.21 85.96 89.47 78.94 85.96 96.49 88.36 78.94 95.13
Letter 87.98 87.35 56.39 88.36 74.36 73.145 56.39 74.67 82.09 75.89 56.39 78.08 88.05 75.31 56.39 87.58
Lymphography 77.02 77.02 56.75 74.32 85.81 82.10 56.75 81.75 84.45 81.75 55.40 81.08 86.48 85.81 56.75 83.10
Los resultados obtenidos muestran que aún cuando los tiempos de entrenamiento
obtenidos con redes Bayesianas y Árboles de decisión son muy buenos, los desempe-
ños de estos algoritmos no son competitivos en comparación con los obtenidos con las
redes neuronales o SVM. En cuanto a los resultados obtenidos con la métrica Accuracy,
es importante puntualizar que los resultados obtenidos con esta métrica son importan-
tes cuando los conjuntos de datos son balanceados, sin embargo no nos dan ninguna
medida de la sensitividad y especificidad del clasificador.
La Tabla 1.7 muestra los resultados obtenidos con F-measure, que es otra métrica de
desempeño utilizada en aprendizaje máquina. Cuando construye un modelo para un
problema de clasificación, casi siempre se obtiene la precisión de ese modelo como el
número de predicciones correctas de todas las predicciones realizadas. Esta precisión
se podría interpretar como la exactitud de la clasificación.
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CUADRO 1.7: Desempeños obtenidos utilizando la métrica F-measure
F-Measure
Conjunto de datos Decisión trees Bayesian net NN SMO
Com Fil Env GA Com Fil Env GA Com Fil Env GA Com Fil Env GA
Anneal 0.984 0.979 0.659 0.982 0.964 0.965 0.663 0.975 0.99 0.975 0.663 0.989 0.991 0.993 0.663 0.991
Audiology 0.754 0.652 0.102 0.737 0.719 0.641 0.102 0.713 0.794 0.654 0.102 0.754 0.805 0.663 0.102 0.763
Autos 0.822 0.766 0.189 0.777 0.684 0.691 0.189 0.692 0.801 0.668 0.22 0.735 0.835 0.672 0.24 0.817
Balance 0.749 0.606 0.703 0.595 0.694 0.606 0.717 0.595 0.911 0.599 0.741 0.586 0.961 0.606 0.744 0.953
Breast Cancer 0.713 0.685 0.58 0.685 0.711 0.727 0.58 0.727 0.647 0.705 0.58 0.705 0.718 0.65 0.58 0.721
Car 0.894 0.75 0.572 0.894 0.839 0.741 0.572 0.839 0.961 0.749 0.572 0.961 0.988 0.754 0.572 0.988
Colic 0.85 0.817 0.67 0.85 0.813 0.817 0.67 0.833 0.805 0.817 0.67 0.799 0.848 0.817 0.67 0.842
Convex 0.633 0.505 0.335 0.453 0.335 0.335 0.335 0.335 0.785 0.342 0.412 0.65 0.80 0.505 0.518 0.790
Pima Diabetes 0.736 0.742 0.731 0.743 0.742 0.738 0.729 0.75 0.751 0.762 0.739 0.753 0.768 0.752 0.768 0.757
German 0.746 0.591 0.659 0.762 0.744 0.605 0.678 0.739 0.744 0.635 0.649 0.73 0.748 0.605 0.657 0.749
Glass 0.668 0.636 0.649 0.687 0.686 0.655 0.624 0.686 0.659 0.655 0.652 0.64 0.692 0.701 0.502 0.672
Hay 0.676 0.638 0.495 0.638 0.613 0.61 0.48 0.61 0.596 0.646 0.399 0.646 0.682 0.630 0.426 0.680
Hepatitis 0.825 0.797 0.79 0.808 0.837 0.862 0.843 0.867 0.803 0.79 0.815 0.818 0.849 0.843 0.831 0.834
Hypothyroid 0.995 0.969 0.969 0.975 0.986 0.968 0.968 0.978 0.926 0.907 0.907 0.961 0.997 0.886 0.886 0.941
Ionosphere 0.913 0.905 0.703 0.905 0.894 0.905 0.703 0.899 0.909 0.933 0.703 0.908 0.922 0.873 0.703 0.927
Iris 0.96 0.96 0.708 0.96 0.927 0.947 0.615 0.947 0.973 0.953 0.737 0.953 0.976 0.96 0.78 0.976
Kr-vs-Kp 0.994 0.66 0.904 0.941 0.879 0.660 0.904 0.894 0.993 0.646 0.904 0.943 0.998 0.660 0.904 0.941
Labor 0.736 0.807 0.789 0.771 0.877 0.894 0.754 0.882 0.859 0.894 0.789 0.859 0.964 0.883 0.789 0.951
Letter 0.879 0.873 0.563 0.883 0.743 0.731 0.563 0.746 0.820 0.758 0.563 0.780 0.880 0.753 0.563 0.875
Lymphography 0.770 0.770 0.567 0.743 0.858 0.821 0.567 0.817 0.844 0.817 0.554 0.810 0.864 0.858 0.567 0.831
Sin embargo, la precisión de la clasificación por sí sola no suele ser suficiente infor-
mación para tomar esta decisión. Para ello es necesario, además de evaluar la solidez
del modelo mediante el uso de validación cruzada sobre datos no vistos utilizar otras
métricas de desempeño. Una de esas métricas es F-measure.
La métrica F-measure, tambien conocida como F-score se utiliza para medir la preci-
sión de una prueba y equilibra el uso de la precisión y recall para hacerlo. La métrica
F-measure puede proporcionar una medida más realista del rendimiento de una prueba
utilizando tanto la precisión como recall.
Los resultados de la Tabla 1.7 muestran que los resultados obtenidos con el algo-
ritmo genético superan a los resultados obtenidos con la técnica de filtrado. Esto nos
permite argumentar que el algoritmo genético afecta menos el equilibrio del clasifica-
dor.
Por otro lado, el área bajo la curva muestra el rendimiento de un modelo de clasifi-
cación en todos los umbrales de clasificación. La curva ROC se desarrolló para medir la
eficacia en la detección de objetos enemigos en campos de batalla mediante pantallas de
radar. El análisis ROC se aplicó posteriormente en diferentes campos de investigación
como medicina, radiología, psicología y otras áreas durante varias décadas y recien-
temente ha encontrado aplicación en áreas como aprendizaje automático y minería de
datos. El área bajo la curva es definida por dos parámetros: Tasa de verdaderos posi-
tivos (TPR) y Tasa de falsos positivos (FPR). Una curva ROC representa TPR frente a
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CUADRO 1.8: Desempeños obtenidos utilizando la métrica AUC-ROC
ROC Area
Conjunto de datos Decisión trees Bayesian net NN SMO
Com Fil Env GA Com Fil Env GA Com Fil Env GA Com Fil Env GA
Anneal 0.995 0.991 0.497 0.994 0.992 0.992 0.497 0.988 0.99 0.992 0.497 0.985 0.99 0.995 0.505 0.991
Audiology 0.927 0.907 0.418 0.919 0.956 0.944 0.423 0.959 0.942 0.913 0.443 0.961 0.978 0.919 0.447 0.973
Autos 0.922 0.917 0.473 0.912 0.899 0.909 0.473 0.907 0.929 0.817 0.485 0.881 0.941 0.832 0.519 0.927
Balance 0.811 0.630 0.775 0.618 0.886 0.63 0.815 0.622 0.977 0.692 0.877 0.692 0.987 0.662 0.792 0.981
Breast Cancer 0.584 0.607 0.483 0.607 0.698 0.700 0.507 0.7 0.623 0.619 0.491 0.619 0.655 0.564 0.500 0.625
Car 0.972 0.896 0.495 0.972 0.969 0.894 0.595 0.969 0.984 0.899 0.606 0.984 0.999 0.849 0.606 0.999
Colic 0.81 0.78 0.678 0.815 0.843 0.781 0.673 0.865 0.857 0.825 0.692 0.85 0.827 0.814 0.628 0.819
Convex 0.636 0.512 0.5 0.61 0.5 0.5 0.5 0.5 0.790 0.52 0.61 0.72 0.801 0.532 0.545 0.802
Pima Diabetes 0.751 0.745 0.721 0.791 0.806 0.800 0.771 0.802 0.793 0.806 0.801 0.809 0.802 0.781 0.800 0.799
German 0.712 0.494 0.606 0.75 0.774 0.696 0.675 0.773 0.734 0.711 0.614 0.726 0.671 0.504 0.55 0.671
Glass 0.807 0.786 0.793 0.815 0.876 0.835 0.805 0.876 0.847 0.818 0.828 0.833 0.882 0.854 0.742 0.878
Hay 0.809 0.786 0.697 0.786 0.833 0.831 0.703 0.831 0.794 0.823 0.684 0.823 0.819 0.774 0.681 0.806
Hepatitis 0.708 0.69 0.568 0.628 0.882 0.875 0.865 0.874 0.823 0.568 0.795 0.826 0.756 0.863 0.694 0.706
Hypothyroid 0.993 0.982 0.982 0.987 0.997 0.982 0.982 0.994 0.873 0.827 0.827 0.979 0.996 0.5 0.5 0.745
Ionosphere 0.892 0.89 0.614 0.894 0.948 0.964 0.614 0.954 0.915 0.955 0.632 0.928 0.902 0.84 0.691 0.915
Iris 0.968 0.968 0.803 0.968 0.98 0.982 0.775 0.982 0.998 0.995 0.849 0.995 0.998 0.968 0.914 0.998
Kr-vs-Kp 0.999 0.666 0.931 0.965 0.952 0.666 0.951 0.933 0.999 0.676 0.938 0.981 0.999 0.676 0.901 0.998
Labor 0.695 0.78 0.684 0.735 0.974 0.883 0.7 0.941 0.923 0.961 0.786 0.95 0.973 0.832 0.769 0.963
Letter 0.954 0.956 0.747 0.957 0.979 0.978 0.747 0.980 0.954 0.930 0.747 0.938 0.98 0.965 0.747 0.972
Lymphography 0.785 0.778 0.516 0.775 0.916 0.912 0.509 0.922 0.92 0.915 0.525 0.912 0.869 0.869 0.523 0.846
FPR en diferentes umbrales de clasificación. Reducir el umbral de clasificación clasifica
más elementos como positivos, por lo que aumentarán tanto los falsos positivos como
los verdaderos positivos.
La Tabla 1.8 muestra los resultados obtenidos con la métrica AUC-ROC. La Tabla
muestra una vez más que los resultados menos afectados al reducir la dimensionalidad
de los conjuntos son aquellos donde se ha utilizado el algoritmo genético para seleccio-
nar características, esto en comparación con el conjunto de datos completo. Aunque es
importante aclarar que en algunos casos el método de filtrado presenta mejores resul-
tados que el algoritmo genético. Es importante mencionar que la técnica de envolvente
es la que peores resultados presenta en todos los conjuntos de datos.
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Conclusiones
En esta tesis se han realizado diferentes pruebas con diferentes algoritmos en el es-
tado del arte para la selección de características. En los experimentos llevados a cabo
se realizaron pruebas con diferentes técnicas de selección (Filtrado, Envolvente y algo-
ritmo genético) de características y técnicas de clasificación (árboles de decisión, redes
Bayesianas, redes neuronales y SVM), aunado a ello los resultados se compararon con
tres métricas de desempeño diferentes y se peresentan los resultados. En el Capítulo 4
es mostrada la metodología llevada a cabo para la selección de características.
De los resultados obtenidos y mostrados en el Capítulo anterior, se puede argumen-
tar que los métodos de selección de características envolvente son la técnica que más
afecta al desempeño de los clasificadores. Por otro lado, la técnica que menos afecta al
desempeño del clasificador es el algoritmo genético. Sin embargo, durante los experi-
mentos realizados se pudo observar que es necesario realizar más pruebas utilizando
conjuntos de datos sin procesar. Esto podría darnos una mejor idea del comportamiento
de las técnicas de selección de características.
Sobre el tiempo de entrenamiento, en las Tablas se puede apreciar que el uso de
técnicas de selección de características reduce significativamente el tiempo de entrena-
miento, sobre todo es más palpable cuando se utilizan redes neuronales y SVM.
Por otro lado, es muy importante recalcar que la reducción de características que se
obtuvo no es tan importante en algunos casos. Esto podría deberse a que la mayoría de
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