We study robust estimation in the general normal regression model with random carriers permitting small departures from the model. The framework is that of Bickel (1981). We obtain solutions of Huber (1982), Krasker-Hampel (1980) and Krasker-Welsch (1982) 
Introduction
Our aim in this paper is to compare and contrast robust regression estimates proposed by Huber (1973 Huber ( , 1982 , Hampel (1978) , Krasker (1978) and Krasker and Welsch (1982) as well as to derive and motivate other estimates using infinitesimal neighbourhood models as in Rieder (1978) , Bickel (1981) for instance. Some of the results are stated in the discussion to Huber (1982) while others were presented at the 1979
Regression Special Topics Meeting in Boulder.
We consider a "stochastic" regression model. We observe (x.,yi), i =l,...,n independent with common distribution P where the x; are 1 xp, yi scalar. We think of these observations as being obtained by contamination or some other stochastic perturbation from ideal but unobservable (x,yi*) which follow an ordinary Gaussian regression, y.= xeoT +ui . =,., i i~~1
where the u'* are independent N(O, 2) Our aim is to estimate e using the (x.,y.). For this formulation to make sense we must either:
(a) Specify P so that e is identifiable. For instance let Xj = X1. and = T +U where the u; are independent of x; with common distribution symmetric about 0. This is the usual generalization of the linear model discussed eg. in Huber (1973) . For less drastic alternatives see Sacks and Ylvisaker (1978) . This has the disadvantage of implicitly assuming that contamination conforms to the linear structure of the original model.
(b) Suppose that P is so close to the distribution P0 of (x,4y) that biases necessarily imposed by the lack of identifiability of 0 are of the same order of magnitude as the standard deviations of good estimates. That is we assume P is in "an order neighbourhood" vX about P0. By suitably choosing the metric defining the neighbourhood
we can make precise our ideas about what departures we want to ouard against as well as gauge the best that we can do against such departures in terms of classical decision theoretic measures such as M.S.E. For a general discussion of this point of view see Bickel (1981) hereinafter [B] .
This is the approach we take in this paper.
We apply this point of view to several types of neighbourhoods below and derive the optimal solutions. For regression through the origin we recapture the by now classical estimate of Hampel as well as Huber's (1982) 
where M(.Jx) is an arbitrary probability distribution. The contamination neighbourhoods F co(t), FaCo(t) are completely specified by:
That is, for both neighbourhoods the type of contamination of y for each x can be arbitrary. But under Fco the conditional probability of contamination for each x is at most tn 1/2 while under Faco only the marginal (or "average") probability of contamination is restricted.
These are the types of departures considered by Huber (1982) , section 5.
Closely related are the metric neighbourhoods,
where d is a metric on the space of probability distributions on R.
Of particular interest are the variational and Kolmogorov metrics given It will be shown in Theorem 3.1 that for F which are of interest to us only ip which are Huber functions for each fixed x need be considered. That is, we can write p in the form:
for given functions a; c > 0 .satisfying (1.3) and h(u,c) = max (-c,min(c,u) ).
For such p condition (1.2) is always satisfied and (1.3) becomes
The two basic solution families of p which we denote 'k9 {ikl will be defined by corresponding {ak ck}, {ak,ck} as follows:
We add two limiting cases
These are just the influence functions of the Hampel-Krasker-Welsch family of estimates. The extremalT cases (2.5), (2.6) correspond to least squares, Tn = Ixiyi/lx2 and Tn = median. -respectively.
For 0 < t < 2¢(0) let 0 < q(t) < be the unique solution of
The limiting cases are: (2) It may be shown that SO > p/24(O) JxIGo(dx).
(ii) A generalization of Huber's approach:
For Fco it seems difficult to evaluate supFlbl(41,F) exactly. (2) Preliminary calculations along the lines of Maronna (1976) and Maronna-Yohai (1981) 
while the Hampel Krasker solution minimizes
Of course, S < R but the optimal solutions are not related. PROOF. Again by standard arguments we can establish existence of a minimizing ipo which solves an equivalent Lagrangian problem T{,E 2(x,u)f-2uxQEPT(x,u)}4(du)Go(dx) = min! subject to lipETI < A. A direct minimization of E*T-2uxQE*T under the side condition yields (3.18) and (3.2) implies (3.19). Maronna, Bustos, and Yohai (1979) . Appendix PROOF OF (2.1l)-(2.19). For the errors in variables models these claims are proved in [B] . For the other neighbourhoods the arguments are similar. As an example here is the proof of (2.11).
Since G = G0, by (1.2), (A.1) b(',G3,H) = tfrfi(x,u)M(du|x)G0(dx) Since M is arbitrary (2.11) follows. As a second example we prove is the solution to (V'). Applying (A.5) with M = co we obtain (s(X),Q(X)) such that p(x,u,Q(X),s(X)) = 4 . Unicity of (Q,s) follows from the strict convexity of aO. 0
