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Introduction
Data hiding offers a method to embed secret messages into images. It is widely used in image authentication, fingerprinting, secret communication, ownership protection, etc. However, most of all data hiding algorithms make the image destroyed and cannot exactly restore the original image after the embedded messages are extracted. In recent years, a new data hiding technique, namely, reversible data hiding (RDH) has been proposed. RDH can both recover the original image and extract the embedded messages after embedding. Up to now, lots of reversible data hiding methods have been proposed, e.g., compression-based algorithms [1] , difference expansion (DE)-based algorithms [2] , histogram shifting (HS)-based algorithms [3] , prediction-error expansion (PEE)-based algorithms [4] , etc. Of these technologies, PEE is widely used due to its efficient capacity distortion trade off.
PEE was first introduced by Thodi and Rodriguez [5] . This method uses the displacement of each pixel to embed the data. After comparing DE and HS, PEE uses the prediction-error value histogram and improves the efficiency. Sachnev et al. [6] proposed to sort prediction-errors according to the local variance and then process them in the sorted order. Li et al. [7] proposed to adaptively embed two bits in a smooth pixel and one bit in a rough one, and thus obtained a better performance for high capacities. Apart from this case, 2D-PEH is made from PEE.
Although the two-dimensional PEH has better performance than the one-dimensional PEH, the efficiency of the two-dimensional PEH still has a lot to be improved. In this work, we propose a method based on the pairwise prediction-error expansion (pairwise PEE) [8] , called greedy pairing prediction-error expansion (GPPEE). First, the prediction-error values from each pixel are calculated and stored in an array. The GPPEE is used to turn the prediction-error value between two pixels into a histogram. Then, we can embed secret messages into an image. The GPPEE has better efficiency and can fully use image redundancy to boost its use to the extent. This paper is organized as follows: Chapter 2 is split into three parts. The first part is to introduce the conventional one-dimensional PEE. The second part introduces the two-dimensional PEE. In Chapter 3, we introduce the improvement version of two-dimensional pairwise prediction-error expansion, called the greedy pairing prediction-error expansion. Chapter 4 shows the efficiency of this method and the contrast with others. Finally, our conclusions are remarked in Chapter 5.
Literature Review
In this Chapter, we shortly illustrate the conventional PEE with one-dimensional (1D) predictionerror histogram (PEH) in Section 2.1. The two-dimensional (2D) PEH, which is better than 1D PEH is explained in Section 2.2; then, the correlation between 2D PEH and 1D PEH is described in Section 2.2 also. The pairwise PEE approach which is better than the conventional PEE for embedding distortion and capacity is reviewed in Section 2.3.
Conventional PEE
There are three steps for the PEE embedding procedures described as follows:
Step 1:
To scan image pixels is to obtain a prediction-error sequence. The cover image pixels are collected into a one-dimensional sequence as (x1, x2, x3, ..., x ) ,where N is the total number of collected pixels. Then, a predictor is used to determine the prediction of xi denoted as , Next, the prediction-error is computed by (2.1) = -
(1) where the prediction-error sequence (e1 ,e2 ,e3 , …, en )is derived.
Step 2:
The corresponding PEH is generated by counting the frequencies of prediction-error. The function is defined as h(e) = #{1 i n:ei = e} (2) where # denotes the cardinal number of a set.
Step 3:
After generating PEH, the conventional PEE embeds data by expanding and shifting the PEH. For each prediction-error ei ,it is expanded or shifted as
where ∈{0,1} is a to-be-embedded data bit. The bins -1 and 0 are expanded to embed data. Other bins are shifted to create vacancies to ensure the reversibility. From the embedding procedures of conventional PEE, each pixel value is modified to to generate the marked image. The transformation of prediction-error in terms of mapping is shown in Figure 1 . For the above conventional PEE embedding, the capacity EC is (4) and the embedding distortion (ED) can be derived as
The conventional PEE method for extraction and image restoration procedures are categorized below. In the PEE extraction procedure, the original prediction-error is recovered from the marked prediction-error as
where . is a floor function. From the function (2.6), each pixel value can be recovered by adding prediction value to prediction-error . Then the image is recovered.
Pairwise PEE
To decrease the distorted direction in the conventional PEE, the pair (0, 0) is expanded to (0, 0), (0, 1), (1, 0), and (1, 1), where ( , ) is (0, 0), (0, 1), (1, 0), and (1, 1). Then, the distortion is 0, 1, 1, 2, respectively. In this case, the cost for the (0, 0) mapping to (1, 1) is 2; however, the mapping (0, 0) to (0, 0), (0, 1), (1, 0) costs much less. So Bo . Then, we discuss the embedding capacity (EC) and the embedding distortion (ED). In Figure 3 , the 2D bins are classified into four types A, B, C and D. Figure 3 shows the classification for the first quarter of 2D PEH. The classification for other three quarters are similar to the first one and the illustrations are omitted. For this classification, the embedding capacities (EC) of the pairwise PEE can be denoted as 
where g is the 2D PEH defined in (2.7).
On the other hands, the embedding distortion (ED) of the pairwise PEE can be denoted as 
Proposed Scheme
In this Chapter, we introduce the GPPEE algorithm. The embedding and extraction procedures of GPPEE are presented in this Chapter. Next, we explain the capacity and distortion of this method. Then, the presented EC and ED values have higher performance than the conventional PEE. The operating procedures are shown as follows: Figure 3 . Classification of 2D bins for the first quarter of 2D PEH.
Step 1: To scan image pixels is to obtain a prediction-error sequence. The cover image pixels are collected into a one-dimensional sequence as (x1, x2, x3, ..., x ) ,where N is the total number of collected pixels. Then, a predictor is used to determine the prediction of xi denoted as . Next, according to (2.1), the prediction-error is computed and the prediction-error sequence (e1 ,e2 ,e3 , …, en )is derived.
In this step, we propose a method that based on the pairwise prediction-error expansion called greedy pairing prediction-error expansion to generate a new prediction-error histogram (PEH). In equation (2.9), we can easily find that the embedding capacities (EC) in region A are the biggest one for each bit. So, we want to collect the pairs (0, 0), (-1, 0), (-1, -1) and (0, -1) by discarding the pairs of region C. We first divide the prediction-error sequence into three parts. First part collects the numbers which prediction-error values -1 or 0 are put into sequence A. Second part collects the numbers which prediction-error values -2 or 1 are put into sequence B, and remains are collected into sequence C. Then, we combine sequences A, B and C into sequence D. Finally, we can pair up the prediction-error values from the array to generate prediction-error histograms (PEHs).
It is a different way between the pairwise prediction-error expansion and the greedy pairing prediction-error expansion. GPPEE makes the pairs of region C into region A, then, a new PEH is generated, as shown in Figure 4 .
Step 3: Then, we can embed data bits into pairs by equation (2.3). From equation (2.6), each pixel value xi can be recovered by adding prediction value to prediction-error . Finally, the original image is completely recovered.
Next, we will compare the embedding capacities (ECs) and the embedding distortion (ED). Although the equation for embedding capacities (ECs) of the GPPEE is the same as the pairwise PEE, the ECs have an excellent result.
Because the number of prediction-error values 0 or -1 is fixed, in equation (2.9), the pairs of region A are raised up and the pairs of region C are dropped out close to zero (if the total numbers of -2, -1, 0 and 1 are odd, the pair of region C is one. So, we can ignore that pair). But in equation (2.9), the ECs of region A are larger than ECs of region C, then log 3 1 0. So, the ECs are improved further and we will show the different ECs between the methods pairwise PEE and GPPEE in Chapter 4.
Then, we compare the EDs with each other. Although the ED of region C is decreased close to zero, the EDs of region A and region D are raised up. So, we do not compare them at first and we will use the experimental data to explore in Chapter 4.
Experimental Results and Discussion
In this Chapter, the capacity-distortion performance of the proposed method is evaluated by comparing it with other state-of-the-art works including Sachnev et al. [6] , Li et al. [7] and Bo . [8] . Five standard 512 x 512 sized gray-scale images are used for experiments, including Lena, Baboon, Airplane, Barbara and Boat. All of these images are downloaded from the USC-SIPI database [9] . Next, the results of PSNRs (Peak Signal to Noise Ratio) for a fixed capacity of 10,000 bits are listed in Table 4 and Figure 11 , which compare the proposed scheme with Sachnev et al. and Li et al. The increasing average PSNRs for our proposed scheme are 1.68 dB and 0.04dB, respectively. Then, the results of PSNRs for a fixed capacity of 20,000 bits are listed in Table 5 and Figure 12 , which compare the proposed scheme with Sachnev et al. and Li et al. The increasing average PSNRs for our proposed scheme are 2.40 dB and 0.69 dB, respectively. Based on the above results, we can easily find that our proposed scheme has better performance in theory. 
Conclusion and Future Work
In this thesis, we have proposed an efficient RDH scheme based on pairwise PEE called greedy pairing prediction-error expansion (GPPEE). The greedy pairing prediction-error expansion is a novel reversible mapping that utilizes the correlations among prediction-errors and the image redundancy. GPPEE can reach better capacity-distortion trade off than the conventional PEE. The contributions of our proposed system can be summarized as follows: Our proposed scheme is straightforward and very easy to understand. It means that we don't need to learn a lot of mathematical formula and don't need to perform a lot of complex operations.
GPPEE can reach better capacity-distortion trade off than the conventional PEE. The distortion can be controlled at a low level and the capacities can be enhanced a lot.
However, we still need to improve the capacity-distortion performance. We will study other RDH methods to further improve the performance in the future.
