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RELATIVE E´TALE REALIZATIONS OF MOTIVIC SPACES AND
DWYER-FRIEDLANDER K-THEORY OF NONCOMMUTATIVE
SCHEMES
DAVID CARCHEDI AND ELDEN ELMANTO
Abstract. In this paper, we construct a refined, relative version of the e´tale realization
functor of motivic spaces, first studied by Isaksen and Schmidt. Denoting by Spc (S) the
∞-category of motivic spaces over a base scheme S, their functor goes from Spc (S) to the
∞-category of p-profinite spaces, where p is a prime which is invertible in all residue fields
of S.
In the first part of this paper, we refine the target of this functor to an∞-category where
p-profinite spaces is a further completion. Roughly speaking, this ∞-category is generated
under cofiltered limits by those spaces whose associated “local system” on S is A1-invariant.
We then construct a new, relative version of their e´tale realization functor which takes into
account the geometry and arithmetic of the base scheme S. For example, when S is the
spectrum of a field k, our functor lands in a certain Gal (ksep/k)-equivariant ∞-category.
Our construction relies on a relative version of e´tale homotopy types in the sense of Artin-
Mazur-Friedlander, which we also develop in some detail, expanding on previous work of
Barnea-Harpaz-Schlank.
We then stabilize our functor, in the S1-direction, to produce an e´tale realization functor
for motivic S1-spectra (in other words, Nisnevich sheaves of spectra which are A1-invariant).
To this end, we also develop an∞-categorical version of the theory of profinite spectra, first
explored by Quick. As an application, we refine the construction of the e´tale K-theory of
Dwyer and Friedlander, and define its non-commutative extension. This latter invariant
should be seen as an ℓ-adic analog of Blanc’s theory of semi-topological K-theory of non-
commutative schemes. We then formulate and prove an analog of Blanc’s conjecture on the
torsion part of this theory, generalizing the work of Antieau and Heller.
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1. Introduction
1.0.1. Motivation. Realization functors are of both practical and theoretical importance in
the theory of motives. For example, one often wants to check that a map f : M → N of
motives is nontrivial, i.e., it does not factor through the terminal object as f : M → ∗ → N .
If the realization functor preserves terminal objects, and it often does, then the realized map
being nontrivial implies that the original map must have been nontrivial. This latter check
is often easier to perform.
This simple strategy underlies many of the most successful applications of the theory
of motives and motivic homotopy theory. For example, in Voevodsky’s original plan of
attack on the Milnor’s conjecture [70], he proves that a certain map in the motivic stable
category is nonzero (see [70, Proposition 3.24]). In order to do so, he exploits the Betti
realization functor together with techniques from classical cobordism theory. The realization
strategy also permeates all other approaches to the Milnor/Bloch-Kato conjectures by means
of Voevodsky’s computation of the motivic Steenrod algebra over fields of characteristic zero
[73], [72]. This computation relies heavily on the Betti realization functor to show that the
motivic Steenrod operations span all the operations in motivic cohomology, leveraging the
analogous classical statement in topology. An analogous computation in characteristic p (for
the mod-ℓ motivic Steenrod algebra where ℓ is prime to p) was carried out in [36], relying
on the ℓ-adic realization functor, going from motivic spaces to the derived category of ℓ-adic
sheaves.
This latter functor is a homological shadow of a homotopical construction due to Isaksen
[37] and Schmidt [65]. Fixing a prime ℓ which is coprime to the residue characteristics of a
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base scheme S, Isaksen and Schmidt independently extends the functor which associates to a
smooth S-scheme the ℓ-completion of its e´tale homotopy type (in the sense of Artin-Mazur-
Friedlander [5], [26]) to all motivic spaces over S. Over an algebraically closed field, Quick
[59] constructed a P1-stable version of this e´tale realization functor, going from the category
of motivic spectra SH(k) to a certain completion of the category of profinite spectra. These
functors have found further applications in investigating torsion algebraic cycles [61], sums
of squares formulas [21], and desuspensions of motivic spaces [77].
1.0.2. What is done in this paper? In this paper, we offer a refinement and, more interest-
ingly, a relative version of the functors of Isaksen and Schmidt. What allows us to do this is,
unsurprisingly, the availability of modern technology in the form of∞-categories as invented
by Boardman and Vogt [13], and later developed greatly by Joyal [38] and Lurie [47].
To state our theorem more precisely, we start with a base scheme S and denote by SA1 ⊂
Shv (Se´t) the full subcategory of the small e´tale∞-topos on S spanned by objects which are
A1-invariant in the sense of Definition 4.32. This inclusion admits a left adjoint, so we may
speak of SA1-localizations. In Section 4.3.4, we show that this ∞-category contains a large
class of interesting objects such as Eilenberg-Maclane objects associated to torsion sheaves
whose torsion is prime to the residue characteristics of S. We prove:
Theorem 1.1. Let S be a scheme, then there exists a unique colimit-preserving functor
(1) E´t
S
A1 : Spc (S)→ Pro (SA1)
whose value on the motivic localization of a smooth S-schemeX is given by the SA1-localization
of the S-relative e´tale homotopy type of X:
̂ΠS,e´t∞ (X)S
A1
.
We note the following specializations of our Theorem 1.1
(1) If ℓ is a prime which is invertible in the residue characteristics of S, then there is a
functor Pro (SA1) → Profℓ(Spc), where Profℓ(Spc) is the ∞-category of ℓ-profinite
spaces. The functors of Isaksen and Schmidt takes the form
E´tℓ : Spc (S)→ Profℓ(Spc),
and the functor of Theorem 1.1 factors E´tℓ through Pro (SA1).
(2) If S is the spectrum of a field k, then Pro (SA1) is a full subcategory of BGal (k
sep/k),
the classifying ∞-topos for the absolute Galois group. Hence our functor lands in
an ∞-category that takes into account the action of the Galois group of k. More
precisely, our realization functor produces an inverse system of spaces
{Xki}ki/k finite Galois extensions
where each Xki is a space equipped with the action of Gal (ki/k) and the transition
maps are appropriately coherently equivariant.
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Another feature of the functor (1) that we find pleasant is that it admits an explicit
formula as a pro-object. As we recall in subsection 2.1, if C is accessible and has finite
limits, then Pro (C ) can be described as the (opposite) ∞-category of functors F : C → Spc
which preserves finite limits. Given a motivic space X we will describe E´t
S
A1 (X) explicitly
as a functor from SA1 → Spc. This feature is a direct consequence of the origins of the
functor (1) — the relative e´tale realization functor which we now discuss.
1.0.3. Relative e´tale realization. The relative e´tale realization functor is of the form
ΠS,e´t∞ : Shve´t
(
SchftS
)
→ Pro (Shv (Se´t)) .
We discuss its constructions and properties in detail in Section 4.1.2. The main technical
input to our constructions comes from the first author’s paper [14], where the Artin-Mazur-
Friedlander construction of e´tale homotopy types is promoted to a homotopy coherent con-
struction from higher stacks to pro-spaces; this paper provides a relative version of these
constructions, expanding on work of Harpaz-Schlank [33] and Barnea-Schlank [10]. We also
provide an explicit description of the relative e´tale homotopy type of an S-scheme (more
generally of an object in Shve´t
(
SchftS
)
, i.e., a higher stack on S) as a left exact functor
Shv (Se´t)→ Spc in Theorem 4.30:
Theorem 1.2. Let X be an S-scheme. Viewed as a left exact functor
Shv (Se´t)→ Spc,
the S-relative e´tale homotopy type ΠS,e´t∞ (X) canonically identifies with the functor
MapShve´t(SchftS)
(X, ρ! ( · )) ,
where ρ! is the fully faithful embedding of sheaves on the small e´tale site into Shve´t(Sch
ft
S).
This explicit description also persists to the level of motivic spaces, and we prove this in
Proposition 4.40.
1.0.4. Stabilization and Dwyer-Friedlander K-theory. The eventual goal for a realization
functor is to construct one from the stable motivic∞-category SH(S) to some stable version
of pro-objects in e´tale sheaves. When k is separably closed, Quick uses the Ku¨nneth formula
in order to construct a functor to the category of profinite spectra. Without such a formula, it
seems that a direct approach is out of reach; in fact there are real limitations to the existence
of such functors as discussed in [39]. With our eyes towards this end of goal, we revisit the
theory of profinite spectra as discussed by Quick in [60] and [59] in the setting of∞-categories.
We find this “model-independent” treatment quite convenient. In particular, regarding the
∞-category of spectra as reduced excisive functors buys us a lot of mileage in setting up
this theory, as well as in developing stable versions of the various localizations of pro-spaces.
One of the more amusing features of our treatment is the language of cospectra/cospectrum
objects ; this notion was actually discussed in one of the earliest papers about spectra in [43].
We then stabilize our e´tale realization functor, in the S1-direction, obtaining a colimit-
preserving stable e´tale realization functor (Theorem 5.13) from the stable∞-category of e´tale
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sheaves of spectra on the big site on S to the stabilization of the ∞-category of pro-objects
on the small e´tale site.
(2) ΠS,e´t∞,Spt : Shve´t,Spt
(
SchftS
)
→ Spt (Pro (Shv (Se´t))) .
It is then formal to stabilize the functor of (1) (Theorem 5.18) to obtain one coming from
the S1-stable motivic homotopy ∞-category
(3) E´t
S
A1,Spt : SH
S1 (S)→ Spt (Pro (SA1)) .
As an application, we reformulate e´tale K-theory, in the sense of Dwyer and Friedlander and
extend it to the non-commutative setting. In this reformulation, the theory looks closer to
Friedlander-Walker’s theory of semi-topological K-theory [28], [29] and its non-commutative
generalization due to [11]. In modern language, semi-topological K-theory is calculated by
applying the stable Betti realization to a Nisnevich sheaf of spectra on SchftC given by “C -
twisted K-theory” where C is a C-linear dg-category; see Construction 5.22 for a precise
definition of this sheaf in a general context. This Nisnevich sheaf of spectra is denoted by
K (C ). The comparison with the original definitions of Friedlander-Walker is given in [4,
Theorem 2.3].
Using the functor of (2) when S = Spec R, we define (Definition 5.25) the relative Dwyer-
Friedlander K-theory of an R-linear stable ∞-category C to be
KDFR (C ) := Π
S,e´t
∞,SptK (C ) ,
and its A1-invariant analog to be
KDFR,A1 (C ) := E´t
S
A1,Spt LA1K (C ) ,
where LA1 is the A
1-localization functor. One of the payoffs of the relative nature of our
constructions is that both invariants are again sensitive to the arithmetic and geometry of
the base scheme; for example if S is the spectrum of a field, then KDFS (C ) admits a natural
action of the Galois group.
The original motivation for semi-topological K-theory is to interpolate between topolog-
ical and algebraic K-theory, retaining the finer information about algebraic varieties than
algebraic K-theory sees (but topological K-theory does not) while discarding inaccessible
“transcendental” information that algebraic K-groups possess (recall that the positive al-
gebraic K-groups of Spec C are uncountable). We refer to the introduction of [29] for a
discussion of this theory and how many deep conjectures about algebraic cycles can be re-
formulated with semi-topological K-theory. As mentioned in page 880 loc. cit., there was
no “reasonable definition” of semi-topological K-theory over arbitrary fields at that time of
that article; it is our hope that our construction now offers a reasonable candidate.
The signs seems encouraging; one of the desiderata of a semi-topological theory is that
it should agree with the original theory up to torsion which is prime to the base field as
discussed in [29, Section 1.5] and made precise in [29, Theorem 30]. For semi-topological
K-theory of dg-categories, this was conjectured by Blanc in [11] and recently proved by
Antieau-Heller in [4]. We prove this for our invariant (Theorem 5.30):
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Theorem 1.3. Let k be a field, C a k-linear stable∞-category. Let e∗K (C ) ∈ Spt (Pro (Shv (ke´t)))
be the constant spectrum object in Pro (Shv (ke´t)) associated to the spectrum K (C ). Then
there is canonical map
e∗K (C )→ KDFk (C ) ,
which is an equivalence mod-n where n is invertible in k.
In a sequel to this paper, we plan to develop this invariant further by constructing Chern
character maps to periodic cyclic homology, its descent properties, and its relationship with
recent developments in topological cyclic homology [56] and the approach to ℓ-adic K-theory
of categories of Clausen [19] via topological cyclic homology.
1.0.5. The landscape of realization functors. The past few years has seen a proliferation of
realization functors in motivic homotopy theory. We will give a (non-exhaustive!) list and
mention how our work, and its sequel will fit in.
(1) Morel and Voevodsky introduced two kinds of unstable realization functors in [55,
Section 3.3]. The first is the Betti realization functor which is of the form
Be : SpcA
1
C → Spc .
It takes the motivic space of a smooth C-scheme and sends it to its analytification
(2) If k is a field of characteristic zero, we can base change to C and then compose
with the Betti realization functor to get a functor Be : SpcA
1
k → Spc. The Betti
realization functor is strong symmetric monoidal and takes P1 to S2 and hence, by
general formalism, stabilizes to a functor Be : SH(k) → Spt. This stabilized functor
has been described and studied by a number of authors including Voevodsky [73,
Section 3.3], Riou [63] and Panin, Pimenov and Ro¨ndigs [58].
(3) A relative Betti realization for a C-scheme X which takes the form SH(X)→ D(Xan)
has been introduced and studied extensively by Ayoub; here D(Xan) is the derived
category of complexes of abelian groups on Xan the analytic space associated to
X . In loc. cit Ayoub also proves the compatibility of Betti realization with the six
operations on both sides. A further study of a version of this functor that takes into
account the Hodge theory of X has been introduced and studied by Drew in [20].
(4) The second functor defined by Morel and Voevodsky in [55, Section 3.3] takes the
form BeC2 : Spc
A1
R → SpcC2 , where SpcC2 indicates the category of C2-spaces. It
takes the motivic space of a smooth R-scheme and sends it to its analytification
equipped with the action by complex conjugation. On the level of model categories,
this functor lands in the model category of C2-spaces where the equivalences are
detected on C2-fixed points, i.e., the model category of genuine C2-spaces.
(5) If k is a field which admits an embedding to R, we can base change to R and compose
with the real Betti realization to get a functor BeC2 : Spc
A1
k → SpcC2 . Heller and
Ormsby [34] stabilized the construction above to obtain the real Betti realization
functor which is of the form BeC2 : SH(k)→ SptC2 where SptC2 is the∞-category of
genuine C2-spectra.
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(6) We have already mentioned that Isaksen in [37] and Schmidt [65] constructed e´tale
realization functors for fields of arbitrary characteristics landing in spaces completed
away from the characteristic.
(7) When k is separably closed, work of Quick [59] stabilizes the e´tale realization functor
to obtain a functor E´tℓ : SH(k) → Profℓ(Spt) where Profℓ(Spt) is the category
of ℓ-profinite spectra (we review this formalism in the language of this paper in
Section 5.1).
(8) When k is an arbitrary field, the best hope for an e´tale realization functor would
be one that is strong symmetric monoidal, lands in the ∞-category of genuine
Gal (ksep/k)-spectra 1. The work of Kass and Wickelgren [39] tells us that this hope
is not possible.
(9) If one contends with homological versions of the realization functor, i.e., one that
lands in an R-linear stable ∞-category for some discrete ring R, then the results
are as good as it gets. Work of Ayoub [7] and Cisinski-De´glise [18] gives realization
functors from SH(X) landing in the classical derived category of e´tale sheaves (with
appropriate coefficients) on X compatible with the full six functors formalism and
the vanishing/nearby cycles formalism. The main input to their work is a version
of Suslin rigidity in the style of [75], which is not available in the spectral setting.
However, there has been recent significant breakthroughs made by Tom Bachmann in
this direction, and the second author is investigating the same results with a different
technique; it would be interesting to understand the implication of these results in
our setting.
In view of the above discussion, our work in Sections 3 and 4 is generalization of (6). In
view of the limitations discussed (8), Section 5 is an attempt to get as far as possible with
a stable version of the e´tale realization functor, namely, we can construct a relative version
of the e´tale realization functor if we only stabilize in the S1-direction. An e´tale realization
originating from SH(k) is the subject of future work. In spite of the limitations in (8), we
expect our functor to be strong symmetric monoidal and lands in an stable ∞-category
which takes into account the geometry and arithmetic of the base. Furthermore, this functor
should refine the homological realization functors discussed in (9).
1.1. Overview. We will now give a linear overview of this paper. In the preliminary Sec-
tion 2, written mainly for the reader’s convenience, we review pro-objects in ∞-categories
in subsection 2.1, and the notions of shapes of ∞-topoi and e´tale homotopy types in sub-
sections 2.2 and 2.3 respectively. We also set up our notation and conventions on motivic
homotopy theory in subsection 2.4.
In Section 3, we revisit the absolute e´tale realization functor. We begin this subsection by
defining various localizations of the ∞-category of pro-spaces. We define a localization
which is the “finest” target for an absolute e´tale realization from motivic spaces and show
that previous considered localizations are just further localizations of this ∞-category. We
define our absolute e´tale realization functor in subsection 3.1.4.
1At least a symmetric monoidal stable ∞-category such that π0 of endomorphism of the unit object is
the Burnside ring of Gal (ksep/k)
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We finally come to relative realizations in Section 4. We first develop the basic theory of
relative shapes in subsection 4.1 and define the relative e´tale homotopy type of a schemes and,
more generally, a higher algebraic stack. In subsection 4.2, we provide an explicit formula
for the relative e´tale homotopy type, generalizing the explicit formula for the e´tale homotopy
type of a higher stack given in [14]. In subsection 4.3 we come to the main construction of
this paper: the relative e´tale realization functor for motivic spaces.
In the last Section 5, we stabilize the story, at least in the S1-direction. Subsection 5.1
offers a “model-independent” treatment of stable profinite homotopy theory. Using this
framework, we stabilize the relative e´tale realization functor to one from S1-motivic spectra.
The next two subsections offer two applications of our theory. The first, in subsection 5.2, we
offer a refinement of Dwyer and Friedlander’s e´tale K-theory. The second, in subsection 5.3,
we define the Dwyer-Friedlander K-theory of an R-linear stable ∞-category. Using repre-
sentability of algebraic K-theory from motivic homotopy theory, we give a computation of
the A1-local version of this theory. In subsection 5.4, we prove that, with finite coefficients
coprime to the base field, the Dwyer-Friedlander K-theory of a k-linear stable ∞-category
agrees with usual K-theory. This is an analog in our setting of a conjecture of Blanc and a
theorem of Antieau-Heller.
1.2. Conventions. The current work uses heavily the language of∞-categories. By an ∞-
category, we mean an (∞, 1)-category and when pressed, we use the model of quasicategories.
We borrow heavily terminology and notation from [47]. For the reader’s convenience, here
are some of our conventions:
(1) The ∞-category of spaces/homotopy types/∞-groupoids is denoted by Spc
(2) Given an∞-category C we write C0 for its objects (0-simplices) and writeMapC (X, Y )
for the mapping space between two objects and write Map (X, Y ) if the context is
clear.
(3) The ∞-category of presheaves of spaces on an ∞-category C is denoted by
PShv (C ) := Fun (C op, Spc) .
Suppose that C has a Grothendieck topology [47, Section 6.2.2] τ , then the ∞-
category of sheaves of spaces with respect to τ [47, Definition 6.2.2.6] is denoted by
Shvτ (C ). For example if S is a base scheme, then the ∞-category of sheaves (of
spaces) on the (big) e´tale site SchS is denoted by Shve´t (SchS). For X a scheme, we
denote by Shv (Xe´t) the ∞-topos of sheaves of spaces on its small e´tale site.
(4) Given an ∞-category C , we have a Yoneda embedding: y : C →֒ PShv (C ). So we
write y (c) for an object in C thought of as an object in PShv (C ) via the Yoneda
embedding.
(5) In the event that we consider presheaves/sheaves of sets/0-truncated homotopy types
we add decorations: PShvδ (C ) and Shvδ (C ).
(6) The ∞-category of ∞-topoi with geometric morphisms is denoted by Top∞: the
objects are ∞-topoi X and the arrows are geometric morphisms f : X → Y. Such a
geometric morphism consists of a pair of adjoint functors f∗ ⊢ f
∗, with
f∗ : X→ Y
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and
f ∗ : Y→ X,
such that f ∗ is left exact. As f∗ is uniquely determined up to a contractible space of
choices by f ∗, we have that
MapTop∞ (X,Y) ≃
(
FunLE (Y,X)
)×
,
where
(
FunLE (Y,X)
)×
is the maximal sub Kan complex of the∞-category FunLE (Y,X)
of left exact colimit preserving functors.
(7) The ∞-category of presentable ∞-category with morphisms being left adjoints is
denoted by PrL, while the ∞-category with the same objects but right adjoints
are morphisms is denoted by PrR. A thorough discussion of these categories is the
subject of [47, Section 5.5.3].
(8) We denote Sch be the category of schemes and let Schft be the full subcategory of
schemes of finite type. We denote by Aff the category of affine schemes and let Aff ft
be the full subcategory of affine schemes of finite type. We always write Sm to be
the subcategory of smooth schemes of finite type.
(9) Suppose that j : C → D is a functor∞-categories, let f : C → E be a functor and E
and a cocomplete ∞-category. We denote by Lanj f : D → E the left Kan extension
of f along j [47, Section 4.3.2-4.3.3]. In this paper, we will only employ left Kan
extensions along Yoneda embeddings.
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Lurie, Tomer Schlank, Jay Shah, Vladimir Sosnilo and Kirsten Wickelgren for helpful discus-
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2. Preliminaries
2.1. Pro-objects. In this section, we will give a rapid introduction to pro-objects in the
setting of∞-categories. References for this theory, are [48, Appendix E], [45, Section 3], and
the paper [9] which also does comparisons with approaches using model categories.
The idea of pro-objects in ∞-categories, just like its classical counterpart, is to adjoin
formal cofiltered limits.
Definition 2.1. Let C be an ∞-category, then the ∞-category Pro (C ), called the ∞-
category of pro-objects of C , is an ∞-category equipped with a fully faithful functor
(4) j : C → Pro (C )
satisfying the following universal property:
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Pro (C ) has small cofiltered limits and if D is an ∞-category admitting small cofiltered
limits, then the precomposition with j induces an equivalence of ∞-categories:
Funcofilt (Pro (C ) ,D)→ Fun (C ,D)
where Funcofilt (Pro (C ) ,D) is the full subcategory of Fun (Pro (C ) ,D) spanned by functors
that preserve small cofiltered limits.
The expected formula for mapping spaces in pro-categories holds: if we write X = lim←−
i
Xi
and Y = lim←−
j
Yj are objects of Pro (C ) then we have a canonical equivalence
(5) MapPro(C )(X, Y ) ≃ lim←−
j
colim
−−−→
i
MapC (Xi, Yj).
For a reference see, for example, [9, Section 5].
Definition 2.1 may seem abstract and difficult to work with, but in some cases it has more
explicit description:
Proposition 2.2. [45, Proposition 3.1.6] Suppose that C is accessible and has finite limits,
then Pro (C ) is the full subcategory of Fun (C , Spc)op on those functors which are left exact
and accessible.
In particular, functor (4) takes an object C ∈ C to the left-exact functorD 7→ MapC (C,D)
and, using the formula for mapping spaces (5), the image of j is cocompact.
One technical issue with the∞-category Pro (C ) is that it is not necessarily a presentable
∞-category, and we are thus deprived of the machinery of adjoint functor theorems, which
are useful for constructing localizations. This turns out to be the source for a lot of difficulties
with localizing pro-categories, as was encountered in the predecessors of this work [37, 60, 62].
The main tool we use to build localization functors is the explicit description of pro-objects
as left exact functors, which results in:
Proposition 2.3. Let f : D → C be a functor of ∞-categories which are accessible and
have all finite limits, and suppose that f preserves finite limits, then the functor
Pro (f) : Pro (D)→ Pro (C )
has a left adjoint
f ∗ : Pro (C )→ Pro (D) .
Proof. The proof can be found in [45, Remark 3.1.7] (but note that there is a typo — f ∗
should be a left adjoint). The functor f ∗ is informally given by
F : D → Spc 7→ F ◦ f : C → D → Spc

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The following establishes the (co)completeness properties of pro-categories which will be
useful later.
Proposition 2.4. Suppose that C is accessible and has finite limits, then the ∞-category
Pro (C ) has has small colimits.
Proof. Let us first assume that C is small. By Proposition 2.2, the ∞-category Pro(C )op is
equivalent to Ind(C op). Therefore, by [47, Theorem 5.5.1.1.4] which characterizes presentable
∞-categories are those equivalent to Ind of an ∞-category with finite colimits, we see that
Pro(C )op is presentable. Therefore Pro(C ) has all small limits and colimits since presentable
∞-categories admit them. When C is not small, let U be the Grothendieck universe of small
sets, and V ∋ U be the Grothendieck universe of large sets, such that C is V-small. Denote
by ProV (C ) the ∞-category of pro-objects in the universe V, which can be described as the
opposite category of accessible finite limit preserving functors F : C → Ŝpc, where Ŝpc is the
∞-category of V-small spaces. Then Pro (C ) can be identified with the full subcategory on
those functors which take values in U-small spaces. These are clearly closed under U-small
colimits in Fun
(
C , Ŝpc
)op
. Hence Pro (C ) is cocomplete. 
Proposition 2.5. Suppose that C is accessible and has finite limits, then the ∞-category
Pro (C ) has all limits and the functor C →֒ Pro(C ) preserves finite limits.
Proof. A proof can be found in, for example, [41, Lemma 2.3]

Definition 2.6. The ∞-category of pro-spaces is the ∞-category Pro (Spc) . Let Spcπ be
the full subcategory of spaces on those which have finitely many connected components, and
finitely many non-trivial homotopy groups, all of which are finite. Such spaces are called
π-finite spaces. The ∞-category Pro (Spcπ) is the ∞-category of profinite spaces.
2.2. Shapes of ∞-topoi. We now review the basic theory of shapes of ∞-topoi. The
original reference is [69], but see also [47, Section 7.1.6], [48, Appendix E.2], [35], and [14,
Section 2].
Given a homotopy type X ∈ Spc0, one has its associated slice ∞-topos Spc /X, which,
when regardingX as an∞-groupoid, can be identified with the presheaf∞-category PShv (X)
by [47, Corollary 5.3.5.4]. By [47, Remark 6.3.5.10, Theorem 6.3.5.13, and Proposition
6.3.4.1], this construction extends to a fully faithful embedding
Spc / ( · ) : Spc →֒ Top∞
(which moreover is colimit preserving). This functor induces a well-defined functor
Spcpro / ( · ) : Pro (S)→ Top∞
which sends a representable pro-space j (X) to Spc /X, and sends a pro-space of the form
lim←−
i∈I
Xi to the cofiltered limit of ∞-topoi lim←−
i∈I
Spc /Xi. By [47, Remark 7.1.6.15], this functor
has a left adjoint
Shape : Top∞ → Pro (S) .
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Remark 2.7. The above functor Spcpro / ( · ) is not fully faithful, however, it is fully faithful
when restricted to the full subcategory of pro-spaces spanned by profinite spaces, by [48,
Appendix E.2].
More precisely, let X be an ∞-topos and let eX : X → Spc be the terminal geometric
morphism [47, Proposition 6.3.4.1]. In this special case, we typically denote e∗
X
by ∆X , as it
sends a space G to the constant stack with value G, and we typically denote eX ∗ as ΓX , since
it sends a stack to its global sections. If the context is clear, we drop the X decorations.
Definition 2.8. Let X be an ∞-topos, then the pro-space
Shape (X )
is the left-exact functor Γ◦∆ : Spc→ Spc. This pro-space is called the shape of the∞-topos
X
By naturality of the terminal geometric morphism, Shape (−) assembles into a functor
Shape : Top∞ → Pro (Spc) .
Even better, this functor fits into an adjunction:
Proposition 2.9. The functor: Spc/(−) : Spc→ Top∞ extends to the functor
Spcpro/(−) : Pro (Spc)→ Top∞
which participates in an adjunction:
Shape : Top∞ ⇄ Pro (Spc) : Spc
pro / (−).
Proof. This is the content of [47, Remark 7.1.6.15]. We will also recover this proposition in
a more general setting later. 
2.2.1. Some geometric intuition. We will now explain some geometric intuition behind this
construction. Let X be a topological space, and S a set. Then, as long as X is locally path
connected, the set π0 (X) can be described by the universal property
HomTop (X,S) ∼= Hom (π0 (X) , δ (S)) ,
where
δ : Set →֒ Top
is the canonical fully faithful inclusion. If we restrict to the full subcategory on locally
path connected spaces, then we get that π0 ⊣ δ. Denoting by Top the (2, 1)-category of
topoi, provided we restrict to sober topological space (e.g. Hausdorff), we have fully faithful
inclusions
Set
δ
−֒→ Top
Shvδ
−֒→ Top,
and since for a set S,
Shvδ (δ (S)) ∼= Set/S,
we deduce for (sober) locally path connected spaces,
HomTop
(
Shvδ (X) , Set/S
)
∼= HomSet (π0 (X) , S) .
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For a general Grothendieck topos E, one can define π0 (E) to be the set such that for all sets
S,
HomSet (π0 (E) , S) ∼= HomTop (E, Set/S) .
Clearly, if such a π0 (E) exists, it is unique, but it need not exist. However, the functor
HomTop (E, Set/ ( · )) is always pro-representable; as a left-exact functor, this pro-set is imply
ΓE∆E : Set→ Set. It therefore makes sense to define the pro-set
π0 (E) := ΓE∆E.
If E is a locally connected topos, ∆E has a left adjoint ΠE, and therefore the above functor
preserves all limits, and is thus representable by ΠE (1) = π0 (E) .
Let us go one step further. Suppose that X is a topological space. We would like to
describe the fundamental groupoid Π1 (X) as the groupoid such that for all groupoids G, we
have an equivalence of groupoids
Hom (X,G) ≃ HomGpd (Π1 (X) ,G) .
For the analogous description of π0 (X) , we used that sets (i.e. 0-groupoids) embed fully
faithfully into topological spaces, however there is no such embedding of 1-groupoids. How-
ever, both categories embed into 2-topoi, that is, when restricting to sober topological spaces,
we have the embedding
Top →֒ Top →֒ Top2
which sends a topological space X to its 2-topos of stacks of groupoids St (X) , and we also
have the fully faithful embedding
Gpd →֒ Top2
sending a groupoid G to Gpd/G. If X is not only locally path connected, but also (semi-
)locally simply connected, then it is true that for all groupoids G, there is a natural equiva-
lence of groupoids
HomTop2 (St (X) ,Gpd/G) ≃ HomGpd (Π1 (X) ,G) .
For a general 2-topos E, one can define Π1 (E) to be the groupoid such that for all groupoids
G,
HomGpd (Π1 (E) ,G) ≃ HomTop2 (E,Gpd/G) ,
and the functor HomTop2 (E,Gpd/ ( · )) is always pro-representable. Similarly to as before,
as a left-exact functor, this pro-groupoid is simply ΓE∆E : Gpd → Gpd. This follows since
the following is a pullback diagram in Top2
E/∆E (G)

// Gpd/G

E // Gpd,
together with the fact that Gpd is the terminal 2-topos. It therefore make sense to define
the pro-groupoid
Π1 (E) := ΓE∆E.
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Given a scheme S, one has associated to S its small e´tale 2-topos St (Se´t), which is the 2-topos
of stacks over the small e´tale site Se´t of S. The objects of this site consist of e´tale morphisms
U → S, with U another scheme, and the Grothendieck topology is generated by e´tale covering
families. If S is moreover connected, the pro-groupoid Π1 (St (Se´t)) is equivalent to the e´tale
fundamental group πe´t1 (S), regarded as a pro-groupoid with one object. In particular, it
follows that if A is an abelian group, that the groupoid
HomPro(Gpd) (Π1 (St (Se´t)) ,BAut (A)) ≃ HomPro(Grp)
(
πe´t1 (S) ,Aut (A)
)
is equivalent to the groupoid ofAut (A)-torsors on S.When S is locally Noetherian, it is well
known that the latter is equivalent to the groupoid of local systems on S with coefficients in
A.
The functor Shape generalizes both of these constructions, but for ∞-groupoids.
Remark 2.10. Given the above, one may hope that for a locally contractible topological
space X, that Shape (Shv (X)) is given by its underlying ∞-groupoid Π∞ (X) , but this is
not quite true, but this is a subtle issue. This is true if instead of using Shv (X) , we use its
hypercompletion (i.e. we use descent with respect to hypercovers rather than Cˇech covers)
[14, Proposition 2.12], or if we add additional mild hypothesis to X, such that X has the
homotopy type of a CW-complex [46, Remark A.1.4].
2.3. The e´tale homotopy type. Given a scheme S, one has associated to S its small e´tale
∞-topos Shv (Se´t) . This construction extends to a functor
Shv (( · )e´t) : Sch→ Top∞
[44, Theorem 2.2.12]. Moreover, this functor extends to the ∞-topos Shve´t
(
Schft
)
:
Lemma 2.11. [14, Lemma 2.2.6] The above construction extends to a colimit preserving
functor
Shv (( · )e´t) : Shve´t
(
Schft
)
→ Top∞.
For a fixed scheme S, the pro-space arising as the shape of ∞-topos Shv (Se´t) is what is
defined in [14] as the e´tale homotopy type of S, and is denoted by Πe´t∞ (S). It is closely
related to the e´tale homotopy type of Artin-Mazur, and also that of Friedlander; see [14,
Remark 3.25] and [35, Corollary 3.4] respectively.
Corollary 2.12. The construction of e´tale homotopy type extends to a colimit preserving
functor
Πe´t∞ ( · ) : Shve´t
(
Schft
)
→ Pro (Spc) .
Proof. The above functor is simply the composite Shape ◦ Shv (( · )e´t) , which is colimit pre-
serving since Shv (( · )e´t) and Shape are left adjoints. 
Theorem 2.13. [14, Theorem 2.40] Let X be an object of Shve´t
(
Schft
)
. Then its e´tale
homotopy type
Πe´t∞ (X) : Spc→ Spc
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may be identified with the functor
V 7→ MapShve´t(Schft) (X,∆(V )) ,
where ∆(V ) is the constant stack on the site
(
Schft, e´t
)
with value V .
2.3.1. E´tale geometric morphisms. Let E and object of an∞-topos E. There is a canonically
induced geometric morphism π : E/E → E,
E/E
π∗
// E
π∗oo ,
such that π∗ has a left adjoint
π! : E/E → E
f : F → E 7→ F
Definition 2.14. A geometric morphism F → E between∞-topoi is e´tale, if it is equivalent
to one of the form
E/E → E
for some object E ∈ E.
Important properties of e´tale geometric morphisms are as follows:
Proposition 2.15. ([47, Corollary 6.3.5.9]) Suppose that a composite of geometric mor-
phisms
E
f
→ F
g
→ G
is e´tale, and that g e´tale. Then f is e´tale.
Let Tope´t∞/E be the full subcategory of the slice∞-category Top∞/E spanned by the e´tale
geometric morphisms. By the above proposition, all the morphisms in this ∞-category are
e´tale. The assignment E 7→ (E/E → E) extends to a canonical functor
χE : E→ Top
e´t
∞/E.
Proposition 2.16. ([47, Remark 6.3.5.10]) For every∞-topos E, the functor χE is an equiv-
alence of ∞-categories.
2.4. Motivic homotopy theory. We now review Morel-Voevodsky’s motivic homotopy
theory [55] mainly to set up some notation. We will be brief; in the language of∞-categories,
a thorough treatment is given in [64]. Let S be a quasicompact, quasiseparated scheme.
We may consider the ∞-category of presheaves on smooth schemes of finite type over S,
PShv (SmS). The (reflective) localization that constructs the unstable motivic homotopy
∞-category is done in two steps.
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The first is given by Nisnevich localization. Recall that a pullback diagram of finite type
S-schemes
(6) U ×X V //

V
p

U
i // X
is an elementary distinguished (Nisnevich) square if i is a Zariski open immersion, p is e´tale,
and p−1 (X − U) → (X − U) is an isomorphism of schemes where X − U is equipped with
the reduced induced scheme structure.
We let ShvNis,exc (SmS) ⊂ PShv (SmS) be the full subcategory of Nisenvich excisive
presheaves — those that take any elementary distinguished square to a pullback square and
∅ to the terminal object. In this generality, the ∞-category of Nisnevich excisive presheaves
agree with the ∞-category of Nisnevich sheaves (with respect to all existing definitions of
the Nisnevich topology); see [8, Proposition A.2].
Next, we invert the projection morphisms X ×S A
1 → X . To do so we consider the full
subcategory
Spc (S) →֒ ShvNis (SmS)
of objects Y such that the induced map Map (X, Y )→Map (X ×S A
1, Y ) is an equivalence;
objects satisfying the above property will be called A1-invariant. We call this ∞-category
the unstable category of motivic spaces over S; objects in this category will be called motivic
spaces.
In total, the unstable category of motivic spaces is a two step localization:
(7) PShv (SmS)
LNis
−−−−−−−→ ShvNis (SmS)
L
A1
−−−−−−−→ Spc (S)
and the composite will be denoted by Lmot. The universal properties for localization in the∞-
categorical setting yields the following universal property; for details the reader can consult
[64, Theorem 2.30]:
Theorem 2.17. The ∞-category Spc (S) satisfies the following universal property: for any
∞-category D with all small colimits, composition with Lmot induces a fully faithful functor
FunL (Spc (S) ,D)→ Fun (SmS,D)
and its essential image is spanned by functors which satisfy Nisnevich excision and A1-
invariance. Here FunL (−,−) is the full subcategory of functors which preserves colimits.
For use in Section 5, the stable ∞-category of S1-motivic spectra is the stabilization of
Spc (S):
SHS
1
(S) := Spt (Spc (S)) ;
we give a rapid review of stabilization in subsection 5.1. Since Spc (S) , ShvNis (SmS) ,PShv (SmS)
are presentable ∞-category, their stabilizations are computed as tensoring with Spt in PrL
[46, Example 4.8.1.23]. This is one quick way to see that the localization functors of (7)
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stabilize to localizations fitting in the top row of the commutative diagram of left adjoints
below
(8) Spt (PShv (SmS))
LNis // Spt (ShvNis (SmS))
L
A1 // SHS
1
(S)
PShv (SmS)
LNis //
Σ∞+
OO
ShvNis (SmS)
L
A1 //
Σ∞+
OO
Spc (S) .
Σ∞+
OO
We also note that Spt (PShv (SmS)) canonically identifies with the stable ∞-category of
presheaves of spectra on SmS and SH
S1 (S) (resp. Spt (ShvNis (SmS))) identifies as the
full subcategory of A1-invariant Nisnevich sheaves of spectra (resp. Nisnevich sheaves of
spectra). This is true for any Grothendieck topology τ and true if we replace SmS by a small
subcategory of SchftS. Henceforth, if τ is a topology and C ⊂ Sch
ft
S, we denote by Shvτ,Spt (C )
the stable ∞-category of τ -sheaves of spectra, whence Spt (Shvτ (SmS)) ≃ Shvτ,Spt (C ).
For later use, we need to know the Suslin-Voevodsky formula for LA1-localization. We have
the standard cosimplicial scheme ∆•S where ∆
n
S := ∆
n
Z×ZS and ∆
n
Z := Spec Z[T0, · · ·Tn]/(T0+
· · ·+ Tn = 1). Then, if F is a presheaf of spectra the A
1-localization functor is computed as
(9) LA1F ≃ colim−−−→
F∆
•
,
as proved in [55, Section 2.3]. The following fact is standard
Proposition 2.18. Let F be a Nisnevich sheaf of spectra on SchftS , then LA1F is a Nisnevich
sheaf.
Proof. Suppose that Q ∈ Schft,∆
1×∆1
S is an elementary distinguished square, then we need
to show that LA1F (Q) is Cartesian. Since we are in a stable setting it suffices to prove that
LA1F (Q) is coCartesian, but this follows from the formula in (9) and the fact that colimits
commute with one another. 
The P1-stable ∞-category of motivic spectra will be discussed and used only in the last
section of this paper; this is the stable presentably symmetric monoidal∞-category obtained
from SHS
1
(S) by inverting Σ∞(P1,∞):
SH(S) := SHS
1
(S)[Σ∞(P1,∞)⊗−1].
For its universal property, and more details on this construction, we refer to [64, Corollary
1.2]; see also [8, Lemma 4.1]. One of the key theorems of the P1-stable category is that
invariants representable in this stable ∞-category satisfy cdh descent as proved in [17]. Just
like the Nisnevich topology, having cdh descent is equivalent to being excisive for certain
squares — the Nisnevich distinguished squares and the abstract blow up squares (see [74]).
The latter is defined via the diagram (6): one requires that p is proper, i is a closed immersion
and p−1 (X − U)→ (X − U) is an isomorphism. We will use this topology in subsection 5.4.
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3. Absolute E´tale Realization of Motivic Spaces Revisited
Let S be a fixed scheme. In this section, we begin by constructing an∞-categorical version
of the e´tale realization functor of motivic spaces of Isaksen’s [37]. However, there is already
a slight improvement in our construction: our functor, constructed in Theorem 3.1.4, is of
the form:
E´tA1 : Spc (S)→ Pro
(
SpcS,A1
)
where Pro
(
SpcS,A1
)
is a certain localization of the ∞-category of pro-spaces (see Theo-
rem 3.25 for the class of pro-spaces that it contains). This category refines the target of
Isaksen’s functor which lands in a completion away from the residue characteristics that
appear in S [37, Corollary 2.7], in the sense that the latter is a further localization of the
former (see Remark 3.27).
3.1. Localizations of pro-spaces. We begin with generalities on localizations of pro-
spaces.
3.1.1. p-profinite spaces and Isaken’s model structure on pro-spaces.
Definition 3.1. Let p be a prime. A space X is p-finite if π0 (X) is finite and each πi (X)
is a finite p-group. Denote the full subcategory of Spc on p-finite spaces by Spcp-π .
Proposition 3.2. Spcp-π has finite limits and is idempotent complete.
Proof. The fact that Spcp-π has finite limits follows from the long exact sequence in homotopy
groups arising from a homotopy pullback. To see that Spcp-π is idempotent complete, it
suffices to observe that retracts are preserved by all functors, and a retract of a finite p-
group is again a finite p-group. 
Definition 3.3. The ∞-category of p-profinite spaces is the ∞-category of pro-objects
Profp (Spc) := Pro (Spc
p-π) .
Denote by
ip : Spc
p-π →֒ Spc
the fully faithful inclusion. Then ip is accessible and preserves finite limits, hence the canon-
ical fully faithful functor
Pro (ip) : Profp (Spc) →֒ Pro (Spc)
has a left adjoint (ip)
∗ , by Proposition 2.3.
Definition 3.4. We denote (ip)
∗ by (̂ · )p, and refer to X̂p, for X a pro-space, as its p-
profinite completion.
Theorem 3.5. [37, Theorem 2.5] There is a model structure on the category Pro
(
Set∆
op)
of pro-simplicial sets, for which the weak equivalences are precisely those maps which induce
an isomorphism in all cohomology groups with Z/pZ-coefficients.
The following result is due to Barnea-Harpaz-Horel:
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Theorem 3.6. [9, Corollary 7.3.7] The ∞-category associated to the above model category
is equivalent to the ∞-category Profp (Spc) of p-profinite spaces.
3.1.2. A1-invariant spaces with respect to a base scheme. Throughout this subsection, we fix
a base scheme S. Denote by SchftS the category of S-schemes of finite type, equip it with the
e´tale topology and denote by Shve´t
(
SchftS
)
the ∞-topos of ∞-sheaves on the resulting site.
Definition 3.7. An object Y of Shve´t
(
SchftS
)
isA1-invariant if for all objects X of Shve´t
(
SchftS
)
,
the canonical map
Map (X,Y)→ Map
(
X× A1S,Y
)
is an equivalence. Consider the unique geometric morphism
(10) Shve´t
(
SchftS
)
Γ
// Spc .
∆oo
A space V will be called A1-invariant relative to S if ∆ (V ) is. Let SpcS,A1 be the full
subcategory of Spc spanned by the A1-invariant spaces.
Proposition 3.8. An object Y ∈ Shve´t
(
SchftS
)
is A1-invariant, if and only if for all S-
schemes Z of finite type, the canonical map
Y (Z)→ Y
(
Z × A1S
)
is an equivalence.
Proof. The only if direction is trivial. Conversely, suppose that the above condition holds for
all schemes of finite type. Let X be an arbitrary stack. Then it can be written canonically
as a colimit of representables:
X = colim
−−−→
Z→X
Z.
Then:
Map (X,Y) ≃ lim←−
Z→X
Map (Z,Y)
≃ lim
←−
Z→X
Map
(
Z × A1S,Y
)
≃ Map
(
colim
−−−→
Z→X
(
Z × A1S
)
,Y
)
≃ Map
((
colim
−−−→
Z→X
Z
)
× A1S,Y
)
≃ Map
(
X× A1S,Y
)
,
where the second equivalence follows from the Yoneda Lemma, and the fourth since colimits
are universal in any ∞-topos. 
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Corollary 3.9. A space V is A1-invariant relative to S if and only if for all S-schemes of
finite type Z, the canonical map
∆(V ) (Z)→ ∆(V )
(
Z × A1S
)
is an equivalence.
Example 3.10. If A is locally constant sheaf of torsion abelian group, whose torsion is
prime to the residue characteristics of S then A is strictly A1-invariant in the sense that the
presheaf of abelian groups on SchftS given by U 7→ H
i
e´t(U,A) is A
1-invariant for all i ≥ 0.
relative to S [1, XV Corollarie 2.2]. Hence, for such groups if A is a group whose torsion
is prime to the residue characteristics, the n-fold deloopings K(A, n) are spaces which are
A1-invariant relative to S. We will see generalizations of this example later in Theorem 3.25.
We denote the canonical fully faithful embedding by
iSpc
S,A1
: SpcS,A1 →֒ Spc .
Proposition 3.11. The ∞-category SpcS,A1 has finite limits and is accessible.
Proof. It obviously has a terminal object, so, to prove it has finite limits, it suffices to prove
that it has pullbacks. Suppose that
X ×Y Z //

Z

X // Y
is a Cartesian square where X, Y, Z ∈ SpcS,A1, we claim that X ×Y Z is in SpcS,A1. The
functor ∆, being part of a geometric morphism, preserves finite limits and thus preserves
the above pullback square. It then follows that ∆ (X ×Y Z) is A
1-invariant since Map (T,−)
preserves limits for all T .
To prove that the category is accessible it suffices to prove that it is idempotent complete
[47, Corollary 5.4.3.6]. To do so, we need only prove that SpcS,A1 is closed under retracts
(in Spc). Let r : X → Y be a retract such that X ∈ SpcS,A1. Consider the diagram in
Shve´t
(
SchftS
)
:
Map (T,∆(X)) //

Map (T × A1,∆(X))

Map (T,∆(Y )) // Map (T,×A1,∆(Y )) .
The diagram witnesses the bottom arrow as a retract of the top arrow in the arrow category.
The top arrow is an equivalence by hypothesis and the claim follows from the fact that
equivalences are closed under retracts in any ∞-category. 
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Corollary 3.12. The fully faithful embedding: iSpc
S,A1
: SpcS,A1 →֒ Spc induces a fully
faithful functor
Pro (i) : Pro
(
SpcS,A1
)
→֒ Pro (Spc)
which admits a left adjoint
i∗Spc
S,A1
: Pro (Spc)→ Pro
(
SpcS,A1
)
.
Hence i∗Spc
S,A1
is a localization.
Proof. The induced functor exists and is fully faithful due to the universal properties of Pro.
The fact that it admits a left adjoint is due to Proposition 3.11 and Proposition 2.3. 
We now introduce some notation:
Definition 3.13. We denote the localization functor i∗Spc
S,A1
by (̂ · )
Spc
S,A1
.
3.1.3. Objects of SpcS,A1. Our realization functor will land in the∞-category SpcS,A1, hence
it will be paramount to know that this∞-category contains interesting objects. We will name
some objects in this category and show that it is a finer category than just the completion
of pro-spaces away from primes occurring in the local rings of S as considered by [52] and
[16].
Definition 3.14. Let P denote a collection of prime numbers. Denote by SpcP the full
subcategory of Spc on those spaces X such that for all p in P:
(1) For each connected component Xα of X, the space Xα has only finitely many nonzero
homotopy groups, each of which is finite.
(2) For i ≥ 1, each |πi (Xα) | is coprime to p.
(3) For i > 2, each |Aut (πi (Xα)) | is also coprime to p.
The motivation for condition (3) in Definition 3.14 comes from the following [14]:
Proposition 3.15. [14, Proposition 3.7] LetAut (K (A, n)) denote the space of self-homotopy
equivalences of K (A, n). The space BAut (K (A, n)) classifies K (A, n)-fibrations and the
universal K (A, n) fibration is given by K (Aut (A) , 1)→ BAut (K (A, n)) .
Remark 3.16. The ∞-categories Spcℓ-π and SpcP are related when ℓ /∈ P. However,
Aut (Z/ℓ) ∼= Z/(ℓ− 1) , so K (Z/ℓ, n) does not satisfying condition (3) of Definition 3.14
when ℓ ≡ 1 mod p.
Definition 3.17. Let P denote a collection of prime numbers. Denote by SpcnilP the full
subcategory of Spc on those spaces X such that for all p in P:
(1) For each connected component Xα of X, the space Xα has only finitely many nonzero
homotopy groups, each of which is finite.
(2) For i ≥ 1, each |πi (Xα) | is coprime to p.
(3) Each π1 (Xα) is nilpotent, and each πi (Xα) is a nilpotent π1 (Xα)-module.
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Remark 3.18. SpcnilP contains all simply connected spaces with finitely many connected
components, all of whose homotopy groups are finite of order coprime to p, for all p ∈ P.
The following proposition follows immediately from [9, Proposition 7.3.4]:
Proposition 3.19. SpcnilP contains Spc
ℓ-π for all ℓ /∈ P.
Fix a scheme Z. The morphism π : Z × A1 → Z induces a morphism in Top∞:
Shve´t (π) : Shve´t
(
Z × A1
)
→ Shve´t (Z)
whence we get a morphism:
Πe´t∞ (Z)→ Π
e´t
∞
(
Z × A1
)
in Pro (Spc). Regarding both of these pro-spaces as functor from spaces to spaces, we have
the following lemma:
Lemma 3.20. A space V is in SpcS,A1 if and only if for all S-schemes Z of finite type, the
canonical map
(11) Πe´t∞ (Z) (V )→ Π
e´t
∞
(
Z × A1
)
(V )
is an equivalence.
Proof. This follows immediately from [14, Theorem 2.40] and Corollary 3.9. 
Definition 3.21. Fix a scheme Z. Denote by PZ the collection of primes that occur as the
residue characteristic of the local ring of a stalk of the structure sheaf of Z.
Remark 3.22. Let f : Y → Z be any morphism of schemes. Then
PY ⊆ PZ .
This follows since if y is a point of Y, then the induced map between stalks (OY )y → (OZ)f(y)
is a map of local rings, hence the characteristics of the respective residue fields must agree.
Lemma 3.23. Let Z be a connected locally Noetherian scheme. Denote by SpcZ the collection
of spaces for which the map (11) is an equivalence. Then SpcZ contains
a) SpcPZ
b) SpcnilPZ
c) Spcℓ-π for all ℓ /∈ PZ .
Proof. Firstly, by Proposition 3.19, b) ⇒ c), so we will start by proving b). Note that, by
an analogous argument to that of Proposition 3.11, SpcZ has finite limits and is idempotent
complete. We will first show that it contains all Eilenberg-Maclane spaces K (Z/ℓ, n) , for
n > 0, and ℓ /∈ PZ a prime. In fact, let us prove something stronger, namely that for n ≥ 1
that K (G, n) is in SpcZ where G is a finite (not necessarily abelian when n = 1) group
of cardinality coprime to p, for all p ∈ PZ . From [14, Lemma 4.10], this follows from the
A1-invariance cohomology groups:
H i (Z,G)→ H i
(
Z × A1, G
)
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for the above G, c.f. [51, Corollary VI.4.20] for G abelian and i ≥ 1 and [55, Proposition
4.3.1] for i = 1 and G not necessarily abelian. Secondly, since Z is connected and locally
Noetherian, the ∞-topos Shv (Ze´t) is connected and locally connected, and similarly for
Shv ((Z × A1)e´t) . Therefore, by [14, Proposition 3.26], ΓZ and ΓZ×A1 both preserve coprod-
ucts, and hence SpcZ is closed under coproducts. Hence, to prove that SpcZ contains all
spaces in b), it suffices to prove so for connected such spaces. (Note also it clearly contains
the terminal object and hence contains all 0-truncated spaces). We will proceed by induction
on homotopy dimension. Suppose that the claim is established for all connected spaces in b)
which are n-truncated. Let X be an (n + 1)-truncated space in b). Such a space is nilpotent,
so by [32, Proposition 6.2], we can refine the map
τ≤n−1 : X → Xn
in the Postnikov tower of X to a finite composition
X = Yk → Yk−1 → · · ·Y1 → Y0 = Xn,
such that for all i, we have a pullback square
Yi //

∗

Yi−1 // K (Ai, n+ 2) ,
where Ai is an abelian subquotient of a homotopy group of X. Observe that the order of Ai
is coprime to p for all p ∈ P, so K (Ai, n+ 2) is in SpcZ . Notice that when i = 1, we have a
pullback square
Y1 //

∗

Xn // K (A1, n+ 2) ,
and since Xn, ∗ and K (A1, n+ 2) are all in SpcZ , so is Y1. Continuing by induction, we
conclude that Yk = X is also in SpcZ . This establishes that SpcZ contains all the spaces in
b).
Next, we will prove that SpcZ contains SpcPZ . We will proceed in several steps. Firstly,
we note that if A is any finite group such that Aut (A) is of cardinality coprime to p for
all p ∈ PZ , then K (Aut (A) , 1) is in SpcZ , by [55, Proposition 4.3.1]. Secondly, we claim
that for n ≥ 1 and A as above, BAutK (A, n) is also in SpcZ . Indeed, by an analogous
argument to [14, Proposition 4.11], in order to show that each BAut (K (A, n)) is in SpcZ ,
where A is a finite abelian group of cardinality coprime to p for all p ∈ PZ , it suffices to note
that cohomology with coefficients in any A-local system is A1-invariant, which follows by the
full strength of [51, Corollary VI.4.20]. Thirdly, we claim that SpcZ contains all connected
spaces that are in SpcPZ . We proceed by induction on the homotopy dimension:
For the base case, we note that a connected, 1-truncated space satisfying Conditions 1,2
and 3 of 3.14 can only be a K (G, 1) where G is of cardinality prime to p for all p ∈ PZ ; this
space is already in SpcZ as we saw above. Suppose that that SpcZ contains all connected
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(n− 1)-truncated spaces satisfying conditions (1)-(3) of Definition 3.14, and let V be another
such connected space which is n-truncated. We will show that V is also in SpcZ . Let
τ≤n−1 : V → Vn−1
be the (n− 1)st-truncation, which has homotopy fiber equivalent toK (πn (V ) , n) where πnV
is abelian. Then we get the following pullback square by Proposition 3.15:
V
τ≤n−1

// K (Aut (πnV ) , 1)

Vn−1 // BAut (K (πnV, n))
Hence, since BAut (K (πnV, n)) is indeed in SpcZ , we are done since Vn−1 is also by induction
hypothesis, and K (Aut (πnV ) , 1) is too by the first part of the proof, and SpcZ is closed
under finite limits. Finally, since SpcZ is closed under coproducts, it contains a space if and
only if it contains each of its connected components, hence it contains all of SpcPZ . 
Corollary 3.24. Let Z be a locally Noetherian scheme, which is not necessarily connected.
Then the conclusion of Lemma 3.23 still holds.
Proof. The proof is similar to [14, Proposition 4.12]: Firstly, write
Z =
∐
α
Zα,
with each Zα a connected scheme, which is possible since Z being locally Noetherian implies
locally connected. Let V be a space satisfying the hypothesis of Lemma 3.23. Then, since
each scheme Zα is also locally Noetherian and connected, we have that the canonical map
Πe´t∞ (Zα) (V )→ Π
e´t
∞
(
Zα × A
1
)
(V )
is an equivalence. Unwinding the definitions, this means that the canonical map
MapShv(Ze´t) (Zα,∆Zα (V ))→ MapShv((Zα×A1)e´t)
(
Zα × A
1,∆Zα×A1 (V )
)
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is an equivalence. Now consider the following natural string of equivalence:
ΓZ∆Z (V ) = MapShv(Ze´t)
(∐
α
Zα,∆Z (V )
)
≃
∏
α
MapShv(Ze´t) (Zα,∆Z (V ))
≃
∏
α
MapShv((Zα)e´t)
(Zα,∆Zα (V ))
≃
∏
α
MapShv((Zα×A1)e´t)
(
Zα × A
1,∆Zα×A1 (V )
)
≃ MapShv((Zα×A1)e´t)
(∐
α
Zα × A
1,∆Z×A1 (V )
)
= ΓZ×A1∆Z×A1 (V ) .

Finally we see that the ∞-category SpcS,A1 contains a lot of interesting objects.
Theorem 3.25. Let S be a locally Noetherian scheme. Then SpcS,A1 is closed under finite
limits and retracts in Spc and contains
a) SpcPS
b) SpcnilPS
c) Spcℓ-π for all ℓ /∈ PS.
Proof. The first statement is a restatement of Proposition 3.11. To prove the rest, by Lemma
3.20 and Remark3.22, it suffices to prove that SpcS,A1 contains SpcZ and Spc
nil
PZ
for all S-
schemes Z of finite type. Note that such a Z is automatically also locally Noetherian by
Lemma 28.14.6 of [66, Tag 01T6]. The result now follows from Corollary 3.24. 
3.1.4. Absolute e´tale realization. We are now ready to define the e´tale realization functor in
the absolute situation:
Theorem 3.26. Let S be a scheme, then there exists a colimit preserving functor
E´tA1 : Spc (S)→ Pro
(
SpcS,A1
)
whose value on Lmot (X) where X is a smooth S-scheme is given by the SpcS,A1-localization
of the e´tale homotopy type of X:
Π̂e´t∞ (X)Spc
S,A1
.
Proof. Consider the fully faithful inclusion
q : SmS →֒ Sch
ft
S
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of smooth finite type S-schemes into all finite type S-schemes, and consider furthermore its
composite with the Yoneda embedding
y ◦ q : SmS →֒ Shve´t
(
SchftS
)
.
The left Kan extension of this composite along the Yoneda embedding
ySm : SmS →֒ PShv (SmS) ,
namely
LanySm (y ◦ q) : PShv (SmS)→ Shve´t
(
SchftS
)
has a right adjoint Rq given by restriction along q, i.e. for an object Y of Shve´t
(
SchftS
)
and
a smooth S-scheme X, Rq (Y) (X) = Y (X) . Any such Rq (Y) satisfies e´tale descent, and
therefore also Nisnevich descent, and hence there is an induced adjunction Le´t ⊣ Re´t, with
Le´t : ShvNis (SmS)→ Shve´t
(
SchftS
)
.
The functor Le´t, by construction, sends any smooth S-scheme to itself; in fact, it is the
composite
ShvNis (SmS) →֒ PShv (SmS)
Lany
Sm
(y◦q)
−−−−−−−−−−−−−→ Shve´t
(
SchftS
)
.
We claim that Le´t is furthermore left-exact. For this, it suffices to prove that the left Kan
extension LanySm (y ◦ q) is. Since the category SmS has finite limits, appealing to [47,
Proposition 6.1.5.2], it suffices to observe that these finite limits are preserved by the functor
y ◦ q. In particular, we conclude that for any Nisnivech sheaf of spaces X,
(12) Le´t
(
X× A1
)
≃ Le´t (X)× A
1.
Denote by
˜´
EtA1 the composite of colimit preserving functors
ShvNis (SmS)
Le´t // Shve´t
(
SchftS
) Πe´t∞ // Pro (Spc) (̂ · )SpcS,A1 // Pro (SpcS,A1) .
Recall that the ∞-category Spc (S) of motivic spaces over S is the localization
Spc (S)   //ShvNis (SmS)
L
A1oo
of the presentable ∞-category ShvNis (SmS) at the A
1-local equivalences. Hence, by [47,
Proposition 5.5.4.20], composition with LA1 induces a fully faithful functor
FunL
(
Spc (S) ,Pro
(
SpcS,A1
))
→֒ FunL
(
ShvNis (SmS) ,Pro
(
SpcS,A1
))
whose essential image is precisely those colimit preserving functors ShvNis (SmS)→ Pro
(
SpcS,A1
)
which send A1-local equivalences to equivalences. We claim that there is an essentially unique
colimit preserving functor E´tA1 for which the following diagram commutes up to equivalence:
Spc (S)
E´t
A1 // Pro
(
SpcS,A1
)
.
ShvNis (SmS)
L
A1
OO
˜´
Et
A1
66♠♠♠♠♠♠♠♠♠♠♠♠
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By the above, it suffices to show that
˜´
EtA1 sends A
1-local equivalences to equivalences, i.e.
we need to show that for all X in ShvNis (SmS) , the induced map˜´
EtA1
(
X× A1
)
→
˜´
EtA1 (X)
is an equivalence. In light of (12), this means we need to show that the induced map
Πe´t∞
(
Le´t (X)× A
1
)
→ Πe´t∞ (Le´t (X))
is an equivalence after SpcS,A1-localization. Using Theorem 2.13 and unwinding definitions,
this is equivalent to checking that for all V in SpcS,A1, the induced map
MapShve´t(SchftS)
(Le´t (X) ,∆(V ))→MapShve´t(SchftS)
(
Le´t (X)× A
1,∆(V )
)
is an equivalence of spaces, which is true since, by definition of SpcS,A1, ∆(V ) is A
1-invariant.

Remark 3.27. We remark that this approach lets us substantially enlarge the target of the
realization functor; Isaksen’s realization functor in [37] lands in the p-complete category for
a fixed prime p which is invertible in the residue characteristics of S. Indeed, if p is a fixed
prime which is not in PS then point (c) of Theorem 3.25 gives us an inclusion
Spcp-π →֒ SpcS,A1 .
By Proposition 2.3 we have a functor
(13) Pro
(
SpcS,A1
)
→ Pro
(
Spcp-π
)
with a fully faithful right adjoint. The functor constructed in [37, Corollary 2.7] is then
obtained by postcomposing the functor in Theorem 3.1.4 with (13).
Remark 3.28. Unwinding the definitions, we see that for X a motivic space,
E´tA1 (X) = Π
e´t
∞
(
Le´ti (X)
)∧
Spc
S,A1
,
where
i : Spc (S) →֒ ShvNis (SmS)
is the canonical inclusion.
4. Relative E´tale Realization of Motivic Spaces
While the above section refines Isaksen’s result, we will now produce a new functor whose
existence was anticipated in [37]. In the case that the base scheme S = Spec k, the functor
goes from the ∞-category of motivic spaces to (a localization of) the ∞-category of pro-
objects in Gal (ksep/k)-spaces, where Gal (ksep/k) is the profinite absolute Galois group.
We first discuss a convenient approach to relative e´tale realization via ∞-categories. The
original approach [33], which was developed for varieties over a field in order to study ob-
structions to the existence of rational points, was close in spirit to the original (non-relative)
construction of Artin-Mazur [5]. It was later explained more succinctly as a derived functor
in [10], and in the greater generality of a map of topoi; it was explained how a map of topoi
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f : E → F naturally gives rise to a pro-object in the hypercomplete ∞-topos associated to
F, using the language of model categories. In subsection 4.1, we give a uniform approach by
developing the general theory of relative shapes of∞-topoi; here it becomes quite convenient
using the language of ∞-categories.
In subsection 4.2 we offer an explicit formula for the relative e´tale homotopy type as a
pro-object. Finally, in subsection 4.3, we discuss the main construction of this paper — the
relative e´tale realization of motivic spaces.
4.1. Relative shapes.
4.1.1. The relative Shape functor. We will now extend the construction of the shape of an∞-
topos (over the terminal∞-topos Spc) to the setting of an arbitrary base. This construction
is probably well known, but we could not find it it in its general form in the literature.
Explicitly, for E an ∞-topos, we will construct an adjunction (Proposition 4.1)
ShapeE : Top∞/E⇄ Pro (E) : E/ ( · )
which reduces to that of Proposition 2.9 when E = Spc .
Using the universal property of the ∞-category Pro (E) , the composite
E
χE
−−−−−−−→ Tope´t∞/E→ Top∞/E
extends to an essentially unique cofiltered limit preserving functor
E/ ( · ) : Pro (E)→ Top∞/E.
Proposition 4.1. The above functor E/ ( · ) has a left adjoint ShapeE described as follows:
Let
f : E → F
be a geometric morphism corresponding to the adjunction:
E
f∗
//F
f∗oo ,
with f ∗ ⊣ f∗. Then ShapeE (f) can be identified with the left exact functor
(14) E
f∗
−→ F
ΓF
−−−−−−−→ Spc .
Proof. Firstly, remark that both functors participating in any geometric morphism must be
accessible, hence ΓF ◦ f
∗ is left exact and accessible, therefore it can be identified with a
pro-object. We proceed by defining ShapeE via the formula in (14) and verifying that it
participates in the claimed adjunction.
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Indeed, suppose that f : F → E is a geometric morphism. Let T = lim
←−
j
Ej be a pro-object
in E. Then we have the following string of natural equivalences:
MapTop∞/E (f,E/T ) ≃ lim←−
i
MapTop∞/E (f,E/Ei)
≃ lim←−
i
MapTop∞/F (F,F/f
∗Ei)
= lim←−
i
MapTope´t∞/F (F,F/f
∗Ei)
≃ lim
←−
i
MapF (1F, f
∗Ei)
≃ lim←−
i
ΓF (f
∗Ei)
≃ lim←−
i
MapPro(E) (ShapeE (f) , j (Ei))
≃ MapPro(E) (ShapeE (f) , T ) .
Indeed, the second equivalence follows since we have a pullback diagram of ∞-topoi [47,
Remark 6.3.5.8]:
F/f ∗Ei

// E/Ei

F
f // E
,
the third equivalence follows since any morphism in Top∞/E between e´tale geometric mor-
phisms must be e´tale [47, Corollary 6.3.5.9], and finally, the second to last equivalence follows
from the Yoneda lemma.
Consequently, we conclude that the functor
MapTop∞/E (f,E/ ( · )) : Pro (E)→ Ŝpc,
is corepresentable by the pro-object ΓF ◦ f
∗, where Ŝpc is the∞-category of large spaces. It
follows that the dotted functor below exists
Top∞/E
  y //
ShapeE
++❲❲
❲❲
❲❲
❲❲
❲❲
❲❲
❲❲
❲❲
❲❲
❲❲
❲❲
❲❲
❲❲
❲❲
❲❲
❲❲
❲❲
(
Fun
(
Top∞/E, Ŝpc
))op
((E/( · ))∗)op
//
(
Fun
(
Pro (E) , Ŝpc
))op
Pro (E) ,
?
y
OO
where Ŝpc denotes the ∞-category of very large spaces.
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Finally, there is a natural transformation
η : idTop∞/E ⇒ E/ ShapeE
whose component at f under the equivalence
MapPro(E) (ShapeE (f) , ShapeE (f)) ≃MapTop∞/E (f,E/ ShapeE (f))
corresponds to idShapeE(f). We conclude that η is a unit transformation exhibiting the desired
adjunction. 
Definition 4.2. Given a geometric morphism f : F → E, we define the relative shape of f
as the pro-object in E
ShapeE (f) .
The case of greatest interest for the rest of the paper is when E = Shv (Se´t) where S is
a scheme. We shall denote the relative shape of a geometric morphism f : F → Shv (Se´t)
simply as ShapeS (f).
Proposition 4.3. The functor f ∗ : E→ F induces a functor
Pro (f ∗) : Pro (E)→ Pro (F) .
This functor admits a left adjoint:
Pro (f!) : Pro (F)→ Pro (E)
and a right adjoint:
Pro (f∗) : Pro (F)→ Pro (E) .
Proof. By functoriality of the Pro construction, the right adjoint f∗ of f
∗ induces a functor
Pro (f∗) : Pro (F)→ Pro (E)
which is easily verified to be right adjoint to Pro (f ∗) .
Unlike above, despite the notation, Pro (f!) is not, in general, the functor Pro applied to
a left adjoint of f ∗ (but it will be when such a left adjoint exists). We will describe the
construction of this left adjoint by starting with the construction of a functor F → Pro (E) :
F
χF // Tope´t∞/F // Top∞/F
fˆ // Top∞/E
ShapeE // Pro (E) ,
where χF is induced by taking slice topoi and fˆ is induced by composition with f . Unwinding
definitions, this sends an object F of F to the pro-object corresponding the left exact functor
E → Spc
E 7→ ΓF (π
∗
F (f
∗E)) ,
where πF : F/F → F is the canonical e´tale geometric morphism.
By the universal property of Pro (F), this extends essentially uniquely to a cofiltered limit
preserving functor
Pro (f!) : Pro (F)→ Pro (E) .
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We claim that this is the desired left adjoint. To see this, we consider the following sequence
of equivalences which are natural in each variable: write T ∈ Pro (F)0 as T = lim←−
i
j (Fi)
where each Fi is an object of F and Z = lim←−
k
j (Ek) be a pro-object in E, then
MapPro(E) (Pro (f!) (T ) , Z) ≃ lim←−
k
MapPro(E) (Pro (f!) (T ) , j (Ek))
≃ colim
−−−→
i
lim←−
k
MapPro(E) (Pro (f!) (j (Fi)) , j (Ek))
≃ colim
−−−→
i
lim
←−
k
(Pro (f!) (j (Fi)) (Ek))
≃ colim
−−−→
i
lim←−
k
ΓF
(
π∗Fi (f
∗Ek)
)
≃ colim
−−−→
i
lim←−
k
MapF/F
(
1, π∗Fif
∗Ek
)
≃ colim
−−−→
i
lim
←−
k
MapF/F (idFi, Fi × f
∗ (Ek)→ Fi)
≃ colim
−−−→
i
lim
←−
k
MapF (Fi, f
∗Ek)
≃ MapPro(F) (T,Pro (f
∗) (Z)) .

Remark 4.4. By construction, given a geometric morphism f : F → E,
Pro (f!) (1F) ≃ ShapeE (f) .
In particular, when f ∗ admits a left adjoint f! (i.e. when the geometric morphism f is locally
∞-connected), then the relative shape of f is corepresented by the object f! (1) of E.
We will now describe how relative shapes interact with each other.
Proposition 4.5. Given composable geometric morphisms G
g
→ F
f
→ E, there is an equiva-
lence
ShapeE (f ◦ g) ≃ Pro (f!) (ShapeF (g)) .
Proof. By Remark 4.4,
ShapeE (f ◦ g) ≃ Pro ((f ◦ g)!) (1G) ,
and
Pro (f!) (ShapeF (g)) ≃ Pro (f!) (Pro (g!) (1G)) .
Notice that Pro (f!) ◦ Pro (g!) and Pro ((f ◦ g)!) are both left adjoints to Pro ((f ◦ g)
∗) . The
result now follows by uniqueness of adjoints. 
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4.1.2. Relative e´tale homotopy types of (higher) algebraic stacks. For a base scheme S, recall
that SchftS is the category of S-schemes of finite type. The colimit preserving functor
Shv (( · )e´t) : Shve´t
(
SchftS
)
→ Top∞
of [14, Lemma 2.2.6], is used in an essential way to construct the e´tale homotopy type functor
of [14, Definition 2.3.1]:
Πe´t∞ : Shv (( · )e´t)→ Pro (Spc) ,
namely it is simply Shape ◦ Shv (( · )e´t)
2. Even though S is the terminal S-scheme, there
is in general no reason for Shv (Se´t) to be the terminal ∞-topos Spc . Therefore the above
construction can be refined using the relative shape functor with respect to the ∞-topos
Shv (Se´t). For example, if S = Spec (k) , for k a field, then Shv (Se´t) ≃ BGal (k
sep/k) is the
classifying ∞-topos for the absolute Galois group of k. In particular, this ∞-topos is only
terminal if k is separably closed. By functoriality, the functor Shv (( · )e´t) naturally induces
a colimit preserving functor
Shv (( · )e´t) /S : Shve´t
(
SchftS
)
→ Top∞/ Shv (Se´t) .
Explicitly, given an ∞-sheaf X on the big e´tale site of SchftS , X gets sent to the image of the
unique morphism X→ S under the functor Shv (( · )e´t) .
Definition 4.6. The S-relative e´tale homotopy type functor
ΠS,e´t∞ : Shve´t
(
SchftS
)
→ Pro (Shv (Se´t))
is defined to be ShapeS ◦ Shv (( · )e´t) /S.
When S = Spec (k) for a field k, we denote this functor by
ΠGalk ,e´t∞ : Shve´t
(
Schftk
)
→ Pro (BGal (ksep/k)) ,
and it will be called the Galois-equivariant e´tale homotopy type functor (over k.)
Remark 4.7. Since all algebraic Artin stacks locally of finite type over S are naturally
objects in Shve´t
(
SchftS
)
, the functor ΠS,e´t∞ naturally associates to such algebraic stacks a
pro-object in Shv (Se´t) . By Proposition 4.5, one can recover the ordinary e´tale homotopy
type from this pro-object, so this definition gives a more refined invariant than the non-
relative e´tale homotopy type of an algebraic stack. For example if p : X → S is a morphism
of schemes, the composite of the geometric morphisms
Shv (Xe´t)
p
−→ Shv (Se´t)
eS−→ Spc,
where eS is the essentially unique geometric morphism from Shv (Se´t) to the terminal ∞-
topos, is the essentially unique geometric morphism eX . Proposition 4.5 then tells us that
Pro (eS)!
(
ΠS,e´t∞ (X)
)
= Pro (eS)! (ShapeS (p))
≃ Shape (Shv (Xe´t))
= Πe´t∞ (X) .
2In [14], it is assumed that S is affine, but this is assumed merely for simplicity, and is not necessary.
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4.1.3. The case of a field. When the base scheme S is a field k, the S-relative e´tale homotopy
type functor encodes an action of the absolute Galois group Gal (ksep/k) . In this subsection,
we will explain in what way this action is encoded, and in what sense the ordinary e´tale
homotopy type of a scheme X is a homotopy quotient of its relative e´tale homotopy type by
this action.
The origin of the action boils down to the classical equivalence of categories
Gal (ksep/k) -Set ≃ Shvδ (ke´t) ,
which we will now recall. Fix an embedding ϕ : k →֒ ksep of k into a separable closure. The
group Gal (ksep/k) is the cofiltered limit of Gal (ki/k) with i ranging over all finite Galois
extensions of k, and hence is profinite. To simplify notation, we will denote this profinite
group simply by Gk for the rest of this subsection. The category Gk-Set is the category of sets
equipped with a continuous Gk-action, where the sets are endowed with the discrete topology,
i.e. each stabilizer group of the actions must be open with respect to the profinite topology.
This category is the classifying topos for the profinite group Gk. Given any k-scheme X, one
may consider the set of ksep-points X (ksep) , which caries a canonical continuous Gk-action.
This construction restricts to a functor
ω : ke´t → Gk-Set
from the small e´tale site of Spec (k) to the classifying topos of its absolute Galois group.
This functor induces an adjoint equivalence of categories. The right adjoint, which we will
simply denote by
R : Gk-Set→ Shv
δ (ke´t) ,
is such that for a Gk-set Y, R (Y ) is the presheaf on ke´t
R (Y ) (X) = HomGk-Set (X (k
sep) , Y ) ,
which can be verified to be a sheaf by reducing to covers by finite Galois extensions of k.
By the Yoneda lemma, R is right adjoint to the left Kan extension Lany ω, where y is the
Yoneda embedding of Shvδ (ke´t) . For further details see [66, Section 03QW].
There is another description of the classifying ∞-topos BGal (ksep/k) , which we now
describe. Let Orb (Gk) be full subcategory of Gk-Set on those Gk-sets of the form Gk/U, for
U an open subgroup. Equip it with the atomic Grothendieck topology, i.e. all non-empty
sieves are covering sieves. By [49, III.9, Theorem 1], there is a canonical equivalence of
categories
Gk-Set ≃ Shv
δ (Orb (Gk)) .
It is not obvious however that there is an induced equivalence at the level of sheaves of spaces,
since the classifying ∞-topos BGal (ksep/k) is often not hypercomplete, and Orb (Gk) is not
closed under finite limits, so we prove this by hand. First, we need an important simple
observation:
Lemma 4.8. Let U be an open subgroup of Gk, and let (k
sep)U be the fixed field of U. Then
R (Gk/U) ∼= y
(
Spec
(
(ksep)U
))
∈ Shvδ (ke´t) .
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Proof. It suffices to prove that
ω
(
Spec
(
(ksep)U
))
∼= Gk/U.
Note that this Gk-set is nothing but Homk
(
(ksep)U , ksep
)
with the canonical Gk-action,
where the subscript denotes morphisms preserving the ground field k, or more precisely
restricting to the distinguished embedding ϕ : k →֒ ksep. The canonical Gk-action on this set
is transitive with stabilizer isomorphic to U . The result now follows. 
In particular, since R (Gk/U) is in the image of the Yoneda embedding, the functor R
restricts to a fully faithful functor
γ : Orb (Gk) →֒ ke´t.
Proposition 4.9. The functor γ induces an equivalence of ∞-categories
γ∗ : Shv (ke´t)→ Shv (Orb (Gk)) .
Proof. Precomposition with γ sends sheaves to sheaves, so there is such a functor γ∗. We
will show that this functor has both a left and right adjoint. Note that the essential image
of γ is all finite Galois field extensions
Spec (ki)→ Spec (k) .
Lets denote this essential image by S (ke´t) and, by abuse of notation, denote by γ its canonical
inclusion into ke´t. First, lets make the observation that any e´tale k-scheme X → Spec (k)
in ke´t is isomorphic to a coproduct of finite Galois field extensions∐
i
Spec (ki)→ Spec (k) ,
and moreover each inclusion into the coproduct is e´tale, so this coproduct is preserved by
the Yoneda embedding into sheaves of spaces. We claim that the right adjoint γ∗ is then
defined by
γ∗ (F ) (X) :=
∏
i
F (Spec (ki)) .
It is easy to see that if F is a sheaf for the atomic topology on S (ke´t) then γ∗F is a sheaf
for the e´tale topology, since every cover in ke´t factors as a coproduct of atomic covers.
Let γ˜∗ : PShv (ke´t) → PShv (Orb (Gk)) be the functor on presheaves induced by precom-
position with γ. Then, γ˜∗ has a right adjoint γ˜∗ given by the formula
γ˜∗ (F ) (X) =MapPShv(ke´t) (γ˜
∗y (X) , F ) ,
where F and the mapping space are taken in presheaves of spaces. If we can show that γ˜∗
sends sheaves to sheaves and restricts to our functor γ∗, this will establish the claim.
Suppose that F is now a sheaf, and denote by
a : PShv (S (ke´t))→ Shv (S (ke´t))
the sheafification functor, left adjoint to the inclusion i.
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Then
γ˜∗ (iF ) (X) ≃ MapPShv(ke´t) (y (X) , γ˜∗iF )
≃ MapPShv(S(ke´t)) (γ˜
∗y (X) , iF )
≃ MapShv(S(ke´t)) (aγ˜
∗y (X) , F )
≃ MapShv(S(ke´t))
(∐
i
y (Spec (ki)) , F
)
≃
∏
i
F (Spec (ki))
= γ∗ (F ) (X) ,
and since we know that γ∗ sends sheaves to sheaves, this establishes our claim.
Denote by y the Yoneda embedding
y : ke´t →֒ Shv (ke´t) ,
then the composite
S (Gk)
γ
−֒→ ke´t
y
−֒→ Shv (ke´t)
extends to a unique colimit preserving functor
Lany (y ◦ γ) : PShv (S (Gk))→ Shv (ke´t) ,
whose right adjoint is the restriction of γ˜∗ to sheaves, which lands in sheaves. Hence,
Lany (y ◦ γ) restricts to a colimit preserving functor
γ! : Shv (S (Gk))→ Shv (ke´t)
which is left adjoint to γ∗.
We conclude that both γ! and γ
∗ preserve colimits. We will show they form an adjoint
equivalence by showing that the components of the unit and co-unit along representables are
equivalences. Indeed,
γ∗γ! (y (Spec (ki))) (Spec (kj)) ≃ γ! (y (Spec (ki))) (γ (Spec (kj)))
≃ (γ (y (Spec (ki)))) (γ (Spec (kj)))
≃ Mapke´t (γ (Spec (kj)) , γ (Spec (ki)))
≃ MapS(ke´t) (Spec (kj) , Spec (ki))
≃ y (Spec (ki)) (Spec (kj)) ,
and hence the component of the unit η : id ⇒ γ∗γ! along Spec (ki) is an equivalence, and
from [47, Proposition 5.5.4.20 and Theorem 5.1.5.6], we conclude that η is an equivalence.
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Now, let X =
∐
i
Spec (ki) be in ke´t. Then
γ!γ
∗y (X) ≃
∐
i
γ!γ
∗y (Spec (ki))
≃
∐
i
y (Spec (ki))
≃ y (X) .
So, we conclude that the component of
ε : γ!γ
∗ → id
along X is also an equivalence, and hence, again by [47, Proposition 5.5.4.20 and Theorem
5.1.5.6], we conclude that ε is an equivalence. Hence, in particular, γ∗ is an equivalence of
∞-categories. 
Since for sheaves of sets, we have
Gk-Set ≃ Shv
δ (Orb (Gk)) ,
it is tempting to think of the∞-topos Shv (Orb (Gk)) as a good definition for the∞-category
of spaces with a “continuous” action of Gk. In fact, one can describe the objects of BGk ≃
Shv (Orb (Gk)) as compatible collections of spaces X
Ui with actions of Gk/Ui, where Ui ranges
over open normal subgroups of Gk. Since Gk is compact with the profinite topology, each
of these subgroups is of finite index, and hence each XUi is a space with the action of a
finite group. The compatibility condition is that if Ui ⊆ Uj , then X
Uj is the homotopy
fixed points for the action of Uj/Ui on X
Ui. This can be read off from the description of
Gk as the cofiltered limit of the finite groups Gk/Ui. However, we argue that this is not a
good definition of a space with a continuous Gk-action, since the natural candidate for an
underlying space functor, is often not conservative. Consider a sheaf X of sets on the small
e´tale site of k. Then, to extract a set with a continuous Gk-action from X, one takes the
set X (Spec (ksep)) , and endows it with the canonical action. Topos-theoretically, under the
equivalence
Set ≃ Shvδ (ksepe´t ) ,
the set X (Spec (ksep)) can be identified with the stalk of X along the canonical geometric
morphism
Set→ Shvδ (ke´t)
induced by
Spec (ksep)→ Spec (k) .
In fact, this is the only geometric morphism to Shvδ (ke´t) , that is, it is the unique point of
the topos. Hence, the natural candidate for the underlying space of an object X of BGk is
the stalk of X at the unique point
Spc→ BGk.
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However, since the ∞-topos BGk is often not hypercomplete, it is possible for the space
arising as this stalk, which can be computed as colim
−−−→
i
XUi, to be contractible when each of
the spaces XUi are not.
Remark 4.10. We argue however that the ∞-topos HypShv (Orb (Gk)) of hypersheaves is
a good candidate ∞-category of spaces with an action of Gk, since the stalk functor
HypShv (Orb (Gk))→ Spc
is conservative. To see this, one can model the ∞-category HypShv (Orb (Gk)) by the local
model structure on the category of simplicial presheaves, where weak equivalences are stalk-
wise weak equivalences, since the small e´tale site of any scheme has enough points [31, p.
12], and then use the fact that the site also has a unique point, since k is a field.
Given any sheaf X of spaces on Orb (Gk) , one can always take its hypersheafification,
and by the previous remark, obtain a space with an action of Gk. However, if X is not a
hypercomplete object, this might result in loss of information, in that X cannot be recovered
from its hypercompletion. Hence, one may think of objects of Shv (Orb (Gk)) as generalized
Gk-spaces which may contain more information. Given such a generalized Gk-space, it is
natural to contemplate a good definition of the pro-space arising as its “homotopy quotient”
by Gk. Lets first consider the case when X is a 0-truncated object, so it can be identified with
an actual Gk-set. If the action is moreover transitive, with stabilizer Gi, then the homotopy
quotient should clearly be the pro-space BGi. Note however, all of the transitive Gk-sets
are of the form Gk/U for U an open subgroup, i.e. are objects in the site Orb (Gk) . Since,
moreover, taking homotopy quotients should be colimit preserving, this uniquely defines such
a functor, provided it exists, that is, if there exists a colimit preserving functor
( · ) //Gk : Shv (Orb (Gk))→ Pro (Spc)
such that
(Gk/U) //Gk ≃ BU,
then it is unique. We claim that not only does such a colimit preserving functor exist, but
is computed simply by taking the shape of slice topoi, that is, the functor
BGk
χBGk
−֒−→ Tope´t∞/BGk → Top∞
Shape
−−−−−−−→ Pro (Spc) ,
which sends an object X in the classifying ∞-topos BGk to the shape of its slice topos, i.e.,
to Shape (BGk/X) . Lets denote this functor by
( · ) //Gk.
Proposition 4.11. The functor ( · ) //Gk is colimit preserving and for all open subgroups
U,
(Gk/U) //Gk ≃ BU.
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Proof. By [47, Proposition 6.3.5.14], the composite
BGk → Top∞
preserve colimits. Moreover, Shape is a left adjoint, hence ( · ) //Gk is colimit preserving.
Now, suppose that U is an open normal subgroup of Gk. Then by Lemma 4.8, under the
equivalence
BGk ≃ Shv (ke´t) ,
Gk/U corresponds to Spec
(
(ksep)U
)
. Moreover, there is a canonical equivalence
Shv (ke´t) /Spec
(
(ksep)U
)
≃ Shv
((
(ksep)U
)
e´t
)
.
Hence, the shape of this slice topos is the e´tale homotopy type of Spec
(
(ksep)U
)
, which is
simply
BGal
(
ksep/ (ksep)U
)
= BU.

Unwinding definitions, if
ek : Shv (ke´t)→ Spc
is the unique geometric morphism, then Pro (ek)! is the unique cofiltered limit preserving
functor
Pro (Shv (ke´t))→ Pro (Spc)
which restricts to
( · ) //Gk
along the inclusion
j : Shv (ke´t) →֒ Pro (Shv (ke´t)) .
By abuse of notation, we may write Pro (ek)! = ( · ) //Gk. Hence, Remark 4.7 together with
Proposition 4.11 implies that for any scheme X (or any sheaf on the big e´tale site Schft)
ΠGalk ,e´t∞ (X) //Gk ≃ Π
e´t
∞ (X) ,
i.e. its ordinary e´tale homotopy type can be recovered, at least morally, as the homotopy
quotient of its Galois-equivariant e´tale homotopy type by the absolute Galois group of k.
4.2. An explicit description of the relative e´tale homotopy type. The goal is of
this section is to prove Theorem 4.30, which gives an explicit description of the relative e´tale
homotopy type of any S-scheme as a left exact functor from the small e´tale site of S to spaces
(which works more generally for any sheaf X ∈ Shve´t
(
Schft
)
). This description persists for
the relative realization of motivic spaces, see Proposition 4.40.
Informally, if X is an S-scheme of finite type, the functor ΠS,e´t∞ (X) from Shve´t
(
Schft
)
to
spaces is one “corepresented by X” as one could guess from the description of the shape
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functor as a pro-left adjoint (see Remark 4.4). To obtain this explicit formula, we will
describe two geometric morphisms
ρ : Shv (Se´t)→ Shve´t
(
SchftS
)
λ : Shve´t
(
SchftS
)
→ Shv (Se´t) ,
between the small e´tale site and the big e´tale site of S, such that ρ ◦ λ ≃ id (see Proposi-
tion 4.28), i.e., the geometric morphism λ is a section of the geometric morphism ρ.
4.2.1. Deligne-Mumford schemes and their functor of points. We first review the theory
of Deligne-Mumford stacks (see Definition 4.17) in general, from the point of view of its
associated ∞-topos (called Deligne-Mumford schemes) versus its functor of points. The
former is the discussed by Lurie in [48, Chapter I.1], in the spectral setting.
Let X be a scheme, and consider its small e´tale site Xe´t of affine schemes e´tale over X.
There is a canonical sheaf of rings on this site Oe´tX : to an e´tale map Spec (A) → X, O
e´t
X
assigns the ring A. This sheaf can be canonically identified with a sheaf of rings on the small
e´tale∞-topos Shv (Xe´t) , which we will also denote by O
e´t
X . The stalk of O
e´t
X at any geometric
point of X is a strictly Henselian local ring. By [44, Theorem 2.2.12], this construction
restricted to affine schemes gives rise to a fully faithful functor
Spec e´t : Aff →֒ Top
Hens.
∞
from the category of affine schemes to the ∞-category of ∞-topoi locally ringed in strictly
Henselian algebras (see [48, Definition 1.2.2.5]). For an affine scheme Spec R, we call
Spec e´t(Spec R) = (Shv(Re´t),O
e´t
Spec R) the e´tale spectrum of R.
Definition 4.12. A morphism f : (E,OE)→ (F,OF) of ∞-topoi locally ringed in Henselian
algebras, is e´tale if the underlying geometric morphism of ∞-topoi E → F is e´tale, and
the morphism of sheaves f ∗OF → OE is an isomorphism. A collection of e´tale morphisms
(fα : (Eα,Oα)→ (E,OE)) is said to cover E if under the equivalence of ∞-categories
χE : E
∼
−→ Tope´t∞/E
of Proposition 2.16, the maps fα correspond to objects Eα of E such that the unique morphism∐
α
Eα → 1E
is an epimorphism.
Just as a scheme is locally the spectrum of a ring, a Deligne-Mumford scheme is locally
the e´tale spectrum of a ring.
Definition 4.13. Let (E,OE) be an∞-topos locally ringed in strictly Henselian algebras. It
is aDeligne-Mumford scheme if there exists an e´tale covering family (fα : (Eα,Oα)→ (E,OE))
such that for each α there is a commutative algebra Aα and an equivalence
(Eα,Oα) ≃ Spec e´t (Aα) .
Denote the full subcategory of TopHens.∞ on the Deligne-Mumford schemes by DM∞.
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The following theorem says that a Deligne-Mumford scheme can be recovered by its functor
of points.
Theorem 4.14. [44, Theorem 2.4.1],[15, Theorem 6.2.1] Given a Deligne-Mumford scheme
(E,OE) , and an affine scheme X, the space Map (Spec e´t (X) , (E,OE)) =: Y ((E,OE)) (X) is
essentially small, and the corresponding functor
Y ((E,OE)) : Aff
op → Spc
satisfies e´tale descent.
This construction assembles into a fully faithful functor
(15) Y : DM∞ →֒ Shv (Aff , e´t) ,
and the 1-truncated objects (i.e. stacks of 1-groupoids) in the essential image are precisely the
classical Deligne-Mumford stacks (with no separation conditions). In particular, the essential
image contains all schemes: if X is a scheme, X ≃ Y
((
Shv (Xe´t) ,O
e´t
X
))
.
Corollary 4.15. The small e´tale spectrum functor extends to a fully faithful functor
S˜pec e´t : Sch →֒ Top
Hens.
∞ ,
sending a scheme X to
(
Shv (Xe´t) ,O
e´t
X
)
.
Definition 4.16. A Deligne-Mumford ∞-stack is an object of Shv (Aff , e´t) in the es-
sential image of Y as in (15) above. We denote the corresponding ∞-category by DMST∞.
Let S be a scheme. Denote by (DMST∞)S the slice category DMST∞/S, and refer to the
objects as S-Deligne-Mumford ∞-stacks.
Hence, by definition, we have an equivalence of ∞-categories between Deligne-Mumford
schemes and Deligne-Mumford stacks.
Definition 4.17. A map X→ Y between Deligne-Mumford ∞-stacks will be called e´tale if
it is equivalent to Y (ϕ) , for ϕ an e´tale map of strictly Henselian ringed ∞-topoi.
Definition 4.18. Let S be a scheme, and let (E,OE)→ S˜pec e´t (S) be a map whose codomain
is Deligne-Mumford scheme. Then (E,OE) is locally of finite type over S if there exists
an e´tale covering family
(fα : (Eα,Oα)α → (E,OE))α
such that for each α there is an equivalence
(Eα,Oα) ≃ S˜pec e´t (Xα) ,
for Xα a scheme, such that the induced map S˜pec e´t (Xα) → S˜pec e´t (S) corresponds under
Corollary 4.15 to a morphism Xα → S of schemes which is locally of finite type. Denote by
DMlft/S∞ the full subcategory of the slice category DM∞/S˜pec e´t (S) on those objects which
are locally of finite type over S.
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Since S˜pec e´t is fully faithful, there is an induced fully faithful functor
ϕ : Schft/S →֒ DMlft/S∞ .
The following proposition follows by a similar argument to that of [44, Theorem 2.4.1]:
Proposition 4.19. The composite
DMlft/S∞
y
−֒→ PShv
(
DMlft/S∞
)
ϕ∗
−→ PShv
(
SchftS
)
is fully faithful and factors through the inclusion
Shve´t
(
SchftS
)
→֒ PShv
(
SchftS
)
.
Definition 4.20. Denote by DMSTlft/S∞ the essential image of DM
lft/S
∞ in Shve´t
(
SchftS
)
and refer to its objects as S-Deligne-Mumford ∞-stacks locally of finite type.
Proposition 4.21. Every e´tale map (E,OE)→ S˜pec e´t (S) is locally of finite type.
Proof. As any e´tale map of schemes is locally of finite presentation and hence locally of finite
type, it suffices to prove that there exists an e´tale covering family
(fα : (Eα,Oα)α → (E,OE))α
with equivalences
(Eα,Oα) ≃ S˜pec e´t (Xα) ,
for Xα a scheme, such that the induced map S˜pec e´t (Xα) → S˜pec e´t (S) corresponds to an
e´tale morphism Xα → S of schemes. By [44, Proposition 2.3.5, (5)], there is an equivalence
of ∞-categories
Shv (Se´t) → DM
e´t
∞/S˜pec e´t (S)
F 7→
((
Shv (Se´t) /F, π
∗
F
(
Oe´tS
))
→
(
Shv (Se´t) ,O
e´t
S
))
where DMe´t∞/S˜pec e´t (S) is the full subcategory of DM∞/S˜pec e´t (S) spanned by the e´tale
maps, and where πF : Shv (Se´t) /F → Shv (Se´t) is the canonical e´tale geometric morphism
associated to F. Therefore, it suffices to show that for any sheaf F in the small e´tale∞-topos
Shv (Se´t) , there exists representable objects Xα and an epimorphism∐
α
Xα → F
in Shv (Se´t) . (Here by a representable object, we mean a representable sheaf on the small
e´tale site Se´t.) To this end, denote by Se´t/F the full subcategory of Shv (Se´t) /F spanned by
arrows with representable codomain. Then, by [47, Proposition 5.1.5.3], F is the colimit of
the composite
Se´t/F →֒ Shv (Se´t) /F → Shv (Se´t) .
The result now follows from [47, Lemma 6.2.3.13]. 
Definition 4.22. Let DMSTe´t/S∞ denote the full subcategory of DMST
lft/S
∞ on those S-
Deligne Mumford ∞-stacks whose essentially unique map to S is e´tale.
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4.2.2. Geometric morphisms between small and big sites. Classically, there is an equivalence
of 1-categories between the small e´tale shaves (of sets) on S and the category of e´tale algebraic
spaces over S — see 3, for example [51, Section V.I, Theorem 1.5]. The following is the
analogue for ∞-topoi.
Proposition 4.23. There is a canonical fully faithful embedding
ρ! : Shv (Se´t) →֒ Shve´t
(
SchftS
)
,
which restricts to an equivalence of ∞-categories
Shv (Se´t)
∼
−→ DMSTe´t/S∞ .
Moreover, if F ∈ Shv (Se´t)0 , then for p : X → S an S-scheme,
Map (X, ρ! (F )) ≃ Γ (p
∗F ) .
Proof. Using Propositions 4.21 and 4.19, the ∞-category DMSTe´t/S∞ can be canonically
identified with the essential image of the following composite of fully faithful functors:
Shv (Se´t)
∼
−→
(
DMe´t∞
)
/ ˜Spec e´t (S) →֒ DMlft/S∞ →֒ Shve´t
(
SchftS
)
.
This establishes the first claim. Hence, for p : X → S an S-scheme locally of finite type, the
space Map (X, ρ! (F )) can be identified with the space of lifts
(Shv (Set) /F,O
et
S |F )
(
Shv (Xe´t) ,O
e´t
X
) p //
55❦❦❦❦❦❦❦❦ (
Shv (Se´t) ,O
e´t
S
)
.
By [44, Remark 2.3.4], there is a pullback diagram
(Shv (Xet) /p
∗F,OetX |p∗F )
pr1

pr2 // (Shv (Set) /F,O
et
S |F )
(
Shv (Xe´t) ,O
e´t
X
) p // (Shv (Se´t) ,Oe´tS ) ,
hence Map (X, ρ! (F )) can be identified with the space of sections of the map pr1 above. By
[44, Proposition 2.3.5 (5)], this can in turn be identified with the space of maps
MapShv(Xe´t) (1, p
∗F ) =: Γ (p∗F ) .

Lemma 4.24. The fully faithful embedding
ρ! : Shv (Se´t) →֒ Shve´t
(
SchftS
)
of Proposition 4.23 preserves small colimits.
3The reference proves the theorem only for locally Noetherian schemes and locally separated algebraic
spaces, but the proof generalizes to the claimed equivalence.
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Proof. Denote by r : SchftS →֒ Sch/S the canonical fully faithful inclusion. The restriction
functor r∗ : Shve´t (Sch/S)→ Shve´t
(
Schft
)
has a left adjoint r!, given by left Kan extension;
it is the unique colimit preserving functor sending each S-scheme of finite type to itself
(regarded as an object in Shve´t (Sch/S)). Since r is a map of sites, r
∗ also has a right
adjoint
r∗ : Shve´t
(
Schft
)
→ Shve´t (Sch/S) .
Explicitly, for an S-scheme Z,
r∗ (X) (Z) ≃MapShve´t(Schft) (r
∗y (Z) ,X) ,
where y denotes the Yoneda embedding. Notice that the unit map
η : idShve´t(Schft) ⇒ r
∗r!
is an equivalence along representables, and as idShve´t(Schft) and r
∗r! are colimit preserving,
it follows from [47, Theorem 5.1.5.6 and Proposition 5.5.4.20], that η is an equivalence, and
hence we conclude that r! is fully faithful. Therefore, it suffices to prove that
Shv (Se´t)
∼
−→
(
DMe´t∞
)
/ ˜Spec e´t (S) →֒ DMlft/S∞ →֒ Shve´t
(
SchftS
) r!
−−−−−−−→ Shve´t (Sch/S)
preserves colimits.
Notice that the following diagram commutes:(
DMe´t∞
)
/ ˜Spec e´t (S)

// DMlft/S∞
// Shve´t
(
SchftS
)
r!

DMe´t∞
j

// Shve´t (Sch) Shve´t (Sch/S) ,oo
DM∞
y˜
55❦❦❦❦❦❦❦❦❦❦❦❦❦❦❦
where the functor Shve´t (Sch/S)→ Shve´t (Sch) , under the canonical equivalence
Shve´t (Sch/S) ≃ Shve´t (Sch) /S,
(see [15, Remark 2.4]) corresponds to the forgetful functor. By [47, Proposition 1.2.13.8], it
suffices to prove that the composite(
DMe´t∞
)
/ ˜Spec e´t (S)→ DMe´t∞ → Shve´t (Sch)
preserves colimits. By the same proposition, we reduce to observing the the latter functor
preserves colimits, which is the content of [44, Lemma 2.4.13]. 
Proposition 4.25. Denote by ρ : Se´t →֒ Sch
ft
S the canonical fully faithful embedding. Then
(by abuse of notation) ρ induces a geometric morphism
ρ : Shv (Se´t)→ Shve´t
(
SchftS
)
,
and one has that ρ! is left adjoint to ρ
∗.
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Proof. The inverse image functor of the geometric morphism ρ is the restriction functor
ρ∗ : Shve´t
(
SchftS
)
→ Shv (Se´t) .
The direct image functor ρ∗ is defined by the equation
ρ∗ (F ) (X) =Map (ρ
∗y (X) , F ) ,
for all S-schemes X. This is automatically right adjoint to ρ∗ as soon as it is well defined,
i.e. as soon as one shows that for all sheaves F, the presheaf ρ∗F is a sheaf. We claim that
this is the case. It suffices to show that if (Uα → X)α is an e´tale covering family, then∐
α
ρ∗y (Uα)→ ρ
∗y (X)
is an epimorphism. In other words, one needs to show that for all e´tale S-schemes T, and
for all g : T → ρ∗y (X) , there exists an e´tale covering family (Tβ → T )β and maps
gβ : Tβ →
∐
α
ρ∗y (Uα)
such that the following diagram commutes:
Tβ

gβ //
∐
α
ρ∗y (Uα)

T
g // ρ∗y (X) .
Notice that the map g, by the Yoneda lemma, corresponds uniquely to a map of S-schemes
g˜ : T → X. One can then pullback the e´tale cover of X via g˜ to get the desired cover of T,
and the maps gβ are determined by the pullback diagram itself. Hence, ρ
∗ ⊢ ρ∗ is a geometric
morphism.
We will now show that ρ! is left adjoint to ρ
∗. Let T be an S-scheme and F an e´tale sheaf
on SchftS. Then
Map (ρ!y (T ) , F ) ≃ Map (y (T ) , F )
≃ F (T )
≃ ρ∗F (T )
≃ Map (y (T ) , ρ∗F ) .
Since every sheaf is a colimit of representables, we are done by Lemma 4.24. 
Definition 4.26. A geometric morphism f : E → F between ∞-topoi is ∞-connected if
the inverse image functor f ∗ is fully faithful.
Proposition 4.27. The functor
ρ! : Shv (Se´t) →֒ Shve´t
(
SchftS
)
,
is the inverse image functor of a canonical ∞-connected geometric morphism
λ : Shve´t
(
SchftS
)
→ Shv (Se´t) .
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I.e.,
ρ! = λ
∗.
Proof. By Lemma 4.24, ρ! preserves colimits and by Proposition 4.23 it is fully faithful.
Hence, it suffices to prove that ρ! preserves finite limits. For this, it is enough to check that
for each S-scheme p : X → S, the functor
MapShve´t(SchftS)
(X, ρ! ( · )) : Shv (Se´t)→ Spc
preserves finite limits. However, by Proposition 4.23, this functor can be identified with
Γ ◦ p∗, where Γ is the global sections functor of Shv (Xe´t) , and since Γ and p
∗ are each left
exact, this finishes the proof. 
Proposition 4.28. The geometric morphism
λ : Shve´t
(
SchftS
)
→ Shv (Se´t)
is a section of
ρ : Shv (Se´t)→ Shve´t
(
SchftS
)
.
Proof. We have that
(ρ ◦ λ)∗ ≃ λ∗ ◦ ρ∗
≃ ρ! ◦ ρ
∗
and since ρ! is fully faithful, and is left adjoint to ρ
∗, it follows that the unit
ρ! ◦ ρ
∗ → id
is an equivalence. Hence
ρ ◦ λ ≃ id.

Remark 4.29. Since λ is uniquely determined by λ∗ = ρ!, and ρ! is uniquely determined
by its right adjoint ρ∗, which in turn uniquely determines ρ, we can conclude that ρ comes
equipped with a canonical distinguished section, λ. Conversely, λ uniquely determines ρ.
After our discussion, we obtain the following explicit description of the relative e´tale
homotopy type.
Theorem 4.30. Let X be a stack in Shve´t
(
SchftS
)
. Viewed as a left exact functor
Shv (Se´t)→ Spc,
the S-relative e´tale homotopy type ΠS,e´t∞ (X) can be identified with the functor
MapShve´t(SchftS)
(X, ρ! ( · )) .
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Proof. On one hand, by definition, the functor
ΠS,e´t∞ ( · ) : Shve´t
(
SchftS
)
→ Pro (Shv (Se´t))
is the composite
Shve´t
(
SchftS
) Shv(( · )e´t)/S
−−−−−−−−−−−−−→ Top∞/ Shv (Se´t)
ShapeS
−−−−−−−→ Pro (Shv (Se´t))
of two colimit preserving functors, hence it is colimit preserving. On the other hand, we
claim that the construction
X 7→ MapShve´t(SchftS)
(X, ρ! ( · ))
can be described as the composite Θ of functors
Shve´t
(
SchftS
) ∼
−→ Tope´t∞/ Shve´t
(
SchftS
)
→ Top∞/ Shve´t
(
SchftS
) λ˜
−→ Top∞/ Shv (Se´t)
ShapeS
−−−−−−−→ Pro (Shv (Se´t)) ,
where λ˜ is induced by composition with the geometric morphism λ of Proposition 4.27. Let
us justify this claim.
Suppose that X in Shve´t
(
SchftS
)
. Then Θ computes the S-shape of the composite geometric
morphism
Shve´t
(
SchftS
)
/X
πX−→ Shve´t
(
SchftS
) λ
−→ Shv (Se´t) .
Let F be an e´tale sheaf on Se´t, then
ShapeS (λ ◦ πX) (F) ≃ ΓX (π
∗
Xλ
∗F)
≃ ΓX (π
∗
Xρ!F)
≃ MapShve´t(SchftS)/X
(1, π∗Xρ!F)
≃ MapShve´t(SchftS)
((πX)! (1) , ρ!F)
≃ MapShve´t(SchftS)
(X, ρ!F) ,
where we have used Proposition 4.27 in the second equivalence.
Notice that the functor λ˜ has a right adjoint, which sends an ∞-topos E→ Shv (Se´t) over
Shv (Se´t) to the pullback∞-topos Shve´t
(
SchftS
)
×Shv(Se´t) E→ Shve´t
(
SchftS
)
. Observe further
that, in light of [47, Theorem 6.3.5.13], the composite
Tope´t∞/ Shve´t
(
SchftS
)
→ Top∞/ Shve´t
(
SchftS
)
→ Top∞
preserves colimits, since it factors as
Tope´t∞/ Shve´t
(
SchftS
)
→ Tope´t∞ → Top∞.
Hence, by [47, Proposition 1.2.13.8], we have that
Tope´t∞/ Shve´t
(
SchftS
)
→ Top∞/ Shve´t
(
SchftS
)
preserves colimits. It follows that Θ preserves colimits as well.
Now, Θ and ΠS,e´t∞ are both colimit preserving functors Shve´t
(
Schft
)
→ Pro (Shv (Se´t)) ,
so to conclude that they are equivalent functors, it suffices to show that they agree along
RELATIVE E´TALE REALIZATIONS AND DWYER-FRIEDLANDER K-THEORY OF NC SCHEMES 47
representables, i.e. along S-schemes p : X → S of finite type. But this follows immediately
from Proposition 4.23, as Γ ◦ p∗ is precisely ShapeS (Shv (Xe´t)) . 
The following fact will be useful:
Proposition 4.31. The functor ΠS,e´t∞ : Shve´t
(
SchftS
)
→ Pro (Shv (Se´t)) admits a right ad-
joint, which identifies with the composite
R : Pro (Shv (Se´t))
Pro(ρ!)
−−−−−−−→ Pro
(
Shve´t
(
SchftS
)) lim←−
−−−−−−−→ Shve´t
(
SchftS
)
.
Proof. Let lim←−
i
j (Fi) be an arbitrary pro-object of Pro (Shv (Se´t)) and X an e´tale sheaf. Then
MapPro(Shve´t(SchftS))
(
ΠS,e´t∞ (X) , lim←−
i
j (Fi)
)
≃ lim←−
i
MapPro(Shve´t(SchftS))
(
ΠS,e´t∞ (X) , j (Fi)
)
≃ lim←−
i
ΠS,e´t∞ (X) (Fi)
≃ lim←−
i
MapShve´t(SchftS)
(X, ρ! (Fi))
≃ MapShve´t(SchftS)
(
X, lim
←−
i
ρ! (Fi)
)
≃ MapShve´t(SchftS)
(
X, lim
←−
(
Pro (ρ!)
(
lim
←−
i
j (Fi)
)))
,
where the second equivalence is the content of Theorem 4.30. 
4.3. Relative e´tale realization of motivic spaces. We now come to the main construc-
tion of this paper. For f : X → Y a map of schemes, denote the direct and inverse image
functors corresponding to the induced geometric morphism
Shv (fe´t) : Shv (Xe´t)→ Shv (Ye´t)
by f∗ and f
∗ respectively.
The following is a relative version of Definition 3.7.
Definition 4.32. An object F ∈ Shv (Se´t) is A
1-invariant if for all smooth S-schemes
p : X → S,
ηp∗F : p
∗F → (πX)∗ (πX)
∗ p∗F
is an equivalence, where πX : X × A
1 → X is the canonical projection, and η is the unit of
the adjunction
(πX)
∗ ⊣ (πX)∗ .
Denote by Let SA1 the full subcategory of Shv (Se´t) spanned by the A
1-invariant objects.
We have the relative analog of Proposition 3.8.
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Proposition 4.33. A sheaf F in Shv (Se´t) is A
1-invariant if and only if the corresponding
Deligne-Mumford stack ρ! (F) is A
1-invariant in Shve´t
(
Schft
)
, in the sense of Definition
3.7.
Proof. Notice that
MapShv(Xe´t) (1, (πX)∗ (πX)
∗ p∗F) ≃ MapShv((X×A1)e´t)
((πX)
∗ (1) , (πX)
∗ p∗F)
≃ MapShv((X×A1)e´t)
(1, (πX)
∗ p∗F) .
So, if F is A1-invariant, it follows that the canonical map
ΓX×A1 (p ◦ πX)
∗
F → ΓXp
∗F
is an equivalence. Hence, by Proposition 4.23, it follows that ρ! (F) is A
1-invariant.
Conversely, suppose that ρ! (F) is A
1-invariant. Let u : U → X be an e´tale map, i.e. a
representable object in Shv (Xe´t) . We want to show that the canonical map
p∗F (u)→ (πX)∗ (πX)
∗ p∗F (u)
is an equivalence. Notice that p ◦ u : U → S is an S-scheme locally finite type, and hence
also an object of Shve´t
(
Schft
)
. Moreover, the canonical geometric morphism
Shv (ue´t) : Shv (Ue´t)→ Shv (Xe´t)
is e´tale, so the inverse image functor u∗ has a left adjoint, which is induced by composition
with u. In particular, u! (1) ≃ u ∈ Shv (Xe´t) . Hence
p∗F (u) ≃ MapShv(Xe´t) (u! (1) , p
∗F)
≃ MapShv(Ue´t) (1, u
∗p∗F)
≃ ΓU (p ◦ u)
∗
F
≃ MapShve´t(Schft) (U, ρ! (F)) .
Consider the following pullback diagram
U × A1
πU

u×id
A1 // X × A1
πX

U
u // X.
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Similarly, to above
(πX)∗ (πX)
∗ p∗F (u) ≃ MapShv(Xe´t) (u, (πX)∗ (πX)
∗ p∗F)
≃ MapShv((X×A1)e´t)
((πX)
∗ (u) , (πX)
∗ p∗F)
≃ MapShv((X×A1)e´t)
(u× idA1 , (πX)
∗ p∗F)
≃ MapShv((X×A1)e´t)
((u× idA1)! (1) , (πX)
∗ p∗F)
≃ MapShv((X×A1)e´t)
(1, (u× idA1)
∗ (πX)
∗ p∗F)
≃ MapShv((X×A1)e´t)
(1, (πU)
∗ u∗p∗F)
≃ ΓU×A1 ((p ◦ u ◦ πU)
∗
F)
≃ MapShve´t(Schft)
(
U × A1, ρ! (F)
)
.
The result now follows. 
Proposition 4.34. The ∞-category SA1 has finite limits and is accessible. Hence the fully
faithful embedding iS
A1
: Pro (SA1) →֒ Pro (Shv (Se´t)) admits a left adjoint:
i∗S
A1
: Pro (Shv (Se´t))→ Pro (SA1) ,
given by sending a pro-object, regarded as an left-exact accessible functor
Z : Shv (Se´t)→ Spc,
to the composite
SA1
iS
A1
−֒→ Shv (Se´t)
Z
−→ Spc .
Proof. The proof is completely analogous to Proposition 3.11. 
Definition 4.35. We will denote the localization functor i∗S
A1
by (̂ · )S
A1
.
4.3.1. Construction of the functor. Now we are ready to define our relative e´tale realization
functor.
Theorem 4.36. Let S be a scheme, then there exists a colimit preserving functor
E´t
S
A1 : Spc (S)→ Pro (SA1)
whose value on Lmot (X) where X is a smooth S-scheme is given by the SA1-localization of
the S-relative e´tale homotopy type of X:
̂ΠS,e´t∞ (X)S
A1
.
Proof. Consider the functor
Le´t : ShvNis (SmS)→ Shve´t
(
SchftS
)
50 DAVID CARCHEDI AND ELDEN ELMANTO
from the proof of Theorem 3.1.4, and denote by
˜´
Et
S
A1 the composite of colimit preserving
functors
ShvNis (SmS)
Le´t // Shve´t
(
SchftS
) ΠS,e´t∞ // Pro (Shv (Se´t)) (̂ · )SA1 // Pro (SA1) .
By an analogous argument as in the proof of Theorem 3.1.4, in order to show that there is
a colimit preserving lift
Spc (S)
E´t
S
A1 //❴❴❴❴ Pro (SA1) ,
ShvNis (SmS)
L
A1
OO
˜´
Et
S
A1
77♥♥♥♥♥♥♥♥♥♥♥♥
it suffices to show that
˜´
Et
S
A1 sends A
1-local equivalences to equivalences. By equation (12)
of the proof of Theorem 3.1.4, in light of Theorem 4.30, this is if and only if for all X in
Shve´t
(
Schft
)
, and for all Z in SA1 , the canonical map
MapShve´t(Schft) (Le´t (X) , ρ! (Z))→MapShve´t(Schft)
(
Le´t (X)× A
1, ρ! (Z)
)
is an equivalence. The result now follows from Proposition 4.33. 
Remark 4.37. Unwinding the definitions, we see that for X a motivic space,
E´t
S
A1 (X) = Π
S,e´t
∞
(
Le´ti (X)
)∧
S
A1
,
where
i : Spc (S) →֒ ShvNis (SmS)
is the canonical inclusion.
4.3.2. A concrete description of the relative realization functor. Denote by Shve´t
(
SchftS
)
A1
,
the full subcategory of Shve´t
(
SchftS
)
on the A1-invariant objects, i.e. it is the ∞-category of
A1-invariant presheaves of spaces on SchftS which satisfy e´tale descent. This ∞-category fits
in the following commutative diagram
PShv(SchftS) // PShv(SmS)
Shve´t(Sch
ft
S)A1
//
?
OO
SpcA
1
e´t,S
?
OO
  // Spc (S)
S3
ff▼▼▼▼▼▼▼▼▼▼▼
We define the horizontal composite as
RA1 : Shve´t
(
SchftS
)
A1
→ Spc (S) .
Notice furthermore that by Proposition 4.33, the functor
ρ! : Shv (Se´t) →֒ Shve´t
(
SchftS
)
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of Proposition 4.23 restricts to a functor
ρ!,A1 : Shv (Se´t)A1 →֒ Shve´t
(
SchftS
)
A1
.
Proposition 4.38. The composite RA1 ◦ ρ!,A1 : Shv (Se´t)A1 → Spc (S) is fully faithful, hence
one may view an A1-invariant e´tale sheaf Z on S as a motivic space in a natural way.
Proof. We will freely use notation from the proof of Theorem 3.1.4. It suffices to prove that
the composite
Shv (Se´t)
ρ!
−֒→ Shve´t
(
Schft
) Re´t−→ ShvNis (SmS)
is fully faithful. Since every e´tale sheaf is a Nisnevich sheaf, it furthermore suffices to prove
that the composite
Shv (Se´t)
ρ!
−֒→ Shve´t
(
Schft
) q∗
−→ Shve´t (SmS)
is fully faithful. By Proposition 4.23, ρ! restricts to an equivalence Shv (Se´t) ≃ DMST
e´t/S
∞ ,
and moreover, DMSTe´t/S∞ can be canonically identified with the full subcategory of the ∞-
category of Deligne-Mumford schemes on those which are e´tale over S˜pec e´t (S) , via Propo-
sition 4.19. Consider the analogously defined ∞-category DMSTSm/S∞ of Deligne-Mumford
schemes smooth over S. Notice that there is a canonical inclusion
DMSTe´t/S∞ →֒ DMST
Sm/S
∞ .
Hence it suffices to prove that the functor of points
DMSTSm/S∞ → Shve´t (SmS)
is fully faithful. Denote by CS the subcategory of Deligne-Mumford schemes on those of the
form S˜pec e´t (X) for X a smooth S-scheme of finite type. Then CS is a strong e´tale blossom
in the sense of [14, Definition 5.1.7] (see [14, Example 5.1.6]), and hence it follows from [14,
Theorem 5.2.2] that the functor of points
DMSTSm/S∞ → Shve´t (SmS)
is fully faithful. 
Definition 4.39. Denote the fully faithful functor RA1 ◦ ρ!,A1 of Proposition 4.38 by
ψ : Shv (Se´t)A1 →֒ Spc (S) .
Proposition 4.40. Let X be a motivic space. Then, viewed as a left exact functor
SA1 → Spc,
the pro-object E´t
S
A1 (X) can be identified with the functor MapSpc(S) (X, ψ ( · )) .
Proof. Consider the composite of adjunctions
Shve´t
(
SchftS
)
A1
 
Re´tmot
//Shve´t
(
SchftS
)Le´tmotoo
Re´t
//ShvNis (SmS) .
Le´too ,
where the left adjoints are displayed as the top arrows.
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Since Le´t is left exact, the composite Le´tmot ◦L
e´t sends A1-local equivalences to equivalences.
Hence, there is an induced colimit preserving functor
LA
1
e´t : Spc (S)→ Shve´t
(
SchftS
)
A1
whose right adjoint can be identified with RA1 . Moreover, there is a factorization
LA
1
e´t = L
e´t
mot ◦ L
e´t ◦ i,
where
i : Spc (S) →֒ ShvNis (SmS)
is the canonical inclusion. Fix X a motivic space, and Z an object SA1 . There is the following
string of natural equivalences
MapSpc(S) (X, ψ (Z)) ≃ MapSpc(S) (X, RA1ρ!,A1 (Z))
≃ MapShve´t(SchftS)A1
(
LA
1
e´t (X) , ρ!,A1 (Z)
)
≃ MapShve´t(SchftS)A1
(
Le´tmot
(
Le´t (i (X))
)
, ρ!,A1 (Z)
)
≃ MapShve´t(SchftS)
(
Le´t (i (X)) ,Re´tmot (ρ!,A1 (Z))
)
≃ MapShve´t(SchftS)
(
Le´t (i (X)) , ρ! (Z)
)
≃ Πe´t,S∞
(
Le´t (i (X))
)
(Z)
≃ E´t
S
A1 (X) (Z) .
Here, we use Theorem 4.30 for the second last equivalence. 
4.3.3. Comparison with the absolute realization functor.
Lemma 4.41. There is a (essentially unique) functor δ making the following diagram com-
mute
(16) Spc
∆S // Shv (Se´t)
SpcS,A1
δ //❴❴❴❴
?
OO
SA1 ,
?
OO
and δ is moreover left exact.
Proof. Consider the geometric morphism
λ : Shve´t
(
SchftS
)
→ Shv (Se´t)
of Proposition 4.27. Then, since Spc is the terminal ∞-topos, (10) factors as
Shve´t
(
SchftS
) λ∗
−→ Shv (Se´t)
s
−→ Spc .
So if ∆S := s
∗, then since λ∗ = ρ!, it follows that
∆ ≃ ρ! ◦∆S.
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It follows from Proposition 4.33 that ∆S restricts to a functor
δ : SpcS,A1 → SA1 ,
which moreover is unique since both vertical arrows in the diagram in the statement of the
lemma are fully faithful. Since ∆S is left exact, and SpcS,A1 and SA1 are closed under finite
limits in Spc and Shv (Se´t) respectively, it follows that δ is left exact. 
The following follows from Proposition 2.3:
Corollary 4.42. There is an induced adjunction:
Pro
(
SpcS,A1
)
Pro(δ)
// Pro (SA1) .
δ∗oo
Proposition 4.43. Let s : Shv (Se´t)→ Spc be the (essentially) unique geometric morphism.
The following diagram commutes up to equivalence:
Pro (Shv (Se´t))
Pro(s!) //
(̂ · )S
A1

Pro (Spc)
(̂ · )
Spc
S,A1

Pro (SA1)
δ∗ // Pro
(
SpcS,A1
)
.
Proof. By uniqueness of adjoints, it suffices to prove that
Pro (Shv (Se´t)) Pro (Spc)
Pro(s∗)=∆Soo
Pro (SA1)
?
iS
A1
OO
Pro
(
SpcS,A1
)? iSpcS,A1
OO
Pro(δ)
oo
commutes up to equivalence. This follows by applying the functor Pro to the diagram (16)
of ∞-categories. 
Proposition 4.44. The following diagram commutes up to equivalence:
Spc (S)
E´t
S
A1 //
E´t
A1 ''❖
❖❖
❖❖
❖❖
❖❖
❖❖
Pro (SA1)
δ∗

Pro
(
SpcS,A1
)
.
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Proof. By definition, the following diagram commutes
SpcA
1
S
  i //
E´t
S
A1
,,❳❳❳❳❳
❳❳❳❳
❳❳❳❳
❳❳❳❳
❳❳❳❳
❳❳❳❳
❳❳❳❳
❳❳❳❳
❳❳❳❳
❳❳❳❳
❳❳❳❳
❳❳❳❳
❳❳❳❳
❳❳❳❳
❳❳❳❳
❳❳❳❳
❳❳❳❳
❳❳❳❳
❳❳❳❳
ShvNis (SmS)
Le´t // Shve´t
(
SchftS
) Shv( · )/Shv(Se´t) // Top∞/ Shv (Se´t)
ShapeS

Pro (Shv (Se´t))
(̂ · )S
A1
Pro (SA1) .
However, the following diagram also commutes
SpcA
1
S
  i //
E´t
S
A1
**❯❯❯
❯❯❯
❯❯❯
❯❯❯
❯❯❯
❯❯❯
❯❯❯
❯❯❯
❯❯❯
❯❯❯
❯❯❯
❯❯❯
❯❯❯
❯❯❯
❯❯❯
❯❯❯
❯❯
ShvNis (SmS)
Le´t // Shve´t
(
SchftS
)
// Top∞/ Shv (Se´t)
ShapeS

// Top∞
Shape

Pro (Shv (Se´t))
(̂ · )S
A1

Pro(s!) // Pro (Spc)
(̂ · )
Spc
S,A1

Pro (SA1)
δ∗ // Pro
(
SpcS,A1
)
,
since the right most upper square commutes by Proposition 4.5, and the right most bottom
square commutes by Proposition 4.43. Now note that the composition of the top horizontal
functors with the right most vertical functors is precisely the definition of E´tA1 . 
Remark 4.45. An alternative proof may be given as follows:
δ∗
(
E´t
S
A1 (X)
)
(V ) = E´t
S
A1 (X) (∆S (V ))
≃ MapShve´t(SchftS)
(
Le´ti (X) , L∆S (V )
)
≃ MapShve´t(SchftS)
(
Le´ti (X) ,∆(V )
)
≃ Πe´t∞
(
Le´ti (X)
)∧
Spc
S,A1
(V )
≃ E´tA1 (X) (V ) .
Remark 4.46. There is another adjunction that relates motivic homotopy theory with e´tale
homotopy theory [55, Section 4.1]:
π∗ : Spc (S)⇄: SpcA
1
S,e´t : π∗
where the∞-category SpcA
1
S,e´t is constructed in the same way as in its Nisnevich counterpart,
just replacing everything with the e´tale topology. The way this relates to our realization
functors is as follows: our functor is induced by the functor
SmS → Top∞/Y → Pro(Top
e´t
∞/Y ≃ Y )
X 7→ Shve´t(X) 7→ ShapeShve´t(S)(1Shve´t(X))
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while the functor above is induced by
SmS → Top∞/Y → Y
X 7→ Shve´t(X) 7→ ΓShve´t(S)(1Shve´t(X)).
In other words our functor is induced by the pro-left adjoint to the functor
f ∗ : Shve´t(S)→ Shve´t(X),
while the other functor is induced by its right adjoint.
Lastly, we have the following
Proposition 4.47. The functor E´t
S
A1 : Spc (S) → Pro (SA1) admits a right adjoint, which
identifies with the composite
RA1 : Pro (SA1)→ Pro (Spc (S))
lim
←−−→ Spc (S) .
whose proof is analogous to that of Proposition 4.31.
4.3.4. A1-invariant e´tale stacks. In this section, we give examples of objects in SA1 , i.e.,
objects in Shv (Se´t) which are A
1-invariant. The target of our relative e´tale realization
functors are constructed out of formal cofiltered limits of these concrete objects.
Example 4.48. The first example comes from the classical theory of the derived category
of e´tale sheaves with torsion coefficients. Let S be any scheme and Λ a commutative ring,
then we may consider the ∞-category of e´tale sheaves valued in complexes of Λ-modules,
i.e., presheaves of HΛ-modules satisfying e´tale descent. We denote this by Shv (Se´t,Λ).
4
We simply refer to Shv (Se´t,Λ) as the derived category of e´tale sheaf on S with coefficients
in Λ and objects there as complexes of e´tale sheaves of Λ-modules.
We have an adjunction
C∗ : Shv (Se´t) = Fun
(
E´t
op
S , Spc
)
⇄ Fun
(
E´t
op
S ,ModHΛ
)
= Shv (Se´t,Λ) : K
induced by the usual adjunction
HΛ⊗− : Spc⇄ ModHΛ : K
where HΛ ⊗ − takes a space to its free HΛ-module spectrum whose homotopy groups are
just the homology of X with coefficients in Λ and K is the generalized Eilenberg-Maclane
space functor. In this, way, we can consider any complex of e´tale sheaf of Λ-modules as a
sheaf of spaces on the small e´tale site.
4A discussion of this ∞-category may be found in [30, Section 2.2], specifically [30, Definition 2.2.1.2],
where it is proved that this ∞-category is obtained by taking the derived ∞-category (in the sense of [46,
Section 1.3.5]) of the abelian category of e´tale sheaves valued in Λ-modules.
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Proposition 4.49. Let S be a locally Noetherian scheme. Let P be a nonempty collection
of primes and let Λ be a ring which is P -torsion 5. Suppose that S is a scheme such that
every p ∈ P is invertible in the residue fields of S. Then for any M ∈ Shv (Se´t,Λ), K (M)
is in SA1.
Proof. Suppose that p : X → S is a smooth S-scheme and πX : X×A
1 → X is the projection
map. We have an adjunction π∗X : Shv (Se´t,Λ)⇄ Shv (S × A
1,Λ) : πX∗. It suffices to prove
that the unit map p∗M → π∗XπX∗p
∗M is an equivalence which is proved in, for example, [18,
Theorem 1.3.2]. 
Hence discrete sheaves of torsion abelian groups, with torsion prime to the residue char-
acteristics of S, are example. A particularly important one, which is also a representable
sheaf in Shv(Se´t), is the sheaf classifying roots of unity: µℓ : T 7→ ker
(
OT
×ℓ
→ OT
)
; here ℓ is
assumed to be invertible in the residue characteristics of S.
Example 4.50. Recall the following terminology (and their e´tale variants)
Definition 4.51. Let S be a base scheme and suppose that C is either SmS or E´tS
(1) An E1-monoid M ∈ Mon (ShvNis (C )) (resp. Mon(Shve´t(C ))) is strongly A
1-invariant
(strongly A1-invariant for the e´tale topology) if it is A1-invariant and BNisM (resp.
Be´tM) is A
1-invariant.
(2) An E∞-monoid M ∈ CMon (ShvNis (C )) (resp. CMon (Shve´t (C ))) is strictly A
1-
invariant (strictly A1-invariant for the e´tale topology) if it is A1-invariant and BnNisM
(resp. Be´tM) is A
1-invariant for all n ≥ 1.
Of course, the above definition applies for M a sheaf of discrete groups/abelian groups.
When S is the spectrum of a perfect field, C = SmS and τ = Nis we have a theorem of Morel
asserting that an E1-monoid (resp. E∞-monoid) M is strongly (resp. strictly) A
1-invariant if
and only if the discrete sheaf π0(M) is; see [23, Theorem 3.1.12] for a proof. Unfortunately,
the e´tale analogue of this result is not known.
Lemma 4.52. Let S be a base scheme and suppose that C is either SmS or Se´t. Suppose
that F is a hypercomplete sheaf on C in the Nisnevich (resp. e´tale) topology satisfying the
following assumptions
(1) The sheaf F is connected, i.e., π0 (F ) is terminal.
(2) The homotopy sheaf of groups π1 (F ) is strongly A
1-invariant (resp. strongly A1-
invariant for the e´tale topology).
(3) For k ≥ 2 the homotopy sheaf of abelian groups πk (F ) is strictly A
1-invariant (resp.
strictly A1-invariant for the e´tale topology).
Then F is A1-invariant.
5This means that every element of Λ is killed by an integer which is a product of primes in P
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Proof. We prove this by induction along the Postnikov tower of F (in all the possible set-
tings):
· · · τ≤kF → · · · → τ≤1F → τ≤0F.
Indeed, property of being A1-invariant is closed under limits, hence it suffices to prove that
for each k, τ≤kF is A
1-invariant and appeal to the fact that F is hypercomplete so that
F ≃ lim←− τ≤nF . The base case of the induction uses point (1). We also have an equivalence
Bτπ1(F )→ τ≤1F , whence item (2) is used to conclude A
1-invariance for τ≤1F
In general, for k ≥ 2, we assume that τ≤n−1F is A
1-invariant. We we have a fiber sequence
(for τ = e´t or Nis)
Bnπn(F )→ τ≤nF → τ≤n−1F,
We want to prove that for any X → S a smooth S-scheme and πX : X × A
1 → X , the
map τ≤nF → πX∗π
∗
Xτ≤nF is an equivalence. Without loss of generality we can assume that
S = X . Since πX∗π
∗
X preserves finite limits, we have a diagram where the rows are fiber
sequences.
Bnπn(F ) //

τ≤nF //

τ≤n−1F

πS∗π
∗
SB
nπn(F ) // πS∗π
∗
Sτ≤nF
// πS∗π
∗
SB
nτ≤n−1F.
The right vertical map is an equivalence by assumption and the left vertical map is an
equivalence by point (3). We thus conclude using the long exact sequence in homotopy
sheaves [47, Remark 6.5.1.5].

The above lemma gives us a mechanism to check that if a connected object in Shv(Se´t)
is indeed in SA1. Using Example 4.48 above, if the homotopy sheaves of F are sheaves of
torsion abelian groups with torsion prime to the residue characteristics of S, we get a whole
family of examples over locally Noetherian bases. If we work over fields, then we have the
following Lemma, using results of Voevodsky in [71] and Suslin rigidity [50, Lecture 7], which
lets us work with integral coefficients (after inverting the exponential characteristic of k)
Lemma 4.53. [[6, Lemma 4.3.7]] Let k be a field of exponential characteristic c. Suppose
that A is an A1-invariant e´tale sheaf of Z[1/c]-modules with transfers (in the sense of Suslin-
Voevodsky [50, Chapter 6]6). Then A is strictly A1-invariant for the e´tale topology.
Hence, putting Lemmas 4.53 and Lemmas 4.52 together, we get that the restriction of an
e´tale sheaf of Z[1/c]-modules transfers to the small e´tale site produces a class of examples
of objects in SA1 whose homotopy sheaves need not be torsion.
There are also examples coming from algebraic groups using [57, Lemme 3.1.2]: if G is a
smooth commutative k-group scheme, then the underlying e´tale sheaf naturally has transfers.
6This means that πiF is the restriction of a sheaf F˜ : SmCor
op
k
→ Ab along the map E´tk →֒ Smk →
SmCork; see [50, Chapter 1] for details on SmCork.
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This means that if k is of characteristic zero then G is strictly A1-invariant whence for all
n ≥ 1, Bne´tG ∈ SA1 .
Example 4.54. We again work over a field k. The previous example discusses mainly e´tale
sheaves whose homotopy groups are abelian groups. There are also interesting examples
of objects in SA1 which are of the form Be´tG where G is group which is not necessarily
abelian. These are strongly A1-invariant sheaves of groups as discussed above. Over a field
k of characteristic zero we have the following classification result due to Asok and Morel [6,
Proposition 4.4.3]
Proposition 4.55. Suppose that k is a field of characteristic zero and G is a smooth group
scheme over k. Then G is strongly A1-invariant if and only if its connected component, G0,
is the extension of an abelian variety by a torus.
Lastly, if X ∈ SA1 , then consider the homotopy sheaf π1X , i.e., the A
1-e´tale fundamental
group. Unlike its Nisnevich counterpart [54, Theorem 5.1], it is not known that π1X is a
strongly A1-invariant sheaf of groups, but expected [6, Remark 5.1.6]. These groups would
provide an interesting class of examples of objects in SA1.
5. Stable Realization Functor
We now discuss stabilizations of the previous construction. There are four parts to this
section. Firstly, in subsection 5.1, we develop a fully ∞-categorical approach to stable
profinite homotopy theory. From this discussion, we stabilize the functor from Theorem 4.36
in Theorem 5.18. We finish off with two applications of our technology. In subsection 5.2 we
revisit Dwyer and Friedlander’s construction of e´tale K-theory and give a refinement of it. In
subsection 5.3 we define a new invariant of an R-linear stable∞-category C . We call this the
(relative) Dwyer-Friedlander K-theory associated to C , as well as its A1-invariant analog.
Using standard results in motivic homotopy theory, we compute the value of the connective,
A1-invariant version on the unit object of CatR in Proposition 5.28. In subsection 5.4, we
show that over a field and with finite coefficients (coprime to the characteristic of the field),
this invariant agrees with usual algebraic K-theory. This is one of the expected properties
that this theory should have.
5.1. Stable Profinite Homotopy Theory. A discussion of stable profinite homotopy the-
ory using model categories was first due to Quick in [59, Section 2.2], and [60, Section 2.8].
An important aspect of the theory is that it is not the category of pro-objects in (finite)
spectra but, rather, spectra constructed from profinite spaces; in the language of higher
algebra we mean spectrum objects in profinite spaces.
5.1.1. Stable ∞-categories of profinite objects. To begin we quickly review the process of
stabilization as explained by Lurie in [46, Section 1.4.2]. Let Catlex∞ be the ∞-category of
small ∞-categories with finite limits and functors that preserve finite limits (in other words,
left exact). There is a functor
Spt : Catlex∞ → Cat
lex
∞,stab
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which assigns to C , Spt (C ), its ∞-category of spectrum objects [46, Definition 1.4.2.8]. By
definition Spt (C ) is the full subcategory of Fun
(
Spcfin∗ ,C
)
spanned by functors which
• Takes the terminal object to the terminal object (reduced), and
• takes a pushout square to a pullback square (excisive).
The ∞-category Spt (C ) is stable [46, Corollary 1.4.2.17] and there is a canonical finite
limit-preserving functor Ω∞
C
: Spt (C ) → C satisfying the following universal property [46,
Corollary 1.4.2.23]: given a stable ∞-category D , then the induced functor
Funlex (D , Spt (C ))→ Funlex (D ,C )
is an equivalence. Lastly, assuming that C is furthermore pointed, the ∞-category Spt (C )
is calculated as the limit:
· · · → C
ΩC→ C
ΩC→ C
in Cat∞ [46, Proposition 1.4.2.24, Remark 1.4.2.25]. Here the functor ΩC : C → C is given
by
X 7→ lim←− (∗ → X ← ∗) ,
where ∗ is the terminal object. The functor Ω∞
C
: Spt (C )→ C identifies with the tautological
functor.
Remark 5.1. We remark that adding the basepoint is a harmless procedure from the point
of view of stabilization. Indeed, if C is an ∞-category with finite limits and ∗ ∈ C is the
terminal object, then define C∗ := C∗/. In this case [46, Remark 1.4.2.18] furnishes us with
equivalences
Spt (C∗) ≃ Spt (C )∗ ≃ Spt (C ) .
In the situation of interest, C is accessible and has finite limits. Therefore, Pro (C ) has
all finite limits and C → Pro (C ) preserves finite limits by Proposition 2.5; in particular the
terminal object of Pro (C ) is the corepresented by the terminal object of C .
Definition 5.2. We define the following stable ∞-categories
(1) The∞-category of profinite spectra is the∞-category Prof (Spt) := Spt (Pro (Spcπ)).
(2) The∞-category of p-profinite spectra is the∞-category Profp (Spt) := Spt (Pro (Spc
p−π)).
(3) Let S be a scheme, the ∞-category of S-relatively A1-invariant profinite spectra is
the ∞-category ProfS,A1 (Spt) := Spt
(
Pro
(
SpcS,A1
))
.
(4) Let S be a scheme, the ∞-category of S-profinite A1-invariant spectra is the ∞-
category ProfS,A1,e´t (Spt) := Spt (Pro (SA1)).
Let C be any of the ∞-categories defined in 5.12. To proceed further, we define a left
adjoint to Ω∞Pro(C ). If C is a presentable ∞-category, then by [46, Proposition 1.4.4.4], one
obtains an adjunction
(17) Σ∞+ : C ⇄ Spt(C ) : Ω
∞.
This, of course, does not immediately apply to our situation since pro-categories are not, in
general, presentable.
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5.1.2. Co-spectra. To construct the adjunction (17) and various completions of spectra, it
will be useful to consider the following notions
Definition 5.3. Suppose that C is an ∞-category with finite colimits and D is an ∞-
category with finite limits. Then, a functor F : D → C is
• coexcisive if it takes a Cartesian square in D to a coCartesian square in C .
• If D furthermore admits initial objects, it is coreduced if it takes an initial object to
an initial object.
We denote by coExc (D ,C ) (resp. coExc∅ (D ,C ) if C has a final object) the full subcate-
gory of Fun (C ,D)) spanned by coexcisive (resp. coexcisive and coreduced) functors.
Definition 5.4. Suppose that C is an ∞-category with finite colimits. The ∞-category of
co-spectrum objects in C is the full subcategory of Fun
(
Spcfin,op∗ ,C
)
spanned by functors
which are coreduced and coexcisive, i.e.,
coSpt (C ) := coExc∅
(
Spcfin,op∗ ,C
)
.
We refer to objects in coSpt (C ) simply as a cospectrum.
These definitions are motivated by the following observation
Lemma 5.5. Let C be an ∞-category with finite limits and D be an ∞-category with finite
colimits and a terminal object, then there is a canonical equivalences
Exc (D ,C ) ≃ coExc (Dop,C op)op ,
and
Exc∗ (D ,C ) ≃ coExc∅(D
op,C op)op.
In particular, there is a canonical equivalence,
(coSpt (C op))op ≃ Spt (C ) .
Proof. We have a fully faithful embedding
coExc∅ (D
op,C op)op →֒ (Fun (Dop,C op))op ≃ Fun (D ,C ) ,
where the last equivalence is implemented by taking F : Dop → C op to F op : D → C . Now,
by definition, we see that F is coexcisive if and only F op is excisive and F is coreduced if
and only if F op is reduced.

In particular, Proposition 5.5 tells us that if C be a small∞-category, there is a canonical
equivalence
(18) (coSpt (Ind (C op)))op ≃ Spt (Pro (C )) .
Hence, to construct various adjunctions for spectrum objects in pro-categories, we will first
construct these adjunctions on the level of co-spectrum objects in Ind (C op) and pass to
opposites. The main point is that co-spectra of Ind (C op) is presentable whenever C is
small, see Lemma 5.9 below.
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Using Lemma 5.5, we deduce some basic properties of cospectra
Proposition 5.6. Let C be an ∞-category with finite colimits and D be an ∞-category with
finite limits and an initial object. Then the following properties hold:
(1) Suppose that D is furthermore pointed, then coExc∅ (D ,C ) is pointed and admits
finite colimits.
(2) Let K be a simplicial set and suppose that C admits K-indexed colimits. Then the
∞-category coExc (D ,C ) is closed under K-indexed colimits. If D furthermore has
initial objects, then coExc∅ (D ,C ) is also closed under K-indexed colimits. More
precisely, the inclusions
coExc∅ (D ,C ) →֒ coExc (D ,C ) →֒ Fun (D ,C ) ,
preserves K-indexed colimits.
(3) The ∞-category coExc∅(D ,C ) is stable.
(4) Suppose that D is furthermore pointed, there is a canonical equivalence coExc∅ (D ,C∗) ≃
coExc∅ (D ,C ). In particular, there is a canonical equivalence coSpt (C∗) ≃ coSpt (C ).
Proof. Lemma 5.5 tells us that coExc∅ (D ,C ) ≃ (Exc∗ (C
op,Dop))op. For (1), we apply [46,
Lemma 1.4.2.10] to Exc∗ (C
op,Dop) to conclude that it is pointed and admits finite limits,
and then use the fact that the opposite of a pointed ∞-category is pointed. For (3), we
apply [46, Proposition 1.4.2.16] to Exc∗ (C
op,Dop) to conclude that it is stable, and then
use the fact that the opposite of a stable ∞-category is stable [46, Remark 1.1.1.13]. For
(4), we argue as in [46, Remark 1.4.2.18]: first note that there is a canonical isomorphism of
simplicial sets coExc∅ (D ,C∗) ≃ coExc∅ (D ,C )∗. Then use (1) to conclude that coExc∅ (D ,C )
is already pointed.
To conclude (2), we argue as follows: suppose that F : K → coExc (D ,C ) is diagram and
colim
−−−→
F is the colimit in Fun (D ,C ). Then, since colimits in functor categories are computed
pointwise, it is clear that F is coexcisive. Similarly since an initial object is a colimit, the
second claim follows.

Recall that an ∞-category C is differentiable if (1) it admits finite limits, (2) it admits
Z≥0-indexed colimits, and (3) the functor colim−−−→
: Fun (N (Z≥0) ,C )→ C is left exact. If D
is an ∞-category with finite colimits and final objects, then the differentiability hypotheses
ensures that the inclusion Exc (D ,C ) →֒ Fun (C ,D) admits a left adjoint; this is the case
n = 1 of [46, Theorem 6.1.1.10].
Lemma 5.7. Let C be an ∞-category such that C op is differentiable and D is a small ∞-
category with finite limits. Then the inclusion coExc (D ,C ) →֒ Fun (D ,C ) admits a right
adjoint
coP1 : Fun (D ,C )→ coExc (D ,C )
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Proof. To construct a right adjoint coP1 it suffices to construct a left adjoint after taking
opposites
P1 : Fun (D ,C )
op ≃ Fun (Dop,C op)→ coExc (D ,C )op ≃ Exc∗ (D
op,C op) .
The result is then an immediate consequence of [46, Theorem 6.1.1.10] since Dop has finite
colimits and C op is differentiable. 
In other words, in the situation of Lemma 5.7, the ∞-category coExc (D ,C ) is a colocal-
ization of Fun (D ,C ).
Proposition 5.8. Suppose that C is a small, accessible ∞-category with finite limits and
colimits, then the functor Ω∞Pro(C ) : Spt (Pro (C ))→ Pro (C ) admits a left adjoint
Σ∞Pro(C )+ : Pro (C )→ Spt (Pro (C ))
Proof. We first remark that the functor Ω∞ : Spt (Pro (C )) → Pro (C ) is computed by the
functor of evaluation at S0:
evS0 : Exc
(
Spcfin∗ ,Pro (C )
)
→ Pro (C ) ;F 7→ F (S0).
To construct the left adjoint Σ∞Pro(C )+, it suffices to construct a right adjoint to (evS0)
op
after taking opposites and applying (18). Hence our goal is to construct a functor
coΣ∞+ : Ind (C
op)→ coExc
(
Spcfin,op∗ , Ind (C
op)
)
.
First, observe that the evaluation functor (evS0)
op : Fun
(
Spcfin,op∗ , Ind (C
op)
)
→ Ind (C op)
preserves small colimits since colimits are computed pointwise in functor categories. The∞-
category Ind (C op) is presentable by definition and Fun
(
Spcfin,op∗ , Ind (C
op)
)
is presentable
by [47, Proposition 5.5.3.6] and hence the adjoint functor theorem [47, Corollary 5.5.2.9]
applies to give us a right adjoint: coΣ∞
′
+ : Ind (C
op) → Fun
(
Spcfin,op∗ , Ind (C
op)
)
. Now the
∞-category Ind (C op) is differentiable by [46, Remark 6.1.1.9], hence Lemma 5.7 gives us a
colocalization functor coP1. The desired right adjoint is then the composite coP1 ◦ coΣ
∞′
+ .

Lemma 5.9. Let C be a presentable ∞-category and D a small pointed ∞-category with
finite colimits. Then the ∞-categories coExc (D ,C ) and coExc∅ (D ,C ) are presentable.
Proof. Denote by Q the set of all representatives of pullback diagrams in D . For any  ∈ Q,
we have the functor
ev : Fun (D ,C )→ Fun
(
∆1 ×∆1,C
)
.
By definition, coExc (D ,C ) can presented as the following pullback in Cat∞:
(19) coExc (D ,C )

//
∏
∈Q Fun (∆
1 ×∆1,C )

Fun (D ,C )
∏
ev
 //
∏
∈Q Fun (Λ
2
0,C ) .
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Now, the ∞-categories Fun (∆1 ×∆1,C ) ,Fun (Λ20,C ), and Fun (D ,C ) are all presentable
by [47, Proposition 5.5.3.6] and the right vertical and bottom horizontal functors clearly
preserve colimits since colimits are computed pointwise in functor categories. According to
[47, Proposition 5.5.3.13], the ∞-category PrL is closed under all limits and the forgetful
functor PrL → Cat∞ preserves limits. Hence the square (19) is Cartesian in Pr
L, whence
coExc (D ,C ) is presentable. Now the ∞-category Fun∅(D ,C ) of functors that preserves
initial objects is also presentable as it is the full subcategory of functors that preserves the
empty colimit and Exc∅ (D ,C ) = Exc (D ,C ) ∩ Fun∅(D ,C ). We thus conclude by apply-
ing [47, Proposition 5.5.3.13] again.

Lemma 5.10. Let C be a presentable, differentiable ∞-category and let D be a small ∞-
category and suppose that we have an adjunction F : C ⇄ Pro (D) : G. Then there is an
adjunction
(20) ∂F : Spt (C )⇄ Spt (Pro (D)) : ∂G,
fitting into the following commutative diagram
(21) Spt (C )
∂F // Spt (Pro (D))
C
F //
Σ∞
C+
OO
Pro (D) .
Σ∞
Pro(D)+
OO
Proof. SinceG is a right adjoint, the induced functorG∗ : Fun
(
Spcfin∗ ,Pro (D)
)
→ Fun
(
Spcfin∗ ,C
)
factors through the subcategory of reduced, excisive functors, whence there is a limit-
preserving functor ∂G : Spt (Pro (D))→ Spt (C ) which fits into a commutative diagram
(22) Spt (C )

Spt (Pro (D))

∂Goo
Fun
(
Spcfin∗ ,C
)
Ω∞
C

Fun
(
Spcfin∗ ,Pro (D)
)
Ω∞
Pro(D)

G∗oo
C Pro (D)oo
By uniqueness of adjoints, it suffices to produce a left adjoint to ∂G, from which the com-
mutativity of (24) is automatic. Taking opposites of the top diagram, we get a commutative
diagram of colimit preserving functors
coSpt (C op)

coSpt (Ind (Dop))

∂Gopoo
Fun
(
Spcfin,op∗ ,C
op
)
Fun
(
Spcfin,op∗ , Ind (D
op)
)G∗oo
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According to Lemma 5.9, coSpt (Ind (Dop)) is presentable. By the adjoint functor theorem
[47, Corollary 5.5.2.9] and [47, Remark 5.5.2.10], we thus obtain right adjoints to G∗ and
∂Gop whence a diagram of right adjoints (the vertical are the colocalizaton functors furnished
by Lemma 5.7)
coSpt (C op)
∂F op // coSpt (Ind (Dop))
Fun
(
Spcfin,op∗ ,C
op
)
OO
F op // Fun
(
Spcfin,op∗ , Ind (D
op)
)
.
OO
The functor ∂F := (∂F op)op is the desired left adjoint.

Proposition 5.11. Let C be a presentable and differentiable ∞-category and f : D →֒ C be
a full subcategory which is accessible and closed under finite limits and colimits. Then there
is an adjunction
(23) ∂f ∗ : Spt (C )⇄ Spt (Pro (D)) : ∂ (Pro (f))
fitting into the following commutative diagram
(24) Spt (C )
∂f∗ // Spt (Pro (D))
C
f∗ //
Σ∞
C+
OO
Pro (D) .
Σ∞
Pro(D)+
OO
Proof. This is an immediate consequence of Lemma 5.10, the adjunction obtained in Propo-
sition 2.3 and the fact that Pro (D)
Pro(f)
−−−−−−−→ Pro (C )
lim←−−→ C preserves limits.

As the sum of our effort, we construct various “profinite completions” on the stable level.
Definition 5.12. We define the following functors of ∞-categories via the left adjoint fur-
nished by Proposition 5.11
(1) The functor of stable profinite completion is the functor
(̂ · ) := ∂f ∗ : Spt→ Prof (Spt) ,
for f : Spcπ →֒ Spc.
(2) The functor of stable p-profinite completion is the functor
(̂ · )p := ∂f
∗ : Spt→ Profp (Spt) ,
for f : Spcp−π →֒ Spc.
(3) Let S be a scheme, the functor of stable absolute A1-completion is the functor
(̂ · )S,A1 := ∂f
∗ : Spt→ ProfS,A1 (Spt) ,
for f : SpcS,A1 →֒ Spc.
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(4) Let S be a scheme, the functor of stable relative A1-completion is the functor
(̂ · )S,A1,e´t := ∂f
∗ : Spt (Shv (Se´t))→ ProfS,A1,e´t (Spt) ,
for f :
(
Pro
(
SpcS,A1
))
→֒ Shv (Se´t).
Finally, we discuss the relationship between taking Pro and Spt. Let C be an accessible
∞-category with finite limits. Since the functor j : C →֒ Pro (C ) preserves finite limits by
Proposition 2.5, we obtain a functor ∂j : Spt(C ) → Spt (Pro (C )) such that the following
diagram commutes
Spt (C )
∂j //
Ω∞
C

Spt (Pro (C ))
Ω∞
Pro(C)

C
j // Pro (C ) .
By the universal property of Pro, there exists a cofiltered limit-preserving extension of ∂j:
Pro (∂j) : Pro (Spt (C ))→ Spt (Pro (C )) .
In other words, we can always bootstrap the completion functors of Definition 5.12 to a
functor out of pro-spectra.
5.1.3. Relative e´tale realizations of presheaves of spectra. Suppose that S is a base scheme,
denote by PShvSpt
(
SchftS
)
:= Fun(SchftS, Spt) the ∞-category of presheaves of spectra on
finite type S-schemes. We have the relative e´tale realization functor of Definition 4.6
ΠS,e´t∞ : Shve´t
(
SchftS
)
→ Pro (Shv (Se´t)) .
We denote the right adjoint from Proposition 4.31 by R : Pro (Shv (Se´t))→ Shve´t
(
SchftS
)
Proposition 5.13. There is a canonical adjunction
(25) ΠS,e´t∞,Spt : Shve´t,Spt
(
SchftS
)
⇄ Spt (Pro (Shv (Se´t))) : ∂R,
such that the following diagram commutes
(26) Shve´t,Spt
(
SchftS
) ΠS,e´t∞,Spt // Spt (Pro (Shv (Se´t)))
Shve´t
(
SchftS
) ΠS,e´t∞,Spt //Σ
∞
+
OO
Pro (Shv (Se´t)) .
Σ∞+
OO
Proof. This is an immediate consequence of Lemma 5.10 and the adjunction from Proposi-
tion 4.31. 
Definition 5.14. The stable relative e´tale realization functor is the left adjoint of (25)
ΠS,e´t∞,Spt : Shve´t,Spt
(
SchftS
)
→ Spt (Pro (Shv (Se´t))) .
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We will also have occasion to consider the stable realization of presheaves (res. Nisnevich
sheaves) of spectra. We note that the sheafification functor
Le´t : PShv
(
Schft
)
→ Shve´t
(
Schft
)
(resp. Le´t : ShvNis
(
Schft
)
→ Shve´t
(
Schft
)
) stabilizes to a functor
Le´t : PShvSpt(Sch
ft)→ Shve´t,Spt
(
SchftS
)
(resp. Le´t : ShvNis,Spt
(
Schft
)
→ Shve´t,Spt
(
SchftS
)
). If E is a presheaf of spectra (resp. Nis-
nevich sheaf of spectra) on SchftS, then the stable relative e´tale realization of E is understood
to be ΠS,e´t∞,Spt (Le´tE), which we abusively write as Π
S,e´t
∞,Spt (E); the context will always be clear.
Remark 5.15. There is another way to construct the stable e´tale realization functor. We
have the spectral Yoneda embedding 7 ySpt : Sch
ft
S → PShvSpt (SchS) , which is just the
composite
SchftS
y
→ Fun (SchS, Spc)
Σ∞+
−→ Spt
(
Fun
(
SchftS, Spc
))
≃ PShvSpt (SchS) .
We have the relative e´tale realization functor of Definition 4.6
ΠS,e´t∞ : Shve´t
(
SchftS
)
→ Pro (Shv (Se´t)) ,
which we can postcompose with the stabilization functor obtained in Proposition 5.8,
Σ∞+ : Pro (Shv (Se´t))→ Spt (Pro (Shv (Se´t))) .
We can then define the stable e´tale realization functor as the left Kan extension,
SchftS
Σ∞+ ◦Π
S,e´t
∞
//
ySpt

Spt (Pro (Shv (Se´t)))
PShvSpt
(
SchftS
)
ΠS,e´t
∞,Spt
66
.
Since the functor of Definition 5.14 preserves colimits and agrees with the value of the above
functor on SchftS, we see that both functors are equivalent. This approach is closer to the
definition of semi-topological K-theory as in [11].
Lastly, we explain the relationship between E∞-monoids and stabilization. If E is an ∞-
topos, then the usual “recognition principle” states there is an equivalence of ∞-categories
between group-like E∞-monoids and connective spectra [46, Theorem 5.2.6.15 and Remarks
5.2.6.12]. We will not prove this here for pro-objects in an∞-topos. However, we will factor
the diagram (26) through the free E∞-monoids functor.
Recall that if C is an ∞-category with finite products and equipped with the Cartesian
monoidal structure [46, Section 2.4.1.1], the∞-category of commutative monoids CMon (C ×)
is the full subcategory of Fun (Fin∗,C
×) satisfying the Segal condition (see, for example, [8,
7note that this functor is, however, not an embedding
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Appendix C.1] and [46, Section 2.4.2] for more details) where Fin∗ is the discrete category
of pointed finite sets. By Proposition 2.5, for any ∞-topos E, the ∞-category Pro (E) also
has finite products. In particular, Pro (Shv (Se´t))
× is a Cartesian symmetric monoidal ∞-
category.
Lemma 5.16. The functor ΠS,e´t∞ : Shve´t
(
SchftS
)×
→ Pro (Shv (Se´t))
× is lax monoidal
Proof. Since both source and target are Cartesian symmetric monoidal, any functor is lax
symmetric monoidal [46, Proposition 2.4.1.7]; this just comes from the universal property of
products. 
Proposition 5.17. Let S be a scheme. There is a functor
B
∞ : CMon (Pro (Shv (Se´t)))
× → Spt (Pro ((Shv (Se´t)))) ,
such that the following diagram commutes
CMon
(
Shve´t
(
SchftS
)×) ΠS,e´t∞ //
B∞

CMon
(
Pro (Shv (Se´t))
×)
B∞

Shve´t,Spt
(
SchftS
) ΠS,e´t∞,Spt // Spt (Pro (Shv (Se´t))) .
Proof. Let ⋆ be the discrete category with a single object and no nontrivial morphism. We
have the following commutative diagram of ∞-categories, where all the arrows are fully
faithful
(27) ⋆
i
}}⑤⑤
⑤⑤
⑤⑤
⑤⑤ j
""❉
❉❉
❉❉
❉❉
❉
Fin∗
k // Spcfin∗
We apply the triangle (27) to the functor
Fun (−,Pro (Shv (Se´t)))
R∗−→ Fun
(
−, Shve´t,Spt
(
Schft
))
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where R of the right adjoint constructed in Proposition (4.31), to obtain a commutative
diagram
(28) Pro (Shv (Se´t))
R∗

Fun (Fin∗,Pro (Shv (Se´t)))
R∗

i∗
44❥❥❥❥❥❥❥❥❥❥❥❥❥❥❥❥❥
Fun
(
Spcfin∗ ,Pro (Shv (Se´t))
)
R∗

k∗oo
j∗
jj❯❯❯❯❯❯❯❯❯❯❯❯❯❯❯❯
Shve´t
(
Schft
)
Fun
(
Fin∗, Shve´t
(
Schft
))i
∗
44❥❥❥❥❥❥❥❥❥❥❥❥❥❥❥
Fun
(
Spcfin∗ , Shve´t
(
Schft
))
.
k∗oo
j∗
jj❚❚❚❚❚❚❚❚❚❚❚❚❚❚❚❚
Now, arguing as in Lemma 5.10 with Fin∗ in place of Spc
fin
∗ we have that
• the arrows in (28) admits left adjoints; we denote them by i!, k!, j!, and R!. (Note
also, that when restricting to sheaves, R! gets identified with Π
S,e´t
∞ by uniqueness of
adjoints.)
• The functor k∗ (for both Pro (Shv (Se´t)) and Shve´t
(
Schft
)
) takes commutative monoids
to spectra by noting that k∗ takes excisive functors to functors satisfying the the Segal
condition to be a commutative monoid, and thus its left adjoint k! takes commutative
monoids to spectra.
• By Lemma 5.16 the functor ΠS,e´t∞ is lax monoidal and hence induces a functor
ΠS,e´t∞ : CMon
(
Shve´t
(
SchftS
)×)
→ CMon
(
Pro
(
Shv (Se´t)
×)) .
compatibly with the the left adjoint i!.
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As a result we obtain the following diagram of left adjoints
(29) Pro (Shv (Se´t))
i!
tt❥❥❥❥
❥❥❥
❥❥❥
❥❥❥
❥❥
j!
))❙❙❙
❙❙❙
❙❙❙
❙❙❙
❙❙❙
CMon
(
Pro
(
Shv (Se´t)
×)) k! // Spt (Pro (Shv (Se´t)))
Shve´t
(
Schft
)
i!
uu❦❦❦❦
❦❦
❦❦
❦❦❦
❦❦❦ j!
((❘❘
❘❘
❘❘
❘❘
❘❘
❘❘
❘❘
❘
ΠS,e´t∞
OO
CMon
(
Shve´t
(
Schft
)×) k! //
R!
OO
Shve´t,Spt
(
Schft
)
.
ΠS,e´t
∞,Spt
OO
We set the functor B∞ to be the uppermost k!. 
5.1.4. Relative e´tale realization functor for S1-motivic spectra. We now have a stable version
of Theorem 4.36
Theorem 5.18. Let S be a scheme, then there exists a colimit preserving functor
E´t
S
A1,Spt : SH
S1 (S)→ Spt (Pro (SA1))
such that the following diagram commutes
SHS
1
(S)
E´t
S
A1,Spt // Spt (Pro (SA1))
Spc (S)
E´t
S
A1 //
Σ∞+
OO
Pro (SA1) .
Σ∞+
OO
In particular, the value on Σ∞+,S1X where X is a smooth S-scheme is given by Σ
∞
+
̂ΠS,e´t∞ (X)S
A1
.
Proof. The ∞-category Spc (S) is compactly generated by motivic localization of smooth
affine S-schemes see, for example [24, Proposition 2.2]. Hence it is a differentiable ∞-
category by [46, Remark 5.5.2.10]. In this case, we may apply directly Lemma 5.10 to the
adjunction
E´t
S
A1 : Spc (S)⇄ Pro (SA1) : RA1 ,
from Theorem 4.36 and Proposition 4.47.

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5.2. Dwyer-Friedlander e´tale K-theory revisited. In a series of papers, Friedlander and
Dwyer-Friedlander defined e´tale K-theory of schemes [25], [27], [22] using e´tale homotopy
theory. We refine their definition in the relative setting. Before doing so, let us phrase their
definition in our language. In [22], e´tale K-theory is defined in the following way: we have
the presheaf
Modfgp,≃
Z[ 1
ℓ
]
: AffSchft
Z[ 1
ℓ
] → Spc
Spec R 7→ Modfgp,≃R := Mod
fgp,≃
Z[ 1
ℓ
]
(R) ,
assigning spaces of finitely generated projective modules. They then apply the ℓ-completed
absolute e´tale homotopy type functor
̂(
Πe´t∞
(
Modfgp,≃
Z[ 1
ℓ
]
))
ℓ
, obtaining an object in Profℓ (Spc).
By Lemma 5.16 and Proposition 5.17, one then obtains a spectrum object in Profℓ (Spc),
which we denote by
KDFℓ := B
∞ ̂
(
Πe´t∞
(
Modfgp,≃
Z[ 1
ℓ
]
))
ℓ
.
The relative extension of their theory is easily defined in our language. Let S be a base
scheme, we have the stack Vect≃ : SchftS → Spc classifying vector bundles on S. It restricts
to affine schemes to be the stack Modfgp,≃ classifying finitely generated projective modules.
Definition 5.19. The relative DF -K-theory spectrum of S is defined to as
KDFS := B
∞
(
ΠS,e´t∞ Vect
≃
)
∈ Spt (Pro (Shv (Se´t))) .
To recover the usual Dwyer-Friedlander spectrum from its relative version, we use the
following compatibility result
Lemma 5.20. Let S be a scheme, then the following diagrams commutes:
(30) CMon
(
Pro (Shv (Se´t))
×) B∞ //
Pro(e!)

Spt (Pro (Shv (Se´t)))
Pro(e!)

CMon
(
Pro (Spc)×
) B∞ // Spt (Pro (Spc)) .
Proof. This follows from the same argument as in Proposition 5.17 by applying the functor
Pro (e∗)∗ : Fun (−,Pro (Spc))→ Fun (−,Pro (Shv (Se´t)))
to the triangle (27). 
We have the stable version of the profinite completion functor defined in Definition 5.12,
(̂ · )ℓ : Spt→ Spt (Profℓ (Spc)). By the same argument as in Lemma 5.20 there is a canonical
equivalence (̂ · )ℓ ◦ B
∞ ≃ B∞(̂ · )ℓ : CMon
(
Pro (Spc)×
)
→ Spt (Profℓ (Spc)).
Proposition 5.21. There is a canonical equivalence (̂ · )ℓ ◦ Pro (e!)
(
KDF
Z[ 1
ℓ
]
)
≃ KDFℓ .
Proof. This follows by the definition of KDFS , Lemma 5.20 and Remark 4.7. 
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5.3. Dwyer-Friedlander K-theory of Categories. In this section, we apply the machin-
ery that we have developed to extend the theory of e´tale K-theory as first developed by
Dwyer and Friedlander to non-commutative schemes. This is the section where our efforts
in constructing a functor out of the motivic homotopy and the S1-stable motivic homotopy
category pays off; we exploit techniques and results from motivic homotopy theory to prove
the expected properties of this new invariant.
5.3.1. Semi-topological K-theory of dg-categories after Blanc and Antieau-Heller. We are
about to define the ℓ-adic analogue of semi-topological K-theory of dg-categories. This
invariant was first constructed by Blanc [11]. In the setting of complex varieties these
invariants were introduced by Friedlander and Walker in [28], [29].
For motivation, and for later use, let us briefly recall their construction. Let Catperf∞
be the (large) ∞-category of small idempotent complete stable ∞-categories. This stable
∞-category is symmetric monoidal under the Lurie tensor product (see, for example, [12,
Section 3]), which we will use to discuss E∞-monoids and modules over them. We have the
functor of algebraic K-theory K : Catperf∞ → Spt (as in [12, Section 9]), and the functor of
connective algebraic K-theory Kcn : Catperf∞ → Spt (as in [12, Section 7]).
Each functor is the universal localizing (as in [12, Definition 8.1]) and additive (as in [12,
Definition 6.1]) invariant respectively. Suppose that X is a scheme 8; we have the small,
idempotent-complete stable∞-category PerfX of perfect complexes onX ; this is a symmetric
monoidal stable ∞-category whose tensor product commutes with colimits in each variable.
Consequently PerfX ∈ CAlg
(
Catperf,×∞
)
, i.e., it is a presentably symmetric monoidal stable
∞-category. We define the ∞-category of X-linear stable ∞-categories to be
CatX := ModPerfX
(
Catperf ,×∞
)
.
When X = Spec R is affine, we write CatR := CatX .
Construction 5.22. Suppose that X is a fixed scheme, and we are provided with a functor
F : CatX → Spt .
The examples that we care about are taking F to be the algebraic K-theory functor, and its
connective variant, precomposed with the forgetful functor CatX → Cat
perf
∞ .
Suppose that C ∈ CatX . We define a new functor
F (C ) : Schft,opX → Spt, T 7→ F (PerfT ⊗ C ),
where the symbol ⊗ indicate the tensor product of modules over an E∞-algebra object. If F
is K-theory or connective K-theory, we call the presheaf K(C ) (resp. Kcn(C )) C -twisted
K-theory (resp. C -twisted connective K-theory).
For the purposes of semi-topological K-theory, we consider X = Spec C. Recall that there
is a Betti realization functor
Be : PShvSpt
(
SchftC
)
→ Spt
8for definitions X could easily be a derived scheme.
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which is a colimit preserving functor whose values on (suspension spectra) of representables
are given by
Be(Σ∞+ j(X)) ≃ Σ
∞
+X (C)
where X (C) is the analytification of X — it is a topological space whose points are the
C-points of X and given the analytic topology; see [4, Equation 1] for a quick definition or
[11, Section 3] for a more extensive discussion.
Definition 5.23. Let C ∈ CatC, then the semi-topological K-theory of C (resp. connective
semi-topological K-theory of C ) is the spectrum Kst (C ) := Be (K (C )) (resp. Be (Kcn (C ))).
Some of the salient properties of Kst (C ) are as follows:
(1) there is a canonical equivalence of spectra Kst (C) ≃ ku where ku is the connective
topological K-theory spectrum [11, Theorem 4.5].
(2) There is a Chern character map Kst (C ) → HP (C ) where HP denotes periodic
cyclic homology [11, Section 4.4].
(3) There is a canonical equivalence K (C ) /n ≃ Kst (C ) /n, i.e., the torsion part of
semi-topological K-theory and algebraic K-theory agrees [4, Theorem 3.3].
We will soon prove analogues of (1) and (3), while postponing (2) and further explorations
of this Chern character map to a sequel. We note that the A1-localized version of this
theory is representable by a motivic spectrum; when C = PerfX we are considering Weibel’s
homotopy K-theory where representability is well-known (see, for example, [17]).
Proposition 5.24. Let S be a base scheme. The A1-localization of the restriction of LA1K(C )
to smooth S-schemes is representable by a motivic spectrum, i.e., there is a motivic spectrum
KGL(C ) ∈ SH(R) and a functorial equivalence of spectra
MapSH(R)(Σ
∞
T X+,KGL(C )) ≃ LA1K(C ) |SmS (X),
for any X ∈ SmR.
Proof. This follows by the same argument in [4, Proposition 3.2], noting that the fact that
they are working over the complex numbers is not used for the proof of loc.cit. 
5.3.2. The construction. For the rest of the paper we work over some base commutative ring
R; we write SchftR (resp. CatR) instead of Sch
ft
Spec R (resp. CatSpec R) and subcategories
thereof. Following Construction 5.22, if C is an R-linear stable ∞-category, we have the
presheaves K (C ) and Kcn (C ) of spectra and connective spectra respectively. Following the
discussion on semi-topological K-theory above, we define some new natural invariants of
R-linear stable ∞-categories.
Definition 5.25. Let C ∈ CatR. We define the following invariants:
(1) The Dwyer-Friedlander K-theory of C is defined to be
KDFR (C ) := Π
R,e´t
∞,SptLe´tK(C ) ∈ Spt (Pro (Shv (Se´t))) .
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(2) The A1-local Dwyer-Friedlander K-theory of C is defined to be
KDFR,A1(C ) := E´t
R
A1,Spt LmotK(C ) ∈ ProfS,A1,e´t (Spt) .
We will also consider the mod-n variants of the above theories which we denote by
KDFR (C )/n := Π
R,e´t
∞,Spt (Le´tK(C )/n)
and
KDFR,A1(C )/n := E´t
R
A1,Spt (LmotK(C )/n) .
Remark 5.26. Just as in [11, Definition 4.1], we can define the connective variants of these
theories, which we denote by KDF,cnR (C ) and K
DF,cn
R,A1 (C )
The next proposition summarizes the basic properties of KDFR
Proposition 5.27. Let C ∈ CatR, then
(1) The presheaf K (C ) : Schft,opR → Spt is a Nisnevich sheaf.
(2) The presheaf LA1K (C ) : Sch
ft,op
R → Spt is a cdh sheaf.
(3) The canonical map LA1K (C )→ LmotK (C ) induces an equivalence
̂(
ΠR,e´t∞,SptLA1K (C )
)
S
A1
≃ KDFA1,R (C ) .
(4) Suppose that n is invertible in R, then the canonical map K (C ) /n → LA1K(C )/n
induces an equivalence
KDFR (C ) /n ≃ K
DF
R,A1 (C ) /n.
Proof. For (1), the presheaf K (C ) is the restriction of a localizing invariant to schemes of
finite type, hence it is a Nisnevich sheaf by [42, Lemma A.1]. Point (2) comes from the fact
that LA1K (C ) is representable in SH(k) by Proposition 5.24 and [17, Proposition 3.7]. The
point of (3) is that for any Nisnevich sheaf of spectra F , the LA1(F ) is already a Nisnevich
sheaf whence LA1F ≃ LmotF by Proposition 2.18, whence the claim is immediate (recall that
there is an implicit e´tale sheafification to apply the realization functor). Point (4) follows
from [68, Theorem 1.2] which asserts that the functor on CatR given by C 7→ K(C ) is
A1-invariant as was proved by Weibel in the case of associative rings in [76, Proposition
1.6]. 
Here is a first computation — the Dwyer-Friedlander K-theory of the unit object in
Catk; compare with [11, Theorem 4.5]. Over a base scheme S, we denote by GrassS the
infinite Grassmannian. This is the ind-scheme GrassS := colim−−−→ n,k
GrassS (n, k) where each
GrassS (n, k) classifies locally free quotients of O
n of rank n− k. Since each GrassS (n, k) is
a smooth scheme, its relative e´tale homotopy type is explicit. The next theorem expresses
the connective A1-local Dwyer-Friedlander as (B∞ of) the relative e´tale realization of the
infinite Grassmannian.
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Proposition 5.28. There is a canonical equivalence in ProfR,A1,e´t (Spt)
KDF,cnR,A1 (PerfR) ≃ B
∞
(
E´t
S
A1 (GrassR × Z)
)
.
Proof. By [55, Proposition 3.10] there is an equivalence in Spc(S)
Lmot (GrassS × Z) ≃ Lmot (BGL∞ × Z) ,
whence Lmot (GrassS × Z) is a commutative monoid in Spc(S)
×. In fact, this equivalence
holds in Spc (S) the ∞-category of A1-invariant Nisnevich sheaves on SchftS , i.e., motivic
homotopy theory built from SchftS since both Grass and BGL are colimits of smooth schemes.
Therefore we have the computation
KDF,cnR,A1 (PerfR) = E´t
R
A1,Spt LmotK
cn (PerfR)
≃ Πk,e´t∞,SptLmotB
∞Lmot
(
BGL∞
+ × Z
)
≃ Πk,e´t∞,SptB
∞Lmot (BGL∞ × Z)
≃ Πk,e´t∞,SptB
∞Lmot (GrassR × Z)
≃ B∞ΠR,e´t∞,SptLmot (GrassR × Z)
Here, the first line is by definition, the second equivalence follows from the fact that
connective K-theory is a Nisnevich sheaf of connective spectra 9 and that connective K-
theory of affine schemes can be computed using the +-construction of BGL∞. The third
equivalence is the well known LA1-equivalence between BGL(R) and BGL(R)
+ (see, for
example, [3]), the fourth equivalence comes from the equivalence discussed in the above
paragraph, and the last equivalence follows from Proposition 5.17.

5.4. Blanc’s conjecture for KDF. In this final section, we prove Theorem 5.30 which
should be viewed as an analog of Blanc’s conjecture/Antieau-Heller theorem [4, Theorem
3.3] for KDF. This theorem states that, over a field, KDFk (C ) /n is equivalent to K (C ) /n
where n is prime to the characteristic of k, a property also enjoyed by semi-topological K-
theory of categories over the complex numbers. After [14, Corollary 4.4], which compares
the e´tale homotopy type of a scheme (in fact a higher stack) with its analytification up to
profinite completion (which generalizes the comparison theorem of Artin-Mazur [5]), it is
easy to see Theorem 5.30 recovers [4, Theorem 3.3] over the complex numbers.
To begin, we need the following crucial input: if ℓ is a prime invertible in R, then the
spectrum KDFR (C ) /ℓ only depends on its restriction to smooth R-schemes. To formulate
9We remark that Kcn is not a Nisnevich sheaf of spectra, but is a Nisnevich sheaf of connective spectra;
indeed, this follows because the truncation functor preserves limits.
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this, consider the stabilized adjunction
j! : ShvNis,Spt (SmR)⇆ ShvNis,Spt
(
SchftR
)
: j∗.
The functor j∗ is given by restricting a presheaf to smooth R-schemes, while j! is obtained
by left Kan extension. The functor ΠR,e´t∞,Spt of Definition 5.14 restricts along (the stabilized
version of) j∗ to give a functor
ΠR,e´t∞,Spt |Sm: Spt
(
ShvNis
(
SchftR
))
→ Spt (Pro (Shv (Re´t))) ,
which factors through the ∞-category of e´tale sheaves of spectra. In general, there is no
reason for the map ΠR,e´t∞,Sptj
∗F → ΠR,e´t∞,SptF to be an equivalence for an arbitrary Nisnevich
sheaf of spectra F .
Proposition 5.29. Let k be a field and ℓ be prime such that 1/ℓ ∈ k, then the canonical
map (
ΠS,e´t∞,Spt |Sm j
∗K (C )
)
/ℓ→ KDFk (C )/ℓ,
is an equivalence.
Proof. By e´tale descent we may assume that k is a perfect field. The key input is ℓdh-descent
of Kelly [40]; see [40, Definition 2.1.11] for a definition. In fact we will prove a more precise
claim which we now formulate. We have an adjunction at the level of Nisnevich sheaves of
spectra
j! : ShvNis,Spt (Smk)⇄ PShvNis,Spt
(
Schftk
)
: j∗.
The K-theory sheaf is a Nisnevich sheaf of E∞-ring spectra, whence we have an induced
adjunction
j! : ModK (ShvNis,Spt (Smk))⇄ ModK
(
ShvNis,Spt
(
Schftk
))
: j∗.
We will in fact work with the ℓ-localized version
(31) j! : ModK(ℓ) (ShvNis,Spt (Smk))⇄ ModK(ℓ)
(
ShvNis,Spt
(
Schftk
))
: j∗.
Now, K (C ) /ℓ is an object of ModK(ℓ)
(
ShvNis,Spt
(
Schftk
))
and we claim:
• The counit map
j!j
∗K (C ) /ℓ→ K (C ) /ℓ
induces an equivalence of K(ℓ)-modules.
From Gabber’s version of alterations and the fact that it is an equivalence when restricted to
smooth k-schemes, we see that the counit map j!j
∗K(C )→ K(C ) is an ℓdh-local equivalence;
see [36, Corollary 4.6] for a version of the statement that we need. To bridge the gap between
an ℓdh-local equivalence and a Nis-local equivalence we need to invoke motivic homotopy
theory. In fact, using Proposition 5.27.4, we may replace K (C ) /ℓ with LA1K(C )/ℓ. Using
again Gabber’s alterations and the fact that the it is an equivalence when restricted to
smooth k-schemes, the map
(32) j!j
∗LA1K (C ) /ℓ→ LA1K (C ) /ℓ
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of LA1K-modules is an ℓdh-local equivalence. Hence the claim above reduces to the following
one:
• Both j!j
∗LA1K (C ) /ℓ and LA1K (C ) /ℓ are ℓdh sheaves on Sch
ft
k .
We use [36, Lemma 4.8] to show this. The first hypothesis of loc. cit is verified using
Proposition 5.27 (for j!j
∗LA1K use again that it is an LA1K-module and the same argument
as in loc. cit), while the second is verified by fact that the cdh cohomological dimension of
a scheme is bounded above by its Krull dimension [67]. We verify the last assumption: for
all X ∈ Schftk the canonical map
Hscdh(X ; acdhπtLA1K (C ) /ℓ)→ H
s
ℓdh(X ; aℓdhπtLA1K (C ) /ℓ)
is an isomorphism for all p, q ∈ Z (and similarly for j!j
∗LA1K (C ) /ℓ). A criterion for this
is furnished in [36, Theorem 4.7]: we need πtLA1K (C ) /ℓ (resp. πtj!j
∗LA1K (C ) /ℓ) to be a
presheaf of Z(ℓ)-modules with transfers. It is obviously a Z(ℓ)-module since we are working
mod ℓ. To verify that it has transfers we use [36, Theorem 4.14] which requires that πtLA1K/ℓ
(resp. πtj!j
∗LA1K/ℓ) (1) admits the structure of traces ( in the sense of [40, Definition 2.1.3]),
(2) is invariant for the map Xred → X and (3) its restriction Smk is unramified in the sense
of Morel [54, Definition 2.1].
Statement (2) is true for any cdh sheaf of spectra since it is excisive for the abstract blowup
square
∅

// Xred

∅ // X.
To verify (3), recall that the Nisnevich homotopy sheaves of any strictly A1-invariant sheaf
on Smk is unramified [53, Lemma 6.4.4]. Now, the Nisnevich sheaves of abelian groups on
Smk given by aNisπtLA1K (C ) /ℓ |Smk and aNisj!j
∗πtLA1K (C ) /ℓ |Smk are isomorphic since j!
is fully faithful by [47, Proposition 4.4.4.8] while the former is unramified by [54, Theorem
9] since they are A1-homotopy sheaves.
It remains to construct a structure of traces on LA1K (C ) /ℓ and j!j
∗LA1K (C ) /ℓ; the
structure on the latter is induced from the former by naturality of the structure of traces on
the former. The construction then follows from the construction of [36, Proposition 4.18],
LA1K (C ) /ℓ: given a finite flat morphism, f : Y → X in Sch
ft
k , we get a morphism in Cat
perf
k
f∗ ⊗ id : PerfX ⊗k C → PerfY ⊗k C ,
inducing the trace map
f∗ : K(C )(X)→ K(C )(Y ).
The verification that this is indeed a structure of traces follows exactly as in the first para-
graph of loc. cit.
To prove our proposition, it suffices by Proposition 5.27.4 to prove the A1-local version of
the statement, i.e, the map(
E´t
R
A1,Spt |Sm LA1j
∗K (C )
)
/ℓ→ KDFk,A1(C )/ℓ.
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is an equivalence. This is a matter of parsing the equivalences
KDFk,A1(C )/ℓ ≃
(
E´t
R
A1,Spt LA1K/ℓ (C )
)
≃
(
E´t
R
A1,Spt j!j
∗LA1K/ℓ (C )
)
≃
(
E´t
R
A1,Spt |Sm j
∗LA1K/ℓ (C )
)
≃
(
E´t
R
A1,Spt |Sm LA1j
∗K (C )
)
/ℓ,
where the work of the previous paragraphs goes into the second equivalence and the third
equivalence follows from the commutativity of the following diagram of left adjoints
Shve´t,Spt(Smk)
j! //
ΠS,e´t
∞,Spt|Sm ))❙
❙❙❙
❙❙❙
❙❙❙
❙❙❙
❙❙
Shve´t,Spt(Sch
ft
k )
ΠS,e´t
∞,Sptuu❦❦❦
❦❦❦
❦❦❦
❦❦❦
❦❦❦
Spt (Pro (Shv (Se´t)))
which follows from its unstable version and Proposition 5.13.

Lastly, we prove an analogue of Blanc’s conjecture for semi-topological K-theory, see [4,
Theorem 3.3].
Theorem 5.30. Let k be a field. Let e : Shv (ke´t)→ Spc be the terminal geometric morphism
which induces a stabilized adjunction
∂e∗ : Spt⇄ Spt (Shv (ke´t)) : ∂e∗.
There is a canonical map
∂e∗K (C )→ KDFk (C ) ,
such that when n is invertible in k we have a canonical equivalence
∂e∗K (C ) /n ≃ KDFk (C ) /n.
In particular if k is a separably closed field, we have a canonical equivalence
K (C ) /n ≃ KDFk (C ) /n.
Proof. Without loss of generality we may assume that n is a prime. Consider the geometric
morphism e : Shv(ke´t) → Spc. We have the stabilized functor ∂e
∗ : Spt → Spt (Shv(ke´t)).
We also have the geometric morphism e′ : ShvNis
(
Schftk
)
→ Spc and the stabilized functor
∂e′∗ : Spt → ShvNis,Spt
(
Schftk
)
. There is a map c′ : ∂e′∗K (C ) → K (C ) in ShvNis,Spt
(
Schftk
)
which is the adjoint of the identity map in Spt: K (C )→ ∂e∗K (C ) ≃ K (k ⊗k C ) ≃ K (C );
We apply ΠR,e´t∞,Spt to c
′ obtain the map
c := ΠR,e´t∞,SptLe´tc
′ : ΠR,e´t∞,SptLe´t∂e
′∗K (C ) ≃ ∂e∗K (C )→ KDFk (C ).
In other words, c is a map from the constant sheaf of spectra with valueK (C ) toKDFk (C ) /n.
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After Proposition 5.29, it suffices to prove the claim for K-theory restricted to smooth
schemes, i.e., we may replace instances of K with j∗K in the notation of the proof of
Proposition 5.29. Furthermore since we are proving a claim mod n, we are free to A1-
localize after Proposition 5.27.4 so that we may work with LA1K (C ) /n instead. The upshot
is that we have the full machinery of motivic homotopy theory in this situation. The theorem
thus boils down to the following claim
• the induced map c/n : Le´tLA1∂e
′∗K (C ) /n → Le´tLA1K (C ) /n is an equivalence in
Shve´t,Spt (Smk).
By e´tale descent we may replace k with its separable closure. To this end, it suffices
to prove that for any Henselian local k-algebra R with maximal ideal m (in fact strictly
Henselian is actually enough) which is essentially smooth over k (remember that we have
restricted K to smooth k-schemes!) the canonical map
LA1K (C ) /n ≃ LA1K
(
PerfR/m ⊗ C
)
/n→ LA1K (PerfR ⊗k C ) /n
is an equivalence. Now, since LA1K (C ) is representable by a motivic spectrum by Propo-
sition 5.24, this follows immediately from from rigidity for presheaves representable by a mo-
tivic spectrum; more precisely we apply [2, Corollary 1.3] to get an equivalenceK (C ) (R/m) ≃
K (C ) (R). Indeed, we can use loc.cit because we have restricted ourselves to presheaves on
Smk.

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