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Abstract Construction of quantum codes and entanglement-assisted quan-
tum codes with good parameters via classical codes is an important task for
quantum computing and quantum information. In this paper, by a family of
one-generator quasi-cyclic codes, we provide quasi-cyclic extended construc-
tions that preserve the self-orthogonality to obtain stabilizer quantum codes.
As for the computational results, some binary and ternary stabilizer codes
with good parameters are constructed. Moreover, we present methods to con-
struct maximal-entanglement entanglement-assisted quantum codes by means
of the class of quasi-cyclic codes and their extended codes. As an application,
some good maximal-entanglement entanglement-assisted quantum codes are
obtained and their parameters are compared.
Keywords Quasi-cyclic codes · Extended constructions · Quantum codes ·
Entanglement-assisted quantum codes
1 Introduction
Quantum error-correcting codes (QECCs, for short) were introduced to reduce
the effects of environmental and operational noise (decoherence). Reducing
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the decoherence or controlling the decoherence to an acceptable level is a
key challenge for researchers. After the pioneering work of Shor and Steane
in [31,33], the theory of QECCs has been developed rapidly. In [6], it has
been proven that binary QECCs can be constructed from classical codes over
F2 or F4 with certain self-orthogonal properties. Then, Ashikhmin et al. [2]
generalized these results to non-binary case . Afterwards, many good QECCs
have been constructed by using classical linear codes over finite fields [1,9,
12,16,18,25,27,34,38]. Another important discovery in the quantum error-
correcting area was the entanglement-assisted quantum codes (EAQECCs, for
short). The concept of an EAQECC was introduced by Brun et al. [5], which
overcame the barrier of the self-orthogonal condition. They proved that if
shared entanglement is available between the sender and receiver in advance,
non-self-orthogonal classical codes can be used to construct EAQECCs. There
are many researchers presented some constructions of good EAQECCs [4,14,
19,20,22,23,24,29,35,37].
Quasi-cyclic (QC) codes form an important class of linear codes with a
rich algebraic structure, which is the generalization of cyclic codes. Many QC
codes have improved the earlier known minimum distances [7,32]. Moreover,
QC codes meet a modified version of the Gilbert-Vashamov (GV) bound [17,
21]. Naturally, QC codes can also be applied to construct QECCs. In [15],
Hagiwara et al. studied constructions of QECCs from QC LDPC codes with
a probabilistic method. In 2018, Galindo et al. [11] used two-generators QC
codes that were dual-containing to construct QECCs. In 2019, Ezerman et
al. [9] employed QC codes with large Hermitian hulls to provide QECCs and
gained a record-breaking binary [[31, 9, 7]] QECC. In [25,26], we have obtained
some good QECCs from one-generator and two-generators QC codes that are
symplectic self-orthogonal, respectively. It is well-known that extended con-
structions of linear error-correcting codes are extremely effective methods to
obtain new codes with good performance, such as famous generalized Reed-
Muller codes, generalized Reed-Solomon codes and so on. In fact, extended
constructions can also be utilized to construct QECCs and EAQECCs. In [34],
Tonchev presented doubling extended constructions and obtained a new opti-
mal binary [[28, 12, 6]] QECC, which improved the corresponding lower bounds
on minimum distance at that time. In 2018, Guenda et al. [14] applied extended
constructions to design families of EAQECCs with good error-correcting per-
formance requiring desirable amounts of entanglement. However, until now,
there are no related extended constructions of QECCs and EAQECCs from
QC codes.
Inspired by the above work, we provide QC extended constructions to
obtain QECCs and maximal-entanglement EAQECCs. This paper is organized
as follows. In Sect. 2, we discuss some preliminary concepts and propose a
family of one-generator QC codes, which are self-orthogonal with respect to
the Hermitian inner product. Sect. 3 provides QC extended constructions that
preserve the self-orthogonality to construct good QECCs. In Sect. 4, we present
methods of constructing maximal-entanglement EAQECCs based on these QC
codes and their extended codes. Sect. 5 concludes this paper.
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2 Preliminaries
let Fq2 be the finite field with q
2 elements where q is a power of prime
p. It is obvious that the characteristic of Fq2 is p. Given two vectors u =
(u0, u1, . . . , un−1) and v = (v0, v1, . . . , vn−1) ∈ F
n
q2 , their Hermitian inner
product is defined as 〈u,v〉h =
∑n−1
i=0 u
q
i vi. Recall that an [n, k]q2 linear code
C is a linear subspace of Fnq2 with dimension k. For any codeword c ∈ C ,
the Hamming weight of c is the number of nonzero coordinates in c. The
minimum distance d of a linear code C equals to the smallest weight of
its nonzero codewords. A generator matrix is a k × n matrix whose rows
form a basis for C . Given a linear code C ⊂ Fn
q2
, the Hermitian dual code
of C is C⊥h = {v ∈ Fnq2 |〈u,v〉h = 0, ∀u ∈ C }. If C ⊂ C
⊥h , then the
code C is Hermitian self-orthogonal. The Hermitian hull of C is the inter-
section Hullh(C ) = C ∩ C
⊥h . For a k × n matrix G = (gij)k×n and a vector
v = (v1, v2, . . . , vn) over Fq2 (viewed as a 1×nmatrix), we defineG
q = (gqij)k×n
and vq = (vq1 , v
q
2 , . . . , v
q
n). Denote by A
† and v† the conjugate transpose ma-
trices of A and v. It is well-known that a linear code C is Hermitian self-
orthogonal if and only if GG† = 0, where G is a generator matrix of C and 0
denotes the zero matrix.
Let Rn = Fq2 [x]/〈x
n − 1〉 and C be a q2-ary linear code of length 2n. For
any codeword c = (c0, c1, . . . , cn−1, cn, cn+1, . . . , c2n−1) ∈ C , define ψ(c) =
(cn−1, c0, . . . , cn−2, c2n−1, cn, . . . , c2n−2). If C = ψ(C ), then we call the code C
a quasi-cyclic (QC) code of length 2n and index 2 over Fq2 . Note that a vector
c = (a0, . . . , an−1, b0, . . . , bn−1) ∈ F
2n
q2 can be identified with (a(x), b(x)) ∈ R
2
n,
where a(x) = a0+ a1x+ · · ·+ an−1x
n−1 and b(x) = b0+ b1x+ · · ·+ bn−1x
n−1.
Further, ψ(c) corresponds to (xa(x), xb(x)) in R2n. Therefore, a QC code C
of index 2 can be viewed algebraically as an Rn-submodule of R
2
n. If C is
generated by G(x) = (g1(x), g2(x)) ∈ R
2
n, then C is a one-generator QC code
of index 2. Define g(x) = gcd(g1(x), g2(x), x
n − 1) and h(x) = (xn − 1)/g(x).
Polynomials g(x) and h(x) are the generator polynomial and the parity-check
polynomial of C , respectively. Further, the dimension of C is deg(h(x)). One
can refer to [30] for more details.
Attached to polynomial f(x) = f0 + f1x+ · · ·+ fn−1x
n−1 ∈ Rn, we define
f¯(x) = f0+fn−1x+fn−2x
2+· · ·+f1x
n−1 andf q(x) = f q0+f
q
1x+· · ·+f
q
n−1x
n−1.
In addition, if f(x) · h(x) = xn − 1, then f⊥(x) = xdeg(h(x))h( 1
x
). In the
following, a class of one-generator QC codes that are Hermitian self-orthogonal
is introduced, whose some properties can be obtained from [11].
Definition 1 Let Cq2(f, g) be a QC code over Fq2 of length 2n generated by
(g(x), f(x)g(x)), where f(x) and g(x) are polynomials in Rn such that g(x)
divides xn − 1.
Lemma 1 ([11], Proposition 14) The Hermitian dual code C⊥h
q2
(f, g) of the
QC code Cq2 (f, g) over Fq2 is generated by the pairs (g
⊥q(x), 0) and (−f¯ q(x), 1).
Lemma 2 ([11], Proposition 15) A sufficient condition for Cq2(f, g) to be
contained in its Hermitian dual code C⊥h
q2
(f, g) is g⊥q(x) | g(x).
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Note that if a linear code C is self-orthogonal, then the dual dimension
is larger than or equal to that of C . Since C⊥h = (C⊥)q, we conclude that
C⊥h and C⊥ have the same weight distribution, where C⊥ denotes the usual
Euclidean dual code of C . In order to obtain the exact Hermitian dual distance
of C , for simplicity, we can firstly calculate the weight distribution of C , and
then apply the following well-known MacWilliams equation.
Theorem 1 [28] If C is an [n, k, d] linear code over Fq with weight enumer-
ator
WC (x, y) =
n∑
i=0
Aix
n−iyi,
where Ai denotes the number of codewords in C with Hamming weight i. Then,
the weight enumerator of the Euclidean dual code C⊥ is given by
WC⊥(x, y) = q
−kWC (x+ (q − 1)y, x− y).
3 Extended quasi-cyclic constructions of quantum codes
Recall that a q-ary quantum error-correcting code (QECC) of length n is a
K-dimensional subspace of the qn-dimensional Hilbert space (Cq)⊗n, where
C denotes the complex field. If K = qk, then the QECC is represented by
[[n, k, d]]q, where d is the minimum distance. Just as the classical case, one of
the main problems in quantum error correction is to construct QECCs with
good parameters. When fixing the code length n and dimension k, we expect
to gain a big minimum distance d. Conversely, when the minimum distance
d is equal, we want the code rate k
n
to be greater. Available in [13], there is
a database of best known binary QECCs. For ternary QECCs, code tables
[8] are kept online by Edel according to their explicit constructions. In order
to evaluate the superiority of QECCs, Feng et al. [10] presented a quantum
Gilbert-Vashamov (GV) bound as follows, which is closely related to the size
of the finite field.
Theorem 2 ([10], quantum Gilbert-Vashamov bound) Let n > k ≥ 2 with
n ≡ k (mod 2) and d ≥ 2. Then there exists a pure stabilizer QECC with
parameters [[n, k, d]]q if the inequality
qn−k+2 − 1
q2 − 1
>
d−1∑
i=1
(q2 − 1)i−1
(
n
i
)
is satisfied.
One can check that almost all the QECCs meet this bound. If not, these
codes usually have particularly good parameters. It is generally known that
there exists an important connection between QECCs and classical Hermitian
self-orthogonal linear codes from the following theorem.
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Theorem 3 [2] A Hermitian self-orthogonal [n, k]q2 linear code C such that
there are no vectors of weight less than d in C⊥h\C yields a QECC with
parameters [[n, n− 2k, d]]q.
Via the Hermitian self-orthogonal quasi-cyclic codes introduced in Defini-
tion 1, next, we will provide our QC extended constructions that preserve the
self-orthogonality.
Proposition 1 Assume that g(x) and f(x) are polynomials in Rn satisfying
g⊥q(x) | g(x), then the QC code Cq2(f, g) = [2n, n− deg(g(x)), d]q2 with gen-
erator matrix G = (G1, G2) is Hermitian self-orthogonal. Let Ci (i = 1, 2) be
a linear code generated by Gi. If there exists a codeword x
(i) ∈ C⊥hi such that
〈x(i), x(i)〉h = p− 1, where p is the characteristic of Fq2 . Then
(i) The code C
′
with generator matrix
G
′
=


0
G1 G2
.
.
.
0
x(1) 0 · · · 0 1


is a Hermitian self-orthogonal [2n + 1, n − deg(g(x)) + 1] linear code with
Hermitian dual distance
d⊥h ≤ d(C
′⊥h) ≤ d⊥h + 1,
where d⊥h denotes the Hermitian dual distance of Cq2 (f, g).
(ii) The code C
′′
with generator matrix
G
′′
=


0 0
G1 G2
.
.
.
.
.
.
0 0
x(1) 0 · · · 0 1 0
0 · · · 0 x(2) 0 1


is a Hermitian self-orthogonal [2n + 2, n − deg(g(x)) + 2] linear code with
Hermitian dual distance
d⊥h ≤ d(C
′′⊥h) ≤ d⊥h + 2,
where d⊥h denotes the Hermitian dual distance of Cq2 (f, g).
Proof Obviously, the linear codes C
′
and C
′′
have parameters [2n + 1, n −
deg(g(x))+1] and [2n+2, n−deg(g(x))+2], respectively. A simple computation
shows that
G
′
G
′†
=


0
G1 G2
...
0
x(1) 0 · · · 0 1




0
G1 G2
...
0
x(1) 0 · · · 0 1


†
=


G1G
†
1 +G2G
†
2 G1x
(1)†
x(1)G
†
1 x
(1)x(1)
†
+ 1


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and
G
′′
G
′′ †
=


0 0
G1 G2
...
...
0 0
x(1) 0 · · · 0 1 0
0 · · · 0 x(2) 0 1




0 0
G1 G2
...
...
0 0
x(1) 0 · · · 0 1 0
0 · · · 0 x(2) 0 1


†
=


G1G
†
1 +G2G
†
2 G1x
(1)† G2x
(2)†
x(1)G
†
1 x
(1)x(1)
†
+ 1 0
x(2)G
†
2 0 x
(2)x(2)
†
+ 1


.
Since the QC code Cq2 (f, g) is Hermitian self-orthogonal, then GG
† = G1G
†
1+
G2G
†
2 = 0, where 0 is the zero matrix. If there exists a codeword x
(i) ∈
C
⊥h
i (i = 1, 2) such that 〈x
(i), x(i)〉h = p− 1, then it is easy to see that G
′
G
′†
and G
′′
G
′′†
are both zero matrices. It is equivalent to say that linear codes C
′
and C
′′
are both Hermitian self-orthogonal. Further, as every d⊥h−1 columns
of G are linearly independent, then every d⊥h − 1 columns of G
′
and G
′′
are
obviously linearly independent. It follows that d⊥h ≤ d(C
′⊥h) ≤ d⊥h + 1 and
d⊥h ≤ d(C
′′⊥h) ≤ d⊥h + 2, where d⊥h denotes the Hermitian dual distance of
Cq2(f, g).
By Theorem 3 and Proposition 1, we have the following result directly.
Theorem 4 With the above notations, let Cq2(f, g) be a self-orthogonal QC
code Cq2(f, g) with respect to the Hermitian inner product. Then it provides
two QECCs with parameters [[2n + 1, 2deg(g(x)) − 1, d(C
′⊥h)]]q and [[2n +
2, 2deg(g(x))−2, d(C
′′⊥h)]]q, respectively. Moreover, d
⊥h ≤ d(C
′⊥h) ≤ d⊥h+1
and d⊥h ≤ d(C
′′⊥h) ≤ d⊥h+2, where d⊥h denotes the Hermitian dual distance
of Cq2(f, g).
In the following, we will construct some good QECCs over small finite
fields F2 and F3 according to Theorem 4. We compute it by the algebra system
Magma [3]. Let ω and ξ be primitive elements of F4 and F9. For simplicity,
elements 0, 1, ω, ω2 in F4 and 0, 1, ξ, ξ
2, ξ3, ξ4, ξ5, ξ6, ξ7 in F9 are represented
by 0,1,2,3 and 0,1,2,3,4,5,6,7,8, respectively.
Example 1 Assume that q = 2 and n = 15. Consider the following polynomials
in F4[x]/〈x
15 − 1〉,
g(x) = x9 + 3x8 + x7 + x5 + 3x4 + 2x2 + 2x+ 1,
f(x) = 2x3 + 2x2 + 2x+ 1.
Since g(x) | (x15−1) and g⊥q(x) | g(x), then by Lemma 2, the QC code C4(f, g)
is Hermitian self-orthogonal. Select a codeword x(1) = (1, 3, 2, 1, 3, 2, 1, 3, 2, 1, 3,
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2, 1, 3, 2) ∈ C⊥h1 . According to Proposition 1 (i), we can construct a Hermitian
self-orthogonal linear code C
′
with generator matrix
G
′
=


1 2 2 0 3 1 0 1 3 1 0 0 0 0 0 1 0 3 2 3 3 3 2 3 2 1 3 2 0 0 0
0 1 2 2 0 3 1 0 1 3 1 0 0 0 0 0 1 0 3 2 3 3 3 2 3 2 1 3 2 0 0
0 0 1 2 2 0 3 1 0 1 3 1 0 0 0 0 0 1 0 3 2 3 3 3 2 3 2 1 3 2 0
0 0 0 1 2 2 0 3 1 0 1 3 1 0 0 2 0 0 1 0 3 2 3 3 3 2 3 2 1 3 0
0 0 0 0 1 2 2 0 3 1 0 1 3 1 0 3 2 0 0 1 0 3 2 3 3 3 2 3 2 1 0
0 0 0 0 0 1 2 2 0 3 1 0 1 3 1 1 3 2 0 0 1 0 3 2 3 3 3 2 3 2 0
1 3 2 1 3 2 1 3 2 1 3 2 1 3 2 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1

 .
Using algebraic software Magma [3], we have that C
′
is a [31, 7, 16]4 linear
code and its weight enumerator is
011631863020252022390024540026315028780.
By the MacWilliams equation, we can gain that the weight enumerator of
C
′⊥h is
01527096337897352635831468959242084701015995568611915334434124577489490
132007064405514774141268951526320997724916789626267391172090205270180
1848770705058601910011021610380201801950581617221283168068866432238613305033355
23453292783070852445328597815825253807664733943026263603134333982714644850099250
286276277886370291947832175745303895631023773137699888887.
Hence, the Hermitian dual distance of C
′
is 5. By Theorem 4, an optimal
QECC with parameters [[31, 17, 5]]2 will be provided. Moreover, according to
the propagation rule in [6], there will also exists a QECC with parameters
[[32, 17, 5]]2. By comparison with Grassl’s code tables [13], we note that our
codes are better than the best-known [[31, 17, 4]]2 and [[32, 17, 4]]2 QECCs,
respectively. Hence, our QECCs break the current records.
Example 2 Write q = 3 and n = 10. Choose the following polynomials in
F9[x]/〈x
10 − 1〉,
g(x) = x6 + 7x5 + 5x4 + x2 + 3x+ 5, f(x) = x3 + 2x2 + 5x+ 1.
By Lemma 2, the QC code C9(f, g) is Hermitian self-orthogonal. Select code-
words x(1) = (1, 1, 8, 2, 1, 2, 2, 6, 0, 1) ∈ C⊥h1 and x
(2) = (1, 7, 3, 8, 5, 7, 7, 0, 3, 2) ∈
C
⊥h
2 . By Proposition 1 (ii), a Hermitian self-orthogonal linear code C
′′
can be
constructed, whose generator matrix is given as follows
G
′′
=


5 3 1 0 5 7 1 0 0 0 5 8 2 7 6 4 5 2 5 1 0 0
0 5 3 1 0 5 7 1 0 0 1 5 8 2 7 6 4 5 2 5 0 0
0 0 5 3 1 0 5 7 1 0 5 1 5 8 2 7 6 4 5 2 0 0
0 0 0 5 3 1 0 5 7 1 2 5 1 5 8 2 7 6 4 5 0 0
1 1 8 2 1 2 2 6 0 1 0 0 0 0 0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 0 0 0 1 7 3 8 5 7 7 0 3 2 0 1

 .
Calculate that C
′′
is a [22, 6, 10]9 linear code and its weight enumerator is
0110161281380146241533761611192173285618715201911833620142128211126642238640.
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By the MacWilliams equation, we obtain that C
′
is a [22, 16, 5]9 linear code.
One can check that it is the best-known classical code according to Grassl’s
code tables [13]. By Theorem 4, there exists a QECCwith parameters [[22, 10, 5]]3.
To testify the superiority of the code, we find that our code exceeds the quan-
tum GV bounds. In [9], the authors gave a QECC with parameters [[22, 8, 5]]3.
Obviously, the code rate of our QECC is higher.
Example 3 Now set q = 2 and n = 51. Define polynomials
g(x) =x35 + 2x34 + 3x33 + 3x32 + 3x30 + 2x26 + x25 + 2x24 + x23 + 2x22
+ 2x20 + 3x18 + 2x17 + 3x15 + 2x13 + 2x12 + x11 + x10 + 3x9
+ 2x5 + x3 + 2x2 + 2x+ 2,
f(x) = 2x15+x14+x13+x12+x11+2x10+x9+x8+x7+x6+x5+x4+x3+x2+x+1
in F4[x]/〈x
51 − 1〉. By Lemma 2, the QC code C9(f, g) is Hermitian self-
orthogonal. Choose a codeword x(1) = (1, 2, 0, 0, 0, 3, 2, 0, 2, 3, 3, 0, 2, 3, 1, 3, 0, 2,
2, 3, 2, 3, 0, 3, 1, 3, 2, 1, 2, 2, 3, 0, 2, 1, 3, 3, 1, 0, 2, 0, 3, 0, 1, 2, 2, 0, 1, 3, 3, 0, 0) ∈ C⊥h1 .
By Proposition 4 (i), we obtain a Hermitian self-orthogonal [103, 17, 38]4 linear
code, whose weight enumerator is given as follows
01383486509652197154148625692127585513226027844416211959407644395548766136538139
6835907971170796085910721480101177742293531833762941096230783093630249802642685339
8218118506398498279195186413828565881322360409031182537925228613945976129643263
98162610027.
By the MacWilliams equation, the Hermitian dual distance of C
′
is 7. By
Theorem 3, a QECC with parameters [[103, 69, 7]]2 can be constructed, which
surpasses the best-known [[103, 69, 6]]2 QECC at now [13].
In the following, four tables will be given to illustrate that many good
QECCs can be obtained by our extended QC constructions. Here we just
give some good QECCs over small finite fields F2 and F3 via the extended
construction provided in Proposition 1 (i). Tables 1 and 3 contain some Her-
mitian self-orthogonal linear codes C
′
over F4 and F9. These codes are used
to construct good binary and ternary QECCs in Tables 2 and 4, respectively.
In Table 2, some the best-known or optimal binary QECCs with length less
than or equal to 127 are provided, most of which have different weight distri-
butions with the best-known QECCs in Grassl’s code tables[13]. In Table 4,
we construct some good ternary QECCs, which all exceed the quantum GV
bounds and have higher code rate than QECCs available in [8]. For simplicity,
we write coefficients of polynomials in ascending order to denote polynomials.
The exponents of the elements indicate the number of the consecutive same
elements. For example, the polynomial 1+ξ4x2+x3+x4 over F9 is represented
by 10512.
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Table 1 Hermitian self-orthogonal extended QC codes C
′
over F4.
n f(x), g(x) and x(1) over F4 Codes C
′
7 12, 1013, (13)2321 [15, 4, 8]4
17 331, 1322022231, 1321042230(21)20 [35, 9, 14]4
23 1623, 10(100)215, 102322033130202322033 [47, 12, 20]4
29 19212, 12(331)2(133)221, 102130410322032012(21)21312 [59, 15, 24]4
31 173, 17012(01)21021013, 1021323012013101223203020123132 [63, 11, 24]4
31 112212, 103140410212, (10)2020213202130312021201221321 [63, 16, 22]4
37 1142013, 122020132431020221, [75, 19, 26]4
(102)2322331021222131023230102120102
39 1143203, 12133023122130221321, [79, 19, 32]4
12033243230312313(23)203(20)232121033
41 17221, 131210(31)21012232221012313012131, [83, 11, 30]4
130323201221201223220(3101)221203203020
55 1102, 13013223020322131(022)23310210210(31)232301, [111, 13, 46]4
(13)2213021302332102212202(30)32432032210320232203
63 112212, 312312320303320123121320230223213(10)23120212210121, [127, 13, 52]4
1202323321310221312102201303012142412401(32)20132012023
63 112212, 315323022312320321330422122012031232123231, [127, 16, 50]4
102303(20)21213231212023123123(12)3232132313232023(30)212310
Table 2 The best-known binary QECCs from extended QC codes C
′
.
C4(f, g) C
⊥h
4 (f, g) Our QECCs
[15, 4, 8]4 [15, 11, 3]4 [[15, 7, 3]]2
[35, 9, 14]4 [35, 26, 5]4 [[35, 17, 5]]2
[47, 12, 20]4 [47, 35, 6]4 [[47, 23, 6]]2
[59, 15, 24]4 [59, 44, 7]4 [[59, 29, 7]]2
[63, 11, 24]4 [63, 52, 5]4 [[63, 41, 5]]2
[63, 16, 22]4 [63, 47, 7]4 [[63, 31, 7]]2
[75, 19, 26]4 [75, 56, 8]4 [[75, 37, 8]]2
[79, 19, 32]4 [79, 60, 8]4 [[79, 41, 8]]2
[83, 11, 30]4 [83, 72, 5]4 [[83, 61, 5]]2
[111, 13, 46]4 [111, 98, 5]4 [[111, 85, 5]]2
[127, 13, 52]4 [127, 114, 5]4 [[127, 101, 5]]2
[127, 16, 50]4 [127, 111, 6]4 [[127, 95, 6]]2
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Table 3 Hermitian self-orthogonal extended QC codes C
′
over F9.
n f(x), g(x), x(1) over F9 Codes C
′
11 12486, 153101, 1262454873 [23, 6, 12]9
17 145121, 5215371561, 12368021726823472 [35, 9, 16]9
23 18212, 150(51)2(10)201, [47, 12, 23]9
18452373054381263831572
35 1621, 52082702(75)25402765131482731, [71, 9, 26]9
1050226763082316202384203734872802
41 1206, 58354013507345226126526218730175081741, [83, 5, 39]9
17435167182301412786273281(28)224528631242
65 1921, 173681205720622847641684587643274682528021340275868531, [131, 12, 59]9
17361282254127080586261272805(26)21227080(08)2128642857381682264214
Table 4 Ternary QECCs from extended QC codes C
′
.
C9(f, g) C
⊥h
9 (f, g) Our QECCs Rate QECCs [8] Rate
[23, 6, 12]9 [23, 17, 5]9 [[23, 11, 5]]3 0.478 [[21, 7, 5]]3 0.333
[35, 9, 16]9 [35, 26, 6]9 [[35, 17, 6]]3 0.486 [[26, 11, 6]]3 0.423
[47, 12, 23]9 [47, 35, 7]9 [[47, 23, 7]]3 0.489 [[52, 25, 7]]3 0.481
[71, 9, 26]9 [71, 62, 5]9 [[71, 53, 5]]3 0.746 [[65, 43, 5]]3 0.662
[83, 5, 39]9 [83, 78, 4]9 [[83, 73, 4]]3 0.880 [[81, 71, 4]]3 0.877
[131, 12, 59]9 [131, 119, 6]9 [[131, 107, 6]]3 0.817 [[140, 106, 6]]3 0.757
4 Quasi-cyclic constructions of entanglement-assistant quantum
codes
Entanglement-assistant quantum error-correcting codes (EAQECCs) can be
regarded as generalized QECCs, which can break the self-orthogonal condi-
tions. An [[n, k, d; c]]q EAQECC encodes k logical qubits into n physical qubits
with the help of c copies of entangled ebits. In particular, if c = 0, then the
EAQECC is a standard stabilizer QECC. Similar to the QECCs, EAQECCs
can also be constructed by classical linear codes in the following theorem.
Theorem 5 ([36]) If C is an [n, k, d]q2 classical code over Fq2 with parity
check matrix H, then C⊥h stabilizes an EAQECC with parameters [[n, 2k −
n+ c, d; c]]q, where c = Rank(HH
†) is the number of entangled ebits required.
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In 2018, Guenda et al. [14] established a relation between the required
number of entangled ebits and the dimension of the Hermitian hull of a classical
linear code.
Theorem 6 ([14]) Let C be a classical [n, k, d]q2 code with parity check matrix
H and generator matrix G. Then Rank(HH†) and Rank(GG†) are indepen-
dent of H and G so that
Rank(HH†) = n− k − dim(Hullh(C )) = n− k − dim(Hullh(C
⊥
h )),
and
Rank(GG†) = k − dim(Hullh(C )) = k − dim(Hullh(C
⊥
h )),
where Hullh(C ) = Hullh(C
⊥h) = C ∩ C⊥h . Obviously, c = Rank(HH†) =
Rank(GG†) + n− 2k.
For an [[n, k, d; c]]q EAQECC, it is called maximal-entanglement when
c = n − k. Refs. [4,19,20,24,37] have revealed that maximal-entanglement
EAQECCs can both reach the EA-quantum capacity and EA-hashing bound
asymptotically, which can provide higher code rate and lower SNR (signal to
noise ratio). Therefore, it is worthwhile to exploit how to construct maximal-
entanglement EAQECCs with good performances.
In the following, using the QC code Cq2(f, g), we present construction
methods to obtain maximal-entanglement EAQECCs. By Lemma 1, we know
that the Hermitian dual code of Cq2 (f, g) is generated by the pairs (g
⊥q(x), 0)
and (−f¯ q(x), 1). Hence, code Cq2 (f, g) has a parity check matrix as follows
H =
(
H1 0
H2 In
)
,
where deg(g(x))×n matrix H1 and n×n matrix H2 are respectively circulant
matrices determined by g⊥q(x) and −f¯ q(x). In denotes the n × n identity
matrix. Let matrix M be the conjugate transpose of the circulant matrix
defined by f(x). One can see that H2 +M = 0. In the rest of the paper, we
suppose that gcd(f(x), xn − 1) = 1. It is easily deduced that matrices M and
H2 are invertible.
Theorem 7 With the previous notions, suppose that Cq2(f, g) is a [2n, n −
deg(g(x)), d]q2 QC code with parity check matrix
H =
(
H1 0
H2 In
)
,
where H1H
†
1 be a nonsingular matrix. Define P = H
†
1(H1H
†
1)
−1H1−(H
†
2H2)
−1.
If the number 1 isn’t in the eigenvalue set of P , then there exist two maximal-
entanglement EAQECCs with parameters [[2n, n−deg(g(x)), d;n+deg(g(x))]]q
and [[2n, n+ deg(g(x)), d⊥h ;n− deg(g(x))]]q, respectively, where d
⊥h denotes
the Hermitian dual distance of Cq2 (f, g).
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Proof Since Cq2(f, g) is a [2n, n− deg(g(x)), d]q2 linear code, then its Hermi-
tian dual C⊥h
q2
(f, g) has parameters [2n, n+ deg(g(x)), d⊥h ]q2 . Applying The-
orem 5, it provides two [[2n,−2deg(g(x)) + c1, d; c1]]q and [[2n, 2deg(g(x)) +
c2, d
⊥h ; c2]]q EAQECCs, where d
⊥h denotes the Hermitian dual distance of
Cq2(f, g). Next we compute the number of entangled ebits c1 and c2. Note
that
HH† =
(
H1 0
H2 In
)(
H†1 H
†
2
0 In
)
=
(
H1H
†
1 H1H
†
2
H2H
†
1 H2H
†
2 + In
)
.
By the hypothesis, H1H
†
1 is a nonsingular matrix, then we define the following
matrices
A =
(
(H1H
†
1)
−1
0
0 In
)
, B =
(
Ideg(g(x)) 0
−H2H
†
1 In
)
,
C =
(
Ideg(g(x)) 0
0 H−12
)
, D =
(
Ideg(g(x)) 0
0 (H†2)
−1
)
.
Then
AHH† =
(
Ideg(g(x)) (H1H
†
1)
−1
H1H
†
2
H2H
†
1 H2H
†
2 + In
)
,
BAHH† =
(
Ideg(g(x)) (H1H
†
1)
−1
H1H
†
2
0 −H2H
†
1(H1H
†
1)
−1H1H
†
2 +H2H
†
2 + In
)
,
and
CBAHH†D =
(
Ideg(g(x)) (H1H
†
1)
−1
H1
0 −H†1(H1H
†
1)
−1H1 + (H
†
2H2)
−1 + In
)
.
If the number 1 isn’t an eigenvalue of matrix P = H†1(H1H
†
1)
−1H1−(H
†
2H2)
−1,
then −P +In and CBAHH
†D are both full rank matrices. Note that matrices
A, B, C and D are all invertible, then c1 = Rank(HH
†) = Rank(AHH†) =
Rank(BAHH†) = Rank(CBAHH†D) = n + deg(g(x)). According to Theo-
rem 6, c2 = Rank(GG
†) = Rank(HH†)+2n−2(n+deg(g(x))) = n−deg(g(x)).
As a consequence, it provides two maximal-entanglement EAQECCs with pa-
rameters [[2n, n−deg(g(x)), d;n+deg(g(x))]]q and [[2n, n+deg(g(x)), d
⊥h ;n−
deg(g(x))]]q , respectively.
Next we will construct some binary maximal-entanglement EAQECCs with
good parameters according to Theorem 7. Similarly, let ω be the primitive
element, and elements 0, 1, ω, ω2 ∈ F4 are represented by 0,1,2,3.
Example 4 Set q = 2 and n = 7. Select the following polynomials in the
quotient ring F4[x]/〈x
7 − 1〉,
g(x) = x+ 1, f(x) = x5 + 2x4 + 3x3 + 2x2 + 3x.
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Then g⊥q(x) = x6+x5+x4+x3+x2+x+1 , f¯ q(x) = 2x6+3x5+2x4+3x3+x2,
H1 = ( 1111111 ) , H2 =


0013232
2001323
3200132
2320013
3232001
1323200
0132320

 and P =


0023230
0002323
3000232
2300023
3230002
2323000
0232300

 .
By calculation, C4(f, g) is a linear code with parameters [14, 6, 7]4. Since the
characteristic polynomial of matrix P is x(x3+ω)(x3+ω2), it is easy to see that
the number 1 isn’t in its eigenvalue set. Applying Theorem 7, it can provide
a maximal-entanglement EAQECC with parameters [[14, 6, 7; 8]]2. According
to Lu’s code tables of maximal-entanglement EAQECCs in [24], our code is
optimal and better than the best-known [[14, 6, 6; 8]]2 EAQECCs. So it breaks
the current records.
Example 5 Let q = 2, n = 11 and define the following polynomials in the
quotient ring F4[x]/〈x
11 − 1〉,
g(x) = x6 + 3x5 + 3x4 + 2x2 + 2x+ 1, f(x) = x4 + 2x3 + 3x2 + x.
Then g⊥q(x) = x5 +3x4 + x3 + x2 +2x+1, f¯ q(x) = x10 +2x9 +3x8 + x7. We
calculate that C4(f, g) is a [22, 5, 13]4 linear code and its weight enumerator is
011366146615198162641799181321913220332133
Using the MacWilliams equation, the weight enumerator of C⊥h4 (f, g) is given
as follows,
014627565676524377364056820502909956274010372698041112209901612335494302
13774526170141493685534152389566696163136710621173321093204182767437420191748036664
20786523551212247450152230644469.
Hence, C⊥h4 (f, g) is an optimal linear code with parameters [22, 17, 4]4 and
meets requirements of Theorem 7. Hence, a maximal-entanglement EAQECC
with parameters [[22, 17, 4; 5]]2 can be constructed. It has better parameters
than the [[23, 17, 2; 6]]2 maximal-entanglement EAQECC appeared in [22],
whose minimum distance does not increase when the entangled states are
added.
We provide some binary maximal-entanglement EAQECCs in Tables 5 and
6, which are derived from quaternary QC codes C4(f, g) and C
⊥h
4 (f, g), re-
spectively. Compared to the parameters of maximal-entanglement EAQECCs
available in [22], our EAQECCs have better performances.
In [19,20], authors have showed that almost [[n, k, d; c]] EAQECCs were not
equivalent to any standard [[n+ c, k, d]] QECCs and had better performances
than all [[n + c, k, d]] QECCs. Even if a maximal-entanglement [[n, k, d; c]]
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Table 5 EAQECCs from C4(f, g) and parameters comparison.
n f(x), g(x) over F4 Our EAQECCs EAQECCs [22] [[n+c, k, d]]
15 320213, 130213 [[30, 8, 15; 22]]2 [[30, 8, 7; 22]]2 [[52, 8, 10]]2
17 1213201, 1(10)2(01)21 [[34, 8, 18; 26]]2 [[34, 8, 8; 26]]2 [[60, 8, 12]]2
21 16232012, 13204321 [[42, 10, 17; 32]]2 [[42, 10, 8; 32]]2 [[74, 10, 14]]2
31 160201, 1031301041013031 [[62, 10, 32; 52]]2 [[62, 10, 13; 52]]2 [[114, 10, 20]]2
35 152331, 120313012032220310212031 [[70, 12, 37; 58]]2 [[70, 12, 14; 58]]2 [[128, 12, 22]]2
41 19232, 1304(10)2(01)20413 [[82, 20, 33; 62]]2 [[82, 20, 13; 62]]2 [[144, 20, 23]]2
Table 6 EAQECCs from C
⊥h
4 (f, g) and parameters comparison.
n f(x), g(x) over F4 New EAQECCs EAQECCs [22] [[n+c, k, d]]
17 31222, 1(10)2(01)21 [[34, 26, 5; 8]]2 [[34, 26, 2; 8]]2 [[42, 26, 5]]2
19 152031, 13220103221 [[38, 29, 5; 9]]2 [[39, 29, 2; 10]]2 [[47, 29, 5]]2
31 1721, 1031301041013031 [[62, 52, 5; 10]]2 [[62, 52, 2; 10]]2 [[72, 52, 5]]2
EAQECCs was equivalent to a [[n+ c, k, d]] QECCs, that ebits may be robust
against noise when the ebits were not noiseless. In the last column of Tables
5 and 6, we list the best known standard QECCs in Grassl’s code tables [13]
with fixed code length n+ c and dimension k. We can find that our [[n, k; c]]
EAQECCs have grater than or equal to minimal distances than that of the
best-known standard [[n+ c, k, d]] QECCs.
Analogously, we can also present QC extended constructions to obtain good
maximal-entanglement EAQECCs.
Proposition 2 Let q > 2 be a prime power and Cq2(f, g) be a QC code with
generator matrix G = (G1, G2) satisfying the conditions of Theorem 7. Let Ci
(i = 1, 2) be a linear code generated by Gi. Choose x
(i) to be a codeword in
C
⊥h
i and αi ∈ F
∗
q2
such that 〈x(i), x(i)〉h 6= (p− 1)α
q+1
i . Then
(i) The code C
′
with generator matrix
G
′
=


0
G1 G2
.
.
.
0
x(1) 0 · · · 0 α1


is a [2n+ 1, n− deg(g(x)) + 1] linear code with Hermitian dual distance
d⊥h ≤ d(C
′⊥h) ≤ d⊥h + 1,
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where d⊥h denotes the Hermitian dual distance of Cq2 (f, g). Moreover,
Rank(G
′
G
′†
) = n− deg(g(x)) + 1.
(ii) The code C
′′
with generator matrix
G
′′
=


0 0
G1 G2
.
.
.
.
.
.
0 0
x(1) 0 · · · 0 α1 0
0 · · · 0 x(2) 0 α2


is a [2n+ 2, n− deg(g(x)) + 2] linear code with Hermitian dual distance
d⊥h ≤ d(C
′′⊥h) ≤ d⊥h + 2,
where d⊥h denotes the Hermitian dual distance of Cq2 (f, g). Moreover,
Rank(G
′′
G
′′†
) = n− deg(g(x)) + 2.
The process of proof is similar to Proposition 1, we omit it here. From
Theorem 5 and Proposition 2, the following result can be concluded directly.
Theorem 8 Let q > 2 be a prime power and Cq2(f, g) a QC code with gen-
erator matrix G = (G1, G2) satisfying the conditions of Theorem 7. Then,
there exist two maximal-entanglement EAQECCs with parameters [[2n+1, n+
deg(g(x)), d
′
;n−deg(g(x))+1]] and [[2n+2, n+deg(g(x)), d
′′
;n−deg(g(x))+
2]], respectively. Moreover, d⊥h ≤ d(C
′⊥h) ≤ d⊥h + 1 and d⊥h ≤ d(C
′′⊥h) ≤
d⊥h + 2, where d⊥h denotes the Hermitian dual distance of Cq2 (f, g).
Example 6 Assume that q = 9 and n = 10. Let ζ be a primitive element of
F81. Consider the following polynomials in F81[x]/〈x
10 − 1〉,
g(x) = x7 + ζ44x6 + ζ58x5 + ζ52x4 + ζ36x3 + ζ10x2 + ζ44x+ ζ48,
f(x) = ζ14x2 + ζ2x+ 1.
Then g⊥q(x) = ζ8x3 + ζ12x2 + ζ36x+ 1, f¯ q(x) = ζ18x9 + ζ46x8 + 1,
H1 =


1ζ36ζ12ζ8000000
01ζ36ζ12ζ800000
001ζ36ζ12ζ80000
0001ζ36ζ12ζ8000
00001ζ36ζ12ζ800
000001ζ36ζ12ζ80
0000001ζ36ζ12ζ8

 , H2 =


20000000ζ6ζ58
ζ5820000000ζ6
ζ6ζ5820000000
0ζ6ζ582000000
00ζ6ζ58200000
000ζ6ζ5820000
0000ζ6ζ582000
00000ζ6ζ58200
000000ζ6ζ5820
0000000ζ6ζ582

 , P =


ζ60ζ191ζ28ζ410ζ49ζ121ζ11
ζ11ζ60ζ191ζ28ζ410ζ49ζ121
1ζ11ζ60ζ191ζ28ζ410ζ49ζ12
ζ121ζ11ζ60ζ191ζ28ζ410ζ49
ζ49ζ121ζ11ζ60ζ191ζ28ζ410
0ζ49ζ121ζ11ζ60ζ191ζ28ζ41
ζ410ζ49ζ121ζ11ζ60ζ191ζ28
ζ28ζ410ζ49ζ121ζ11ζ60ζ191
1ζ28ζ410ζ49ζ121ζ11ζ60ζ19
ζ191ζ28ζ410ζ49ζ121ζ11ζ60

 .
Since the characteristic polynomial of matrix P is x(x + ζ10)(x + ζ30)(x +
ζ50)(x+ ζ70)(x+ ζ60)2(x+ ζ20)3, then the number 1 isn’t an eigenvalue of the
matrix P . Moreover, H1H
†
1 is nonsingular. Therefore, the QC code Cq2(f, g)
with a generator matrix
G =
(
ζ48ζ44ζ10ζ36ζ52ζ58ζ44100ζ48ζ58ζ18ζ15ζ36ζ56ζ24ζ23ζ65ζ14
0ζ48ζ44ζ10ζ36ζ52ζ58ζ4410ζ14ζ48ζ58ζ18ζ15ζ36ζ56ζ24ζ23ζ65
00ζ48ζ44ζ10ζ36ζ52ζ58ζ441ζ65ζ14ζ48ζ58ζ18ζ15ζ36ζ56ζ24ζ23
)
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satisfies the conditions of Theorem 7.
We choose x(1) = (ζ44, ζ71, ζ56, ζ22, ζ52, ζ73, ζ33, ζ58, ζ58, ζ33) and x(2) =
(ζ18, ζ41, 2, ζ10, ζ17, ζ31, ζ71, ζ61, ζ66, ζ75). From x(1)x(1)
†
= ζ60 and x(2)x(2)
†
=
ζ50, we may take α1 and α2 both equal to 1. Hence, the extended QC code
C
′′
has a generator matrix as follows
G
′′
=


ζ48ζ44ζ10ζ36ζ52ζ58ζ44 1 0 0 ζ48ζ58ζ18ζ15ζ36ζ56ζ24ζ23ζ65ζ14 0 0
0 ζ48ζ44ζ10ζ36ζ52ζ58ζ44 1 0 ζ14ζ48ζ58ζ18ζ15ζ36ζ56ζ24ζ23ζ65 0 0
0 0ζ48ζ44ζ10ζ36ζ52ζ58ζ44 1 ζ65ζ14ζ48ζ58ζ18ζ15ζ36ζ56ζ24ζ23 0 0
ζ44ζ71ζ56ζ22ζ52ζ73ζ33ζ58ζ58ζ33 0 0 0 0 0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 0 0 0 ζ18ζ41 2 ζ10ζ17ζ31ζ71ζ61ζ66ζ75 0 1

 .
Applying the MacWilliams equation, we calculate that C
′′⊥h is a [22, 17, 5]81
linear code. According to Theorem 8, a new maximal-entanglement EAQECC
with parameters [[22, 17, 5; 5]]9 can be derived, which is superior to the codes
with parameters [[23, 17, 3; 6]]9 appeared in [22]. Note that a standard pure
[[22, 10, 5]]9 QECC is the best code meeting the quantum GV bounds with code
length n = 22 and minimum distance d = 5. Compared with this standard
QECC, our constructed EAQECC has 97 = 4782969 more codewords for the
same code length and minimum distance although we add 5 entanglement
ebits indeed.
5 Conclusions
In this paper, by a class of one-generator QC codes, we presented QC extended
constructions that preserved the self-orthogonality. As an application, some
good stabilizer QECCs over small finite fields F2 and F3 were obtained. In the
binary case, some of our quantum codes broken or matched the current records.
In the ternary case, our codes filled some gaps or had better performances than
the current results.
It is well-known that the most common way of constructing QECCs now is
from cyclic and constacyclic codes [1,16,27,38]. But in most cases, in order to
gain good QECCs, we need the code length n to divide qs − 1 for some positive
integer s. From our extended QC constructions, one can see that our method
can breakthrough the restriction partly, which produces QECCs with more
flexible code lengths. Further, we have constructed maximal-entanglement
EAQECCs from QC codes and their extended codes as well. Some good
maximal-entanglement EAQECCs were derived and their parameters were
compared. To the best of our knowledge, this is the first attempt to con-
struct maximal-entanglement EAQECCs from QC codes and their extended
codes.
However, one can find that our construction only can provide QECCs and
EAQECCs with a relatively small distance. As the dimension increase, calcu-
lating the exact Hermitian dual distance will be computationally intractable
(NP-hard) even if we used the MacWilliams equation. So in future study, a
lower bound for our QC extended construction is extremely valuable.
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