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2. Literature Review 
2.1. Research on False Alert Reduction  
False  Positives  Reduction  is  a  technique  that  can  be  used  to  combine  repetitive 
alerts, reduce the number of false alerts and abstract high-level attack scenarios from a 
large collection of low-level intrusion alerts (Spathoulas, 2010). The first step of false alert 
reduction  is  to  remove  the  alarms  that  are  known  to  be  of  no  interest  then  the  most 
frequent alerts need to be investigated. These may be an indication of misconfigurations, 
software bugs, denial of service (DoS) attacks or virus/worms. 
Several approaches have been applied in the field of false alert reduction. (Pietrazek, 
2004) uses data mining techniques to build an alert classifier based on feedback from a 
human  analyst.  This  approach  firstly  generates  training  examples  based  on  the  analyst 
feedback. Then these examples are used with a machine learning technique called RIPPER to 
build and subsequently update the classifier. Finally the classifier is used to process new 
alerts. This method can classify alerts automatically, but it requires labelled training which is 
difficult  to  obtain  and  also  expensive.  The  need  for  human  interaction  is  always  an 
additional practical difficulty for an IDS platform to be effective. (Alshammari, 2007; Xiao, 
2010) use a somewhat similar approach to Pietrazek, but they use different approaches, 
Alshammari adopts Neural Networks and Fuzzy Logic to reduce false positive alerts while 
Xiao use data mining approach to reduce false alerts and root cause analysis. 
 (Julisch, 2003) proposes a model based on conceptual clustering to connect clusters 
of  false  positives  to  root  causes  in  order  to  eliminate  them.  It  first  generalizes  alerts 
according to generalization hierarchies built from each alert attribute, and then the final 
generalized alerts are presented to users to assist in root cause analysis. This method firstly 
discovers and understands the root causes of IDS alerts. Then according to these causes, the 
alerts triggered by attacks can be distinguished from those triggered by benign events.  
(Alharby, 2005) reduce the false alerts rate by classifying the alerts sequences into 
two  patterns  classes,  continuous  and  discontinuous.  While  the  continuous  patterns 
represent the real alerts, the discontinuous patterns reflect the sequences mixed with noisy 
data. (Valdes, 2001) used the minimum similarity specification to fuse alerts from multi-
sensors. These clustering algorithms do not require prior knowledge, can integrate alerts 
with high similarity, reduce the number of alerts and discover new attacks. However, it is 
difficult to calculate the similarity value between alert attributes to detect attack scenarios.  
    
2.2. Outlier Detection Approach 
Outlier detection is a relatively new data mining technique which has attracted many 
researchers recently. Outlier detection refers to the problem of finding patterns in data that 
do not conform to expected behaviour and the technique is able to identify abnormal data 
in large datasets. Outlier detection has already been used in a wide variety of applications 
such as fraud detection (for credit cards, insurance or health care), intrusion detection for 
cyber security, fault detection in safety critical systems and military surveillance for enemy 
activities.  In  the  field  of  network  security,  many  researchers  have  already  successfully 
implemented outlier detection to detect intrusions or network anomalies. However, to the 
best of my knowledge it has not been applied in alert reduction and alert correlation. In fact, 
compared with false positives (which are the majority of IDS alerts), true alerts are outliers. I 
believe that the outlier detection technique can also be used to filter and correlate IDS 
alerts.  4 
 
Most  of  current  false  alert  reduction  methods  such  as  (Pietraszek,2004; 
Alshammari,2007;  Julisch,  2003  and  Alharby,2005)  can  obtain  true  alerts  only  after 
removing all false positives or clustering all alerts. These approaches need longer processing 
time because the number of false alert is so much higher than the true alerts. In this case, 
the use of outlier detection technique can directly identify the outliers (true alerts), hence it 
can improve the overall IDS performance significantly.  
 
2.3. Root Cause Analysis 
Root cause analysis is a method that studies the root causes of the false alarms. This 
method  makes  use  of  the  alarm  history  to  refine  future  alarm  quality.  The  root  cause 
analysis approach which is firstly proposed by (Julisch,2003), analyzes IDS output to detect 
alarms  that  almost  always  have  similar  features.  These  similar  alarms  can  be  clustered 
together using some specific algorithms to extract patterns from each cluster. The extracted 
patterns assist the security analyst in specifying the root causes behind these false alarms 
and in writing accurate filtering rules. Root cause analysis has been used to identify the 
most basic factors that contribute to an incident. In other words, root cause analysis is 
essentially  a  tool  designed  to  help  security  analysts  describe  what  happened  during  a 
particular incident, to determine how it happened, and to understand why it happened. The 
key  concern  is  to  learn  from  past  failures  and  avoid  similar  incidents  in  the  future  (Al-
Mamory, 2009). 
The frequent alert sets will be treated as the normal behaviour. (Vaarandi,2009) 
reported that most alerts are triggered by only a few signatures. He stated that around ten 
of  the  most  prolific  signatures  produced  85%-96%  of  the  alerts;  furthermore  just  five 
signatures produced  68% of the total alerts. These pattern describe the majority of alerts 
that will appear again in the future (these can be then classified as routine alerts) and 
produce high false positive alarm. The apriori algorithm can be used to handle this problem.  
 
3. Proposed Methods 
In  my  research  I  propose  to  develop  a  FARS  which  has  two  functions.  The  first 
function is designed to detect outliers which possibly represent true attacks/intrusions. The 
second function is designed to analyze the root cause of false alerts. These approaches will 
work on unlabelled data and minimize the use of human assistance. The apriori algorithm 
will be used to build frequent-item sets and generate association rules to model the false 
positive alerts. This method assumes that the most frequent alerts are the most likely to be 
generated from normal network activities. 
 
3.1. False Alert Reduction System (FARS) Design 
  My FARS design will extend the work of (Pietrazek,2004) and (Xiao, 2010). In my 
research,  I  propose  to  divide  the  FARS  into  two  parts:  the  learning  phase  and  the 
implementation phase. The goal of the learning phase is to build a false alert reduction 
classifier and to find outliers which possibly identify real attacks. The apriori algorithm will 
be used for mining frequent alerts. These item sets are regarded as the features of false 
positive alerts.  The false alert classifier will be used as a false alert filter in the online 
implementation and the true alerts will be investigated by a security analyst to update the 




Figure 3.1. FARS Design: Learning Phase 
 
In the implementation phase, the alert classifier will be used on a real network to analyze all 
IDS alerts. The false positive alerts will directly be discarded while the true alerts will be sent 
to a security analyst for further investigation. The implementation phase is described in 
Figure 2.2. below. 
 
 
Figure 3.2. FARS Design: Implementation Phase 
 
3.2. Root Cause Analysis Module 
The goal of root cause analysis module is to build feature set of false positive alerts. 
A number of algorithms can be used to mining frequent patterns from IDS alerts but in the 
first stage of my research I will use the apriori algorithm because it is very simple and is 
widely used by many researchers.  
 
3.2.1. Apriori Algorithm  
Apriori is an algorithm proposed by R. Agrawal and R Srikant in 1994 (Agrawal and 
Srikant,  1994)  for  mining  frequent  item  sets  for  boolean  association  rules.  Apriori  is 
designed to operate on databases containing transactions. As is common in association rule 
mining, given a set of itemsets, the algorithm attempts to find subsets which are common to 
at least a minimum number C (confidence threshold) of the itemsets. Apriori uses a bottom 
up approach, where frequent subsets are extended one item at a time (a step known as 
candidate generation), and groups of candidates are tested against the data. The algorithm 7 
 
1.  Reduce passes over the transaction database  
2.  Shrink the number of possible candidates 
3.  Facilitate the support counting of the candidates 
 
3.2.4. The results of Root Cause Analysis module 
The results of root cause analysis module are the feature set of false positive alerts 
which then will be investigated by security analyst. The security analyst has three important 
tasks: 
1.  The security analyst investigates the feature set of false positives to discover root causes 
2.  The security analyst checks the network environment or devices that trigger the false 
positive  alerts  (e.g.  router  configuration,  network  printer  setting,  DNS  server 
configuration, a broken router interface, etc.) 
3.  The security analyst updates the new IDS filters for the discovered problems. 
 
3.3.    Outlier Detection Module 
The goal of Outlier Detection module is to find the outliers among a large number of 
IDS alerts. I am interested in using the FP-Outlier method proposed by (He, 2005) for outlier 
detection problem because the authors claim that their approach is able to handle two 
common  problems.  Firstly,  the  existing  techniques  detect  outliers  using  the  distance  of 
points in the full dimension space. These approaches are not appropriate for discovering 
outliers in a high dimensional space, especially in the field of intrusion detection which 
produces  million  alerts  per  day  and  each  alert  has  more  than  twenty  attributes. 
Furthermore,  these  algorithms  have  a  high  computational  cost.  Secondly,  most  outlier 
detection approaches are focused only on identifying outliers, however in real applications 
the reasons why the identified outliers are abnormal also needs to be explained.  
 
3.3.1. FP-Outlier Algorithm  
The  FP-outlier  algorithm  (He,  2005)  detects  outliers  by  discovering  the  frequent 
itemsets. Since the frequent itemsets discovered by the association rule algorithm reflect 
the common patterns in the dataset, it is reasonable and intuitive to regard as outliers those 
data points which contain infrequent patterns. In other words, if a data object contains 
more frequent patterns, it means that this data object is unlikely to be an outlier because it 
possesses  the  common  features  of  the  dataset.  Those  infrequent  patterns  that  are 
contained in few data objects can be used as descriptions of outliers.  
 
3.3.2. FP-Outlier Pseudo code 
(He, 2005) define a measure called FPOF (Frequent Pattern Outlier Factor) to identify 
outlier objects and proposed an algorithm (FindFPOF) to extract them from the data. FPOF is 
used to determine the degree of an item deviation.  
1.  Mining the set of frequent patterns on database using an association rule algorithm 
with a given minimum support. 
2.  For every transaction in the database, the value of FPOF is computed. 
3.  Sort the items in the ascending order based on their FPOF values. 
4.  The top-n FP-outliers are output with their corresponding top-k contradict frequent 
patterns.  
   8 
 
4. Conclusion and Future Work 
4.1. Conclusions 
In this research, I propose a FARS design based on the outlier detection approach. 
The proposed system will be able to reduce IDS alerts efficiently as well as analyze the root 
cause of false alerts. In the first stage, I will use the apriori algorithm for mining frequent IDS 
alerts and the FP-Outlier algorithm to detect outliers which represent possibly real attacks 
or intrusions. In the next stage, I will modify and improve the apriori algorithm in order to 
achieve an improved better performance. Furthermore, I will also evaluate the performance 
of the FP-Outlier algorithm and compare with several other outlier detection approaches. 
The robustness of the proposed system will be evaluated not only using various simulated 
intrusion  data  sets,  but  also  on  real  network  traffic  generated  inside  the  University  of 
Southampton 
    
4.2. Future Work 
I have a plan to develop a prototype of my proposed False Alert Reduction System 
(FARS) within the next six months as explained in the table below.  
 
Table 1. The proposed time schedule for the next six months 
13 14 15 16 17 18
Oct 10 Nov 10 Dec 10 Jan 11 Feb 11 Mar 11
1 False Alert Reduction System (FARS) Design
2 Data Mining and Log Analysis Tools Experiment
3 Root Cause Analysis Module Development
4 Outlier Detection Module Development
5 Prototype System Integration





1.  FARS Design 
The FARS design as seen in Figure 3.1 and Figure 3.2 will be extended. The new diagrams 
will define exactly how the outliers will be calculated and then evaluated using threshold 
values. The FARS design will be revised and improved in month 16 during the prototype 
system evaluation. The revised design will focus on an improved performance and lower 
human intervention handle false positives alerts. 
2.  Data Mining Tools and Log Analysis Tools Experiment 
I will use WEKA (java-based data mining tools) to develop my FARS design. The WEKA 
tools provide various data mining algorithms such as classification, clustering, association 
rules  and  visualization.  WEKA  has  an  apriori  algorithm  module  but  it  will  require 
modification in order able to handle a very large and high-dimensional dataset such as that 
generated  by  IDS  alerts.  Unfortunately,  WEKA  does  not  provide  any  outlier  detection 
algorithms such as FP-Outlier. I propose to develop java codes for outlier detection methods 
and hopefully this will become one of my contributions to the WEKA community world-
wide. 
There are two interesting log analysis tools which are relevant to my proposed system, 
they are SLCT (Simple Log Correlation Tools) and LogHound.  These are both tools which  
developed  by  Risto  Vaarandi  in  the  ‘C’  Language  and  are  designed  for  assisting 
network/system administrators in extracting knowledge from event logs.  SLCT employs a 
data clustering algorithm for analyzing textual event logs while LogHound implement apriori 9 
 
algorithms for discovering frequent patterns from event logs. I anticipate that studying and 
exploring various tools such as WEKA, SLCT, LogHound, etc. will enrich my proposed design 
and develop the system more efficiently. 
3.  Prototype development, integration and evaluation 
Starting from month 13, I will develop Java code for Root Cause Analysis based on the 
apriori algorithm and also an outlier detection method using FP-Outlier method. After that I 
will integrate both modules as a prototype of my FARS design which I will then evaluate. The 
performance of the proposed FARS will be evaluated using three different measurements: 
reduction rate, completeness and soundness. Reduction rate measures how many alerts can 
be filtered by the system, the completeness evaluates how well the system can detect true 
alerts and the soundness measures how correctly the alerts are recommended. The results 
from  this  prototype  development  will  be  reported  in  my  mini  thesis  and  also  will  be 
submitted as a conference paper.  
After submitting my mini thesis, I will continue to develop my FARS design using an 
improved  apriori  algorithm  and  improved  FP-Outlier  methods  designed  to  achieve  an 
improved performance in terms of a lower reduction rate, higher level of completeness and 
overall soundness. 
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