Consider a popular case-control family study where individuals with a disease under study (case probands) and individuals who do not have the disease (control probands) are randomly sampled from a well-defined population. Possibly right-censored age at onset and disease status are observed for both probands and their relatives. For example, case probands are men diagnosed with prostate cancer, control probands are men free of prostate cancer, and the prostate cancer history of the fathers of the probands is also collected. Inherited genetic susceptibility, shared environment, and common behavior lead to correlation among the outcomes within a family. In this article, a novel nonparametric estimator of the marginal survival function is provided. The estimator is defined in the presence of intra-cluster dependence, and is based on consistent smoothed kernel estimators of conditional survival functions. By simulation, it is shown that the proposed estimator performs very well in terms of bias. The utility of the estimator is illustrated by the analysis of case-control family data of early onset prostate cancer. To our knowledge, this is the first article that provides a fully nonparametric marginal survival estimator based on case-control clustered age-at-onset data.
INTRODUCTION
In epidemiological and medical research, often the event of interest is rare so that a random sample of individuals from the target population yields very few failures during the monitoring time. In such 2. THE PROPOSED ESTIMATOR
Single relative
As common in survival analysis with right censored data, let T P and T R denote the respective failure times of proband and relative; C P and C R be the respective right censoring times; X P = min(T P , C P ) and X R = min(T R , C R ) are the observed times; and δ P = I (T P ≤ C P ) and δ R = I (T R ≤ C R ) are the respective 78 M. GORFINE AND OTHERS event indicators. Assume n 1 case probands were selected and each case proband is (frequently) matched with a control probands, for some positive integer a, so the total number of control probands is n 0 = an 1 . Thus, the data consist of independent and identically distributed replicates of n 1 matched sets of one case family and a control families, and the data of each family is denoted by (X Pi , δ Pi , X Ri , δ Ri ), i = 1, ..., n 0 +n 1 . Our goal is to estimate the marginal survival function S(t) = Pr(T P > t) = Pr(T R > t) .
(2.1)
In (2.1), identical survival functions are assumed among relatives and probands, which is a common assumption in case-control family studies (e.g., Shih and Chatterjee, 2002; Chatterjee and others, 2006) , as otherwise the proband's survival function cannot be estimated. Let S 0 (u|t) = Pr(T R > u|T P > t) and S 1 (u|t) = Pr(T R > u|T P = t). Under the assumption of independent censoring (as required for the Kaplan-Meier estimator), Pr(T R > u|X P = t, δ P = 0) = S 0 (u|t) and Pr(T R > u|X P = t, δ P = 1) = S 1 (u|t).
Therefore, Pr(T R > u|X P = t, δ P = 0) can be used for estimating S 0 (u|t) and Pr(T R > u|X P = t, δ P = 1) for estimating S 1 (u|t), by smoothed conditional Kaplan-Meier estimators which are obtained by the following generalized Beran (1981) estimators. Let W , i = 1, . . . , n 0 + n 1 such that the kernel K is a known probability density function and the bandwidth sequences h n 0 and h n 1 are known sequences of positive constants tending to zero as n 0 and n 1 go to infinity. Then, the respective generalized Beran (1981) estimators of S 0 (·|·) and S 1 (·|·) are defined as
and
i (t, h n 1 )
where Y Ri (t) = I (X Ri ≥ t) is the at-risk process of the relative of family i, i = 1, . . . , n 0 + n 1 , and I is the indicator function. In each window, S 0 (·|·) ( S 1 (·|·)) uses the relatives of those control (case) probands such that the observed time of the control (case) probands belongs to the window. With these smoothed estimators, we gain substantial efficiency since the risk set for any given value of t is expected to be very small or even empty. Large sample properties of Beran's estimator have been studied extensively in the literature, and among the properties of the Beran's estimator are its uniform strong consistency and weak convergence to a Gaussian process with covariance function that can be consistently estimated (e.g., Beran, 1981; Dabrowska, 1987; Veraverbeke, 1996, 1997) . The above conditional survival functions estimators (2.2)-(2.3), will be used in estimating the marginal survival S(·), by a step function estimator. Let t 1 < · · · < t Q be the design points. Since a step function estimator of S(·) is considered, we write
and in terms of the conditional and marginal survival functions we get
where t 0 = 0. Thus, given the conditional survival function estimators S 0 (·|·) and S 1 (·|·), S(·) can be estimated sequentially. Let S(t) = 1, for 0 ≤ t < t 1 . Then, let u = t 1 , j = 1, and motivated by (2.4) we define
The resemblance between the above estimator S(t 1 ) and P under the dichotomous outcome setting discussed in the Introduction is obvious. For u > t 1 , one may estimate S(u) by
which is a well-defined estimator, whether or not dependency among family members failure times exists. However, more efficient estimators can be defined. For example, if event times of family members are independent, the sampling design can be ignored and a more efficient consistent nonparametric estimator of S(·) is the Kaplan-Meier estimator based on all the relatives, which is an inconsistent estimator when there is a intra-cluster dependence. In the case that intra-cluster dependence exists, that is, S 0 (u|t) − S 1 (u|t) = 0 for some u, t ≥ 0, a more efficient estimator comparing to (2.5) can be defined, as follows.
, and
Then, a marginal survival estimator can be defined by
for any sequence of u j 's such that u j ≥ 0 and A(u j , t j ) = 1. Note that the jump times of S(t) are pre-specified; however, each jump size is determined by the relatives' age at onset data. Clearly, many variations of S(t) that combines information across values of u can be considered. Let T R denote the set of observed failure times of relatives, and O be any real-valued operator acting on the sets of elements
such that as n 0 and n 1 go to infinity, E(O) approaches f . Then, the proposed estimator is defined as
Our extensive numerical experience shows that often the average or a weighted average is a very poor option as the operator, due to outliers among f at many values of u ∈ T R . In contrast, the median operator provides a stable option, mainly in small to medium sample size and weak to moderate familial dependence. The standard error of the proposed estimator can be estimated by the standard bootstrap method where a sampling unit consists of a matched set of case and control families.
Multiple relatives
The proposed estimator can be easily extended to incorporate multiple relatives for a proband. Assume proband i is of m i ≥ 1 relatives, i = 1, . . . , n 0 + n 1 . The data of family i, i = 1, . . . , n 0 + n 1 , is decomposed into m i relative-proband pairs. Then, in case that the degree of relative-proband dependence is identical among all the pairs, the estimators S 0 (·|·), S 1 (·|·), and S(·) are computed under a working-independence assumption, that is, as if all the relative-proband pairs were independent. In case of multiple relatives with varying degrees of dependence among the relative-proband pairs, we use again a working-independence assumption and let S 0l (·|·) and S 1l (·|·) be the respective generalized Beran (1981) estimators of S 0l (·|·) and S 1l (·|·), which are defined similarly to (2.2) and (2.3) but using only relatives of dependence (to proband) of type l, l = 1, . . . , L. Then an estimator for the marginal survival function can be defined as
where S l (t 1 ) = S 1l (t 1 |t 1 )/{1 − S 0l (t 1 |t 1 ) + S 1l (t 1 |t 1 )} and T Rl is the set of observed failure times of the lth type of relatives. Note that f l is calculated for each relative type based on S 0l (·|·) and S 1l (·|·), but the limiting value is the ratio of the marginal survival function at two consecutive time points, regardless of the types of the relatives. The sampling unit of the bootstrap variance estimator consists of the matched case and control families, so the dependence among relatives is properly accounted in the variance estimator.
FINITE SAMPLE PROPERTIES OF S UNDER THE MEDIAN OPERATOR

Simulation Setting
The finite sample properties of S(·) with the median operator were extensively studied by simulation. Data were generated under frailty models in which the conditional hazard function is defined as a baseline hazard function λ 0 (t) multiplied by a shared frailty variate ω i , which induces dependence among the members of family i. Specifically, the conditional hazard function of subject j, j = 1, 2, of family i, i = 1, . . . , n 0 + n 1 , is defined as λ ij (t|ω i ) = ω i λ 0 (t) such that ω i are independent random variables with density function g(ω i ; θ), and θ quantifies the dependency among the family members. Two frailty distributions were considered. Gamma distribution with expectation 1, variance θ and density function
and positive stable distribution with parameter θ and density function
These two frailty distributions are dramatically different in terms of the dependency structure among failure times of family members. The gamma frailty model describes high late dependence, whereas the positive stable frailty distribution yields high early dependence (Hougaard, 2000) . Under the gamma model, the larger θ is, the stronger is the dependence between family members. Under this model, the baseline hazard function was defined as λ 0 (t) = √ 2pμ(tμ) p−1 , with p = 4.6 and μ = 0.01. As opposed to the gamma frailty model, under the positive stable model, the larger θ is, the lower is the dependence between family members. In this case, the baseline hazard function was defined as λ 0 (t) = 2pμ(tμ) p−1 . To allow for comparability across frailty models, we fixed values of the Kendall's τ coefficient of concordance (Kendall, 1938) , as a measure of dependency of survival times within a family. We set τ to be 1/3, 1/2, and 3/5, corresponding to weak, moderate, and strong dependency, respectively. The respective relationship between the frailty parameter and Kendall's τ coefficient, for gamma and positive stable, are given by θ = 2τ/(1 − τ ) and θ = 1 − τ .
For sampling case-control family data we generated 10 6 frailty varieties. Since S(T |ω) is uniformly distributed over (0, 1), we generated independent random numbers from an uniform distribution over (0, 1). By equating each of the random numbers to exp{−ω T 0 λ 0 (u)du}, the failure times were back calculated. For simulating m ≥ 1 relatives for each proband, m + 1 failure times were generated for each frailty variate ω, and one of them was randomly assigned as the proband's failure time. The censoring times were generated from a uniform distribution over (0, b) with different values of b, yielding 45% and 60% censoring rates among the relatives. Finally, n 1 = 500 case probands were randomly selected and control probands were matched with case probands on age. For m = 1 relative, 1:1 and 1:2 matching were considered, where one case is matched with one or two controls, respectively; and for m = 4 relatives, 1:1 matching was considered.
The results of the proposed estimator are based on the nearest neighbors kernel provided by the R package prodlim (Thomas, 2014) , along with their direct plug-in method for bandwidth selection (Sheather and Jones, 1991) . The design points t 1 , . . . , t Q were chosen to be the distinct age-at-onset times of the case probands. Tables 1-3 compare the performance of the proposed estimator with that of the naive Kaplan-Meier estimator that uses only the relatives' data under the gamma and positive stable frailty models, and when m = 1 and 4 relatives. We present the true survival function, the mean estimated survival, the empirical standard deviation (SD), and point-wise 95% empirical coverage rates based on the usual Kaplan-Meier variance estimator for the naive estimator, and the bootstrap variance estimator for the proposed estimator. The bootstrap variance estimators were calculated based on 50 bootstrap samples. A total of 1000 simulated data sets were generated for each configuration.
Summary of main simulation results
From Tables 1-3 it is evident that the naive Kaplan-Meier estimator tends to yield biased estimates of the true survival functions and more severely, the coverage rates are substantially lower than the nominal level of 0.95. The estimated standard error of the naive Kaplan-Meier estimator (results not shown) were very close to the empirical SDs reported in the tables; hence, the poor empirical coverage rates are due to the bias of this naive estimator. Under the gamma frailty model, Kaplan-Meier overestimates the true survival function, under both censoring levels and both matching designs. Similar results were observed for the positive stable frailty model, except for 1:1 matching and 60% censoring rate where it underestimates the true survival. The bias of the naive Kaplan-Meier estimator consists of two opposite sources: the case-probands' relatives which cause underestimation of the true survival, and control-probands' relatives which cause overestimation. In certain sampling scheme, pooling all the relatives together results with a very small bias, as demonstrated in the setting of positive stable with τ = 1/3, 60% censoring and 1:1 matching. Generally speaking, the Kaplan-Meier estimator is of substantial bias under most scenarios, and the bias is more substantial in Table 3 with multiple relatives. In contrast, the proposed estimator performs reasonably well in terms of bias and coverage rates under all scenarios. Since gamma induces high late dependence among failure times of relatives, inclusion of multiple relatives yields efficiency gain in late ages (e.g., ages 60 and above in our gamma frailty simulation setting). For the positive stable frailty model that induces high early dependence, the efficiency gain is seen at early age and also at late age. Figure 1 provides a visual comparison of the proposed estimator and the true survival curve for m = 1 and 1:2 matching. Similar results were observed for 1:1 matching with m = 1 or 4, and thus omitted. The gamma frailty model describes high late dependence therefore, having case probands at older ages under moderate or high dependence within family yields a relatively large number of relatives with events at older ages. Thus, under gamma frailty, the estimated survival function is closer to the true survival function as τ increases. On the other hand, for the positive stable frailty distribution, it induces a high early dependence, and a higher Kendall's τ coefficient means stronger dependence at the early age and near independence at the late age. As a result, the estimated and true curves are closer as Kendall's τ decreases, and discrepancy is slightly larger at late age compared to early age.
Summary of additional simulation results
We conducted additional simulation studies to evaluate the following aspects: (a) comparison of the proposed nonparametric estimator with a semiparametric estimator for S(t); (b) impact of the number of bootstrap samples and sample size; and (c) impact of the number of matched controls on the efficiency. Below we describes these simulation results.
(a) Comparison of the proposed nonparametric estimator with a semiparametric estimator. As described in Introduction, the existing methods for case-control clustered age-at-onset data are based on copula or frailty models, and therefore are semiparametric because the joint distribution is parametric. We conducted a simulation study, in the spirit of Section 3.1, and investigated a semiparametric estimator by Gorfine and others (2009) . The estimator has been shown to be consistent and asymptotically normal, and could be applied to any frailty distribution with finite moments. We considered two scenarios: (i) correctly specified frailty model where gamma frailty is used for both data generation and estimation; (ii) misspecified frailty model, where the positive stable distribution was used for data generation and gamma frailty was used for estimation. To demonstrate the potential bias of the semiparametric estimator, we also over-sampled cases with early age-at-onset. The results are summarized in Tables S1 and S2 of the supplementary material available at Biostatistics online. Evidently, when the frailty model is correctly specified, the semiparametric estimator of Gorfine and others (2009) performs very well in terms of bias and the coverage rate of 95% CIs. As expected, it is more efficient comparing to the proposed nonparametric estimator. However, when the model is misspecified, the semiparametric estimator fails in both the bias and coverage rate. In contrast, the proposed nonparametric estimator is unbiased and the coverage rate is around 95%. (b) Impact of the number of bootstrap samples and sample size. We also assessed whether increasing the number of bootstrap samples can improve the standard error estimator and the coverage rate. Table S3 and B = 50 bootstrap samples, we increased the sample size to n 0 = n 1 = 1000. The respective coverage rates at different time points and τ values are: 0. 965, 0.960, 0.960, 0.950, 0.985, 0.940, 0.955, 0.945, 0.970, 0.940, 0.945, and 0.945, which are much closer to 95%. Further, they do not necessarily exhibit a pattern that they are greater than 95%. (c) Impact of the number of matched controls. Table S4 of the supplementary material available at Biostatistics online demonstrates the efficiency gain by increasing the number of matched controls, and presents simulation results with 1:1, 1:2, and 1:3 matched controls. The reported relative efficiency is the variances ratio of the estimator based on the smaller number of matched controls to that of the larger number of matched controls. We see that the empirical SD decreases as the number of matched controls increases, and the efficiency is more substantial at older ages, as the number of observed events increases, as well as when the dependency is stronger.
EXAMPLE
In this section we illustrate our method by analyzing data from a population-based case-control family study of early onset prostate cancer (Stanford and others, 1999) . Briefly, case participants were identified from the Seattle-Puget Sound Surveillance, Epidemiology, and End Results (SEER) cancer registry. Cases were those that had ages at diagnosis between 40 and 64 years. Controls were identified by use of randomdigit dialing and they were frequency matched to case participants by age. The information collected on the relatives is the age at diagnosis for prostate cancer if the relative has prostate cancer or age at the last observation if the relative does not have prostate cancer. Here we use the information about age at onset or age at censoring and disease status that was observed for the probands and their fathers, brothers, and uncles. The following analysis is based on 730 prostate-cancer case probands, 693 control probands, and a total of 7316 relatives. Out of the 3793 case-probands' relatives, 211 had prostate cancer, and out of the 3523 control-probands' relatives, 102 had prostate cancer. The age range of the relatives with prostate cancer was 40-93. Our estimator is based on the assumption of intra-cluster dependence with identical strength among the various relative-proband pairs. The analysis of Hsu and others (2002) , based on a gamma-frailty semiparametric model, shows that the respective estimates of log θ (95% CI) for proband -father, probandbrother, proband-paternal-uncle, and proband-maternal-uncle than 0.5. The results of our analysis are presented in Figure 2 , using the nearest neighbors kernel for the proposed estimator. The results consist of estimates of prostate-cancer marginal-survival function using the naive Kaplan-Meier estimator, the proposed estimator using the median operator along with the SEER survival curve based on the SEER Cancer Statistics Review 1975 -2012 (Howlader and others, 2015 . It is evident that the proposed nonparametric estimator follow closely to the SEER incidence rate. In contrast, the naive Kaplan-Meier estimator overestimates the true survival curve.
DISCUSSION
In this article we provided a novel nonparametric estimator of the marginal survival function based on case-control clustered age-at-onset data, where the dependency structure is left unspecified completely.
The simulation results and an application to a real data set demonstrate that the proposed procedure works well in finite sample sizes. In contrast, both the naive Kaplan-Meier estimator and the semiparametric estimator, when the frailty distribution is misspecified, are biased and have poor coverage rates of 95% nominal CIs. The proposed estimator is defined only when the intra-cluster dependence exists. A simple descriptive approach for assessing whether the data are dependent, is by looking at the differences between the estimated curves S o (·|t j ) and S 1 (·|t j ), for each j, j = 1, . . . , Q. Alternatively, one can fit a gamma frailty model and estimate the dependence parameter as we did in the analysis of the prostate-cancer dataset. While the estimate of the dependence parameter may be biased due to potential misspecification of the gamma frailty distribution, the test statistic in fact maintains correct type I error under the null.
There are two directions that this article can be further extended. First, the proposed nonparametric estimator S(·) is not guaranteed to be a nonincreasing estimator, even though the true survival function (2.6) is nonincreasing. Specifically, for any u ≥ 0 and t j such that S(t j ) > 0, S 0 (u|t j−1 ) − S 0 (u|t j ) = {S 0 (u|t j ) − S 1 (u|t j )}S(t j )/S(t j−1 ). Since 0 < S(t j )/S m (t j−1 ) ≤ 1, then for any u such that S 0 (u|t j ) − S 1 (u|t j ) = 0,
Hence, (2.6) is a nonincreasing function of t j . However, the proposed estimator S(·) is not necessarily nonincreasing. Therefore, one might use a monotone smoothing algorithm, or isotonic regression (Brunk and others, 1972) on the survival estimates. Comparing various approaches for maintaining the monotonicity should be studied in the future. The second direction is the theoretical development. Our nonparametric estimator is based on the Kernel estimator, S j (·|·), j = 0, 1, for which the asymptotic properties are well established. As a result, the consistency and asymptotic normality of S can be established under a linear operator O. However, the linear operator is not recommended for practical usage due to outliers of f , even with very large datasets. We therefore propose a median operator to aggregate f at different time points. Unfortunately, rigorous asymptotic results for the median are not yet available as the estimator consists of a multivariate distribution of dependent medians, with a very complex dependence structure, and thus standard tools cannot be used. Significant development in theory is needed for proving the asymptotic theory of the median operator and other nonlinear operators (e.g., trimmed mean) and will be explored in a separate effort. That being said, despite of lack of rigorous theory, our extensive simulation result suggest that our proposed estimator should possess the usual asymptotic properties, namely, consistency and asymptotically normal.
In conclusion, our proposed nonparametric estimator S(·) can be used directly for estimating marginal survival function from case-control clustered age-at-onset data. It can also be used as a tool for a goodnessof-fit assessment of frailty distribution, where the model-based and our proposed nonparametric survival estimators are contrasted. The computation burden of the proposed estimator is not of a practical limitation. For example, analyzing the prostate dataset of 1423 probands and 7316 relatives was done in 0.294 s using a standard laptop.
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