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Hyperbolization of cusps with convex boundary
Abstract. We prove that for every metric on the torus with curvature bounded from below
by −1 in the sense of Alexandrov there exists a hyperbolic cusp with convex boundary
such that the induced metric on the boundary is the given metric. The proof is by polyhedral
approximation. This was the last open case of a general theorem: every metric with curvature
bounded from below on a compact surface is isometric to a convex surface in a 3-dimensional
space form.
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1. Introduction
1.1. Statement of the results
Let T denote the 2-dimensional torus. A hyperbolic cusp C with convex boundary
is a complete hyperbolic manifold of ﬁnite volume, homeomorphic to T ×[0,+∞[,
and such that the boundary ∂C = T × {0} is geodesically convex. By the Buyalo
convex hypersurface theorem [2], the induced inner metric on ∂C has curvature
bounded from below by −1 in the sense of Alexandrov—in short, the metric is
CBB(−1), see Sect. 2.1. In the present paper, we prove that all the CBB(−1)
metrics on the torus are obtained in this way.
Theorem 1.1. Let m be a CBB(−1) metric on the torus. Then there exists a hyper-
bolic cusp C with convex boundary such that the induced metric on ∂C is isometric
to m.
Throughout the paper, by inducedmetricwemean an intrinsicmetric. Examples
of CBB(−1) metrics on the torus are distances deﬁned by Riemannian metrics
of curvature ≥ −1. Using classical regularity results by Pogorelov (see below),
Theorem 1.1 implies the following.
Theorem 1.2. Let g be a smooth Riemannian metric of curvature > − 1 on the
torus. Then there exists a hyperbolic cusp C with smooth strictly convex boundary
such that the induced Riemannian metric on ∂C is isometric to g.
Another examples of CBB(−1) metrics on the torus are hyperbolic metrics with
conical singularities of positive curvatures. Recall that the (singular) curvature at
a cone singularity is 2π minus the total angle around the singularity. The proof of
Theorem 1.1 will be done by polyhedral approximation, using the following result.
Theorem 1.3. ([12]) Let m be a hyperbolic metric with conical singularities of
positive curvature on the torus. Then there exists a hyperbolic cusp C with convex
polyhedral boundary such that the induced inner metric on ∂C is isometric to m.
Actually it is proved in [12] that the cusp C in the statement of Theorem 1.3 is
unique. One can hope a uniqueness result in Theorem 1.1 (that would also imply
uniqueness in Theorem 1.2). This should be the subject of a forthcoming paper.
The above statements were the last steps in order to get the following general
statement.
Theorem 1.4. Let m be a CBB(k) metric on a compact surface. Then m is isometric
to a convex surface S in a Riemannian space of constant curvature k. Moreover
• if m is a metric of curvature k with conical singularities of positive curvature,
then S is polyhedral,
• if m comes from a smooth Riemannian metric with curvature > k, then S is
smooth and strictly convex.
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In Sect. 1.2 we will recall all the results leading to Theorem 1.4. The proof of
Theorem1.1 is based on a general result of polyhedral approximation that is recalled
in Sect. 2.1 (Theorem 2.2). Going to the universal cover, boundaries of convex
hyperbolic cusps are seen as convex surfaces of the hyperbolic space invariant
under the action of a group of isometries acting cocompactly on a horosphere.
Such surfaces are graphs of horoconvex functions deﬁned on the horosphere. They
are introduced in Sect. 2.2. They can be written in terms of convex functions on the
plane, hence they will inherit strong properties from convex functions.
Then we prove Theorem 1.1 in Sect. 3. Theorems 1.3 and 2.2 give a sequence
of polyhedral surfaces in H3. One shows that this sequence converges to a convex
surface, invariant under the action of a group . The main point is to check that
the induced metric on the quotient of the surface by  is isometric to the metric m
(Sect. 3.4).
1.2. Hyperbolization of products manifolds
Thenotionofmetric spaceof non-negative curvaturewas introducedbyA.D.Alexan-
drov in order to describe the inducedmetric on the boundary of convex bodies inR3.
He proved that this property characterizes the convex bodies in the sense described
below. Here we list several theorems of existence.
Theorem 1.5. ([3]) Any CBB(0) metric on the sphere is isometric to the boundary
of a convex body in R3.
The hyperbolic version is as follows.
Theorem 1.6. ([3])Any CBB(−1) metric on the sphere is isometric to the boundary
of a compact convex set in H3.
Let us mention the following general local result, obtained from Theorem 1.6
and a gluing theorem.
Theorem 1.7. ([3]) Each point on a CBB(−1) surface has a neighbourhood iso-
metric to a convex surface in H3.
Forgetting the part of the hyperbolic space outside the convex body, one derives
from Theorem 1.6 the following hyperbolization theorem for the ball.
Theorem 1.8. Let m be a CBB(−1) metric on the sphere. Then there exists a hyper-
bolic ball M with convex boundary such that the induced metric on ∂M is isometric
to m.
Actually Theorem 1.8 also implies Theorem 1.6, because in this case the devel-
oping map is an isometric embedding [10, Proposition I.1.4.2.]. Theorems 1.6 and
1.8 are proved by polyhedral approximation. For example, Theorem 1.6 is proved
from the following particular case.
Theorem 1.9. Let m be a hyperbolic metric with conical singularities of positive
curvature on the sphere. Then there exists a hyperbolic ball M with convex poly-
hedral boundary such that the induced metric on ∂M is isometric to m.
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The following regularity result roughly says that if the metric on a convex
surface in H3 is smooth, then the surface is smooth.
Theorem 1.10. ([20, Theorem 1, chap. V 8]) Let S be a surface with a Ck, k ≥ 5,
Riemannian metric of curvature >−1. If S admits a convex isometric embedding
into H3, then its image is a Ck−1 surface.
See [11] formore precise results if S is homeomoprhic to the sphere, in particular
if the curvature is ≥−1. Theorems 1.10 and 1.6 immediately give the following.
Theorem 1.11. Let g be a smooth Riemannian metric with curvature >−1 on a the
sphere. Then there exists a hyperbolic ball M with smooth convex boundary such
that the induced metric on ∂M is isometric to g.
For metrics on a compact (connected) surface S of genus >1, the following
result was recently proved.
Theorem 1.12. ([27]) Let M be a compact connected 3-manifold with boundary
of the type S × [−1, 1]. Let m be a CBB(−1) metric on ∂M. Then there exists a
hyperbolic metric in M with a convex boundary such that the induced metric on
∂M is isometric to m.
The proof of Theorem 1.12 goes by smooth approximation. The smooth version
of Theorem 1.12 is included in the following more general result.
Theorem 1.13. ([19]) Let M be a compact manifold with boundary (different from
the solid torus) which admits a structure of a strictly convex hyperbolic manifold.
Let g be a smooth metric on ∂M of curvature >−1. Then there exists a convex
hyperbolic metric on M which induces g on ∂M.
See also [26], which contains a uniqueness result. Of course, one can take
for metrics m in the statement of Theorem 1.12 hyperbolic metrics on S with
conical singularities of positive curvature [28]. But the boundary of the solution
is not necessarily of polyhedral type. This is because the boundary may meet the
boundary of the convex core of M . If M is Fuchsian, that is if its convex core is a
totally geodesic surface, this cannot happen. Actually we have the following.
Theorem 1.14. ([13]) Let m be a hyperbolic metric with conical singularities of
positive curvature on a compact surface S of genus>1. Then there exists a Fuchsian
hyperbolic manifold S × [−1, 1] with polyhedral convex boundary such that the
induced metric on the boundary components S × {−1} and S × {1} are isometric
to m.
The smooth analogue was known for a long:
Theorem 1.15. ([14]) Let g be a smooth Riemannian metric with curvature >−1
on a compact surface S of genus >1. Then there exists a Fuchsian hyperbolic
manifold S × [−1, 1] with smooth convex boundary such that the induced metric
on the boundary components is isometric to g.
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Using Theorem 1.15 instead of Theorem 1.13, the proof of Theorem 1.12 leads
to the following.
Theorem 1.16. Let m be a CBB(−1) metric on a compact surface S of genus >1.
Then there exists a Fuchsian hyperbolic manifold S×[−1, 1]with convex boundary
such that the induced metric on the boundary components is isometric to m.
Let us put all these statements together. Cutting in a suitable way the hyperbolic
manifolds given in Theorems 1.6, 1.11, 1.9, 1.1, 1.2, 1.3, 1.16, 1.15 and 1.14, we
obtain the following result.
Theorem 1.17. Let m be a CBB(−1) metric on a compact surface S. Then the
manifold S×[−1, 1] admits a hyperbolic metric, such that S×{−1} is convex and
isometric to m for the induced inner metric, and S × {1} has constant curvature.
Moreover
• if m is a hyperbolic metric with conical singularities of positive curvature, then
S × {−1} is polyhedral,
• ifm comes froma smoothRiemannianmetricwith curvature>−1, then S×{−1}
is smooth and strictly convex.
Note that in the case of genus >1, we have chosen the Fuchsian solution, but
the quasi-Fuchsian Theorem 1.12 gives many choices for the realization of the
prescribed metric. Actually all the cases in Theorem 1.17 share the same property:
the holonomy of their developing map ﬁxes a point (the point may not be in the
hyperboic space, see for example the beginning of Sect. 3).
In the case ofCBB(−1)metrics on the torus,we could also consider a hyperbolic
metric with convex boundary on a full torus. In this direction, only the smooth case
is known.
Theorem 1.18. ([26]) Let g be a smooth Riemannian metric of curvature >−1 on
the torus T . Then there exists a (unique) hyperbolic metric on the full torus such
that the metric on the boundary is smooth, strictly convex and isometric to g.
Another question is to realize CBB(−1) metrics on compact surfaces of genus
>1 as the convex boundary of more general compact hyperbolic manifold, analo-
gously to Theorem 1.13.
We cited Theorem 1.5 about realization of CBB(0) metrics on the sphere in
the Euclidean space. There is also an analogue result about realization of CBB(1)
metrics on the sphere in the 3 dimensional sphere [3], as well as the polyhedral
and smooth counterparts. Theorem 1.17 gives all the possibilities for a CBB(−1)
metric on a compact surface of genus >1. Moreover, it is obvious that any ﬂat
metric (i.e. a metric of curvature 0 everywhere) on a torus T can be extended
to a ﬂat metric on T × [−1, 1]. Lemma 2.1 says that we have exhausted all the
possibilities. Theorem 1.4 follows.
A question is to know if the constant curvature metric on S×[−1, 1] is unique.
Due to the work of Pogorelov, the answer is positive if S is the sphere [20]. As
we already mentioned, in the torus case this is work in progress. As the only un-
solved case there would remain that of Fuchsian hyperbolic manifolds with convex
boundary.
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1.3. Smooth variational approach?
As we said, Theorem 1.5 was proved by polyhedral approximation. It is based on
the following seminal theorem, proved in the 1940’s.
Theorem 1.19. ([3]) Let m be a ﬂat metric with conical singularities of positive
curvature on the sphere. Then there exists a convex polyhedron in Euclidean space
with inner induced metric m on the boundary.
The proof of Theorem 1.19 is done by a continuity method, based on topolog-
ical arguments, in particular the Domain Invariance Theorem. Some years ago, a
variational proof of Theorem 1.19 was given in [9]. The functional is a discrete
Hilbert–Einstein functional. It was then used in [17], and later in [12] to prove The-
orem 1.3. A long-standing question is to use the smoothHilbert–Einstein functional
to give a variational proof of the smooth version of Theorem 1.19 (known as Weyl
problem) [7,18]. It would be interesting to give a variational proof of Theorem 1.2
as well. There are reasons to think that the functional will have good properties in
the case of a hyperbolic cusp.
2. Background
2.1. CBB metrics on compact surfaces
We follow [5] for basic deﬁnitions and results about metric geometry. See also
[8] and [1]. Let m be a metric on a compact surface S (by this we imply that the
topology given by m is the topology of S). We suppose that m is intrinsic, that is for
any x, y ∈ S,m(x, y) is equal to the inﬁmum of the length of the continuous curves
between x and y. By the Hopf–Rinow theorem, there always exists a shortest path
between x and y.
The metric m is CBB(k) if every point has a neighbourhood U such that any
triangle contained in U is thicker than the comparison triangle in the model space
of constant curvature k (see the references above for precise and equivalent deﬁn-
itions). By the Toponogov globalization theorem, this property is actually true for
any triangle in (S,m).
A shortest path between two points in a CBB(k) space may not be unique, as
show the example of a disc of curvature k with a sector of angle 0 < α < 2π
removed and the two resulting sides identiﬁed. But shortest paths in CBB(k) do not
branch.
Let (S,m) be a polyhedral CBB(k) metric, that is a metric of constant curvature
k with singular curvatures ki (the ki have to be positive [5, 10.9.5]). It has to satisfy
the Gauss–Bonnet formula
2πχ(S) = k area(S) +
∑
ki
i.e.
2πχ(S) ≥ k area(S)
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with equality if and only if m is a smooth constant curvature metric (no conical
singularities).
Now let (S,m) be any CBB(k) metric. By a theorem of Alexandrov and Zal-
galler, (S,m) can be decomposed into non-overlapping geodesic triangles. Replac-
ing each triangle by a comparison triangle in the space of constant curvature k, we
obtain a polyhedral CBB(k) metric on S see [16,22] for details. In particular, we
obtain the following.
Lemma 2.1. A compact surface S can be endowed with a CBB(k) metric if and
only if
• if S is a sphere, k ∈ R,
• if S is a torus, k = 0 and the metric is a ﬂat Riemannian metric or k < 0,
• otherwise, k < 0.
Actually, Alexandrov and Zalgaller proved much more, but in a different con-
text. Roughly speaking, the triangulation of the CBB(−1) can be chosen as ﬁne as
wanted. If the perimeter of the triangles goes to 0, then the sequence of polyhedral
metrics obtained by replacing the triangles by comparison triangles converge to
(S,m) in the Gromov–Haussdorff sense [16,22].
Theorem 2.2. Let m be a CBB(−1) metric on a compact surface. Then there ex-
ists polyhedral CBB(−1) sequence of metric mn on the torus Gromov Hausdorff
converging to m.
At the end of the day, in the case of the torus, it is not hard to conclude from
Theorem 1.1 and Proposition 3.4 that the convergence can be taken uniform in
Theorem 2.2.
Let us mention the following results about Gromov–Hausdorff convergence
that we will use in the sequel.
Lemma 2.3. ([8, I.5.40], [5, 7.3.14]) A Gromov–Hausdorff convergence of metric
spaces (S,mn) implies the convergence of the diameters of (S,mn).
Theorem 2.4. ([6], [5, 10.10.11]) If a sequence (S,mn) of CBB(k) metrics on a
compact surface S converges in the Gromov–Hausdorff sense to a CBB(k) metric
on S, then the sequence of the areas of (S,mn) (the total two dimensional Hausdorff
measure) is bounded from below by a positive constant.
2.2. Horoconvex functions
We identify R2 with a given horosphere H ⊂ H3, with center at ∞ (recall the
deﬁnition of the Poincaré half-space model of H3). We get coordinates (x, t) on
H
3 = H × R, where t is the signed distance from a point to H : it is positive if and
only if the point is in the exterior of the horoball bounded by H . Note that it is the
length of the segment between x and its orthogonal projection onto H , and that the
line from x to ∞ is orthogonal to H .
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Let u : R2 → R. The horograph of u is the subset (x, u(x)) ∈ H3 for those
coordinates. The horograph is said to be convex if the surface is convex in H3 in
the sense that it bounds a geodesically convex set. In the Klein projective model,
this corresponds to the afﬁne notion of convexity.
Remark 2.5. In the upper half plane model, if the horosphere H is the horizontal
plane at height 1, then the horograph of u is the graph of e−u .
We have the following characterization of horographs. It was already known
in the smooth case [15]. Let us also mention that the Darboux equation related to
Theorem 1.2 is studied in [24].
Proposition 2.6. The horograph of u : R2 → R is a convex surface if and only if
the function
x → e−2u(x) + ‖x‖2
is convex, with ‖ · ‖ the Euclidean norm.
In particular, e−2u is semi-convex, or lower-C∞, compare with 10.33 and 13.27
in [25]. We will call horoconvex a function satisfying the hypothesis of the propo-
sition.
Proof. As above, consider coordinates (x, t)H on H3 = H × R. The horograph
of u is convex in H3 if and only if at each point (x0, u(x0))H there exists a totally
geodesic surface  containing the point (x0, u(x0))H and such that  ⊂ {(x, y)H :
y ≥ u(x)}. In the the Poincaré halfspace model let us now consider the standard
Euclidean coordinates (y, s)E ∈ R2 × (0,∞). Without loss of generality we can
assume that the horosphere H is the plane at height 1 in this model. Then we have
(x, t)H = (x, e−t )E . In this system,  has to be a half-sphere with center (c, 0)E
on the plane at inﬁnity R2 × {0}. In particular every such a half-sphere containing
the point (x0, u(x0))H is given by{
(x, s)E : e−2u(x0) + ‖c − x0‖2 = ‖x − c‖2 + s2
}
.
Coming back to (, )H coordinates, we have obtained that the horograph of u is
convex if and only if for all x0 ∈ R2 there exists a point c ∈ R2 such that for any
x ∈ R2
u(x) ≤ −1
2
ln
(
e−2u(x0) + ‖c − x0‖2 − ‖c − x‖2
)
,
that is,
e−2u(x) − e−2u(x0) ≥ ‖c − x0‖2 −‖c − x‖2 = −‖x − x0‖2 + 2 〈G, x − x0〉 , (1)
where G := c − x0 ∈ R2. Since x ∈ R2 is arbitrary, (1) is equivalent to
e−2u(x0+v) + ‖x0 + v‖2 − e−2u(x0) − ‖x0‖2 ≥ 〈2(x0 + G), v〉 , ∀v ∈ R2. (2)
In turn, (2) means that if G ∈ R2 is such that (1) is satisﬁed, then at each point
x0 ∈ R2 the graph of the function e−2u(x) + ‖x‖2 has the planar graph of v →
〈2(x0 + G), v〉 + e−2u(x0) + ‖x0‖2 as a support plane. Hence e−2u(x) + ‖x‖2 is a
convex function on R2 if and only if the horograph of u is convex in H3. unionsq
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Fig. 1. Graphs of t → e− cos(t)/10 and t → e−2 cos(t)
Remark 2.7. Suppose that x = x0 + sh for some unitary vector h ∈ R2 and s > 0.
Then (1) reads
1
s
(
e−2u(x0+sh) − e−2u(x0)
)
≥ −s|h|2 + 2 〈G, h〉 . (3)
If u ∈ C1(R2), taking the limit as s → 0 we get that〈
gradx0e
−2u, h
〉
≥ 〈2G, h〉 ,
and since the latter inequality holds for both h and −h we have necessarily that G
is unique and
G = 1
2
gradx0e
−2u = −e−2u(x0)gradx0u.
Corollary 2.8. Let u be horoconvex and  > 0. Then u +  is horoconvex.
Proof. By Proposition 2.6, one has to see that e−2e−2u(x) + ‖x‖2 is convex, that
is equivalent to the convexity of e−2u(x) + e2‖x‖2. Let f + g be convex, g convex
and λ > 1. Then f + λg = ( f + g) + (λ − 1)g is convex as a sum of two convex
functions. unionsq
Example 2.9. In dimension 1, the function t → cos(t)/20 is horoconvex, see Fig. 1.
More generally, any function C2 close to a constant function is horoconvex. But
t → cos(t) is not horoconvex. This example shows that u horoconvex does not
imply λu horoconvex.
Horoconvex functions inherit strong properties from convex functions.
Corollary 2.10. Any sequence of uniformly bounded horoconvex functions is equi-
Lipschitz on any compact set of R2.
Moreover, up to extracting a subsequence, the sequence converges uniformly
on any compact set to a horoconvex function.
Proof. Let C ⊂ R2 be a compact set and (un) a sequence of uniformly bounded
horoconvex functions. Let Fn(x) = e−2un(x) + ‖x‖2, which is convex by Proposi-
tion 2.6. By [23, 10.4], there exists an  > 0 such that for any x, y ∈ C
|Fn(x) − Fn(y)| ≤ maxC Fn − minC Fn

‖x − y‖.
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As the un are uniformly bounded, Fn are uniformly bounded on C , hence there
exists a number A satisfying
|Fn(x) − Fn(y)| ≤ A‖x − y‖.
Using again that the un are uniformly bounded, and that∣∣∣‖x‖2 − ‖y‖2∣∣∣ ≤ 2(sup
C
‖x‖
)
‖x − y‖,
we thus obtain that
|un(x) − un(y)| ≤ A′‖x − y‖
for some A′ = A′(C) > 0 independent of n. So the sequence is equi-Lipschitz on
C .
Up to extract a subsequence, the sequence of convex functions (Fn) converge
(uniformly on compact sets) to a convex function F [23, Theorem 10.9]). As the un
are uniformly bounded, there exists a positive constant c such that Fn ≥ c +‖ · ‖2,
so F > ‖ · ‖2, hence the function
u = −1
2
ln(F − ‖ · ‖2)
is well deﬁned and horoconvex by deﬁnition. As (Fn) converges to F uniformly on
compact sets, it follows easily that un converges to u uniformly on compact sets. unionsq
In particular, a horoconvex function isLipschitz on anycompact set.ByRademacher
theorem, it is differentiable almost everywhere.
2.3. Induced metric
The length of a curve c in H3 is the supremum of the length of all the polygonal
paths of H3 with vertices on c. Equivalently [5, Theorem 2.7.6], if c is Lipschitz
(in H3), then
L(c) =
∫
‖c′‖H3 .
Let S be a convex surface in H3. The (intrinsic) induced metric on S between
two points a, b of S is the inﬁmum of the lengths of all the rectiﬁable Lipschitz
curves between a and b.
Let u be a horoconvex function. Let d˜u be the intrinsic metric induced on the
horograph of u. For simplicity, we will look at metrics onto R2 rather than on the
surfaces: for (x, y) ∈ R2,
du(x, y) := d˜u
((
x, e−u(x)
)
,
(
y, e−u(y)
))
.
Note that, in the upper half space model, notions of locally Lipschitz are equiv-
alent for the metrics of H3 and R3. Also, the projection from R3 onto the horizontal
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plane is contracting. Hence, a locally Lipschitz curve of H3 is projected onto a
locally Lipschitz curve of R2.
Let c : [a, b] → R2 be a Lipschitz curve. Let cu be the corresponding curve in
the horograph of u i.e. on the graph of e−u :
cu =
(
c
e−u◦c
)
.
As u is Lipschitz, cu is a Lipschitz curve of H3.
Let us denote by Lu(c) the length of cu for the metric d˜u on Su . Using the
half-space model metric
Lu(c) =
∫ b
a
‖c′u‖R3
(cu)3
=
∫ b
a
eu◦c
(
‖c′‖2 + ((u ◦ c)′)2e−2(u◦c)
)1/2
i.e.
Lu(c) =
∫ b
a
(
e2u◦c‖c′‖2 + ((u ◦ c)′)2
)1/2
. (4)
Lemma 2.11. Let (un) be a uniformly bounded sequence of horoconvex functions.
Then on any compact set K , dun are uniformly Lipschitz equivalent to the Euclidean
metric: ∃λ1, λ2 > 0 such that for all n,
λ1dR2 ≤ dun ≤ λ2dR2 .
Moreover, for any Lipschitz curve c contained in K ,
λ1LR2(c) ≤ Lun (c) ≤ λ2LR2(c).
Proof. By construction, for any x, y ∈ K , dun (x, y) is not less than the distance
in H3 between the corresponding points on the horograph of u. As K is compact
and the un uniformly bounded, the corresponding horographs above K in R3 are
contained in a hyperbolic ball. There exists a constant λ1 such that on this ball,
dH3 ≥ λ1dR3 . Also, with evidence, dR3 ≥ dR2 . Hence, dH3 ≥ λ1dR2 . As the length
of a Lipschitz curve for dun is the supremum of the length of shortest polygonal
paths [5, 2.3.4,2.4.3] it follows that for any curve c in K , λ1LR2(c) ≤ Lun (c).
On the other hand, for any curve c in K , it follows from (4) and from the
inequality
√
a2 + b2 ≤ |a| + |b| that
Lun (c) ≤
∫ b
a
e−un‖c′‖ + |(u ◦ c)′|
and as the un are uniformly bounded on K by assumption, and also un are equi-
Lipschitz on K by Corollary 2.10, then there exists λ2 such that
Lun (c) ≤ λ2LR2(c).
unionsq
Theproof of the following lemmamimics the one for convexbodies inEuclidean
space [5, p. 358].
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Lemma 2.12. Let u, v be horoconvex such that u ≤ v and
δ = supR2(v − u)
is ﬁnite. Then
du ≤ dv + 2δ.
Proof. Recall that the Hyperbolic Busemann–Feller Lemma, [8, II.2.4] says that
the orthogonal projection onto a convex set in H3 is contracting. u ≤ v implies that
the horograph of v is in the exterior of the convex set bounded by the horograph
of u, so the orthogonal projection is well deﬁned from the horograph of v onto the
horograph of u. For a ∈ R2, let p⊥(a) be the vertical projection onto R2 of the
orthogonal projection of (a, v(a)) onto the horograph of u.
On one hand, Busemann–Feller Lemma implies that
du(p⊥(a), p⊥(b)) ≤ dv(a, b). (5)
On the other hand, Busemann–Feller Lemma implies that du(p⊥(a), a) is less
than the distance in H3 between (a, v(a)) and (a, u(a)), and this last quantity is
less than δ by assumption, so
du(p⊥(a), a) ≤ δ. (6)
The result follows from (5), (6) and the triangle inequality. unionsq
3. Proof of Theorem 1.1
Now let (S,m) be a CBB(−1) metric on the torus. According to Theorem 2.2
there exists a sequence of polyhedral CBB(−1) metric mn on the torus Gromov–
Hausdorff converging to m. By Theorem 1.3, for any n there exists a hyperbolic
cusp Cn with convex boundary and induced metric on ∂Cn isometric to mn .
As mentioned in the introduction, the universal cover C˜n can be isometrically
embedded as a convex subset of H3 via the developing map D. The action of
the fundamental group π1(Cn) ∼= π1(T ) on C˜n by deck transformations yields a
representationρ : π1(T ) → Iso+(H3). The cuspCn contains a totally umbilic torus
M with Euclidean metric. It follows that the developing map sends the universal
cover of M to the horosphere H . The group ρ(π1(Cn)) = n acts on D(M˜) freely
with a compact orbit space. The group n is a group of parabolic isometries. The
surface Sn = ∂D(C˜n) is convex and globally invariant under the action of n . It is
easy to see that Sn is homeomorphic to H via the central projection from the center
of D(M˜). Up to rotations of the hyperbolic space, we normalize the surfaces Sn
in such a way that the point ﬁxed by n is ∞ in the half space model. Moreover,
choosing a point x0 in the universal cover of the torus, up to compose by parabolic
and hyperbolic isometries, we consider that the developing maps send x0 onto
(0, 1)E .
So the surfaces Sn are described by horoconvex functions un . We identify n
with the corresponding lattice in H = R2. In particular, un(γ · x) = un(x) for any
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γ ∈ n and x ∈ R2, and the normalization above says that un(0) = 0 for any n.
The quotient of dun by n is isometric to mn .
We will prove that (un, n) converge to some (u, ) and that the quotient of
du by  is isometric to m. This will prove Theorem 1.1: the wanted cusp is the
quotient by  of the convex side of the horograph of u.
3.1. A uniform bound on horographs
From Lemma 2.3, there exists a uniform upper bound diam of all the diameters of
the metrics mn .
Lemma 3.1. (1) The sequence (un)n is uniformly bounded.
(2) There is a compact set D ⊂ R2 such that for any y ∈ R2 and any n, there exists
γ ∈ n with γ · y ∈ D.
Proof. Recall that all the horographs Sn of un pass through x0 = (0, 1)E . Let bn
be the set of points on Sn at distance ≤ diam from (0, 1)E in the intrinsic metric of
Sn . Then as the distance on Sn is greater than the extrinsic distance of H3, all the
bn are contained in a same hyperbolic ball B.
In the half space model, let D be the projection of the ball B onto the horizontal
plane passing through the origin. Observe that D = BR2δ (0) is a Euclidean closed
ball centred at the origin of R2. As B is contained between two horospheres centred
at ∞ (i.e. two horizontal planes) the horofunctions un are uniformly bounded on
D, say c1 < un < c2. Now by construction, for any y ∈ R2, there exists γ ∈ n
such that γ · y ∈ D. Hence c1 < un(γ · y) = un(y) < c2. unionsq
3.2. Convergence of groups
Lemma 3.2. There exists a sequence (an, bn)n of generators of n that converges
in R2 (up to extract a subsequence) to two linearly independent non-zero vectors
a and b. (Here we identify an element γ of n with the vector γ · 0 of R2.)
Proof. Let us choose generators (an, bn) of n which are contained in BR23δ (0), that
is possible by the second item of Lemma 3.1 where δ is as in the proof of Lemma
3.1. Since BR23δ (0) is compact, up to take a subsequence we get the existence of two
vectors a, b ∈ R2 such that an → a and bn → b as n → ∞.
Suppose that either one of the vectors a or b is zero, or that they are parallel.
By continuity we necessarily have that the area of the parallelogram with side an
and bn tends to zero, as n → ∞. In turn, this means that the area of a fundamental
domain of R2 for the action of n tend to zero as n → ∞. Applying Lemma 2.11
with K = BR23δ (0), by Proposition 3.1.4 in [4], the two dimensional Hausdorff
measure of mn tends to zero, thus contradicting Theorem 2.4 unionsq
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3.3. Construction of the solution
By Corollary 2.10 and Lemma 3.1, up to extract a subsequence, the sequence (un)
converges to a horoconvex function u, uniformly on any compact set.
Let a, b ∈ R2 given by Lemma 3.2, and deﬁne  ⊂ Iso(R2) as the direct
product of 〈a〉 and 〈b〉. Since a and b are linearly independent vectors, R2/ is a
torus.
Lemma 3.3. The function u is -invariant.
Proof. Let y ∈ R2 and γ ∈  such that γ y = y+ka+k′b, where k, k′ ∈ Z. Then,
for every  > 0
|u(γ y) − u(y)| = |u(y + ka + k′b) − u(y)|
≤ |u(y + ka + k′b) − un(y + ka + k′b)| (7)
+ |un(y + ka + k′b) − un(y + kan + k′bn)| (8)
+ |un(y + kan + k′bn) − un(y)| (9)
+ |un(y) − u(y)| <  (10)
for n large enough. In fact k(a − an) + k′(b − bn) → 0 as n → ∞, and as the un
are equi-Lipschitz on a sufﬁciently large compact set the absolute value at line (8)
is smaller than /4 for n large enough. Moreover, the absolute value at line (9) is
zero for every n by the n-invariance of un , and the absolute value at lines (7) and
(10) are smaller then /4 for n large enough by the uniform convergence of the un .
Since  > 0 is arbitrary, this concludes the proof. unionsq
3.4. Convergence of metrics
In the preceding section, we have constructed a pair (u, ). It remains to check that
the induced metric mu on (R2, du)/ is isometric to (T,m). Basically, one has
to check that if the sequence (un) converges, then the sequence of induced metric
converges. In the remaining of this section we will prove the following result,
that ends the proof of the theorem, because on compact metric spaces, uniform
convergence imply Gromov–Hausdorff convergence, and the Gromov–Hausdorff
limit is unique.
Proposition 3.4. The sequence (mn) uniformly converges to m.
Lemma 3.5. Let K ⊂ R2 be compact. Then
E(K ) = closure (∪x∈K ∪n {y|dun (x, y) ≤ diam})
is compact.
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Proof. We have
dH3
((
x, e−un(x)
)
,
(
y, e−un(y)
))
≤ dun (x, y) ≤ diam,
but [21, 4.6.1]
cosh dH3
((
x, e−un(x)
)
,
(
y, e−un(y)
))
= 1 + ‖x − y‖
2
2e−un(x)e−un(y)
so
‖x − y‖ ≤ √2e−c
√
cosh(diam) − 1
where c is the uniform lower bound of the un . The result follows because K is
compact. unionsq
Corollary 3.6. Let K ⊂ R2 be compact. Let L(K ) be the set of shortest paths for
any dn between points of K (we don’t ask the shortest path to be contained in K ).
Then there exists a constant α such that ∀c ∈ L(K ), LR2(c) ≤ α.
Proof. By Lemma 2.11 applied to K , for any x, y ∈ K ,
dun (x, y) ≤ λ2(K ) diam(K ).
Let c be a shortest path for un between x and y, so that Lun (c) = dun (x, y).
The shortest path is contained in the compact set E(K ) given by Lemma 3.5,
so by Lemma 2.11 again, but applied to E(K ), LR2(c) ≤ λ2(K )λ1(E(K )) diam(K ). unionsq
Lemma 3.7. Let K ⊂ R2 be compact. Then dun uniformly converge to du on K .
Proof. Let  > 0.Asun uniformly converge tou, forn sufﬁciently large,u ≤ un+,
so by Lemma 2.12
du ≤ dun+ + 4.
Let x, y ∈ K and let c be a shortest path for un between x and y. Then
dun+(x, y) ≤ Lun+(c)
and from (4), the fact that the un are uniformly bounded and Corollary 3.6, there
exists a constant β depending only on K such that
Lun+(c) ≤ Lun (c) +
√
|e2 − 1|β(K )
and as Lun (c) = dun (x, y) we obtain
du(x, y) − dun (x, y) ≤ 4 +
√
|e2 − 1|β(K ).
Exchanging the role of u and un , we ﬁnally obtain
|du(x, y) − dun (x, y)| ≤ 4 +
√
|e2 − 1|β(K ).
unionsq
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Remark 3.8. A result of A.D. Alexandrov gives a weaker convergence of the in-
ducedmetrics for any convex surfaces converging in theHausdorff sense to a convex
surface in the hyperbolic space, see [27].
Let ϕ˜n be the linear isomorphism sending a to an and b to bn . Hence clearly,
for any γ ∈ ,
ϕ˜n(γ · x) = ϕ˜n(γ ) · ϕ˜n(x)
where γ is considered as a vector ofR2. Themap ϕ˜n descends to a homeomorphism
ϕn between R2/ and R2/n .
Lemma 3.9. Let K ⊂ R2 a compact set. Then on K ,
x → dun (ϕ˜n(x), x)
uniformly converge to zero and dun (ϕ˜n(x), ϕ˜n(y)) uniformly converge to du(x, y).
Proof. ϕ˜n converge to the identitymap, uniformly on any compact for the Euclidean
metric. The ﬁrst result follows from Lemma 2.11. The second result follows easily
from the ﬁrst one, the triangle inequality and Lemma 3.7. unionsq
Lemma 3.10. There exists a compact set K ⊂ R2 such that for any n, for any p, q
in the torus, a lift of a shortest path for mn between p and q is contained in K .
Proof. Let K = E(D), where D is the compact set obtained in Lemma 3.1. By
deﬁnition of D, there exists a lift x of p in D. By construction of K , the ball for dn
centred at x with radius mn(p, q) is contained in K . unionsq
Let C be the closure of ∪nϕ˜n(K ), where K is given by Lemma 3.10. C is a
compact set.
Lemma 3.11. For any ν > 0, if n is sufﬁciently large, for any p, q ∈ T , if x and y
are respective lifts to the set C deﬁned above, if du(x, y) = m(p, q), then
mn(ϕn(p), ϕn(q)) ≤ dun (ϕ˜n(x), ϕ˜n(y)) ≤ mn(ϕn(p), ϕn(q)) + ν.
Proof. As du(x, y) = m(p, q), for any γ ∈ ,
du(x, γ · y) ≥ du(x, y).
By Lemma 3.9, uniformly on C , if n is sufﬁciently large,
dun (ϕ˜n(x), ϕ˜n(γ ) · ϕ˜n(y)) + ν ≥ dun (ϕ˜n(x), ϕ˜n(y)).
The result follows because mn(ϕn(p), ϕn(q)) is the minimum on  of all the
dun (ϕ˜n(x), ϕ˜n(γ ) · ϕ˜n(y)). unionsq
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Proof of Proposition 3.4. Let  > 0. For any p, q ∈ T , with the notations of
Lemma 3.11, for n large enough,
mn(ϕn(p), ϕn(q)) − m(p, q)
≤ dun (ϕ˜n(x), ϕ˜n(y)) − du(x, y).
By Lemma 3.9 applied on the compact set C , for n sufﬁciently large, the last
quantity above is less than , independently of x and y. For the same reasons, the
same conclusion holds for
m(p, q) − mn(ϕn(p), ϕn(q))
≤ du(x, y) − dun (ϕ˜n(x), ϕ˜n(y)) + ν.
unionsq
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