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Three-dimensional topological magnon systems
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We propose a class of models for a magnonic analog of topological insulators in three dimensions.
The models have pseudo-time-reversal symmetry which ensures the existence of bosonic Kramers
pairs. We define a set of Z2 topological invariants that characterizes different topological phases and
determines the presence or absence of surface Dirac cones. The validity of the classification scheme
based on these Z2 invariants is demonstrated by considering a bosonic counterpart of the Fu-Kane-
Mele model on a diamond lattice. The model is found to exhibit three distinct phases analogous
to strong topological, weak topological, and trivial insulator phases of the original fermionic model.
We also discuss a possible realization of the thermal Hall effect of surface magnons in the presence
of a magnetic field in proximity to a normal ferromagnet.
Introduction.— In recent years, there has been grow-
ing interest in studying topological phases of matter [1–
3]. In particular, the discovery of quantum spin Hall
insulators [4, 5] attracted a great deal of attention. The
topological phases of quantum spin Hall insulators are
characterized by the Z2 topological invariant [6–17]. The
idea of quantum spin Hall insulators has been extended to
three-dimensional (3D) topological insulators with pro-
tected gapless surface states [18–22]. Previous studies on
3D topological insulators have revealed that they show
richer properties than those in 2D. For example, mag-
netoelectric properties of 3D topological insulators are
described by axion electrodynamics [9] and, as a conse-
quence, an image magnetic monopole is induced by an
electric charge brought near the surface [23].
As well as electrons, bosonic particles such as
magnons [24–37], photons [38–43], phonons [44–53], and
triplons [54, 55], have been shown to exhibit fascinating
phenomena which originate from the topology of band
structures. Among them, magnons are of particular in-
terest. The research on topological magnon systems was
triggered by the prediction of the thermal Hall effect of
magnons [24], which was soon observed in the pyrochlore
ferromagnet Lu2V2O7 [31]. Other notable examples in-
clude the magnonic analog of spin Hall insulators [56, 57],
and topological semimetal phases as well [58–62]. The
topological properties of the magnon systems with a bulk
band gap are characterized by the presence of gapless sur-
face states. In the previous study, we have defined the
Z2 topological invariant that determines the presence or
absence of magnonic helical edge states [63]. The Z2
topological invariant is defined based on the symmetry
of the pseudo-time-reversal operator whose square is −1.
The studies of Z2 topological phases of magnons have so
far been limited to 2D systems. However, as in the case of
electrons, we expect that topologically protected surface
states of magnons in 3D exhibit novel phenomena arising
from the coupling of their spin and orbital motion, which
never appear in 2D.
In this letter, we propose three models of magnonic
analog of 3D topological insulator, which we dub the
∗ kondou@cams.phys.s.u-tokyo.ac.jp
3D topological magnon systems. They are described
by a bosonic Bogoliubov-de Gennes (BdG) Hamilto-
nian. One of the features of such systems is the non-
Hermiticity. According to the recent classification of
topological phases of non-Hermitian systems [64], our
models belong to the symmetry class AII in 3D. Follow-
ing our previous work [63], we define a set of topologi-
cal invariants for these systems based on Kramers pairs
in bosonic systems. We discuss the correspondence of
these topological invariants with the parity of the num-
ber of surface Dirac cones. One of the three models is
reminiscent of the Fu-Kane-Mele model [18]. Since this
model has inversion symmetry, one can apply a bosonic
counterpart of the simplified formula for the topological
invariant [65], allowing us to compute it analytically. At
the end of this letter, we predict that the thermal Hall
effect occurs in the presence of the surface magnetic field.
Definition of topological invariant.— We consider a
system of non-interacting bosons in 3D lattices. Assum-
ing translational invariance, a generic quadratic Hamil-
tonian describing the system is given by
H = 1
2
∑
k
[β†(k)β(−k)]H(k)
[
β(k)
β†(−k)
]
. (1)
Here, β†(k) = [β†1(k), · · · , β†N (k)] denotes boson cre-
ation operators with momentum k = (kx, ky, kz). The
subscript N is a number of internal degrees of freedom
in a unit cell. The 2N × 2N Hermitian matrix H(k) is
a bosonic BdG Hamiltonian.
We consider the pseudo-time-reversal operator Θ′
which is introduced in our previous work [63]. This oper-
ator is written as Θ′ = PK, where P and K are a parau-
nitary matrix satisfying P †ΣzP = Σz and the complex
conjugate operator, respectively. Here, Σz is defined as
a tensor product Σz := σz ⊗ 1N where σa (a = x, y, z)
is the a-component of the Pauli matrix acting on the
particle-hole space and 1N is the N ×N identity ma-
trix. As shown in Ref [63], a 2N -dimensional complex
vector ψ and Θ′ψ are orthogonal, i.e., 〈〈ψ,Θ′ψ〉〉 = 0
under the scalar product defined by
〈〈φ,ψ〉〉 = φ†Σzψ, (2)
2where, φ† is the adjoint of the vector φ. Then the ex-
istence of bosonic Kramers degeneracy follows from the
pseudo-time-reversal symmetry:
ΣzH(−k)Θ′ −Θ′ΣzH(k) = 0. (3)
O-
 

-
EBZx,0
(a) (b)
kx
ky
kz
ky
kz
kx=0 plane
O
FIG. 1: (a) Brillouin zone of the simple cubic lattice:
kx ∈ [−π, π], ky ∈ [−π, π], kz ∈ [−π, π]. (b) The re-
gion corresponding to the effective Brillouin zone EBZx,0:
kx = 0, ky ∈ [−π, π], kz ∈ [0, π].
Assuming the pseudo-time-reversal symmetry, we de-
fine the Z2 topological invariants for 3D magnon topo-
logical systems as follows:
νnσi,0 :=
1
2π
[∮
∂EBZi,0
dk·[Anσ(k)]ki=0−
∫
EBZi,0
dkjdkk
[
Ωinσ(k)
]
ki=0
]
mod 2,
νnσi,π:=
1
2π
[∮
∂EBZi,pi
dk·[Anσ(k)]ki=π−
∫
EBZi,pi
dkjdkk
[
Ωinσ(k)
]
ki=π
]
mod 2,
(4)
where n is a band index and i = x, y, z. Here, j and
k represent two of x, y, z which are different from i.
The index σ = ± indicates the particle and hole spaces.
The notation EBZi,0 (EBZi,π) stands for the effective
Brillouin zone in the ki = 0 (ki = π) plane, which is
defined as ki = 0 (ki = π), kj ∈ [−π, π], kk ∈ [0, π]. Its
boundary is denoted by ∂EBZi,0 (∂EBZi,π). 3D Brillouin
zone and one of the effective Brllouin zones, EBZx,0, are
shown in Fig. 1. Here we note that any 3D lattice can
be deformed so that the Brillouin zone becomes a cube
as shown in Fig. 1(a) without changing the topology of
the band structure. Using an index l(= 1, 2) for Kramers
doublet, Anσ(k) and Ωnσ(k) are defined as
Anσ(k) =
∑
l
Anlσ(k), (5)
Ωnσ(k) =
∑
l
Ωnlσ(k), (6)
where the Berry connectionAnlσ(k) and Berry curvature
Ωnlσ(k) for bosons are given by
Anlσ(k) = i 〈〈Ψnlσ(k),∇kΨnlσ(k)〉〉 , (7)
Ωnlσ(k) = ∇k ×Anlσ(k). (8)
Here, Ψnlσ(k) is an eigenvector of ΣzH(k). As men-
tioned in Ref. [63], the topological invariants of the par-
ticle and hole have the same value: νn+i,0 = ν
n−
i,0 , ν
n+
i,π =
νn−i,π . Thus, it suffices to consider the case σ = +. In the
following, we drop σ and simply write νn+i,0 and ν
n+
i,π as
νni,0 and ν
n
i,π , respectively.
The number of the surface Dirac cones appearing in
a bulk band gap can be understood in terms of the Z2
topological invariants. For a given bulk gap, oddness or
evenness of the number of in-gap Dirac points at time-
reversal-invariant momenta (TRIM) in EBZi,0 (EBZi,π)
is given by νi,0 (νi,π) with
νi,0 :=
∑
n,(En(k)≤ǫ0)
νni,0 mod 2, (9)
νi,π :=
∑
n,(En(k)≤ǫ0)
νni,π mod 2, (10)
where En(k) is the energy of the nth band and ǫ0 is a
fictitious Fermi energy that can be arbitrary as long as it
lies in the gap. Since νi,0+νi,π corresponds to the parity
of the total number of the surface Dirac points, one has
νx,0 + νx,π = νy,0 + νy,π = νz,0 + νz,π mod 2. (11)
Due to this equation, only four of the six topological
invariants are independent. Thus the topological phases
of the system are completely characterized by the set of
four topological invariants: (ν0; νx, νy, νz), where
ν0 = νx,0 + νx,π mod 2, (12)
νi = νi,π (i = x, y, z). (13)
Following the discussion in Ref. [18], for ν0 = 1, there
exist odd number of surface Dirac cones in total. Such
a topological phase is robust against disorder respecting
pseudo-time-reversal symmetry and corresponds to the
strong topological phase of electronic topological insula-
tors. If the four topological invariants are all zero, the
system is in the trivial phase. When ν0 = 0 but at least
one of νi (i = x, y, z) is nonzero, there exist even num-
ber of surface Dirac cones in total. However, this phase is
not robust even against perturbations preserving pseudo-
time-reversal symmetry, because even number of surface
Dirac cones can be paired up and removed.
Models.— Now we propose a model Hamiltonian of 3D
topological magnon systems. We assume that the bosons
with up and down spins have the same number of internal
degrees of freedom. For such systems, the set of boson
creation operators β†(k) in Eq. (1) takes the form:
β†(k) = [b†↑(k), b
†
↓(k)]. (14)
Here, the creation operators of boson with up spins b†↑(k)
and those with down spins b†↓(k) are given by
b
†
↑(k) = [b
†
↑,1(k), · · · , b†↑,N(k)],
b
†
↓(k) = [b
†
↓,1(k), · · · , b†↓,N(k)], (15)
3where N is the number of the internal degrees of freedom.
The operator b†s,i(k) creates a boson with spin s (s =↑, ↓)
at site i. In this setup, we take the pseudo-time-reversal
operator to be of the form
Θ′ = (σz ⊗ iσy ⊗ 1N )K. (16)
Here we introduce our first example, which is con-
structed in a magnetic system on the diamond lattice
(see Section I in Supplemental Material for details). By
applying the Holstein-Primakoff and Fourier transforma-
tion, we can write down the Hamiltonian in the same
form as Eq. (1) with N = 2. The matrix H(k) here is
proportional to the length of spins S. In the following,
we take S = 1 for simplicity. The explicit expression for
the matrix H(k) is written as follows:
H(k) =
(
h(k) ∆†(k)
∆(k) h∗(−k)
)
, (17)
where h(k) and ∆(k) are 4× 4 matrices defined as
h(k) = d014 +
5∑
a=1
da(k)Γ
a, (18)
∆(k) = J ′σx ⊗ 12, (19)
with
Γ(1,2,3,4,5) = (12 ⊗ σx, 12 ⊗ σy, σx ⊗ σz, σy ⊗ σz , σz ⊗ σz).
These Γ matrices satisfy the standard anticommutation
relations: {Γ(i),Γ(j)} = 2δij14. The six components in
Eq. (18) are defined as
d0 = J0 + J1 + J2 + J3 + J
′ + 2κ,
d1(k) = −J0 − J1 cos (k1)− J2 cos (k2)− J3 cos (k3),
d2(k) = −J1 sin (k1)− J2 sin (k2)− J3 sin (k3),
d3(k) = −
√
2Γ[sin (k2)− sin (k3)− sin (k21) + sin (k31)],
d4(k) = −
√
2J−[sin (k3)− sin (k1)− sin (k32) + sin (k12)],
d5(k) = −
√
2D[sin (k1)− sin (k2)− sin (k13) + sin (k23)],
where ki = k ·ai and kij = ki−kj and all the parameters
are real. The vectors ai (i = 1, 2, 3) are the three lattice
prime vectors of the diamond lattice. We note that the
Hamiltonian (17) satisfies the pseudo-time-reversal sym-
metry (3).
Let us now compute the Z2 topological invariants.
Thanks to the inversion symmetry of the system, one can
compute them analytically by using a simplified formula
which can be thought of as the bosonic counterpart of the
formula derived in Ref. [65] (see Section II in Supplemen-
tal Material for details). The results are summarized in
Table I. We have checked that the topological invariants
obtained are the same as those obtained by evaluating
Eq. (4) numerically. Table I suggests that the system
is in the strong topological phase, i.e., odd number of
Dirac cones exist between the top and bottom bands in
the particle space (the correspondence of topological in-
variants to the number of Dirac cones is confirmed later).
The bulk band structure with the same parameters as
those of Table I is shown in Fig. 2(a). Since the system
has both the pseudo-time-reversal symmetry and inver-
sion symmetry, the energy spectrum is doubly degenerate
over the whole Brillouin zone. We note that nontrivial
topological phases can be realized when at least two of
J−, D, and Γ are nonzero [66].
TABLE I: The Z2 topological invariants of the model.
The parameters are chosen to be J0 = 1.4, J1 = J2 =
J3 = J
′ = 1.0, J− = D = Γ = 0.3, κ = 1.5. The index
n = 1, 2 denotes the top and bottom band in the particle
space, respectively.
n 1 2
νnx,0 0 0
νnx,π 1 1
νny,0 0 0
νny,π 1 1
νnz,0 0 0
νnz,π 1 1
(νn0 ; ν
n
x , ν
n
y , ν
n
z ) (1;1,1,1) (1;1,1,1)
We now construct a phase diagram of the diamond
lattice system by computing the simplified formula of
topological invariants analytically. The resulting phase
diagram is shown in Fig. 2(b) (see Section II in Supple-
mental Material for a detailed derivation). By changing
the coupling constants, three phases: strong topologi-
cal, weak topological, and trivial phases are all realized.
The band structures for a slab with (100) face of the
system which is deformed to a cubic lattice are shown
in Fig. 3. As we expect from the general arguments of
the relation between the topological invariants and the
number of the surface Dirac points. In weak topological
phases (0; 111) and (0; 100) (Fig. 3(a) and (b), respec-
tively), there are even number (2 and 0, respectively) of
surface Dirac cones. On the other hand, in strong topo-
logical phases (1; 111) and (1; 100) (Fig. 3(c) and (d), re-
spectively), there are odd number (1 and 3, respectively)
of surface Dirac cones. On general grounds, it is expected
that the surface states arising in the strong topological
phase exhibit magnon spin-momentum locking [67].
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FIG. 2: (a) The bulk band structure of the system. Tak-
ing a1 = (1, 0, 0), a2 = (0, 1, 0), and a3 = (0, 0, 1),
we here deform the diamond lattice into an equivalent
cubic lattice. Parameters are chosen to be J0 = 1.4,
J1 = J2 = J3 = J
′ = 1.0, J− = D = Γ = 0.3, κ = 1.5.
The symmetry points are Γ = (0, 0, 0), X = (π, 0, 0),
M = (π, 0, π), and R = (π, π, π). (b) The phase diagram
of the system as a function of J0 and J1. In each phase,
the corresponding topological indices are indicated by
(ν20 ; ν
2
x, ν
2
y , ν
2
z ). The other parameters are chosen to be
J2 = J3 = J
′ = 1.0, J− = D = Γ = 0.3, κ = 1.5. The
dashed line indicates the phase boundary between two
phases with different weak indices.
In this part, we show that the magnonic system with
nonzero J ′ is in the topological phase corresponding to
that of the Fu-Kane-Mele model [18], whose Hamiltonian
is essentially the same as Eq. (17) with J ′ = 0. Numeri-
cal results suggest that the band gap of H(k) closes only
at TRIM, in which case this magnon system is adiabati-
cally connected to the system with J ′ = 0 without closing
a gap. This can be seen as follows. We first note that
the band gap at TRIM k = Γ can be written as
∆E =
√
(d0 + |d1(Γ)|)2 − J ′2 −
√
(d0 − |d1(Γ)|)2 − J ′2,
(see Section II in Supplemental Material for a detailed
derivation). Clearly, ∆E = 0 if d1(Γ) = 0 and ∆E > 0
otherwise. Now suppose that the gap opens at J ′ 6= 0.
This implies d1(Γ) 6= 0 at all TRIM. Then one finds that
the gap does not close even if one takes J ′ → 0. This
proves the desired result.
So far we have focused on the model on the dia-
mond lattice. However, the physics of the 3D topological
magnon systems is not limited to this lattice. To illus-
trate this, we have constructed two other examples: one
is defined on the perovskite lattice and the other on the
the pyrochlore lattice. In both cases, the validity of the
relation between the set of topological invariants and the
number of the surface Dirac points has been confirmed
(see Section IV and V in Supplemental Material for de-
tails).
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FIG. 3: Band structure for a slab with (100) face for
the four phases in Fig. 2(b). The symmetry points are
Γ = (0, 0),M1 = (π, 0),M2 = (π, π), and M3 = (0, π).
The topologically protected surface states are shown
in red. Coupling constants (J0, J1) are chosen to be
(a) (J0, J1) = (0.6, 1.0), (b) (J0, J1) = (1.0, 0.8), (c)
(J0, J1) = (1.4, 1.0), and (d) (J0, J1) = (1.0, 1.4), respec-
tively. The other parameters are the same as those in
Fig. 2(b): J2 = J3 = J
′ = 1.0, J− = D = Γ = 0.3,
κ = 1.5.
Thermal Hall effect.— We now turn to discuss the
physical implications of surface Dirac cones in the strong
topological phase. For electronic systems, previous stud-
ies have shown that the surface Dirac dispersions in a
3D topological insulator can be gapped out by apply-
ing a magnetic field on the surface [68, 69]. In gen-
eral, such states have nonzero Berry curvature, leading to
the surface quantum Hall effect. Here we show that the
magnonic counterpart of this phenomenon occurs in our
system. To this end, we consider a heterostructure of a
ferromagnet and a 3D topological magnon system shown
in Fig. 4(a). To be concrete, we take the diamond lattice
system as a 3D topological magnon system. We assume
that the magnetic field emanating from the ferromagnet
is weak enough not to affect the magnetic order in the
substrate. The effective Hamiltonian for the system with
(001) surface under the magnetic field is derived in Sec-
tion VI in Supplemental Material. The band structure of
the surface Hamiltonian around the fictitious Fermi en-
ergy is shown in Fig. 4(b). We can see that the gapless
surface states is gapped out by applying the magnetic
field, which leads to the nonzero Berry curvature shown
in Fig. 4(c). Clearly, the Berry curvature obtained is
non-vanishing around the band edges, resulting in the
nonzero thermal Hall coefficient [70] (see Section VI in
Supplemental Material for details).
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FIG. 4: (a) The heterostructure of a ferromagnet and a
3D topological magnon system (3DTMS). The blue arrow
indicates the direction of the magnetization of the ferro-
magnet. The chiral edge state shown by red arrows is
responsible for the thermal Hall effect. (b) Band struc-
ture of the (001) surface state of the diamond lattice
system with the surface magnetic field B = 1.0, where
E0 = 8.34 is the band touching energy for B = 0. The
band structure is plotted in the range of 0 ≤ kx, ky ≤ 2π.
(c) Berry curvature of the bottom band. In both cases
(b) and (c), parameters are chosen to be J0 = 1.4, J1 =
J2 = J3 = J
′ = 1.0, J− = D = Γ = 0.3, κ = 1.5.
Summary.— In this letter, we proposed three models
of 3D topological magnon systems that host topologically
protected surface Dirac cones. The models have pseudo-
time-reversal symmetry which allows us to define the set
of Z2 topological invariants that can distinguish different
phases of these systems. For a model on the diamond
lattice, we computed the topological invariants analyti-
cally by exploiting the inversion symmetry of the system.
The analysis of these topological invariants revealed that
the model exhibits strong topological, weak topological,
and trivial phases, in which the number of surface Dirac
points is odd, even, and zero, respectively.
We also studied the topological invariants in the other
two models numerically and found the same correspon-
dence. As a physical consequence of the presence of sur-
face Dirac dispersions, we discussed the thermal Hall ef-
fect in the composite system consisting of a ferromagnet
and a 3D topological magnon system. In this setup, the
Zeeman field at the interface gaps out the surface Dirac
dispersions, leading to the nonvanishing Berry curvature,
and hence a nonzero thermal Hall response. Finally, we
remark that the present formulation of the Z2 topolog-
ical invariants can be applied to other bosonic systems
such as phonons and photons, as long as they respect
pseudo-time-reversal symmetry.
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Supplemental materials for: Three-dimensional magnon topological systems
I. Magnonic counterpart of Fu-Kane-Mele model
In this part, we propose a model of magnonic counterpart of Fu-Kane-Mele model. This is a system in which two
spins with the opposite directions are localized at each site of the diamond lattice. The system is depicted in Fig. 5.
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FIG. 5: Diamond lattice system having two spins at each site. Two sublattices are denoted by A and B. The vectors
ai (i = 1, 2, 3) are the lattice prime vectors.
7The Hamiltonian of the system is written as
H = HDM +HJ′ +HJ +HXY +HΓ +Hκ. (20)
Here, HDM is the Dzyaloshinskii-Moriya (DM) interaction between next-nearest-neighbor spins which point in the
same direction. The second term HJ′ is the antiferromagnetic interaction between two spins on the same lattice site.
The third term HJ is the bond-dependent ferromagnetic interaction between nearest-neighbor spins aligned in the
same direction. The magnon band structure opens a gap due to the bond dependence. The terms HXY and HΓ are
the anisotropic XY and Γ interactions between next-nearest-neighbor spins pointing in opposite directions. The last
term Hκ is the single ion anisotropy. They are written as follows:
HDM =
∑
R,s=u,d
Dz1(S
x
s (R, A)S
y
s (R+ a1, A)− Sys (R, A)Sxs (R + a1, A))
+Dz2(S
x
s (R, A)S
y
s (R+ a2, A)− Sys (R, A)Sxs (R + a2, A))
+Dz3(S
x
s (R, A)S
y
s (R+ a3, A)− Sys (R, A)Sxs (R + a3, A))
+Dz21(S
x
s (R, A)S
y
s (R + a21, A)− Sys (R, A)Sxs (R + a21, A))
+Dz31(S
x
s (R, A)S
y
s (R + a31, A)− Sys (R, A)Sxs (R + a31, A))
+Dz32(S
x
s (R, A)S
y
s (R + a32, A)− Sys (R, A)Sxs (R + a32, A))
− (A↔ B), (21)
HJ′ = J
′∑
i
Si,u · Si,d, (22)
HJ = −
∑
R,s=u,d
J0Ss(R, A) · Ss(R, B) + J1Ss(R, A) · Ss(R+ a1, B)
+ J2Ss(R, A) · Ss(R + a2, B) + J3Ss(R, A) · Ss(R+ a3, B), (23)
HXY = J−
∑
R
D¯y1(S
x
u(R, A)S
x
d (R + a1, A)− Syu(R, A)Syd(R + a1, A))
+ D¯y2(S
x
u (R, A)S
x
d (R+ a2, A)− Syu(R, A)Syd(R+ a2, A))
+ D¯y3(S
x
u (R, A)S
x
d (R+ a3, A)− Syu(R, A)Syd(R+ a3, A))
+ D¯y21(S
x
u (R, A)S
x
d (R+ a21, A)− Syu(R, A)Syd(R+ a21, A))
+ D¯y31(S
x
u (R, A)S
x
d (R+ a31, A)− Syu(R, A)Syd(R+ a31, A))
+ D¯y32(S
x
u (R, A)S
x
d (R+ a32, A)− Syu(R, A)Syd(R+ a32, A))
− (u↔ d)
− (A↔ B), (24)
HΓ = Γ
∑
R
D¯x1 (S
x
u(R, A)S
y
d (R+ a1, A) + S
y
u(R, A)S
x
d (R + a1, A))
+ D¯x2 (S
x
u (R, A)S
y
d(R + a2, A) + S
y
u(R, A)S
x
d (R + a2, A))
+ D¯x3 (S
x
u (R, A)S
y
d(R + a3, A) + S
y
u(R, A)S
x
d (R + a3, A))
+ D¯x21(S
x
u(R, A)S
y
d (R+ a21, A) + S
y
u(R, A)S
x
d (R+ a21, A))
+ D¯x31(S
x
u(R, A)S
y
d (R+ a31, A) + S
y
u(R, A)S
x
d (R+ a31, A))
+ D¯x32(S
x
u(R, A)S
y
d (R+ a32, A) + S
y
u(R, A)S
x
d (R+ a32, A))
− (u↔ d)
− (A↔ B), (25)
Hκ = −κ
∑
i,s=u,d
(Szi,s)
2, (26)
where Si,u and Si,d are the operators of up and down spins localized at the site i, respectively. The operator
Ss(R, X) (s = u, d) is the another expression of Si,s (s = u, d) for the site i to be X sublattice in the unit cell
with the lattice vector R. The vector aij is defined as aij = ai − aj . The DM vectors Di (Dij) is written as
Di = D(d
1
i (R)× d2i (R))/|d1i (R)× d2i (R)|
(
Dij = D(d
1
ij(R) × d2ij(R))/|d1ij(R) × d2ij(R)|
)
, where d1,2i (R) (d
1,2
ij (R))
are the two nearest neighbor bond vectors traversed between sites (R, A) and (R+ ai, A) ((R, A) and (R+ aij , A)).
Figure 6 shows the details of d1,2i (R). The bond dependence of the Heisenberg interaction (23) originates from
8pressure-induced lattice distortion. Here D¯i and D¯ij are written as D¯i = Di/D and D¯ij = Dij/D, respectively.
(R, (R+ai, 
(R, B)
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d(R)
2
FIG. 6: Two nearest neighbor bond vectors d1i (R) and d
2
i (R). The common nearest neighbor site between two next
nearest sites (R, A) and (R + ai, A) is the site (R, B). The vectors d
1
i (R) and d
2
i (R) point to the site (R, B) from
(R, A) and (R+ ai, A), respectively.
Applying the Holstein-Primakoff transformation, the Hamiltonian (20) boils down to the same form as Eq. (17).
We take the operators b†↑(k) and b
†
↓(k) in Eq. (15) as
b
†
↑(k) = [b
†
u(k, A), b
†
u(k, B)], (27)
b
†
↓(k) = [b
†
d(k, A), b
†
d(k, B)]. (28)
II. Simplified expressions of the topological invariants of the diamond lattice system
If a system has inversion symmetry, the expression of the topological invariants for topological insulators can be
greatly simplified [65]. The same discussion can be applied to magnon systems. In this part, by using inversion
symmetry, we analytically calculate the topological invariants for diamond lattice system. The Hamiltonian (17)
satisfies the following inversion symmetry:
RΣzH(k)− ΣzH(−k)R = 0, (29)
where R is an inversion operator defined as R := 12 ⊗ 12 ⊗ σx. Following the discussion in Ref. [65], topological
invariants for 3D topological magnon systems with inversion symmetry can be written as
(−1)ν0 =
∏
n1=0,1;n2=0,1;n3=0,1
δm=(n1n2n3),
(−1)νi =
∏
ni=1;nj 6=i=0,1
δm=(n1n2n3), (30)
where i = x, y, and z. Since ΣzH(k) commutes with the inversion operator R at TRIM: Γm = π(n1, n2, n3), an energy
eigenvectorΨn,1,+(Γm) can be chosen to be an eigenvector of R. Here, we write the eigenvalue of R as ξn(Γm). Then,
δm=(n1n2n3) is defined as the product of ξn(Γm) over the bands below the fictitious Fermi energy:
δm=(n1n2n3) =
∏
n,(En(k)≤ǫ0)
ξn(Γm) (31)
Now, we assume that the fictitious Fermi energy lies between two bands in the particle space. In this case, δm=(n1n2n3)
is an eigenvalue of R with eigenvector of the lower band Ψ2,1,+(Γm). In the following, we obtain the expression of
Ψ2,1,+(Γm). At the TRIM, the Hamiltonian of the diamond lattice system (68) is written as
H(k) =


h1(Γ) 0 0 J
′12
0 h∗1(Γ) J
′12 0
0 −J ′12 −h∗1(Γ) 0
−J ′12 0 0 −h1(Γ)

 . (32)
9The eigenvectors of the matrix h1(Γ) are written as:
φ±(Γ) =
1√
2
(
1
∓sgn[γ(Γ)]
)
, (33)
where the corresponding eigenvalues are ǫ±(Γ) = d0 ± |d1(Γ)|. Here, γ(k) is defined as γ(k) = −d1(k)− id2(k). The
concrete expressions of d0 and di(k) (i = 1, · · · , 5) are given in the main text. We note that imaginary part of γ(k),
i.e. d2(k), vanishes at TRIM. If we write the eigenvector of ΣzH(Γ) as
Φ±(Γ) =


αφ±(Γ)
0
0
βφ±(Γ)

 , (34)
the eigenvalue equation can be written as follows:


h1(Γ) 0 0 J
′12
0 h∗1(Γ) J
′12 0
0 −J ′12 −h∗1(Γ) 0
−J ′12 0 0 −h1(Γ)




αφ±(Γ)
0
0
βφ±(Γ)

 = E±(Γ)


αφ±(Γ)
0
0
βφ±(Γ)

 . (35)
This results in the following relation:(
ǫ±(Γ)− E±(Γ) J ′
−J ′ −ǫ±(Γ)− E±(Γ)
)(
α
β
)
=
(
0
0
)
. (36)
In order for the equation to have a nontrivial solution, the determinant of the matrix in the left hand side must be
zero. Then, we obtain the following equation:
E2±(Γ)− ǫ2±(Γ) + J ′2 = 0. (37)
Therefore, we obtain the energy eigenvalues in the particle space:
E±(Γ) =
√
ǫ2±(Γ)− J ′2. (38)
We can see that E+(Γ) and E−(Γ) correspond to the energies of the top and bottom bands, respectively. Now we
focus on the bottom band. By using θ(Γ) defined as
tanh (θ(Γ)) :=
E−(Γ) − ǫ−(Γ)
J ′
, (39)
coefficients α and β of the normalized wave function of the bottom band are written as α = cosh (θ(Γ)) and β =
sinh (θ(Γ)), respectively. Then, the eigenvector of the bottom band Ψ2,1,+(Γ) are given by:
Ψ2,1,+(Γ) =


cosh (θ(Γ))φ−(Γ)
0
0
sinh (θ(Γ))φ−(Γ)

 . (40)
We can see that this is an eigenvector of R. The corresponding eigenvalue is sgn[γ(Γ)]. Then, δm=(n1n2n3) in Eq. (31)
can be written as
δm=(n1n2n3) = sgn[γ(Γm)] = sgn[J0 + J1e
iΓxm + J2e
iΓym + J3e
iΓzm ]. (41)
By using this, the strong index for the diamond lattice system is given by
(−1)ν0 = sgn[(J0 − J1 + J2 + J3)(J0 − J1 − J2 + J3)(J0 − J1 + J2 − J3)(J0 − J1 − J2 − J3)]
× sgn[(J0 + J1 + J2 + J3)(J0 + J1 − J2 + J3)(J0 + J1 + J2 − J3)(J0 + J1 − J2 − J3)]. (42)
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The other three indices are written as follows:
(−1)νx = sgn[(J0 − J1 + J2 + J3)(J0 − J1 − J2 + J3)(J0 − J1 + J2 − J3)(J0 − J1 − J2 − J3)], (43)
(−1)νy = sgn[(J0 + J1 − J2 + J3)(J0 − J1 − J2 + J3)(J0 + J1 − J2 − J3)(J0 − J1 − J2 − J3)], (44)
(−1)νz = sgn[(J0 + J1 + J2 − J3)(J0 − J1 + J2 − J3)(J0 + J1 − J2 − J3)(J0 − J1 − J2 − J3)]. (45)
III. The analytical expressions of energy eigenvalues
In the case of Γ = 0, the energy spectrum of the Hamiltonian of the diamond lattice system (20) can be obtained
analytically. By using the unitary matrix U(k) (details of U(k) are shown later), ΣzH(k) can be written as follows:
U †(k)ΣzH(k)U(k) =
(
0 Q1(k)
Q2(k) 0
)
, (46)
where Qn(k) (n = 1, 2) are defined by
Qn(k) =


−d0 0 λn,+(k) 0
0 −d0 0 λn,−(k)
λ∗n,+(k) 0 −d0 0
0 λ∗n,−(k) 0 −d0

 . (47)
Here λn,±(k) is written as
λn,±(k) = −id4(k) + (−1)nJ ′ ±
√
d25(k) + |γ(k)|2. (48)
We note that the matrix U †(k)(ΣzH(k))2U(k), whose eigenvalues are equal to the square of the ones of ΣzH(k), is
the block diagonal:
U †(k)(ΣzH(k))2U(k) = (U †(k)ΣzH(k)U(k))2 =
(
Q1(k)Q2(k) 0
0 Q2(k)Q1(k)
)
. (49)
This suggests that the square of the energy eigenvalue E2(k) can be obtained as the eigenvalues of Q1(k)Q2(k):
Q1(k)Q2(k) =


d20 + λ1,+(k)λ
∗
2,+(k) 0 −d0(λ1,+(k) + λ2,+(k)) 0
0 d20 + λ1,−(k)λ
∗
2,−(k) 0 −d0(λ1,−(k) + λ2,−(k))
−d0(λ∗1,+(k) + λ∗2,+(k)) 0 d20 + λ∗1,+(k)λ2,+(k) 0
0 −d0(λ∗1,−(k) + λ∗2,−(k)) 0 d20 + λ∗1,−(k)λ2,−(k)

 .
(50)
Since this matrix can be divided into two parts, the eigenvalues are calculated from the following equation:∣∣∣∣ d20 + λ1,±(k)λ∗2,±(k)− E2(k) −d0(λ1,±(k) + λ2,±(k))−d0(λ∗1,±(k) + λ∗2,±(k)) d20 + λ∗1,±(k)λ2,±(k)− E2(k)
∣∣∣∣ = 0. (51)
Then, one has
E2(k) = d20 +Re[λ1,ρ(k)λ
∗
2,ρ(k)] + ρ
′
√
(d20 +Re[λ1,ρ(k)λ
∗
2,ρ(k)])
2 + d20|λ1,ρ(k) + λ2,ρ(k)|2 (ρ, ρ′ = ±). (52)
Finally, the eigenvalues of ΣzH(k) are written as follows:
Eρ1,ρ2,ρ3(k) = ρ1
√
d20 +Re[λ1,ρ2 (k)λ
∗
2,ρ2
(k)] + ρ3
√
(d20 +Re[λ1,ρ2 (k)λ
∗
2,ρ2
(k)])2 + d20|λ1,ρ2(k) + λ2,ρ2(k)|2, (53)
where ρ1, ρ2, ρ3 = ±. We note that due to the pseudo-time-reversal and inversion symmetry, these eigenvalues doubly
degenerate and satisfy Eρ1,+,ρ3(k) = Eρ1,−,ρ3(k).
In the following, we show how to construct the matrix U(k). This is written as the product of three unitary matrices
U1, U2, and U3(k), i.e. U(k) = U1U2U3(k). The first matrix U1 is the one which diagonalizes C := σy⊗σy⊗12. Since
11
C anticommutes with ΣzH(k), U1 makes ΣzH(k) off diagonal:
U †1ΣzH(k)U1 =
(
0 R1(k)
R2(k) 0
)
, (54)
where
R1(k) =


−d0 + d5(k) + J ′ γ(k) id4(k) 0
−γ∗(k) −d0 − d5(k) + J ′ 0 −id4(k)
−id4(k) 0 −d0 − d5(k)− J ′ γ(k)
0 id4(k) −γ∗(k) −d0 + d5(k)− J ′

 , (55)
R2(k) =


−d0 + d5(k)− J ′ γ(k) id4(k) 0
−γ∗(k) −d0 − d5(k)− J ′ 0 −id4(k)
−id4(k) 0 −d0 − d5(k) + J ′ γ(k)
0 id4(k) −γ∗(k) −d0 + d5(k) + J ′

 . (56)
The second matrix is given by U2 = 12⊗u. Here u is a 4×4 matrix and diagonalizes c := σx⊗σz which anticommutes
with d014 +R1,2(k). By the unitary transformation using u, d014 +R1,2(k) becomes off diagonal:
u†(d014 +R1(k))u =
(
0 r11(k)
r12(k) 0
)
, (57)
u†(d014 +R2(k))u =
(
0 r21(k)
r22(k) 0
)
, (58)
where
r11(k) = r
†
12(k) =
(
d5(k)− id4(k)− J ′ γ∗(k)
γ(k) −d5(k)− id4(k)− J ′
)
, (59)
r21(k) = r
†
22(k) =
(
d5(k)− id4(k) + J ′ γ∗(k)
γ(k) −d5(k)− id4(k) + J ′
)
. (60)
Since rij(k) (i, j = 1, 2) commute with each other, they are diagonalized by the same unitary matrix v(k) as follows:
v†(k)rn1(k)v(k) =
(
λn,+(k) 0
0 λn,−(k)
)
, (61)
v†(k)rn2(k)v(k) =
(
λ∗n,+(k) 0
0 λ∗n,−(k)
)
(n = 1, 2). (62)
By using v(k), the third matrix U3(k) is defined as U3(k) = 14 ⊗ v(k). Now we can construct the matrix U(k) and
obtain the unitary-transformed Hamiltonian Eq. (46).
IV. Second model of 3D topological magnon systems: perovskite lattice system
The second example of 3D magnon topological systems is a system in which two spins with the opposite directions
are localized at each site of perovskite lattice. The system is depicted in Fig. 7. The Hamiltonian of the system are
written as
H = HDM +HJ +HXY +HJ′ +Hκ. (63)
Here, HDM, HJ are the DM and ferromagnetic Heisenberg interactions between nearest-neighbor spins aligned in the
same direction. The third term HXY is the anisotropic XY interaction between nearest-neighbor spins pointing in
opposite directions. The other terms HJ′ and Hκ are the antiferromagnetic interaction between spins at the same
lattice sites and the single ion anisotropy, respectively. We note that the single-ion anisotropy is introduced to open
a band gap.
12
a3
a2
a1
FIG. 7: Perovskite lattice system having two spins at each lattice site. Three sublattices of the perovskite lattice are
indicated byA,B, and C. The vectors ai (i = 1, 2, 3) are the lattice prime vectors. We take a1 = (1, 0, 0),a2 = (0, 1, 0),
and a3 = (0, 0, 1).
Each term of the Hamiltonian is written as
HDM =
∑
〈i,j〉,s=u,d
Dij · (Si,s × Sj,s), (64)
HJ = −J
∑
〈i,j〉,s=u,d
Si,s · Sj,s, (65)
HJ′ = J
′∑
i
Si,u · Si,d, (66)
Hκ = −
∑
X=A,B,C
∑
i∈X,s
κX(S
z
i,s)
2. (67)
Here, we take the directions of ordered spins as ±s = ±(s1, s2, s3) and write corresponding spin operators at site i as
Si,u,Si,d, respectively. The Hamiltonian of anisotropic XY interaction is written as follows:
HXY =
∑
R
Su(R, A)JXY [Sd(R, B) + Sd(R+ a1, B) + Sd(R − a2, B) + Sd(R+ a12, B)]
+ Su(R, A)JXY [Sd(R, C) + Sd(R+ a1, C) + Sd(R − a3, C) + Sd(R+ a13, C)]
+ Su(R, B)JXY [Sd(R, C) + Sd(R + a2, C) + Sd(R− a3, C) + Sd(R+ a23, C)]
+ Sd(R, A)JYX [Su(R, B) + Su(R+ a1, B) + Su(R − a2, B) + Su(R+ a12, B)]
+ Sd(R, A)JYX [Su(R, C) + Su(R+ a1, C) + Su(R − a3, C) + Su(R + a13, C)]
+ Sd(R, B)JYX [Su(R, C) + Su(R+ a2, C) + Su(R − a3, C) + Su(R+ a23, C)] .
The diagonal matrices JXY and JYX are 3×3 matrices and written as JXY = diag[Jx, Jy, 0] and JYX = diag[Jy, Jx, 0],
respectively. Assuming the ligands are located on the center of the octahedra of the perovskite lattice, we difine the
DM vector Dij for the nearest neighbor sites i, j as Dij = D(di×dj)/|di×dj|, where di and dj are the vectors from
sites i, j to the nearest ligand.
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Here, the most general Hamiltonian satisfying Eq. (3) takes the form:
H(k) =


h1(k) h2(k) ∆2(k) ∆1(k)
h†2(k) h
∗
1(−k) ∆∗1(−k) −∆†2(k)
∆†2(k) ∆
∗
1(−k) h∗1(−k) h∗2(−k)
∆1(k) −∆2(k) hT2 (−k) h1(k)

 (68)
where hi(k) and ∆i(k) for i = 1, 2 are 3× 3 matrices and satisfy h†1(k) = h1(k),∆†1(k) = ∆1(k), hT2 (k) = −h2(−k),
and ∆T2 (k) = ∆2(−k). Applying the Holstein-Primakoff transformation, the Hamiltonian (63) boils down to the same
form as Eq. (68). We take the operators b†↑(k) and b
†
↓(k) in Eq. (15) as
b
†
↑(k) = [b
†
u(k, A), b
†
u(k, B), b
†
u(k, C)], (69)
b
†
↓(k) = [b
†
d(k, A), b
†
d(k, B), b
†
d(k, C)]. (70)
Writing the length of the spin as S, the concrete expressions of h1(k), h2(k),∆1(k), and ∆2(k) are given by
h1(k) = S

 8J + J ′ + 2κA −JγAB(k) + iDδAB(k) −JγAC(k) + iDδAC(k)−Jγ∗AB(k)− iDδ∗AB(k) 8J + J ′ + 2κB −JγBC(k) + iDδBC(k)
−Jγ∗AC(k)− iDδ∗AC(k) −Jγ∗BC(k)− iDδ∗BC(k) 8J + J ′ + 2κC

 , (71)
h2(k) = S

 0 −J−γAB(k) −J−γAC(k)J−γ∗AB(k) 0 −J−γBC(k)
J−γ∗AC(k) J−γ
∗
BC(k) 0

 , (72)
∆1(k) = S

 J ′ J+γAB(k) J+γAC(k)J+γ∗AB(k) J ′ J+γBC(k)
J+γ
∗
AC(k) J+γ
∗
BC(k) J
′

 , (73)
∆2(k) = 0, (74)
where
γAB(k) = 1 + e
ik1 + e−ik2 + eik12 , (75)
γAC(k) = 1 + e
ik1 + e−ik3 + eik13 , (76)
γBC(k) = 1 + e
ik2 + e−ik3 + eik23 , (77)
δAB(k) = −s3
(
1− eik1 − e−ik2 + eik12) , (78)
δAC(k) = s2
(
1− eik1 − e−ik3 + eik13) , (79)
δBC(k) = −s1
(
1− eik2 − e−ik3 + eik23) . (80)
Here J± is defined as J± = (Jx ± Jy)/2.
Using the numerical implementation described in Ref. [7], we calculate the topological invariants of the system. The
results are shown in Table II. We note that the realization of nontrivial topological phases depend on the direction of
ordered spins s. For example, in the case of s = (0, 0, 1), the band structure is topologically trivial, while the index
νn0 = 1 (n = 1, 2) in Table II implies that the system is in the strong topological phase if s1 = −(2 +
√
2)/4, s2 =
(2 − √2)/4, s3 = 1/2. In order to see the correspondence between the topological invariants in Table II and the
number of Dirac cones, let us plot the band structure of the system. The band structure of the bulk system and a
slab with (001) face are shown in Fig. 8. As far as we investigate this system, the strong topological phase is realized
only in the system with the indirect gap.
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TABLE II: The topological invariants of the perovskite lattice system. Parameters are chosen to be JS = 0.03, DS =
0.4, J+S = 0.1, J−S = 0.1, J ′S = 1.0, κAS = 1.35, κBS = 0.5, κCS = 1.0, s1 = −(2+
√
2)/4, s2 = (2−
√
2)/4, s3 = 1/2.
The index n = 1, 2, 3 denotes the band with nth highest energy in the particle space.
n νnx,0 ν
n
x,π ν
n
y,0 ν
n
y,π ν
n
z,0 ν
n
z,π (ν
n
0 ; ν
n
x , ν
n
y , ν
n
z )
1 1 0 0 1 0 1 (1;0,1,1)
2 1 0 0 1 0 1 (1;0,1,1)
3 0 0 0 0 0 0 (0;0,0,0)
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FIG. 8: (a) Band structure of a slab with (001) face. Parameters are chosen to be JS = 0.03, DS = 0.4, J+S =
0.1, J−S = 0.1, J ′S = 1.0, κAS = 1.35, κBS = 0.5, κCS = 1.0, s1 = −(2 +
√
2)/4, s2 = (2−
√
2)/4, s3 = 1/2. (b) Band
structure for a slab with (001) face.
As shown in Fig. 8(b), a single Dirac cone exists at the M3 point of the upper gap. This corresponds to the summation
of the strong indices of the lower and middle bands ν20 + ν
3
0 = 1. This Dirac cone is robust against disorder which
does not break the pseudo-time-reversal symmetry. The topological invariants of the lower band are all zero. This
indicates to the absence of the Dirac cones in the gap between the lower and middle bands.
V. Third model of 3D topological magnon systems: pyrochlore lattice system
We give another model of 3D magnon topological systems. This is the system in which the same number of up and
down spins are localized at the same site of the pyrochlore lattice. The picture of the system is shown in Fig. 9.
15
D
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FIG. 9: The pyrochlore lattice system. Up and down spins are localized at each site. Four sublattices are denoted as
A,B,C, and D. The vectors ai (i = 1, 2, 3) are the lattice basis vectors.
The Hamiltonian of the system is written as
H = HDM +HJ +HXY +HJ′ +Hκ, (81)
where HDM and HJ are DM and ferromagnetic interactions between nearest neighbor spins which point in the same
direction. The third term HXY is the anisotropic XY interaction between nearest neighbor spins pointing in opposite
directions. The details of the DM interactions in the pyrochlore lattice are shown in Section VII. The other terms
HJ′ and Hκ are the antiferromagnetic interaction between two spins on the same site and the single ion anisotropy,
respectively. The single ion anisotropy opens the gap of the band structure. The Hamiltonians HDM, HJ , HJ′ , and
Hκ are given by
HDM =
∑
〈i,j〉,s=u,d
Dij · (Si,s × Sj,s), (82)
HJ = −J
∑
〈i,j〉,s=u,d
Si,s · Sj,s, (83)
HJ′ = J
′∑
i
Si,u · Si,d, (84)
Hκ = −
∑
X=A,B,C,D
∑
i∈X,s=u,d
κX(S
z
i,s)
2, (85)
where operators Si,u and Si,d denote up and down spins on site i, respectively. The anisotropic XY interaction HXY
is written as
HXY =
∑
R
Su(R, A)JXY [Sd(R, B)+Sd(R−a1, B)]+Su(R, A)JXY [Sd(R, C)+Sd(R−a2, C)]
+Su(R, A)JXY [Sd(R, D)+Sd(R−a3, D)]+Su(R, B)JXY [Sd(R, C)+Sd(R−a21, C)]
+Su(R, B)JXY [Sd(R, D)+Sd(R−a31, D)]+Su(R, C)JXY [Sd(R, D)+Sd(R−a32, D)]
+Sd(R, A)JYX [Su(R, B)+Su(R−a1, B)]+Sd(R, A)JYX [Su(R, C)+Su(R−a2, C)]
+Sd(R, A)JYX [Su(R, D)+Su(R−a3, D)]+Sd(R, B)JYX [Su(R, C)+Su(R−a21, C)]
+Sd(R, B)JYX [Su(R, D)+Su(R−a31, D)]+Sd(R, C)JYX [Su(R, D)+Su(R−a32, D)] .
Applying the Holstein-Primakoff transformation, we rewrite the Hamiltonian (81) in the same form as Eq. (68).
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We take the operators b†↑(k) and b
†
↓(k) in Eq. (15) as
b
†
↑(k) = [b
†
u(k, A), b
†
u(k, B), b
†
u(k, C), b
†
u(k, D)], (86)
b
†
↓(k) = [b
†
d(k, A), b
†
d(k, B), b
†
d(k, C), b
†
d(k, D)]. (87)
The concrete expressions of h1(k), h2(k),∆1(k), and ∆2(k) are given by
h1(k) = S


6J + J ′ + 2κA −(J − iD˜)γ∗1 (k) −(J + iD˜)γ∗2 (k) −Jγ∗3(k)
−(J + iD˜)γ1(k) 6J + J ′ + 2κB −(J + 2iD˜)γ∗21(k) −(J − 3iD˜)γ∗31(k)
−(J − iD˜)γ2(k) −(J − 2iD˜)γ21(k) 6J + J ′ + 2κC −(J + 3iD˜)γ∗32(k)
−Jγ3(k) −(J + 3iD˜)γ31(k) −(J − 3iD˜)γ32(k) 6J + J ′ + 2κD

, (88)
h2(k) = S


0 −J−γ∗1 (k) −J−γ∗2 (k) −J−γ∗3 (k)
J−γ1(k) 0 −J−γ∗21(k) −J−γ∗31(k)
J−γ2(k) J−γ21(k) 0 −J−γ∗32(k)
J−γ3(k) J−γ31(k) J−γ32(k) 0

 , (89)
∆1(k) = S


J ′ J+γ∗1 (k) J+γ
∗
2 (k) J+γ
∗
3 (k)
J+γ1(k) J
′ J+γ∗21(k) J+γ
∗
31(k)
J+γ2(k) J+γ21(k) J
′ J+γ∗32(k)
J+γ3(k) J+γ31(k) J+γ32(k) J
′

 , (90)
∆2(k) = 0, (91)
where γi(k) = 1 + e
iki , γij(k) = 1 + e
ikij , and D˜ =
√
3
6 D.
Using the numerical implementation described in Ref. [7], we calculate the topological invariants of the system. The
results are shown in Table III. Table III suggests that the system has even, even, and odd number of Dirac cones in
the highest, second highest, and the third highest band gaps, respectively. In order to confirm this, we calculate the
band structure of the system. The band structure of the bulk system and a slab with (001) face is shown in Fig. 10.
A single Dirac cone exists at the M2 point in the lowest band gap. This corresponds to the strong topological index
ν40 = 1. The second and third lowest band gaps have two Dirac cones. This means that the summations of the strong
topological index over the lowest two and three bands are zero:
ν30 + ν
4
0 = 0 mod 2, (92)
ν20 + ν
3
0 + ν
4
0 = 0 mod 2. (93)
TABLE III: The topological invariants of the pyrochlore lattice system. Parameters are chosen to be JS = 0.1, D˜S =
0.4, J+S = 0.8, J−S = 0.6, J ′S = 1.0, κAS = 3.0, κB,C,DS = 4.5. The index n = 1, 2, 3, 4 denotes the band with the
nth highest energy in the particle space.
n νnx,0 ν
n
x,π ν
n
y,0 ν
n
y,π ν
n
z,0 ν
n
z,π (ν
n
0 ; ν
n
x , ν
n
y , ν
n
z )
1 1 1 1 1 1 1 (0;1,1,1)
2 0 0 0 0 0 0 (0;0,0,0)
3 1 0 1 0 1 0 (1;0,0,0)
4 0 1 0 1 0 1 (1;1,1,1)
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FIG. 10: (a) Bulk band structure of the pyrochlore lattice system. Taking a1 = (1, 0, 0),a2 = (0, 1, 0),a3 = (0, 0, 1)
we here deform the pyrochlore lattice into an equivalent cubic lattice. (b) The band structure for a slab with (001)
face. In both cases, parameters are chosen to be JS = 0.1, D˜S = 0.4, J+S = 0.8, J−S = 0.6, J ′S = 1.0, κAS =
3.0, κB,C,DS = 4.5.
VI. The thermal Hall effect on the surface
In this section, we discuss the thermal Hall effect on the surface of a 3D magnon topological systems. Previous
studies [68, 69] showed that the surface states of 3D topological insulators can be gapped out by applying a magnetic
field to the surface. In general, such states are shown to have a nonzero Berry curvature.
First, we derive the effective Hamiltonian of the surface of the system. Let us consider the projection onto the
subspace of two bands above and below the Dirac point we focus on. Denoting the indices of the two bands as n and
n+ 1, we define the set of the wave functions of these bands as
|Ψ(k)〉 := [|Ψn,1,+(k)〉 , |Ψn,2,+(k)〉 , |Ψn+1,1,+(k)〉 , |Ψn+1,2,+(k)〉] . (94)
The Hamiltonian projected onto this subspace is a 4× 4 matrix and written as
Hn(k) = 〈Ψ(k)|H(k) |Ψ(k)〉 . (95)
Expanding the Hamiltonian Hn(k) to the second order in kz and the first order in (kx − π) and (ky − π). we denote
the terms depending on (kx − π) or (ky − π) as Hxy(kx, ky). The other terms are denoted as Hz(kz). We write the
energy of the center of the Dirac cone as E0. The state ψ(z) which is localized on the (001) surface is obtained as the
eigenvector of the Hamiltonian Hz(−i∂z) with the eigenvalue E0:
Hz(−i∂z)ψ(z) = E0ψ(z). (96)
Here we take ψ(z) as
ψ(z) = ψ0e
λz . (97)
The parameter λ is obtained by solving
Det (Hz(−iλ)− E014) = 0. (98)
This is an eighth order equation in λ and has eight solutions. Four of them are positive and the other are negative.
The negative solutions correspond to states localized on the (001¯) surface. Here we focus on the positive solutions
corresponding to states localized on the (001) surface. Due to the time-reversal symmetry, each two of the eight
solutions are the same. Thus, we write two positive solutions as λ1 and λ2 and define the corresponding two constant
vectors as ψ1 and ψ2. The pseudo-time-reversal operator in the subspace of nth and (n + 1)th bands is defined as
Θ = (iσy ⊗ 12)K. The vectors Θψ1 and Θψ2 are also the solutions with λ1 and λ2, respectively. Then the wave
function which satisfies Eq. (96) is generally written as
ψ(z) = (α1ψ1 + β1Θψ1) e
λ1z + (α2ψ2 + β2Θψ2) e
λ2z. (99)
Since λ1,2 > 0, this satisfies the condition ψ(−∞) = 0. Using the other boundary condition that the wave function
vanishes on the surface z = 0, i.e. ψ(0) = 0, we obtain four simultaneous equations for the coefficient α1, β1, α2 and
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β2:
(ψ1,Θψ1,ψ2,Θψ2)


α1
β1
α2
β2

 = 0. (100)
Since the determinant of the matrix (ψ1,Θψ1,ψ2,Θψ2) is zero, the above equation has a nontrivial solution. The
overall factor of the four coefficients α1, β1, α2 and β2 is determined by the normalization condition:∫ 0
−∞
dz|ψ(z)|2 = 1. (101)
From the coefficients obtained, we have the effective surface Hamiltonian
Heff(kx, ky) =
( 〈ψ|Hxy(kx, ky) |ψ〉+ E0 〈ψ|Hxy(kx, ky) |Θψ〉
〈Θψ|Hxy(kx, ky) |ψ〉 〈Θψ|Hxy(kx, ky) |Θψ〉+ E0
)
, (102)
where the matrix element 〈ψ|Hxy(kx, ky) |ψ〉 is defined as
〈ψ|Hxy(kx, ky) |ψ〉 =
∫ 0
−∞
dzψ†(z)Hxy(kx, ky)ψ(z). (103)
The other three matrix elements are defined similarly. By applying the magnetic field B = Bez, the additional
term −BSσz appears in the Hamiltonian. The band structure of the surface is obtained by diagonalizing the
Hamiltonian Heff(kx, ky) by a unitary matrix. The Berry curvature of the system is defined as Ω
z
n(kx, ky) =
2Im
[
(∂kxψ
†
n(kx, ky))(∂kyψn(kx, ky))
]
. Figure 11 shows the band structure of the surface Hamiltonian without and
with the surface magnetic field. We can see that the surface state can be gapped out by applying the surface magnetic
field. Figure 12 shows the Berry curvature of the top and bottom bands under magnetic field, respectively. Since the
surface state has nonzero Berry curvature, the thermal Hall coefficient calculated in Ref [70]:
κxy =
k2BT
~V
∑
n,kx,ky
c2(ρ(En(kx, ky)))Ω
z
n(kx, ky), (104)
is expected to be nonzero. Here, kB , ~, V, and T are the Boltzmann constant, the Planck constant, the volume
of the system, and the average temperature of the system, respectively. The function c2(ρ) is defined as c2(ρ) =
(1 + ρ)
(
log 1+ρ
ρ
)2
− (log ρ)2 − 2Li2(−ρ), where Li2(−ρ) and ρ(En(kx, ky)) are the dilogarithm function and the Bose
distribution function, respectively.
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FIG. 11: Band structure of the (001) surface state of the diamond lattice system (a) without and (b) with the
surface magnetic field BS = 1.0, where E0 = 8.34 is the band touching energy. Parameters are chosen to be
J0S = 1.4, J1S = J2S = J3S = J
′S = 1.0, J−S = DS = ΓS = 0.3, κS = 1.5. The band structure is plotted in the
range of 0 ≤ kx, ky ≤ 2π.
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FIG. 12: Berry curvatures of (a) the top and (b) the bottom bands of the (001) surface state. Parameters are chosen
to be J0S = 1.4, J1S = J2S = J3S = J
′S = 1.0, J−S = DS = ΓS = 0.3, κS = 1.5, BS = 1.0, which correspond to
those in Fig. 11(b). We note that the absolute values of the two Berry curvatures are the same and the signs of them
are opposite.
VII. Details of the DM interaction in the pyrochlore lattice system
Here we write the details of DM vectors in the pyrochlore lattice system. The nearest neighbor bonds of the pyrochlore
lattice are shown in Fig. 13. Here X(R) is the X sublattice in the unit cell with the lattice vector R.
B(R-a1)
A(R)
B(R)
C(R)
D(R)
C(R-a2)
D(R-a3)
FIG. 13: The nearest neighbor bonds of the pyrochlore lattice.
We write the DM vector between two sites X(R) and X ′(R′) as D(X(R), X ′(R′))(≡ Dij). The unit vector from the
20
site X(R) to X ′(R) is defined as
−−→
XX ′. Each DM vector of the pyrochlore lattice is written as
D(A(R), B(R)) =D(A(R), B(R − a1)) = D−−→CD, (105)
D(A(R), C(R)) =D(A(R), C(R − a2)) = D−−→DB, (106)
D(A(R), D(R)) = D(A(R), D(R − a3)) = D−−→BC, (107)
D(B(R), C(R)) =D(B(R − a1), C(R − a2)) = D−−→AD, (108)
D(B(R), D(R)) = D(B(R− a1), D(R − a3)) = D−→CA, (109)
D(C(R), D(R)) = D(C(R − a2), D(R− a3)) = D−−→AB. (110)
