Abstract. Motivated by recent work of Masser and Zannier on simultaneous torsion on the Legendre elliptic curve E λ of equation Y 2 = X(X − 1)(X − λ), we prove that, given n linearly independent points P1(λ), . . . , Pn(λ) on E λ with coordinates in Q(λ), there are at most finitely many complex numbers λ0 such that the points P1(λ0), . . . , Pn(λ0) satisfy two independent relations on E λ 0 . This is a special case of conjectures about Unlikely Intersections on families of abelian varieties.
Introduction
Let n be an integer with n ≥ 2 and let E λ denote the elliptic curve in the Legendre form defined by Y 2 = X(X − 1)(X − λ).
In [MZ10] (see also [MZ08] ), Masser and Zannier showed that there are at most finitely many complex numbers λ 0 = 0, 1 such that the two points 2, 2(2 − λ 0 ) , 3, 6(3 − λ 0 ) , both have finite order on the elliptic curve E λ 0 . Stoll [Sto14] recently noted that there is actually no such λ 0 . Later, in [MZ12] Masser and Zannier proved that one can replace 2 and 3 with any two distinct complex numbers ( = 0, 1) or even choose distinct X-coordinates ( = λ) defined over an algebraic closure of C(λ). In his book [Zan12] , Zannier asks if there are finitely many λ 0 ∈ C such that two independent relations between the points 2, 2(2 − λ 0 ) , 3, 6(3 − λ 0 ) and 5, 20(5 − λ 0 ) hold on E λ 0 .
In this article we prove that this question has a positive answer, as Zannier expected in view of very general conjectures. We actually prove a more general result, analogous to the one in [MZ12] but, at the moment, we are only able to replace 2, 3 and 5 with any three pairwise distinct algebraic numbers, or choose X-coordinates defined over an algebraic closure of Q(λ), with the obvious exceptions 0, 1 and λ because the corresponding points are identically 2-torsion. Moreover, our method allows us to deal with arbitrary many points since we consider a curve C ⊆ A 2n+1 with coordinate functions (x 1 , y 1 , . . . , x n , y n , λ), λ non-constant, such that for every j = 1, . . . , n, the points P j = (x j , y j ) lie on the elliptic curve E λ . As the point c varies on the curve C, the specialized points P j (c) = (x j (c), y j (c)) will be lying on the specialized elliptic curve E λ(c) . We implicitly exclude the finitely many c with λ(c) = 0 or 1, since in that case E λ(c) is not an elliptic curve.
We are now ready to state the main result of the article. Theorem 1.1. Let C ⊆ A 2n+1 be an irreducible curve defined over Q with coordinate functions (x 1 , y 1 , . . . , x n , y n , λ), λ non-constant, such that, for every j = 1, . . . , n, the points P j = (x j , y j ) lie on E λ and there are no integers a 1 , . . . , a n ∈ Z, not all zero, such that (1.1) a 1 P 1 + · · · + a n P n = O, identically on C. Then there are at most finitely many c ∈ C such that the points P 1 (c), . . . , P n (c) satisfy two independent relations on E λ(c) .
Note that the case n = 2 is covered by the main proposition of [MZ12] in the more general setting of a curve defined over C.
Moreover, the Theorem holds also in the case of a fixed constant elliptic curve, as follows from works of Viada [Via08] and Galateau [Gal10] . If n = 2 this is nothing but Raynaud's Theorem [Ray83] , also known as the Manin-Mumford Conjecture.
We already mentioned the example of the three points with fixed abscissas 2, 3 and 5. It is easy to see that this will follow from Theorem 1.1 once we show that there is no identical relation between the three points on the generic curve E λ . Indeed, the minimal fields of definition of these three points are disjoint quadratic extensions of Q(λ), and by conjugating one can see that the points would be identically torsion on E λ . This is not possible, as it can be seen in different ways (see [Zan12] , p. 68). For instance, applying the Lutz-Nagell Theorem ([Sil09], Corollary 7.2), one can show that the point of abscissa 2 is not torsion on E 6 .
One may ask if finiteness holds if we impose only one relation. This is not the case. Indeed, there are infinitely many λ 0 such that a point with fixed algebraic abscissa is torsion (see Notes to Chapter 3 in [Zan12] ). On the other hand, the values of λ such that at least one relation holds are "sparse", as follows from work of Masser [Mas89b] . Actually, a well-known theorem of Silverman [Sil83] implies that the absolute Weil height of such values is bounded. A direct effective proof of this can be found in Masser's Appendix C of [Zan12] . In particular, there are at most finitely many λ 0 yielding one relation in a given number field or of bounded degree over Q.
Our proof follows the general strategy introduced by Pila and Zannier in [PZ08] and used by Masser and Zannier in various articles [MZ08] , [MZ10] and [MZ12] . In particular, we consider the elliptic logarithms z 1 , . . . , z n of P 1 , . . . , P n and the equations z j = u j f + v j g, for j = 1, . . . , n, where f and g are suitably chosen basis elements of the period lattice of E λ . If we consider the coefficients u j , v j as functions of λ and restrict them to a compact set, we obtain a subanalytic surface S in R 2n . The points of C that yield two independent relations on the elliptic curve will correspond to points of S lying on linear subspaces defined by equations of some special form and with integer coefficients. In case n = 2, one faces the simpler problem of counting rational points with bounded denominator in S. For this, a previous result of Pila [Pil04] suffices together with the fact that the surface is "sufficiently" transcendental. In the general case we adapted ideas of Pila building on previous work of him [Pil09] and used by the second author in her Ph.D. thesis [Cap14] (see also [CMPZ14] ), and obtained an upper bound of order T ǫ for the number of points of S lying on subspaces of the special form mentioned above and rational coefficients of absolute value at most T , provided S does not contain a semialgebraic curve segment. Under the hypothesis that no identical relation holds on C, using a result of Bertrand [Ber90] , we are able to show that there are no such semialgebraic curve segments. Now, to conclude the proof, we use works of Masser [Mas88] , [Mas89a] and David [Dav97] and exploit the boundedness of the height to show that the number of points of S considered above is of order at least T δ for some δ > 0. Comparing the two estimates leads to an upper bound for T and thus for the coefficients of the two relations, proving the Theorem.
In the paper, we will denote by γ 1 , γ 2 , . . . some positive constants. The indexes are reset at the end of each section.
The Zilber-Pink Conjectures
In this section we see how our Theorem relates to the so-called Zilber-Pink Conjectures on Unlikely Intersections.
First, let us examine the objects we are investigating from the point of view of dimensions. We consider our elliptic curve E λ as an elliptic group scheme E over P 1 \{0, 1, ∞}. Our ambient space is then the fiber power of n copies of this elliptic scheme and has dimension n + 1. Now, for any choice of linearly independent (a 1 , . . . , a n ), (b 1 , . . . , b n ) ∈ Z n , imposing the two corresponding conditions yields an (n − 1)-fold. Therefore, the intersection of a curve and an (n − 1)-fold in a space of dimension n + 1 is indeed unlikely to be non-empty and one expects finiteness for varying integer vectors.
Our result fits in the framework of very general conjectures formulated by Zilber [Zil02] and Bombieri, Masser and Zannier [BMZ07] in the toric case and later by Pink in a more general setting, also known as the Zilber-Pink Conjectures. The following is a variant of a conjecture of Pink [Pin05] .
Conjecture. Let A be an abelian scheme over a variety defined over C, and denote by A This is a special case of the Conjecture in [MZ12] which concerns, more generally, semiabelian schemes. However, in 2011 Bertrand [Ber11] found a counterexample to this, for a suitable nonsplit extension of a CM elliptic constant family E 0 × B (over a curve B) by G m . This situation is rather "special". In fact, as it is shown in [BMPZ11] , the possible presence of the so called "Ribet Sections" is the only obstruction to the validity of the Conjecture in the case of semiabelian surface schemes.
In a series of papers [MZ10] , [MZ12] , [MZ14a] and [MZ14b] Masser and Zannier proved the Conjecture in the case of a curve in an abelian surface scheme over Q, and over C in the nonsimple case. Moreover, Habegger and Pila [HP14] recently proved it in the case of a curve in a constant abelian variety defined over Q.
Our Theorem 1.1 implies the following.
Theorem 2.1. Let A be an abelian scheme over a variety defined over Q and suppose that A is isogenous to the fiber product of n isogenous elliptic schemes. Let V be an irreducible closed curve in A. Then V ∩ A [2] is contained in a finite union of abelian subschemes of A of positive codimension.
As already noted by Masser and Zannier in [MZ12] , the conjecture is isogeny invariant. In other words, let A and A ′ be abelian schemes defined over varieties over C or Q and suppose that there is an isogeny σ from A to A ′ . Then the conjecture for A ′ implies the conjecture for 
. If we assume the conjecture for A ′ then all such t ′ are contained in a finite union of abelian subschemes of A ′ of positive codimension and this implies the corresponding condition for all t in V ∩ A [1+d] . Now, let us see how our Theorem 1.1 implies Theorem 2.1. We can suppose that the base variety has dimension at most one since V is a curve and we can restrict A to the fibers over π(V), where π is the projection on the original base.
By our hypotheses and the assumption about the base variety, we have an isogeny σ from A to the fiber power A ′ = (E λ ) n . The irreducible curve σ(V) = C ⊆ A 2n+1 is parametrized by (x 1 , y 1 , . . . , x n , y n , λ) and we denote by P j the generic point of the j-th copy of E λ with coordinates (x j , y j ). As mentioned in the Introduction, by the works of Viada and Galateau or Habegger and Pila, we can suppose that λ is non-constant.
If an identical linear relation like (1.1) holds on the curve C for some non-zero (a 1 , . . . , a n ) ∈ Z n then C lies in the corresponding abelian subscheme of A ′ of codimension 1 and we trivially have the claim of Theorem 2.1. We can therefore assume that no such identical relation holds. Then Theorem 1.1 implies that C ∩ A ′[2] is finite and therefore there is a finite number of abelian subschemes of codimension 2 containing it, proving our claim also in this case.
O-minimal structures and a result of Pila
In this section we introduce the notion of o-minimal structure, recall some definitions and properties we will need later and state a result of Pila from [Pil09] . For the basic properties of o-minimal structures we refer to [Dri98] and [DM96] . Definition 3.1. A structure is a sequence S = (S N ), N ≥ 1, where each S N is a collection of subsets of R N such that, for each N, M ≥ 1:
(1) S N is a boolean algebra (under the usual set-theoretic operations); (2) S N contains every semialgebraic subset of
If S is a structure and, in addition, Given a structure S, we say that S ⊆ R N is a definable set if S ∈ S N . Let U ⊆ R N +M and let π 1 and π 2 be the projection maps on the first N and on the last M coordinates, respectively. Now, for t 0 ∈ π 2 (U ), we set
and call U a family of subsets of R N , while U t 0 is called the fiber of U above t 0 . If U is a definable set then we call it a definable family and one can see that the fibers U t 0 are definable sets too. Let S ⊆ R N be a definable set and f : S → R M be a function. We call f a definable function if its graph (x, y) ∈ S × R M : y = f (x) is a definable set. It is not hard to see that images and preimages of definable sets via definable functions are still definable.
There are many examples of o-minimal structures, see [DM96] . In this article we are interested in the structure of globally subanalytic sets, usually denoted by R an . We are not going to pause on details about this structure because it is enough for us to know that if D ⊆ R N is a compact definable set, I is an open neighborhood of D and f : I → R M is an analytic function then f (D) is definable in R an .
We now fix an o-minimal structure S. Many important properties of o-minimal structures follow from the cell decomposition Theorem ([DM96], 4.2). One of these is the fact that definable families have a uniform bound on the number of connected components of the fibers. . Let U be a definable family. There exists a positive integer γ such that each fiber of U has at most γ connected components. Now, let S ⊆ R N be a non-empty definable set and let e be a non-negative integer. The set of regular points of dimension e, denoted by reg e (S), is the set of points x ∈ S such that there is an open neighborhood I of x with S ∩ I a C 1 (embedded) submanifold of R N of dimension e. The dimension of S is the maximum e such that S has a regular point of dimension e. Note that, if S has dimension e then S \ reg e (S) has dimension ≤ e − 1. Definition 3.3. A basic block of dimension e in R N is a connected definable set B of dimension e contained in some semialgebraic set A of dimension e such that every point of B is a regular point of dimension e in B and A. Dimension zero is allowed: a point is a basic block. Moreover, a basic block family is a definable family whose fibers are all basic blocks.
We now need to define the height of a rational point. The height used by Pila in [Pil09] is not the usual projective Weil height, but a coordinatewise affine height. If a/b is a rational number written in lowest terms, then H(a/b) = max(|a|, |b|) and, for an N -tuple (α 1 , . . . , α N ) ∈ Q N , we set H(α 1 , . . . , α N ) = max H(α i ). For a subset Z of R N and a positive real number T we define
The following theorem is a special case of Theorem 3.5 of [Pil09] . Here, if f and g are real functions of T , the notation f (T ) ≪ Z,ǫ g(T ) means that there exists a constant γ, depending on Z and ǫ, such that f (T ) ≤ γg(T ) for T large enough.
Theorem 3.4 (Pila, [Pil09] ). Let Z ⊆ R N × R M be a definable family, and ǫ > 0. There exist J = J(Z, ǫ) ∈ N and a collection of basic block families
2 denotes the projection on the last M + M j coordinates; (3) for every t ∈ π 2 (Z), Z t (Q, T ) is contained in the union of ≪ Z,ǫ T ǫ basic blocks, each a fiber of one of the B (j) .
Points lying on rational linear varieties
Let n ≥ 2 be an integer and let ℓ 1 , . . . , ℓ n , f, g be holomorphic functions on a neighborhood I of some closed disc D ⊆ C. Suppose that (4.1) ℓ 1 , . . . , ℓ n are algebraically independent over C(f, g) on D, and f (λ) and g(λ) are R-linearly independent for every λ ∈ D.
For some positive real T , denote by D(T ) the set of λ ∈ D such that
for some linearly independent vectors (a 1 , . . . , a n ), (
The following proposition gives the desired upper bound mentioned in the introduction. We postpone its proof at the end of this section after developing some auxiliary tools.
Proposition 4.1. Under the above hypotheses, for every ǫ > 0,
which does not vanish on D, since f (λ) and g(λ) are R-linearly independent for every λ ∈ D.
Moreover, let
One can easily check that these are real-valued and, furthermore, we have
If we view D and I as a subsets of R 2 , then u j and v j are real analytic functions on I. Define
and set S = Θ(D). This is a definable set in R an . In what follows, (u 1 , v 1 , . . . , u n , v n ) will just indicate coordinates in R 2n . For T > 0, we call S(T ) the set of points of S of coordinates (u 1 , v 1 , . . . , u n , v n ) such that there exist linearly independent vectors (a 1 , . . . , a n+2 ), (b 1 , . . . , b n+2 ) ∈ Q n+2 of height at most T with (4.3)
We will need the following lemma. For every choice of a 1 , . . . , a n+2 , b 1 , . . . , b n+2 ∈ R (not only rationals), the subset of S for which (4.3) holds is finite.
Proof. By contradiction suppose that the subset of S of points satisfying (4.3) for some choice of coefficients is infinite. This would imply that there exists an infinite set E ⊆ D on which, for instance, for every λ ∈ E, a 1 ℓ 1 (λ) + · · · + a n ℓ n (λ) = a n+1 f (λ) + a n+2 g(λ).
Since this relation holds on a set with an accumulation point, it must hold on the whole D (see Ch. III, Theorem 1.2 (ii) of [Lan85] ), contradicting the hypothesis (4.1).
The following proposition is the main tool to prove Proposition 4.1. Proposition 4.3. For every ǫ > 0 we have
Proof. We are counting points of S that lie on linear varieties of R 2n defined by systems of the form (4.3). Let us consider the set W ⊂ R 4n+4 defined as
with (4.3) and (a 1 , . . . , a n+2 ) and (b 1 , . . . , b n+2 ) are linearly independent , which is a definable set. Denote by π 1 the projection on S and by π 2 the projection on the last 2n + 4 coordinates. Given a point L of π 2 (W ), we write τ (L) for the set of points of S that lie on the affine subspace corresponding to
Recall the definition in (3.1) and note that S(T ) ⊆ τ W (Q, T ) . By Theorem 3.4, there is a finite number of basic block families such that W (Q, T ) is contained in the union of ≪ W,ǫ 1 T ǫ 1 basic blocks, each a fiber of one of these families. We have that S(T ) ⊆ B τ (B) where the union is taken over the ≪ W,ǫ 1 T ǫ 1 basic blocks mentioned above.
Let us fix a basic block family U with fibers U t ⊆ W . We claim that each fiber U t of U gives rise to ≪ U,ǫ 2 T ǫ 2 points on S(T ), i.e., that |τ (U t ) ∩ S(T )| ≪ U,ǫ 2 T ǫ 2 for every fiber U t . Once we proved this, the claim of the proposition follows easily.
We proceed by induction on the dimension e of the fibers of U . By Lemma 4.2, the claim is true for e = 0.
Suppose now e > 0. We denote by B η (L) the Euclidean ball centered in L of radius η, and define, for m = 1, . . . , γ 1 ,
These are definable families and so is V :=
as it is a finite union of definable sets. Hence, by Proposition 3.2, there exists γ 2 such that all fibers V t have at most γ 2 connected components. It is clear that, for each L in the same connected component, τ (L) consists of the same set of not more than γ 1 points; therefore, each fiber V t of V gives rise to at most γ 1 γ 2 points of S(T ), i.e., |S(T ) ∩ τ (V t )| ≤ γ 1 γ 2 . Now we want to prove that all the fibers of Z = U \ V have dimension < e. Suppose not and let L be an e-regular point of a fiber Z t . Then, after fixing a ball B η (L) with connected
e., the set of points of S that lie on all subspaces in B η (L) ∩ Z t . By definition of Z, τ −1 ({A 1 , . . . , A m }) ∩ B η (L) ∩ Z t must be of dimension < e, therefore there exist L 0 ∈ B η (L)∩Z t and η 0 such that for every 
We repeat this procedure of finding a point, a ball and a function like above and continue until this function has non-zero derivative in some direction. This procedure must stop because otherwise we would have a point L ′ with |τ (L ′ )| > γ 1 , contradicting the above considerations.
We can therefore suppose that there are L 0 ∈ B η (L) ∩ Z t and η 0 such that f is differentiable on B η 0 (L 0 ) ∩ Z t and with non zero-derivative in some direction. Now, recall that L 0 is an e-regular point of U t and, by definition of basic block, of a semialgebraic set that contains it.
Thus, if we intersect it with a suitable linear variety, we get an algebraic curve segment C in B η 0 (L 0 ) ∩ Z t , passing through L 0 in the direction for which the derivative of f is non-zero. The function f is non-constant on C.
Now, on D ′ the coordinate functions a 1 , . . . , a n+2 , b 1 , . . . , b n+2 satisfy 2n + 3 independent algebraic relations with coefficients in C and, combining the relations of (4.3), we have also
Each of these two is independent of the previous 2n + 3 relations and they are independent of each other because we imposed (a 1 , . . . , a n+2 ) and (b 1 , . . . , b n+2 ) to be linearly independent. Therefore, on the infinite set D ′ , the 3n + 4 functions a 1 , . . . , a n+2 , b 1 , . . . , b n+2 , ℓ 1 , . . . , ℓ n satisfy 2n + 5 independent algebraic relations with coefficients in F := C(f, g). Therefore, tr.deg F F (ℓ 1 , . . . , ℓ n ) < n, on D ′ . Since D ′ is infinite, again using Theorem 1.2 (ii) in Ch. III of [Lan85] , one can see that this contradicts the hypothesis (4.1).
We have just proved that there cannot be any e-regular point on any fiber of Z. We apply Pila's result (Theorem 3.4) again on Z. There is a finite number of basic block families such that for each fiber Z t , Z t (Q, T ) is contained in the union of ≪ Z,ǫ 3 T ǫ 3 basic blocks, each a fiber of one of these families. The fibers of these families must have dimension < e, therefore our inductive hypothesis implies that if U ′ is one of them, then |τ (
This means that for each fiber Z t , we have |τ (Z t ) ∩ S(T )| ≪ Z,ǫ 5 T ǫ 5 . Now recall that we had U t = V t ∪ Z t and that V t gives rise to at most γ 1 γ 2 points of S(T ). This proves our claim and the proposition.
Remark. We would like to point out that this last proposition can be deduced from recent work of Habegger and Pila, in particular Corollary 7.2 of [HP14] .
We recall the following analytic lemma.
Lemma 4.4 (Lemma 9.1, [MZ12] ). Suppose f 0 , . . . , f s are analytic functions in an open neighborhood N of a compact set K in C and suppose that f 0 is linearly independent of f 1 , . . . , f s over C. Then there is γ = γ(f 0 , . . . , f s ) with the following property. For any complex numbers α 1 , . . . , α s the function F = f 0 + α 1 f 1 + · · · + α s f s has at most γ zeros on K.
We are now ready to prove Proposition 4.1.
Proof of Proposition 4.1. Since f and g are linearly independent, if λ ∈ D satisfies (4.2) then (4.3) holds for Θ(λ). Now, since D is a compact subset of R 2 , each ℓ j (D) is bounded and therefore, if ℓ 1 (λ), . . . , ℓ n (λ), f (λ), g(λ) satisfy (4.2), then |a n+1 |, |a n+2 |, |b n+1 |, |b n+2 | are bounded in terms of |a 1 |, . . . , |a n |, |b 1 |, . . . , |b n | and thus of T . Therefore, Θ(λ) ∈ S(γ 3 T ) for some γ 3 independent of T . Now, using Lemma 4.4, we see that there exists a γ 4 such that, for any choice  of a 1 , . . . , a n+2 , b 1 , . . . , b n+2 , there are at most γ 4 elements λ in D such that ℓ 1 (λ), . . . , ℓ n (λ), f (λ), g(λ) satisfy (4.2). Thus |D(T )| ≪ |S(γ 3 T )| and the claim follows from Proposition 4.3.
Periods and elliptic logarithms
In this section we introduce the functions which we will apply Proposition 4.1 to. We follow [MZ12] .
It is well known that there is an analytic isomorphism between E λ (C) and C/L λ , where L λ is a rank 2 lattice in C. Consider the hypergeometric function
and let
Moreover, we define Λ = {t ∈ C : |t| < 1, |1 − t| < 1} .
The functions f and g are well-defined and analytic in Λ, as functions of λ. Moreover, they are well-defined as functions of c in λ −1 (Λ) ⊂ C(C). By (6.1) Theorem, p. 179, of [Hus87] , f (λ) and g(λ) are basis elements of the period lattice L λ of E λ with respect to dX 2Y . Therefore, if exp λ is the associated exponential map from C to E λ (C), we have
where O denotes the origin in E λ . Let P j = (x j , y j ), where x j , y j are coordinate functions in C(C). We can suppose that, for every j, x j = 0, 1, λ identically, otherwise the corresponding P j would be identically 2-torsion, contradicting the hypothesis of Theorem 1.1. Now, we want to define suitable functions z j (c) such that exp λ (z j (c)) = P j (c); in other words, we want z j to be the elliptic logarithm of P j .
Let C be the subset of points c ∈ C such that λ(c), x j (c) = 0, 1, ∞, x j (c) = λ(c) for every j = 1, . . . , n and c is not a singular point or a point on which the differential of λ vanishes.
Note that, in this way, we excluded finitely many c ∈ C, and these are algebraic points of C. Moreover, on C, the coordinate function λ has everywhere a local inverse.
We now follow the construction of [MZ12] , p. 459. Fix a point c * ∈ C and choose a path in the x j -plane from x j (c * ) to ∞ and not passing through 0, 1 and λ(c * ). We also fix a determination of Y = X(X − 1)(X − λ(c * )) equal to y j (c * ) at X = x j (c * ). Therefore, the path corresponds to a path on the elliptic curve E λ(c * ) from the point P j (c * ) to the origin O. Hence we can define z j (c * ) as the integral
.
We can extend it to a c close to c * by
In fact, in the first integral on the right we use the same path fixed before and the integrand is determined by continuity from the previously chosen determination of Y . Hence, this term is an analytic function in λ(c). For the second term, we can take any local path from x j (c * ) to x j (c). We can extend the integrand as a double power series in λ(c) − λ(c * ) and in X − x j (c * ); the result will be a double power series in λ(c) − λ(c * ) and x j (c) − x j (c * ). Notice that we have at any rate exp λ (z j (c)) = P j (c) for every j = 1, . . . , n.
In this way, fixing a c * ∈ λ −1 (Λ) ∩ C, the functions z 1 , . . . , z n are well defined on a small neighborhood N * on C. Moreover, if we take N * small enough, we can see them as analytic functions of λ on λ −1 (N * ).
We will need the following transcendence result.
Lemma 5.1. The functions z 1 , . . . , z n are algebraically independent over C(f, g) on N * .
Proof. The z 1 , . . . , z n , f, g are analytic functions of λ, linearly independent over Z. Indeed, a relation a 1 z 1 + · · · + a n z n = a n+1 f + a n+2 g, with integer coefficients, would map via exp λ to a relation of the form (1.1) on N * , and therefore on the whole C, which cannot hold by the hypothesis of the Theorem. Moreover, if ℘ λ is the Weierstrass ℘-function associated to L λ , the ℘ λ (z i ) are algebraic functions of λ because ℘ λ (z j ) = x j − 1 3 (λ + 1) (see (3.8) on p. 7 of [MZ08] ). Therefore, the hypotheses of Théorème 5 on p. 136 of [Ber90] are satisfied and we can apply it to get the claim.
We would like now to extend our functions f, g, z 1 , . . . , z n on C. If c ∈ C, one can continue f and g to a neighborhood N c of c. In fact, if we choose c ∈ C and a path from c * to c lying in C, we can easily continue f and g along the path using (5.1).
To continue z j from a point c * to a c in C, it is sufficient to verify that, if N 1 and N 2 are two open small subsets in C, with N 1 ∩ N 2 connected, and z j has analytic definitions z ′ j on N 1 and z ′′ j on N 2 , then it has an analytic definition on the union N 1 ∪ N 2 . But we saw that exp λ (z j (c)) = P j (c) for every j = 1, . . . , n, hence on N 1 ∩ N 2 we have exp λ (z ′ j ) = exp λ (z ′′ j ). This means that there exist rational integers u, v with z ′′ j = z ′ j + uf + vg on this intersection, and they must be constant there. Hence it is enough to change z ′′ j to z ′′ j − uf − vg on N 2 . Using the same path, it is now clear that we can continue the function (f, g, z 1 , . . . , z n ) from a small neighborhood of c * to a small neighborhood N c ⊆ C of c, and the obtained function (f c , g c , z c 1 , . . . , z c n ) is analytic on N c . Moreover, the functions preserve the algebraic independence, as the following lemma shows.
Lemma 5.2. The functions z c 1 , . . . , z c n are algebraically independent over C(f c , g c ) on N c .
Proof. Any algebraic relation can be continued to a neighborhood N * of some c * ∈ λ −1 (Λ), contradicting Lemma 5.1.
Furthermore, the lattice L λ is still generated by f c and g c on N c , see Lemma 6.1 of [MZ12] or Lemma 4.1 of [MZ10] . Now fix c ∈ C and N c ⊆ C. Since we are avoiding singular points and points on which the differential of λ vanishes, λ gives an analytic isomorphism λ : N c → λ(N c ). Then, we can view z c 1 , . . . , z c n , f c , g c as analytic functions on λ(N c ).
Linear relations on a fixed curve
In this section we prove a general fact about linear relations on elliptic curves. For a point (α 1 , . . . , α N ) ∈ Q N , the absolute logarithmic Weil height h(α 1 , . . . , α N ) is defined
where v runs over a suitably normalized set of valuations of Q(α 1 , . . . , α N ).
Let α be an algebraic number and consider the Legendre curve E = E α defined by the equation Y 2 = X(X − 1)(X − α). Moreover, let P 1 , . . . , P n be linearly dependent points on E, defined over some finite extension K of Q(α) of degree κ = [K : Q]. Suppose that P 1 , . . . , P n have Néron-Tate height h at most q (for the definition of Néron-Tate height, see for example p. 255 of [Mas88] ). In case the P 1 , . . . , P n are all torsion, i.e., h(P j ) = 0 for all j, we impose that q is at least inf h(P ), for P ∈ E(K) \ E tors (K). We define
This is a sublattice of Z n of some positive rank r. We want to show that L(P 1 , . . . , P n ) has a set of generators with small max norm |a| = max{|a 1 |, . . . , |a n |}.
Lemma 6.1. Under the above hypotheses, there are generators a 1 , . . . , a r of L(P 1 , . . . , P n ) with
(n−1) .
Proof. The Weierstrass form E = E α of E = E α has equation
where g 2 = 4 3 (α 2 − α + 1) and g 3 = 4 27 (α − 2)(α + 1)(2α − 1) (see (3.7) of [MZ10] ). The isomorphism φ from E to E is given by
Now, E is clearly defined over Q(α) and any linear relation a 1 P 1 + · · · + a n P n = O on E carries on to E and vice versa. Moreover, the Q i = φ(P i ) will have coordinates in K and the same Néron-Tate height of the P i , hence also bounded by q.
By Theorem E of [Mas88] , if Q 1 , . . . , Q n are linearly dependent points on E(K), of Néron-Tate height at most q ≥ η, then L(Q 1 , . . . , Q n ) is generated by vectors with max norm at most
, where ω = E tors (K) and η = inf h(P ), for P ∈ E(K) \ E tors (K). We need to bound ω and η. For the first we use a result of David [Dav97] . By Théorème 1.2 (i) of [Dav97] , choosing any archimedean v and noting that, by David 
2 , one has
where h = max 1, h j E . Now, j E = 2 8 (α 2 −α+1) 3 α 2 (α−1) 2 (see for instance [Hus87] , p. 83). Therefore, h ≤ γ 4 (h(α) + 1) and we have ω ≤ γ 5 (h(α) + 1)κ 2 .
For the lower bound on η, we use a result of Masser (Corollary 1 of [Mas89a] ). In Masser's bound a constant depending on κ appears in the denominator. However, going through the proof one can see that this constant is polynomial in κ, as noted by David on p. 109 of [Dav97] . Therefore, η ≥ γ 6 wκ γ 7 +3 (w + log κ) 2 ≥ γ 8 κ −(γ 7 +5) w −3 ,
where w = max{1, h(g 2 ), h(g 3 )}. As g 2 and g 3 are polynomials in α, w ≤ γ 9 (h(α) + 1). Consequently, L(Q 1 , . . . , Q n ) will have generators of norms at most
as wanted.
Bounded height
In this section we see that the height of the points on the curve C for which there is at least one dependence relation is bounded and a few consequences of this fact.
Let k be a number field over which C is defined. Suppose also the finitely many points we excluded from C to get C, which are algebraic, are defined over k. Clearly, there are f 1 , . . . , f n ∈ k[T ] such that f j (x j , λ) = 0 for every j, identically on the curve.
Let C ′ be the set of points of C such that P 1 , . . . , P n satisfy two independent relations on the specialized curve and let c 0 ∈ C ′ . Since C is defined over Q, the x j (c 0 ) and λ(c 0 ) must be algebraic, unless the P j are identically linearly dependent, which we excluded by hypothesis. Then by Silverman's Specialization Theorem [Sil83] (see also Appendix C of [Zan12] ) there exists γ 1 > 0 such that
We see now a few consequences of this bound. If δ > 0 is a small real number, let us call
Lemma 7.1. There is a positive δ such that there are at least
Lemma 7.2. There exist positive constants γ 2 , γ 3 such that, for every c 0 ∈ C ′ and every j = 1, . . . , n, we have h(P j (c 0 )) ≤ γ 2 , and the P j (c 0 ) are defined over some number field K ⊇ k(λ(c 0 )) with
Proof. Recall that each x j (c 0 ) is a root of f j (X, λ(c 0 )). This already implies the second statement. Now, we have h(P j (c 0 )) ≤ γ 4 (h(λ(c 0 )) + 1) and, using the work of Zimmer [Zim76] , we have h(P j (c 0 )) ≤ h(P j (c 0 )) + γ 5 (h(λ(c 0 )) + 1). The first claim now follows from (7.1).
Proof of Theorem 1.1
We want to show that there are at most finitely many c on the curve such that P 1 (c), . . . , P n (c) satisfy two linear independent relations on E λ(c) . By Northcott's Theorem [Nor49] and (7.1), we only need to bound the degree d of λ(c) over k.
Let c 0 ∈ C ′ , λ 0 = λ(c 0 ) and d 0 = [k(λ(c 0 )) : k]. First, by Lemma 7.1, we can choose δ, independent of c 0 , such that λ 0 has at least 1 2 d 0 conjugates in Λ δ . Now, since Λ δ is compact, it can be covered by γ 2 closed discs D c 1 , . . . , D cγ 2 ⊆ λ( C), where D c i is centered in λ(c i ), for some c i ∈ C.
We can suppose that the closed disc D c 1 contains at least 1 2γ 2 d 0 conjugates λ σ 0 . Now, each such conjugate comes from a c σ 0 ∈ N c 1 and the corresponding points P 1 (c σ 0 ), . . . , P n (c σ 0 ) satisfy the same linear relations. So there are linearly independent (a 1 , . . . , a n ), (b 1 , . . . , b n ) such that a 1 P 1 (c σ 0 ) + · · · + a n P n (c on E λ (c σ 0 ). By Lemma 7.2, h(P j (c σ 0 )) ≤ γ 3 and the points are defined over some finite extension of k(λ(c σ 0 )) of degree at most γ 4 d 0 . Therefore, applying Lemma 6.1 and recalling (7.1), we can suppose that the a j and b j are in absolute value less than or equal to γ 5 d we have a contradiction if d 0 is large enough.
We just deduced that d 0 is bounded and, by (7.1) and Northcott's Theorem, we have finiteness of the possible values of λ(c 0 ), which proves Theorem 1.1.
