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DEMAZURE AND LOCAL WEYL MODULES FOR TWISTED HYPER CURRENT
ALGEBRAS
A. BIANCHI AND T. MACEDO
Abstract. In this paper, we study local graded Weyl modules and Demazure modules for twisted hypercur-
rent algebras. We prove that local graded Weyl modules for a twisted hypercurrent algebra are isomorphic
to the corresponding level 1 Demazure modules, and moreover, that they are restrictions of corresponding
local graded Weyl modules for the untwisted hypercurrent algebra.
Introduction
The main goal of this paper is to generalize some results relating local Weyl and Demazure modules for
twisted current algebras, which are known to hold over an algebraically closed field of characteristic zero,
to the positive characteristic setting. Namely, in [CFS08, Theorem 2.i], it was proved that any local Weyl
module for a twisted affine algebra is isomorphic to a certain restriction of a local Weyl module for the
corresponding untwisted affine algebra. In [FK13, Theorem 6.0.2], it was proved that any graded local Weyl
module for a twisted current algebra is isomorphic to a certain graded restriction of a graded local Weyl
module for the corresponding untwisted current algebra. It is interesting to notice that these results were
also obtained by [FKKS12, Lemma 3.8] in a more general framework of equivariant map algebras.
In the simply laced case, it was proved in [FL07, Proposition 2] that any local Weyl module for a current
algebra is isomorphic to a certain automorphic image of a local Weyl module for the corresponding loop
algebra. In [FL07, Theorem 7] it was proved that any local graded Weyl module for a current algebra is
isomorphic to a certain restriction of a Demazure module for the corresponding affine algebra. This latter
result was shown to be false in the non simply laced case. In fact, it was proved that local graded Weyl
modules for current algebras admit Demazure flags in [Nao12, Proposition 4.18]. Finally, it was proved in
[FK13, Theorem 5.0.2] that, under some somewhat restrictive conditions, any twisted graded local Weyl
module for a current algebra is isomorphic to a certain twisted Demazure module.
Some positive characteristic generalizations of the results mentioned above are already known. For in-
stance, it was proved in [BM14, Theorem 4.1] that any local Weyl module for a twisted hyper loop algebra is
isomorphic to a certain restriction of a local Weyl module for the corresponding untwisted hyper loop algebra.
In the simply laced case, it was proved in [BMM15, Theorem 1.5.2] that any local Weyl module for a hyper
current algebra is isomorphic to a certain automorphic image of a local Weyl module for the corresponding
hyper loop algebras, and that any local graded Weyl module for a current algebra is isomorphic to a certain
restriction of a Demazure module for the corresponding affine algebra.
It is important to remark that, in the non simply laced case, it was proved in [BMM15, Theorem 1.5.2.b]
that any local Weyl module for a hyper current algebra admits a Demazure flag. Since Dynkin diagrams
associated to non simply laced simple Lie algebras admit only the trivial automorphism, the following claim
is an immediate consequence of [BMM15, Theorem 1.5.2]: in the non simply laced case, every local graded
Weyl module for a twisted hypercurrent algebra admits a Demazure flag, and moreover, it is isomorphic to
a certain local Weyl module for the twisted hyperloop algebra.
Hence, our main goal in this paper is to prove the following result.
Theorem. The local graded Weyl module of highest weight λ for a twisted hypercurrent algebra is isomorphic
to the corresponding level 1 Demazure module. And, moreover, it is a restriction of the corresponding local
graded Weyl module of highest weight λ for the untwisted hypercurrent algebra.
The proof of the first part is given in Theorem 4.2 and the proof of the second part is given in Theo-
rem 4.3. Along the way, we also prove some results about local graded Weyl modules and Demazure modules
for twisted hypercurrent algebras. For instance, in Lemma 3.2, we prove that integral local graded Weyl
modules are integrable modules, and in Proposition 3.3, we prove that they are finitely generated. Also, in
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Proposition 3.8, we prove that the purely algebraic definition of a Demazure module given here reflects the
usual geometric definition of Demazure modules.
In terms of equivariant map algebras, g[t]σ can be regarded as the Lie algebra of equivariant regular maps
ϕ : C→ g under the cyclic group generated by the automorphism σ. Here, the cyclic group generated by σ
acts on g as in Section 1.1 and on C via multiplication by roots of unity. Observe that this latter action is not
free, since 0 ∈ C is a fixed point. Thus, in the current paper, we are dealing with a case that is not covered
by [FKKS12]. Moreover, we generalize some of the results in [FKKS12] to fields of positive characteristic
(different from 2 in case g ∼= A2n).
Notation. Denote by C,Z,Z≥0 and N the set of complex numbers, the set of integers, nonnegative integers
and positive integers, respectively. Fix an indeterminate t and let C[t] (resp. C[t, t−1]) be the corresponding
polynomial ring (resp. Laurent polynomial ring) with complex coefficients. Throughout this paper, unless
we explicitly state otherwise, all vector spaces and tensor products are assumed to be taken over C.
1. Preliminaries on algebras
1.1. Simple Lie algebras and diagram automorphisms. Let I be the set of vertices of a finite-type
connected Dynkin diagram and let g be the associated finite-dimensional simple Lie algebra over C. Fix a
Cartan subalgebra h ⊆ g, a triangular decomposition g = n− ⊕ h ⊕ n+, and denote by R (resp. R+) the
associated root system (resp. set of positive roots). Let {αi | i ∈ I} (resp. {ωi | i ∈ I}) denote the set
of simple roots (resp. fundamental weights), and let Q =
⊕
i∈I Zαi, Q
+ =
⊕
i∈I Z≥0αi, P =
⊕
i∈I Zωi,
P+ =
⊕
i∈I Z≥0ωi. Denote by W the Weyl group of g. Let gα denote the root space of g associated to α ∈ R
and θ denote the highest root of g.
Fix a Chevalley basis C = {x±α , hi | α ∈ R+, i ∈ I} of g and, for each α ∈ R+, let hα = [x+α , x−α ] (in
particular, hαi = hi for all i ∈ I). There exists a unique bilinear form ( , ) on g that is symmetric, invariant,
nondegenerate, and such that (hθ, hθ) = 2. Let ν : h → h∗ be the linear isomorphism induced by ( , ) and
keep denoting by ( , ) the nondegenerate bilinear form induced by ν on h∗. Denote by r∨ ∈ {1, 2, 3} the
lacing number of g, and let
(1.1) r∨α =
2
(α, α)
=
{
1, if α is long,
r∨, if α is short.
Fix an automorphism σ of the Dynkin diagram of g and let m ∈ {1, 2, 3} denote the order of σ. There
exists a unique Lie algebra automorphism of g (which we keep denoting by σ) that satisfies σ(x±i ) = x
±
σ(i)
for all i ∈ I. Define a permutation of R (which we also denote by σ) by
σ
(∑
i∈I
niαi
)
:=
∑
i∈I
niασ(i).
For each α ∈ R+, define mα := #
{
σj(α) | j ∈ N}. Observe that mα ∈ {1,m} and σ(gα) = gσ(α) for all
α ∈ R.
Fix a primitive m-th root of unity ζ, and let gε = {x ∈ g | σ(x) = ζεx} for each ε ∈ {0, . . . ,m− 1}. Since
every finite order automorphism is diagonalizable over C (with eigenvalues being roots of unity), we have
g =
m−1⊕
ε=0
gε and [gε, gε′ ] ⊆ gε+ε′ ,
where ε+ ε′ is the remainder of the division of ε+ ε′ by m. (Henceforth, we will abuse notation and write
ε+ε′ instead of ε+ ε′.) In particular, g0 is a subalgebra of g and gε is a g0-module for all ε ∈ {1, . . . ,m−1}.
Moreover, it is known that g0 is a finite-dimensional simple Lie algebra and gε is a finite-dimensional
irreducible g0-module for all ε ∈ {0, . . . ,m− 1} (see [Kac90, Chapter 8]).
If a is a subalgebra of g and ε ∈ {0, . . . ,m−1}, let aε := a∩gε. It is known that h0 is a Cartan subalgebra
of g0 and g0 = n
+
0 ⊕h0⊕n−0 is a triangular decomposition. Let R0 denote the root system determined by h0,
and I0 be an indexing set for the associated simple roots. The simple roots (resp. fundamental weights) of g0
determined by the triangular decomposition g0 = n
+
0 ⊕h0⊕n−0 will be denoted by αi, i ∈ I0 (resp. ωi, i ∈ I0),
as this should cause no confusion. Let θ0 denote the highest root of g0, Q0 =
⊕
i∈I0
Zαi, Q
+
0 =
⊕
i∈I0
Z≥0αi,
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P0 =
⊕
i∈I0
Zωi, P
+
0 =
⊕
i∈I0
Z≥0ωi. Let Rsh (resp. Rlg) be the subset of R
+
0 corresponding to short (resp.
long) positive roots of g0, and W0 be the Weyl group of g0.
For each g-module (resp. of g0-module) V , denote by Vλ, λ ∈ h∗ (resp. λ ∈ h∗0), its weight space of weight
λ. Let wt(V ) (resp. wt0(V )) denote the set of weights of V as an h-module (resp. h0-module). For each
ε ∈ {0, . . . ,m− 1}, denote by Rε the set of weights of gε as a g0-module (via the adjoint representation). It
is known that Rε ⊆ Q0, so let R+ε = (Rε ∩ Q+0 ) \ {0}. Finally, denote by θ1 the highest weight of g1 (as a
g0-module).
1.2. Chevalley basis of g0. Given ε ∈ {0, . . . ,m − 1} and µ ∈ Rε \ {0}, it is known that: µ = α|h0 for
some α ∈ R, and α|h
0
= β|h
0
if, and only if, β = σj(α) for some j ∈ {0, . . . ,mα − 1}.
Suppose g is not of type A2n. Given α ∈ R+ and ε ∈ {0, . . . ,mα − 1}, let
x±α,ε =
mα−1∑
j=0
ζjεx±
σj(α) and hα,ε =
mα−1∑
j=0
ζjεhσj(α).
When ε ≥ mα, let x±α,ε = hα,ε = 0. Now, suppose g is of type A2n. Given α ∈ R+ and ε ∈ {0, 1}, let
x±α,ε :=

δ1,εx
±
α , if α = σ(α),
x±α + (−1)εx±σ(α), if α 6= σ(α), α|h0 ∈ Rlg,√
2
(
x±α + (−1)εx±σ(α)
)
, if α 6= σ(α), α|h
0
∈ Rsh,
and
hα,ε :=

δ0,εhα, if α = σ(α),
hα + (−1)εhσ(α), if α 6= σ(α), α|h0 ∈ Rlg,
2
(
hα + (−1)εhσ(α)
)
, if α 6= σ(α), α|h
0
∈ Rsh.
Moreover, if g is of type A2n and β+ σ(β) ∈ R+, then β|h
0
∈ Rsh and (β+ σ(β))|h
0
∈ 2Rsh. In this case, we
have
(1.2) x±
β+σ(β),1 =
s
4
[x±β,0, x
±
β,1] = −s[x±β , x±σ(β)] for some s ∈ {−1, 1}.
Since gε is a finite-dimensional irreducible g0-module, for all ε ∈ {0, . . . ,m− 1} and µ ∈ Rε \ {0}, we have
hε = spanC{hαi,ε | i ∈ I} and (gε)±µ = Cx±α,ε, where α|h0 = µ.
Choose a complete set of representatives O of the orbits of the action of σ on R+. For each µ ∈ R+ε ,
let x±µ,ε = x
±
α,ε, where α ∈ O is such that α|h0 = µ. Also, notice that there exists a unique injective map
o : I0 → I such that αo(i) ∈ O for all i ∈ I0, and let hi,ε = ho(i),ε. Thus
(1.3) Cσ(O) :=
{
x±µ,ε, hi,ε | ε ∈ {0, . . . ,m− 1}, µ ∈ R+ε , i ∈ I0
} \ {0}
is a basis of g.
For notational convenience, if α ∈ O is such that µ = α|h
0
, let hµ,ε = hα,ε, and if µ /∈ Rε, let x±µ,ε = 0.
Also, if g is of type A2n, assume that O is chosen in such a way that s = 1 in (1.2). Moreover, if g is of
type D4 and m = 3, let j ∈ I be the unique vertex fixed by σ, choose i ∈ I such that σ(i) 6= i, and let
O = {α ∈ R+ | σ(α) = α} ∪ {αi, αj + αi, αj + σ(αi) + σ2(αi)}. It has been proven by Kac that the set
C
σ
0 (O) := {x±µ,0, hi,0 | µ ∈ R+0 , i ∈ I0} is a Chevalley basis of g0 (see [Kac90, §8.3]).
Later in this paper, we shall need the following formulas of commutators of elements of Cσ(O), proved in
[Bia12, Lemma 2.2.7]. For all ε, ε′ ∈ {0, . . . ,m− 1}, µ ∈ R+0 , ν ∈ R+ε , η ∈ R+ε ∩R+ε′ :
[hµ,0, x
±
ν,ε] = ±ν(hµ,0)x±ν,ε;
if hν,1 6= 0, then [hν,1, x±ν,ε] =
{
±3x±ν,ε+1, if ν ∈ Rsh and g is of type A2n,
±2x±ν,ε+1, otherwise;
[x+η,ε, x
−
η,ε′ ] =
{
δεε′,1h η
2
,0, if η ∈ 2Rsh and g is of type A2n,
hη,ε+ε′ , otherwise.
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1.3. Current, loop and affine Kac-Moody algebras. Given a vector space a, consider a˜ = a⊗C[t, t−1]
and a[t] = a⊗C[t]. If (a, [·, ·]a) is a Lie algebra, then there exists a unique bilinear map [·, ·] : a˜× a˜→ a˜ that
satisfies
[x⊗ f, y ⊗ g] = [x, y]a ⊗ fg, for all x, y ∈ a, f, g ∈ C[t, t−1],
and endows a˜ with a structure of Lie algebra. Notice that a⊗C is a subalgebra of a[t] isomorphic to a, that
a[t] is a subalgebra of a˜, and that b[t] (resp. b˜) is a subalgebra of a[t] (resp. a˜) for all subalgebras b ⊆ a.
Fix an automorphism σ : a → a. Denote the order of σ by m and an m-th primitive root of unity by ζ.
There exists a unique automorphism σ˜ : a˜→ a˜ satisfying
σ˜(x⊗ tj) = ζjσ(x) ⊗ tj for all x ∈ a and j ∈ Z.
Notice that σ˜ restricts to an automorphism of a[t] and that the order of σ˜ is also m. Let a˜σ and a[t]σ denote
the subalgebras of σ˜-fixed points; explicitly
a˜
σ =
m−1⊕
ε=0
a˜
σ
ε , a˜
σ
ε = aε ⊗ tm−εC[tm, t−m], and a[t]σ =
m−1⊕
ε=0
a[t]σε , a[t]
σ
ε = aε ⊗ tm−εC[tm].
In particular, when σ = ida, notice that a[t]
σ = a[t] and a˜σ = a˜.
Given a finite-dimensional complex simple Lie algebra g and a Dynkin diagram automorphism σ : g→ g,
the associated twisted affine Kac-Moody algebra gˆ is the 2-dimensional extension of g˜σ given by gˆ :=
g˜
σ ⊕ Cc⊕ Cd, and endowed with the unique Lie bracket that satisfies
[x⊗ tr, y ⊗ ts] = [x, y]⊗ tr+s + r δr,−s (x, y) c, [c, gˆ] = 0 and [d, x⊗ tr] = r x⊗ tr
for all x ⊗ tr, y ⊗ ts ∈ g˜σ. Denote by gˆ′ = [gˆ, gˆ] the derived subalgebra of gˆ, notice that gˆ′ = g˜σ ⊕ Cc and
that we have a nonsplit short exact sequence of Lie algebras 0→ Cc→ gˆ′ → g˜σ → 0.
Given a triangular decomposition g = n− ⊕ h ⊕ n+ and a Chevalley basis C = {x±i , hα | i ∈ I, α ∈ R+},
denote (h⊕ Cc) by h′, (g⊗ t±1C[t±1]) by g[t]±, and let
hˆ = h⊕ Cc⊕ Cd, nˆ± = n± ⊕ g[t]±, bˆ
±
= nˆ± ⊕ hˆ.
A triangular decomposition of gˆ is given by gˆ = nˆ− ⊕ hˆ ⊕ nˆ+. The root system, set of positive and simple
roots associated to this triangular decomposition will be denoted by Rˆ, Rˆ+ and ∆ˆ respectively. Notice that
(1.4) α(c) = 0 for all α ∈ Rˆ.
Now, let Iˆ = I⊔{0}, a0 = 2 for g ∼= A2n, a0 = 1 for g 6∼= A2n, h0 = ma0 c−hθ1, and notice that {hi | i ∈ Iˆ}∪{d}
is a basis of hˆ. Identify h∗ with the subspace {λ ∈ hˆ∗ | λ(c) = λ(d) = 0}. Let δ be the unique linear map in
hˆ
∗
such that δ(d) = 1 and δ(hi) = 0 for all i ∈ Iˆ. Define α0 = δ − θ1. Then
∆ˆ = {αi | i ∈ Iˆ}, Rˆ+ = R+ ∪ {α+ rδ | r ∈ Z>0, α ∈ Rr ∪ {0}},
gˆα+rδ = (gr)α ⊗ tr, if r ∈ Z, α ∈ Rr, and gˆrδ = h⊗ tr, if r ∈ Z \ {0}.
Given α ∈ R+, r ∈ Z≥0, let
x+±α+rδ = x
±
α,−r ⊗ tr, x−±α+rδ = x∓α,r ⊗ t−r, rˆ∨α = mr∨α/a0,
h±α+rδ = [x
+
±α+rδ, x
−
±α−rδ] =
{
δr,1 hα
2
,0 + rrˆ
∨
αc, if g
∼= A2n and α ∈ 2Rsh,
±hα,0 + rrˆ∨αc, otherwise.
For each i ∈ Iˆ, define Λi to be the unique linear map in hˆ
∗
that satisfies Λi(d) = 0 and Λi(hj) = δij for all
i, j ∈ Iˆ. Set Pˆ = Zδ ⊕ (⊕i∈IˆZΛi), Pˆ+ = Zδ ⊕ (⊕i∈IˆNΛi), Pˆ ′ = ⊕i∈IˆZΛi, and Pˆ ′+ = Pˆ ′ ∩ Pˆ+. Notice that
Λ0(h) = 0 iff h ∈ h⊕ Cd and Λi − ωi = ωi(hθ)Λ0 for all i ∈ I.
Hence, Pˆ = ZΛ0 ⊕ P ⊕ Zδ. Given Λ ∈ Pˆ , the number Λ(c) is called the level of Λ. By (1.4), the level of Λ
depends only on its class modulo the root lattice Qˆ. Set also Qˆ+ = NRˆ+ and let Ŵ denote the affine Weyl
group, which is generated by the simple reflections si, i ∈ Iˆ. Finally, observe that {Λ0, δ} ∪∆ is a basis of
hˆ
∗
.
Moreover, the set {x±α ⊗ tr, hi ⊗ tr | α ∈ R+, i ∈ I, r ∈ N} forms a basis for g[t] and the set {x±µ,−r ⊗
tr, hi,−r ⊗ tr | r ∈ N, µ ∈ R−r, i ∈ I0} \ {0} forms a basis for g[t]σ.
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1.4. Integral forms and hyperalgebras. Given a Lie algebra a, let U(a) denote its universal enveloping
algebra. The Poincare´-Birkhoff-Witt (PBW) Theorem implies that there are isomorphisms of vector spaces
U(g[t]) ∼= U(n−[t])⊗ U(h[t])⊗ U(n+[t]) and U(g[t]σ) ∼= U(n−[t]σ)⊗ U(h[t]σ)⊗ U(n+[t]σ).
Given α ∈ R+ and k ∈ Z≥0, consider the following power series with coefficients in U(h[t])
Λα;k(u) =
∑
r≥0
Λα,r;ku
r = exp
(
−
∑
s>0
hα ⊗ tsk
s
us
)
.
For simplicity, denote Λα,r;0 by Λα,r. Similarly, consider the following power series with coefficients in
U(h[t]σ) (twisted analogues of the above elements). If either g is not of type A2n and µ ∈ Rsh, or g is of
type A2n and µ ∈ R+0 , set
Λσµ(u) =
∞∑
r=0
Λσµ,ru
r = exp
(
−
∞∑
k=1
m−1∑
ε=0
hµ,ε ⊗ tmk−ε
mk − ε u
mk−ε
)
.
If g is not of type A2n and µ ∈ Rlg, set
Λσµ(u) =
∞∑
r=0
Λσµ,ru
r = exp
(
−
∞∑
k=1
hµ,0 ⊗ tmk
k
uk
)
.
For simplicity, denote Λαi,r (resp. Λ
σ
αi,r
) by Λi,r (resp. Λ
σ
i,r).
One can easily check the following relation among twisted and non-twisted versions of the above elements.
Given µ ∈ R+0 , let α ∈ O such that α|h0 = µ. Then:
(1.5) Λσ,±µ (u) =
{∏m−1
j=0 Λ
±
σj(α)(ζ
m−ju), if Γα = m,
Λ±α;m(u), if Γα = 1.
Given an order on the Chevalley basis of g[t]σ and a PBW monomial with respect to this order, we
construct an ordered monomial in the elements of the set
M[t]σ =
{
(x±µ,−r ⊗ tr)(k), Λσi,k,
(
hi,0
k
)
| µ ∈ wt(g−r) ∩Q+0 \ {0}, i ∈ I0, r ∈ Z≥0, k ∈ N
}
\ {0},
using the correspondence (x±µ,−r ⊗ tr)k ↔ (x±µ,−r ⊗ tr)(k), hki,0 ↔
(
hi,0
k
)
and (hi,−r ⊗ tr)k ↔ (Λσi,r)k for r 6= 0.
Using the obvious similar correspondence we consider monomials in U(g) formed by elements of
M =
{
(x±α )
(k),
(
hi
k
)
| α ∈ R+, i ∈ I, k ∈ Z≥0
}
and in U(g[t]) formed by elements of
M[t] =
{
(x±α ⊗ tr)(k),Λi,k,
(
hi
k
)
| α ∈ R+, i ∈ I, k ∈ N, r ∈ Z≥0
}
.
Notice that M can be naturally regarded as a subset of M˜. The sets of ordered monomials thus obtained are
basis of U(g[t]σ), U(g), and U(g[t]), respectively.
Let UZ(g) ⊆ U(g), UZ(g[t]) ⊆ U(g[t]), and UZ(g[t]σ) ⊆ U(g[t]σ) be the Z–subalgebras generated respec-
tively by {(x±α )(k) | α ∈ R+, k ∈ Z≥0}, {(x±α ⊗ tr)(k) | α ∈ R+, r, k ∈ Z≥0}, and {(x±µ,−r ⊗ tr)(k) | µ ∈
wt(g−r)∩Q+0 \ {0}, r, k ∈ Z≥0}. It has been proven by Kostant [Kos66] (in the U(g) case), Garland [Gar78]
(in the U(g˜) case), Mitzman [Mit85] and Prevost [Pre92] (in the loop and twisted loop cases) that the sub-
algebras UZ(g[t]
σ), UZ(g), and UZ(g[t]) are free Z-modules and the sets of ordered monomials constructed
from M[t]σ, M, M[t] are Z-basis of UZ(g[t]
σ), UZ(g), and UZ(g[t]), respectively.
In particular, it follows from this result that the natural map C⊗ZUZ(g[t]σ)→ U(g[t]σ) is an isomorphism
of vector spaces, i.e., UZ(g[t]
σ) is a an integral form of U(g[t]σ), and similarly for UZ(g[t]) and UZ(g). If a is
a subalgebra of g preserved by σ, set
UZ(a[t]
σ) = U(a[t]σ) ∩ UZ(g[t]σ)
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and similarly define UZ(a) and UZ(a[t]) for any a subalgebra of g. It also follows that, if a is either g0, n
±
0 , hε,
h[t]σε ,n
±[t]σ, n±, h, n±[t], or h[t], then UZ(a) is a free Z-module spanned by monomials formed by elements
of M[t]σ belonging to U(a), and hence C⊗Z UZ(a) ∼= U(a). Moreover, we have
(1.6) UZ(g[t]) = UZ(n
−[t])UZ(h[t])UZ(n
+[t]) and UZ(g[t]
σ) = UZ(n
−[t]σ)UZ(h[t]
σ)UZ(n
+[t]σ).
Given a field F, define the F-hyperalgebra of a by
UF(a) = F⊗Z UZ(a)
where a is any of the subspaces considered above. We will refer to UF(g[t]
σ) as the twisted hyper current
algebra of g associated to σ over F. Clearly, if the characteristic of F is zero, the algebra UF(g[t]
σ) is naturally
isomorphic to U(gF[t]
σ) where g[t]σ
F
= F⊗Z g[t]σZ and g[t]σZ is the Z-span of the Chevalley basis of g[t]σ, and
similarly for all algebras a we have considered. For fields of positive characteristic we just have an algebra
homomorphism U(aF) → UF(a) which is neither injective nor surjective. We will keep denoting by x the
image of an element x ∈ UZ(a) in UF(a). Notice that we have
UF(g[t]) = UF(n
−[t])UF(h[t])UF(n
+[t]) and UF(g[t]
σ) = UF(n
−[t]σ)UF(h[t]
σ)UF(n
+[t]σ).
Notice that UZ(g) = U(g) ∩ UZ(g[t]), i.e., the integral form of g coincides with its intersection with he
integral form of U(g[t]) which allows us to regard UZ(g) as a Z-subalgebra of UZ(g[t]).
If g is of type A2n and the characteristic of F is 2, then UF(g0) is not isomorphic to the usual hyperalgebra
of g0 over F, constructed by using Kostant’s integral form of U(g0). However, if the characteristic of F is not
2, then UF(g0) is isomorphic to the usual hyperalgebra of g0 over F. Details can be found in [BM14, Remark
1.5] and [Bia12]. This is the reason why we are not working with fields of characteristic 2 when g is of type
A2n.
1.5. A certain automorphism of hyperalgebras. One can check that there exists a unique Lie algebra
automorphism ψ : g → g satisfying ψ(x±αi ) = x∓αi for all i ∈ I. Moreover, ψ admits a unique extension to
a Lie algebra automorphism of g˜ (which we keep denoting by ψ) that satisfies ψ(x ⊗ f) = ψ(x) ⊗ f for all
x ∈ g, f ∈ C[t, t−1]. Notice that this automorphism restricts to an automorphism of g[t]. Also notice that
ψ ◦ σ = σ ◦ ψ. Thus ψ restricts to automorphisms of g˜σ and g[t]σ.
Keep denoting by ψ the extension of ψ to an automorphism of U(g˜). In particular, we have
(1.7) ψ
((
x±α,ε ⊗ trm−ε
)(k))
= (−1)k(ht(α)−1) (x∓α,ε ⊗ trm−ε)(k) , ψ(hα,εk
)
=
(−hα,ε
k
)
, ψ
(
Λσα,r
)
= −Λσα,r
for all α ∈ R+, ε ∈ {0, . . . ,m − 1}, r ∈ Z, and k ≥ 0. It follows that ψ restricts to an automorphism of
UZ(a) for all a ∈ {g0, h0, g[t], h[t], g[t]σ, h[t]σ, h[t]σ±}. Moreover, notice that, for every µ ∈ P0, there exists
a unique ring homomorphism µ : UZ(h0)→ Z satisfying
(1.8) µ
(
hi,0
k
)
=
(
µ(hi,0)
k
)
and µ(xy) = µ(x)µ(y) for all i ∈ I0, k ≥ 0, x, y ∈ UZ(h0).
Therefore,
(1.9) µ
(
ψ
(
hi,0
k
))
=
(−µ(hi,0)
k
)
for all i ∈ I0, k > 0, µ ∈ P0.
1.6. Technical identities. The proof of the following lemma is very similar to that of [Bia12, Lema 2.2.8].
Lemma 1.1. Let α ∈ R+0 .
(a) Suppose g is not of type A2n.
(i) If α ∈ Rlg, then sl2,α[tm] := span{x±α,0 ⊗ tmk, hα,0 ⊗ tmk | k ∈ Z≥0} is a subalgebra of g[t]σ
isomorphic to sl2[t].
(ii) If α ∈ Rsh, then sl2,α[t] := span{x±α,ε ⊗ tmk−ε, hα,ε ⊗ tmk−ε | k ∈ Z≥0, 0 ≤ ε < m} is a subalgebra
of g[t]σ isomorphic to sl2[t].
(b) Suppose g is of type A2n.
(i) If α ∈ Rlg, then sl2,α[t] := span{x±α,ε ⊗ tmk−ε, hα,ε ⊗ tmk−ε | k ∈ Z≥0, ε = 0, 1} is a subalgebra of
g[t]σ isomorphic to sl2[t].
(ii) If α ∈ Rsh, then span{x±α,ε⊗t2k+ε, x±α+σ(α),1⊗t2k+1, hα,ε⊗t2k+ε | k ∈ Z≥0, ε = 0, 1} is a subalgebra
of g[t]σ isomorphic to sl3[t]
τ , where τ is the nontrivial automorphism of A2.
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Given a monomial of the form (x±µ1,−r1⊗tr1)(k1) · · · (x±µj ,−rj⊗trj )(kj), with r1, . . . , rj ∈ Z≥0, a fixed choice
of ±, and j ≥ 1, define its hyperdegree to be k1+ · · ·+kj . The following result was proved in [Mit85, Lemma
4.2.13].
Lemma 1.2. Let r, s, j, k ∈ Z≥0, µ ∈ wt(g−r) and ν ∈ wt(g−s). Then (x±µ,−r ⊗ tr)(j)(x±ν,−s ⊗ ts)(k) is in
the Z-submodule generated by (x±ν,−s ⊗ ts)(k)(x±µ,−r ⊗ tr)(j) and by monomials of hyperdegree strictly smaller
than j + k.
Given α ∈ R+ and r, s ∈ Z≥0, consider the following power series with coefficients in U(g[t]):
Xα;(r,s)(u) =
∞∑
j=1
x−α ⊗ tr+(r+s)(j−1)uj.
Next result was proven in [Gar78] in the loop algebras context and its proof remains valid for current algebras.
Lemma 1.3. Let α ∈ R+, r, s, ℓ, k ∈ Z≥0. We have
(x+α ⊗ ts)(ℓ)(x−α ⊗ tr)(k) = (Xα;(r,s)(u)(k−ℓ))k mod U+Z ,
where U+
Z
:= UZ(n
−[t])UZ(h[t]+)
0 + UZ(g[t])UZ(n
+[t])0.
We now define certain power series with coefficients in U(g[t]σ). Let r, s ∈ Z≥0. When either g is not of
type A2n and µ ∈ Rsh, or g is of type A2n and µ ∈ R+0 , define
Xσµ;(r,s)(u) =
∞∑
k=1
(
x−
µ,−(r+(r+s)(k−1)) ⊗ tr+(r+s)(k−1)
)
uk.
When g is not of type A2n and µ ∈ Rlg, define
Xσµ;(r,s)(u) =
∞∑
k=1
(
x−µ,0 ⊗ tm(r+(r+s)(k−1)))
)
uk.
For simplicity, we may denote
U+
Z
σ
:= UZ(n
−[t]σ)UZ(h[t]
σ
+)
0 + UZ(g[t]
σ)UZ(n
+[t]σ)0,
Xσµ := X
σ
µ;(0,1), and X
σ
i;(r,s) := X
σ
αi;(r,s)
.
We now state a lemma whose proof follows directly from Lemma 1.1 (part (a)), Lemma 1.3 (part (b)) and
[Mit85, Lemma 4.4.1(ii)] (part (c)).
Lemma 1.4. Let l, k, r, s ∈ Z≥0 and 0 ≤ l ≤ k.
(a) If either g is not of type A2n and µ ∈ Rsh, or if g is of type A2n and µ ∈ Rlg, we have
(x+µ,−s ⊗ ts)(l)(x−µ,−r ⊗ tr)(k) = (−1)l
(
Xσµ;(r,s)(u)
(k−l)
)
k
mod U+
Z
σ
.
(b) If g is not of type A2n and µ ∈ Rlg, we have
(x+µ,0 ⊗ tms)(l)(x−µ,0 ⊗ tmr)(k) = (−1)l
(
Xσµ;(r,s)(u)
(k−l)
)
k
mod U+
Z
σ
.
(c) If g is of type A2n and µ ∈ Rsh, we have
(i) (x+µ,0 ⊗ tms)(k)(x−µ,0 ⊗ 1)(k+r) = (X(u)(r))k+r mod U+Z
σ
where X(u) =
∑∞
k=1 xµ,0 ⊗ tmsjuj .
(ii) (x+2µ,1 ⊗ t)(l)(x−2µ,1 ⊗ t)(k) = (−1)l
(
Y (u)(k−l)
)
k
mod U+
Z
σ
, where Y (u) =
∑∞
k=1 x2µ,1 ⊗ t2k−1uk.
(iii) (x+2µ,1⊗t)(k)(x−µ,0⊗1)(2k+r) =
∑
k1,k2
k1+2k2=r
(
Xσµ (u)
(k1)Z(u)(k2)
)
k+k1
mod U+
Z
σ
, where Z(u) =
∑∞
k=1 x2µ,1⊗
t2k−1u2k−1.
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2. Preliminaries on modules
2.1. Integrable modules for hyperalgebras. Let F be either a field or Z. In this subsection we will
review the representation theory of UF(g0).
Let V be a UF(g0)-module. For each µ ∈ UF(h0)∗, denote the weight space of weight µ by Vµ = {v ∈ V |
hv = µ(h)v for all h ∈ UF(h0)} . A nonzero vector v ∈ Vµ is said to be a weight vector. If Vµ 6= 0, then
µ is said to be a weight of V . Let wt0(V ) = {µ ∈ UF(h0)∗ | Vµ 6= 0} denote the set of weights of V . If
V =
⊕
µ∈wt0(V )
Vµ, then V is said to be a weight module.
Using the inclusion P0 →֒ UF(h0)∗ induced by (1.8), define a partial order ≤ on UF(h0)∗ given by: µ ≤ λ
if λ − µ ∈ Q+0 . Notice that (x±α,0)(k)Vµ ⊆ Vµ±kα for all α ∈ R+0 , k > 0, µ ∈ UF(h0)∗. Now, if v ∈ V
is a weight vector such that (x+α,0)
(k)v = 0 for all α ∈ R+0 and k > 0, then v is said to be a highest-weight
vector. If V is generated by a highest-weight vector, then it is said to be a highest-weight module. If, for
each v ∈ V , there exists m > 0 such that (x±α,0)(k)v = 0 for all α ∈ R+0 and k > m, then V is said to be
integrable.
If V is a weight-module whose weight spaces are finitely-generated F-modules, its character is defined
to be the function ch(V ) : UF(h0)
∗ → Z given by ch(V )(µ) = rankF(Vµ). Thus, ch(V ) can be regarded
as an element of the group ring Z[UF(h0)
∗]. Recall that (1.8) induces an inclusion P0 →֒ UF(h0)∗. Thus,
the group ring Z[P0] can be regarded as a subring of Z[UF(h0)
∗]. Denote by eµ the element of Z[UF(h0)
∗]
corresponding to µ ∈ UF(h0)∗. There exists a unique action of W0 on Z[P0] (by ring automorphisms) that
satisfy w · eµ = ewµ for all w ∈W0, µ ∈ P0.
Theorem 2.1. Let V be a UF(g0)-module.
(a) If V is a finitely-generated F-module, then V is a weight module and wt0(V ) ⊆ P0.
(b) If V is an integrable weight module, then there are isomorphisms of F-modules Vµ ∼= Vwµ for all w ∈W0,
µ ∈ P0. Thus, ch(V ) ∈ Z[P0]W0 .
(c) If V is a highest-weight module of highest weight λ, then Vλ is a free F-module of rank 1 and Vµ 6= 0 only
if µ ≤ λ. Moreover, V has a unique maximal proper submodule and, hence, also a unique irreducible
quotient. In particular, V is indecomposable.
(d) For each λ ∈ P+0 , the UF(g0)-module WF(λ) given as the quotient of UF(g0) by the left ideal generated
by
x+α,0, h− λ(h), (x−α,0)(k), for all α ∈ R+0 , h ∈ UF(h0), k > λ(hα,0),
is a nonzero, free F-module of finite rank. Moreover, every free F-module of finite rank that is a highest-
weight module of highest weight λ is a quotient of WF(λ).
(e) If F is a field and V is a finite-dimensional irreducible UF(g0)-module, then there exists a unique λ ∈ P+0
such that V is isomorphic to the irreducible quotient VF(λ) of WF(λ). If the characteristic of F is zero,
then WF(λ) is irreducible.
(f) For each λ ∈ P+0 , the character of WF(λ) is given by the Weyl character formula. In particular,
µ ∈ wt0(WF(λ)) if, and only if, wµ ≤ λ for all w ∈W0.
Proof. If F = Z, then parts (a), (d), (f) are proved in [Mac13, Theorem 2.3.6] and part (b) is proved in
[Mac13, Proposition 2.3.5].
If F is a field, then UF(g0) is the algebra of distributions of an algebraic group of the same Lie type as
g0. Thus, this result is proved in [Jan03, Part II]. In the particular case where F is a field of characteristic
zero, UF(g0)
∼= U((g0)F), where (g0)F = F ⊗Z (g0)Z and (g0)Z is the Z-span of the Chevalley basis given in
Section 1.2. In this case, this result is also proved in [Hum90]. In the particular case where F is a field of
positive characteristic, this result is also proved in [JM07, Section 2]. 
2.2. Demazure and local Weyl modules for twisted current hyperalgebras. Throughout this sub-
section, let F be either a field or Z, let g be a finite-dimensional simple C-Lie algebra with a triangular
decomposition g = n− ⊕ h⊕ n+, and let σ : g→ g be a Dynkin diagram automorphism.
Definition 2.2. Given λ ∈ P+0 , let the twisted local graded Weyl module W c,σF (λ) be the UF(g[t]σ)-module
given as a quotient of UF(g[t]
σ) by the left ideal generated by
UF(n
+[t]σ)0, UF(h[t]
σ
+)
0, h− λ(h), (x−α,0)(k), for all h ∈ UF(h0), α ∈ R+0 , k > λ(hα,0).
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Given ℓ ≥ 0 and λ ∈ P+0 , let the twisted Demazure module DσF (ℓ, λ) be the UF(g[t]σ)-module given as a
quotient of UF(g[t]
σ) by the left ideal generated by
(2.1) UF(n
+[t]σ)0, UF(h[t]
σ
+)
0, h− λ(h), (x−α,−s ⊗ ts)(k),
for all h ∈ UF(h0), α ∈ R+0 , s ∈ Z≥0, k > max{0, δs,1λ(hα2 ,0) − rˆ∨αℓs}, in case g ∼= A2n, α ∈ 2Rsh, and
k > max{0, λ(hα,0)− rˆ∨αℓs} in every other case.
Notice that W c,σ
F
(λ), Dσ
F
(ℓ, λ) are weight modules, and that Dσ
F
(ℓ, λ) is a quotient of W c,σ
F
(λ). Moreover,
the ideal defining W c,σ
F
(λ) (resp. Dσ
F
(ℓ, λ)) is the image of the ideal defining W c,σ
Z
(λ) (resp. Dσ
Z
(ℓ, λ)) in
UF(g[t]
σ). Thus, we have the following isomorphisms of UF(g[t]
σ)-modules:
W c,σ
F
(λ) ∼= F⊗Z W c,σZ (λ) and DσF (ℓ, λ) ∼= F⊗Z DσZ(ℓ, λ).
3. Preliminary results
3.1. Finite-dimensionality of Weyl modules. The following lemma will be used in Proposition 3.3.
Lemma 3.1.
(a) If V is a finite-dimensional UF(g[t])-module, λ ∈ P+ and v ∈ Vλ is such that
UF(n
+[t])0v = UF(h[t]+)
0v = 0,
then (x−α ⊗ ts)(k)v = 0 for all α ∈ R+, s ≥ λ(hα) and k ∈ Z>0.
(b) If V is a finite-dimensional UF(g[t]
σ)-module, λ ∈ P+0 and v ∈ Vλ is such that
UF(n
+[t]σ)0v = UF(h[t]
σ
+)
0v = 0,
then (x−µ,−s ⊗ ts)(k)v = 0 for all x−µ,−s ∈ Cσ(O), s ≥ dµλ(hµ,0) and k ∈ Z>0, where dµ = 2 if g is of
type A2n and µ ∈ Rsh, and dµ = 1 otherwise.
Proof. The proof of part (a) is similar to that of [JM07, Proposition 3.1]. The proof of part (b) is similar to
that of [BM14, Proposition 3.2]. 
Lemma 3.2. For any λ ∈ P+0 , W c,σZ (λ) is an integrable UZ(g0)-module.
Proof. This proof is similar to the proof of [JM07, Proposition 3.1.1]. 
Proposition 3.3. For any λ ∈ P+0 , W c,σZ (λ) is a finitely generated abelian group.
Proof. Let Ξ be the set of functions φ : Z>0 → Q+ × Z≥0 × Z≥0, φ(j) = (βj , rj , kj), such that: βj ∈ R+−rj
for all j ∈ Z>0, and kj = 0 for all j sufficiently large. Let v denote the image of 1 ∈ UZ(g[t]σ) in W c,σZ (λ),
and recall that W c,σ
Z
(λ) is generated (as an abelian group) by elements of the form
vφ = (x
−
β1,−r1
⊗ tr1)(k1) · · · (x−βn,−rn ⊗ trn)(kn)v, φ ∈ Ξ.
Thus, the subgroup of W c,σ
Z
(λ) generated by elements vφ with a fixed
∑
j>0 rj and a fixed h0-weight (λ −∑
j>0 kjβj) is finitely generated.
By Lemma 3.2, we know thatW c,σ
Z
(λ) is an integrable UZ(g0)-module. Thus, Theorem 2.1(b) implies that
the set wt0 (W
c,σ
Z
(λ)) is W0-invariant. Since the h0-weights of W
c,σ
Z
(λ) are bounded above by λ, it follows
that the set of weights of W c,σ
Z
(λ) is contained in that of WZ(λ). Since the set of weights of WZ(λ) is finite,
it follows that the set of weights of W c,σ
Z
(λ) is also finite. Hence, the subgroup of W c,σ
Z
(λ) generated by
elements vφ with a fixed
∑
j>0 rj is finitely generated.
In order to show that W c,σ
Z
(λ) is finitely generated, we will restrict the possibilities of
∑
j>0 rj to finitely
many distinct ones. Define the exponent of φ ∈ Ξ to be e(φ) = max{kj | j > 0}, observe that 0 ≤ e(φ) ≤ d(φ
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and let
Ξd,e = {φ ∈ Ξ | d(φ) = d, e(φ) = e}, Ξd =
⋃
0≤e≤d
Ξd,e,
Ξ′ = {φ ∈ Ξ | φ(j) = (βj , rj , kj), rj < dβjλ(hβj ,0) for all j ∈ Z>0},
W ′ =
∑
φ∈Ξ′
Zvφ ⊆W c,σZ (λ), Wd =
∑
φ∈Ξd∩Ξ′
Zvφ ⊆W ′,
where dβj =
{
2, if g ∼= A2n and βj ∈ Rsh,
1, else.
In order to finish the proof, we will show that W ′ = W c,σ
Z
(λ).
In fact, we will use induction on d and e in order to show that vφ ∈ W ′ for all φ ∈ Ξd,e, d, e ≥ 0.
If d(φ) = e(φ) = 0, then vφ = v ∈ W ′. Assume that d(φ) > 0 and that the statement holds for all
φ′ ∈ (∪d<d(φ)Ξd) ∪ (∪e<e(φ)Ξd(φ),e). The proof splits into two cases, according to whether e(φ) = d(φ) or
not.
Suppose e(φ) < d(φ), in which case vφ = (x
−
β1,−r1
⊗ tr1)(k1) · · · (x−βn,−rn ⊗ trn)(kn)v for some n > 1 and
k1, . . . , kn 6= 0. By induction hypothesis, (x−β2,−r2 ⊗ tr2)(k2) · · · (x−βn,−rn ⊗ trn)(kn)v ∈ W ′. Thus, without loss
of generality, we will assume that rj < dβjλ(hβj ,0) for all j ∈ {2, . . . , n}. Using Lemma 1.2 repeatedly to
commute (x−β1,−r1 ⊗ tr1)(k1) with (x−β2,−r2 ⊗ tr2)(k2), . . . , (x−βn,−rn ⊗ trn)(kn), and induction hypothesis on the
terms of hyperdegree strictly less than d(φ), we obtain that
vφ +W
′ = (x−β2,−r2 ⊗ tr2)(k2) · · · (x−βn,−rn ⊗ trn)(kn)(x−β1,−r1 ⊗ tr1)(k1)v +W ′.
By induction hypothesis, (x−β1,−r1 ⊗ tr1)(k1)v ∈ W ′. Since r2 < dβ2λ(hβ2,0), . . . , rn < dβjλ(hβn,0), it follows
that
(x−β2,−r2 ⊗ tr2)(k2) · · · (x−βn,−rn ⊗ trn)(kn)(x−β1,−r1 ⊗ tr1)(k1)v ∈ W ′.
Hence, vφ ∈ W ′.
Now, suppose e(φ) = d(φ), in which case vφ = (x
−
β,−r ⊗ tr)(d)v. Also suppose that r ≥ dβλ(hβ,0). We will
split the rest of this proof into four cases:
Case 1: Assume g 6∼= A2n and β ∈ Rsh or g ∼= A2n and β ∈ Rlg. Our goal is to show that (x−β,−r⊗tr)(d)v ∈ W ′
for all d, r ∈ N with r ≥ dβλ(hβ,0). Replacing k = l + d, r = 0, s = 1 in Lemma 1.4(a) we get
(x+β,−1 ⊗ t)(l)(x−β,0 ⊗ 1)(l+d)v = (−1)l

∑
r≥0
(x−β,−r ⊗ tr)ur+1
(d)

l+d
v.
Since (x−β,0 ⊗ 1)(κ)v = 0 for all κ > λ(hβ,0), it follows that this last equality is zero for all l ≥ λ(hβ,0). Thus
(3.1)
∑
r1n1+···+rdnd=l
n1+···+nd=d
(x−β,−r1 ⊗ tr1)(n1) . . . (x−β,−rd ⊗ trd)(nd)v = 0.
Set l = d(λ(hβ,0) + l
′), l′ ≥ 0. Since, from the case e(φ) < d(φ),
(x−β,−r1 ⊗ tr1)(d1) . . . (x−β,−rd′ ⊗ t
rd′ )(dd′)v ∈ W ′
for all d′ > 1, it follows, from Equation (3.1), that (x−β,−r ⊗ tλ(hβ,0)+l
′
)(d)v ∈ W ′ for all l′ ≥ 0.
Case 2: Assume g 6∼= A2n and β ∈ Rlg. Here our goal is to show that (x−β,0 ⊗ tr)(d)v ∈ W ′ for all d ∈ N and
r ∈ mN with r ≥ λ(hβ,0). Replacing k = l + d, r = 0, s = 1 in Lemma 1.4(b) we get
(x+β,0 ⊗ tm)(l)(x−β,0 ⊗ 1)(l+d)v = (−1)l

∑
r≥0
x−β,0 ⊗ tmrur+1
(d)

l+d
v.
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Since (x−β,0 ⊗ 1)(κ)v = 0 for all κ > λ(hβ,0), it follows that this last equality is zero for all l ≥ λ(hβ,0). Thus
(3.2)
∑
r1n1+···+rdnd=l
n1+···+nd=d
(x−β,0 ⊗ tmr1)(n1) . . . (x−β,0 ⊗ tmrd)(nd)v = 0,
and the conclusion follows as in the previous case.
Case 3: Assume g ∼= A2n and β ∈ 2Rsh. For this case our goal is to show that (x−β,−r ⊗ tr)(d)v ∈ W ′ for
all d, r ∈ N with r ≥ dβλ(hβ,0) and r an odd number. It is achievable proceeding in a similar way to the
previous cases by using Lemma 1.4(c)(ii).
Case 4: Assume g ∼= A2n and β ∈ Rsh. Our goal is to show that (x−β,−r ⊗ tr)(d)v ∈ W ′ for all d, r ∈ N with
r ≥ dβλ(hβ,0). The procedure with r even is done by using Lemma 1.4(c)(i) also in a similar way to the
other cases. Finally, the case with r odd follows by Lemma 1.4(c)(iii) and by using the conclusion of Case
3. 
Corollary 3.4. For any λ ∈ P+0 and ℓ > 0, W c,σF (λ) and DσF (ℓ, λ) are finite-dimensional.
Proof. Recall that W c,σ
F
(λ) ∼= F⊗Z W c,σZ (λ). Since W c,σZ (λ) is finitely generated, the dimension of W c,σF (λ)
is at most the number of generators of W c,σ
Z
(λ). Now recall that Dσ
Z
(ℓ, λ) is a quotient of W c,σ
Z
(λ), for all
ℓ > 0 and λ ∈ P+0 . Since W c,σZ (λ) is finitely generated, it follows that DσZ(ℓ, λ) is also finitely generated.
Finally, recall that Dσ
F
(ℓ, λ) ∼= F⊗ZDσZ(ℓ, λ), and, since DσZ(ℓ, λ) is finitely generated, it follows that DσF (ℓ, λ)
is also finite-dimensional. 
3.2. The category of Z-graded finite-dimensional UF(g[t]
σ)-modules. Let GσF be the category of Z-
graded finite-dimensional UF(g[t]
σ)-modules. Given a module V in GσF , let V [r] denote its r-th graded piece,
and given s ∈ Z, let τsV be the module in GσF satisfying (τsV )[r] = V [r − s] for all r ∈ Z. For each finite-
dimensional UF(g0)-module V , let ev0 V be the module in G
σ
F obtained by inflating the action of UF(g0)
to UF(g[t]
σ) by setting UF(g[t]
σ
+)V = 0. For each r ∈ Z, set evr = τr ◦ ev0, and for each λ ∈ P+0 , set
VF(λ, r) = evr VF(λ).
Theorem 3.5.
(a) If V is a simple module in GσF , then V is isomorphic to VF(λ, r) for a unique (λ, r) ∈ P+0 × Z.
(b) For every λ ∈ P+0 , W c,σF (λ) is in GσF .
(c) Let λ ∈ P+0 . If V is a module in GσF generated by a nonzero vector v satisfying
(3.3) UF(n
+[t]σ)0v = UF(h[t]
σ
+)
0v = 0 and hv = λ(h)v for all h ∈ UF(h0),
then V is a quotient of W c,σ
F
(λ).
Proof. To prove part (a), suppose V [r], V [s] 6= 0 for some s < r ∈ Z. In that case, ⊕k≥rV [k] would be
a proper submodule of V , contradicting the fact that it is simple. Thus there must exist a unique r ∈ Z
such that V [r] 6= 0. Since uv ∈ V [s], s > r, for all u ∈ UF(g[t]σ+)0 and v ∈ V = V [r], it follows that
UF(g[t]
σ
+)
0V = 0. Thus V is in fact the inflation of a simple UF(g0)-module; that is, V
∼= VF(λ, r) for some
λ ∈ P+0 and r ∈ Z.
Part (b) follows directly from Corollary 3.4.
To prove part (c), observe that the UF(g0[t])-submodule V
′ = UF(g0[t])v ⊆ V is a graded, finite-
dimensional, highest-weight module of highest weight λ. Thus V ′ is a quotient of the graded Weyl module for
UF(g0[t]) of highest weight λ. Using Lemma 1.1, the statement follows by comparing the defining relations
of W c,σ
F
(λ) with those in (3.3). 
3.3. Joseph-Mathieu-Polo relations for Demazure modules. We now explain the reason why we call
Dσ
F
(ℓ, λ) Demazure modules. In order to do that, we need the concepts of weight vectors, weight spaces,
weight modules and integrable modules for UF(gˆ
′) which are similar to those for UF(g0) (cf. Subsection 2.1)
by replacing P0 by Pˆ
′. Also, using an analogue of (1.8), we obtain an inclusion Pˆ ′ →֒ UF(hˆ
′
)∗. Let V be a
Z-graded UF(gˆ
′)-module whose weights are in Pˆ ′. As before, let V [r] denote the r-th graded piece of V . For
µ ∈ Pˆ , say µ = µ′ + nδ with µ′ ∈ Pˆ ′, n ∈ Z, denote
Vµ = {v ∈ V [n] | hv = µ′(h)v for all h ∈ UF(hˆ
′
)} and wt(V ) = {µ ∈ Pˆ | Vµ 6= 0}.
The next result is a partial twisted affine analogue of Theorem 2.1.
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Theorem 3.6. Let V be a graded UF(gˆ
′)-module.
(a) If V is integrable, then V is a weight-module and wt(V ) ⊆ Pˆ . Moreover, dimVµ = dimVwµ for all
w ∈ Ŵ, µ ∈ Pˆ .
(b) If V is a highest-weight module of highest weight λ ∈ Pˆ+, then dim(Vλ) = 1 and Vµ 6= 0 only if µ ≤ λ.
Moreover, V has a unique maximal proper submodule and, hence, also a unique irreducible quotient. In
particular, V is indecomposable.
(c) Let Λ ∈ Pˆ+ and n = Λ(d). Then, the UF(gˆ′)-module M̂F(Λ) generated by a vector v of degree n satisfying
the defining relations
UF(nˆ
+)0v = 0, hv = Λ(h)v and (x−α,0)
(k)v = 0, for all h ∈ UF(hˆ
′
), α ∈ R+0 , k > Λ(hα,0),
is nonzero and integrable. Furthermore, every integrable highest-weight module of highest weight Λ is a
quotient of M̂F(Λ). 
Given Λ ∈ Pˆ+, traditionally, a Demazure module is defined to be the UF(bˆ
′+
)-submodule V w
F
(Λ) ⊆ M̂F(Λ)
generated by the weight space M̂F(Λ)wΛ for some w ∈ Ŵ (cf. [Mat89, FL07, Nao12, FK13]). Our focus is on
Demazure modules that are stable under the action of UF(g0). Since V
w
F
(Λ) is defined as a UF(bˆ
′+
)-module,
it is stable under the action of UF(g0) if, and only if,
(3.4) UF(n
−
0 )
0M̂F(Λ)wΛ = 0.
In particular, since V w
F
(Λ) is an integrable UF(g0)-module, it follows that (wΛ)(hα,0) ≤ 0 for all α ∈ R+0 .
Conversely, using the exchange condition for Coxeter groups (see [Hum90, Section 5.8]), for all i ∈ Iˆ, we
have
(xεαi )
(k)M̂F(Λ)wΛ = 0 for all k > 0,
where ε = + if wΛ(hαi) ≥ 0 and ε = − if wΛ(hαi) ≤ 0. Thus, if wΛ(hα,0) ≤ 0 for all α ∈ R+0 , then V wF (Λ)
is UF(g0)-stable.
Henceforth, assume that (wΛ)(hα,0) ≤ 0 for all α ∈ R+0 , and observe that this implies that wΛ must have
the form
(3.5) wΛ = ℓΛ0 − λ+ nδ for some λ ∈ P+0 , n ∈ Z, and ℓ = Λ(c) ≥ 0.
Conversely, given ℓ ∈ Z≥0, λ ∈ P+0 and n ∈ Z, since Ŵ acts simply transitively on the set of alcoves of hˆ
∗
(see [Hum90, Theorem 4.5.(c)]), there exists a unique Λ ∈ Pˆ+ such that ℓΛ0−λ+nδ ∈ ŴΛ. Thus, if w ∈ Ŵ
and Λ ∈ Pˆ+ are such that
(3.6) wΛ = ℓΛ0 − λ+ nδ,
then V w
F
(Λ) is UF(g0)-stable. Henceforth, we fix w, Λ, λ and n as in (3.6). Notice that, if γ = ±α+sδ ∈ Rˆ+,
α ∈ R+0 , s ≥ 0, then
wΛ(hγ) =
{
∓δs,1λ(hα
2
,0) + sℓrˆ
∨
α , if g
∼= A2n and α ∈ 2Rsh,
∓λ(hα,0) + sℓrˆ∨α , otherwise.
The following lemma is a rewriting of [Mat89, Lemme 26] using the above fixed notation. (Compare it
with [FL07, Theorem 1], [FK13, Proposition 4.8] and [BMM15, Lemma 3.5.3].)
Lemma 3.7. The UF(g[t]
σ)-module V w
F
(Λ) is isomorphic to a UF(g[t]
σ)-module generated by a vector v of
degree n satisfying the following defining relations:
UF(n
−[t]σ)0v = UF(h[t]
σ
+)
0v = 0, hv = −λ(h)v for all h ∈ UF(h),(3.7)
(x+α,−s ⊗ ts)(k)v = 0 for all α ∈ R+0 , s ≥ 0,
k >
{
max{0, δs,1λ(hα
2
,0)− sℓrˆ∨α}, if g ∼= A2n and α ∈ 2Rsh,
max{0, λ(hα,0)− sℓrˆ∨α}, otherwise.
The following is the main result of this subsection.
Proposition 3.8. The graded UF(g[t]
σ)-modules V w
F
(Λ) and Dσ
F
(ℓ, λ, n) are isomorphic.
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Proof. It suffices to prove the statement for n = 0 and, thus, for simplicity, we assume that this is the case.
First, we will show that V w
F
(Λ) is a quotient of Dσ
F
(ℓ, λ). Let µ = ℓΛ0 + λ. Since M̂F(Λ) is integrable and
V w
F
(Λ) is a UF(g0)-submodule of M̂F(Λ), it follows from Theorem 3.6(a) that
dimV wF (Λ)µ = dimV
w
F (Λ)w0µ = dim M̂F(Λ)wΛ = dim M̂F(Λ)Λ = 1.
Hence there exists a nonzero vector v ∈ V w
F
(Λ)µ, which is extremal and generates V
w
F
(Λ). Since v is an
extremal weight vector of weight µ in M̂F(Λ), we have, for all positive real roots γ ∈ Rˆ+,
(3.8) (x+γ )
(k)v = 0 for all k > max{0,−µ(hγ)}.
In particular, by taking γ = α+ sδ with α ∈ R+−s and s ≥ 0, we obtain that
−µ(hγ) = −δs,1λ(hα
2
,0)− ℓrˆ∨αs ≤ 0, in case g ∼= A2n and α ∈ 2Rsh,
−µ(hγ) = −λ(hα,0)− ℓrˆ∨αs ≤ 0, in every other case.
This implies that (x+α,−s ⊗ ts)(k)v = 0 for all k > 0, s ≥ 0, α ∈ R+−s. Thus UF(n+[t]σ)0v = 0. Similarly, by
taking γ = −α+ sδ with α ∈ R+−s and s ≥ 0, we obtain that
−µ(hγ) = δs,1λ(hα
2
,0)− ℓrˆ∨αs ≤ 0, in case g ∼= A2n and α ∈ 2Rsh,
−µ(hγ) = λ(hα,0)− ℓrˆ∨αs ≤ 0, in every other case.
This implies that (x−α,−s ⊗ ts)(k)v = 0 for all k > max{0, δs,1λ(hα2 ,0) − ℓrˆ∨αs}, in case g ∼= A2n, α ∈ 2Rsh,
and implies that (x−α,−s⊗ ts)(k)v = 0 for all k > max{0, λ(hα,0)− ℓrˆ∨αs} in every other case. These vanishing
conditions for (x−α,−s ⊗ ts)(k)v and (x+α,−s ⊗ ts)(k)v, together with Lemma 1.4 imply that UF(h[t]σ+)0v = 0.
Thus, v is a generator of V w
F
(Λ) satisfying the defining relations (2.1). This implies that V w
F
(Λ) is a quotient
of Dσ
F
(ℓ, λ).
It now suffices to show that dimDσ
F
(ℓ, λ) ≤ dimV w
F
(Λ). In fact, we will show that D′, the pull-back of
Dσ
F
(ℓ, λ) by ψ, is a quotient of V w
F
(Λ). Let this time v be a nonzero generator in Dσ
F
(ℓ, λ)λ and v
′ denote
v when regarded as an element of D′. Since UF(n
+[t]σ)0v = 0 and ψ
(
UF(n
−[t]σ)0
)
= UF(n
+[t]σ)0, it follows
that UF(n
−[t]σ)0v′ = 0. Since ψ restricts to an automorphism of UF(h[t]
σ
+) and UF(h[t]
σ
+)
0v = 0, then
UF(h[t]
σ
+)
0v′ = 0. Moreover, since hv = λ(h)v for all h ∈ UF(h), (1.9) implies that hv′ = −λ(h)v′ for all
h ∈ UF(h). Finally, the defining relations (2.1) for v and (1.7) imply that
(x+α,s ⊗ ts)(k)v′ = (x−α,s ⊗ ts)(k)v = 0 for all α ∈ R+0 , s ≥ 0, k > max{0, δs,1λ(hα2 ,0)− sℓrˆ∨α},
in case g ∼= A2n and α ∈ 2Rsh, and imply that
(x+α,s ⊗ ts)(k)v′ = (x−α,s ⊗ ts)(k)v = 0 for all α ∈ R+0 , s ≥ 0, k > max{0, λ(hα,0)− sℓrˆ∨α},
in every other case. Thus v′ satisfies the defining relations of the generator of V w
F
(Λ) given in Lemma 3.7.
This shows that D′ is a quotient of V w
F
(Λ). Therefore, dimDσ
F
(ℓ, λ) = dimD′ ≤ dimV w
F
(Λ). 
4. Main results
4.1. Connection between twisted Weyl modules and twisted Demazure modules. In this section
we will show that almost all Weyl modules are isomorphic to certain Demazure modules.
The following lemma will be used in Theorem 4.2.
Lemma 4.1. [JM14, Proposition 2.5.4]. Let m ∈ Z≥0 and let v be a nonzero vector of weight mω1 of the
UF(sl2[t])-module W
c
F
(m). Then, (x−α1 ⊗ tr)(k)v = 0 for all r ∈ Z≥0, k > max{0,m− r}. 
Theorem 4.2. Suppose g is of type A
(2)
2l−1, D
(2)
l+1, E
(2)
6 or D
(3)
4 . Then, we have and isomorphism of UF(g[t]
σ)-
modules
W c,σ
F
(λ) ∼= DσF (1, λ)
Proof. It follows from the definitions in Section 2.2 that the Demazure module Dσ
F
(1, λ) is a quotient of the
the Weyl module W c,σ
F
(λ). By comparing the defining relations in Lemma 3.7 and Definition 2.2, to prove
that these modules are isomorphic it is suffices to show that the generator of the Weyl module is subject to
the following relations:
(x+α,−s ⊗ ts)(k)v = 0 for all α ∈ R+0 , s ≥ 0, k > max{0, λ(hα,0)− srˆ∨α}
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Notice that these relations are equivalent to:
(4.1) (x+α,−j ⊗ tms+j)(k)v = 0
for all α ∈ R+0 , 0 ≤ j ≤ m− 1, s ≥ 0, k >
{
max{0, λ(hα,0)− s}, if α is long
max{0, λ(hα,0)− (ms+ j)}, if α is short .
Let α ∈ R+0 be a long root and V = UF(sl2,α[tm]) · v ⊆W c,σF (λ). Notice that v is a cyclic generator for V
and satisfies the defining relations of of the nontwisted graded Weyl UF(sl2[t])-module W
c
F
(λ(hα,0)ω1). Thus,
we conclude that V is a quotient W c
F
(λ(hα,0)ω1). In particular, by Lemma 4.1, v satisfies the relations
(4.2) (x−α1 ⊗ ts)(k).v = 0 for all s ∈ Z≥0 and k > max{0, λ(hα1)− s}.
Now, by Lemma 1.1 we obtain
(x−α,0 ⊗ tms)(k) · v = 0 for all s ∈ Z≥0 and k > max{0, λ(hα,0)− s}.
Finally, suppose α is a short root and consider the UF(sl2,α[t])-submodule V = UF(sl2,α[t]) · v ⊆W c,σF (λ). In
a similar fashion as above we can use Lemma 1.1 to conclude that V is a quotient of W c
F
(λ(hα,0)ω1) and,
therefore, v satisfies the relations in (4.2). So, by using the isomorphism in Lemma 1.1 we obtain
(x+α,−j ⊗ tms+j)(k)v = 0 for all α ∈ R+0 , 0 ≤ j ≤ m− 1, s ≥ 0, k > max{0, λ(hα,0)− (ms+ j)}. 
4.2. Connection between twisted and untwisted Weyl modules. In this section we will show that
the twisted Weyl modules can be realized as modules for the hyper current algebra constructed from certain
untwisted Weyl modules. The version of this result for hyper loop algebra was proved in [BM14] and the
methods are completely different.
Suppose that char(F) 6= m. Denote by resUF(g[t])
UF(g[t]σ)
W c
F
(λ) the module obtained by regarding W c
F
(λ) as a
UF(g[t]
σ)-module via restriction of the action of UF(g[t]) to UF(g[t]
σ).
Theorem 4.3. There is an isomorphism res
UF(g[t])
UF(g[t]σ)
W c
F
(λ) ∼=W c,σF (λ) of UF(g[t]σ)-modules.
Proof. Let v ∈ W c
F
(λ) be a cyclic generator and W = UF(g[t]
σ)v ⊆ UF(g[t])v = W cF (λ). Under these
assumptions we have W = res
UF(g[t])
UF(g[t]σ)
W c
F
(λ). We will show that W is a quotient of W c,σ
F
(λ).
Firstly, from the defining relations of W c
F
(λ) and the construction of Cσ(O), we easily conclude that
UF(n
+[t]σ)0v = UF(h[t]
σ
+)
0v = 0.
It remains to show that
hv = λ(h)v and (x−α,0 ⊗ 1)(k)v = 0,
for all h ∈ UF(h0), α ∈ R+0 , and k > λ(hα,0). From Section 1.2, we have
λ(hα,0) =

λ(hα), if g is not of type A2n and α = σ(α),
λ(hα + hσ(α)), if g is not of type A2n and α 6= σ(α),
λ(2(hα + hσ(α))), if g is of type A2n and α |h0∈ Rsh,
and
hα,0v =

hαv, if g is not of type A2n and α = σ(α),
(hα + hσ(α))v, if g is not of type A2n and α 6= σ(α),
2(hα + hσ(α))v, if g is of type A2n and α |h0∈ Rsh,
which leads to hv = λ(h)v for all h ∈ UF(h0) due to the defining relations of W cF (λ). Also from Section 1.2
we have
(x−α,0 ⊗ 1)(k)v =

(x−α ⊗ 1)(k)v, if g is not of type A2n and α = σ(α),
((x−α + x
−
σ(α))⊗ 1)(k)v, if g is not of type A2n and α 6= σ(α),
(
√
2(x−α + x
−
σ(α))⊗ 1)(k)v, if g is of type A2n and α |h0∈ Rsh
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and supposing k > λ(hα,0), from the defining relations of W
c
F
(λ), we conclude that (x−α,0 ⊗ 1)(k)v = 0 for all
these cases, since the first case is direct, the second case follows by taking the binomial expansion
(x−α + x
−
σ(α))
(k) =
∑
k1,k2∈Z≥0
k1+k2=k
(x−α )
(k1)(x−
σ(α))
(k2)
where we observe that either k1 > λ(hα) or k2 > λ(hσ(α)) and x
−
α and x
−
σ(α) commutes, and the third case
follows from the expansion
(x−α + x
−
σ(α))
(k) =
∑
0≤n≤k
n≡2k
(−1
2
x−
α+σ(α))
( k−n
2
)
∑
k1,k2∈Z≥0
k1+k2=n
(x−α )
(k1)(x−
σ(α))
(k2)
and the fact that λ− 2α− 2σ(α) /∈ wt(W c
F
(λ)) for any α ∈ R+0 . 
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