Abstract. We consider light ray reflections in d-dimensional semi-infinite tube, for d ≥ 3, made of Lambertian material. The source of light is placed far away from the exit, and the light ray is assumed to reflect so that the distribution of the direction of the reflected light ray has the density proportional to the cosine of the angle with the normal vector. We present new results on the exit distribution from the tube, and generalizations of some theorems from an earlier article, where the dimension was limited to d = 2 and 3.
Introduction
This paper is a continuation of [BT16] , where Lambertian reflections in a semi-infinite tube were introduced and studied. A source of light was placed far away from the tube opening and the light reflected from the walls of the tube according to the Lambertian law (also known as the Knudsen law in the theory of gases). The main results were concerned with the properties of the light ray at the exit time. The paper [BT16] was mostly concerned with the 2-dimensional case although it contained some results in the 3-dimensional case. This paper is devoted to the d-dimensional case, for any d ≥ 3. The exit distribution is dramatically different in two dimensions from three dimensions. We will show that the exit distributions are similar in the qualitative sense for all d ≥ 3.
On the technical side, we will derive some new results about overshoot of random walks, arccosine distribution and products of random variables having this distribution, and distributions with regularly varying tails.
One of our main results is Theorem 6.4 which states that if the last position of the ray was at a large distance β form the exit of the tube, the exiting point of the ray is (approximately) uniformly distributed on the exiting disc. This is illustrated in Figure  1 . If we apply a filter on the exiting disc so that only the rays coming from the blue part of the tube are shown, the light on the exiting disc will be uniformly distributed. Results of a simulation illustrated in Figure 6 show that this is practically true when β = 3 and the source of light is at the distance 50 from the exiting disc.
Another of our main results is Theorem 7.1, the generalization of the brightness singularity result from [BT16] . Suppose that the light ray starts s units from the opening of the tube. Let v s be the unit vector representing the direction of the light ray at the exit time assuming it leaves the tube at the center of the opening. Let Consider an observer at the center of the opening of the tube, looking towards the interior of the tube. The theorem says that small annuli at the center of the field of vision, with the area of magnitude 1/s d−1 , receive about 1/s d−2 units of light. Hence, the apparent brightness is about s at the distance 1/s from the center, if the light source is s units away from the opening. This means that the surface of the tube does not appear to be Lambertian, i.e., the surface does not have uniform apparent brightness. This can be explained by the fact that not all parts of the surface of the tube receive the same amount of light.
A brief review of literature on random reflections is given in [BT16] ; we only mention here some of the papers in this area: [ABS13, CPSV09, CPSV10a, CPSV10b, Eva01] .
The paper is organized as follows. We present some results on random walks and arccosine distribution in Section 2. Section 3 contains a precise definition of Lambertian direction for a light ray and contains estimates of the exit distribution of the light ray from the tube in case there were no reflections inside the tube. The construction of the process of reflected light ray is given in Section 4. In the next section, Section 5, we included some precise results on the tail of the distribution of a single flight of light ray between reflections. Section 6 contains results on the exit distribution in the case when the last reflection is far from the exit, and the last section, Section 7, contains the rigorous statement and the proof of the brightness singularity result alluded to above.
Preliminaries
2.1. Stopped random walks. We will study a random walk {S n , n ≥ 0}, with S 0 = 0 and S n = S n−1 + X n for n ≥ 1, where {X n , n ≥ 1} is an i.i.d. sequence.
For s > 0 we let
We call O s the overshoot and U s the undershoot of the random walk S n at s. It is well known that h is a regularly varying function with index α if and only if it is of the form h(x) = x α L(x) where L is a slowly varying function. We will use the notation f ∼ g to indicate that lim x→a f (x)/g(x) = 1, where a will depend on the context.
The following theorem can be found in [BGT87, Thm. 1.5.2].
Theorem 2.2. Suppose that h : R + → R + is regularly varying with index α < 0. Then for every a > 0, the limit in (2.2) is uniform in x ∈ [a, ∞).
Theorem 2.3. Let S 0 = 0, S n = X 1 + . . . + X n , where (X n ) is a sequence of continuous i.i.d. random variables such that x → P(X 1 > x) is regularly varying with index −α < 0. Then for ε ∈ (0, 1) and t ∈ [0, 1],
Remark 2.4. Statement (2.3) is written in the form that we will use later. It can be reformulated as follows. For x ≥ 1,
Proof of Theorem 2.3. We need to check whether P(S Ns−1 ≤ s(1 − ε)) > 0 for s > 0 so that (2.3) makes sense. For ε ∈ (0, 1), we have
For any ε ≥ 1, there exists m such that mδ 2 > s(ε − 1). Then
By definition we have,
By Theorem 2.2, since 1 − u ≥ ε > 0, we have
2.2. Arccosine distribution. The arcsine distribution is well known for its many interesting properties, see, for example [AG80] . In this section we will study a similar distribution which we will call the arccosine distribution. We will need this material in Section 3 because we will study products of random variables of the form cos Φ 1 · · · cos Φ n where Φ 1 , . . . , Φ n are i.i.d. random variables with distribution U(−π/2, π/2) (uniform on (−π/2, π/2)). Let F = cos Φ, where Φ d = U(−π/2, π/2). We will call the distribution "arccosine" and we will use F to denote a random variable with this distribution in the rest of the paper. Note that F ∈ [0, 1], a.s.
Lemma 2.5. We have for x ∈ (0, 1),
The density of F is 2 π √ 1−x 2 for x ∈ (0, 1) and 0 otherwise. Furthermore, as x → 1 − ,
We omit the proof because it is elementary. Recall that 0!! = 1, 1!! = 1, and n!! = n · (n − 2)!! for integers n ≥ 2.
Proposition 2.6. Let (F k ) be an i.i.d. sequence of random variables distributed as F .
For n ≥ 1, we have P(
and for n ≥ 2 we have
Hence,
Proof. The claim holds for n = 1 by Lemma 2.5. Suppose n = 2. Then for
We now consider n ≥ 3 and assume that our claim holds for n − 1 and n − 2. The last asymptotic estimate yields for x → 1 − ,
The proposition now follows by induction. 
Light ray in cylinder
We will study a light reflection model in a semi-infinite d-dimensional cylinder, generalizing the setup introduced in [BT16] . Consider a semi-infinite cylinder in d dimensions
The cross sections will be denoted
. We will assume that the light ray reflects from the cylinder surface and stays inside the cylinder until it exits C, i.e., it crosses S 0 (see Figure 2 . for the case d = 3). The reflections will be Lambertian-we formalize this as follows.
• The ray starts at a point S 0 uniformly chosen in S −s for some s > 0. The initial velocity vector points into the interior of the cylinder and has the same distribution as the one at any reflection point, described below.
• Whenever the ray hits C, it reflects. The angle Θ between the reflected ray and the inner normal vector to the surface at the reflection point Q (see Figure 3 ) has the following density,
cos θ, for θ ∈ (−π/2, π/2), 0, otherwise.
• Given Θ, the distribution of the point of intersection of the (d − 1)-dimensional unit sphere centered at Q and projection of the reflected ray on the tangent hyper plane is uniformly distributed on the intersection of the sphere and the tangent hyperplane (see Figure 3 ). If V has the uniform distribution U(−1, 1) then it is easy to check that the following equalities hold in the sense of distribution,
Suppose that the light ray emanates from the point (−u, 0, . . . , 0, −1) for some u > 0. The tangent plane to the cylinder C at this point is {x : x d = −1} and the ray is moving in the direction of the random vector
where
, and R > 0. Let the infinite cylinder be denoted
Suppose that a light ray starts from a point x = (−u, 0, . . . , 0, −1) and moves in the direction v(R) given by (3.3). The ray will exit C at a point y whose distance from x is
Proof. We need to find R > 0 such that y = x + v(R) and y If a light ray starts at (−u, 0, . . . , 0, −1) and moves in the direction of the vector (3.3) then it is easy to check that it intersects the plane {x :
d−1 and let B(A) denote the family of Borel subsets of a set A.
The measures ρ u converge weakly, when u → ∞, to the measure ρ ∞ given by
It will suffice to prove that, as u → ∞,
This implies that for large enough u we have
Since Φ 1 , . . . , Φ d−2 and Θ are independent, we have for α > 0,
It follows from (3.2) that
This, (5.8) and (5.9) yield, for u → ∞,
Using the fact that I d−1 = I 2,...,2 , we obtain from (3.9) and the last formula,
As we let ε ↓ 0 the lemma follows from (5.7).
Corollary 3.3. As u → ∞, we have
Proof. The claim (3.13) follows from (3.9) and (3.12) when we set t 1 = . . .
Claim (3.14) now follows from (3.13) and Lemma 3.2.
Proposition 3.4. For all u > 0, Z u is a continous random vector with density f u continous at (0, . . . , 0). Further, we have as
Proof. It is easy to see from the definition that Z u has a continuous density. By (3.14) we have
The closed ball in R d−1 with center x and radius r will be denoted B r (x). We will write D = B 1 (0) and we will use λ d−1 to denote Lebesgue measure on R d−1 . The following result will help us estimate where the light ray exits the tube.
Proposition 3.5. The measure τ u defined by
converges weakly, as u → ∞, to the measure τ ∞ given by Given that the ray passes through the square, the probability that it passes through the rectangle is approximately t 2 3 t 2 /8 for large u.
Proof. Recall ρ ∞ defined in (3.7). We have 
Tha claim now follows from Portmanteau's theorem.
Proposition 3.6. Measure τ ∞ has the following properties.
Proof. By symmetry,
For part (b), we apply the change of coordinates (h 2 , . . . , h d − 1 + r) = (x 1 , . . . , x d ), and we obtain Γ d+1 2
We will analyze the trajectory of a light ray starting from (−u, y), where y is any point in S. For y ∈ S let U y be any unitary linear operator on R d−1 such that U y (0, . . . , −1) = y. The operator U y can be identified with an orthogonal matrix. We will use * to denote the transpose. In particular, U y * will denote the inverse operator to U y . Let
be the point where the light ray starting at (−u, y) intersects the plane {x : x 1 = 0}.
Remark 3.7. (i) It is easy to see that for A ∈ B(D), the probability P( Z u ∈ U y * (A)) is equal to P( Z u,y ∈ A). Hence, it depends on u, y and A but it does not depend on the choice of U y . (ii) It follows from the first part of the remark and Proposition 3.5 that for y ∈ S, probability measures P( Z u,y ∈ · | Z u,y ∈ D) converge weakly to the probability measure τ ∞ • U y * , as u → ∞.
Lemma 3.8. For y ∈ S and A ∈ B(D),
where Σ is a random vector uniformly distributed on S.
Proof. We have from (3.15),
This and the last displayed formula imply (3.17).
Fromula (3.18) follows from the fact that the integral in (3.17) becomes 0 since we are integrating over a symmetric surface.
Lemma 3.9. If A ∈ B(D) and λ d−1 (∂A) = 0 then P( Z u,y ∈ A| Z u,y ∈ D) converges uniformly to τ ∞ (U y * (A)), as u → ∞.
Proof. Let A△B denote the symmetric difference of sets A and B. It is elementary to prove that for any A ∈ B(D) and δ > 0 there exists
It is easy to see that there exists c 1 < ∞ such that for every u ≥ 1, the density of the measure P( Z u ∈ · | Z u ∈ D) is bounded above by c 1 (a formal proof could be based on ideas used in the proof of Lemma 3.2).
Fix any A ∈ B(D) and δ 1 > 0. Find ε > 0 so small that if U : D → D is an isometry satisfying |U(x) − x| < ε then λ d−1 (U(A)△A) < δ 1 /c 1 . Suppose that y, z ∈ S and |y − z| < ε. Then there exists an isometry U : D → D such that U(y) = z and |U * (x) − x| < ε for all x ∈ D. We now use Remark 3.7 (i) to see that
We see that the functions y → P( Z u,y ∈ A | Z u,y ∈ D) are equicontinuous for u ≥ 1.
The lemma now follows from the pointwise convergence of P( Z u,y ∈ A | Z u,y ∈ D) to τ ∞ (U y * (A)), as u → ∞, proved in Proposition 3.5 and Remark 3.7 (ii). 
Proof. It is easy to see that τ ∞ (U y * (A)) > 0 for every y ∈ S because λ d−1 (A) > 0. It follows from (3.17) that the function y → τ ∞ (U y * (A)) is continuous. Therefore, due to compactness of S, we have m := inf{τ ∞ (U y * (A)) : y ∈ S} > 0. Hence,
and by Lemma 3.9 we have uniform convergence.
Light ray reflections
In our model, the reflection points of a light ray form a Markov chain with the state space being the tube
. To simplify notation, we shift the coordinate system of our model so that the light source is located in the hyperplane {x : x 1 = 0}, and the end of the tube is located at {x : x 1 = s}, with s > 0.
We will now provide a formal description of our model. Let Σ be a random vector uniformly distributed on the
• Each of these sequences is i.i.d.;
• Θ (k) has the density
We define a Markov chain {S k , k ≥ 0} by setting S 0 = (0, Σ), and for k ≥ 1,
2 , (4.1)
, where:
• U From now on, we will use N s , O s and U s to denote random variables defined in (2.1), but relative to the random walk S Ns−1 + s − S
Ns − S
Ns−1 . 5. The tail of the step in x 1 direction
Proof. Note that (s,
We will study the distribution of the step X k = S k . To simplify notation, we will suppress k in the notation, for example, we will write X instead of X k . In view of (4.1) and (4.2), we may represent X as
where, as usual, Θ has density (3.1), Φ 1 , . . . , Φ d−2 are U(−π/2, π/2) and they are all independent.
Proposition 5.1. We have for x > 0,
In the 3-dimensional case we have for x > 0,
. We obtain from the representation given in (5.1),
The inequality
≤ 1 holds for v ∈ (0, 1) and fixed x > 0 if and only if v ≥ x √ 4+x 2 . Recall that V has the uniform distribution U (−1, 1) . Hence, we get
completing the proof of (5.2). In the 3-dimensional case we have
The following is the main result of this section.
Theorem 5.2. If the dimension of the space is d ≥ 3 then we have
Proof. The following formula is a reformulation of Proposition 2.6, (5.4)
We will show that
,1 ,1
Formula (5.5) follows from this and (5.6). It follows from (5.2), (5.4) and (5.5) that, as x → ∞,
Let f w (ε) := − 1 + ε(1 + ε)w + ε √ w and note that f w (0) = 1 and f
. We use the Dominated Convergence Theorem to obtain
(5.9)
The substitution y = √ w/2 leads to 1 2
This and the identity
We use this formula, (5.8) and (5.9) to see that
.
This and (5.7) imply that
follows from an application of the formulas Γ(d/2) = 2 Proof. By Corollary 5.3, X has a finite expectation. Since X is symmetric, EX = 0. Neighborhood recurrence of (S k ) implies that the process will eventually take a value larger than s, a.s. In other words, the light ray will exit the tube.
Recall the definition of U s and O s from (2.1). In dimension d ≥ 3 we have E[X 
The definition of D t (y 0 ), (5.10) and
Ns−1 )) = Λ(t). 
Ns−1 )) = ∞.
Proof. and (5.12).
(b) By (5.12),
Ns−1 ))
Part (b) now follows from Lemma 5.7 (c).
Proposition 5.9. For r ∈ (0, 1),
where Λ is given by (5.10).
Proof. Since B r (0) ⊂ D (1+r)/2 (y) \ D (1−r)/2 (y) for any y ∈ S, we obtain (5.13) by applying (5.12).
Proposition 5.10. For t ∈ (0, 1) and ε > 0 (5.14) lim
Ns−1 ) | S
Proof. The formula follows from (5.11) and Theorem 2.3.
Light ray exit distribution
In this section we discuss the asymptotic properties of the distribution of Y s , the light ray exit point, for large s.
The following formula follows from Lemma 4.2 and the construction given in Section 4, 
Recall from (3.5) that the ray started at (−u, 0, . . . , 0, −1) whose direction is governed by angles
It follows from (6.2) that
By Proposition 3.5 we have for s → ∞,
Proof. The result holds since Y s = U Ns−1 ≤ s − β(s)) converges weakly to the uniform distribution on D for every deterministic function β such that lim s→∞ β(s) = ∞.
The theorem is illustrated in Figures 1 and 6 . 
Using Lemma 4.1 (c) for T = k − 1, we obtain
Let Σ be a random vector uniformly distributed on S. By Proposition 3.10 and (3.18), for s → ∞,
Brightness singularity
It was shown in [BT16, Thm. 5.10] that there is an apparent brightness singularity at the center of the tube opening when the dimension is d = 3. We will now generalize that result to all dimensions d ≥ 3. Moreover, for every continuous function f and a compact subset K of (−∞, 0) we have
Proof. The formula (7.1) can be proved just like Lemma 5.11 in [BT16] . For (7.2) first note that there exist A < B < 0 such that K ⊂ (A, B 
