A multistate local CC2 response method for the calculation of analytic energy gradients with respect to nuclear displacements is presented for ground and electronically excited states. The gradient enables the search for equilibrium geometries of extended molecular systems. Laplace transform is used to partition the eigenvalue problem in order to obtain an effective singles eigenvalue problem and adaptive, state-specific local approximations. This leads to an approximation in the energy Lagrangian, which however is shown (by comparison with the corresponding gradient method without Laplace transform) to be of no concern for geometry optimizations. The accuracy of the local approximation is tested and the efficiency of the new code is demonstrated by application calculations devoted to a photocatalytic decarboxylation process of present interest.
A multistate local CC2 response method for the calculation of analytic energy gradients with respect to nuclear displacements is presented for ground and electronically excited states. The gradient enables the search for equilibrium geometries of extended molecular systems. Laplace transform is used to partition the eigenvalue problem in order to obtain an effective singles eigenvalue problem and adaptive, state-specific local approximations. This leads to an approximation in the energy Lagrangian, which however is shown (by comparison with the corresponding gradient method without Laplace transform) to be of no concern for geometry optimizations. The accuracy of the local approximation is tested and the efficiency of the new code is demonstrated by application calculations devoted to a photocatalytic decarboxylation process of present interest.
I. INTRODUCTION
Equilibrium and transition structures of molecules, which are stationary points on potential energy hypersurfaces, are of great interest in chemistry and physics. Knowledge about the energy hypersurfaces of the electronically ground and excited states is the basis for understanding or predicting photophysical processes, which are in the focus of various fields like material science or biochemistry. The gradient for geometry optimizations, i.e., the derivative of the energy with respect to nuclear displacements, can be calculated numerically or analytically, but numerical calculations are only applicable to small molecules. The pioneering work of Pulay for SCF calculations [1] [2] [3] was followed by the development of analytic ground state gradients for a variety of ab initio methods, amongst others configuration interaction (CI) [4, 5] , multiconfigurational SCF (MCSCF) [6, 7] , Møller-Plesset (MP) perturbation theory [8, 9] and Coupled Cluster theory (CC) [10] . Also gradients for local ground state methods have been presented, e.g. for MP2 [11, 12] and quadratic CI [13] . Ground state methods are well-established nowadays, while theoretical studies of electronically excited states at a reliable level of ab initio theory are still very challenging. Within time-dependent (TD) response theory, a widelyused framework for calculating excitation energies and properties of excited states, excitation energies are obtained as a property of the electronic ground state, namely as the poles of the frequency-dependent polarizability (FDP). The use of TD response theory is wellestablished for various wavefunction approaches, e.g. in the context of Hartree-Fock (TD-HF), density functional (TD-DFT) [14, 15] , or Coupled Cluster theory (TD-CC) [16] [17] [18] [19] . For traditional CC wavefunction ansätze an appropriate time-averaged quasienergy Lagrangian has to be specified as the basis of the related TD re- * martin.schuetz@chemie.uni-regensburg.de sponse theory [20] [21] [22] , in contrast to variational CC response approaches discussed recently [23, 24] . From the time-averaged quasienergy Lagrangian the linear response function, i.e., the FDP, is then obtained by differentiation. The equation-of-motion Coupled Cluster (EOM-CC) method [25] [26] [27] [28] [29] approaches excited states from the CI perspective, but has close relationships to TD-CC response. Excitation energies and densities of TD-CC response and EOM-CC are equivalent. Analytic energy gradients for excited states have been developed both for EOM-CC [30] [31] [32] and TD-CC [17, 33] . They compete against analytic TD-DFT gradients [34] [35] [36] , which are computationally cheaper, but often unreliable. If charge transfer (CT) states, Rydberg states or excitations of extended π systems are involved, TD-DFT methods often fail qualitatively [15, 37, 38] . The computationally cheapest CC model including dynamical correlation effects is the CC2 model [39] : amplitudes related to double substitutions are correct only to first order (w.r. to a Møller-Plesset (MP) partitioning of the Hamiltonian), yet the full exp (T 1 ) part of the CC ansatz is retained to provide partial orbital relaxation. The CC2 model provides rather accurate results for excited states, provided that they are dominated by singles substitutions. Analytic CC2 energy gradients have been developed for the ground state [40] [41] [42] and for excited states [43] . Compared to TD-DFT methods canonical TD-CC2, although being one of the cheapest CC models, is computationally rather expensive because of the steep scaling of the computational cost with molecular size N of O(N 5 ). In order to reduce the computational cost of TD-CC the density fitting approximation (DF) can be employed, which factorizes the electron repulsion integrals [44] [45] [46] . There are highly efficient CC2 and scaled opposite-spin (SOS) CC2 implementations using this approach for properties and analytic gradients of excited states [43, [47] [48] [49] [50] [51] . However, DF reduces only the prefactor, but not the scaling: DF-CC2 still scales as O(N 5 ). For a further reduction of the scaling local correlation methods have been proposed [52] [53] [54] [55] [56] [57] . Local methods use a basis of spatially localized orbitals, e.g. localized molecular orbitals (LMOs), and projected atomic orbitals (PAOs) to span occupied and virtual space, respectively, to benefit from the short-range nature of dynamic correlation in nonmetallic systems [58, 59] . The LMO pair list and the (pair specific) virtual spaces can then be restricted, the latter to subspaces of PAOs (domains). The a priori specification of such restrictions is rather straightforward for ground state amplitudes, but more intricate for eigenvectors of excited states, which can have Rydberg or charge transfer character [52, 54, 60, 61] . In the local CC2 response method based on the Laplace transform (LT), denoted as LT-DF-LCC2, just an effective eigenvalue problem in the space of the untruncated singles determinants has to be solved (as in the canonical case), the doubles part does not enter the Davidson diagonalization explicitly [54] [55] [56] [57] . State specific restricted pair-lists and PAO domains for the doubles are determined by analysis of the untruncated doubles part of the actual approximation to the eigenvector related to diagonal pairs. The approximations are respecified in every Davidson-refresh, thus they allow the eigenvectors to change their character during the Davidson process. LT-DF-LCC2 excitation energies, transition moments and first-order properties without orbital relaxation were implemented into the MOLPRO program package [62, 63] earlier and enable calculations for extended molecular systems consisting of hundred or more atoms [54] [55] [56] . This publication continues the work about orbital-relaxed first-order properties, which was presented recently [57] . In this work, analytic energy gradients with respect to nuclear displacements were developed for ground and excited states on the basis of the LT-DF-LCC2 method. The DF-LCC2 method without LT, which was presented earlier [52, 53] , does not feature state-specific and adaptive local approximations, but determines them by an a priori analysis of the untruncated CIS (configuration interaction singles) wavefunction. Moreover it has the disadvantage, that also the doubles eigenvalue equations have to be solved explicitly. Nevertheless, contrary to LT-DF-LCC2, where an approximated energy Lagrangian is used, the method without LT is based on the proper Lagrangian [57, 64] . For first-order properties it has been shown, that the use of the approximated Lagrangian in the LT-DF-LCC2 method does not cause problems. For geometry optimizations the effects of the approximation are expected to be larger, thus this aspect is also explored in this work. The outline of the paper is as follows: First the working equations for the implementation of the gradients are derived for the ground state and singlet and triplet excited states (sec. II). The accuracy of the local approximations is then explored. Finally, as an illustrative application example, excited state geometry optimizations of two molecules were carried out, which are of relevance for a photocatalytic decarboxylation reaction of present interest and consist of more than fifty atoms.
II. THEORY
Einstein convention is employed in the following, i.e., repeated indices are implicitly summed up; summations are only written explicitly, if we consider it to be necessary for clarity. As in earlier publications the formalism is derived for an orthonormal basis of localized occupied and canonical virtual molecular orbitals (MO) and the transformation to the basis of nonorthogonal PAOs is performed a posteriori [12, 57] . The MOs are expanded in an AO-basis χ µ with metric S AO µν = χ µ |χ ν ,
The composite coefficient matrix C = (L|C v ) concatenates the LMO coefficient matrix L and the coefficient matrix of the canonical virtuals C v . For LMOs and canonical virtuals we use indices i, j, ..., and a, b, ..., respectively. General molecular orbitals are indexed by m, n, ..., and PAOs by r, s, ... The coefficient matrix P for the PAOs is given by
implicitly defining the matrix Q, which transforms from canonical to PAO basis. For the metric S of the PAOs one then obtains
In order to reduce the computational cost density fitting [44] [45] [46] is employed to decompose the four-index integrals into three-index objects, i.e.,
with capital letters P, Q indexing auxiliary fitting functions. J P Q = (P |Q) is an element of the Coulomb metric of the fitting functions. The work presented in this publication is based on the preliminary work about orbital-relaxed properties in the context of the LT-DF-LCC2 method, which can be found in Ref. 57 . We will refer to that article in the following whenever it would be too lengthy to reiterate the details in the present contribution.
A. Ground state
Lagrangian
The gradient for the local CC2 ground state energy contains terms from the underlying HF calculation, which are obtained starting from the Lagrangian for the HF energy
The second term of the Lagrangian contains the orthonormality condition for the coefficients ((C † S AO C) ij = δ ij ) with the Fock matrix elements f ij as corresponding Lagrange multipliers. The terms resulting from the derivative of L HF 0 with respect to nuclear displacements are added a posteriori to the CC2 correlation contributions to obtain the full gradient for the local CC2 ground state energy. The CC2 model, which was proposed by Christiansen et al. [39] , is an approximation to the CCSD model. The CC2 correlation energy is calculated as
where |0 is the Hartree-Fock reference determinant, H the normal-ordered Hamiltonian, and T the cluster operator containing single and double excitations, i.e.,
with excitation operators τ and related amplitudes t. For singlet substitutions, as they occur for the electronic ground state and singlet excited states, τ is defined as
in terms of the elementary second quantization creation and annihilation operators a † and a (the index iα implies a spin orbital related to a spatial LMO i times spin function α, etc.). Operators decorated by a hat represent operators similarity transformed with the exponential of the singles cluster operator T 1 , e.g.Ĥ = exp(−T 1 )H exp(T 1 ). A consequence of the similarity transformed operators is the occurrence of dressed integrals,
with the coefficient matrices Λ p and Λ h in LMO/PAObasis defined as
(10) The CC2 amplitudes are determined by the equations
μ 1 | and μ 2 | are contravariant configuration state functions projecting onto the singles and doubles manifold [65] and F is the Fock operator. The local CC2 Lagrangian for the ground state correlation energy E CC2 0 is defined as
It includes the amplitude equations (Ω µi = 0), the localization conditions (r ij = 0), the Brillouin condition (f ai = 0), and the orthonormality condition (C † S AO C = 1). The related multipliers areλ 
By choosing Pipek-Mezey localization [66] the conditions r ij become
with the matrix S A being defined as
The summation over µ is restricted to basis functions centered on atom A. The Lagrangian is required to be stationary with respect to all parameters. Differentiation of L CC2 0 w.r. to the CC amplitudes t yields the equations for the multipliersλ 0 ,
with the Jacobian
and
For the working equations we refer to Ref. 55 . Differentiation of L CC2 0 w.r. to orbital variations yields the orbital z-vector equations [67] , from which the multipliers z 0 , z loc,0 , and x 0 are obtained [12, 57, 68] . The variations of the orbitals in the presence of the perturbation V 0 are described by the coefficient matrix
where C(0) are the coefficients of the optimized orbitals without perturbation and the matrix O(V 0 ) describes the rotation of the orbitals caused by V 0 , with O(0) = 1. The derivative of the Lagrangian with respect to the variation can be partitioned into four contributions,
with
The stationarity of L CC2 0 w.r. to orbital variations, and the relation x 0 = x 0 † are exploited to obtain the linear z-vector equations,
from which z 0 and z loc,0 are obtained. The permutation operator P pq permutes the orbital indices p and q. As shown in Ref. 12 , the z-vector equations can be further decoupled into the Z-CPL (coupled perturbed localization), and the Z-CPHF (coupled perturbed HartreeFock) equations. The former have to be solved first, since the Lagrange multipliers z loc,0 , which are the solutions of the Z-CPL equations, do appear in the Z-CPHF equations, which, in turn, determine the multipliers z 0 . The multipliers x 0 can then be expressed as
The quantitiesB(z 0 ) and b(z loc,0 ) are identical to the quantitiesÃ, and a(z loc ) given explicitly in Eqs. (29) 
and D ξ (λ 0 ) and d ′ as defined there.
Gradient
The LCC2 ground state gradient L q 0 is obtained by differentiating the Lagrangian L 0 with respect to the nuclear displacement q,
Employing the definitions of the undressed and dressed fock matrices, (27) the gradient L q 0 can be written in terms of the derivative AO integrals h q µν , (µν|ρσ) q and S q µν . Sorting the resulting terms according to the derivative AO integrals yields the working equation for the gradient in LMO/PAO basis,
where the density fitting (DF) approximation,
has been applied, cf. Eq. (4). The densities d HF and D 0 are defined as
with the composite coefficient matrix C loc = (L|P). For a detailed discussion about D 0 we refer to section IID in our publication about orbital-relaxed properties (Ref. , and terms resulting from the dependency of the transformation matrix Q on the AO overlap matrix. Details and the working equations can be found in appendix B. Moreover the derivatives of the localization criterion r ij , (31) are contracted with the derivative AO overlap integrals S q µν . δ µ∈A restricts the index µ to AOs on atom A.
B. Singlet excited states
Lagrangian
The local orbital-relaxed CC2 Lagrangian L f ′ for the singlet excited state f ′ is the sum of the Lagrangian L 0 for the ground state energy and the Lagrangian L f for the excitation energy,
To obtain the excitation energy ω f =L f AR f , with the contravariant left eigenvectorL f and the covariant right eigenvector R f , the left and right eigenvalue equations for the Jacobian A,
have to be solved (M is the metric of contra-and covariant CSFs). The CC2 Jacobian for singlet excited states takes the form
The second term of L f in Eq. (32) is the condition for the ground state amplitudes. The third term enforces the orthogonality of left and right eigenvector. The remaining terms represent the localization, Brillouin and orbital-orthogonality conditions, respectively. For conciseness the state index f is omitted forL, R, and ω in the following. Differentiation of the Lagrangian L f w.r. to the amplitudes t yields the equation for the multipliers λ f , for the working equations we refer to Ref. 55 . Analogously to the ground state, stationarity of L f w.r. to orbital variations, i.e.,
yields the orbital z-vector equations,
which correspond to Eq. (22) for the ground state, and a set of equations for the multipliers x f ,
corresponding to Eq. (23). Eq. (36) again decouples into the Z-CPL equations determining z loc,f , and the Z-CPHF equations determining z f . Apart from a different right hand side these equations are equivalent to those of the ground state. The quantitiesB(z f ) and b(z loc,f ) are defined according to Eq. (21), and B f as
The working equations for B f can be found in Ref. 57 , Eq. (41) and Eqs. (B3-B5), respectively.
Gradient
Analogously to the ground state the differentiation of the Lagrangian L f ′ with respect to nuclear displacements employing Eqs. (27) and (29) 
For the latter, we obtain by sorting the terms according to the AO derivative integrals the working equations in LMO/PAO basis as
For compactness, we split the intermediates, which are contracted with the derivative integrals (µν|P ) q and J 
C. Triplet excited states
Lagrangian
Triplet states for canonical CC2 response were introduced in Ref. 49 . They were also discussed in the context of the LT-DF-LCC2 method [56, 57] . For triplet substitutions the excitation operators τ are defined as
The triplet double substitution operators τ ab ij are linearly dependent and to get rid of these redundancies sym-metrized operators of the form
are introduced. Thus symmetrized doubly excited ket and bra CSFs for triplet states are defined as
and triplet singles-and doubles cluster operators U 1 and U 2 as
The Jacobian A for triplet excited states takes the form
Solving the eigenvalue problems of Eq. (33) with this Jacobian yields the excitation energies and left and right eigenvectors for triplet excited states. Recall that the cluster operator T refers to the ground state and therefore contains singlet excitation operators.
Gradient
As for the singlet excited state gradient, L 
The triplet specific quantity X f , which is contracted in Eq. (40) with the AO derivative overlap integral matrix S q , is discussed in appendix B.
D. Hybrid method (LT-)DF-LCC2
So far no distinction was made, whether Laplace transform was used for solving the eigenvalue equations or not. The derived equations are valid for both the DF-LCC2 and the LT-DF-LCC2 method. For details about the two methods we refer to Refs. 52-55. In the case of DF-LCC2 the Lagrangians L 0 and L f are the proper energy Lagrangians. But as discussed in detail in Ref. 64 for the LT-LMP2 method, they are only approximations to the exact energy Lagrangians, if Laplace transforma-tion is employed. Nevertheless they are used, because the proper LT-DF-LCC2 Lagrangians are impractical (cf. Eq. (27) in Ref. 64 and the related discussion). Yet the errors introduced by the use of these approximate Lagrangians turned out to be negligible for the calculation of excitation energies and first-order properties. For geometry optimizations the effect of the approximate Lagrangians might be more problematic. For investigation of this aspect also a hybrid method was implemented, which will in the following be called (LT-)DF-LCC2. The basic idea is to combine the exact energy Lagrangian of the DF-LCC2 method with the local approximations obtained from the LT-DF-LCC2 method, which are in many cases more appropriate than the pair lists and domains of the DF-LCC2 method. The first step of an (LT-)DF-LCC2 calculation is the Davidson diagonalization for the right eigenvalue problem employing the LT-DF-LCC2 code. The converged LT-DF-LCC2 eigenvectors are used as starting guess for a DF-LCC2 calculation without LT. DF-LCC2 is not statespecific, thus the local approximations, which were obtained from the LT-DF-LCC2 step for the state of interest, are used for each of the excited states in the DF-LCC2 part.
The methods DF-LCC2 and (LT-)DF-LCC2 have only been implemented for singlet excited states.
III. TEST CALCULATIONS
The energy gradients for the ground state and excited states have been implemented in the MOLPRO program package [62, 63] and most of the relevant routines were parallelized based on a shared file approach, i.e., the scratch files containing the amplitudes, integrals, etc. reside on two file systems, which are common to all parallel threads. Input/output is organized such, that both file systems are concurrently used. The underlying HF reference was computed employing the density fitting approximation [69] . In all LT-DF-LCC2 calculations three Laplace quadrature points were used, exemplary calculations with five points showed no significant improvement of the results. The cc-pVDZ AO basis set [70] was employed together with the related fitting basis set optimized for DF-MP2 [71] . The geometry optimizations were performed using the quadratic steepest descent algorithm [72] [73] [74] in combination with the model Hessian proposed by Lindh [75] . The correctness of the code was verified by comparing the results of our program using untruncated pair lists and full domains to the corresponding canonical results obtained with the RI-CC2 gradient code of the TURBOMOLE program [43, 48, 50, 76] . In the hybrid method (LT-)DF-LCC2 the local approximations are obtained by an initial LT-DF-LCC2 step, yet the geometry optimization is carried out by the DF-LCC2 method with the doubles quantities of all states being restricted to the LT-DF-LCC2 lists and domains of that state, for which the geometry optimization is carried out. The local approximations including the number of redundant functions in each pair domain, are kept fixed during the optimization process in order to avoid discontinuities in the potential energy surface. In the following, the accuracy of the local approximations as specified above is investigated by comparing the local to canonical reference results, the latter calculated with the TURBOMOLE program package [78] . During a geometry optimization the energetical order of the relevant low-lying excited states may change. In our program the character of the eigenvectors is analysed in each iteration of the Davidson process by calculating the overlap with the vectors from the preceding iteration. Thus, by default, the geometry optimization follows a particular state even if the order of the states changes. Yet for our test calculations comparing local and canonical results this feature was switched off, since TURBOMOLE is lacking this option. Table I compiles canonical adiabatic excitation energies of several molecules and states and the deviations of the local results. Moreover, for the local methods, the rootmean-square (rms) deviation σ rms in atomic positions R i from the canonical reference is listed, which is calculated as
where N denotes the number of atoms in the molecule. For measuring bond lengths and angles, as well as for calculating σ rms and the preceding alignment of the structures we used the VMD program [79] . Evidently, neither the adiabatic excitation energies, nor σ rms show a noticeable difference in accuracy between the individual local methods. Moreover, also the convergence behaviour of the geometry optimization is very similar for all three methods, as can be seen in Table I (all excited state geometry optimizations were started from the respective ground state geometry, while all ground state geometry optimizations were started from the respective geometries used originally in Ref. 60 ). This implies that the approximate Lagrangian poses no problems in geometry optimizations using the LT-DF-LCC2 method. Consequently, there is no need to use the DF-LCC2 method or the hybrid (LT-)DF-LCC2 method, which are computationally much more expensive, because the eigenvalue problem cannot be reduced to an effective singles problem as for the LT-DF-LCC2 method. For example, the geometry optimization of the S 1 state of DMABN took three to four times longer for the (LT-)DF-LCC2 and DF-LCC2 calculations than for the LT-DF-LCC2 calculation. The deviations of the adiabatic excitation energies are not larger than those of the vertical excitation energies (cf. Table 1 in Refs. 54 and 56), generally below 0.05eV. Furthermore, σ rms lies in all of the cases clearly below 0.1Å. To understand the higher values for HPA and tyrosine, their structures have to be considered. HPA and tyrosine consist of an aromatic ring and a side chain. Thus a deviation in one of the angles at the connection of the two parts can cause a larger σ rms . E.g., in the optimized ground state geometries of HPA the maximum deviation from local to canonical dihedral angles, which describe the position of the side chain relative to the aromatic ring, is 2.6
• . This leads to a bad alignment for one half of the structure and a high σ rms , although each of the two parts of the structure considered separatly is very similar to the canonical one. Also energetically, the geometry of the local calculation is very close to that of the canonical calculation, e.g. for the tyrosine S 1 state it lies less than 0.05 kcal/mol above the canonical minimum. Additionally, in Table II the maximum deviations in the bond lengths, bond angles, and dihedral angles are given separately for each molecule and state. For bond lengths the maximum deviation amounts to 0.003Å. The deviations of the bond angles are in most of the cases clearly smaller than 0.5
• , the maximum deviation of 0.6
• is observed for the T 2 state of tyrosine. For dihedral angles deviations up to 2.9
• are observed (again in tyrosine), but in most of the cases they are clearly smaller. One should also mention in that context, that part of the reason for discrepancies between canonical and local methods is basis set superposition error (BSSE): the contamination by BSSE is much smaller in local than in canonical methods [80] , see also discussion about effect of BSSE on local properties in Ref. [57] . For example, for the tyrosine molecule the maximum deviation in the bond angles occurs between the three atoms linking the carboxyl group to the ring, the latter hovering above the π-ring system. In the canonical geometry the bond angle is slightly smaller (by 0.4-0.6
• ), moving the carboxyl group slightly closer to the π-ring system, as expected for a BSSE effect.
B. Application
As an illustrative example for the efficiency and applicability of the new code we present results from calculations on the molecules 1 and 2, which are shown in figure 1. Molecule 2 is obtained from 1 via protonation of the phthalimide moiety. Molecule 1 comprises 55 atoms, 162 correlated electrons, and 554 basis functions in the cc-pVDZ basis, and molecule 2 56 atoms, 162 correlated electrons, and 559 basis functions. Sim-ilar but smaller molecules were recently studied experimentally and theoretically in the context of the synthesis of 9,10-Dihydrophenanthrenes via photocatalytic decarboxylation [81] . As displayed in Fig.1 , two possible reaction pathways lead to the cationic biradical intermediate 4, which in turn initiates the subsequent decarboxylation reaction: (i) an initial protonation step transforming 1 to 2, with subsequent intramolecular electron transfer (IET) leading to 4; or (ii) an initial IET leading to 3, followed by protonation of 3 yielding 4. Low lying charge transfer (CT) states indicate IET. Hence, in a first step the lowest lying excited states of 1 and 2 at their corresponding relaxed electronic ground state geometries were calculated. The resulting excitation energies and orbital-relaxed dipole moment changes are compiled in Table III . Notably, for the protonated molecule 2, there are several low lying singlet and triplet CT states featuring large changes in their dipole moment, whereas for the unprotonated molecule 1 the lowest excited states are all local excitations with the sole exception of the (relatively high lying) S 3 state. This picture is entirely analogous to that obtained in the previous study on the smaller system [81] , where only for the protonated molecule (corresponding to 2) low lying CT states could be observed in the canonical CC2 calculations. Moreover, the excitation energies of 2 are clearly lower than those of 1, with the latter lying above the range accessible to the sensitizer used in the experiments ([Ir(dtbbpy)(ppy) 2 ]PF 6 ) [82] . Hence, we can conclude, that the cationic biradical intermediate 4 is formed by first protonation of 1 with subsequent IET, which is in line with the conclusion drawn in Ref. 81 for a similar system. Figure 2 displays the orbital-relaxed density differences to the ground state for the states S 1 and S 3 of molecule 1, and for the states S 1 and T 1 of molecule 2. The CT character of the S 1 and T 1 states of molecule 2 shifting electron density from the phenyl to the phthalimide moiety is clearly visible. On the other hand, the S 1 state of 1 is entirely localized on the phthalimide moiety. The S 3 state of 1 (having an excitation energy of 4.57eV) finally also has CT character, but is shifting charge from the carbonyl group rather than the phenyl ring to phthalimide moiety. In a second step, geometry optimizations for the lowest excited states of the molecules 1 and 2 were carried out. The changes of the molecular geometries during these optimizations are shown in figure 3 . While for the S 1 state of molecule 1 no substantial geometry changes are observed relative to the ground state structure, this is not so for the S 1 state of molecule 2: here the geometry does not converge and approaches a conical intersection with the ground state. During the first iterations the length of the bond between the nitrogen atom of the phthalimide moiety and the oxygen atom connecting it to the rest of the molecule rapidly increases from 1.36Å to 1.41Å. Simultaneously, the length of the bond between this oxygen and the carbon atom of the carbonyl group decreases from 1.45Å to 1.40Å, while the angle between the two oxygen atoms increases slightly. The same behaviour is also observed for the lowest triplet state of molecule 2. These findings are again in agreement with those of the previous study on a similar system [81] and match the proposed mechanism, in which the subsequent step (after formation of 4) is the elimination of phthalimide and CO 2 from 4. Moreover, structural changes within the phenyl and phthalimide moieties indicate the proposed IET. In contrast to the system studied in Ref. 81 there is a carbonyl group next to the phenyl moiety, which seems to play a role in the stabilization of molecule 4. The ratios local vs. canonical in the number of unique elements of the doubles vector in table III lie between 7.6 and 22.7% for the individual excited states of 1 and 2. These small ratios indicate substantial computational savings due to the local approximations. The calculations were run in parallel mode, e.g. the optimization of the S 1 state of molecule 1 was run on seven Intel(R) Xeon(R) X5660 2.80GHz cores and the optimization of the S 1 state of molecule 2 on seven AMD Opteron 6180 SE 2.50 GHz cores. The optimization of molecule 1 converged within 17 iterations with a threshold of 10 −6 for the energy and 10 −3 for the gradient. The right eigenvalue equation was solved for the three lowest lying states, while the left eigenvector, Lagrange multipliers, densities and gradient were calculated only for the ground and the first excited state. The optimization was finished after 11 days. About a day was needed for the initial step, in which also the local approximations are determined, while one optimization step took less than 13 hours. For the protonated molecule 2 the initial step took about 1.5 days and one iteration less than 15 hours due to the larger domains (cf. the doubles ratios in table III). The optimization did not converge for that case due to the conical intersection with the ground state, as discussed above. The timings for finding the left and right eigenvectors of the Jacobian and for the calculation of properties were discussed in detail in earlier publications [54, 56] . The Davidson diagonalization starts from the converged vectors of the preceding optimization step, thus in the first optimization steps it converges slower than in later optimization steps, where only little changes in the vectors occur. In the optimization steps 1 and 10 the right eigenvectors are for 1 obtained within 5.3 and 3.5 hours, and for 2 within 8.3 and 2.6 hours, respectively. The left eigenvector is obtained starting from the right eigenvector within several iterations. Thus (i) the effect of the larger domains in 2 is not as distinct as for the right eigenvector and (ii) the duration of this step is quite constant during the optimization, i.e. about 1.5 hours. As discussed recently in Ref. 57 , most of the time for the calculation of the Lagrange multipliers z, z loc and x is needed for the intermediates for the linear z-vector equations, i.e., B µi , B µr , B rµ , while solving the linear z-vector equations takes only a few minutes (the latter almost entirely for the Z-CPHF equations, while the Z-CPL equations take virtually no time). For 1 and 2 the linear z-vector equations are solved within less than 5 minutes, and the intermediates are calculated within a bit less than one hour for 1 and about 75 minutes for 2. In the assembly of the final gradient according to Eqs. (28) and (40), the construction of the intermediate quantities for the contractions with the derivative integrals h q µν , (µν|P ) q , S q µν and J q P Q is dominating this step of the calculation: for the two molecules 1 and 2 the overall times for assembling the gradient (including both ground and excited state parts) were 60, and 80 minutes, respectively.
IV. CONCLUSIONS
Formalism, implementation, and test calculations for excited state gradients in the context of the local CC2 response method LT-DF-LCC2 are reported. The new method enables geometry optimizations for the ground and excited states of extended molecular systems. It is demonstrated, that the Laplace transformation can also be utilized in the context of local CC2 gradients and geometry optimizations. Therefore, also for such calculations state-specific local approximations can be employed for all the states taken into account, rather than solely a single local approximation suitable only for the targeted state in the geometry optimization. The present work shows that the deviations from the canonical reference in geometries, adiabatic excitation energies, as well as the convergence in the geometry optimizations are virtually identical for the (much slower) DF-LCC2 method, where the proper Lagrangian can be used, and the LT-DF-LCC2 method, where the true Lagrangian has to be approximated. The approximated Lagrangian hence poses in practice no problems, neither for LT-DF-LCC2 first-order properties as shown before [57] , nor for geometry optimizations as demonstrated here. The deviations of the local adiabatic excitation energies from the canonical reference values are smaller than 0.05eV and thus as small as the deviations of the local vertical excitation energies reported in earlier papers. The equilibrium structures are in all of our test cases very similar to the canonical ones. The maximum deviation in bond lengths as observed in our test calculations amounts to 0.003Å, the deviation in bond angles is in most cases clearly smaller than 0.5
• . Deviations in dihedral angles are usually somewhat larger, the observed maximum deviation in our test set amounts to 2.9
• . As an illustrative application example we also present excited state geometry optimizations for two molecules (each comprising more than fifty atoms), which occur in a photocatalytic decarboxylation reaction that is of interest presently in our group in the context of an application project. In agreement with the results for a similar system we find a clear indication that the first reaction step has to be the protonation of the phthalimide moiety, which is followed by an intramolecular electron transfer step. For systems of this size a geometry optimization of an excited state geometry is possible within several days to weeks on a standard workstation, depending on the convergence behaviour. For the studied system comprising 56 atoms a single optimization step took less than 13 hours on one of our workstations, and in total eleven days until convergence was reached.
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with the quantities Y 0 µνP , Z 0 P Q , which are contracted with the derivative integrals (µν|P ) q and J q P Q , respectively, being defined as
The 
Excited singlet and triplet states
The gradient expression in LMO/PAO basis for excited singlet states can be written as
while for excited triplet states we have instead
For compactness we have splitted the intermediates, which are contracted with the derivative integrals (µν|P ) q and J q P Q into parts which occur both in singlet and triplet excited states ( 13 Y f µνP and 13 Z f P Q ), and parts which exclusively either occur in the singlet
For singlet states the excited state density matrix D f µν is given in Eq. (41) . The other intermediates appearing in Eqs. (A7-A12) are defined as
For triplet states, some of these intermediates are different and have to be redefined as
Furthermore, the excited state density matrix D 
The derivatives have to be calculated for the doubles parts of amplitudes and multipliers only, which are restricted to pair lists and domains in the local basis. 
and then the relation
Note that we have used in the previous two equations the short-hand notation C 
The derivatives of (E 
Since X 0 AO is traced with the symmetric derivative overlap matrix in the expression of the gradient (Eq. (28)) only the symmetric part of X 0 AO can contribute. From Eq. (B5) it can be seen (i) that there is no internal-internal contribution from X Q,0 , and (ii) that the external-external contribution is already symmetric. Furthermore, the multipliers x 0 pq are already symmetrized by construction, cf. Eq. (23) . Therefore, the X 0 ij and X 0 ab are obtained as
Due to the above mentioned symmetry of X 0 AO only the upper triangular off-diagonal block, i.e., the externalinternal part, needs to be considered (with a factor of two), while the internal-external part can be dropped (see also appendix C in Ref. 12 ). Thus we have 
the working equations for FIG. 2. Orbital-relaxed density differences relative to ground state density of the singlet excited states S1 and S3, and of the lowest triplet state T1 for the molecules 1 and 2 at the relaxed ground state geometry. The yellow (bright) and dark grey iso-surfaces represent a value of +0.003 and −0.003, respectively.
1 S 1 , ω=4.13eV 2 S 1 , ω=2.38eV
1 S 3 , ω=4.57eV 2 T 1 , ω=2. 38eV   FIG. 3 . Change of the geometry of the molecules 1 and 2 during the optimization starting from the ground state geometry (red) and the corresponding excitation energies at the beginning and at the end of the optimization (i.e. for molecule 2 50 optimization steps without convergence). The optimization steps are indicated by color (from red to blue).
