Abstract. Algebraic multigrid (AMG) is currently undergoing a resurgence in popularity, due in part to the dramatic increase in the need to solve physical problems posed on very large, unstructured grids. While AMG has proved its usefulness on various problem types, it is not commonly understood how wide a range of applicability the method has. In this study, we demonstrate that range of applicability, while describing some of the recent advances in AMG technology. Moreover, in light of the imperatives of modern computer environments, we also examine AMG in terms of scalability. Finally, we show some of the situations in which standard AMG does not work well, and indicate the current directions taken by AMG researchers to alleviate these di culties.
standing of the results and later discussion. In Section 3, we present results of AMG applied to a range of symmetric scalar problems, using nite element discretizations on structured and unstructured 2D and 3D meshes. AMG is also tested on nonsymmetric problems, on both structured and unstructured meshes, and the results are presented in Section 4. A version of AMG designed for systems of equations is tested, with the focus on problems in elasticity. Results are discussed in Section 5. In Section 6, we introduce and report on tests of a new method for computing interpolation weights. We concluding with some remarks in Section 7.
2. The Scalar AMG Algorithm. We begin by outlining the basic principles and techniques that comprise AMG. Detailed explanations may be found in 28] . Consider a problem of the form Au = f; (1) where A is an n n matrix with entries a ij . For convenience, the indices are identi ed with grid points, so that u i denotes the value of u at point i, and the grid is denoted by = f1; 2; : : :; ng. In any multigrid method, the central idea is that error e not eliminated by relaxation must be removed by coarse-grid correction. Applied to elliptic problems, for example, simple relaxations (Jacobi, Gauss-Seidel) reduce high frequency error components e ciently, but are very slow at removing smooth components. However, the smooth error that remains after relaxation can be approximated accurately on a coarser grid. This is done by solving the residual equation Ae = r on a coarser grid, then interpolating the error back to the ne grid and using it to correct the ne-grid approximation. The coarse-grid problem itself is solved by a recursive application of this method. One iteration of this process, proceeding through all levels, is known as a multigrid cycle. In geometric multigrid, standard uniform coarsening and linear interpolation are often used, so the main design task is to choose a relaxation scheme that reduces errors the coarsening process cannot approximate. One purpose of AMG is to free the solver from dependence on geometry, so AMG instead xes relaxation (normally Gauss-Seidel), and its main task is to determine a coarsening process that approximates error that this relaxation cannot reduce.
An underlying assumption in AMG is that smooth error is characterized by small residuals, that is, Ae 0, which is the basis for choosing coarse grids and de ning interpolation weights. For simplicity of discussion here, we assume that A is a symmetric positive-de nite M-matrix, with a ii > 0; a ij 0 for j 6 = i, and P a ij 0. To de ne any multigrid method, several components are required. Using superscripts to indicate level number, where 1 denotes the nest level so that A 1 = A and 1 = , the components that AMG needs are as follows: 1. \Grids" 1 2 : : : M . 2. Grid operators A 1 ; A 2 ; : : : ; A M .
Grid transfer operators:
Interpolation I k k+1 ; k = 1; 2; : : :M ? 1, Restriction I k+1 k ; k = 1; 2; : : :M ? 1.
4. Relaxation scheme for each level. Once these components are de ned, the recursively de ned cycle is as follows:
Algorithm: MV k (u k ; f k ). The ( 1 ; 2 ) V-cycle.
If k = M, set u M = (A M ) ?1 f M .
Otherwise:
Relax 1 times on A k u k = f k .
Perform coarse grid correction:
Set u k+1 = 0; f k+1 = I k+1 k (f k ? A k u k ). \Solve" on level k+1 with MV k+1 (u k+1 ; f k+1 ). Correct the solution by u k u k +I k k+1 u k+1 . Relax 2 times on A k u k = f k .
For this cycle to work e ciently, relaxation and coarse-grid correction must work together to e ectively reduce all error components. This gives two principles that guide the choice of the components:
P1: Error components not e ciently reduced by relaxation must be well approximated by the range of interpolation.
P2: The coarse-grid problem must provide a good approximation to ne-grid error in the range of interpolation. Each of these a ects a di erent set of components: given a relaxation scheme, P1 determines the coarse grids and interpolation, while P2 a ects restriction and the coarse grid operators. In order to satisfy P1, AMG takes an algebraic approach: relaxation is xed, and the coarse grid and interpolation are automatically chosen so that the range of the interpolation operator accurately approximates slowly diminishing error components (which may not always appear to be \smooth" in the usual sense). P2 is satis ed by de ning restriction and the coarse-grid operator by the Galerkin formulation:
When A is symmetric positive de nite, this ensures that the correction from the exact solution of the coarse-grid problem is the best approximation in the range of interpolation 22], where \best" is meant in the A-norm: by jjvjj A hAv; vi 1=2 .
The choice of components in AMG is done in a separate preprocessing step:
AMG Setup Phase:
1. Set k = 1. 4. If k+1 is small enough, set M = k+1 and stop. Otherwise, set k = k + 1 and go to step 2.
Step 2 is the core of the AMG setup process. Since the focus is on coarsening a particular level k, such superscripts are omitted here and c and f are substituted for k + 1 and k where necessary to avoid confusion. The goal of the setup phase is to choose the set C of coarse-grid points and, for each ne-grid point i 2 F ? C, small set C i C of interpolating points. Interpolation is then of the form:
? I f c u c i = (4) Now, for any a ij that is relatively small, we could substitute e i for e j in (4) and this approximate relation would still hold. This motivates the de nition of the set of dependencies of a point i, denoted by S i , which consists of the set of points j for which a ij is large in some sense. Hence, i depends on such j because, to satisfy the ith equation, the value of u i is a ected more by the value of u j than by other variables.
The de nition used in AMG is S i j 6 = i : ?a ij max k6 =i (?a ik ) ; (5) with typically set to be 0.25. We also de ne the set S T i fj : i 2 S j g, that is, the set of points j that depend on point i, and we say that S T i is the set of in uences of point i. Note: our terminology here di ers from the classical use in 28], which refers to i as being strongly connected to or strongly dependent on j if j 2 S i and which uses no speci c terminology for j 2 S T i . A basic premise of AMG is that relaxation smoothes the error in the direction of in uence. Hence, we may select C i = S i \ C as the set of interpolation points for i, and adhere to the following criterion while choosing C and F: P3: For each i 2 F, each j 2 S i is either in C or S j \ C i 6 = ;.
That is, if i is a ne point, then the points in uencing i must either be coarse points or must themselves depend on the coarse points used to interpolate u i . This allows approximations necessary to de ne interpolation. For i 2 F, (4) Substituting this into (6) and solving for e i gives the desired interpolation weights for point i 2 F.
2.2. Selecting the Coarse Grid. The coarse grid is chosen to satisfy the criterion above, while attempting to control its size. We employ a two-stage process, in which the grid is rst \colored", providing a tentative C/F choice. Essentially, a point with the largest number of in uences (\in uence count") is colored as a C point. The points depending on this C point are colored as F points. Other points in uencing these F points are more likely to be useful as C points, so their in uence count is increased. The process is repeated until all points are either C or F points. Next, a second pass is made, in which some F points may be recolored as C points to ensure that the basic criterion (P3) is satis ed. Details of the algorithm for selecting the coarse grids may be found in 28].
3. Results for Symmetric Problems. In this section, results for AMG applied to symmetric scalar problems are presented. Initially, constant-coe cient di usion problems in 2D are tested as a baseline for comparison as we begin to introduce complications, including unstructured meshes, irregular domains, and anisotropic and discontinuous coe cients. Results for 3D problems follow. All problems are run using the same AMG solver with xed parameters. On many problems, it is possible to improve our results by tuning some of the input parameters (there are many), but the purpose here is to show AMG's basic behavior and robustness over a range of problems.
The primary indicator of the speed of the algorithm is the asymptotic convergence factor per cycle. This is determined by applying 20 cycles to the homogeneous problem, starting with a random initial guess, then measuring the reduction in the norm of the residual from one cycle to the next (we use the homogeneous problem to avoid contamination by machine representation). Generally, this ratio starts out very small for the rst few cycles, then increases to some asymptotic value after 5-10 cycles, when the most slowly converging components become dominant. This asymptotic value is also a good indicator of the actual error reduction from one cycle to the next.
The times given are for the setup and a single (1,1) V -cycle. Setup time is what it takes to choose the coarser grids, de ne interpolation, and compute the coarse grid matrices. Cycle time is for one cycle, not the full solution time. Three machines are used in this study. The majority of the smaller tests are performed on a Pentium 166MHz PC, although some are performed on a Sun Sparc Ultra 1. For the larger problems that demonstrate scalability, we use a DEC Alpha. For this reason, timings should be compared only within individual problems. Additionally, timings for the smallest problems can have a high relative error, so the larger tests should give a better picture of performance. Grid complexity is de ned as P n k =n 1 , where n k is the number of grid points on level k. This gives an idea of how quickly the grids are reduced in size. For comparison, in standard multigrid, the number of points is reduced by a factor of 4 in 2D and 8 in 3D, yielding grid complexities of 4/3 and 8/7, respectively. AMG tends to coarsen more slowly. Operator complexity, which is a better indicator of the work per cycle, is de ned as P r k n k =r 1 n 1 , where r k is the average number of non-zero entries per row (or \stencil size") on level k. Thus, the operator complexity is the ratio of the total number of nonzero matrix entries on all levels to those on the nest level. Since relaxation work is proportional to the number of matrix entries, this gives a good idea of the total amount of work in relaxation relative to relaxation work on the nest grid, and also of the total storage needed relative to that required for the ne grid matrix. In geometric multigrid, the grid and operator complexities are equal, but in AMG, operator complexity is usually higher since average stencil sizes tend to grow somewhat on coarser levels. Note that the convergence factors and complexities are entirely independent of the speci c machine on which a test is performed.
In the tests reported here, the focus is on nite element discretizations of We begin with the simplest 2D model problem. The success of AMG on the regular-grid Poisson problem is well-documented 29, 27, 28], so our purpose here is more to assess its scalability.
Problem 1 This is a simple 5-point Laplacian operator with homogeneous Dirichlet boundary conditions on the unit square. The experiment is run for uniform meshes with n n interior grid points, yielding mesh sizes n 2 = N = 289, 1089, 2500, 10000, 90000, 250000, and 490000.
Results for Problem 1 are displayed in Figure 1 . The convergence factor (per cycle) is very stable at approximately 0.04 for all problem sizes. Both the setup and cycle time are very nearly linear in N (compare with the dotted line depicting a perfectly linear hypothetical data set). Here, setup time averages roughly the time of 6 cycles. As noted before, the operator complexities are higher than the corresponding grid complexities, but both appear to be una ected by problem size. These data indicate that AMG (applied to the uniform-mesh Laplacian) is algorithmically scalable: the computational work is O(N) per cycle and the convergence factor is O(1) per cycle.
An important component of our study is to determine to what extent this algorithmic scalability is retained as we increase problem complexity.
Problem 2 This is the same equation as Problem 1 (? u = f), but now discretized on an unstructured triangular mesh. These meshes are obtained from uniform triangulations by randomly choosing 15-20% of the nodes and \collapsing" them to neighboring nodes, then smoothing the resulting mesh. We use meshes with N = 248; 912; 3506; 13755, and 54518. A typical example is shown at top left in Figure 2 .
Results of the experiments are displayed in Figure 2 . On the unstructured meshes, convergence factors tend to show some dependence on mesh size, growing to around 0.35 on the nest grid. It should be noted, however, that these grids tend to be less structured than many found in practice, and no care was taken to ensure a \good" mesh; the meshes may have di ering characteristics (such as aspect ratios), as there is a large degree of randomness in their construction. Complexities are also higher with the unstructured meshes, and the setup time increases correspondingly. The main point here is that AMG can deal e ectively with unstructured meshes without too much degradation in convergence over the uniform case.
Irregular domains.
We continue to use the Laplacian, but now with irregular domains. Since our emphasis here is the e ects of this irregularity, we restrict our tests to two representative mesh sizes that give just a snapshot of algorithm scalability. Problem 4 The domain for this problem is shown in Figure 3 . The boundary conditions are Neumann except that a Dirichlet condition is imposed around the small hole on the right. The meshes are uniform, with h = 1=128 and 1=256, resulting in meshes with N = 11419 and 44227, respectively. The domain does not easily admit much coarser meshes. Problem 5 The domain for this problem is shown on the bottom in Figure 3 . Dirichlet conditions are imposed on the exterior boundary, and Neumann conditions are on the interior boundaries. A triangular unstructured mesh is used.
Results for Problems 3{5 are given in Table 1 . Among these problems, Problem 3 has the simplest domain, but the least structured mesh and the slowest convergence. This indicates that domain con guration generally has little e ect on AMG behavior, while the structure (and perhaps the quality) of the mesh is more important. Results for these problems are presented in Table 2 , which contains observed convergence factors and operator complexities for the various combinations of grid size and type, di usion coe cient function, and discontinuity jump size. The overall results are fairly predictable. Convergence factors are fairly uniform. On the structured meshes, they tend to grow slightly with increasing grid size. They are noticeably larger for unstructured grids, and they appear to grow somewhat with increasing grid size. (As noted before, comparison among unstructured grids of various sizes must take into account that their generation involves some randomness, so they may di er in important ways.) The convergence factor does not seem to depend signi cantly on the size of the jump in the di usion coe cient. In many cases, results were better with c = 1000 than with c = 10. Indeed, AMG has been applied successfully to problems with much larger jumps 27]; see also Problem 17. Note that there are only minor variations in operator complexity for the di erent problems and di erent grid sizes. The only signi cant e ect on operator complexity appears to be whether the grid is structured or unstructured, with the latter showing complexity increases of about 30{40%. It should be noted, however, that even in these cases, the entire operator hierarchy can be stored in just over three times the storage required for the ne-grid alone. Problems 10{13 are designed to examine the case in which the di usion coe cient is discontinuous and to determine whether the \scale" of the discontinuous regions a ects performance. Accordingly, Problems 10{12 use a \checkerboard" pattern:
1 if i + j is even and i n x < i + 1 n ; j n y < j + 1 n ;
c if i + j is odd and i n x < i + 1 n ; j n y < j + 1 n ; where i; j = 0; 1; : : : ; n. Speci cally, Problem 10 n = 2. For the last problem of this group, we have Problem 13 d(x; y) = random(x; y).
Results for Problems 10{13 are displayed in Table 3 . The overall trend is similar to the results for Problems 6{9, showing convergence factors that grow slightly with problem size and that are noticeably larger for unstructured grids. The best results for the isotropic di usion problems are obtained for Problem 6, where the coe cient is continuous. The worst convergence factor is obtained for the 50 50 \checkerboard" pattern of Problem 12. Note that AMG performs well on Problem 8, where \smooth" functions are approximately constant in the center of the region, zero in the high-di usion zone near the boundary, and smoothly varying in between. Good interpolation in the low-di usion band is essential to good convergence. Overall, AMG appears to work quite well with discontinuous di usion coe cients, even when they vary randomly by a large factor from point to point, as in Problem 13.
3.4. Anisotropic di usion. The next series of problems deals with anisotropic di usion, which can arise in several ways. Anisotropy can be introduced by the mesh being re ned di erently in each directions, perhaps to resolve a boundary layer or some other local phenomenon. Another case is a tensor product grid used in order to re ne some area x 0 ; x 1 ] y 0 ; y 1 ] , with the mesh size small for x 2 x 0 ; x 1 ] and for y 2 y 0 ; y 1 ], but large elsewhere. This maintains a logically rectangular mesh, but causes anisotropic discretizations in di erent parts of the domain. This is relatively easy to deal with in geometric multigrid, where line relaxation and/or semicoarsening can be used 9]. Non-aligned anisotropy, which is more di cult to handle with standard multigrid, arises from the operator itself, such as the case of the full potential operator in transonic ows. The performance of AMG on grid-induced (aligned) anisotropy has been reported previously 28], so we instead focus here on non-aligned anisotropy. Convergence factors for Problem 14, as shown in Figure 4 , generally degrade with increasing . This is to be expected, as it indicates lessened alignment of anisotropy with the grid directions. The strong anisotropy case yields convergence factors as high as 0.745. As noted above, the non-aligned case is very di cult, even for standard multigrid, and is the subject of ongoing study. One encouraging result is that the unstructured grid formulations are relatively insensitive to grid anisotropy, with convergence factors that hover between 0.3 and 0.5 in all cases except = 0. Overall, these results indicate that AMG is rather robust for anisotropic problems, although convergence factors are somewhat higher than those typically obtained with AMG on isotropic problems. Problem 15 We use the operator of Problem 4, r (Dru), but with D(x; y) = 1 r 2 x 2 + y 2 ?xy ?xy x 2 + y 2 ; r 2 = x 2 + y 2 , and = 100. This yields a discretization such that, on any circle centered at the origin, there are dependencies in the tangential direction, but none in the radial direction. This problem is very di cult to solve by conventional methods. Using the same meshes as in Problem 14, AMG produced the convergence factors given in Table 4 . The convergence factors illustrate the di culty with this problem, which cannot be handled easily by geometric methods, even on regular meshes. A polar-coordinate mesh would allow block relaxation over strongly coupled points, but would su er from the di culties of polar-coordinate grids (e.g., singularity at the origin) and would be useless for more general anisotropies. While convergence of AMG here is much slower than what we normally associate with multigrid methods, this example shows that AMG can be useful even for extremely di cult problems.
3.5. 3D problems. Turning our attention to three dimensions, we do not expect special di culties here, since AMG is based on the algebraic relationships between the variables. Problem 16 This is a 3D Poisson problem on the unit cube. Discretization is by trilinear nite elements on a rectangular mesh. Dirichlet boundary conditions are imposed at y = 0 and y = 1, and Neumann conditions are imposed at the other boundaries. Mesh line spacing and the number of mesh intervals were both varied to produce several grids with di erent spacings and extents in the three coordinate directions. The various combinations of mesh sizes used, convergence factors, and operator complexities are shown in Table 5 . Discretization is by nite elements using hexahedrals. Figure 5 shows the locations of the nodes at the element corners for one of the problems. Three problem sizes are given, with N = 500, 4000, and 8000. Convergence factors and operator complexities for these problems are given in Table 6 . AMG apparently works quite well for 3D problems, including those with discontinuous coe cients. The convergence factors are good in all cases. Complexity varies signi cantly, with the highest values for the uniform grids, but decreasing markedly with increasing grid anisotropy. This may be taken as further evidence that AMG automatically takes advantage of directions of in uence.
Overall, AMG performed well on this suite of symmetric scalar test problems. Many of these problems are designed to be very di cult, often unrealistically so, especially those with the circular anisotropic di usion pattern and the random di usion coe cients. Recall that the same AMG algorithm, with no parameter tuning, was used in all cases. There are a number of tools for increasing the e ciency of AMG, especially on symmetric problems, that have proved useful in many cases. One is the so-called V ? cycle 29] , in which the coarse-grid corrections are multiplied by an optimal parameter, determined by minimizing the A-norm of the corrected error.
Another, which has been successful in applying AMG to Maxwell's equations 26], is to use an outer conjugate gradient iteration, with AMG cycling as a preconditioner. Often, when AMG fails to perform well, the problem lies in a small number of components that are not reduced e ciently by relaxation or coarse-grid correction, and conjugate gradients can be very e cient in such cases. Other methods for improving e ciency include the F?cycle 7, 30] and the full multigrid (FMG) method, whose applicability to AMG is the subject for future research. 4 . AMG applied to Nonsymmetric Scalar Problems. Although much of the motivation and theory for AMG is based on symmetry of the matrix, this is not at all a requirement for good convergence behavior. Mildly nonsymmetric problems behave essentially like their symmetric counterparts. Such cases arise when a nonsymmetric discretization of a symmetric problem is used or when the original problem is predominantly elliptic. An important requirement for current versions of AMG is that point Gauss-Seidel relaxation converge, however slowly. Thus, central di erencing of rst-order terms, when they dominate, cannot be used because of severe loss of diagonal dominance. Even in these cases, successful versions of AMG can be developed using Kaczmarz relaxation 9]. Nevertheless, we restrict ourselves here to upstream di erencing so that we can retain our use of Gauss-Seidel relaxation. Problem 18 This is a convection-di usion problem of the form u + cos u x + sin u y = f;
with Dirichlet boundary conditions. Triangular meshes are used, both structured (N = 16642 and 66049) and unstructured (N = 13755 and 54518). The di usion term is discretized by nite elements. The convection term is discretized using upstream di erencing, that is, the integral of the convection term is computed over the triangle and added to the equation corresponding to the node with the largest coe cient (the node \most upstream"). Note that this can result in a matrix that has o -diagonal entries of both signs. Two choices for are employed: = 0:1 and = 0:0001. Tests are conducted with = k =8 for k = 0; 1; : : :; 15. Results are presented in Figure 6 . The curves in the top left graph are for = 0:1; the structured grid results are displayed with solid lines, and the unstructured-grid results are displayed with dashed lines. For each pair of curves, the curve with the marker (\o" or \ ") indicates the mesh with larger N. The convection-dominated case = 0:0001 is shown at the top right (structured grids) and on the bottom (unstructured grids).
In each case, the smaller N is shown with solid lines and the larger N with dashed lines. Note that convergence is generally good and fairly uniform, particularly for the unstructured cases. Results on the smaller uniform mesh are especially good when the ow is aligned with the directions = 0; =4, or =2. This is due to the triangulation: to obtain the uniform mesh, the domain is partitioned into squares, and then each square is split into two triangles, with the diagonal going from the lower left to the upper right; the \good" directions are aligned with the edges of the triangles. This also has an e ect on the quality of the discretization, and on convergence, when the ow is in the direction 3 =4 and 7 =4. Here, the discretization used for the convection term causes a rather severe loss of positivity in the o -diagonals. This is more the fault of the discretization than AMG. For = 11 =8 with the smaller uniform mesh, AMG was unable to handle the discretization produced and failed in the setup phase. Often in multigrid applications, problems in convergence indicate problems with the discretization, as is the case here. Note that for unstructured grids where ow cannot align with (or against) the grid, convergence is generally more uniform. An interesting point is that, in many cases, a smaller di usion coe cient reduces the convergence factor. This is particularly striking with the unstructured meshes. Finally, note that there is generally not much di erence between results for and for + , so there is no bene t from accidental alignment of relaxation with the ow direction, and, conversely, there is no slowing of convergence due to upstream relaxation. This is due to the C/F ordering of relaxation. These tests show that AMG can be applied to nonsymmetric problems. While the convergence factors in this test are generally less than 0:2{0:25, which is certainly acceptable, some concern may be raised about the scalability issue, since the convergence factors for the larger unstructured mesh are noticeably greater than those for the smaller unstructured grids. It remains to be determined if the convergence factors continue to grow with increasing problem size, or if they reach an asymptotic limit.
AMG for Systems of Equations. The extension of AMG to \systems"
problems, where more than one function is being approximated, is not straightforward. Many di erent approaches can be formulated. Consider a problem with two unknown functions of the form
The scalar algorithm could work in special circumstances (for example, if B and C are relatively small in some sense), but, generally, the scalar ideas of smoothness break down. One approach would be to iterate in a block fashion on the two equations, with two separate applications of AMG, one using A as the matrix (solving for u, holding v xed) and one using B (solving for v, holding u xed), and repeating until convergence. This is often very slow. An alternative is to use this block iteration as a preconditioner in an outer conjugate gradient solution process. Another fairly simple alternative is to couple the block iteration process on all levels, that is, to coarsen separately for each function, obtaining two interpolation operators I u and I v , then de ne a full interpolation operator of the form I = I u 0 0 I v :
The Galerkin approach can then be used to construct the coarse grid operator,
Once the setup process is completed, multigrid cycles are performed as usual. We will call this the function approach since it treats each function separately in determining coarsening and interpolation. When u and v are de ned on the same grid, it is also possible to couple the coarse-grid choices for both, allowing for nodal relaxation, where both unknowns are updated simultaneously at a point. Following are results for the function approach applied to several problems in 2D and 3D elasticity. is discretized on a 3D rectangular grid using trilinear nite elements. Several di erent problem sizes and domain con gurations are used.
In all tests, we take = 0:3. The function approach with (1,1) V -cycles is used in all tests. Results for Problem 19 are contained in Table 7 , and for Problem 20 in Table  8 . Note that complexities are stable in 2D, with some dependence on problem size in 3D. Convergence depends fairly heavily on the number of xed boundaries in both 2D and 3D, with convergence degrading as the number of free boundaries increases. 
The limiting case is no longer an M-matrix. Indeed, even moderate aspect ratios (e.g., x = 10 y) have o -diagonal entries of both signs. It is not immediately clear how the neighbors to the east and west of the central point should be treated. Do they in uence the central point? Should they be in S i ? Even if they are not treated as in uences, similar questions arise about how the corner points relate to the central point. Geometric intuition indicates they are decoupled from the center, and should not be treated as in uences. Yet, for the most common choice of in (5), AMG treats them as in uences. Another di culty arises when two F points i and j in uence each other. Then e j must be approximated in the second sum on the right side of (6) to determine the weights for i, while e i must be approximated, in (6) but with the roles of i and j reversed, to determine the weights for j. However, since both e i and e j are to be interpolated (being F-point values), it makes sense to use the interpolations to obtain these approximations, that is, the approximations for e i and e j in (6) (12) respectively. Note that the approximations for any points in C are unchanged in these equations. This gives an implicit system for the interpolation weights, which is solved by an iterative scheme with the initial approximation w ij = a ij . The new interpolation weights are then calculated in a Gauss-Seidel-like manner, using the most recently computed weights to make the approximations in (12) . Two sweeps are generally su cient. An important addition to the process is that, after the rst sweep, the interpolation sets are modi ed by removing from C i any point for which a negative interpolation weight is computed. The second sweep is then used to compute the nal interpolation weights. We present results of two experiments illustrating the e ectiveness, on certain types of problems, of using this iterative weight de nition scheme. Other examples may be found in 23]. Problem 21 This operator is the \stretched quadrilateral" Laplacian mentioned above, discretized on an N = n n grid, for N = 400; 900; 1225, and 10000. The stretching factor " represents the ratio of the x-dimension to the y-dimension of the quadrilateral. Values used are " = 10; 25; 50, and 100. In each case, the convergence factor is computed for the choices = 0:25 and = 0:5. In the latter case, the corner points are not treated as in uences, and AMG selects a semi-coarsened coarse grid, which is the method geometric multigrid would take. Results are displayed in Table 9 . On the smallest problem, iterative weights have no e ect. However, the convergence rate on that problem is quite good, even for standard weights. For moderate stretching (" < 100), the e ect of iterative weighting is to correct for misidenti ed in uence (i.e., improvement for = 0:25) and to improve the results even for correctly identi ed in uence ( = 0:5). For extreme stretching, only the latter e ect applies. Problem 22 Here we use the unstructured 3D di usion operator from Problem 17, whose grid is displayed in Figure 5 . Problem sizes are N = 500; 4000, and 8000. The problem includes a very large jump discontinuity, O(10 26 ), in the di usion coe cients. Results are displayed in Table 10 . Again we see that, on the smallest problem, iterative weights have no e ect, but that convergence there is fairly good anyway, even for standard weights. On the two larger problems, iterative weights produce signi cant improvement for both choices of . Apparently, iterative weighting is countering the e ects of both poor element aspect ratios near the boundaries and jump discontinuities in identifying in uences among variables. On these problems, and similar problems characterized by coe cient discontinuities and/or extreme aspect ratios in the elements, iterative weight de nition proves to be quite e ective. However, iterative weighting is not always e ective at improving slow AMG convergence, and in a few cases it can actually cause very minor degradation in performance 23]. We study a new approach in 13], called element interpolation (AMGe), which has the promise of overcoming the di culties associated with poor aspect ratios, misidenti ed in uences, and thin-body elasticity, provided the individual element sti ness matrices are available. 7 . Conclusions. The need for fast solvers for many types of problems, especially those discretized on unstructured meshes, is a clear indication that there is a market for software with the capabilities that AMG o ers. Our study here demonstrates the robustness of AMG as a solver over a wide range of problems. Our tests indicate that it can be further extended, and that robust, e cient codes can be developed for problems that are very di cult to solve by other techniques. AMG is also shown to have good scalability on model problems. This scalability does tend to degrade somewhat with increasing problem complexity, but the convergence factors remain tractable even in the worst of these situations.
