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Cluster analysis is one of the most important research fields in data mining. With 
development of technology, the data in many application fields are always of high 
dimensions. Because of the curse of dimensionality, traditional clustering algorithms 
cannot reach people’s expectation. Thus, research on high dimensional data clustering 
becomes increasingly important. 
In high-dimensional data, clusters usually exist in some low-dimensional 
subspace. Thus, subspace clustering research has become a research hot spot. 
Subspace clustering methods and initialization methods in the high-dimensional data 
space are two key issues in field of subspace clustering. In many cases, the 
effectiveness of similarity measurement which is usually adopted in low-dimensional 
data clustering will degrade rapidly in high dimensional space, due to the inherent 
sparsity of the data. Many methods which work well on low-dimensional data will 
yield poor performances when clustering high dimensional data.  
By analyzing limitations of the existing algorithms, we propose a soft subspace 
clustering of k-means type. Furthermore, we explore an initialization method for 
high-dimensional dataset. The methods mentioned above are used in spam filtering. 
The major work of this dissertation can be summarized as follows: 
1. Initialization method for clustering high-dimensional data: a local density 
based method is proposed to search for initial cluster centers for 
high-dimensional data.  
2. Research on the soft subspace clustering algorithm: A new soft subspace 
clustering is proposed by using the subspace difference. And a new objective 
function is studied by taking into account the compactness of the subspace 
clusters and subspace difference of the clusters. 
3. Designing and implementation of a spam filtering system based on the 














system, and assisting in future research on subspace clustering and its 
applications in spam filtering. 
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