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Explicit error estimates for the stationary phase
method I:
The influence of amplitude singularities
Felix Ali Mehmeti ∗, Florent Dewez †
Abstract
We consider a version of the stationary phase method in one dimension of A.
Erde´lyi, allowing the phase to have stationary points of non-integer order and the
amplitude to have integrable singularities. We provide a complete proof and we
improve the remainder estimates in the case of regular amplitude. Then we are
interested in the time-asymptotic behaviour of the solution of the free Schro¨dinger
equation on the line, where the Fourier transform of the initial data is compactly
supported and has a singularity. Applying the above mentioned method, we ob-
tain asymptotic expansions with respect to time in certain space-time cones, where
the coefficients of the remainders are uniformly bounded. These results show the
influence of the singularity on the decay.
Mathematics Subject Classification (2010). Primary 41A80; Secondary 41A60,
35B40, 35B30, 35Q41.
Keywords. Asymptotic expansion, stationary phase method, error estimate, Schro¨dinger
equation, L∞-time decay, singular frequency, space-time cone.
0 Introduction
The asymptotic behaviour of oscillatory integrals with respect to a large parameter
can often be described using the stationary phase method. A theorem of A. Erde´lyi [8,
section 2.8] permits to treat oscillatory integrals with singular amplitudes and furnishes
asymptotic expansions with explicit remainder estimates. The approach is specific for
one integration variable and the results are interesting for applications. Unfortunately
the proof is only sketched in the original paper [8]. In the present paper, we provide
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a complete proof and improve the remainder estimates in the case without amplitude
singularities. Then we apply the results to the solution of the free Schro¨dinger equation
on the line for initial conditions with singular Fourier transform. We calculate asymptotic
expansions to one term with respect to time as large parameter together with remainder
estimates, inspired by the method of [2]. We obtain leading terms exhibiting the optimal
decay rate of the solution in certain space-time cones. This result shows in which way the
singularity affects the dispersion of the solution. In particular the singularity diminishes
the time decay rate in certain space-time cones below the rate of quantum mechanic
dispersion, when leaving the L2-setting.
Consider the free Schro¨dinger equation
(S)
{ [
i∂t + ∂
2
x
]
u(t, x) = 0
u(0, x) = u0(x)
,
for t > 0 and x ∈ R. If we suppose u0 ∈ L1(R) then
‖u(t, .)‖L∞(R) 6
‖u0‖L1(R)
2
√
pi
t−
1
2 ,
see for example [14, p.60]. If it is assumed that u0 ∈ L2(R) then we have by Strichartz’
estimate ([15], see also [5])
‖u(t, .)‖L∞(R) 6 C ‖u0‖L2(R) t−
1
4 ,
for some suitable constant C > 0.
Consider for example initial conditions u0 satisfying
∀ p ∈ R Fu0(p) = pµ−1(1− p)χ[0,1](p) , (1)
with µ ∈ (0, 1); here Fu0 refers to the Fourier transform of u0 and χ[0,1] is the characteristic
function of [0, 1]. Under this assumption, u0 is a smooth function which never belongs to
L1(R) and belongs to L2(R) if and only if µ ∈ (1
2
, 1
)
. The question of the L∞-time decay
rate for the above problem when µ ∈ (0, 1
2
)
seems to be open. The theoretical results of
this paper allow to make progress towards an answer in particular to this question.
In section 1, we first recall Erde´lyi’s result concerning asymptotic expansions with
remainder estimates of oscillatory integrals of the type∫ p2
p1
U(p) eiωψ(p) dp ,
where the amplitude U has singularities and the phase function ψ has stationary points of
real order at p1 and p2. We give the proof following the lines of the original demonstration:
we start by splitting the integral using a cut-off function which separates the endpoints
of the interval. Then we use explicit substitutions to simplify the phases. Afterwards
integrations by parts create the expansion of the integral and provide the remainder terms,
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that we estimate to conclude. The two last steps are carried out using complex analysis
in one variable leading to explicit estimates of the error. Especially the application of
the Cauchy theorem allows to shift the integration path of the integrals created by the
integrations by parts into a region of controllable oscillations of the integrands.
Then we treat the case of the absence of amplitude singularities, which will be essential
for certain applications. The previous estimate furnishes here only the same decay rate for
the highest term of the expansion and the remainder. The remedy proposed by Erde´lyi
[8, p.55] leads to complicated formulas when written down and does not seem possible
in the case of stationary points of non integer order. To refine this analysis, we use the
integral representation formula for the remainder obtained in section 1. Introducing a
new parameter, we obtain an estimate of the integrand permitting a balance between its
singular behaviour with respect to the integration variable and its decay with respect to
ω.
In section 2 we consider the Fourier solution formula of the free Schro¨dinger equation
on the line with initial conditions in a compact frequency band with a singular frequency
at one of the endpoints, as for example p = 0 in (1). We establish an explicit remainder
estimate for an asymptotic expansion of the solution formula with respect to time, using
section 1 and a method based on [2, section 3]. We seek conditions to get a uniformly
bounded remainder which leads to spatial restrictions: away from the critical directions
given by the endpoints of the frequency band, we obtain uniform remainder estimates
in cones in space-time and we deduce from the leading term the optimal decay rate in
these regions. Note that in [2], the authors had to expand with respect to the parameter
ω :=
√
t2 + x2 instead of t. They applied the stationary phase method as formulated in
[11], which requires that a family of phase functions must be bounded in C4 in order to
obtain a uniform remainder estimate. This motivated the introduction of the parameter
ω, which is not necessary in our context due to our explicit control of the rest in terms of
the parameters t and x.
In the L2-case, the time decay rate t−
1
2 inside the cones and the fact that the spatial cross-
section of any space-time cone is proportional to t are used to prove that the probability
amplitude behaves time-asymptotically as a laminar flow.
In the last section, we state and prove several intermediate results which have been
implicitly used in [8] without proof. They play a key role in Erde´lyi’ stationary phase
method.
The above mentioned result applied to example (1) furnishes∣∣∣u(t, x)−H(t, x, u0) t− 12 −Kµ(t, x, u0) t−µ∣∣∣ 6 c(u0, ε1, ε2) (t−1 + t−δ) , (2)
where
• H(t, x, u0) := 1
2
√
pi
e−i
pi
4 ei
x2
4t
(
1− x
2t
)( x
2t
)µ−1
,
• Kµ(t, x, u0) := Γ(µ)
2µ+1pi
ei
piµ
2
( x
2t
)−µ
,
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for all (t, x) lying in Cε1,ε2(0, 1) :=
{
(t, x)
∣∣ t > 0 , ε1 6 x2t 6 1− ε2}, with fixed ε1, ε2 > 0
such that ε1 < 1 − ε2 and δ ∈
(
max{µ, 1
2
}, 1). In the space-time cone Cε1,ε2(0, 1), the
coefficients H(t, x, u0) and Kµ(t, x, u0) are uniformly bounded. The expansion highlights
the superposition of the quantum mechanic dispersion and the effects caused by the
singularity. For µ < 1
2
, the second phenomenon is dominant for large t. Nevertheless, the
number c(u0, ε1, ε2) tends to infinity as ε1 or ε2 tends to 0. This is connected to the fact
that the above limit requires the study of an oscillatory integral changing its nature when
a certain parameter attains a critical value.
We also obtain asymptotic expansions in space-time cones outside Cε1,ε2(0, 1) given by
C
c
1,ε(0, 1) :=
{
(t, x)
∣∣ t > 0 , −1
ε
6
x
2t
6 −ε} and Cc2,ε(0, 1) := {(t, x) ∣∣ t > 0 , 1 + ε 6 x2t 6
1
ε
}
where ε > 0 is sufficiently small; here we have∣∣∣u(t, x)−Kcj,µ(t, x, u0) t−µ∣∣∣ 6 ccj(u0, ε) t−1 ,
where for j = 1, 2
• Kcj,µ(t, x, u0) :=
Γ(µ)
2µ+1pi
e(−1)
j ipiµ
2
(
(−1)j
( x
2t
))−µ
,
for all (t, x) ∈ Ccj,ε(0, 1). In this situation, the leading term is always determined by the
singular frequency and the coefficients Kcj,µ(t, x, u0) are uniformly bounded in these cones.
As above, a similar phenomenon produces a blow-up of ccj(u0, ε) when ε tends to 0.
The previous results show that in the L2-case, namely µ ∈ (1
2
, 1
)
, wave packets in
frequency bands move essentially in space-time cones. We shall prove that their L2-norm
inside these cones converges to a value for t tending to infinity.
Indeed, we derive from (2) an estimate for the L2-norm of the solution on the interval
It := [2ε1 t, 2(1−ε2) t], which corresponds to the spatial cross-section of the cone Cε1,ε2(0, 1)
at time t, ∣∣∣∣‖u(t, .)‖L2(It) − 1√2pi ‖Fu0‖L2(ε1,1−ε2)
∣∣∣∣ 6 c˜(u0, ε1, ε2) t 12−µ ,
for all t > 1. We observe that a large part of the L2-norm is concentrated in the cone
in this situation, according to Plancherel’s Theorem. The constant c˜(u0, ε1, ε2) blows
up when ε1 or ε2 tends to 0 since it inherits this behaviour from the above constant
c(u0, ε1, ε2).
These observations remain true for more general initial conditions but it seems to
be impossible to deduce from these results a uniform L∞-time decay rate because the
coefficient of the remainder term of the expansion blows up when the boundaries of the
cones tend to the critical directions.
Our approach in part II of this paper will be to replace the smooth cut-off function
separating the stationary point and the amplitude singularity by a characteristic function.
This introduces new technical difficulties but removes the artificial contribution to the
blow-up of the remainder caused by the cut-off function, and permits to obtain the explicit
dependence of the remainder term on the distance between the two endpoints of the
interval.
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The results of part I and II applied to the Schro¨dinger equation yield a partial answer
to the above mentioned problem. As we have explained, we obtain in part I an optimal
uniform estimate,
‖u(t, .)‖L∞ 6 C1(u0) t−min{µ,
1
2} ,
outside arbitrarily narrow cones centred in the critical space-time directions given by the
endpoints of the frequency band. Note that it is possible to apply our version of the
stationary phase method on the direction coming from the singular frequency. In this
case, we obtain ∣∣∣u(t, x)− Lµ(t, u0) t−µ2 ∣∣∣ 6 c(u0)(t−1 + t− 12) ,
where the coefficient Lµ(t, u0) is explicitly given (see (29)). In part II, we shall replace
the un-controllable cone generated by the singularity by a smaller region delimited by a
family of curves whose narrowness is parametrized by some positive ε. Outside this region
and between the two critical directions, we obtain an optimal uniform estimate
‖u(t, .)‖L∞ 6 C2(u0, ε) t−
µ
2
−ε ,
but still with the blow-up of C2(u0, ε) when ε tends to 0. These results lead us to the
conjecture that a global optimal estimate
‖u(t, .)‖L∞(R) 6 C3(u0) t−
µ
2
holds.
Finally, we comment on some related results. The time-decay rate of the free Schro¨din-
ger equation is considered in [6] and [7]. In [6], singular initial conditions are constructed
to derive the exact Lp-time decay rates of the solution, which are slower than the classical
results for regular initial conditions. In [7], the authors construct initial conditions in
Sobolev spaces (based on the Gaussian function), and they show that the related solutions
has no definite Lp-time decay rates, nor coefficients, even though upper estimates for the
decay rates are established.
The papers [6] and [7] use special formulas for functions and their Fourier transforms,
which are themselves based on complex analysis. In our results, we furnish slower decay
rates by considering initial conditions with singular Fourier transforms. Here, complex
analysis is directly applied to the solution formula of the equation, which permits to
obtain results for a whole class of functions. The method seems to be more flexible.
In [1], the authors study the time-asymptotic behaviour of the solution of the Schro¨-
dinger equation on star-shaped networks with a localized potential. They establish a
perturbation inequality which shows that the evolution of high frequency signals is close to
the evolution of the free equation. This points out the usefulness of detailed informations
on the motion of wave packets in frequency bands.
The article [4] considers the Klein-Gordon equation on R with potential step. The au-
thors introduce the idea of considering frequency bands to obtain qualitative informations
on the solution.
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In the setting of the previous paper, the aim of [3] is to describe the influence of the
height of a potential step on the time-asymptotic energy flow of wave packets. To do so,
the authors use asymptotic expansions of the solution in certain space-time cones (as in
[2]) and need an extra assumption on the initial data to refine an estimate from below.
In [5], the author considers one-dimensional Schro¨dinger equations with singular coef-
ficients. Dispersion inequalities and Strichartz-type estimates are furnished.
In [9, chapter 4], a stationary phase method is provided. The author assumes that
the amplitude belongs to C∞c (Rd) (for d > 1) and supposes that the stationary points
of the phase are non-degenerate. Firstly the author employs Morse’s lemma to simplify
the phase function. Then using Fubini’s theorem, he obtains a product of functions,
where each of them is a Fourier transform of a tempered distribution. Finally computing
these Fourier transforms and estimating them leads to the result. Nevertheless, the use of
Morse’s lemma implies a loss of precision regarding the estimate of the remainder. Indeed,
Morse’s lemma is based on the implicit function theorem and so the substitution is not
explicit.
The paper [10] treats the propagation of singularities in space-time for operators with
real characteristics. Note that in the case of the hyperbolic problem [2], the space-time
cones tend to the characteristic set if the frequency band tends to infinity.
In [11, chapter 7], the author provides a stationary phase method which is different
from [9]. It is assumed that the amplitude U and the phase have a certain regularity on Rd
(for d > 1) and that U has a compact support. Asymptotic expansions of the oscillatory
integral are given by using Taylor’s formula of the phase, where the stationary point
is supposed non-degenerate. Morse’s lemma is not needed in this situation. However,
stronger hypothesis concerning the phase are required in order to bound uniformly the
remainder by a constant, which is not explicit.
The article [12] deals with the time decay rates for the system of crystal optics. The
stationary phase method [11] is employed to obtain the decay rates. Observe that a
change of parameters is carried out to obtain a bounded phase in C4, which permits to
apply this stationary phase method, like in [2].
In [15], the author furnishes the first Strichartz-type estimates for the Schro¨dinger
equation and the Klein-Gordon equation. Using complex analysis, the author provides
estimates of the L2(S)-norm of Fourier transforms of functions belonging to Lq(Rd), for
some q > 1, where S is a quadratic surface. These considerations lead to the above men-
tioned estimates.
Acknowledgements:
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1 Stationary points of real order and singular ampli-
tudes: explicit error estimates in one variable
Before formulating the results of this section, let us introduce the two assumptions
related to the amplitude and to the phase.
Let p1, p2 be two real numbers such that −∞ < p1 < p2 < +∞.
Assumption (Pρ1,ρ2,N). For ρ1, ρ2 > 1, let ψ ∈ C1
(
[p1, p2],R
)
be a function satisfy-
ing
∀ p ∈ [p1, p2] ψ′(p) = (p− p1)ρ1−1(p2 − p)ρ2−1ψ˜(p) ,
where ψ˜ ∈ CN([p1, p2],R) is assumed positive, with N ∈ N\{0}. Points pj (j = 1, 2) are
called stationary points of ψ of order ρj − 1.
Assumption (Aµ1,µ2,N). For 0 < µ1, µ2 6 1, let U : (p1, p2) −→ C be a function defined
by
∀ p ∈ (p1, p2) U(p) = (p− p1)µ1−1(p2 − p)µ2−1u˜(p) ,
where u˜ ∈ CN([p1, p2],C), with N ∈ N\{0}, and u˜(pj) 6= 0 if µj 6= 1 (j = 1, 2). Points pj
are called singularities of U .
1.1 Remark. The hypothesis u˜(pj) 6= 0 if µj 6= 1 prevents the function u˜ from affecting
the behaviour of the singularity pj.
Non-vanishing singularities: Erdelyi’s theorem
The aim of this subsection is to state Erde´lyi’s result [8, section 2.8] and give a complete
proof.
Let us define some objects that will be used throughout the rest of this paper.
1.2 Definition. i) For j = 1, 2, let ϕj : Ij −→ R be the functions defined by
ϕ1(p) :=
(
ψ(p)− ψ(p1)
)1/ρ1 and ϕ2(p) := (ψ(p2)− ψ(p))1/ρ2 ,
with I1 := [p1, p2 − η], I2 := [p1 + η, p2] and s1 := ϕ1(p2 − η), s2 := ϕ2(p1 + η).
ii) For j = 1, 2, define kj : (0, sj] −→ C by
kj(s) := U
(
ϕ−1j (s)
)
s1−µj
(
ϕ−1j
)′
(s) ,
which can be extended to the interval [0, sj] (see Proposition 3.3).
iii) Let ν : [p1, p2] −→ R be a smooth function such that

ν = 1 on [p1, p1 + η] ,
ν = 0 on [p2 − η, p2] ,
0 6 ν 6 1 ,
7
with fixed η ∈ (0, p2−p1
2
)
. For j = 1, 2, define νj : [0, sj] −→ R by
ν1(s) := ν ◦ ϕ−11 (s) and ν2(s) := (1− ν) ◦ ϕ−12 (s) .
iv) For s > 0, the complex curve Λ(j)(s) is defined by
Λ(j)(s) :=
{
s+ te
(−1)j+1i pi
2ρj
∣∣∣ t > 0} .
1.3 Theorem. Let N ∈ N\{0}, let ρ1, ρ2 > 1 and 0 < µ1, µ2 < 1. Suppose that the
functions ψ : [p1, p2] −→ R and U : (p1, p2) −→ C satisfy Assumption (Pρ1,ρ2,N) and
Assumption (Aµ1,µ2,N), respectively. Then there exist functions A
(j)
N , R
(j)
N : (0,+∞) −→ C
for j = 1, 2, such that:

∫ p2
p1
U(p)eiωψ(p) dp =
∑
j=1,2
(
A
(j)
N (ω) +R
(j)
N (ω)
)
,
∣∣∣R(j)N (ω)∣∣∣ 6 1(N − 1)! 1ρj Γ
(
N
ρj
)∫ sj
0
sµj−1
∣∣∣∣ dNdsN (νjkj)(s)
∣∣∣∣ ds ω− Nρj ,
for all ω > 0. For j = 1, 2 and ω > 0, we have defined
• A(j)N (ω) := eiωψ(pj)
N−1∑
n=0
Θ
(j)
n+1(ρj , µj)
dn
dsn
(kj)(0)ω
−
n+µj
ρj ,
• R(j)N (ω) := (−1)N+1+j eiωψ(pj )
∫ sj
0
φ
(j)
N (s, ω, ρj, µj)
dN
dsN
(νjkj)(s) ds ,
where, for n = 0, . . . , N − 1:
• Θ(j)n+1(ρj, µj) :=
(−1)j+1
n! ρj
Γ
(n + µj
ρj
)
e
(−1)j+1ipi
2
n+µj
ρj ,
• φ(j)n+1(s, ω, ρj, µj) :=
(−1)n+1
n!
∫
Λ(j)(s)
(z − s)nzµj−1e(−1)j+1iωzρj dz .
Proof. For fixed ρj > 1 and 0 < µj < 1, we shall note φ
(j)
n (s, ω) instead of φ
(j)
n (s, ω, ρj, µj).
Now we take ω > 0 and we divide the proof in five steps.
First step: Splitting of the integral. Using the cut-off function ν, we can write the integral
as follows: ∫ p2
p1
U(p)eiωψ(p) dp = I˜(1)(ω) + I˜(2)(ω) ,
where
I˜(1)(ω) :=
∫ p2−η
p1
ν(p)U(p) eiωψ(p) dp , I˜(2)(ω) :=
∫ p2
p1+η
(
1− ν(p))U(p) eiωψ(p) dp .
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Second step: Substitution. Proposition 3.2 shows that ϕj : Ij −→ [0, sj] is a CN+1-
diffeomorphism. Using the substitution s = ϕ1(p), we get
I˜(1)(ω) =
∫ p2−η
p1
ν(p)U(p) eiωψ(p) dp
= eiωψ(p1)
∫ s1
0
ν
(
ϕ−11 (s)
)
U
(
ϕ−11
)
eiωs
ρ1
(ϕ−11 )
′(s) ds
= eiωψ(p1)
∫ s1
0
ν
(
ϕ−11 (s)
)
U
(
ϕ−11
)
s1−µ1(ϕ−11 )
′(s) sµ1−1eiωs
ρ1
ds
= eiωψ(p1)
∫ s1
0
ν1(s)k1(s) s
µ1−1eiωs
ρ1
ds ,
where k1 and ν1 are introduced in Definition 1.2. In a similar way, we obtain
I˜(2)(ω) = −eiωψ(p2)
∫ s2
0
ν2(s)k2(s) s
µ2−1e−iωs
ρ2 ds .
Third step: Integrations by parts. Corollary 3.6 provides successive primitives of the
function s 7→ sµj−1e(−1)j+1iωsρj . Moreover Proposition 3.3 ensures that kj ∈ CN([0, sj]).
Thus by N integrations by parts, we obtain
e−iωψ(p1)I˜(1)(ω) =
∫ s1
0
ν1(s)k1(s) s
µ1−1eiωs
ρ1 ds
=
[
φ
(1)
1 (s, ω)
(
ν1k1
)
(s)
]s1
0
−
∫ s1
0
φ
(1)
1 (s, ω)
d
ds
(
ν1k1
)
(s) ds
= . . .
=
N−1∑
n=0
(−1)n
[
φ
(1)
n+1(s, ω)
dn
dsn
(
ν1k1
)
(s)
]s1
0
+ (−1)N
∫ s1
0
φ
(1)
N (s, ω)
dN
dsN
(
ν1k1
)
(s) ds .
One can simplify the last expression using the properties of the function ν1; indeed by
hypothesis, we have ν(p1) = 1, ν(p2 − η) = 0 and d
n
dpn
(ν)(p1) =
dn
dpn
(ν)(p2 − η) = 0, for
n > 1. So the definition of ν1 implies
ν1(0) = ν(p1) = 1 and ν1(s1) = ν(p2 − η) = 0 ,
and by the product rule applied to ν1k1, it follows,
dn
dsn
(
ν1k1
)
(0) =
dn
dsn
(k1)(0) and
dn
dsn
(
ν1k1
)
(s1) = 0 .
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Finally,
I˜(1)(ω) =
N−1∑
n=0
(−1)n+1φ(1)n+1(0, ω)
dn
dsn
(k1)(0) e
iωψ(p1)
+ (−1)N eiωψ(p1)
∫ s1
0
φ
(1)
N (s, ω)
dN
dsN
(
ν1k1
)
(s) ds .
In a similar way, we have
I˜(2)(ω) =
N−1∑
n=0
(−1)nφ(2)n+1(0, ω)
dn
dsn
(k2)(0) e
iωψ(p2)
+ (−1)N+1 eiωψ(p2)
∫ s2
0
φ
(2)
N (s, ω)
dN
dsN
(
ν2k2
)
(s) ds .
Fourth step: Calculation of the main terms. Let us make clear the main terms of I˜(j)(ω)
by calculating the coefficient φ
(j)
n+1(0, ω), which is well-defined (see Remarks 3.7). Recall
the expression of φ
(j)
n+1(s, ω) from Corollary 3.6:
φ
(j)
n+1(s, ω) =
(−1)n+1
n!
∫
Λ(j)(s)
(z − s)n zµj−1 e(−1)j+1iωzρj dz ,
for all s ∈ [0, sj] and n = 0, . . . , N − 1. Choose j = 1, put s = 0 and parametrize the
curve Λ(1)(0) with z = te
i pi
2ρ1 for t > 0; this leads to
φ
(1)
n+1(0, ω) =
(−1)n+1
n!
e
ipi
2
n+µ1
ρ1
∫ +∞
0
tn+µ1−1 e−ωt
ρ1 dt .
Setting y = ωtρ1 in the previous integral gives
φ
(1)
n+1(0, ω) =
(−1)n+1
n!
e
ipi
2
n+µ1
ρ1 (ρ1 ω)
−1
∫ +∞
0
( y
ω
)n+µ1
ρ1
−1
e−y dy
=
(−1)n+1
n!
e
ipi
2
n+µ1
ρ1
1
ρ1
Γ
(n + µ1
ρ1
)
ω
−
n+µ1
ρ1 ,
where Γ is the Gamma function defined by
Γ : z ∈ {z ∈ C ∣∣ℜ(z) > 0} 7−→ ∫ +∞
0
tz−1e−t dt ∈ C .
A similar work provides
φ
(2)
n+1(0, ω) =
(−1)n+1
n!
e
−ipi
2
n+µ2
ρ2
1
ρ2
Γ
(n + µ2
ρ2
)
ω
−
n+µ2
ρ2 .
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Then we obtain
eiωψ(pj )
N−1∑
n=0
(−1)n+jφ(j)n+1(0, ω)
dn
dsn
(kj)(0) = e
iωψ(pj )
N−1∑
n=0
Θ
(j)
n+1(ρj, µj)
dn
dsn
(kj)(0)ω
−
n+µj
ρj ,
where we set : Θ
(j)
n+1(ρj , µj) :=
(−1)j+1
n! ρj
Γ
(n+ µj
ρj
)
e
(−1)j+1 pi
2
n+µj
ρj .
Fifth step: Remainder estimates. The last step consists in estimating the remainders
R
(j)
N (ω). For j = 1, 2, one can see for all s ∈ (0, sj] and for all t > 0,
s 6
∣∣∣s+ te(−1)j+1i pi2ρj ∣∣∣ =⇒ sµj−1 > ∣∣∣s+ te(−1)j+1i pi2ρj ∣∣∣µj−1 , (3)
since µj ∈ (0, 1). Use Proposition 3.1, inequality (3) and parametrize φN(s, ω) with
z = s+ te
(−1)j+1i pi
2ρj for t > 0 to obtain∣∣∣φ(j)N (s, ω)∣∣∣ 6 1(N − 1)!
∫ +∞
0
tN−1
∣∣∣ s+ te(−1)j+1i pi2ρj ∣∣∣µj−1 ∣∣∣∣ e(−1)j+1iω(s+te(−1)j+1i pi2ρj )ρj
∣∣∣∣ dt
6
1
(N − 1)! s
µj−1
∫ +∞
0
tN−1e−ωt
ρj
dt
=
1
(N − 1)! s
µj−1
1
ρj
Γ
(
N
ρj
)
ω
−N
ρj , (4)
where the last equality is obtained by using the substitution y = ω tρj . Employing the
definition of R
(j)
N (ω) and inequality (4) leads to∣∣∣R(j)N (ω)∣∣∣ 6 ∫ sj
0
∣∣∣φ(j)N (s, ω, ρj, µj)∣∣∣
∣∣∣∣ dNdsN (νjkj)(s)
∣∣∣∣ ds
6
1
(N − 1)!
1
ρj
Γ
(
N
ρj
)∫ sj
0
sµj−1
∣∣∣∣ dNdsN (νjkj)(s)
∣∣∣∣ ds ω−Nρj .
(5)
We note that the last integral is well-defined because
dN
dsN
(νjkj) : [0, sj] −→ R is contin-
uous and s 7−→ sµj−1 is locally integrable on [0, sj].
We remark finally that the decay rates of A
(j)
N (ω) and R
(j)
N (ω) are ω
−
N−1+µj
ρj and ω
−N
ρj ,
respectively. Thus we observe that the decay rate of the remainder with respect to ω is
higher than the one of the highest term of the expansion. This ends the proof.
Amplitudes without singularities
The preceding theorem remains true if we suppose µj = 1, that is to say the amplitude
U is regular at the point pj. But in this case, we observe that the decay rate of the highest
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term of the expansion and the remainder are the same, namely ω
− N
ρj . The aim of this
subsection is to refine the estimate of the remainder in this specific case.
For this purpose, the two following lemmas are used. In the first one, we provide two
estimates of the function s 7−→ φ(j)N (s, ω, ρj, 1), an estimate has a right-hand side which
is singular with respect to the variable s whereas the other one is regular. We carry out
integrations by parts to establish this result.
1.4 Lemma. Fix j ∈ {1, 2}, ρj > 1 and N ∈ N\{0}. Then there exist three constants
aN,ρj , bN,ρj , cN,ρj > 0 such that

∣∣∣φ(j)N (s, ω, ρj, 1)∣∣∣ 6 aN,ρj ω− Nρj ,∣∣∣φ(j)N (s, ω, ρj, 1)∣∣∣ 6 bN,ρj ω−
(
1+N−1
ρj
)
s1−ρj + cN,ρj ω
−(1+Nρ ) s−ρj ,
for all s, ω > 0. The constants aN,ρj , bN,ρj , cN,ρj > 0 are given in the proof.
1.5 Remark. Note that one can extend φ
(j)
N (., ω, ρj, 1) : (0, sj] −→ R to (0,+∞), see
Remarks 3.7.
Proof. Fix s > 0, ω > 0 and choose for example j = 1. Recall the expression of
φ
(1)
N (s, ω, ρ1, 1) with the parametrization of the path Λ
(1)(s) given in Definition 1.2:
φ
(1)
N (s, ω, ρ1, 1) =
(−1)N
(N − 1)!
∫ +∞
0
tN−1e
i
pi(N−1)
2ρ1 e
iω
(
s+te
i pi2ρ1
)ρ1
dt e
i pi
2ρ1 .
On the one hand, estimate (4) is still valid for µ1 = 1:∣∣∣φ(1)N (s, ω, ρ1, 1)∣∣∣ 6 1(N − 1)! 1ρ1 Γ
(
N
ρ1
)
ω
− N
ρ1 .
Put aN,ρ1 :=
1
(N−1)!
1
ρ1
Γ
(
N
ρ1
)
then we get the first estimate of the lemma.
On the other hand, we establish the second inequality by using integrations by parts.
To do so, remark that for all s > 0 the first derivative of the function t ∈ (0,+∞) 7−→
iω
(
s+ te
i pi
2ρ1
)ρ1 does not vanish; therefore we can write
e
iω
(
s+te
i pi2ρ1
)ρ1
= (iωρ1)
−1e
−i pi
2ρ1
(
s+ te
i pi
2ρ1
)1−ρ1 d
dt
[
e
iω
(
s+te
i pi2ρ1
)ρ1]
.
Moreover Proposition 3.1 implies
∀ s > 0
∣∣∣∣eiω
(
s+te
i pi2ρ1
)ρ1 ∣∣∣∣ 6 e−ωtρ1 −→ 0 , t −→ +∞ . (6)
Now we distinguish the two following cases:
12
• Case N = 1. Thanks to the two previous observations, we obtain
φ
(1)
1 (s, ω, ρ1, 1) = −(iωρ1)−1
∫ +∞
0
(
s+ te
i pi
2ρ1
)1−ρ1 d
dt
[
e
iω
(
s+te
i pi2ρ1
)ρ1]
dt
= (iωρ1)
−1s1−ρ1eiωs
ρ1
+
1− ρ1
iωρ1
e
i pi
2ρ1
∫ +∞
0
(
s+ te
i pi
2ρ1
)−ρ1
e
iω
(
s+te
i pi2ρ1
)ρ1
dt ,
where the boundary term at infinity is zero according to (6). It follows:∣∣∣φ(1)1 (s, ω, ρ1, 1)∣∣∣ 6 (ωρ1)−1s1−ρ1
+
ρ1 − 1
ωρ1
∫ +∞
0
∣∣∣s+ tei pi2ρ1 ∣∣∣−ρ1
∣∣∣∣∣eiω
(
s+te
i pi2ρ1
)ρ1 ∣∣∣∣∣ ds
6 (ωρ1)
−1s1−ρ1 +
ρ1 − 1
ωρ1
s−ρ1
∫ +∞
0
e−ωt
ρ1
dt (7)
=
1
ρ1
ω−1s1−ρ1 +
ρ1 − 1
ρ21
Γ
(
1
ρ1
)
ω
−
(
1+ 1
ρ1
)
s−ρ1 ; (8)
Proposition 3.1 permits to obtain (7) by estimating the exponential and we use the
substitution y = ωtρ1 to get (8). Then we set b1,ρ1 := ρ
−1
1 and c1,ρ1 :=
ρ1−1
ρ21
Γ
(
1
ρ1
)
.
• Case N > 2. We proceed as above by using an integration by parts:
φ
(1)
N (s, ω, ρ1, 1) =
(−1)N
(N − 1)! e
i
pi(N−1)
2ρ1 (iωρ1)
−1
×
∫ +∞
0
tN−1
(
s+ te
i pi
2ρ1
)1−ρ1 d
dt
[
e
iω
(
s+te
i pi2ρ1
)ρ1]
dt
=
(−1)N+1
(N − 1)! e
i
pi(N−1)
2ρ1 (iωρ1)
−1
×
∫ +∞
0
d
dt
[
tN−1
(
s+ te
i pi
2ρ1
)1−ρ1]
e
iω
(
s+te
i pi2ρ1
)ρ1
dt (9)
=
(−1)N+1
(N − 1)! e
ipi(N−1)
2ρ1 (iωρ1)
−1
×
(
(N − 1)
∫ +∞
0
tN−2
(
s+ te
i pi
2ρ1
)1−ρ1
e
iω
(
s+te
i pi2ρ1
)ρ1
dt
+ (1− ρ1) ei
pi
2ρ1
∫ +∞
0
tN−1
(
s+ te
i pi
2ρ1
)−ρ1
e
iω
(
s+te
i pi2ρ1
)ρ1
dt
)
.
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The boundary terms in (9) are zero; indeed one can see that the term at 0 vanishes
and one can use (6) once again to study the term at infinity. Then by similar
arguments to the ones of the preceding case, we obtain
∣∣∣φ(1)N (s, ω, ρ1, 1)∣∣∣ 6 ω−1ρ1(N − 2)!
∫ +∞
0
tN−2
∣∣∣∣∣
(
s+ te
i pi
2ρ1
)1−ρ1
e
iω
(
s+te
i pi2ρ1
)ρ1 ∣∣∣∣∣ dt
+
(ρ1 − 1)ω−1
ρ1(N − 1)!
∫ +∞
0
tN−1
∣∣∣∣∣
(
s+ te
i pi
2ρ1
)−ρ1
e
iω
(
s+te
i pi2ρ1
)ρ1 ∣∣∣∣∣ dt
6
1
ρ1(N − 2)! ω
−1s1−ρ1
∫ +∞
0
tN−2 e−ωt
ρ1
dt
+
(ρ1 − 1)
ρ1(N − 1)! ω
−1s−ρ1
∫ +∞
0
tN−1 e−ωt
ρ1
dt
=
1
ρ21(N − 2)!
Γ
(
N − 1
ρ1
)
ω
−
(
1+N−1
ρ1
)
s1−ρ1
+
(ρ1 − 1)
ρ21(N − 1)!
Γ
(
N
ρ1
)
ω
−
(
1+ N
ρ1
)
s−ρ1 .
Putting bN,ρ1 :=
1
ρ21(N−2)!
Γ
(
N−1
ρ1
)
and cN,ρ1 :=
(ρ1−1)
ρ21(N−1)!
Γ
(
N
ρ1
)
, we can conclude this
point.
A very similar work for j = 2 provides the conclusion.
Given a function which satisfies the two previous estimates, we furnish a new estimate
in the second lemma, by employing the balance between blow-up and decay. Note that a
technical argument requires ρ > 2.
1.6 Lemma. Let N ∈ N\{0}, ρ > 2 and f : (0,+∞) × (0,+∞) −→ R be a function
which satisfies the two following inequalities:
∀ s, ω > 0
{ ∣∣f(s, ω)∣∣ 6 aω−Nρ ,∣∣f(s, ω)∣∣ 6 b ω−(1+N−1ρ ) s1−ρ + c ω−(1+Nρ ) s−ρ ,
where a, b, c > 0 are three constants.
Fix γ ∈ (0, 1) and define δ := ρ−1(γ + N) ∈
(
N
ρ
, 1+N
ρ
)
. Then there exists a constant
Lγ,ρ > 0 such that the following estimate holds:
∀ s, ω > 0 ∣∣f(s, ω)∣∣ 6 Lγ,ρ s−γ ω−δ .
Furthermore Lγ,ρ = a(Kρ)
γ > 0 where Kρ is the unique positive solution of
aKρ − bK − c = 0 .
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Proof. Let g1, g2 : (0,+∞) × (0,+∞) −→ R be defined as follows:
g1(s, ω) := aω
−N
ρ , g2(s, ω) := b ω
−(1+N−1ρ ) s1−ρ + c ω−(1+
N
ρ ) s−ρ .
Now fix ω > 0 and define the function hω : (0,+∞) −→ R by
hω(s) := s
ρ
(
g1(s, ω)− g2(s, ω)
)
= aω−
N
ρ sρ − b ω−(1+N−1ρ ) s− c ω−(1+Nρ ) .
One can ensure that the equation hω(sω) = 0 admits a unique positive solution sω given by
sω := Kρ ω
− 1
ρ where Kρ is the unique positive solution of the equation aK
ρ− bK − c = 0.
So g1(., ω) and g2(., ω) intersect each other at the point sω and we have g1(., ω) 6 g2(., ω)
for s ∈ (0, sω] and g1(., ω) > g2(., ω) otherwise. So we get more precise estimates:{
∀ s ∈ (0, sω]
∣∣f(s, ω)∣∣ 6 aω−Nρ = g1(s, ω) ,
∀ s ∈ [sω,+∞)
∣∣f(s, ω)∣∣ 6 b ω−(1+N−1ρ ) s1−ρ + c ω−(1+Nρ ) s−ρ = g2(s, ω) .
Now let us build a function g : (0,+∞)× (0,+∞) −→ R which is locally integrable with
respect to the variable s and which satisfies the following inequalities for any ω > 0:{ ∀ s ∈ (0, sω] ∣∣f(s, ω)∣∣ 6 g1(s, ω) 6 g(s, ω) ,
∀ s ∈ [sω,+∞)
∣∣f(s, ω)∣∣ 6 g2(s, ω) 6 g(s, ω) , (10)
Here we choose gγ,δ(s, ω) := Lγ,ρ s
−γω−δ, where Lγ,ρ, δ, γ > 0 must be clarified. To this
end, we require the following condition:
∀ω > 0 gγ,δ(sω, ω) = g1(sω, ω) = g2(sω, ω) .
This leads to
gγ,δ
(
Kρ ω
− 1
ρ , ω
)
= Lγ,ρ(Kρ)
−γω
γ
ρ
−δ = aω−
N
ρ .
Since this equality holds for all ω > 0, we obtain

Lγ,ρ = a(Kρ)
γ
γ
ρ
− δ = −N
ρ
=⇒
{
Lγ,ρ = a(Kρ)
γ
δ = ρ−1(γ +N)
.
We take γ ∈ (0, 1) to make gγ,δ(., ω) : (0,+∞) −→ R locally integrable with respect to s;
it follows δ = ρ−1(γ +N) ∈
(
N
ρ
, 1+N
ρ
)
. To conclude, we have to check inequalities (10).
• Take s 6 sω. Then we have
gγ,δ(s, ω) = a(Kρ)
γω−δs−γ > aω
γ
ρ
−δ = aω−
N
ρ = g1(s, ω) ,
since γ
ρ
− δ = −N
ρ
.
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• Choose s > sω. We have to show that g2(s, ω) 6 gγ,δ(s, ω), that is to say
sρ (gγ,δ(s, ω)− g2(s, ω)) = a(Kρ)γω−δsρ−γ − b ω−(1+
N−1
ρ )s− c ω−(1+Nρ ) > 0 . (11)
Define the function kω : (0,+∞) −→ R by kω(s) := sρ
(
gγ,δ(s, ω) − g2(s, ω)
)
, and
differentiate it:
(kω)
′(s) = a(Kρ)
γ(ρ− γ)ω−δsρ−γ−1 − b ω−(1+N−1ρ ) ,
Since s > 0 and ρ > 2, (kω)
′ is an increasing function and vanishes at the point
s′ω =
(
b
a(Kρ)γ(ρ− γ)
) 1
ρ−γ−1
ω−
1
ρ .
Now we want to show the inequality : s′ω 6 sω. To this end, observe that
0 6 bKρ(ρ− γ − 1) + (ρ− γ)c ,
because ρ > 2. Furthermore since Kρ satisfies a(Kρ)
ρ − bKρ − c = 0, one gets
bKρ
ρ− γ 6 bKρ + c = a(Kρ)
ρ ⇐⇒ b
a(Kρ)γ(ρ− γ) 6 (Kρ)
ρ−γ−1 ,
and we obtain finally
s′ω =
(
b
a(Kρ)γ(ρ− γ)
) 1
ρ−1−γ
ω−
1
ρ 6 Kρ ω
− 1
ρ = sω .
So for all s > sω > s
′
ω, kω is an increasing function and thus we have
kω(s) > kω(sω) = (sω)
ρ
(
gγ,δ(sω, ω)− g2(sω, ω)
)
= 0 .
Hence inequality (11) is satisfied and gδ,γ(s, ω)− g2(s, ω) > 0.
We deduce the new estimates of the remainder from the two preceding results.
1.7 Theorem. Let N ∈ N\{0}, assume µj = 1 and ρj > 2 for a certain j ∈ {1, 2}.
Suppose that the functions ψ : [p1, p2] −→ R and U : (p1, p2) −→ C satisfy Assumption
(Pρ1,ρ2,N) and Assumption (Aµ1,µ2,N), respectively. Then the statement of Theorem 1.3
is still true and, for γ ∈ (0, 1) and δ := ρ−1j (γ + N) ∈
(
N
ρj
, N+1
ρj
)
, we have more precise
estimates for the remainder term R
(j)
N (ω):∣∣∣R(j)N (ω)∣∣∣ 6 Lγ,ρj ,N ∫ sj
0
s−γ
∣∣∣∣ dNdsN (νjkj)(s)
∣∣∣∣ ds ω−δ , (12)
for all ω > 0, where Lγ,ρj ,N > 0 is a constant given by Lemma 1.4 and Lemma 1.6.
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Proof. We only have to check inequality (12) since the first four steps of the proof of
Theorem 1.3 remain valid with µj = 1.
Since Lemma 1.4 ensures that φ
(j)
N (., ω, ρj, 1) satisfies the assumptions of Lemma 1.6, we
get
∀ s ∈ (0, sj] ∀ω > 0
∣∣∣φ(j)N (s, ω, ρj, 1)∣∣∣ 6 Lγ,ρj ,N s−γ ω−δ , (13)
where γ, δ > 0 are defined as above and Lγ,ρj ,N > 0 is given in Lemma 1.6. Using the
expression of the remainder term from Theorem 1.3 and the preceding estimate leads to
the conclusion, namely∣∣∣R(j)N (ω)∣∣∣ 6 ∫ sj
0
∣∣∣φ(j)N (s, ω, ρj, 1)∣∣∣
∣∣∣∣ dNdsN (νjkj)(s)
∣∣∣∣ ds
6 Lγ,ρj ,N
∫ sj
0
s−γ
∣∣∣∣ dNdsN (νjkj)(s)
∣∣∣∣ ds ω−δ .
And we observe that the decay rate of the remainder term R
(j)
N (ω) with respect to ω is
higher than the one of the highest term of the expansion A
(j)
N (ω).
2 Application to the free Schro¨dinger equation on
the line: the influence of frequency domain singu-
larities of the initial condition on dispersion
In this section, we are interested in the time-asymptotic behaviour of the solution of
the free Schro¨dinger equation in one dimension. More precisely, we describe the motion
and the localization of wave packets establishing asymptotic expansions. The influence
on the decay of a singular frequency in the initial data is explored. We show that this
singularity plays a key role in the dispersion and that the decay rates are affected.
We shall substantially use the results from the preceding section. Moreover the em-
ployed method is based on [2, section 3]: we suppose that the initial data is in a frequency
band. Hence the solution can be written as an oscillatory integral with respect to time
with singular amplitude. Then an asymptotic expansion is obtained by applying the above
mentioned stationary phase method. And finally we estimate uniformly the remainder.
In order to apply properly the results of Section 1, we shall distinguish the case where
the stationary point of the phase belongs to the frequency band and where it does not.
These considerations lead to two different expansions in two space-time regions: a cone
generated by the frequency band and its outside.
Furthermore by applying directly the above stationary phase method, we show that
the time decay rate is t−
µ
2 on points moving in space-time with the critical velocity given
by the singularity. In this case, we don’t have to deal with the uniformity of the constant
of the remainder since we establish an asymptotic expansion on a line.
Finally in the L2 case, we use the previous expansion in the space-time cone to describe
the asymptotic behaviour of the L2-norm of the solution along the cross-section of this
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cone. The time decay rate t−
1
2 implies that this L2-norm of the solution is asymptotically
constant.
In this section, we explore only the case where the amplitude has a singularity. A
similar work can be carried out if the amplitude is supposed non-singular by using the
previous results with µ1 = µ2 = 1.
Let us introduce the assumption concerning the initial data.
Condition (Cp1,p2,µ): Fix µ ∈ (0, 1) and let p1, p2 be two real numbers such that
−∞ < p1 < p2 < +∞ .
u0 satisfies condition (Cp1,p2,µ) if and only if Fu0 ≡ 0 on R \ [p1, p2] and U := Fu0 verifies
Assumption (Aµ,1,1) on [p1, p2], with Fu0(p2) = 0.
2.1 Remarks. i) If u0 satisfies Condition (Cp1,p2,µ) then the solution of the free Schro¨dinger
equation (S) is given by
u(t, x) =
1
2pi
∫ p2
p1
Fu0(p) e−itp2+ixp dp ,
for all t > 0 and x ∈ R.
ii) The Fourier transform is formally defined by : Fu0(p) =
∫
R
u0(x) e
−ixp dx .
iii) Under Condition (Cp1,p2,µ), Fu0 has a singularity of order µ − 1 at p1 whereas the
point p2 is regular. For simplicity, we assume Fu0(p2) = 0 but a similar work can
be carried out if Fu0(p2) 6= 0.
iv) Fu0 ∈ C1
(
(p1, p2]
)
.
2.2 Theorem. Suppose that u0 satisfies Condition (Cp1,p2,µ). Fix δ ∈
(
max{µ, 1
2
}, 1) and
ε1, ε2 > 0 such that:
p1 + ε1 < p2 − ε2 .
Then for all (t, x) ∈ Cε1,ε2(p1, p2) where Cε1,ε2(p1, p2) is the cone defined by
p1 + ε1 6
x
2t
6 p2 − ε2 ,
where t > 0, there exist Kµ(t, x, u0), H(t, x, u0) ∈ C satisfying∣∣u(t, x)−H(t, x, u0) t− 12 −Kµ(t, x, u0) t−µ∣∣ 6 c(u0, ε1, ε2, ν, ν˜, δ) (t−1 + t−δ) ,
where c(u0, ε1, ε2, ν, ν˜, δ) > 0 is a constant independent on t, x. ν and ν˜ are indexed
families of smooth cut-off functions, introduced in the proof.
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2.3 Remark. See (26), (27) and (28) for explicit expressions of Kµ(t, x, u0), H(t, x, u0)
and c(u0, ε1, ε2, ν, ν˜, δ).
Proof. We divide the proof in five steps, using a method based on [2, section 3].
First step: Rewriting. We factorize the phase function p 7−→ −tp2 + xp by t, which gives
∀ (t, x) ∈ [0,+∞)× R u(t, x) = 1
2pi
∫ p2
p1
Fu0(p)eitΨ(p,t,x)dp ,
where Ψ(p, t, x) := −p2 + x
t
p = −(p− x
2t
)2
+ x
2
4t2
. 1
Second step: Splitting of the integral. We define the two functions U and ψ by{ ∀ p ∈ (p1, p2] U(p) := Fu0(p) = (p− p1)µ−1u˜(p) ,
∀ p ∈ [p1, p2] ψ(p) := Ψ(p, t, x) .
Hence ψ′ can be written as follows:
∀ p ∈ [p1, p2] ψ′(p) = −2
(
p− x
2t
)
= −2(p− p0(t, x)) , (14)
where we put p0(t, x) :=
x
2t
. Henceforth, we will denote p0(t, x) by p0. Thus p0 is the
only stationary point of the phase and it belongs to [p1 + ε1, p2 − ε2] if and only if
(t, x) ∈ Cε1,ε2(p1, p2). In such a situation, we write
∀ (t, x) ∈ Cε1,ε2(p1, p2) u(t, x) =
1
2pi
(∫ p0
p1
U(p)eitψ(p)dp +
∫ p2
p0
U(p)eitψ(p)dp
)
=:
1
2pi
(
I(1)(t, p0) + I
(2)(t, p0)
)
.
Third step: Application of the stationary phase method. The amplitude U and the phase
ψ of I(1)(t, p0) satisfy Assumption (Aµ,1,1) and Assumption (P1,2,N) for all N > 1 on
[p1, p0], respectively. This allows to apply Theorem 1.3 to I
(1)(t, p0), where t is the large
parameter. But we must be careful with the cut-off function ν introduced in Theorem
1.3; effectively it depends on the point p0 (and so on t, x) since the interval of integration
depends also on p0. Consequently we must consider an indexed family of smooth functions
ν :=
{
νp0
}
p0∈[p1+ε1,p2−ε2]
defined as follows: choose a sufficiently small number η1, for
example η1 :=
ε1
3
, independent on p0. Then for any p0 ∈ [p1 + ε1, p2 − ε2], the smooth
cut-off function νp0 is defined on [p1, p0] like in Definition 1.2 and we extend it to the
interval [p0, p2] by 0. In this situation, every νp0 is bounded by 1 on [p1, p2] and the graph
compresses as p0 tends to p1 + ε1; so we may suppose that
∥∥(νp0)′∥∥L∞(p1,p2) reaches its
maximum when p0 = p1 + ε1 and, without loss of generality, we may claim that
∀ p0 ∈ [p1 + ε1, p2 − ε2]
∥∥(νp0)′∥∥L∞(p1,p2) 6 ∥∥(νp1+ε1)′∥∥L∞(p1,p2) =:Mp1,ε1 . (15)
1See Remark 2.4
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That is to say, ν is a bounded family in the space C1([p1, p2]).
Applying Theorem 1.3 provides
I(1)(t, p0) = e
itψ(p1)Θ
(1)
1 (1, µ)k1(0) t
−µ+eitψ(p0)Θ
(2)
1 (2, 1)k2(0) t
− 1
2 +R
(1)
1 (t, p0)+R
(2)
1 (t, p0) ,
for all t > 0, with ν1,p0 := νp0 ◦ ϕ−11 and ν2,p0 := (1− νp0) ◦ ϕ−12 .
Let us compute the first terms. We employ the writing of kj given in (35) to obtain
k1(0) = (ϕ
−1
1 )
′(0)µ u˜(p1) and k2(0) = (ϕ
−1
2 )
′(0)U(p0) . (16)
We use now the expressions of ϕj furnished in Definition 1.2; note that the expression of
ϕ2 can be simplified:
ϕ1(p) = ψ(p)− ψ(p1) and ϕ2(p) = p0 − p ,
for all p ∈ [p1, p0 − η1] and p ∈ [p1 + η1, p0] respectively. It follows:
(ϕ−11 )
′(s) = ψ′
(
ϕ−11 (s)
)−1
and (ϕ−12 )
′(s) = −1 , (17)
for all s ∈ [0, s1] and s ∈ [0, s2] respectively. Therefore, using the explicit formulas for
Θ
(j)
1 (ρj , µj) (see Theorem 1.3) and equalities (16), (17), we obtain
I(1)(t, p0) = e
itψ(p1) Γ(µ) ei
piµ
2
u˜(p1)(
2(p0 − p1)
)µ t−µ +R(1)1 (t, p0)
+ eitψ(p0)
√
pi
2
e−i
pi
4 U(p0) t
− 1
2 +R
(2)
1 (t, p0)
=
Γ(µ)
2µ
ei
piµ
2 ei(−tp
2
1+xp1) u˜(p1)
( x
2t
− p1
)−µ
t−µ +R
(1)
1 (t, p0)
+
√
pi
2
e−i
pi
4 ei
x2
4t u˜
( x
2t
)( x
2t
− p1
)µ−1
t−
1
2 +R
(2)
1 (t, p0) .
Fourth step: uniform estimates for the remainder. To finish the study of I(1)(t, p0), let
us estimate uniformly in x the two remainders. Since the amplitude of I(1)(t, p0) has a
singularity at p1, we can control R
(1)
1 (t, p0) by using the remainder estimate of Theorem
1.3: ∣∣∣R(1)1 (t, p0)∣∣∣ 6 ∫ s1
0
sµ−1
∣∣(ν1,p0k1)′(s)∣∣ ds t−1 6 1µ (s1)µ ∥∥(ν1,p0k1)′∥∥L∞(0,s1) t−1 . (18)
Concerning the second remainder, we note that p0 is not a singular point of the amplitude.
In this case, we employ Theorem 1.7. Let us choose δ ∈ (1
2
, 1
)
and set γ := 2δ+1 ∈ (0, 1);
then we obtain∣∣∣R(2)1 (t, p0)∣∣∣ 6 Lγ,2,1 ∫ s2
0
s−γ
∣∣(ν2,p0k2)′(s)∣∣ ds t−δ 6 Lγ,2,11− γ (s2)1−γ ∥∥(ν2,p0k2)′∥∥L∞(0,s2) t−δ .
(19)
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To bound explicitly the right-hand sides of (18) and (19), one can see that∥∥(νj,p0kj)′∥∥L∞(0,sj) 6 ∥∥(ϕ−1j )′∥∥L∞(0,sj)∥∥(νp0)′∥∥L∞(p1,p2)∥∥kj∥∥L∞(0,sj) + ∥∥(kj)′∥∥L∞(0,sj) ,
for j = 1, 2. Here,
∥∥(νp0)′∥∥L∞(p1,p2) is uniformly bounded by the constant Mp1,ε1 according
to (15). Further equality (14) implies that ψ′ can be uniformly bounded from below by
2η1 and from above by 2(p2 − p1) for all p ∈ [p1, p0 − η1]. Thanks to this observation, we
obtain
∀ s ∈ [0, s1]
(
2(p2 − p1)
)−1
6 (ϕ−11 )
′(s) 6 (2η1)
−1 . (20)
Moreover we recall that s1 = ϕ1(p0 − η1); using the mean value Theorem, it follows
s1 = ψ(p0 − η1)− ψ(p1) 6 2(p2 − p1)(p0 − η1 − p1) 6 2(p2 − p1)2 .
Employing the expression of k1 given in (35), the following estimate is true for any s ∈
[0, s1],
∣∣k1(s)∣∣ =
∣∣∣∣∣
(∫ 1
0
(ϕ−11 )
′(sy)dy
)µ−1
u˜
(
ϕ−11 (s)
)(
ϕ−11
)′
(s)
∣∣∣∣∣
6
(
2(p2 − p1)
)1−µ‖u˜‖L∞(p1,p2)(2η1)−1
6
(p2 − p1)1−µ
2µ
η−11 ‖u˜‖W 1,∞(p1,p2) .
Now the product rule applied to k1 on [0, s1] gives
(k1)
′(s) = (µ− 1)
(∫ 1
0
y(ϕ−11 )
′′(sy)dy
)(∫ 1
0
(ϕ−11 )
′(sy)dy
)µ−2
u˜
(
ϕ−11 (s)
)
(ϕ−11 )
′(s)
+
(∫ 1
0
(ϕ−11 )
′(sy)dy
)µ−1
u˜′
(
ϕ−11 (s)
)
(ϕ−11 )
′(s)2
+
(∫ 1
0
(ϕ−11 )
′(sy)dy
)µ−1
u˜
(
ϕ−11 (s)
)
(ϕ−11 )
′′(s) .
Using the relation (ϕ−11 )
′′(s) = −(ϕ1)′′
(
ϕ−11 (s)
)
(ϕ−11 )
′(s)3 = 2(ϕ−11 )
′(s)3 and estimates
(20), we obtain ∣∣(ϕ−11 )′′(s)∣∣ = 2 ∣∣(ϕ−11 )′(s)3∣∣ 6 2−2 η−31 .
We employ inequalities (20) once again to bound (k1)
′ as follows:
∣∣(k1)′(s)∣∣ 6 (1− µ)
2
2−2 η−31
(
2(p2 − p1)
)2−µ ‖u˜‖L∞(p1,p2)(2η1)−1
+
(
2(p2 − p1)
)1−µ ‖u˜′‖L∞(p1,p2)(2η1)−2
+
(
2(p2 − p1)
)1−µ ‖u˜‖L∞(p1,p2)2−2η−31
6
(p2 − p1)1−µ
21+µ
(
(1− µ)
2
η−41 (p2 − p1) + η−21 + η−31
)
‖u˜‖W 1,∞(p1,p2) .
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Putting everything together, we obtain
∣∣∣R(1)1 (t, p0)∣∣∣ 6 1µ (2(p2 − p1)2)µ
(
Mp1,ε1(2η1)
−1 (p2 − p1)1−µ
2µ
η−11 ‖u˜‖W 1,∞(p1,p2)
+
(p2 − p1)1−µ
21+µ
(
(1− µ)
2
η−41 (p2 − p1) + η−21 + η−31
)
‖u˜‖W 1,∞(p1,p2)
)
t−1
=: c1(u0, ε1, ν) t
−1
where
c1(u0, ε1, ν) :=
(p2 − p1)1+µ
2µ
η−21
(
Mp1,ε1 +
(1− µ)
2
η−21 (p2 − p1) + 1 + η−11
)
‖u˜‖W 1,∞(p1,p2) .
(21)
Let us study the second remainder. By the second relation of (17), we have
min
s∈[0,s2]
∣∣(ϕ−12 )′(s)∣∣ = 1 = ∥∥(ϕ−12 )′∥∥L∞(0,s2) . (22)
Furthermore the definition of s2 = ϕ2(p1 + η1) implies
s2 = p0 − p1 − η1 6 p2 − p1 .
Now we note that for all p ∈ [p1+ η1, p0], we have
∣∣U(p)∣∣ 6 ηµ−11 ‖u˜‖L∞(p1,p2); so we bound
k2 as follows ∣∣k2(s)∣∣ = ∣∣U(ϕ−12 (s))(ϕ−12 )′(s)∣∣ 6 ηµ−11 ‖u˜‖L∞(p1,p2) .
for all s ∈ [0, s2]. One can observe that (ϕ−12 )′′(s) = 0, so by the product rule, we have
∀ s ∈ [0, s2] (k2)′(s) = U ′
(
ϕ−12 (s)
)
(ϕ−12 )
′(s)2 .
Since ∣∣U ′(p)∣∣ 6 ∣∣(µ− 1)(p− p1)µ−2 u˜(p)∣∣+ ∣∣(p− p1)µ−1 u˜′(p)∣∣
6 (1− µ) ηµ−21 ‖u˜‖L∞(p1,p2) + ηµ−11 ‖u˜′‖L∞(p1,p2) ,
holds for all p ∈ [p1 + η1, p0], we obtain∣∣(k2)′(s)∣∣ 6 (1− µ1) ηµ−21 ‖u˜‖L∞(p1,p2) + ηµ−11 ‖u˜′‖L∞(p1,p2) ,
for all s ∈ [0, s2]. Put everything together:∣∣∣R(2)1 (t, p0)∣∣∣ 6 Lγ,2,11− γ (p2 − p1)1−γ
(
Mp1,ε1 η
µ−1
1 ‖u˜‖L∞(p1,p2)
+ (1− µ1) ηµ−21 ‖u˜‖L∞(p1,p2) + ηµ−11 ‖u˜′‖L∞(p1,p2)
)
t−δ
6 c2(u0, ε1, ν, δ) t
−δ ,
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with
c2(u0, ε1, ν, δ) :=
Lγ,2,1
1− γ (p2 − p1)
1−γ ηµ−11
(
Mp1,ε1 + (1− µ1)η−11 + 1
)
‖u˜‖W 1,∞(p1,p2) ; (23)
the constant c2(u0, ε1, ν, δ) depends on δ since γ = 2δ − 1.
Fifth step: Application of the stationary phase method to I(2)(t, p0) and uniform estimates.
It remains to study the integral I(2)(t, p0). First of all, remark that ψ is decreasing on
[p0, p2]; for example, we can use the substitution p 7−→ −p to make it increasing. Then
we observe that the new amplitude and the new phase verify Assumption (A1,1,1) and
Assumption (P1,2,N) (for N > 1) on [−p2,−p0], respectively. Moreover we note that
U(p2) = 0 which implies that the first term related to p2 vanishes. In consequences, we
can estimate the remainder term related to p2 by using Theorem 1.3, which is sufficient
in this situation; the refinement of Theorem 1.7 is not needed here. So by a similar work,
we obtain the following expansion for I(2)(t, p0):∣∣∣I(2)(t, p0)− √pi
2
e−i
pi
4 ei
x2
4t u˜
( x
2t
)( x
2t
− p1
)µ−1
t−
1
2
∣∣∣ 6
c3(u0, ε1, ε2, ν˜) t
−1 + c4(u0, ε1, ε2, ν˜, δ) t
−δ ,
where c3(u0, ε1, ε2, ν˜, δ), c4(u0, ε1, ε2, ν˜) > 0 are defined as follows,
• c3(u0, ε1, ε2, ν˜) := (p2 − p1)
2
2
η−22 ε
µ−1
1
(
Mp2,ε2 + (1− µ)ε−11 + 1 + η−12
)
‖u˜‖W 1,∞(p1,p2) ,
(24)
• c4(u0, ε1, ε2, ν˜, δ) := Lγ,2,1
1− γ (p2 − p1)
1−γεµ−11
(
Mp2,ε2 + (1− µ)ε−11 + 1
)
‖u˜‖W 1,∞(p1,p2) ,
(25)
where ν˜ =
{
ν˜−p0
}
−p0∈[−p2+ε2,−p1−ε1]
is an indexed family of smooth cut-off functions on
[−p2,−p1], defined in a similar way than ν in the third step. Hence ν˜ is a bounded family
in C1([−p2,−p1]) and we put Mp2,ε2 :=
∥∥(ν˜−p2+ε2)′∥∥L∞(−p2,−p1).
Choosing δ > max
{
1
2
, µ
}
implies that the decay rate of the remainder terms are
higher than the decay rate of the first terms. And we conclude the proof by giving the
expressions for
• H(t, x, u0) := 1
2
√
pi
e−i
pi
4 ei
x2
4t u˜
( x
2t
)( x
2t
− p1
)µ−1
, (26)
• Kµ(t, x, u0) := Γ(µ)
2µ+1pi
ei
piµ
2 ei(−tp
2
1+xp1) u˜(p1)
( x
2t
− p1
)−µ
, (27)
and using (21), (23), (24) and (25), we set
• c(u0, ε1, ε2, ν, ν˜, δ) := 1
2pi
(
c1(u0, ε1, ν) + c2(u0, ε1, ν, δ)
+ c3(u0, ε1, ε2, ν˜) + c4(u0, ε1, ε2, ν˜, δ)
)
. (28)
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This ends the proof.
2.4 Remark. At this stage, the authors of [2] introduced the large parameter ω :=√
t2 + x2, and replaced t and x by the bounded parameters τ := t
ω
and χ := x
ω
. This
led to a family of phase functions which was globally bounded in C4 with respect to τ
and χ. This was necessary for the application of [11]. In our context, it is sufficient to
control the phase functions in space-time cones. Indeed the explicitness of our remainder
estimate shows that its coefficient depends only on the quotient x
t
, which is bounded in
these cones. It is not necessary to have the global boundedness with respect to t and x
separately. Therefore we can use t as a large parameter instead of ω, which is conceptually
simpler and clearer.
2.5 Theorem. Suppose that u0 satisfies Condition (Cp1,p2,µ). Choose ε > 0 such that
−1
ε
< p1 − ε and p2 + ε < 1
ε
.
Then for all (t, x) that lies in the cone Cc1,ε(p1, p2) (resp. C
c
2,ε(p1, p2)) defined by
−1
ε
6
x
2t
6 p1 − ε
(
resp. p2 + ε 6
x
2t
6
1
ε
)
,
where t > 0, there exists Kc1,µ(t, x, u0) (resp. K
c
2,µ(t, x, u0)) satisfying∣∣u(t, x)−Kcj,µ(t, x, u0) t−µ∣∣ 6 ccj(u0, ε) t−1 , j = 1, 2 ,
where cc1(u0, ε) > 0 (resp. c
c
2(u0, ε) > 0) is a constant independent on t, x.
Proof. Recall the expression of u(t, x):
u(t, x) =
1
2pi
∫ p2
p1
Fu0(p) e−itp2+ixp dp = 1
2pi
∫ p2
p1
U(p) eitψ(p) dp ,
where the last equality is obtained by using the two first steps of the proof of Theorem
2.2.
Here one can observe that there is no stationary point in the interval [p1, p2]; indeed the
phase has a unique stationary point p0 =
x
2t
, and if (t, x) ∈ Ccj,ε(p1, p2) then p0 does not
belong to [p1, p2]. So in the two cases j = 1, 2, we do not have to split the integral as
in the second step of the preceding proof. In the case j = 1, we need a substitution to
make the phase increasing. Afterwards one can apply Theorem 1.3, where t is the large
parameter, and where U and ψ satisfy the assumptions (A1,µ,1) and (P1,1,N) (for N > 1)
on [−p2,−p1] respectively in the case j = 1, and (Aµ,1,1) and (P1,1,N) (for N > 1) on
[p1, p2] in the other case. As above, U(p2) = 0 implies that we can use Theorem 1.3
to estimate the remainder related to p2. Moreover, note that the cut-off function used
in Theorem 1.3 will not depend on p0 in this situation (since p0 /∈ [p1, p2]); so we can
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arbitrarily choose a function ν satisfying the assumptions of Definition 1.2 and we define
M := ‖ν ′‖L∞(p1,p2), independent on t, x. And similar calculations than those of the proof
of Theorem 2.2 lead to the result.
We give the expressions:
• Kcj,µ(t, x, u0) :=
Γ(µ)
2µ+1pi
e(−1)
j ipiµ
2 ei(−tp
2
1+xp1) u˜(p1)
(
(−1)j
( x
2t
− p1
))−µ
,
• cc1(u0, ε) :=
1
4pi
(ε−1 + p2)ε
−2
(
µ−1(p2 − p1)µ
(
M +
1− µ
2
(ε−1 + p2)ε
−2 + 1 + ε−1
)
+ ηµ−1(p2 − p1)
(
M + (1− µ)η−1 + 1 + ε−1
))
‖u˜‖W 1,∞(p1,p2) ,
• cc2(u0, ε) :=
1
4pi
(ε−1 − p1)ε−2
(
µ−1(p2 − p1)µ
(
M +
1− µ
2
(ε−1 − p1)ε−2 + 1 + ε−1
)
+ ηµ−1(p2 − p1)
(
M + (1− µ)η−1 + 1 + ε−1
))
‖u˜‖W 1,∞(p1,p2) ,
where the fixed number η ∈ (0, p2−p1
2
)
is related to the function ν.
In the following result, we establish an asymptotic expansion of the solution on the
critical direction given by the singularity. Since the singularity of the amplitude and the
stationary point of the phase coincide, a slow decay rate is obtained.
2.6 Theorem. Suppose that u0 satisfies Condition (Cp1,p2,µ). Then for all (t, x) such that
∀ t > 0 x = 2p1 t ,
there exists Lµ(t, u0) ∈ C satisfying∣∣∣u(t, x)− Lµ(t, u0) t−µ2 ∣∣∣ 6 c(u0) (t−1 + t− 12) .
The coefficient Lµ(t, u0) and the constant c(u0) > 0 are defined by
• Lµ(t, u0) := 1
2
Γ
(µ
2
)
e−i
piµ
4 eitp
2
1 u˜(p1) , (29)
• c(u0) := (p2 − p1)
2
2
ηµ−3 ‖u˜‖W 1,∞(p1,p2)
(
‖ν ′‖L∞(p1,p2) + (2− µ) η−1 + 1
)
+
√
pi
2µ
(p2 − p1)µ ‖u˜‖W 1,∞(p1,p2)
(
‖ν ′‖L∞(p1,p2) + 1
)
,
where ν is a smooth cut-off function coming from Theorem 1.3, and the fixed number
η ∈ (0, p2−p1
2
)
is related to this function.
Proof. Simple application of Theorem 1.3.
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2.7 Remark. A similar work shows that the decay rate on the direction x = 2p2 t is
given by t−min{µ,
1
2
}.
The next result is a consequence of Theorem 2.2. It permits to describe the time-
asymptotic behaviour of the L2-norm of the solution on the spatial cross-section of the
cone Cε1,ε2(p1, p2), assuming u0 ∈ L2(R).
2.8 Corollary. Suppose that u0 satisfies Condition (Cp1,p2,µ) with µ ∈
(
1
2
, 1
)
. Choose
ε1, ε2 > 0 such that p1 + ε1 < p2 − ε2. Then there exists a constant c(u0, ε1, ε2) > 0 such
that for all t > 1,∣∣∣∣‖u(t, .)‖L2(It) − 1√2pi ‖Fu0‖L2(p1+ε1,p2−ε2)
∣∣∣∣ 6 c(u0, ε1, ε2) t 12−µ ,
where
It := [ 2 (p1 + ε1) t, 2 (p2 − ε2) t] .
Proof. Firstly, we apply Theorem 2.2 in the case µ ∈ (1
2
, 1
)
to obtain for all (t, x) ∈
Cε1,ε2(p1, p2) and t > 1,∣∣∣u(t, x)−H(t, x, u0) t− 12 ∣∣∣ 6 |Kµ(t, x, u0)| t−µ + c(u0, ε1, ε2) (t−1 + t−δ)
6
(|Kµ(t, x, u0)|+ c(u0, ε1, ε2) (t−1+µ + t−δ+µ)) t−µ
6 c˜(u0, ε1, ε2) t
−µ , (30)
with δ ∈ (µ, 1); according to Theorem 2.2, the constant c(u0, ε1, ε2) depends also on the
choice of the cut-off functions and δ, but we do not write it here. Note that we used the
boundedness of the coefficient Kµ(t, x, u0) in the cone Cε1,ε2(p1, p2). Now we integrate the
square of inequality (30) on It to obtain∥∥∥u(t, .)−H(t, x, u0) t− 12∥∥∥2
L2(It)
=
∫
It
∣∣∣u(t, x)−H(t, x, u0) t− 12 ∣∣∣2 dx
6 c˜(u0, ε1, ε2)
2 t−2µ |It|
= c(u0, ε1, ε2)
2 t1−2µ ,
where we put c(u0, ε1, ε2)
2 := 2 (p2 − p1 − ε1 − ε2) c˜(u0, ε1, ε2)2. It follows:∣∣∣‖u(t, .)‖L2(It) − ‖H(t, ., u0)‖L2(It) t− 12 ∣∣∣ 6 ∥∥∥u(t, .)−H(t, x, u0) t− 12∥∥∥L2(It)
6 c(u0, ε1, ε2) t
1
2
−µ .
Moreover by recalling the expression of H(t, x, u0) given in (26), we get
‖H(t, ., u0)‖2L2(It) =
1
4pi
∫
It
∣∣∣∣u˜( x2t
)( x
2t
− p1
)µ−1∣∣∣∣2 dx
=
t
2pi
∫ p2−ε2
p1+ε1
∣∣u˜(y)(y − p1)µ−1∣∣2 dy
=
t
2pi
‖Fu0‖2L2(p1+ε1,p2−ε2) .
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The proof is now complete.
3 Technical aspects of oscillation control
In this last section, we state and show several results, used in the proof of Theorem
1.3 but not proved in the original paper.
Throughout this section, ω > 0 will be considered as a fixed real number. Moreover
j will belong to the set {1, 2} and we shall prove the propositions in the case j = 1; the
proofs in the case j = 2 are similar and require only appropriate changes of calculations.
The first result shows that a specific complex exponential with a large parameter can
be estimated on a line in the complex plane. The choice of this line is strongly related to
the phase function of the exponential.
3.1 Proposition. Fix s > 0 and ρj > 1. Let Λ
(j)(s) be the curve of the complex plane
introduced in Definition 1.2. Then we have
∀ z = s+ te(−1)
j+1i pi
2ρj ∈ Λ(j)(s)
∣∣∣ e(−1)j+1iωzρj ∣∣∣ 6 e−ωtρj .
Proof. First of all, fix s, t > 0 and note that the equality
iρ1ω
∫ s
0
(
ξ + te
i pi
2ρ1
)ρ1−1
dξ = iωzρ1 + ωtρ1 (31)
holds for all z = s+ te
i pi
2ρ1 by a simple calculation. Moreover one can see that
∀ ξ ∈ [0, s] 0 6 Arg
(
ξ + te
i pi
2ρ1
)
6
pi
2ρ1
;
and since ρ1 > 1, it follows:
0 6 Arg
((
ξ + te
i pi
2ρ1
)ρ1−1)
6
pi(ρ1 − 1)
2ρ1
6
pi
2
.
In consequences the imaginary part of the complex number
(
ξ+ te
i pi
2ρ1
)ρ1−1 is positive and
so the real part of the right-hand side in (31) is negative. Hence we get
ℜ(iωzρ1 + ωtρ1) 6 0 =⇒ ∣∣ eiωzρ1 ∣∣ eωtρ1 = ∣∣ eiωzρ1+ωtρ1 ∣∣ = eℜ(iωzρ1+ωtρ1 ) 6 1 ,
which yields the result in the case j = 1. To treat the case j = 2, we use the following
equality
−iρ2 ω
∫ s
0
(
ξ + te
−i pi
2ρ2
)ρ2−1
dξ = −iωzρ2 + ωtρ2 ,
and we carry out a similar work. This ends the proof.
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The second proposition assures that the substitution used in Theorem 1.3 is available.
3.2 Proposition. Let ψ : [p1, p2] −→ R be a function which satisfies Assumption (Pρ1,ρ2,N).
Consider the function ϕj : Ij −→ R introduced in Definition 1.2. Then ϕj is a CN+1-
diffeomorphism between Ij and [0, sj].
Proof. First of all, we check that ϕ1 ∈ CN+1(I1). To do so, recall that ψ′(p) = (p −
p1)
ρ1−1ψ˜2(p), where we put ψ˜2(p) := (p2 − p)ρ2−1ψ˜(p) which belongs to CN (I1). Applying
Taylor’s Theorem with the integral form of the remainder to ψ′, we obtain the useful
integral representation of ϕ1:
∀ p ∈ I1 := [p1, p2 − η] ϕ1(p) = (p− p1)
(∫ 1
0
yρ1−1 ψ˜2
(
y(p− p1) + p1
)
dy
)1/ρ1
.
Fix k ∈ {1, . . . , N} and let us compute formally the kth derivative of the above expression
by using the product rule:
ϕ
(k)
1 (p) = (p− p1)
dk
dpk
[(∫ 1
0
yρ1−1 ψ˜2
(
y(p− p1) + p1
)
dy
)1/ρ1]
+ k
dk−1
dpk−1
[(∫ 1
0
yρ1−1 ψ˜2
(
y(p− p1) + p1
)
dy
)1/ρ1]
.
(32)
The positivity and the regularity of the function ψ˜2 allow to differentiate k times under
the integral sign the function J1 : p 7−→
∫ 1
0
yρ1−1ψ˜2
(
y(p− p1) + p1
)
dy. Hence the k first
derivatives of the composite function p 7−→
(∫ 1
0
yρ1−1ψ˜2
(
y(p− p1) + p1
)
dy
)1/ρ1
exist
and are continuous; in particular, the expression (32) is well-defined for all p ∈ I1 and
ϕ
(k)
1 is continuous. Concerning the (N + 1)th derivative, we must be careful because we
do not suppose that ψ˜2 ∈ CN+1(I1). However we can formally apply the product rule once
again for k = N + 1:
ϕ
(N+1)
1 (p) = (p− p1)
dN+1
dpN+1
[(∫ 1
0
yρ1−1 ψ˜2
(
y(p− p1) + p1
)
dy
)1/ρ1]
(33)
+ (N + 1)
dN
dpN
[(∫ 1
0
yρ1−1 ψ˜2
(
y(p− p1) + p1
)
dy
)1/ρ1]
. (34)
Note that the term (34) is well-defined by the previous work. So let us study (33). Firstly
define h1 : s 7−→ sµ1−1 and recall the expression of the function J1 defined above; by
applying Faa` di Bruno’s Formula to h1 ◦ J1, we obtain
dN+1
dpN+1
(
h1 ◦ J1
)
(p) =
∑
CN h
(m1+...+mN+1)
1
(
J1(p)
)︸ ︷︷ ︸
(i)
N+1∏
l=1
(
J
(l)
1 (p)
)ml
︸ ︷︷ ︸
(ii)
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where the sum is over all the (N +1)-tuples (m1, ..., mN+1) satisfying: 1m1+2m2+3m3+
. . .+(N +1)mN+1 = N +1. We note that the term (i) is well-defined by the positivity of
J1; moreover by the previous study, the term (ii) is well-defined and continuous for any
l 6= N+1. So we have to study
(
J
(N+1)
1 (p)
)mN+1
where mN+1 6 1 by the above constraint.
Since the case mN+1 = 0 is clear, suppose that mN+1 = 1. To differentiate J
(N)
1 , we
differentiate first J1 N times under the integral sign, then we make the substitution
y = s−p1
p−p1
and finally we apply the fundamental Theorem of calculus:
J
(N+1)
1 (p) =
d
dp
[∫ 1
0
yN+ρ1−1
(
ψ˜2
)(N)(
(p− p1)y + p1
)
dy
]
=
d
dp
[
1
(p− p1)ρ1+N
∫ p
p1
(s− p1)ρ1+N−1
(
ψ˜2
)(N)
(s) ds
]
=
−(ρ1 +N)
(p− p1)ρ1+N+1
∫ p
p1
(s− p1)ρ1+N−1
(
ψ˜2
)(N)
(s) ds
+
1
(p− p1)ρ1+N (p− p1)
N+ρ1−1
(
ψ˜2
)(N)
(p)
=
−(ρ1 +N)
(p− p1)
∫ 1
0
yρ1+N−1
(
ψ˜2
)(N)(
y(p− p1) + p1
)
dy
+
1
(p− p1)
(
ψ˜2
)(N)
(p) .
Multiplying this equality by (p − p1), we observe that p ∈ I1 7−→ (p − p1)J (N+1)1 (p) is
well-defined and continuous, so is expression (33). Then ϕ
(N+1)
1 is continuous on I1 and
these considerations prove that ϕ1 ∈ CN+1(I1).
Furthermore, one remarks that

∀ p ∈ I1\{p1} ϕ′1(p) =
1
ρ1
ψ′(p)
(
ψ(p)− ψ(p1)
) 1
ρ1
−1
> 0 ,
ϕ′1(p1) =
1
ρρ11
ψ˜2(p1)
1
ρ1 > 0 ,
,
so by the inverse function theorem, ϕ1 : I1 −→ [0, s1] is a CN+1-diffeomorphism.
The regularity of the functions kj given in Definition 1.2 is proved in the next result.
3.3 Proposition. Let U : (p1, p2) −→ C be a function which satisfies Assumption
(Aµ1,µ2,N). Consider the function kj : (0, sj] −→ C introduced in Definition 1.2. Then kj
can be extended to the interval [0, sj] and kj ∈ CN
(
[0, sj]
)
.
Proof. Define u˜2(p) := (p2 − p)µ2−1u˜(p) for any p ∈ [p1, p2). We have by the definition of
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k1,
k1(s) =
(
ϕ−11 (s)− ϕ−11 (0)
)µ1−1
u˜2
(
ϕ−11 (s)
)
s1−µ1
(
ϕ−11
)′
(s)
=
(
ϕ−11 (s)− ϕ−11 (0)
s
)µ1−1
u˜2
(
ϕ−11 (s)
)(
ϕ−11
)′
(s)
=
(∫ 1
0
(
ϕ−11
)′
(sy) dy
)µ1−1
u˜2
(
ϕ−11 (s)
)(
ϕ−11
)′
(s) (35)
with s ∈ (0, s1]. This relation holds in fact for all s ∈ [0, s1] with k1(0) = u˜2(p1)
(
ϕ−11
)′
(0)µ1 .
The regularity of k1 comes from the regularity of u˜, the positivity of (ϕ
−1
1 )
′ and Proposition
3.2.
The three last propositions are devoted to the successive primitives of the function
s 7−→ sµj−1 e(−1)j+1ωsρj . We shall use complex analysis to obtain primitives with integral
representations; the path of integration is the line Λ(j)(s), introduced in Definition 1.2,
on which we are able to control the oscillations of the integrands (see Proposition 3.1).
In the following result, we construct a primitive of a holomorphic function which is
related to s 7−→ sµj−1 e(−1)j+1ωsρj ; this primitive is given by an integral on the line Λ(j)(s).
To this end, we construct a sequence of primitives such that each one is given by an
integral on a finite path, and the sequence of these paths tends to Λ(j)(s). Then we show
that this sequence of functions converges uniformly on every compact set which implies
by a theorem of Weierstrass that its limit is the desired primitive.
3.4 Proposition. Let sj > 0 and l ∈ (0, 1). Define the domains Dj ⊂ C and U ⊂ C as
follows:
• Dj :=
{
v∗ + tve
(−1)j+1i pi
2ρj ∈ C
∣∣∣ v∗ ∈ (0, sj + l) , |tv| < l}
• U := C \
{
z ∈ C ∣∣ℜ(z) 6 0 , ℑ(z) = 0}
Fix µj ∈ (0, 1], ρj > 1 and n ∈ N; let F (j)n,ω(., .) : U × C −→ C be the function defined by
F (j)n,ω(v, w) :=
(−1)n
n!
(v − w)nvµj−1e(−1)j+1iωvρj .
Then for every w ∈ Dj, F (j)n,ω(., w) has a primitive H(j)n,ω(., w) on Dj given by
H(j)n,ω(v, w) := −
∫
Λ(j)(v)
F (j)n,ω(z, w) dz =
(−1)n+1
n!
∫
Λ(j)(v)
(z − w)nzµj−1e(−1)j+1iωzρjdz ,
where Λ(j)(v) is the curve described by
z ∈ Λ(j)(v) ⇐⇒ ∃ t > 0 z = v + te(−1)
j+1i pi
2ρj .
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Proof. Take w ∈ D1 and n ∈ N. Firstly, we have to ensure that the integral H(1)n,ω(v, w)
is well-defined for every v ∈ D1. Since v ∈ D1, we can write v = v∗ + tvei
pi
2ρ1 where
0 < v∗ < s1 + l and −l < tv < l; we observe that
−H(1)n,ω(v, w) =
∫
Λ(1)(v)
F (1)n,ω(z, w) dz =
∫
Λ(1)(v,v∗)
. . . +
∫
Λ(1)(v∗)
. . . ,
where Λ(1)(v, v∗) is the segment which starts from the point v and goes to v∗, and Λ(1)(v∗)
is given in the theorem. We furnish two parametrizations of these paths:
∀ t ∈ [−tv, 0] λ(1)v,v∗(t) := v∗ − tei
pi
2ρ1 ∈ Λ(1)(v, v∗) ,
∀ t ∈ [0,+∞) λ(1)v∗ (t) := v∗ + tei
pi
2ρ1 ∈ Λ(1)(v∗) .
We obtain∣∣∣F (1)n,ω(λ(1)v,v∗(t), w)∣∣∣ 6 1n!
∣∣∣v∗ − tei pi2ρ1 − w∣∣∣n ∣∣∣v∗ − tei pi2ρ1 ∣∣∣µ1−1 ∣∣∣∣eiω
(
v∗−te
i pi2ρ1
)ρ1 ∣∣∣∣
6
1
n!
n∑
k=0
(
n
k
)
|v∗ − w|n−k (v∗)µ1−1 tke−ω(−t)ρ1 , (36)
where (36) comes from the binomial Theorem, Proposition 3.1 and the geometric obser-
vation: ∣∣∣v∗ + tei pi2ρ1 ∣∣∣ > v∗ .
And a very similar calculation provides
∣∣∣F (1)n,ω(λ(1)v∗ (t), w)∣∣∣ 6 1n!
n∑
k=0
(
n
k
)
|v∗ − w|n−k (v∗)µ1−1 tke−ωtρ1 . (37)
Since (36) and (37) define integrable functions on [−tv, 0] and [0,+∞) respectively, and
since
∣∣(λ(1)v,v∗)′(t)∣∣ = ∣∣(λ(1)v∗ )′(t)∣∣ = 1, the function F (1)n,ω(., w) is integrable on the paths
Λ(1)(v, v∗) and Λ(1)(v∗) and hence, H
(1)
n,ω(v, w) is well-defined.
Now we want to show that H
(1)
n,ω(., w) : D1 −→ C is a primitive of F (1)n,ω(., w) on D1. To
this end, we show that it is a uniform limit on all compact subsets of D1 of a sequence
of functions
(
H
(1)
m,n,ω(., w)
)
m>1
which are primitives of F
(1)
n,ω(., w) on D1. Here we build
this sequence as follows: fix an arbitrary point v0 ∈ (0, s1 + l) and define the following
sequence of complex numbers:
∀m ∈ N\{0} vm := v0 +mei
pi
2ρ1 .
Let m ∈ N\{0}, let v = v∗ + tvei
pi
2ρ1 ∈ D1 and let Λm(v) be the path which is composed
of the segment that starts from the point v and goes to the point v∗ + me
i pi
2ρ1 and the
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horizontal segment that joins the points v∗ + me
i pi
2ρ1 and vm. We can now define the
sequence of functions
(
H
(1)
m,n,ω(., w) : D1 −→ C
)
m>1
as follows:
H(1)m,n,ω(v, w) := −
∫
Λm(v)
F (1)n,ω(z, w) dz .
It is clear that F
(1)
n,ω(., w) is holomorphic on U , which is simply connected, and for any v ∈
D1, Λm(v) is included in U . The Cauchy integral Theorem affirms that each H
(1)
m,n,ω(., w) :
D1 −→ C is a primitive of the function F (1)n,ω(., w).
Now, we have to prove that this sequence converges toH
(1)
n,ω(., w) uniformly on any compact
subset K of D1. Let K ⊂ D1 be compact and for every v ∈ K, we write:
H(1)m,n,ω(v, w)−H(1)n,ω(v, w) =
∫
Λc,1m (v)
F (1)n,ω(z, w) dz +
∫
Λc,2m (v)
F (1)n,ω(z, w) dz , (38)
where Λc,1m (v) is the horizontal segment which starts from vm and goes to v
∗ + me
i pi
2ρ1 ,
Λc,2m (v) is the half-line with angle
pi
2ρ1
that starts from v∗+me
i pi
2ρ1 and goes to infinity. Let
λc,1m : [0, |v0− v∗|] −→ C and λc,2m : [0,+∞) −→ C be two parametrizations of Λc1,m(v) and
Λc2,m(v) respectively and defined by
∀ t ∈ [0, |v0 − v∗|] λc,1m (t) := ±t+ v0 +mei
pi
2ρ1 ∈ Λc,1m (v) ,
∀ t ∈ [0,+∞) λc,2m (t) := v∗ + (t +m)ei
pi
2ρ1 ∈ Λc,2m (v) .
Then we have the following estimates:
∣∣∣F (1)n,ω(λc,1m (t), w)∣∣∣ 6 1n!
n∑
k=0
(
n
k
)
|v0 − w|n−k
∣∣∣±t +mei pi2ρ1 ∣∣∣kmµ1−1e−ωmρ1 (39)
6
1
n!
n∑
k=0
(
n
k
)
|v0 − w|n−k
(
C1(K) +m
)k
mµ1−1e−ωm
ρ1
(40)
• (39): use the binomial Theorem, Proposition 3.1 and ∣∣λc,1m (t)∣∣ > m;
• (40): employing the compactness of K, we have 0 6 t 6 |v0 − v∗| 6 C1(K), for a
certain constant C1(K) > 0;
Parametrizing the integral gives∣∣∣∣
∫
Λc,1m (v)
F (1)n,ω(z, w) dz
∣∣∣∣ 6
∫ |v0−v∗|
0
1
n!
n∑
k=0
(
n
k
)
|v0 − w|n−k
(
C1(K) +m
)k
mµ1−1e−ωm
ρ1 dt
6
1
n!
n∑
k=0
(
n
k
)
|v0 − w|n−k
(
C1(K) +m
)k
mµ1−1e−ωm
ρ1C1(K)
−→ 0 , m −→ +∞ ,
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where we used the fact that |v0 − v∗| 6 C1(K) one more time; here, the convergence is
uniform with respect to v. Furthermore,
∣∣∣F (1)n,ω(λc,2m (t), w)∣∣∣ 6 1n!
n∑
k=0
(
n
k
)
|v∗ − w|n−k|v∗|µ1−1(t +m)ke−ω(t+m)ρ1 (41)
6
C2,w(K)
n!
n∑
k=0
(
n
k
)
(t+m)ke−ω(t+m)
ρ1
(42)
6
C2,w(K)
n!
n∑
k=0
(
n
k
)
mke−ωm
ρ1
(1 + t)ke−ωt
ρ1
(43)
6
C2,w(K)Mω
n!
n∑
k=0
(
n
k
)
(1 + t)ke−ωt
ρ1 (44)
• (41): use the binomial Theorem, Proposition 3.1 and v∗ 6 |λc,2m (t)| ;
• (42): use the compactness of K and v ∈ K ;
• (43): (m+ t)k 6 mk(1 + t)k and e−ω(t+m)ρ1 6 e−ωmρ1 e−ωtρ1 ;
• (44): use the boundedness of the sequences (mke−ωmρ1 )m>1 for k = 0, . . . , n.
We remark that (43) tends to 0 as m tends to infinity for all t > 0 and (44) gives an
integrable function independent on m. So by the dominated convergence Theorem,∣∣∣∣
∫
Λc,2m (v)
F (1)n,ω(z, w) dz
∣∣∣∣ 6
∫ +∞
0
∣∣∣F (1)n,ω(λc,2m (t), w)∣∣∣ dt
6
∫ +∞
0
C2,w(K)
n!
n∑
k=0
(
n
k
)
mke−ωm
ρ1 (1 + t)ke−ωt
ρ1 dt
−→ 0 , m −→ +∞ ,
and the convergence is uniform with respect to v since the last term is independent on v.
Finally, these considerations and a theorem of Weierstrass imply that H
(1)
n,ω(., w) : D1 −→
C is a primitive of F
(1)
n,ω(., w) on D1.
In the next step, we compute the successive primitives of the function F
(j)
n,ω(., .) re-
stricted to
{
(u, u)
∣∣u ∈ Dj} ⊂ C × C. To this end, we use complex analysis in several
variables and the preceding result.
3.5 Proposition. Let n ∈ N\{0}. With the notations of Proposition 3.4, define the
function h : C −→ C× C by
h(u) := (u, u) ,
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and let H
(j)
n,ω(., .) : Dj × Dj −→ C be the function defined in Proposition 3.4. Then the
composite function H
(j)
n,ω(., .) ◦ h is holomorphic on Dj and its derivative is given by
∀ u ∈ Dj d
du
(
H(j)n,ω ◦ h
)
(u) =
(
H
(j)
n−1,ω ◦ h
)
(u) .
Proof. The aim of the proof is to differentiate the composite function. For this purpose,
we must ensure that this function is holomorphic with respect to each variable.
Fix n ∈ N\{0}. We remark that each component of h is holomorphic on C, so is h on
C× C. Moreover for any fixed w ∈ D1, H(1)n,ω(., w) : D1 −→ C is a primitive of F (1)n,ω(., w)
on D1 by Proposition 3.4, so it is holomorphic. Now let us show that H
(1)
n,ω(v, .) : D1 −→ C
belongs to C1(D1) and satisfies the Cauchy-Riemann Equations for fixed v ∈ D1. To do so
we employ the holomorphy of F
(1)
n,ω(v, .) : C −→ C which provides the following relations:
∀w = x+ iy ∈ C ∂
∂w
(
F (1)n,ω
)
(v, w) =
∂
∂x
(
F (1)n,ω
)
(v, w) = −i ∂
∂y
(
F (1)n,ω
)
(v, w) . (45)
And by a quick calculation, we get
∂
∂w
(
F (1)n,ω
)
(v, w) =
(−1)n−1
(n− 1)! (v − w)
n−1vµ1−1eiωv
ρ1 = F
(1)
n−1,ω(v, w) . (46)
Furthermore, one can bound F
(1)
n−1,ω(., w) on each path Λ
(1)(v, v∗) and Λ(1)(v∗) by inte-
grable functions independent on w. Indeed (36) and (37) show that F
(1)
n−1,ω(., w) is bounded
by integrable functions on Λ(1)(v, v∗) and Λ(1)(v∗), and the boundedness of D1 allows to
control |w| by a constant in (36) and (37). So we obtain the ability to differentiate under
the integral sign which yields the following equalities:
− ∂
∂x
(
H(1)n,ω
)
(v, w) =
∂
∂x
[∫
Λ(1)(v,v∗)
F (1)n,ω(z, w) dz
]
+
∂
∂x
[∫
Λ(1)(v∗)
F (1)n,ω(z, w) dz
]
=
∫
Λ(1)(v,v∗)
∂
∂x
(
F (1)n,ω
)
(z, w) dz +
∫
Λ(1)(v∗)
∂
∂x
(
F (1)n,ω
)
(z, w) dz (47)
=
∫
Λ(1)(v,v∗)
∂
∂w
(
F (1)n,ω
)
(z, w) dz +
∫
Λ(1)(v∗)
∂
∂w
(
F (1)n,ω
)
(z, w) dz (48)
=
∫
Λ(1)(v,v∗)
F
(1)
n−1,ω(z, w) dz +
∫
Λ(1)(v∗)
F
(1)
n−1,ω(z, w) dz (49)
=
∫
Λ(1)(v)
F
(1)
n−1,ω(z, w) dz
= −H(1)n−1,ω(v, w)
• (47): application of the Theorem of differentiation under the integral sign ;
• (48): holomorphy of the function F (1)n,ω(v, .) by using equalities (45) ;
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• (49): relation (46) .
In a similar way, we obtain
−i ∂
∂y
(
H(1)n,ω
)
(v, w) = H
(1)
n−1,ω(v, w) .
Then the Cauchy-Riemann Equations are satisified and
∂
∂x
(
H(1)n,ω
)
(v, .) and
∂
∂y
(
H(1)n,ω
)
(v, .)
are continuous on D1 by the continuity of F
(1)
n−1,ω(z, .) : C −→ C. So H(1)n,ω(v, .) : D1 −→ C
is holomorphic, with
∂
∂w
(
H(1)n,ω
)
(v, w) =
∂
∂x
(
H(1)n,ω
)
(v, w) = −i ∂
∂y
(
H(1)n,ω
)
(v, w) = H
(1)
n−1,ω(v, w) .
Finally the composite function H
(1)
n,ω ◦ h is holomorphic on D1 × D1 and we have the
formula
d
du
(
H(1)n,ω ◦ h
)
(u) =
(
∂
∂v
(
H(1)n,ω
)(
h(u)
) ∂
∂w
(
H(1)n,ω
)(
h(u)
))( 1
1
)
=
∂
∂v
(
H(1)n,ω
)
(u, u) +
∂
∂w
(
H(1)n,ω
)
(u, u) ;
And a short computation shows that
∂
∂v
(
H(1)n,ω
)
(u, u) = F (1)n,w(u, u) = 0, so
∀ v ∈ D1 d
du
(
H(1)n,ω ◦ h
)
(u) =
(
H
(1)
n−1,ω ◦ h
)
(u) =
(−1)n
(n− 1)!
∫
Λ(1)(u)
(z − u)n−1zµ1−1eiωzρ1dz .
From the two previous propositions, we deduce the final corollary.
3.6 Corollary. Fix sj > 0, ρj > 1 and µj ∈ (0, 1]. For any ω > 0, the sequence
of functions
(
φ
(j)
n (., ω, ρj, µj) : (0, sj] −→ C
)
n>1
defined in Theorem 1.3 satisfies the
recursive relation:
∀ s ∈ (0, sj]


∂
∂s
(
φ
(j)
n+1
)
(s, ω, ρj, µj) = φ
(j)
n (s, ω, ρj, µj) ∀n > 1 ,
∂
∂s
(
φ
(j)
1
)
(s, ω, ρj, µj) = s
µj−1e(−1)
j+1iωsρj .
Proof. It suffices to note that φ
(j)
n+1(., ω, ρj, µj) is the restriction to (0, sj] ⊂ Dj of the
function H
(j)
n,ω ◦ h. Hence we remark that Proposition 3.4 affirms that φ(j)1 (., ω, ρj, µj) :
(0, sj] −→ C is a primitive of s ∈ (0, sj] 7−→ sµj−1e(−1)j+1iωsρj , and use Proposition 3.5
to show that a primitive of φ
(j)
n (., ω, ρj, µj) : (0, sj] −→ C is given by φ(j)n+1(., ω, ρj, µj) :
(0, sj] −→ C, for n > 1.
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3.7 Remarks. i) The function φ
(j)
n+1(., ω, ρj, µj) : (0, sj] −→ C can be extended to
(0,+∞). Indeed, we recall a parametrization of the curve Λ(j)(s) given by
λ(j)s : t ∈ (0,+∞) 7−→ s+ te
(−1)j+1i pi
2ρj ∈ Λ(j)(s) ,
and we consider the following estimate
∀ t > 0
∣∣∣F (j)n,ω(λ(j)s (t), s)∣∣∣ 6 1n! tn+µj−1 e−ωtρj , (50)
which was obtained by noting that
t 6
∣∣∣s+ te(−1)j+1i pi2ρj ∣∣∣ = ∣∣λ(j)s (t)∣∣ =⇒ tµj−1 > ∣∣λ(j)s (t)∣∣µj−1 .
We notice that the right-hand side of (50) is an integrable function with respect to
t on (0,+∞), so φ(j)n+1(s, ω, ρj, µj) is well-defined for all s > 0.
ii) We can define the function φ
(j)
n+1(., ω, ρj, µj) : (0, sj] −→ C at the point 0. Indeed
use estimate (50) one more time and remark that the right-hand side is independant
on s. So by the dominated convergence Theorem, we can take the limit under the
integral sign and we obtain
φ
(j)
n+1(0, ω, ρj, µj) := lim
s→0+
φ
(j)
n+1(s, ω, ρj, µj)
=
(−1)n+1
n!
∫
Λ(j)(0)
zn+µj−1e(−1)
j+1iωzρj dz .
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