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1. INTRODUCTION 
One-dimensional dynamics have been studied intensively during the last three decades. The 
characterization by Sharkovskii [28] of the possible sets of periods of continuous maps of 
an interval I has generated many questions and results (for instance see [4] or Cl] for 
a review). If f: I + I is such a map and if A is a finite invariant set off then intrinsic 
information can be obtained by considering the “pattern” of A which is characterized 
essentially by the permutation nA induced by fl A (see [4, 271 for a precise definition). To 
each pattern rtA we may associate a (non-unique) interval map fn which admits a finite 
invariant set B, such that the permutation induced byf, 1 B is rtA andf, is monotone between 
consecutive points of B. Such a map is called a canonical representative ofxA, or a “Connect- 
the-dots” map. It has the following important properties: 
(4 
04 
((2 
03 
fn minimizes topological entropy within the class of interval maps admitting an 
invariant set whose pattern is ?rA. 
fn admits a Markov partition which gives a good “coding” to describe the dynamics 
of the mapf,. The topological entropy off= may be calculated from this partition. 
fn is essentially unique. 
The pattern of A forces a pattern p if and only if& has an invariant set pattern is p. 
We recall the definition that a pattern Aforces a pattern B if and only if each map 
exhibiting the pattern A also exhibits the pattern B (see [l, 271). In this sense, the 
dynamics of fZ are minimal within the class of maps admitting an invariant set 
whose pattern is XA. 
One may make analogies with the study of surface homeomorphisms. In this case, 
canonical representatives are given by the Nielsen-Thurston Theorem [15,30]. In this 
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context the “pattern” or braid type bt(f, A) of a periodic orbit A of a surface homeomor- 
phismf: M + M is characterized by the isotopy class (up to conjugacy) offi M,A [lo, 12,251. 
The permutation group arising in the interval case is now replaced by the mapping class 
group of M\A. Analogues of the properties (A)-(D) above are satisfied for each canonical 
homeomorphism (see [lS] for the analogue of properties (A)-(C) and [3, 191 for the 
analogue of (D)). Remarkably, each canonical homeomorphism has an underlying one- 
dimensional structure, and its dynamics may be calculated from a particular class of 
continuous graph maps (the fundamental group of the graph is identified with that of the 
surface) [S, 241. In view of this fact it is natural to consider the class of continuous graph 
maps. The aim of this paper is to carry out the following programme for the simplest class of 
graphs, namely that of trees. We first give a natural definition of the pattern of a finite 
invariant set of a continuous map of a tree into itself. We then prove the existence of 
canonical representatiues satisfying properties analogous to properties (A)-(C) above. 
A “connect-the-dots” interval map is characterized by the fact that it is monotone 
between consecutive points of the given invariant set. For trees, this suggests that we also 
need a notion of “consecutive” points. In other words, we should fix the relative positions of 
the points of the invariant set rather than the tree itself. In fact, even if the relative positions 
of its points are fixed, the invariant set can live in (infinitely) many different trees. We now 
extend informally these notions to continuous map of a tree into itself. In Section 2 we will 
give precise versions of all these concepts. 
Let T be a tree, and let A c T be a finite set. The pair (T, A) will be called a pointed tree. 
Let 8 : A + A be a map. Consider the homotopy class of (T, A) relative to A. Both this class 
and the map 8 are well defined up to conjugacies. We denote their conjugacy classes by 
9 = [T, A] and 0 = [0] respectively. The pattern of A will be the pair (Y, 0). For practical 
reasons, the formal definition of a pattern will be combinatorial. The relative positions of 
the points of A is taken into account via the notion of homotopy class of pointed trees. 
Let (T, A) be a pointed tree. Each maximal subset of A contained in the closure of 
a connected component of T \A will be called a discrete component. We formalize the 
intuitive concept of “consecutive” points as follows. Any binary subset of a discrete 
component will be called a basic path. Letf: T -+ T be a tree map such thatf(A) c A. For 
each basic path n, the unique locally injective path joining the points of 71 is denoted by (n). 
The fact that f is an analogue of the “connect-the-dots” map with respect to A can be 
formulated naturally as follows: for any basic path n, f((n)) is an interval, and the 
restriction off to (rc) is monotone. Such a map will be called an A-monotone map. 
For each interval pattern there exists an A-monotone interval map exhibiting this 
pattern (the “connect-the-dots” map). However, if f: T + T is a continuous tree map 
exhibiting a pattern over A c T then there does not always exist a continuous A-monotone 
tree map of the same pointed tree (T, A). Below we give an example of such a situation. 
Example 1.1. Consider the map f: T + T where T is the tree shown in Fig. 1 and 
f(Xi)=xi+l for i=l, . ...5 andf&)=~i. Suppose that the mapf is A-monotone with 
respect o the set A = (x1, x2, . . ,x6}. In particular, we have that 
f ((x1, 6) = <XZ> x3) 
.0(x3, x5)) = (x4, x.5). 
Hence,f(v)E(~~, x3) andf(v)E (x4, x6). This gives a contradiction. 
In view of the above example, a natural question is: given a pattern, does there 
always exist a tree in which the pattern admits an A-monotone map? The main aim of 
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Fig. 1. The tree T of Example 1.1. 
this paper is to answer this question in the affirmative (see Theorem A}. Indeed we prove 
the following. 
Given a pattern (F, O), there exists a tree T, a finite set A c T and an A-monotone 
continuous map f: T -+ T such that (,F, 0) = (CT, A], [fl J). Moreover, the topological 
entropy h ( f ) off satisjies 
h(f) = inf(h(g): g exhibits fy, 0)) =: h(F, 63). 
We also prove that the topological entropy of such a map can be computed directly 
from a pattern invariant called the path transition matrix. This matrix, denoted by 
Mp(r, O), depends only on the pattern and not on any of its realizations (see Section 3). We 
then show that 
h(F, 0) = log max(pjMp(r, O)), 11 
where p(M) denotes the spectral radius of the matrix M. 
So there exist A-monotone maps satisfying Property (A). Analogues of Properties (B} 
and (C) also hold (see Theorem B). These results are really analogues of Young’s Theorem 
(31] for interval maps and of Thurston’s Theorem for surface homeomorphisms. There is 
nevertheless a noticeable difference between our results and the two-dimensional ones 
mentioned previously, namely that the minimal topological entropy is computed from the 
path transition matrix rather than from a Markov transition matrix (for interval maps, 
these two matrices are the same). The path transition matrix is defined by the pattern, i.e. for 
a whoie class of maps, in contrast to the Markov transition matrix which is only defined for 
certain specific maps. In fact the path transition matrix carries essentially the same 
information as the Markov transition matrix of the canonical model. For example, it 
contains all of the info~ation concerning the periodic orbits of the canonical representa- 
tive {see Theorems C and D in the following section). As a corollary of the main result, we 
obtain a complete characterization of zero entropy patterns (Theorem E) which is very 
similar to that for surface homeomorphisms [l&18,22] and interval maps [6,11,26-J 
The proof of the main result is constructive, this means that we give a finite process to 
build an A-monotone tree map which exhibits the given pattern. Furthermore, the A- 
monotonicity property implies the existence of a natural Markov partition for this map. 
In this setting several problems remain open, among them: 
(1) What is the appropriate definition of forcing for patterns of tree maps in order that 
an analogue of Property (ID) holds? 
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(2) Is it possible to obtain models satisfying Properties (A), (B) and (C) keeping the tree 
fixed? In general, the entropy of such models will be larger than that of the 
A-monotone ones. 
2. DEFINITIONS AND STATEMENT OF TliE RESULTS 
In this section we will introduce the definitions and state the results mentioned in the 
introduction in detail. 
By an interval we mean the closed interval [0, l] and any space homeomorphic to it. 
A (finite) tree is a uniquely arcwise-connected space that is a point or a union of a finite 
number of intervals. Let T be a tree. Given a point x f T we define the uatence of x, denoted 
by Val,(x), to be the number of connected components of T\(x). By convention, if 
T consists of a single point x then we set Valr(x) = 0. An interior point of T is a point whose 
valence is at least two. Each point whose valence is at most one will be called an endpoint of 
T, and the set of endpoints will be denoted by En(T). Each point whose valence is different 
from two will be called a vertex of T, and the set of vertices of T will be denoted by V(T). 
The closure of each connected component of T \V(T) will be called an edge of T. Given 
A c T we will define the convex hull of A, denoted by (A)= or by (A), to be the smallest 
closed connected set containing A. When A = (x, y) we will write simply (x, y) to denote 
(A). Also IntfB) and Cl(B) will denote the interior and the closure respectively of a set B. If 
A is finite then we denote its cardinality by 1 A\. For IZ >/ 3, an n-star will be a tree with 
n endpoints and a unique vertex of valence n. By convention, a tree consisting of a single 
point will be called a l-star, and a tree consisting of a single edge will be called a 2-star. 
Let T be a tree, and let A be a finite subset of T. The pair (T, A) will be called a pointed 
tree. A nonempty set Q c A is said to be a discrete curn~~ne~t of (T, A) if either IQ] > 1 and 
there exists a connected component C of T \A such that Q = AdZI( or IQ] = 1 and 
Q = A. If Q and Q’ are two distinct discrete components of (T, A) then QnQ’ is either empty 
or contains a unique element. Any (unordered) binary subset of a discrete component will be 
called a basic path of (T, A). 
We now introduce an equivalence relation on pointed tress. We say that two pointed 
trees (T, A) and (T’, A’) are equivalent, written (T, A) v (T’, A’), if there exists a bijection 
4 : A -+ A’ which preserves discrete components. Thus Q is a discrete component of (T, A) if 
and only if 4(Q) is a discrete component of (T ‘, A’). The equivalence class of a pointed tree 
(T, A) will be denoted by [T, A]. With this definition, the topology of T and T’ may be 
different. We will see in Lemma 6.1 that the fact that $ preserves discrete components is 
equivalent o: 
(i) 7c is a basic path of (T, A) if and only if 4(n) is a basic path of (T’, A’), and 
(ii) for each a, b, CE A one has a E (b, c)~ if and only if +(a)~ (&b), #(c))r.. 
A tree may be thought as a topological space, but also combinatorially as a set of 
vertices with an adjacency relation (edges). We whall consider trees in both ways. In this 
context, if two trees S and T are homeomorphic (as topological spaces) then they have the 
same combinatorial structure. 
Remark 2.1. Let (T, A) and (T’, A’) be equivalent pointed trees. Let Q and Q’ be discrete 
components of (T, A) such that QnQ’ = {z}. If 4:A -+ A’ is a bijection which preserves 
discrete components then 4(Q) and &Q’) are discrete components of (T’, A’), and 
Gus = {+(z)$. Consequently # associates the discrete components of (T, A) with the 
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discrete components of (T’, A’) and preserves their relative positions. More precisely, let 
Q be a discrete component of (T, A) and let 2 c Q be such that each element z of 2 belongs 
to a discrete component Qz of (T, A) different from Q. Then $(Q) is a discrete component of 
(T’, A’) such that Ic$(Q)I = IQ1 and 4(Z) is the subset of $(Q) each of whose elements 
belongs to a discrete component c$(QJ of (T’, A’) different from 4(Q), and 
4(QbWQJ = {4<4> for each z~z. 
As we have seen, a class of pointed trees is determined solely by the discrete components 
and their relative positions. Notice also that a connected component of T \A with only one 
point of its closure in A can be retracted to this point. In other words, we can always assume 
that En(T) c A. 
Let (T, A) and (T’, A’) be equivalent pointed trees, and let 0 : A + A and 8’ : A’ -P A’ be 
maps. We will say that t3 and 8’ are equivalent, written 0 z @, if and only if 8 = 4 0 0 0 4- ’ 
for a bijection C$ : A -+ A’ which preserves discrete components. The equivalence class of 0 by 
the relation z will be denoted by [O]. If Y = [T, A] is an equivalence class of pointed trees 
and if 0 = [O] is an equivalence class of maps then the pair (Y, 0) will be called a pattern. 
In what follows, any continuous map from a tree to itself will be called a tree map. Let 
T be a tree, and letf: T + T be a tree map. We say thatfexhibits the pattern (F, 0) if there 
exists a finitef-invariant subset A of T such that Y = [T, A] and 0 = [fl_,J. We will also 
say that f exhibits (F, 0) ouer A. 
To each pattern (Y, 0) = ([T, A], CO]), we will associate a path transition matrix as 
follows. Let {7c1,7r2, . . . , q} be the set of basic paths of (T, A). The k x k matrix 
Mp(Y, 0) = (mij) defined by 
mij = 
1 if 7lj C (e(?iCi))T 
0 otherwise 
will be called the path transition matrix of (Y, 0). From above it follows that this definition 
is independent of the particular choice of T, A and 0. Thus the path transition matrix is 
a well-defined pattern invariant. 
Let S, T be trees, and letf: T -+ S be a continuous map. If a, b E T then we say thatfl (a,hj 
is monotone iff((a, b)) is homeomorphic to an interval (perhaps degenerate) andf 1 Cn.b) is
monotone as an interval map. Now let A c T be a finite set such that A 3 En(T). We say 
that f is A-monotone iff((rc&) = (f(r~))~ and f I(,+ is monotone for each basic path 71 of 
(T, A). In Proposition 4.2 we shall see that the fact that a tree mapfexhibiting the pattern 
([T, A], 0) is A-monotone implies that the image of each vertex is uniquely determined and 
is either a vertex or belongs to A. 
The topological entropy of a tree map f will be denoted by h(f) (see e.g. Cl33 for 
a definition). We define the entropy of a pattern (Y, 0) by 
h(F, 0) = inf{h(f):f’ is a tree map which exhibits (Y, O)}. 
Let M be a square matrix. We shall denote by p(M) the spectral radius of M. The main 
result of this paper is the following. 
THEOREM A. Let (5, 0) be a pattern. Then the following statements hold. 
(a) h(F, 0) = log max{p(Mr(Y, 0)) l}. 
(b) h(f) = h(F, 0)for each tree mapf which exhibits the pattern (F, 0) over A and is 
A-monotone. 
(c) There exist a pointed tree (T, A) and an A-monotone tree map f: T + T such that it 
exhibits (F, 0) over A. 
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It follows that the entropy of a pattern can be computed directly from the pattern by 
means of the associated path transition matrix. This is in contrast to the situation for surface 
homeomorphisms, where the minimal entropy is also computable, but requires a non-trivial 
algorithm, 
The proof of Theorem A will follow immediately (see Section 5) from three results 
(Theorems 3.1, 4.1 and 5.1) which correspond essentially to the three statements of the 
theorem. Theorem A generalizes the known results for interval maps (see [l], for example) 
and the results of Li and Ye (see [21]) concerning continuous maps of 3-stars. These are the 
only cases for which the A-monotone models are obtained without modifying the tree. 
From Theorem A we see that there exist A-monotone models for each pattern. These 
models are unique to the following equivalence relation. Let (.K 0) be a pattern, and let 
f: T + T be an A-monotone tree map which exhibits the pattern (.y, 0) over A. We will say 
that rr, IJ~E V(T)\A aref-identi$able if either: 
(i) (fi(rl),fi(~J)nA = 8 for all i 2 0, or 
(ii) if ~~(~~),~~(u*))n~ # 8 for some n > 0 then~“(~~) =fn(r2). 
Let (F, 0) be a pattern, let (T, A) be a pointed tree, and ietf: T + T be a tree map. The 
triplet (T, A, S) will be called a canonical model of (5, 0) if the following conditions hold: 
(i) fexhibits the pattern (F, 0) over A and is A-monotone. 
(ii) if u, U’E V(T)\A are~identifiable then t’ = w. 
Let (T, A) be a pointed tree, and let f: T -P T be an A-monotone tree map such that 
f(AuV(7”)) c AUF’(T). Observe that f is AuV(T)-monotone. Then the map admits 
a Markov partition given by the closures of the connected components of T \(Au V(T)) (see 
for instance [83). and we denote the corresponding Markov transition matrix by 
M,((T, Au V(T)), S). In Section 6 we will see that a canonical model is obtained from any 
A-monotone model by collapsing edges which join identifiable vertices to a point. More 
explicitly, we prove the following theorem. 
THEOREM B. Let (9, 0) be a pattern. Then 
(a) there exists a canonicul model of (Y, 0). 
(b) any canonical model (T, A,f) of (F, 0) admits a Markov partition given by the 
closures of the connected components of T \(A u V(T)). 
(c) given two cunonica~ models (T, A,f) and (T’, A’, f ‘) of (F, 0) there exists a homeo- 
morphism h : T -+ T’ such that h(A) = A’, and f’ 0 h 1 A = h of f A. moreover, 
M,((T, AuV(T)), .f‘) = MM((T’, A’uV(T’)),f’) (up to relabelling). 
The canonical models for interval maps and surface homeomorphisms have “minimal 
dynamics” (see for instance Theorem 26.4 of [l]; see also [33). In some sense this also 
happens for A-monotone tree maps, as we shall see presently. Letf: 7’ -+ T be a tree map, 
and let x, YE T be fixed points off” for some n E N. We say that x and y are&monotone 
equivalent if either x = y orf”lC.X,l.) is monotone. The notion of monotone equivalence is in 
the same spirit as the notion of Nielsen equivalence for surface homeomorphisms [ZO]. We 
note that f”(x) and f”(y) are also f-monotone equivalent for all m 2 0. When 
(x,y)nV(T) = 8 -t . I 1s easy to see (as in the interval case) that the periods of x and y are 
either equal, or one is twice that of the other. However, for each k E N one may construct an 
example of a tree map fk : T -+ T such that there exist f,-monotone equivalent points 
x E V(T) and y E T for which the period of y is k times that of x (for example, rigid rotation 
of a k-star). 
CANONICAL REPRESENTATIVES FOR PATTERNS OF TREE MAPS 1129 
Let (Y, 0) be a pattern, letf: T -+ T be a tree map which exhibits the pattern over A, and 
let x be a periodic point off: We will say that x is signijicanr if it is not f-monotone 
equivalent to any element of V(T)uA and its period is minimal within its f-monotone 
equivalence class. The ([T, A], [g])-path graph is the oriented graph whose vertices are in 
one-to-one correspondence with the basic paths of (T, A), and there is an oriented edge (or 
arrow) from the vertex i to the vertex j if and only if the corresponding basic paths satisfy 
rtj c (n(ni)). In other words, M&T, A], [e]) is the transition matrix of the ([T, A], [0])- 
path graph. For a (combinatorial) graph we define a path of length m to be a sequence of 
vertices (V,, V1, . . . , V,) such that there is an arrow from Vj to Vj+l for each 
j-0, I 3 .,. I m - 1. Usually such a path will be written as V, + Vi -+ .‘. + V,. A loop is 
a path of the form V, --+ Vi -+ ... -+ I’,,_, + VO. 
Let tx = V, -+ T/i 3 ... +V,,_l-+VO and /?=UO+U1-, ... +Un_l+UO be two 
loops such that I’, = uO. Then we denote the loop V, -+ V1 + ... + I’,_, + 
v,-+u,+ ,II -+ U,.. , + F. by c@. A loop will be called ~o~-re~e~~~~ve if it cannot be 
written as s(~ for some loop cx with n > 1. 
Let (#Y, 0) be a pattern, and let c( = rcO + ‘.. -+ 7c,_ 1 + no be a loop of length IZ of the 
(Y, @)-path graph. Let f: T + T be a tree map which exhibits the pattern (Y, 0). We will 
say that XE T and a are associated if f’(x)E ~~~~~~~~~~ for eachi B 0. 
Now we are ready to state the two results which describe the sense in which the 
A-monotone maps have minimal dynamics. They will be proved in Section 7. 
THEQREM C. Let (Y, 0) be a pattern and let f‘: T + T be an A-monotone tree map 
exhibiting the pattern (5,O) over A. Then the following statements hold. 
(a) For each significant point x off of period n there exists a unique non-repetitive loop a of 
length n of the (Z @)-path graph such that x and a are associated. 
(b) Each non-repetitive loop z of length n of the (Y, @)-path graph is associated either to 
a sign~~cant poinr off of period n or to a periodic point which is f-monotone equivalent 
to a point of F/(T)uA and whose period is a divisor of n. In both cases, the point 
associated to M is unique up to f-monotone equivalence. 
THEOREM D. Let (5,O) be a pattern, and let f be a tree map exhibiting (Y, 0). Let a be 
a ~lon-repetitive loop of fength n of the (5, @)-path gruph. Then there exists aJixed point x of 
f2” such that r and x are associated. 
We will also prove a characterization theorem for zero entropy patterns, i.e. for patterns 
(.K 0) for which h(Y, 0) = 0. It turns out that this characterization is very similar to that 
for surface homeomorphisms (see for instance [16, 18f). Let (Y, 0) = (ET, A], [g]) be 
a pattern, and let rc be a basic path of (T, A). We say that (Y, 0) is n-reducible (or simply 
reducible if no precision is necessary) if B”(n) is contained in a single discrete component for 
each n 2 0. Given such a pattern we define a reduced pattern as follows. By Theorem A we 
can assume that there exists a tree T and a tree map f: T + ?” such that f exhibits (5, 0) 
over A and is A-monotone. Let C = ~,“=o(@n(~))~, and let Cr, CZ, . . . , Ck denote the 
connected components of C. Since f is A-monotone, the set C is f-invariant. Since the 
f-image of a connected set is connected, for each i E (1,2, . . . , k}, there exists ji such that 
f (Ci) c C; Then take T’ to be the tree obtained from F by collapsing each Ci to a point tit 
and let 67 :T -+ T’ denote the canonical projection. Then 4 is continuous, it is bijective on 
T \C, and $(Ci) = Ci for each i = 1,2, . . . , k. Set A’ = &A). Define 8’: A’ -+ A’ by 
8’ 0 4 1 A = Cp 0 8. So t?’ is well defined because f IA = 8. The pattern (CT’, A’], [f?]) depends 
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on the chosen A-monotone model, and more precisely on the tree FT. It will be called the 
(n, T)-reduced ( or simply a reduced pattern) of (y, O), and the process of obtaining 
(CT’, A’], [&I) from (r, 0) will be called a reduction. The pattern ([T, A], [e]) will be called 
trivial if A consists of a single point and strongly reducible if there exists a finite sequence of 
reductions to a trivial pattern. 
The notion of a strongly reducible pattern depends apparently on the chosen sequence 
of basic paths and A-monotone models. From the next theorem, which characterizes the 
zero entropy patterns, it follows that this notion is well defined. 
THEOREM E. A pattern has zero entropy if and only ifit is strongly reducible. 
The characterization of zero entropy patterns (not just those associated to periodic orbits 
or permutations; see for instance [7]) given by Theorem E was unknown even in the case of 
interval and star maps. 
As we indicated in the Introduction, one may ask similar questions in the case where the 
tree is fixed. There exist two types of trees (intervals and 3-stars) which remain unchanged 
under modifications which preserve the pattern. In general there are many different trees 
T admitting a given pattern (y, 0) = ([T, A], [g]). If (A)r is an interval (respectively 
a 3-star) then (A’)r is an interval (respectively a 3-star) for all T’, A’ and 8’ such that 
(y, 0) = (CT’, A’], [@‘I). Thus Theorem E also characterizes the zero entropy patterns 
when the tree is an interval or a 3-star; in particular, it characterizes zero entropy periodic 
orbits in these cases. Other characterizations of zero entropy periodic orbits for interval and 
star maps may be found in [l, 2,9,23,27] for instance. One may also obtain a new proof of 
the following well-known result about the periods of zero entropy periodic orbits using 
Theorem E. 
COROLLARY F. Let ([T, A], [g]) be a pattern such that (A)r is an s-star for some 
2 < s < 3 and A is a periodic orbit. Zf h([T, A], [t3]) = 0 then 1 AJ = r2k for non-negative 
integers k and 1 < r < s. 
Theorem E and Corollary F will be proved in Section 8. 
3. LOWER BOUNDS OF ENTROPY FOR TREE MAPS EXHIBITING A PATTERN 
In this section we prove the following result which will be used in the proof of 
Theorem A. 
THEOREM 3.1. Let f be a tree map that exhibits the pattern (Y, 0). Then 
h(f) 2 1% max{p(MK @)), I>. 
We start by stating and proving a technical emma. 
LEMMA 3.2. For j = 1, . . . ,s let q, + 7t( -+ ... -+ tii be s different paths of length n in the 
(Y, @)-path graph, and let f: T + T be a tree map which exhibits the pattern (Y, 0) over A. 
Then there exists subsets J1 , . . . , J” of (q,) which are finite unions of closed intervals such 
that for each j = 1, . . . , s we have that Jj c (Q), andf’(Jj) c (d) for i = 1, . . . , n - 1, and 
f”(Jj) = (71;). Furthermore, Int((J“))nInt((Jj)) = 0 for anyj, ke (1, . . . ,s> withj # k. 
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ProoJ: To prove the lemma we use induction on n. Let n = 1 and set (no) = (ae, b,) 
and (n-$) = (Uj, bj) for j = 1, . . . ,s. Clearly, for any j = 1, . . . ,s we have that 
caj9 bj) c (f(aOLf(bO)). w e consider the interval (f(ao),f(bo)) to be endowed with the 
orientation such that f(ao) <f(b,). Without loss of generality, we may assume that 
f(l2o) d a, < !?I d ... d a, < b, <f{b,). We also consider (a,,, 6,) to be oriented so that 
a0 < bo. Forj = 1, . . . ,s set 
and 
Ui = inf{xo (UO, bo); S(X) = Uj} 
bj = infix E (ao, b,); f(x) = bj>. 
Then we see that a0 <a; < b; 6 ... < aQ < b: < bo. Let jE(l, . . . ,s), and suppose that 
there are k 3 0 elements c1 , . . . ,Ck of V(T)nInt((aj, bj)) such that Uj < ~1 < ... < ck < bj. 
Set co = Uj and c,$ + 1 = bj. For each i = 0, 1, . . . , k define 
ai = sup{xo[pi_1, b;]: f(x) = CUT 
pi = inf(xo[xi, b>]: f(x) = ~;+~j 
where b-1 = u;. Then f([ai, pi]) = [ci, ci+ 11, and thus Jj = ut=o[Cli, pi] satisfies 
f‘(Jj) = (aj, bj). Since Int((& bi))nInt((a;, bj)) = Q! for all j, 1~ Cl, . . . ,s) with j # f, it is 
also clear that Int(Jj)nInt(J~) = 0. 
Now suppose that the lemma holds for any i c n. For each jc { 1, . . . , s}, let 
Lj = llo+n{ 3 ... +x{+ Since some of the Lj may be equal, let kj be the number of 
1E{l, ,*. ,s> such that Lj = L,. By relabelling the Lj if necessary, we may choose r < s so 
that the paths La, . . . , L, are different and such that s = kl + .‘. + k,. By the induction 
hypothesis, there exist r subsets J”, . , . , J” of (x0) whose interiors are pairwise disjoint, 
such that for each m = 1, . . . , r we have 
(i) fi(Jrm) c (717) for i = 1, . . . ,n - 2, 
(ii) f”-‘(J’“) = (71f_r). 
For each such m there are k, paths L, + T$, of length n, and thus there are k, different paths 
$_:-- i -+ rc!. Using the same construction as in the proof of the case n = 1, for each 
me(1, . . . , rl there exist k, subsets J’, . . . , Jk” of J’m each of which is a finite union of 
intervals, f”(J’) = (EL) for each i = 1, . , . , k,, and the interiors of the convex hulls of the J’ 
are pairwise disjoint. Since s = kl + .-s + k,, this completes the proof. n 
Remark 3.3. The previous lemma can be strengthened. If instead of taking paths 
7co -+ z$ -+ ... -+ rrj, in the (Y, @)-path graph, one considers finite sequences of intervals 
such that the image of each interval covers the following one in the sequence, and that two 
different sequences satisfy the property that the intervals at the first point where they differ 
have pairwise disjoint interiors, one may obtain a somewhat stronger statement. The 
formulation of Lemma 3.2 is however better suited to what follows. 
Proofof Theorem 3.1. Letf: T -+ T be a tree map which exhibits the pattern (Y, 0). Let 
MP = Mp(Y, O), and let s be the ith entry of the diagonal of MpR. So there are s different 
loops of length n in the (Y, @)-path graph offstarting at 7ti (here we use the notation from 
the definition of the matrix Mp). From Lemma 3.2, there exist s subsets J1, . ,J, of (Zi> 
each of which is a finite union of intervals such that for j = 1, . . . , s, f”(Jj) = (Xi) and 
Int (Jk)nInt (Jj) = @ if j # k. In the terminology of [l J,f” has an s-quasihorseshoe in the 
interval (ni). From Proposition 4.3.2 and Remark 4.3.4 of [l] we obtain that 
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h(f) 2 (log s)/n and thus h(f) > (log s,)/n, where s, is the largest element in the diagonal of 
MF. If k is the size of the matrix MP we have that 
log &VP) = lim sup 
log(‘WM”)) log ks, < lim sup - 1% s, 
n -+ 10 n n-m n 
=limsupn<h(f) 
n-+* 
where Tr( a) denotes the trace of the matrix. This ends the proof of the theorem. n 
4. ENTROPY OF A-MONOTONE MAPS 
This section is devoted to proving the following theorem. 
THEOREM 4.1. Suppose that f: T -+ T exhibits the pattern (F, 0) over A and is 
A-monofone. Then h(f) = log max{p(Mp(~, O)), 1). 
Before starting the proof of Theorem 4.1 we need some technical results. The first one 
shows that iff: T + T is A-monotone then the set AuV(T) is-6invariant, and hencefis 
also Au V( T)-monotone. 
PROPOSITION 4.2. Suppose that f: T -+ T exhibits the pattern (F, 0) over A and is A- 
monotone. Then for each z E Au V(T) we have that f(z)~ Au V(T) and f(z) is uniquely 
determined. 
Proof. It is enough to consider z E V(T)\A. Since f is A-monotone we have that 
En(T) c A, and hence Val(z) > 3. Let Q be the discrete component of (T, A) such that 
ZE int((Q>). Since Val(z) z 3, it follows that there exist a,b,cE Q c A such that 
ZE (a, b)n(u, c)n(b, c). We claim that 2 =f((a, b>)nf((a, c))nf((b, c)) consists of 
a single point of AuV(T). This point must bef(z) and so the statement holds. 
Now we prove the claim. Since f is A-monotone, f((x, y)) = (f(x),f( y)) for each 
x, y E A. If (f(a), f(b),f(c))T is a 3-star then Z consists of a single point of valence at least 3. 
If not, then there exists te(a, b, c) such that f(t)Ef(((a, h, c}\(t})), and hence 
2 = (f(t)) E A. This ends the proof of the claim. n 
LEMMA 4.3. Suppose thatf: T + T exhibits the puttern (9, 0) over A and is A-monotone. 
Suppose that (T c T is a binary set contained in the convex hull of a basic path of(T, A) such 
thatf”(a) reduces to a point for some no N and there exists u E (a) satisfyingf”(uf #f”(a). 
Then there exists a point z E (c) such that f “(z) E A for some k < n. 
Proof: Set (r = (x, y}, and let n be the smallest positive integer such that f “(x) = f “(y). 
Since f”(u) +f”(o), u E ((r), c is contained in the convex hull of a basic path and f is 
A-monotone, we get that n > 1. 
Assume that for some i E (1,2, . . . , n - l} there does not exist a basic path rc’ such that 
f’(a) c (n’). Then f”-‘((a))nA # 0 and we are done. Otherwise, for each 
iEj0, 1,2, . . . , tz - l), f’(a) is contained in the convex hull of a basic path of (T, A). SinGeSis 
A-monotone, we obtain that f”-‘(u)~f”-i((o)) c (rc) where n is a basic path of (T, A). 
Sincef”(u) #f”(a) and f is A-monotone, we have a contradiction. n 
LEMMA 4.4. Suppose thatf: T + T exhibits the pattern (F, 0) over A and is A-monotone. 
Assume that J is an Au V( T)-basic interval containing m 2 3 closed intervuis J1, J2, . . . , J, 
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whose interiors are pairwise disjoint such that f”(Ji) = J for some nE N and for each 
i = 1,2, . . . , m. Then J contains m - 2 closed intervals J1, J2, . . . , J”,- 2 whose interiors are 
pairwise disjoint such that for each i = 1,2, . . . , m - 2, there exists a basic path ni satisfying 
f”(J”i) = (Iti) I J and f”(Int(J;I)) = Int((xi)). 
Proof without loss of generality, we may suppose that the intervals Ji satisfying the 
assumptions of the lemma are minimal; in particular, that the endpoints of Ji are mapped to 
different endpoints of J by fn for each i = 1,2, . . . ,m. For each i = 1,2, . . . , m we take 
a point ?(iE Int(Ji) with the property that f “(xl) = f “(x,) = ... = f “(x,)E Int(J). By re- 
labelling the Ji if necesary, we may suppose that (Xi, Xi+ i)n{xi, ~2, . . . ,x,} = (xi, xi+ ,} 
for each i = 1,2, . . . ,m - 1. Since each Ji is minimal and satisfies f”(Ji) = J, for each 
ic (1,2, . , m - l} there exists a point Ui E (xi, Xi.+. 1) such thatf”(ui) is an endpoint of J. So 
for i,jE(1,2, . . . ,m- 1) we have f”(ui) #I. By Lemma 4.3, for each 
iE(1,2, . . . ,m - l), wecandefine a nonemptyset Bi = lJ~=,f-j(A)n(~~, xi+l). Foreach 
i =’ 1,2, . . . , m - 2, let J”i = (wi, vi+ r> be the minimal interval such that Wi E Bi and 
r+lEBi+l. By definition, if z~Int(J”i) then f’(z)$A for each i = 1,2, . . . ,m - 2 and 
i _i j < n. Therefore fn(Ji) = ( _f”(wi), f ‘(vi+ 1)), and since f”(Wi), f “(vi+ I)~ A, we see that 
f “(Ii) is the convex hull of a basic path Xi which contains J. H 
LEMMA 4.5. Suppose thatf: T + T exhibits the pattern (.F, 0) over A and is A-monotone. 
Assume that J is an interval and n is a basic path such that J c (7~) andf (J) is contained in the 
cunvex hull of a basic path but is not reduced to a single point. Then there exists a unique basic 
parh 5 such thatf(J) c (n”) c (f(x)). 
Proof Sincefis A-monotone, then f (( z)) = ( f(a)> is the union of convex hulls of basic 
paths. So set (f(z)) = Uf=o (Xi) with I 3 1. Since (f(n)) is an interval, the sets (pi) have 
pairwise disjoint interiors. On the other hand f (J) cf((z)) = Uf= 1 (Xi) and the lemma 
follows. I 
Let (J1,J2, . . . , I,} be the set of Au V(T)-basic intervals of T. Let f: T -+ T be a tree 
map such that the set AuV(T) isf-invariant andfis Auk’(T)-monotone. The AUF’(T)- 
graph off is the oriented graph whose vertices are in one-to-one correspondence with 
Jl,J 2, *” 5 Zk, and there is an oriented edge from ii to Ij (by abuse of notaton) if and only if 
f (ri) =, fj. Then M,((T, AuV(T),f)) is the transition matrix of the Awli(graph ofJ: By 
standard arguments (see for instance [S] or Cl]), we get that 
h(f) = log max(pWdV, AuV(T)),f I), I>. 
Now we are ready to prove Theorem 4.1. 
Proof of Theorem 4.1. Sincefis A-monotone, we have that f(Au~(T)) c AUF’(T) and 
f is Au ~(~)-monotone by Proposition 4.2. Set MM = M~(tT, AuV(T)),f) and 
MP = M&Y, 0). By Theorem 3.1, since h(f) = log max (@MM), l), it is enough to show that 
PWM) d 04,) 
when p(M,) > 1. 
Let nE N be such that the ith entry of the diagonal of ML is equal to m 3 3 (since 
p(MM) > 1, there always exists such an integer). This means that there are m different loops 
of length n in the Auk’(T)-graph off starting at Ii (here we use the notation from the 
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definition of the matrix MM). Let 
be one of these 100~s. Set Ko = Ii, Kj c J,_j a minimal interval such thatf(Kj) = Kj- I for 
j = 1,2, . . . , n - 1 and K, c Ii a minimal interval such thatf(K,) = K, _ 1. Clearly K, is an 
interval with the properties thatf”(K,) = li andfj(K,) c Ji for j = 1,2, ,.. ,n - 1. We will 
say that the interval K, is ~ss~~iufe~ to the above loop. Let 
be another one of these loops different from the previous one, and let R, be the associated 
interval, Clearly K, and I?, have disjoint interiors. Therefore there are m intervals in 
ii whose interiors are pairwise disjoint such that the image of each of them underf” is 1;. 
Let (7ct, . . . , n,) be the set of basic paths such that (nJ =, li for I = 1, . . . ,s. By Lemma 
4.4, Ii contains m - 2 intervals J,, . . . , J”m_2 whose interiors are pairwise disjoint, and 
to each j~(l, . . . , m - 2) there corresponds a unique lie 11, . . . , s> such that 
f”(Jj) = (z[,) 2 Ii. Since f”(Int(J”i)) = Int((nl,)) if follows that f”(Jj) is contained in the 
convex hull of a basic path for k = 0, 1, . . . ,n. From repeated use of Lemma 4.5, there is 
a unique loop 
of length n, in the (Y, @)-path graph such that f”(Jj) c (a& for k = 1,2, . . . ,n - 1 (recall 
that we also have J;. c (xi,) andf”(J”j) = (~1,)). W e will say that such a loop is associated 
t0 Jja 
Let j, 1~(1,2, . . . ,m - 2), where j # 1. We claim that the loops associated to Jj and 
& are different. Otherwise, for k = 0, 1, . . . , n the intervalsSk(Jj) andfk(JJ belong to the 
convex hull of the same basic path. Since f is A-monotone we get that fklK is monotone 
for each k = 0, 1, . . . ,n, where K = (JjuJl). But this contradicts the fact that 
fn(Jj) =fn(IJ = (n$. This ends the proof of the claim, 
For each IE{~, 2, . . . ,s>, let pl be the cardinal of the set 
(jE{l,2, . . . ,m - 2): lj = I>. 
Fromabove,foreachIE{1,2, . . . , s> there are at least pI loops of length n in the (Y, @)-path 
graph starting at 7~~. If we consider the entry of the diagonal of the matrix MP which 
corresponds to 7rr then the AuP’(basic interval fi contributes p1 to it (corresponding 
to those intervals J”j c li such that lj = 1). Likewise, each AuV(T)-basic interval 
contained in (nl) makes an analogous contribution. Since xi= 1 pI = m - 2, for each n E N, 
we get that 
Tr(M”,) > Tr(M&) - 20, 
where v is the number of AuP’(basic intervals (that is, the size of MM). Since MM and 
MP are non-negative matrices it follows that ITr(MF)1 > ITr(Mh)I - 2v for each no N. By 
[l, Lemma 4.4.21, we see that the sequence {ITr(M&)I},,, is unbounded, as p(MM) > 1. So 
there exists no such that ITr(M$l > 2u for each n > no. Again by [1, Lemma 4.4.21, we 
obtain that 
p(M,) = lim sup ITr(MF)/ 1/a 2 lim sup (ITr(M”,)I - 2~)“” 
n_cU il>n,:n-oo 
= lim sup ITr(M~)I”” = p(M,). 
n-t* 
This ends the proof of the theorem. n 
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5. EXISTENCE OF A-MONOTONE MAPS AND PROOF OF THEOREM A 
The following result demonstrates the existence of A-monotone maps exhibiting a given 
pattern. 
THEOREM 5.1. Let (5, 0) be a hatters. Then there exists a pointer tree (T, A) and a tree 
mapf: T -+ T such that f exhibits (5 0) aver A and is A-monotone. 
Given this result, we are able to prove Theorem A. 
Proof of Theorem A. By Theorem 5.1, we obtain (c). By Theorem 4.1 and statement (c), 
we have that h(F, 0) < log max(p(M,(Y, O)), 1). On the other hand, by Theorem 3.1, we 
have h(Y, 0) > log max (p(M,(s, O)), l}. This proves statement (a). Statement (b) follows 
from (a) and Theorem 4.1. n 
The rest of this section is devoted to proving Theorem 5.1. We split it into three 
subsections. In the first one we fix the notation and introduce some preliminary results. In 
the second one we perform the recursive construction of a tree given by the statement of 
Theorem 5.1. Finally, we construct an A-monotone map over this tree, and we prove 
Theorem 5.1. 
5S. Notation and preliminary results 
Let g : A + S be a map from a finite set A to a tree S. We are going to construct a tree 
whose endpoints are identified with the points of A by an identification p. Let S’ be the tree 
obtained from S by. adding a new edge (g(a), e,) for each point acA so that if a # b but 
g(a) = g(b) then e, # eb. Let r: S’ + S be the natural retraction from S’ to S. That is, r is 
defined by 
r(x) = 
i 
g(a) if x E (g(a), eJ for some a E A 
x otherwise. 
Define a map g’: A + S’ by g’(a) = e,. Let S, be the tree ( g’(A))sO, and let i: S, + S’ denote 
the natural inclusion map. Define p to be the map p : A -+ S, satisfying i 0 p(a) = g’(a) for all 
a E A. Then S, is a tree satisfying En(&) = p(A), and it is unique up to homeomorphisms ( ee 
the following diagram). 
The map r 0 i : S, -+ S will be called a g-extension. Notice that each of the above steps is 
well defined and unique (up to homeomorphisms). So the tree S, and the g-extension are 
well defined. In what follows, we will forget about the identi~cation p and consider A c S, 
in order to simplify the notation. The g-extension operation can be thought of as a global 
folding operation similar to that defined by Dicks [14] and Stallings [29]. 
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To illustrate the notion of a g-extension consider Example 1.1 and take 
!3:(%,xzJ3,J%) -+S such that g =flj_Y,,lj._Y,_~ and S = T. Then S, is a tree which is 
homeomorphic to (x2, x 3, x~,x~>~ and the map ro i (which is the g-extension) is just the 
homeomorphism between S, and (.x2, x3, _y4, x~)~. 
If 1 A 1 = 1 g(A)1 and g(A) c En(S) then the tree S, is homeomorphic to (g(A)),, and the 
g-extension is just the identity. In particular, if S is a star, IA 1 = 1 g(A)1 and g(A) c En(S) 
then S, is a star. If on the other hand lg(A)l = I then S, is also a star. The next lemma 
studies the trees S, given by the restriction of g to a subset of A. 
LEMMA 5.2. Let g : A + S be a map from ajnite set A to a tree S. Let B c A and g’ = gl B. 
Then S,, is homeomorphic to (B)s,. In particular, if (g(B)), is a jBI-star and IBI = j g(B)1 
then (B)s, is also a I BI-star. 
ProoJ We will denote the tree S’ constructed from A (respectively B) by Sa (respectively 
Sh). Clearly, we can take Si to be a subtree of Sk. Then S,. is a subtree of S, and the first 
statement holds. The second statement follows from the first one and the definition of 
g-extension. H 
The next lemma displays the basic property of g-extensions. 
LEMMA 5.3. Let g : A + S be a map from ajnite set A to a tree S. Then the g-extension is
A-monotone. 
Proof: From the definition of S,, it follows that En(S,) = A. Since i is the natural 
inclusion and r is a retraction we have that the g-extension is continuous. Moreover, the 
g-extension is defined by r 0 i, i.e. it is simply a restriction followed by a retraction, so it is 
clearly A-monotone. H 
Let (T, A) be a pointed tree. To simplify the notation in what follows, if (T, A) is 
a pointed tree we will not necessarily assume that A c T. In this setting, when writing (T, A) 
one should understand (T, An T). The set of discrete components of (T, A) will be denoted 
by 9(T, A). Any subset Q of a discrete component of a pointed tree (T, A) such that 
either ( Q / = I An T / = 1 or 1 QI >, 2 will be called a discrete subcomponent of (T, A) (see 
Example 5.7). 
Let ([T, A], [Cl]) be a pattern, and let Q be a discrete subcomponent of (T, A). We will 
denote the set of discrete components of ((O(Q)>,, A) by Y(Q). This definition is indepen- 
dent of the chosen tree T in the class. If there is some Q’EY(Q) such that IQ’/ = 1 then 
y(Q) = (Q'h F or each Q’E Y(Q) such that IQ’1 > 1 there exists a unique PE~(T, A) such 
that Q’ = (B(Q))+P; in particular, Q’ is a discrete subcomponent of (T, A). With this in 
mind, we define a Q-sequence of the pattern ([T, A], [O]) to be an infinite sequence of the 
form QoQIQz . . . ,where 
(a) Q. = Q is a discrete subcomponent of (T, A), 
(b) Qn~Y(Qn-J for each ne:N. 
This notion and its use are illustrated in Example 5.7. 
We stress the fact that the discrete components and the Q-sequences depend 
only on the given pattern but not on the chosen pointed tree. In particular, if 
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(ET, 4, EO = (CT’, A'l, C@l) and (T, 4 - V’, A’) are equivalent pointed trees by a bijec- 
tion Cp, then any Q-sequence obtained from (T, A) gives an equivalent 4(Q)-sequence 
obtained from (T’, A’), Therefore we will speak about discrete components and Q- 
sequences of a pattern with or without reference to a specific pointed tree. 
Remark 5.4. Let (T, A) be any representative ofY, and let Q be a discrete subcomponent 
of (T, A). If for each discrete component Q’ of ((e(Q)),, A), we replace the subtree (Q’)T by 
any tree whose endpoints are Q’ then we obtain another representative of [(e(Q))r, A], 
which in particular is a pointed tree. 
The next lemma summarizes ome properties of Q-sequences. 
LEMMA 5.5. Let QOQIQZ, . . . , be a Q-sequence of a pattern (T, 0). 
(a) IQn-ll 2 IQ,Jfor each nEfV. 
(b) There exists rnE NufO> such that IQ,\ = {Qkl for ali k > m. 
(cl ffiQn-ll = [Q,/for some nEN and ifQOQ1Q2 . . . QnwIQL . . . is another Q-sequence 
such that QL # Q,, then 1 QLI = 2. 
(d) IflQn-il = IQ,Iforsomen~~andii,~,Q”, . . . is a &,-sequence such that Q”i c Qi jbr 
all i >, 0, then iQ”n_ll = I&l. 
ProoJ Set (5, 0) = ([T, A], [@I) and fi x HEN. Clearly, /O(Qn_i)l < lQn_ll. If /Qnl = 1 
then (a) follows directly. Assume that IQ,,1 > 1. Let R = (fl(Qn_ 1))T, and let Q, be a discrete 
component of the pointed tree (R, A). Let C = (Q,JR\Q,,. For each qE Qn c R there exists 
PE Q,,_ 1 such that t?(p) and q lie in the same connected component of R\C. Assume that 
q’ E Q_ with 4’ # 4 and that p’~ Qn_ 1 is such that @(p’) and q’ lie in the same connected 
component of R\C. Since R is a tree, then p # p’. Therefore IQ”_ I 1 2 lQn/ and the first 
statement follows. 
The second statement follows from the first one. 
Now we prove (c). Suppose that I Qn _ 1 I = j QJ . If I Q,, j = 1 then there is nothing to prove 
because Y(Qn_ I) = (QJ and there does not exist a Q-sequence QOQIQz . . . Qn_ lQ: . . 
with Qk # Qn. Assume that IQ”/ > 1. Then we also have that IQ;/ > 1. Let C’ be the 
connected component of R\C (where R and C are defined as in the proof of (a)) such that 
QilnC’ # 8. Clearly, C’ is a non-trivial subtree of R, and Q,,nC’ consists of a single point, 4, 
say. Since ) Qn_ 1 I = IQnl, from the proof of the first statement it follows that there exists 
a unique point p E Qn_ 1 such that 0(p) EC’. Since R = (@Q,_ 1))T, then C’ = (q, 0( P))~, 
and as (Qb>R c C’ we have that 1 QAI = 2 as required. 
To prove (d), suppose that lQn_ 1 1 = IQnl. If lQn) = 1 then as above there is nothing to 
prove. Assume that 1 Q,,l > 1. With the notation of the proof of statement (a), recall that for 
each q E Qn c R there exists a unique p E Q,, _ 1 such that (3(P) and q lie in the same connected 
component of R\C. In particular, this statement is satisfied for qE & and PE on_ 1. 
Therefore (d) holds. n 
5.2. Construction of a minimal tree 
To a pattern (5, O), we will now associate a pointed tree, denoted (‘8,. @), A), which we 
will call minimal. In order to define the tree lJr,,oI we will associate a tree T(Q) to each 
discrete component Q of (F, 0). The tree T,,,, wifl be the union of these trees. The 
construction of the trees T(Q) is inductive. Roughly speaking, the process is the following. 
Consider the set of Q-sequences (see Fig. 2), and let QQi, . . . Qi, . . . be one of these 
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Q 
Fig. 2. The tree of all Q-sequences. 
sequences. There is a first level n at which a Q-sequence starting with QQi, . . . Qi. “stabilizes” 
in the sense of Lemma 5.5(b). We start the inductive process at level n + 1 by defining the 
trees T(QQi, . . . Qi,,,) tobe IQi,+,I- s t ars. Then we construct he trees T(QQi, . . . Qi.) by using 
the g-extension construction for a natural map g which will be defined. Finally, we check 
that this inductive process is well defined. The final tree is obtained by gluing together all 
the T(Q). This final step is well defined because two discrete components P and Q have at 
most one point in common. Furthermore, the common point of PuQ is an endpoint for 
both trees T(P) and T(Q). So the gluing operation mentioned above is just the identification 
of the common point of T(P) and T(Q). 
Let Q = QOQIQZ . . . be a Q-sequence of the pattern (Y, 0). We define the depth of Q, 
denoted by S(Q), to be the minimum of all nE Nu{O} for which there exists a Q-sequence 
QoQIQz...Q~Q:+IQ~+~ . . .with 1 QJI = 1 Qn Ifor all j > n. It is well defined by Lemma 5.5(b). 
LEMMA 5.6. The following statements hold. 
(a) Let Q = QOQIQl . . . and Q’ = QoQlQ2 . . . Qs,Ql-lQ&Qj . . . be Q-sequences. Then 
S(Q’) 3 S(Q). 
(b) The set {S(Q): Q is a Q-sequence} isjnite. 
Proof: The first statement follows directly from the definition of depth. To prove (b), let 
Q=QoQlQz ... . be a Q-sequence, and let M be the number of discrete subcomponents of 
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the pattern plus the cardinality of A. So there exist 0 < i <j < M such that Qi = Qj. Then 
QOQIQZ Qi- i(Qi . . . Qj-1)” is also a Q-sequence, and S(Q) < i < M by Lemma 5.5(a). 
H 
Let Q = QoQl . . . Qn and P = PoPI . . . P, be two finite ordered sequences of discrete 
subcomponents. Formally, we&ill denote the sequence QoQl . . . QnPoPl . . . P, by QP. For 
a sequence Q = QoQl . . . Qn, the number IZ will be called the length of Q and will bedenoted 
by 11 Q I/. We say that Q is admissible if there exists a Q,-sequence starting with Q whose 
deptk is larger than-or equal to IIQ 11 - 1. If Q is admissible then the &rmber 
S(Q) = max{@Q): Q = Q . . . } will be called the depth of Q. It is well defined by Lemma 
5.6(b). By definition, 6(Q) 2 11 Q II - 1. 
- 
Now we may carry out theiterative construction of the tree T(Q). 
Step 0 (Fill all depths): For each admissible sequence Q = QQIQz . . . Qn for which 
S(Q) = II Q 11 - 1, we define T(Q) to be a IQJ-star whose endpoints are Q,, (recall that 
a l-star was defined to be a point). 
Step k: Let k > 0. Assume by induction, that for all admissible seq uences 
Q= QQlQz ... Qm with S(Q) < 11 Q11 - 1 + k, we have defined the tree T(Q) so that 
En(T(Q)) = Qm. By Step 0, this induction hypothesis is satisfied for k = 0. - 
Let Q’ = QQIQz . . . Q. be an admissible sequence such that S(Q’) = IIQ’ I/ + k. 
For each Q* EY(Q,), the sequence Q’Q* is admissible and satisfies 
s(Q’Q*) < S(Q’) = 1) Q’II + k = llQ* II - 1 + k. So each tree T(Q’Q*) is defined by the 
induction hypothesi& such a way that En(T(Q’Q*)) = Q*. 
In order to construct the tree T(Q’), we first define an intermediate tree R(Q’) in the - - 
following way: 
R(Q’) = u VQ'Q*), 
Q* E WQ,b 
where the union is obtained as the disjoint union of the trees T(Q’Q*) and the identification 
of the common points. By Remark 5.4, (R(Q’), A) IS a p&ted tree whose discrete 
components are Y(QJ. Then we apply the g-extension construct ion, where g : Qn + R(Q’) is 
given by g = Bla, and we set T(Q’) = S,. Then T(Q’) is a tree whose endpoints are Qn>his - - 
completes Step k of the induction process. 
So for each admissible sequence Q, we have defined the tree T(Q). By carrying out the 
above iterative process, we obtain the trees T(Q) for each discrete component Q of (Y, 0). 
Finally we define T,,o, to be UQeY(T,.O) T(Q), where the union is taken as above. By 
the definition of a pointed tree, it follows that T,,., is well defined and 
(CT,,,,, 4, IN) = K 0). 
Example 5.7. To illustrate the above notions we calculate explicitly the minimal tree for 
the pattern ([T, A], [e]) with 0 =flA as given in Example 1.1. 
First, since any tree T with I En(T) 1 = k < 3 is a k-star, our construction of T(Q) for an 
admissible sequence Q = Q,,, , Q,, with IQ.1 d 3 is easy. So T(Q) must be a lQ,,l-Star, and 
the tree T(Q) corre&mding to the discrete component Q = {x:x5, x6} is a 3-star. 
Now we construct the tree T(Q) corresponding to the discrete component 
Q={xI, x2, x3, x5}. Using the notation from the beginning of this subsection, we have 
QI = (~2, ~3, x5} and Qz = {x5, x4, x6}. Thus T(QQ1) and T(QQ2) are 3-stars, and R(Q) is 
homeomorphic to (B)T, where B = {x2, x 3, x5, x4, x6}. Since T(Q) is defined by means of 
a g-extension of g : Q -+ R(Q), we obtain the tree shown in Fig. 3. 
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Fig. 3. The tree U,r,o, from Example 5.7. 
5.3. Construction of an A-monotone map 
Our first objective is to show that if a discrete subcomponent Q* appears in a Q- 
sequence and in a Q’-sequence then the trees T(Q . . Q*) and T(Q’ . . . Q *) are homeomor- 
phic. This is achieved in Lemma 5.10 and it will be essential for the proof of Theorem 5.11. 
LetQ = QoQl . . . Qn be an admissible sequence with n > 1, and let PoPI . P,_ 1 be an 
admissible sequence so that PO is a discrete component of the pattern and Qi c Pi_ i for 
i = 1,2, . . . , n. Each Pi is determined uniquely, provided that 1 Qi + i 1 > 1. Such an admiss- 
ible sequence will be called a dominant of Q. 
LEMMA 5.8. Let Q = QoQl . . . Qn be an admissible sequence, where n B 1 and 
S(Q) = /IQ 11 - 1. Let E be a dominant of Q. Then (Q,JTCPJ is a IQnl-star. - 
Proof: From Lemma 5.5(c), either lQ,I~(1,2} or lQnl = lQn-ll. If lQ,l~{1,2} then 
(Q,,) r is a 1 Qn l-star for any tree T and the statement holds. So assume that I Q,, 1 = I Qn _ i I. 
Consider the Q-sequence Q = QoQl . . . QnQn+ 1 suchthatlQil=IQ,_~lforalli>nand 
the P-sequence P = p . . . = POPI . . . P,_ lP, . . . such that Qi c Pi-1 for all i > 1. Set 
6 = 6(P) and p’ = POPI . . . Pg. By Lemma 5.5(d), 6 > S(Q) - 1 = n - 2. By construction 
T(E’P6+ 1) is a I Pd + 1 I-star. Since Pa+ 1 is a discrete subcomponent of (F, O), Qa+ 2 c Pd+ 1 
and WT'P~+l) is a subtree of WE’), then <Q~+h-cP'Pa+lj = (Q~+z>R~, is a IQa+Mar. 
If n = 6 + 2 then we are done. Otherwise, since 1 Q6+ 2 I = I Q6+ i I and (Qd+ Z)R(P’J is 
a subtree of <e<Qa+Jhej then (~(Q~+l))RcP'j is a IQ 6+ 1 J-star. Since T(P’) is defined by 
means of a BIPd-extension then (Qa+ l)TWJ = (Qs+ l)R(P,P, .., P,_,) is a IQa+ I l-star by Lemma 
5.2. By repeating this argument 6 + 1 - (n - 1) times we get the desired result. n 
LEMMA 5.9. Let Q = QoQl . . . Qn be an admissible sequence, where S(Q) 2 II Q II > 1, and 
letf = POPI . . . P,_ 1 be a dominant of Q. Suppose that T(QQ’) is homeomorphicto (Q’)TCPP.j 
for each Q’E 9’(QJ, where P’ E Y(P, _ 1) is such that Q’ c P’. Then T(Q) is homeomorphic - 
to (Qnhw 
Proof: Since S(Q) > n then, by Lemma 5.5(d), we obtain 6tPJ >, S(Q) - 1 3 n - 1 = 
l/P I/. Following the-previous ubsection, we construct he trees R(Q) andR(PJ By hypothe- 
sis, for each Q’ E Y(Q,J, the tree T(QQ’) is homeomorphic to ( Q’)T(lP’l, where P’ E Y(P, _ 1). 
But T(EP’) is a subtree of R(PJ, and Q’ c P’. Hence, (Q’)TepP.j = (Q’)ReI, so 
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42) = UQWQ.) 7’@Q’) is homeomorphic to UPEY(Q.,(Q’)R(Pj = (8(Q.)),y,. In particu- 
lar, R(Q) is homeomorphic to a subtree of R(PJ. 
Let-g : P,_ 1 + R(J’), where g = 81,_, . From the previous subsection we have that 
S, = T(PJ. Now consider glen: Q. + R(Q). Similarly we have that S,,,” = T(Q). But R(Q) is 
homeomorphic to (O(Q,J)Rw, so by Lemma 5.2 and the construction of T(P& followsThat 
T(Q) is homeomorphic to (QJreI) as required. H 
LEMMA 5.10. The tree R(Q) is homeomorphic to (O(Q))ll,,,,, for each discrete component 
Q dK 0). 
Proof: Set Q = Q. = Q. Clearly, a(Q) 2 11 Q Ij = 0. Then R(Q) is obtained as the union of 
the trees T(QoQ1), where the union is taken over all Q1 l P’(Qo). Also (O(Q))?I,,,, is the 
union of the trees (Q1)n,r,e,, where the union is taken over all Q1 E Y(Q,). Now we shall 
show that T(QoQ1) is homeomorphic to (Q1)r,,,@, for each Q1 E Y(Q,,), and this will prove 
the lemma. 
If&QoQd = 0 = IIQoQIII - 1 then T(Q Q 1 o 1 is a 1 Q1 I-star by definition. By Lemma 5.8, 
(QI)T(P,J is a 1 Q1 l-star, where P,, is the discrete component containing Q1 .This proves the 
statement in this case. If G(QoQ1) > 1 = 11 QoQl II then by Lemma 5.9 it is enough to show 
that T(QoQIQ2) is homeomorphic to (Q2)T(P,P,j for each Q2 E Y(Q1), where PI E Y(PO) is 
such that Q2 c PI. 
From above, we only have to show that T(Q) is homeomorphic to (QJTa for any 
admissible sequence Q = QoQl . . . Q. with S(Q) = IlQll - 1, where p is a dominant 
of Q. This follows directly from the definition of T(Q) (which is a IQ,,l-star) and 
Lemma 5.8. 
- 
H 
Now Theorem 5.1 follows immediately from the following result. 
THEOREM 5.11. Let (9, 0) be a pattern, and let (T,,.,, A) be the associated minimal 
pointed tree. Then there exists f : T,, @, -+ U. @,, a continuous map, such that it exhibits 
(F, 0) over A and is A-monotone. 
Proof Define f : U,,., -+ U. c) as follows. Take 0: A + A so that [0] = 0. Fix 
Q~%~,~~o,, A) and denote the f31Q-extension from T(Q) = (Q)T,,P,Q, to R(Q) by go. By 
Lemma 5.10, we know that R(Q) is homeomorphic to (O(Q))T,,,, by a homeomorphism qQ. 
By construction, qQ fixes AnR(Q) pointwise. Then we set fl T(Q) = 'pQ 0 gQ. 
Since the trees T(Q) only intersect each other at their endpoints which are points of 
A and flA = B,fis well defined and continuous. Let us check thatf is A-monotone. Since 
a map is A-monotone if and only if it is A-monotone restricted to the convex hull of each 
discrete component, it is enough to prove that flTca, is A-monotone for each 
QEWU,T.~.,~ A). This follows directly from Lemma 5.3 and from the fact that 'pQ is 
a homeomorphism. n 
6. CANONICAL MODELS 
This section is devoted to proving Theorem B. We start with three technical emmas. 
As we indicated in Section 2, the following lemma gives us a better understanding of the 
equivalence of pointed trees. 
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LEMMA 6.1. Let (T, A) and (T’, A’) be pointed trees and let 4 : A + A’ be a bijection. Then 
the following statements are equivalent: 
(a) C$ preserves discrete components. 
(b) n is a basic path of (T, A) if and only if 4(n) is a basic path of (T’, A’). 
(c) For each a, b, CE A we have that aE (b, c)~ if and only ifq5(a)E (4(b), 4(~))~,. 
Proof: The fact that (a) and (b) are equivalent follows directly from the definitions of 
basic path and discrete component. Now we prove that (b) is equivalent to (c). If 
1 Al = IA’1 < 3 there is nothing to prove. So suppose that IAl = 1 A’1 > 3. First, we prove 
that (c) implies (b). It is enough to show the “only if” part of(b). The “if” part can be proved 
by taking c#- ’ instead of 4. Let 71 be a basic path of (T, A), and suppose that &J(X) is not. 
Then there exists a point ZE A\n such that &Z)E (4(n)). By (c), we get that ZE (71); 
a contradiction. Now we prove that (b) implies (c). As above, it is enough to prove the “only 
if” part of(c). Assume that a, b, c E A satisfy a E (b, c). If {b, a} and {a, c> are basic paths then 
they belong to different discrete components. Thus {4(b), 4(a)} and {4(a), 4(c)} are basic 
paths in different discrete components of (T’, A’). So +(a)E (4(b), 4(c)). If {b, a} or {a, c} is 
not a basic path then the statement follows inductively either by considering (a, b)nA or 
(a, c)nA to be a finite union of basic paths. H 
Let (5, 0) be a pattern and letf: T + T be an A-monotone tree map which exhibits the 
pattern (Y, 0) over A. By Proposition 4.2 and the definition of identifiable vertices we easily 
obtain the following result. 
LEMMA 6.2. The f-identifiability relation is an equivalence relation and satisfies the 
following properties. 
(a) If v1 and v2 aref-identifiable then eitherf”(vI),f “(v2)E V(T)\A aref-identifiablefor all 
n > 0, or there exists n 2 1 such that f “(vi) = fn(vZ)E A and f i(vl), f i(vZ)E V(T)\A 
are f-identijiable for all i < n. 
(b) If v1 and v2 are f-identifiable and v3 E (vl, v2)nV(T) then vl, v2 and v3 are pairwise 
f-ident$able. 
Let (T, A) and (T’, A’) be two equivalent pointed trees. Then there exists a bijection 
$ : A + A’ which preserves discrete components of the pointed trees (T, A) and (T’, A’). For 
ease of reading, in the rest of the section we will omit the map 4, and we will identify the sets 
A and A’. Given two points x and y of a tree T, we denote the number of vertices of T in the 
interior of (x, Y)~ by v({x, y}, T). Two vertices of T will be called adjacent if they lie on the 
same edge. 
The following lemma will be necessary for the proof of part (c) of Theorem B. 
LEMMA 6.3. Let (T, A) and (T’, A) be equivalent pointed trees such that 
En(T)uEn(T’) c A. Then there exists a homeomorphism h : T + T' such that hlA = IdlA if 
and only ifv(~, T) = v(z, T’) for each basic path 7~ of (T, A) and (T’, A). 
Proof: The “only if” part is trivial. So assume that (T, A) and (T’, A) are pointed trees 
such that En(T) and En(T’) are contained in A and v(7t, T) = ~(71, T’) for each basic path x 
The homeomorphism h will be constructed by defining h on the convex hull of each discrete 
component of (T, A). If a discrete component has cardinality n < 3 then the definition of h is 
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obvious because each tree with n endpoints is an n-star. So suppose that Q is a discrete 
component whose cardinality is at least four. 
Let nl and 7c2 be two different basic paths of Q such that (~r)~n(rr~)r # 8. Then 
S = (r~~urc~)~ and S’ = (r~~urr~)~ are trees with the same number Ed {3,4} of endpoints. 
Denote the endpoints of S and S’ by vl, . . . ,v,, and assume that rcl = {vr, v2} and that 
v1 $x2. Let wl, w2 (respectively w;, w;) be the vertices of S (respectively S’) of valence at least 
three (with this notation we will have w1 = w2 (respectively w; = w;) when S (respectively 
S’) is a star). 
For each i = 1, . . . , e, let Ui E { w1 , w2} (respectively u: E {w;, w;}) be the vertex of S (re- 
spectively S’) adjacent (in S (respectively in S’)) to vi. By relabelling if necessary we may 
assume that u1 = ug = w1 (and u2 = uq = w2 when e = 4). For each i = 1, . . . ,e, define 
p(i) = \l({Ui, Ui}, T) and p’(i) = v({Ui, u{}, T’). 
We claim that p(i) = p’(i) for each i = 1, . . . , e. We will prove the claim in the case e = 4; 
the proof in the other case is similar. Define p = r({wl, w2J, T) + Card((wI, w2}) and 
p’ = v({w\. w;), T’) + Card({w;, wi}). Note that p, p’ > 1. There are three cases to be 
considered. 
Case (i): u; = uj and u; = uk. By hypothesis, V({Vi, Vj}, T) = V((Vi, Uj}, T’) for all 
i,j~(l, 2,3,4}. By considering (u,, u2), (vi, vJ) and (v2, I+), we see that 
P(l) + P + P(2) = p’(l) + p’ + p'(2) 
p(1) + p(3) + 1 = p’(1) + p’(3) + I 
P(2) + P + P(3) = P’(2) + P’ + P’(3). 
Therefore p(l) = p’(l) and p(3) = p’(3). Symmetrically, by considering (ul, v2), (u2, uq) 
and (vl, vq), it follows that p(2) = p’(2) and p(4) = p’(4). Thus the claim holds in this 
case. 
Case (ii): u; = uk and u; = u;. By considering (vIr v2),(v1, v3) and (v2, v,>, we 
see that 
P(l) + P + P(2) = P’(l) + P’ + P’(2) 
p(l) + p(3) + 1 = P’(l) + P’ + P’(3) 
P(2) + P + P(3) = P’(2) + P’(3) + 1 
Then p(3) = p’(3) and p(l) = p’(l) + p’ - 1. Symmetrically, by considering (ug, vq), 
(rJ, vI) and (vr, vq), it follows that p(3) = p’(3) + p’ - 1 and p(l) = p’(1). Thereforep’ = 1, 
and hence p(2) + p - 1 = p’(2) from the first equation. Symmetrically we see that 
p(4) + p - 1 = p’(4). Finally, by looking at the basic path (u2, vq), we see that p = 1. So the 
claim is proved in this case. 
Case (iii): u’, = u; and u; = uk. By considering (~1~. v2), (v,, v3) and (v2, vg), we see 
that 
P(l) + P + P(2) = P’(l) + P’(2) + 1 
P(l) + P(3) + 1 = P’(l) + P’ + P’(3) 
P(2) + p + p(3) = P’(2) + p’ + P’(3). 
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Then p( 1) = p’( 1) and p(3) = p’(3) + p’ - 1. Symmetrically, by considering (v3, u.+), 
(us, vi) and (vi, uq), it follows that p(l) = p’(1) + p’ - 1 and p(3) = p’(3). Thereforep’ = 1, 
and hence p(2) + p - 1 = p’(2) from the third equation. Then the claim follows as in the 
previous case. This ends the proof of the claim. 
Next we construct the desired homeomorphism between T and T’. 
In the rest of the proof we will consider all basic paths to be ordered. In other words, 
when we write {a, b}, we will assume that a < b. Let v be a vertex in the interior of (a, b)T 
(respectively (a, b)T’). Denote the cardinal of the set (a, u),nV(T)\{a} (respectively 
<a, o>T.~ I/V’)\(a)) by ~;~.h: (0) (respectively &. h)(r)). 
Now fix a basic path n: = {a, b), denote the set of vertices in the interior of (a, b)T and 
(a, b& by {ui, . . . ,u,} and (u;, . . ,&} respectively. Both sets have the same cardinality 
because of the assumption. We will choose the labels of these vertices so that 
cP[a, h}CVi) = (Pin. b) (4) = i. Let h, : (x)~ + (7~)~ be a homeomorphism such that 
hl, a,b) = Idl ia, bj and h,(Ui) = tli. 
Let rc* = {a*, b*} be a basic path such that (rc)Tn(rc*)T # 8. Choose a vertex 
viE <x)Tn(n*)T. From the above claim it follows that v:~(rc*)~, and 
(~{~*,~*~(t.+) = via , b*r(u;). Therefore we can choose the homeomorphisms h, in such a way that 
if n and n* are basic paths with (rr)+(~*)~ # 8 then h,l c+ncn*jr = h,. 1 cnj,ncal),. Finally, 
we define h : T -+ T’ by h(x) = h,(x), where rc is a basic path such that x E (z)~. Clearly h is 
a well defined homeomorphism such that hi A = IdlA. H 
Proofof Theorem B. We start by proving (a). By Theorem A, we know that there exists 
a tree mapf: T -+ T which exhibits the pattern (Y, 0) over A and is A-monotone. We will 
show that we can obtain a canonical model of (Y, 0) from this monotone model. Indeed, let 
T be the tree obtained by contracting the convex hull of the points in each class of the 
f-identifiability relation to a point. Each of these classes is contained in a connected 
component of T \A. Therefore its convex hull is also contained in the same connected 
component of T \A. Consequently (T, A) is a pointed tree equivalent to (T, A). Let 
cp : T -+ T be the standard projection. So cp is continuous, injective in a neighbourhood of 
each point which does not belong to the convex hull of a class of thef-identifiability relation, 
and the image of each point in a convex hull C of class of thef-identifiability relation is the 
point to which C is contracted. Then we define fl: T + T by f(x) = cp of(Z), where 
1~ cp-i(x). By virtue of the definition of cp and Lemma 6.2, the mapflis well defined and 
continuous. Sincefis A-monotone, from the definition of cp,f”is also A-monotone. Clearly, 
f”exhibits the pattern (Y, 0) over A. Furthermore, if v, WE V( F)\A and aresidentifiable 
then v = w. 
Statement(b) follows from Proposition 4.2 and from the fact that any canonical model is 
A-monotone. 
Now we prove (c). Let (T, A,f) and (T’, A,f’) be two canonical models of the pattern 
(9, 0). Suppose that there is no homeomorphism h : T -+ T’ such that h( A = IdI A and 
f’ 0 hl A = hoflA. By Lemma 6.3, there exists a basic path rt = (a, b} such that 
v(7t, T) # v(7t, T’). This will lead us to a contradiction. Denote the unique discrete compon- 
ent which contains rc by Q. Then IQ1 3 4. 
We claim that there exist distinct points zi, z2, z3, Z~EQ such that (zi, z2)rn 
<z3, z4h = 0 but (zi, z2M(z3, a& f 8. To prove the claim, define 
{Vi, .” ,a,) = (n),n(V(T)\A) by (u, Ui)Tn(V(T)\A) = (01, . . . ,ui} for each i = 1, . . . ,n, 
and define { wi , . . . , w,} = (z&.n( V( T’)\A) similarly. For each i = 1, . . . , n, set 
VT = {xEQ: (X, ui)+(n)T = {Ui}}. 
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Analogously, for each i = 1, . ., ,m, set 
~7 = {xEQ: (X, Wi)~n(n)~ = {Wi}}. 
Then {UT: i = 1,2, . . . , n} and {wf : i = 1,2, . . . , m> are partitions of Q\{a, b}. Since 
n = v(n, T) # v(n, T’) = m, there exists a least integer j such that VT # WT. By interchanging 
T and T’ if necessary, we may suppose that there exists x E IIT such that x E wr, with k > j. 
Now take y E wj”. Then y E VT, where 1 2 j, by the minimality of j. Since Wj # Wk, we see that 
(a, p)Tn(x, b)T’ = 0. So the claim holds by taking z1 = a, z2 = y, z3 = b and z4 = x (see 
Fig. 4). 
From the claim, we can define I = (rl, r2)T = (zl, z2)g(z3, z~)~ and I’ = (r;, r& 
to be the closure of (zr, z2, z3, z~)~\(( zr, z2)~u(z3, z~)~). Then I’ is a non-degenerate 
interval, while I may degenerate to a point. 
Since (T, AJ) and (T’, A,f’ ) are canonical models of the pattern (5, O), there exists 
a least integer i 2 1 such thatf”(l)nA = &f’“(Z’)n.4 = 8 for each 0 < s < i, and either: 
(i) f’(Z)nA # 0 andf’(r,) #fi(r2) if rl # r2, or 
(ii) f”(Z’)nA # 8 andf”(r;) #f’i(ri). 
Since f and f’ are A-monotone, then 
f”U) = (f”(r1),fS(r2))T and f’“V’) = OYfMYr~)h- 
for each 0 Q s < i. Since (T, A, f) is a canonical model, if rI # r2 thenf”(rr) #fs(r2) for each 
06sdi. 
wj wk 
v_i = v/ Vj = V[ 
Fig. 4. The possible positions of the points zl, ,z., in T and T’. 
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For each 0 < s < i, we claim that there exists a discrete subcomponent Qs = {zj: 
j = 1, . . . ,4} such that 
(a) f”(Z) = (QA (respectively f’“U’) = (QJT and is a non-degenerate interval) and 
f”({rl, rz}) (respectively f’“({ r;, r;})) are the vertices of (Q& of valence at least 3 
(respectively of (QJT’ of valence 3). 
(b) There exist homeomorphisms h, : (Q& + (QO)T and h: : (QJT. -+ (Q,& such that 
h,(zS) = h:(G) = ~9 = zj forj = 1, . . . ,4. 
The claim is clearly true for s = 0 by taking zy = zj for j = 1, . . . ,4. Let 0 < s < i and 
suppose that the claim is true for s - 1. Sincefis A-monotone, either the tree (f(Qs_ l))T is 
homeomorphic to (Qs_l)T by a homeomorphism which maps f(zj-‘) to z;-’ for 
j=l , ... 3 4 and has f”({ rl, r2}) as the vertices of valence at least 3, or there exist 
jE(l, . . . ,4} and ~~(1~2) such that f(z:-‘) =f”(rp) (recall that f”(rl) #fs(rz) when 
r1 # r2). In the second case, since 4-i E Qs_ i c A we have that f”(r,) E A which contradicts 
the minimality of i. In a similar way we conclude that the tree (f(Qs_ I)&, is homeomorphic 
to (Qs_ l)T’ by a homeomorphism which maps f’(z:- ‘) to z:-i for j = 1, . . . ,4 and has 
f’“({r;, r;]) as the vertices of valence 3 (recall that I’ was a non-degenerate interval and that 
Ys(Gx;$(~) by (ii)). 
. 
, ... ? 4}, and consider PE { 1,2} such that An(r,, ~7)~ = {zj”}. Since f is A- 
monotone, thenf”(r&(f”(r,),f(zf-‘))T for kE { 1,2}, k # p. Define zj to be the element of 
An(f”(r,),f(z;-I)). which satisfies An(f”(r,), ~7)~ = {z;} (thus 4 is the point of A be- 
tweenf”(rJ andf(zj- ‘) closest ofs(r,)). From above we see that zj E (f(,z- ‘),f(zf- l))T for 
eachkE{1,2,3,4)andk#j.Sincefl.=f’l. and (T, A) - (T’, A), it follows from Lemma 
6.1 that Z~E (f’(z;- ‘),f(zsk- i))r for each k E { 1,2, 3,4} and k # j. So there exists p’ E { 1,2} 
such that f”(rb,) is the vertex of valence 3 of (f’(Qs_ l))T’ closest tof’(z;-‘), and z; is the 
point of A between ffs(rb,) and f’(zj- ‘) closest to f”(rb()). Now statement (a) of the claim 
holds using (i) and (ii). Statement (b) follows by defining h, and hi in an appropriate way. So 
the claim is proved. 
NOW consider the trees (f(Qi- i))T 3fi(Z) and (f’(Qi_ i))T zf”(Z’). Then 
either f’(Z)nA # 8 or f”(Z’)nA # 8. Suppose first that f’(Z)nA # 8 and take 
u Ef’(Z)nA. By the above two claims, u E (f (zi- ’ ), f(z’; I))+( f(z’; ‘), f(zi- l))T, 
so by Lemma 6.1(c), 
Since f’ is A-monotone, there exists U; E (zi-l, z’;~)~ and u; E (z\-i, z\-;‘)~ such that 
f’(&) =f’(u;) = a, and thus f’((u;, u;)~) = {u}. Now, since (zi-i, ~‘;‘)~n 
<zlj- 1, zi-‘& = 0, in view of (a) of the second claim, we see that f”-‘(Z’) c (u;, u;)~. 
Hencef”(r;) = f"(r;) = u E A - this contradicts the supposition that (T’, A, f’) is a canoni- 
cal model. If on the other handf’(Z)nA = 8 thenf”(Z’)nA # 8. By the same reasoning, we 
deduce that there exist ul E (z\-‘, z\-‘)~ and u2 E (zj; r, zi-‘)r satisfying 
f((~i,uz)~) = {u}.From(a)ofthesecondclaim,allverticesofvalenceatleast 3of(Qi-1)T 
are contained in f’- ‘(I), h ence independently of the labels of the endpoints of Qi_ i , there 
exists a point a~f’-‘(Z)n(ul, u&y. So u =f(a)~f~(Z). This implies that f’(Z)nA # 8 
- a contradiction. This ends the proof of the first statement of(c). 
The second statement of (c) follows from above and Proposition 4.2. 
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7. A-MONOTONE MODELS AND MINIMAL DYNAMICS 
The goal of this section is to prove Theorem C and D. We start with three technical 
results. 
LEMMA 7.1. Let f: T + T be a tree map which exhibits the pattern (5, 0) over A and is 
A-monotone. Let x be a significant periodic point with period n. Then for each k 3 1 there 
exists a unique basic path 71 such that (z) contains an interval J satisfying XE J 
and fk”(J) = (7~). Moreover, for each i < kn, f’(J) is contained in the convex hull of a 
basic path. 
Proof Let B = uf!!, f -‘(A). Since x is significant, x.$BuV(T) (otherwise, since x is 
periodic of period n, x E Au V(T); a contradiction). We claim that if there exists a pair (x, J) 
satisfying the statement of the lemma, then it is unique. To prove the claim assume that 
there exist two pairs (rr, J) and (rc’, J’) with n: # rc’ satisfying the statement of the lemma. 
Then, since f is A-monotone, we see that Jn J’ contains a point y E V(T). Note that x$ V(T) 
and so, x # y. Therefore, again by the A-monotonicity off we see that f k”(y) = y. So, x is 
f-monotone equivalent o y which contradicts the fact that x is significant. This ends the 
proof of the claim. Now we prove the existence of such a pair (z, J). 
Since x$BuV(T), there exist two elements a, bEBuV(T) such that xE (a, b)\ja, b} 
and there are no elements of BuV(T) in the interior of (a, b). Consequently f knl Ca,hj is 
monotone. 
Suppose first that a, b E B. Then f k”(a), f k”(b) E A, and since f knl +, ,,) is monotone, by the 
definition of a and b we obtain that {f k”(a), f k”(b)} . is a b asic path. Denote this basic path by 
X. Since x is periodic of period n we have x E (a, b)n(rc). So (n) I (a, b) = J. Moreover, 
by the definition of a and b we get that f i(J) . IS contained in the convex hull of a basic path 
for each i < kn. This ends the proof of the lemma in this case. 
Now suppose that {a, b} # B. We are going to construct two finite sequences of points 
{ai}f=o and {bi}f=, such that 
(1) a0 = a and b0 = b, 
(2) {ai}f=ou{bi}f=o c BuV(T), 
(3) (ai, bi) strictly contains (a;_1, bi_ 1) for i = 1, 2, . . . ,I, 
(4) the interior of (ai, bi) does not contain any element of B and the interior of 
(ai, bi)\(ai_t, bi_l) does not intersect V(T) for i = 1,2, .,. ,I, 
(5) f knl <a,. b,) is monotone for each i = 0, 1, . . . ,I, 
(6) (ai, bi) is strictly contained in f kn((ai, bi)) for each i = 0, 1, . . . ,l - 1 
(7) {ai, bi) $ B for i = 0, 1, . . . ,I - 1, and 
(8) a,, b,EB. 
Then the proof of the lemma follows as above by using at and bt instead of a and b. 
Now let us construct recursively the above sequences. In view of (1) we start with a, = a 
and b0 = b. To see that properties (l)-(7) hold for i = 0 it only remains to show that 
(aO, b,) is strictly contained in f kn((aO, b,)). By (2) and Proposition 4.2 we have that 
f kn(aO), f k”(bO) E Au V(T). Sincef k”(x) = x, we have that (a,,, b,) c f kn((aO, b,)) by (5) and 
the definition of a and b. Now suppose that (a,,, b,) = fk”((aO, b,)). Then 
fk”(Iao3 b,}) = {ao, b,I and hence aO, b0 E Au V(T ). So x is f-monotone equivalent 
to a and b by (5); a contradiction with the fact that x is significant. Thus (6) also holds 
for i = 0. 
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Now suppose that we already have defined ai and bi for some i > 0 in such a way that 
properties (2)-(6) hold for all aj, bj withj 6 i and (7) holds forj < i - 1. If ai, bi E B then we 
set I= i and we are done. Otherwise, (7) also holds and we define ai + 1, bi+ 1 _ We only will 
define ai + 1; the point bi+ 1 is defined in a similar way. If aiE B then we set ai+ 1 = ai. 
Otherwise, aiE I’(T)\B. Denote the union of the closures of all connected components of 
T \(ui, bi) which contain ai (respectively bi) by C, (respectively CJ. By (5) fkaI(aeJ) is 
monotone, and by (6),fk”(ai)~ C,uCb. Now we consider two cases. 
Case 1: Assume thatfk”(ai)E C,. Thenfk”(aJ # ai because otherwise x will bef-mono- 
tone equivalent to ai which belongs to V(T); a contradiction with the fact that x is 
significant. NOW we take ai+ 1 ~((f~“(ai), ui)\(ui))n(BUI/(T)) SO that (ai+i, ai)n 
(BnV(T)) = (ui+l, ui}. This ai+i exists because fk”(Ui) E Au V(T), by Proposition 4.2. 
Moreover, since ai#B, then fk” 1 ca,+ n,b,) is monotone. 
Case 2: Assume thatfk”(aJ E Cb. Consider the interval I = (bi,fk”(ui)). If Id # 8 then 
let b’ be the point of ZnB which satisfies ((bi, b’)\(b’})nB = 0. Otherwise, set b’ =fk”(uJ. 
Sincefis A-monotone and Int((ai, b’))nB = 0 thenfk”I<b,.h’) is monotone. Hencefk”I<,,.b’) 
is also monotone. From property (6) it follows thatfk”(bJ E C, and thusfk”(b’) E C,. Suppose 
thatfk”(b’) = ai. If b’E B then Ui~A - a contradiction. If b’#B then b’ =fk”(ui), and thus 
fZk” (_) is monotone. So x is monotone equivalent to aiE V(T), which contradicts the 
hypothesis that x is significant. Thus we conclude that fk”(b’) # Ui. Then we define 
ai+ I E((ui,fkn(br))\{ui})n(I/(T)uB) SO that (ai, ai+ ,)n(V(T)UB) = {uiy ui+ 11. Such 
a point exists by Proposition 4.2. Thusfknl++,, h,j is a monotone interval map because ai#B. 
So we have defined the points ai + 1 and bi + 1 in each case. These points satisfy properties 
(2)-(5) by construction, and the sequences are finite because AuV(T) is finite. n 
LEMMA 7.2. Let (5, 0) be a pattern, and let f: T -+ T be a tree map which exhibits the 
pattern over A and is A-monotone. Then for each significant periodic point x with period n and 
for euc k 3 1 there exists a unique loop u oflength kn of the (9, @)-path graph such that x and 
cx are associated. 
Proof By Lemma 7.1, there exists a unique basic path n such that (rc) contains an 
interval J satisfying x E J, for each i < kn, f’(J) is contained in the convex hull of a basic 
path, and f k"(J) = (TC). Lemma 7.1 says that any loop of length kn in the (Y, @)-path graph 
associated to x must start at the basic path rt. By Lemma 4.5, it follows that there exists 
a unique basic path rci such that f (J) c (7~~) c (f (7t)). By repeating this argument, we 
obatin a unique loop of length kn associated to x. H 
From Lemma 7.2 it follows that any loop of length kn associated to x is repetitive and is 
a concatenation of the unique loop of length n. Given a loop cx of length n, we are interested 
in the existence of a periodic point x associated to this loop. Lemma 7.3 says that this point 
x is unique (up to monotone equivalence), but we remark that this does not mean that a and 
z are associated for each point z which is f-monotone equivalent o x. 
LEMMA 7.3. Let (9, 0) be a pattern and let f: T + T be a tree map which exhibits the 
pattern over A and is A-monotone. Then for each loop CI of length n of the (F, @)-path graph 
there exists a unique XE T (up to monotone equivalence) such that f”(x) = x and GY are 
associated. 
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Proof Let 
be the loop of length n of the (5, @)-path graph. Sincef is A-monotone, for each i,f((7li)) is 
an interval. Hence there exists a unique subinterval J c (7~~) such that f’(J) c (ni) for 
i=o, . . . , n - 1 andf”(J) = (7~~). Therefore there exists XEJ, unique up to f-monotone 
equivalence, such that f”(x) = x, and a are associated. n 
Proof of Theorem C. We start by proving (a). Let x be a significant periodic point of 
period n. From Lemma 7.2 there exists a unique loop tl of length n associated to x. We need 
to show that this loop is non-repetitive. Suppose that there exists a loop j? of length 1, where 
n = kl for some k > 1, such that CI = pk. By Lemma 7.3, there exists z associated to fi such 
thatf’(z) = z. In particular, the period of z is strictly less than n. But z is also associated to x, 
so by Lemma 7.3, it follows that x and z arejmonotone equivalent, which contradicts the 
minimality of the period of x. 
Now we prove (b). Let 
be a non-repetitive loop of length n of the (Y, @)-path graph. By the statement and the proof 
of Lemma 7.3, there exists a unique subinterval J c (7~~) such that f’(J) c (xi) for 
i=o, . . . , n - 1 andf”(J) = (no). Furthermore, there exists x E J, unique up tof-monotone 
equivalence, such that f”(x) = x, and x and c( are associated. 
Suppose that there is no element of V(T)uA which isf-monotone equivalent o x. We 
will show that there exists a significant point f-monotone equivalent to x of period 
n associated to a. With the above hypothesis, we start by proving that z and c( are associated 
for each point z E T which isf-monotone equivalent o x. First we prove that x E J. Assume 
that z$J. Then (f”(z),f”(x)) contains an endpoint of (rco), that is, an element of A. Since 
A is a finite set andf”(z) andf”(x) = x belong to the samef-monotone equivalence class, 
there exists a periodic point of A in (f”(z), f”(x)). S 0 x isf-monotone equivalent to an 
element of A; a contradiction. Sincef”(z) andf”(x) = x aref-monotone equivalent, by the 
same arguments we again obtain that f”(z) EJ. By repeating this process, it follows that 
z and cx are associated. 
Let y be a periodic pointf-monotone equivalent o x with minimal period among all the 
points in the class of x. Thus y is significant. We have to prove that the period k of y is n. 
Suppose that k < n. Then by part (a) there exists a unique non-repetitive loop associated to 
y whose length divides k. Then LX would be repetitive by Lemma 7.2, which is a contradic- 
tion. n 
To prove Theorem D, we need the following lemma as a technical tool. 
LEMMA 7.4. Let (5,O) be a pattern, and let f: T + T be a tree map which exhibits (F, 0). 
Let 
a=710-+7tl+ ... +7&t-+710 
be a loop of length n of the (F, @)-path graph. Then there exists a finite union 
J = uy= 1 <ai, bi) c T of intervals whose interiors are pairwise disjoint which satisjies the 
following properties: 
(1) x d a, < b, < a2 < b2 d ... < a,,, < b, d y, where {x, y} = 7to is a basic path and 
< denotes an orientation of (no). 
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(2) f”(J) c (Ej>forj = 1, . . . .n - 1 undf”(J) = (n&. 
(3) SDlja,.h,. .,. ,a., h,l is monotone. 
(4)f”(bi)=f’“(Ui+l)fori= 1, . . ..m-1. 
(5) f”((Q9 hi)) C (f”(R), f”(bi)) for i = 1, . . . , m. 
Proof: This follows immediately from Lemma 3.2 and its proof taking s = 1 and 
71; = rcn,. n 
Proof of Theorem D. Let J = Uy= 1 (ai, bi) be the finite union of intervals defined in the 
previous lemma. We shall distinguish two cases. 
lffni[o,.b,. .t., o,.b,, t is monotone increasing then f” f J : J -+ (no) has a fixed point x by 
standard arguments. Furthermore x and a are associated. Otherwise, f”l iu1, b,, ,, ,a,,b,J is 
monotone decreasing. By replacing n by 2n and a by ~1~ there exists a finite union of intervals 
J’ = Uf= 1 (ci, di) satisfying the properties of Lemma 7.4, and such thatf2”lic,,d,, ,_, .rk,4i s 
monotone increasing. As above, f2”IJ. has a fixed point x such that x and a2 are 
associated. n 
8. ~HARA~ERIZATION OF ZERO ENTROPY PATTERNS 
In this section we prove Theorem E and Corollary F. Theorem E will follow from the 
following two propositions. 
PROPOSITION 8.1. Let (S’, 0’) be a reduced pattern of the pattern (F, 0). Then 
h(F, 0) = h(S’, 0’). 
PROPOSITION 8.2. Let (F, 0) be a non-trivial pattern which is nut reducible. Then 
h(F, 0) > 0. 
Proofof Theorem E. Let (Y, @) be a strongly reducible pattern. By Proposition 8.1, we 
get that h(F, 0) is the entropy of a trivial pattern which is zero. Conversely, if (F, 0) it is not 
strongly reducible then after finitely many reductions we obtain a non-reducible (non- 
trivial) pattern. From Propositions 8.1 and 8.2, we obtain that h(Y, 0) > 0. This ends the 
proof of the theorem. w 
Now we prove Propositions 8.1 and 8.2. 
Proof of proposition 8.1. Let (Y’, 0’) = ([IT’, A’], to’]) be a reduced pattern of 
(Y, 0) = ([r, A], [@I). With the notation from the definition of a reduction, for each 
iE{1,2, . . . ,k}, there exists ji such that f(Ci) c C; SO the map f’ : T’ --+ T’ such that 
f’ 0 (p = 4 of is well defined. Clearly,f’ exhibits the pattern (Y”, 0’) over A’. 
We claim that f’ is A’-monotone. To prove the claim note that the map 41cU,*) is 
monotone for each a, b E T. On the other hand, for each basic path 7~’ of (T, A’) there exists 
a basic path rc” of (T, A) such that $((R”)~) = (z‘)~. Since f is A-monotone, flcn,*) is 
monotone. From the definition of f’, we see that f’ I (+ = 4 Ifccnrf)) ofI cnssj. So f’ I ens) is 
monotone andf’((n’)) = (f’(x)). This ends the proof of the claim. 
The next step in the proof will be to show that h(flc) = 0. By hypothesis, there 
exists a basic path K of (T, A) such that (Y, 0) is x-reducible. So there exists no N 
such that f”‘“(z) =f”(n) f or some rnE k!. Moreover, by the A-monotonicity of f; 
the map f m: (f”(4) -, <f’W> is monotone. Therefore h(f”l,/.,,,,) = 0. Now set 
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z; = u;:; (f”+k(~)). W e o b serve that c = Urltfk((f”(rr))) sincef is A-monotone. By 
standard arguments (see for instance Lemma 4.1.10 of Cl]), h(fl C) = 0. Clearly, 
f(C) = c c C. Again by the A-monotonicity off, we have that C = Uk ~ J”((rc)). There- 
fore c = nkZ,,fk(C), and hence h(flc) = h(fls) = 0 ( see for instance Corollary 4.1.8 
of C11). 
To complete the proof of the proposition, let M be the maximal closedf-invariant set 
contained in T\C. Since h(flc) = 0, we obtain that h(f) = h(flu). Since 4 is a homeomor- 
phism from T \C into T’\&C) and 4(C) is finite, we see that h(flu) = h(f’I,,,,) = h(f’). 
Furthermore,f’ is A’-monotone, and so by Theorem A, we have that 
h(Y, 0) = h(f) = h(fl‘&J = h(f’) = h(Y’, 0’). 
This ends the proof of the proposition. 
ProofofProposition 8.2. Let (r, 0) = ([T, A], [e]). By assumption, (Y, 0) is not reduc- 
ible which implies that for each basic path rc, 
(1) (0(rr)) contains at least one basic path, 
(2) there exists n, E N such that P(rc) is not contained in a discrete component. In other 
words, (P(rc)) contains at least two basic paths. 
Let M denote the path transition matrix of (F, 0). For each n E N we will denote the i, j 
entry of the matrix M” by mF,j. From (1) we get that 
1 Wly,j < C my,;’ 
j j 
for each n and i and from (2), 
Set N = max{n,: rc is a basic path of (T, A)}. Therefore 
for each i. If MN is irreducible (see [17, Chapter 131 for a definition) then by [17, eq. (37) of 
Chapter 131 we see that p(MN) 2 2. By Theorem A, this completes the proof in this case. 
Now assume that MN is reducible. By [17, Chapter 13, Section 41, MN can be written as 
a block matrix of the form 
Ml 0 
( > M2 M3 
where M, is irreducible. By the above argument, p(MN) 2 p(M,) 3 2, which ends the proof 
of the proposition. H 
Proof of Corollary F. Since h([T, A], [tl]) = 0, it follows from Theorem E that 
([T, A], [Q) is reducible. That is, there exists a basic path rr such that P(rc) is contained in 
a single discrete component for each II > 0. Write Orb(rc) = {P’(x): n > O}. 
Now we claim that either nl n7c2 = 8 for each two different basic paths x1, 7r2 E Orb(n) 
or s = 1 A 1. Assume that there exists xi, 7x2 E Orb(n) such that rri # n2 and ~~,nn, # 8. Since 
A is a periodic orbit ((3 is one-to-one) and e(Xi) is a basic path for iE {1,2), it follows that 
t!?(n,) and e(rc,) are two different basic paths in Orb(rc) such that O(~l)ntl(~2) # 8. For each 
UE En((A),), there exists an integer 1 such that 0’(Qd’(n2) = {u}. Since @(ni) is contained 
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in a single discrete component for each ie (1,2} and @(x1) # @(x2), this endpoint a must be 
the unique point of A in the corresponding edge of T. Thus the claim follows. 
Since A is a periodic orbit, for all a E A there is a basic path x, such that a~ 7c, and 
Z,E Orb(n). Since (A)r is an s-star with 1 < s < 3, from the claim we get that either there 
does not exist a discrete component containing two different basic paths x1, 7r2 E Orb(z) and 
1 A 1 is even, or s = 1 A 1 and A has a unique point in each edge of (A&. In the first case, there 
is a reduction to a pattern (CT’, A’], CO’]), where 1 A’[ = 1 Al/2 and T’ is an s’-star with 
1 < s’ 6 3. In the second case, there is a single reduction of ([T, A], [O]) to a trivial pattern. 
Since ([T, A], CO]) is strongly reducible by Theorem E, the corollary follows by repeating 
this process. H 
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