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Resumen
En algunos mercados de energía eléctrica, el productor eólico debe proporcionar con antela-
ción un programa de producción, usualmente basado en herramientas de predicción de potencia
eólica. Adicionalmente, es responsable de asumir los desvíos que pueden darse entre las previ-
siones y la producción real de la energía. Con el fin de disminuir los sobre costos por desvíos,
es propuesta la operación conjunta de una planta hidráulica reversible que adapta su operación
para compensar los errores en la predicción de potencia eólica. Con el fin de optimizar la opera-
ción de la planta hidráulica reversible, es necesario cuantificar con antelación la incertidumbre
de la predicción de potencia eólica. Para esto es desarrollado un método basado en los datos
historicismos de la producción de potencia eólica y su predicción, con el cual se logra modelar
la producción de potencia eólica y posteriormente, es posible definir intervalos de incertidumbre
para la misma. Finalmente, es formulado un problema de optimización, utilizando como entradas
la incertidumbre de la predicción y las características de la planta hidráulica reversible, donde
el objetivo es encontrar el mejor programa de operación para la planta hidráulica reversible
que cubra los posibles desvíos del productor eólica.Un caso realista es utilizado para evaluar el
método propuesto.
Abstract
The participation of wind energy in electricity markets requires providing a forecast for future
energy production of a wind generator, whose value will be its scheduled energy. Deviations
from this schedule because of prediction errors could imply the payment of imbalance costs.
In order to decrease these costs, a joint operation between a wind farm and a hydro-pump
plant is proposed; the hydro-pump plant changes its production to compensate wind power
prediction errors. In order to optimize this operation, the uncertainty of the wind power forecast
is modeled and quantified. This uncertainty is included in an optimization problem that shifts
the production of the hydro-pump plant in an optimal way, aiming at reducing the imbalance
costs. The result of such a method is profitable for both participants, the wind farm and the
hydro-pump plant. A realistic test case is used to evaluate the proposed method.
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1. Introducción
En ingeniería la optimización es utilizada para encontrar soluciones a problemas reales mo-
delados de forma matemática, donde son representadas las características y restricciones de los
mismos. El objetivo es minimizar o maximizar una función que representa una característica, o
un grupo de ellas de la realidad, tomando valores dentro de un conjunto de soluciones posibles.
En la operación de sistemas de potencia, las herramientas para resolver problemas de optimi-
zación son cada vez más accesibles y de uso común, incluso para problemas de gran envergadura.
Desde inicios de la década de 1980, la investigación sobre el Método de Puntos Interiores (MPI),
en inglés «Interior-Point Method» (IPM), ha tenido un gran desarrollo, debido a los avances
teóricos y las continuas adaptaciones al método que han conseguido dar solución a problemas de
diferente naturaleza. Por otra parte este avance debido a los desarrollos computacionales, que
permitieron la implementación de algoritmos robustos y capaces de dar resultados en tiempos
relativamente pequeños.
Actualmente se ha generalizado el uso del MPI para resolver problemas de operación en
sistemas de potencia, gracias a la capacidad de variables que logra admitir y a la robustez en el
proceso de convergencia. Un ejemplo de estos casos puede ser visto en las referencias [1, 2, 3].
En la referencia [4] se puede encontrar un recuento detallado sobre la extendida aplicación del
MPI en la operación de sistemas de potencia hasta el año 2000.
Se propone en este trabajo realizar un análisis de los algoritmos de optimización, en este caso
particular al MPI y algunas de sus versiones, donde se puedan comparar medidas de desempeño y
precisión de los algoritmos. Adicionalmente, se realizará un análisis teórico da las bases necesarias
para resolver problemas de los modelos matemáticos utilizados para representar la realidad, la
convergencia en el proceso de optimización y la inestabilidad numérica de algunos algoritmos.
En la operación de sistemas de potencia, las variables principales que introducen incertidumbre
son: la demanda del sistema, el precio de la energía y la predicción de la potencia eólica.
Los problemas de estimación de la demanda de potencia y precio de la energía están bastante
estudiados a día de hoy, y se cuenta con herramientas que logran dar estimaciones muy acertadas
[5, 6, 7]. La predicción del viento es un problema que hasta hace poco era exclusivo de la
meteorología, pero actualmente con la gran penetración de la generación eólica, el problema
se ha tornado de gran interés por su gran impacto económico y técnico. Un dato fiable de
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la predicción del viento implica una buena predicción de la producción eólica. Adicionalmente,
hay que considerar muchos otros factores funcionales de la producción eólica que son ajenos al
viento y que afectan directamente la producción eólica. Por esta razón son necesarias nuevas
herramientas que proporcionen información fiable de la probable producción eólica [8].
Se ha dado un gran impulso a las energías renovables debido a los compromisos adoptados
por España en el protocolo de Kyoto y las políticas pactadas en marzo de 2007 por el Consejo
Europeo en Bruselas. En este último se aprobó un plan energético obligatorio que incluye un
recorte del 20% de las emisiones de dióxido de carbono antes del año 2020 y un aumento en
la producción de energías renovables, para que representen el 20% del consumo total de la UE
(actualmente el 7%, datos 2006) [9].
Debido a la naturaleza del viento, no es posible prever con exactitud la energía eléctrica
que será producida a partir de éste. Para solucionar este problema se combina la producción
eólica con otras fuentes de energía, con el objetivo de asegurar la cobertura de la demanda.
Adicionalmente, la operación conjunta hace posible una mayor integración de estos sistemas
en mercados de energía sujetos a regulaciones basadas en tecnologías tradicionales como la
térmica, hidráulica o nuclear, donde es necesario asegurar una capacidad energética de forma
anticipada.
Para la coordinación de la producción eólica con cualquier tipo de fuente generación y alma-
cenamiento, es necesario estimar de una forma fiable los posibles desvíos entre la predicción a
corto plazo y la producción real. En [10] se utilizó una función que estimó los posibles errores,
usando como única variable el horizonte de predicción. Esta función está basada en el promedio
de diferentes métodos para predecir los errores. La predicción del viento es modelado como una
serie ARMA en [11], convirtiendo este dato posteriormente en potencia eléctrica utilizando las
curvas de los generadores.
El trabajo desarrollado por [12] analiza una zona con gran penetración eólica, con la intención
de cuantificar la reserva necesaria para asegurar el correcto funcionamiento del sistema eléctrico.
Para este caso, el error en la predicción de la potencia eólica de un parque es expresado como una
ecuación en función del horizonte de predicción, usando la desviación estándar de los errores.
Esta estimación está basada en los datos reales de un parque eólico y los resultados de una
herramienta de cálculo difuso. Para el cálculo de los errores en la zona donde existen múltiples
parques eólicos, es utilizada una función de correlación que se basa en la distancia que existe
entre los diferentes parques eólicos.
Un análisis de los errores en la predicción de la potencia eólica muestra una dependencia no
sólo con el horizonte de predicción, sino también con el nivel de producción de potencia [13].
Este concepto es presentado y aplicado en [14, 15], consiguiendo cuantificar la incertidumbre
en la predicción de la potencia eólica, basándose en los datos históricos tanto de predicciones
3como de producciones reales, para obtener la relación de los errores, considerando el horizonte
de predicción y los niveles de producción eólica.
Es necesario desarrollar nuevos modelos que se acomoden a los datos reales, incorporando
las características especificas de las variables. Este análisis está fundamentado en la necesidad
de información más confiable para la toma de decisiones en situaciones de mercado, donde se
busca controlar el riesgo al que están expuestos los agentes.
El mercado de electricidad en España está definido por las transacciones derivadas de la
participación de los agentes del mercado en las sesiones de los mercados diario e intradiario. Los
agentes del mercado son aquellas empresas habilitadas para actuar en el mercado de producción
como vendedores y compradores de electricidad.
Para realizar las transacciones de energía eléctrica, se lleva a cabo un mercado diario, mediante
la presentación de ofertas de venta y adquisición de energía eléctrica por parte de los agentes
del mercado. Por medio del mercado intradiario, que actualmente se estructura en seis sesiones
durante el día, son realizados los ajustes sobre el programa diario viable, mediante la presentación
de ofertas de venta y adquisición de energía eléctrica.
En el mercado español, los productores eólicos con potencias instaladas superiores o iguales
a los 10MW pueden realizar ofertas al mercado. Generalmente esta oferta se hace para el día
siguiente, y debe ser de duración horaria, desde la hora 00:00 [h] hasta la hora 24:00 [h]. El
mercado cierra el plazo para la presentación de las ofertas a las 10:00 [h], lo que agrega 14
horas de anticipación a las 24 [h] de programación. Debido a esto, los productores eólicos están
expuestos a tener errores en su programa ofertado. Los errores pueden estar entre el 30-50%
de la energía ofertada con respeto a la energía real al momento de despacharla. Este error es
reducido acudiendo a los mercados intradiarios para recomprar o vender la energía, quedando
entre el 15-25%. Finalmente los desvíos entre la energía programada y la energía entregada
al sistema son cobrados a través de los mercados de reservas. Los costes por desvíos que se
imputarán a los productores eólicos, plantean dificultades adicionales cuando éstos desean acudir
al mercado eléctrico, [16].
La estrategia más común para un productor eólico es ofertar la energía prevista para cada
hora, obtenida por medio de las herramientas de predicción de las que dispone. Sin embargo,
en el caso de tener una planta hidráulica reversible asociada, existe la posibilidad de almacenar
energía en forma de agua, llevando ésta a un embalse y luego producir energía en períodos
donde se obtenga el máximo beneficio, por la diferencia entre los ingresos en el mercado y
los costos variables. Para una central térmica, los costos variables dependen de los costos del
combustible, operación y mantenimiento, mientras que para una planta hidráulica reversible y
un parque eólico, no hay costo para el combustible, ya que sus insumos son agua y viento, y para
este tipo de casos los costos variables son insignificantes. Finalmente, el objetivo es maximizar
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los ingresos en el mercado.
Se pueden distinguir dos esquemas de operación entre centrales hidráulicas y productores
eólicas. En el primero esquema, la programación de la operación de bombeo depende funda-
mentalmente de la producción eólica, pudiendo ocasionalmente, recibir aportes de otras fuentes.
Este tipo de esquema es frecuentemente utilizado en regiones aisladas eléctricamente o física-
mente como las islas [17, 18, 19, 20]. En grandes islas, el uso de bombeo puede llegar a
reemplazar la necesidad de instalar una unidad térmica [18]. Adicionalmente, el uso de bombeo
como una forma de almacenamiento de la energía eólica, resuelve no sólo los problemas ya an-
tes mencionados, sino que además plantea soluciones para reservas de agua potable, irrigación,
protección contra incendios e incluso desalinización de agua marina [18, 19].
En el segundo esquema, la central hidráulica opera de forma independiente y además cubre
los desvíos en la predicción de un productor eólico, evitando los cobros por incumplimiento del
programa presentado con antelación por el productor eólico. A su vez, el productor eólico puede
aportar los excedentes de energía para incrementar la operación de la central cuando bombea.
Este último esquema está sujeto a restricciones técnicas del sistema, de mercado y a su vez a
intereses económicos de los agentes que intervienen [21, 16, 22]. En regiones interconectadas y
con buenos perfiles de viento, es posible que por restricciones de carácter técnico en el sistema
eléctrico sea limitada la cantidad de energía aportada por los productores eólicos [11]. Esta labor
es desarrollada en España por Centros de Control de Generación (CCG), lo que obliga a perder
parte de la energía eólica [23]. La operación conjunta proporciona no solo una alternativa para
utilizar este excedente sino también para cubrir los errores en la programación de los parques
eólicos, evitándose de esta forma los sobrecostos.
Para abordar el problema de la operación conjunta de un productor eólico y una planta
hidráulica reversible, se propone la solución de un problema de optimización que busca obtener
el mayor beneficio de la central de almacenamiento, además de cubrir los desvíos que pueden
existir entre la predicción eólica y la producción real.
En el primer capítulo de la tesis se presentará una introducción al Método de Puntos Interiores
Primal-Dual (MPI), una reseña histórica, una deducción teórica del MPI y del MPI Predictor
Corrector. También son presentados los resultados obtenidos con algoritmos desarrollados del
MPI para dos casos tipo. En el segundo capítulo, se presentará un método para cuantificar la
incertidumbre en la predicción de la potencia eólica a corto plazo, a través de la simulación de
trayectorias de producción modeladas por medio de la distribución Beta. Con éstas son definidos
los intervalos de predicción y los posibles desvíos de energía para un período futuro. En el tercer
capítulo, se llevará a cabo una propuesta para la operación conjunta de un productor eólico y
una planta hidráulica reversible que cubrirá los desvíos en la predicción del productor eólico.
En este capítulo, para dar solución al problema de optimización, serán utilizados el MPI y
5las estimaciones de la incertidumbre de la predicción. Finalmente, en el capítulo cuatro serán
presentadas las conclusiones y las expectativas de trabajo futuro.

2. Método de Puntos Interiores
Resumen
En este capítulo se presenta una introducción al Método de Puntos Interiores Primal-Dual
(MPI). El trabajo incluye una reseña histórica sobre la optimización y una descripción de algunas
fuentes de documentación utilizadas en este documento. También, aparece una deducción teóri-
ca sobre el MPI convencional y algunas de sus variaciones propuestas en la bibliografía, aclarando
algunos detalles del método. Son explicados dos problemas en el capítulo, uno matemático y
un Flujo de Potencia Óptimo (FPO), los cuales son resueltos por medio de los algoritmos del
MPI desarrollados en este capítulo. Los resultados numéricos de los algoritmos implementados
son validados con una herramienta comercial.
2.1. Introducción
En matemáticas, el concepto de optimización (o de programación matemática), se refiere
al estudio de los problemas que tratan de minimizar o maximizar una función real, eligiendo
sistemáticamente valores reales o enteros de las variables de decisión dentro de un conjunto
permitido.
El término «Programación Lineal», originalmente en inglés «Linear Programming», fue intro-
ducido por Dantzig durante la década de 1940. El término «programming», no hace referencia
al uso de programas informáticos para resolver problemas matemáticos (en esta época, el uso
de computadores no era común para resolver este tipo de problemas). Dicho término proviene
de la utilización de la palabra «programación», por parte del Ejército de los Estados Unidos
de Norte América, para referirse a las propuestas de la formación y logística de horarios, en el
tema que trabajaba Dantzig en aquella época, y al que dio solución creando el método Simplex
[24, 25].
Uno de los primeros desarrollos conocidos sobre el MPI, es atribuido a Frisch en 1955 [26],
luego también desarrollado por Fiacco y McCormick en 1968 [27], considerando una perturbación
en las condiciones de Karush-Kuhn-Tucker (KKT), ver anexo A.1.
El método del Gradiente, utilizado para resolver flujos de potencia óptimos (FPO) [28], con
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anterioridad a los MPI, resulto lento en el proceso de convergencia y con un comportamiento
en zig-zag cercano al punto óptimo [24].
En 1979 Khachiyan [29] presenta un método elipsoide, que prometía solucionar problemas de
PL en tiempos polinómicos. Desafortunadamente, este método demostró en la práctica tener
prestaciones inferiores al método Simplex.
En optimización irrestricta, el algoritmo de Davidon-Fletcher-Powell (DFP), y algunas de
sus variaciones, era la mejor solución hasta cerca de 1970, éste fue el primer método casi-
Newton. En su implementación surgían problemas numéricos en el cálculo de la inversa de la
matriz Hessiana. En 1970, el método de Broyden-Fletcher-Goldfarb-Shanno (BFGS), derivado
del método de Newton, corregía el problema del método DFP mediante aproximaciones de la
matriz Hessiana. Sin embargo, el hecho de que la matriz Hessiana fuera aproximada introducía
un error numérico. Este problema se corrigió, aplicando técnicas de factorización, en especial
con la implementación de la factorización Cholesky [24].
El método de Programación Cuadrática Sucesiva (PCS) [30], siendo un método casi-Newton
y usando derivadas de segundo orden, demostró ser mejor en el proceso de convergencia que el
método del Gradiente. Sin embargo la matriz Hessiana (construida de forma interactiva), de la
función de Lagrange se hacía densa y tornaba lento el proceso de convergencia.
El método de Newton, busca un punto que cumpla directamente las condiciones de KKT. El
principal problema de este método es identificar las restricciones de desigualdad que son activas
[31].
En 1984 Karmarkar [32] presentó un MPI para PL, con resultados 50 veces más rápido
que el método Simplex (con tiempos del orden polinomial). En 1989, Meggiddo [33] aplicó la
barrera logarítmica de una forma simultánea a variables primales y duales, consiguiendo mejores
resultados que los algoritmos de MPI desarrollados hasta el momento. Mehrotra en 1992 [34],
propone el MPI Predictor Corrector (MPI-PC), considerado como una de las variaciones al MPI
más eficientes. Este método fue mejorado, llevando a la variación conocida como el MPI con
Múltiples Pasos de Corrección (MPI-MPC).
Una descripción más detallada sobre la historia y evolución de la matemática y la optimización
puede ser encontrada en las referencia [25, 24] y en especial sobre el MPI en las referencias
[35, 4]. Actualmente son muchas las mejoras y aplicaciones del MPI; una lista con referencias de
publicaciones relevantes sobre MPI viene siendo actualizada periódicamente en [36]1, donde se
puede ver de una forma explícita, el interés y desarrollo que ha suscitado el MPI y la optimización
en las últimas tres décadas, representado como histograma en la figura 2.1, con datos tomados
en agosto del 2009.
1http://liinwww.ira.uka.de/bibliography/Math/optim.html
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Figura 2.1.: Distribución de publicaciones sobre el MPI
2.1.1. Información sobre el MPI
Actualmente se pueden encontrar muchas referencias y documentación sobre la teoría y las
implementaciones del MPI, tanto de acceso público como de acceso por suscripción. Básica-
mente se hará énfasis en la información de libre acceso que es numerosa y de buena calidad, y
que será utilizada como fuente de información para este documento.
A continuación se listan algunas de las herramientas de búsqueda, disponibles en Internet,
que fueron utilizadas para búsqueda bibliográfica en este documento.
http://www.sciencedirect.com/
http://www.siam.org/
http://www.springer.com/
http://www.elsevier.com
http://www.ieeexplore.ieee.org/
http://scholar.google.com/
Optimization Online: Esta página web [37]2, ofrece un amplio repositorio de bibliografía
libre, desde agosto del 2000, que ha venido siendo actualizado de forma voluntaria por un grupo
de editores reconocidos. Allí se pueden encontrar artículos sobre optimización y áreas relacio-
nadas. El temario abarca desde teoría netamente matemática, hasta aplicaciones y desarrollos
2http://www.optimization-online.org/
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prácticos en muchas áreas de la ciencia. Actualmente tiene una lista de correo electrónico, con
ediciones usualmente mensuales, donde se da un resumen de los últimos artículos publicados.
«Optimization Online» es la sucesora de la página web «Interior-Point Methods Online3»,
que dejó de ser actualizada, sin embargo, esta página sigue teniendo información útil para las
personas que se están introduciendo en esta área de investigación.
Decision Tree for Optimization Software: Esta página web [38]4, tiene como objetivo
ayudar a identificar y utilizar herramientas para solucionar problemas de optimización, o al menos
dar una guía para encontrar una forma de llegar a la solución de un problema de optimización,
por medio del trabajo hecho por otras personas. Esta página es de filosofía abierta, según expresa
el editor, por lo que son bienvenidos los aportes sobre información relevante no listada o errores
de edición.
Las áreas tratadas son las siguientes:
Problemas de optimización y programas informáticos
Puntos de referencias para diferentes herramientas de optimización
Casos de test para herramientas de optimización
Libros y guías
Herramientas de optimización
Otras fuentes de información
Interior Point Methods Task Force: Esta página web [39]5, fue el resultado de un foro de
ingenieros, para compartir y discutir conocimientos y experiencias en la aplicación de MPI para
la operación óptima de sistemas de potencia.
En esta página se encuentra una introducción, a modo de guía sobre el MPI, la cual contiene
de una forma resumida y muy clara los conceptos sobre MPI primal dual y el MPI-PC. Adicio-
nalmente, se encuentra una lista sobre bibliografía y referencias a otros lugares de interés. Esta
página web ha dejado de ser actualizada (última actualización en el 2000), pero su contenido
sigue siendo muy valioso.
Formulación y Resolución de Modelos de Programación Matemática en Ingeniería y
Ciencia: Esta página web [40]6, presenta el libro con el mismo título, escrito por profesores
3http://www-unix.mcs.anl.gov/otc/InteriorPoint/
4http://plato.la.asu.edu/guide.html
5http://thunderbox.uwaterloo.ca/~ieee-ipm/
6http://departamentos.unican.es/macc/personal/profesores/castillo/Libro.htm
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de la Universidad de Castilla-La Mancha, Escuela Técnica Superior de Ingenieros Industriales,
ver [41].
«Este libro está organizado en cuatro partes. En la primera se tratan los modelos para intro-
ducir al lector en el atractivo mundo de la programación matemática, por medio de ejemplos
cuidadosamente seleccionados [...]
La parte segunda trata de los métodos y describe las técnicas principales para resolver pro-
blemas de programación lineal y no lineal [...]
En la tercera parte se describe el GAMS (sistema general de modelización algebraica) como
herramienta principal usada en el libro [...]
La parte cuarta se dedica a las aplicaciones de estas técnicas a problemas prácticos más
importantes de varias áreas del conocimiento [...]
Este libro está dirigido a una audiencia muy amplia, que incluye matemáticos, ingenieros, y
científicos aplicados» [41].
Programas de optimización de carácter general como GAMS y MATLAB entre otras, ofrecen
el MPI dentro de sus utilidades para resolver problemas de optimización. Otro tipo de programas
de carácter más específico, especialmente en ingeniería eléctrica, el ETAP, KNITRO OPF entre
otros, incluyen el MPI dentro de sus núcleos de optimización.
2.2. Método de Puntos Interiores
2.2.1. Problema original
De forma general, un problema de optimización no-lineal sujeto a restricciones de igualdad y
desigualdad puede ser matemáticamente modelado y descrito de la siguiente forma:
mı´n f(x) (2.1)
s.a
g(x) = 0 (2.2)
h(x) ≤ 0 (2.3)
Donde:
x ∈ Rnx son las variables de decisión del problema de optimización.
f(x) : Rnx → R es la función objetivo o índice de desempeño.
g(x) : Rnx → Rng son las restricciones de igualdad.
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h(x) : Rnx → Rnh son las restricciones de desigualdad.
f(x), gj(x) y gi(x) son funciones convexas lisas, para todo j e i.
La intersección de las ecuaciones g(x) y h(x) forman la región de convergencia
o región factible, que es el conjunto de puntos posibles que resuelven el problema
formulado en las ecuaciones (2.1) a (2.3).
nx se refiere a la dimensión de la variable x.
ng se refiere a la dimensión del grupo de las restricciones de igualdad.
nh se refiere a la dimensión del grupo de las restricciones de desigualdad.
2.3. Las ecuaciones de KKT perturbadas
El MPI, propone una modificación a las condiciones de KKT (ver el apéndice A.1) para evitar
determinar las restricciones de desigualdad activas durante el proceso iterativo, lo cual era un
inconveniente en el método de Newton.
La Función de Lagrange es un artificio para convertir un problema de optimización lineal o
no-lineal, el cual está sujeto apenas a restricciones de igualdad, en un problema de optimización
irrestricto. Esto se consigue adicionando las restricciones de igualdad a la función objetivo, donde
la nueva función es denominada Función de Lagrange [2]. Para poder aplicar este concepto,
primero se tratan las restricciones de desigualdad, para convertirlas en restricciones de igualdad.
2.3.1. Ecuaciones de desigualdad
Para convertir las restricciones de desigualdad, ecuación (2.3), en restricciones de igualdad,
son utilizadas las variables de holgura no negativas s en cada restricción de desigualdad, que-
dando el problema formulado en las ecuaciones (2.1) a (2.3) de la siguiente forma [3]:
mı´n f(x) (2.4)
s.a
g(x) = 0 (2.5)
h(x) + s = 0 (2.6)
s ≥ 0 (2.7)
Donde:
s ≥ 0 es la variable de holgura para la función h(x).
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La adición de las variables de holgura aumenta la dimensión del problema original. Sin embar-
go, el problema original es transformado en un problema de optimización sujeto sólo a restric-
ciones de igualdad. Con esta metodología, no es necesario hacer uso de funciones de penalidad,
ni determinar las restricciones de desigualdad activas en la solución [2].
La Función de Lagrange del problema definido en las ecuaciones (2.4) a (2.7) se puede
expresar como [42]:
l(x, s,λ,pi) = f(x) + λTg(x) + piT (h (x) + s) (2.8)
Donde:
l(x, s,λ,pi) es una función escalar llamada Función de Lagrange.
x, s ∈ Rnx son las variables de decisión del problema de optimización, también
denominado vector de variables primales.
λ ∈ Rng es vector de Multiplicadores de Lagrange, de las restricciones de igualdad,
también denominadas vector de variables duales.
pi ∈ Rnh es vector de Multiplicadores de Lagrange, de las restricciones de desigual-
dad, también denominadas vector de variables duales.
La solución del sistema de ecuaciones (2.4) a (2.7), es obtenida como un punto estacionario
de la función de Lagrange,(x∗, s∗,λ∗,pi∗) .
Las condiciones de optimalidad de primera orden de KKT para la función de Lagrange (2.8)
pueden ser expresadas como [2]:
∇f(x∗) + Jg(x∗)Tλ∗ + Jh(x∗)Tpi∗ = 0 (2.9)
ω∗ − pi∗ = 0 (2.10)
g(x∗) = 0 (2.11)
h(x∗) ≤ 0 (2.12)
Ω h(x∗) = 0 (2.13)
pi∗ ≥ 0 (2.14)
Donde:
∇f(x∗) ∈ Rnx: es el vector gradiente de la función objetivo.
Jg(x) ∈ Rng×nx: es el Jacobiano de g(x).
Jh(x) ∈ Rnh×nx: es el Jacobiano de h(x).
ω es el vector de los multiplicadores de complementariedad de las ecuaciones de
desigualdad y Ω representa la matriz diagonal de los elementos de ω.
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La ecuación (2.9) es el gradiente de la función de Lagrange (ecuación (2.8)), nulo en el candi-
dato al óptimo, (x∗, s∗,λ∗,pi∗). La ecuación (2.10) dice que, en este punto, los multiplicadores
de Lagrange y los multiplicadores de complementariedad de las restricciones de desigualdad son
iguales. La ecuaciones (2.11) y (2.12) hacen factible la solución. Finalmente, la ecuación de
complementariedad estricta (2.13), permite considerar simultáneamente todas las restricciones
de desigualdad, sean estas activas o no, en la solución, con el costo de incrementar el número
de las variables duales. En esta última ecuación, pueden ser analizados dos casos [2], para las
restricciones de desigualdad que satisfacen:
ω∗i hi(x∗) = 0 (2.15)
donde
ω∗i ≥ 0 si hi(x∗) = 0 restricción activa (2.16)
o
ω∗i = 0 si hi(x∗) < 0 restricción inactiva (2.17)
para i = 1, 2, . . . , nh
La condición de complementariedad, ecuación (2.15), merece una consideración especial,
debido a sus características [2]:
Es no lineal
Puede ser entendida como la solución de un problema combinatorio. Con efecto en la
solución del problema de optimización, para cada restricción i, donde: hi(x∗) = 0 o
ω∗i = 0
El número de variables duales de la formulación descrita en (2.9) a (2.14), puede ser reducido,
siendo en el punto solución, los multiplicadores de complementariedad de las restricciones de
desigualdad, iguales a los multiplicadores de Lagrange para las mismas restricciones(ω∗−pi∗ =
0 → ω∗ = pi∗). Por consiguiente, pueden ser representadas estas dos funciones en una misma
variable, tal como se muestra a continuación [2]:
∇f(x∗) + Jg(x∗)Tλ∗ + Jh(x∗)Tpi∗ = 0 (2.18)
g(x∗) = 0 (2.19)
h(x∗) ≤ 0 (2.20)
Π h(x∗) = 0 (2.21)
pi∗ ≥ 0 (2.22)
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Donde:
Π representa la matriz diagonal de los elementos de pi.
En el punto óptimo, (x∗, s∗,pi∗,λ∗), la ecuación (2.6) deber ser satisfecha. Por consiguiente,
sustituyendo en la ecuación (2.21), la expresión h(x∗) = −s∗, se obtiene [2]:
Π∗s∗ = 0 (2.23)
2.3.2. Tratamiento ecuaciones de complementariedad
El MPI propone la relajación de la ecuación de complementariedad estricta (2.23), ya que
esta debe ser satisfecha solo en el punto solución, x∗. Sin embargo, durante el proceso iterativo
para encontrar la solución del problema, es posible realizar una perturbación, a través de la
introducción del parámetro µ ≥ 0, tal como es mostrado a continuación [2]:
Π∗s∗ = µ∗e (2.24)
Donde:
µ es el parámetro de perturbación.
e es un vector unitario con tantos elementos como ecuaciones de desigualdad hi(x),
para todo i.
En el punto candidato al óptimo la solución de la ecuación (2.24) debe ser igual que la que
se obtendría con la expresión original de la ecuación de complementariedad estricta (ecuación
(2.21)), razón por la cual al final de un proceso iterativo debe ser satisfecha la condición
µ∗ → 0, partiendo desde un valor inicial µ0 y decreciendo de forma monótona. La secuencia de
parámetros µk genera una secuencia de subproblemas, según asegura el teorema de Fiacco y
MacCormick [27] (que probablemente son de los primeros en considerar las KKT perturbadas
[42]) en el proceso de decrecimiento de µk (la secuencia de soluciones del problema (x(µk))
que tienden a la solución y que cumplen todas las restricciones del problema descrito en (2.4)
a (2.7).
La forma en la que se determinan los valores de µk durante el proceso iterativo determina la
trayectoria primal-dual recorrida para encontrar la solución [2, 3].
2.3.3. Formulación de las ecuaciones de KKT perturbadas
Las modificaciones al problema original y a las ecuaciones de optimalidad de KKT, permi-
ten que se formule de nuevo un sistema de ecuaciones que se denomina ecuaciones de KKT
perturbadas [2]:
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∇f(x) + Jg(x)Tλ+ Jh(x)Tpi = 0 (2.25)
g(x) = 0 (2.26)
h(x) + s = 0 (2.27)
Πs− µe = 0 (2.28)
s, pi, µ, ≥ 0 (2.29)
Con estas ecuaciones de KKT perturbadas se resuelve el problema original, ecuaciones (2.1)
a (2.3), y se llegará al mismo resultado que se obtendría al resolver las ecuaciones de KKT
originales, ecuaciones (2.9) a (2.14), pero de una forma computacionalmente más eficiente.
2.3.4. Solución iterativa
El sistema de ecuaciones (2.25) a (2.29) es representado por simplicidad de la siguiente forma:
F(x, s, pi, λ) =

∇f(x) + Jg(x)Tλ+ Jh(x)Tpi
g(x)
h(x) + s
Πs− µe
 = 0, s, pi, λ, ≥ 0 (2.30)
Posteriormente, se utiliza el método de Newton para resolver el sistema de ecuaciones (2.30).
Este sistema es no lineal y para aplicaciones reales es de gran tamaño. El método de Newton es
eficiente para resolver sistemas de ecuaciones con este tipo de características. Como resultado
se llega a las aproximaciones de las raíces de la función tratada, que para este caso es la
aproximación al mínimo de la función objetivo, sujeto a un conjunto de restricciones de igualdad
y desigualdad.
El algoritmo de Newton parte de un valor inicial, el cual es denominado v0 = (x0, s0,pi0,λ0),
que será tratado posteriormente.
El punto solución se aproxima iterando, mediante una corrección perturbada, correspondiente
al parámetro µk del vector de direcciones de Newton, ∆vk = (∆xk, ∆sk, ∆pik, ∆λk), como
en la solución del sistema lineal perturbado [42]:
∆vk = −(F′(vk))−1F(vk) (2.31)
Finalmente, se llega a un punto solución v∗ = (x∗, s∗,pi∗,λ∗), a través de una familia de
puntos, en cada iteración k, que conforman la trayectoria durante el proceso iterativo.
2.3 Las ecuaciones de KKT perturbadas 17
Durante el proceso iterativo, se deben cumplir las condiciones de no negatividad sk, pik, λk ≥
0.
La solución explícita, realizando la inversa de una matriz F′(vk))−1, la cual en aplicaciones
reales es de gran porte y dispersa, es computacionalmente ineficiente [43], por lo que general-
mente se llega a ∆vk mediante la solución del siguiente sistema:
F′(vk)∆vk = −F(vk) (2.32)
Donde F′(vk) es la matriz formada por las derivadas parciales de primer orden de F(vk); y
∆vk es el vector de direcciones del método de Newton.
Condiciones necesarias para aplicar el método de Newton
Las condiciones necesarias para la utilización del método de Newton son, [42, 2]:
Existencia de un punto solución (x∗, s∗,pi∗,λ∗) tal que satisfaga el sistema descrito en
las ecuaciones (2.1) a (2.3) y las condiciones de KKT descritas en las ecuaciones (2.18)
a (2.22).
Existencia y continuidad de las segundas derivadas parciales locales en el punto óptimo.
Esto es, para todo j e i, existe ∇2f(x∗), ∇2gj(x∗) y ∇2hi(x∗).
El conjunto de las restricciones de igualdad y de desigualdad,
{∇g1(x∗), . . . ,∇gng(x∗)}∪{∇h1(x∗), . . . ,∇hnh(x∗)}, activas en el punto óptimo deben
ser linealmente independientes.
La matriz Hessiana reducida de la Función de Lagrange (∇2xxl(x∗)) debe ser definida
positiva en el punto óptimo, ηT∇2xxl(x∗)η > 0, en que η es una base del espacio nulo de
las marices jacobianas de las restricciones de igualdad y de desigualdad, Jg(x) y Jh(x)
respectivamente.
Existencia de la complementariedad estricta (s∗, pi∗ ≥ 0) en el punto óptimo.
Las condiciones teóricas que fueron presentadas para la utilización del método de Newton,
no son validadas en la solución, debido a la complejidad numérica de cálculo en las aplicaciones
reales de sistemas de gran dimensión. Por esto, no se puede garantizar que la solución encontrada
sea un óptimo global. Sin embargo, el proceso de optimización, en general, encuentra mejores
soluciones que los métodos clásicos. A modo práctico, se dan por satisfechas las condiciones
para la aplicación del método de Newton, y se lleva a cabo el proceso iterativo [2].
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Sistema lineal completo
Para dar solución al problema planteado en el sistema (2.32), se aproxima a una iteración del
método de Newton, donde ∆vk es una medida de la trayectoria seguida para encontrar el punto
óptimo, la cual es parametrizada por µk. En el sistema mostrado a continuación es eliminado,
por simplicidad, el súper índice k correspondiente al proceso iterativo.

∇2xxl(x,λ,pi) Jg(x)T Jh(x)T 0
Jg(x) 0 0 0
Jh(x) 0 0 E
0 0 S Π


∆x
∆λ
∆pi
∆s
 = −

∇xl(x,λ,pi)
g(x)
h(x) + s
Πs− µe
 (2.33)
con:
∇2xxl(x,λ,pi) = F(x) +
ng∑
j=1
λjGj(x) +
nh∑
i=1
piiHi(x) (2.34)
∇xl(x,λ,pi) = ∇f(x) + Jg(x)Tλ+ Jh(x)Tpi = 0 (2.35)
Donde:
∇2xxl(x,λ,pi) ∈ Rnx×nx: Hessiana de la Función de Lagrange.
F(x) ∈ Rnx×nx: Hessiana de la función objetivo f(x).
Gj(x) ∈ Rnx×nx: Hessiana de la restricción de igualdad gj(x).
Hi(x) ∈ Rnx×nx: Hessiana de la restricción de desigualdad hi(x).
S, Π, E representa la matriz diagonal delos elementos s, pi y e respectivamente.
La matriz del sistema (2.33) tiene las siguiente propiedades [2]:
Dimensiones elevadas, comparado con el sistema original; en sistemas eléctricos de 10 a
12 veces el orden del tamaño original.
Alta dispersión, no sólo por la existencia de matrices nulas, sino por la gran dispersión de
las matrices no nulas.
Simétrica sólo en estructura, y simétrica en elementos sólo en las submatrices no nulas.
En la figura 2.2(a), se puede observar la matriz mostrada en el sistema (2.33) resultante de
la optimización de la operación de un pequeño sistema eléctrico, desarrollado posteriormente
en este documento. Se utilizo la instrucción spy, disponible en GNU Octave y MATLAB® para
conseguir la figuras 2.2(a) y 2.2(b). En la figura 2.2(a) , se marcan con un asterisco los elementos
no nulos. Las características del problema son nx = 9, nh = 18 y ng = 6, por tanto la dimensión
de la matriz es de 51× 51, y con nnz = 177 elementos no nulos, lo que significa un 93,195 %
de elementos nulos.
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(b) Sistema reducido (nnz = 91).
Figura 2.2.: Estructura de la matriz del sistema lineal, para un sistema de 3 barras
Sistema lineal reducido
El sistema lineal (2.33) puede ser reducido extrayendo algunas de sus ecuaciones, las cuales
son denominadas ecuaciones auxiliares. De esta forma se reduce el sistema lineal, facilitando su
tratamiento y resolviendo una matriz simétrica, tanto numérica como estructuralmente [2].
Se considera primero la tercera fila del sistema (2.33), para despejar ∆s:
[
Jh(x) 0 0 E
]

∆x
∆λ
∆pi
∆s
 = −
[
h(x) + s
]
(2.36)
Jh(x)∆x + E∆s = −(h(x) + s)
∆s = −(h(x) + s)− Jh(x)∆x
Como se puede ver ∆s puede ser expresado exclusivamente en términos de ∆x. El incremento
de las variables ∆pi puede ser obtenido de forma similar, tomando la cuarta fila del sistema
(2.33):
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[
0 0 S Π
]

∆x
∆λ
∆pi
∆s
 = −
[
Πs− µe
]
(2.37)
S∆pi + Π∆s = −(Πs− µe)
∆pi + S−1Π∆s = −(pi − µS−1e)
∆pi = −S−1Π∆s− pi + µS−1e
Ahora, se substituye ∆s en la ecuación anterior.
∆pi = −S−1Π(−(h(x) + s)− Jh(x)∆x)− pi + µS−1e
∆pi = S−1Πh(x) + S−1Πs + S−1ΠJh(x)∆x− pi + µS−1e
∆pi = S−1Πh(x) + pi + S−1ΠJh(x)∆x− pi + µS−1e
∆pi = S−1Πh(x) + S−1ΠJh(x)∆x + µS−1e
Reemplazando en la primera ecuación del sistema (2.33):
[
∇2xxl(x,λ,pi) +Jg(x)T Jh(x)T 0
]

∆x
∆λ
∆pi
∆s
 = −
[
∇xl(x,λ,pi)
]
∇2xxl(x,λ,pi)∆x + Jg(x)T∆λ+ Jh(x)T∆pi = −∇xl(x,λ,pi)
Y sustituyendo ∆pi, se obtiene:
∇2xxl(x,λ,pi)∆x + Jg(x)T∆λ
+ Jh
(
x)T (S−1Πh(x) + S−1ΠJh(x)∆x + µS−1e
)
= −∇xl(x,λ,pi)
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∇2xxl(x,λ,pi)∆x + Jg(x)T∆λ+ Jh(x)TS−1Πh(x)
+ Jh(x)TS−1ΠJh(x)∆x + Jh(x)TµS−1e = −∇xl(x,λ,pi)
(
∇2xxl(x,λ,pi) + Jh(x)TS−1ΠJh(x)
)
∆x + Jg(x)T∆λ
+ Jh(x)T (S−1Πh(x) + µS−1e) = −∇xl(x,λ,pi)
(
∇2xxl(x,λ,pi) + Jh(x)TS−1ΠJh(x)
)
∆x + Jg(x)T∆λ
= −∇xl(x,λ,pi)− Jh(x)T (S−1Πh(x) + µS−1e)
Recreando de nuevo el sistema lineal, que ahora es de menor dimensión, se tienen:
 Jr(x, s,λ,pi) Jg(x)T
Jg(x) 0
 ∆x
∆λ
 = −
 r(x, s,λ,pi)
g(x)
 (2.38)
Donde:
Jr(x, s,λ,pi) = ∇2xxl(x,λ,pi) + Jh(x)TS−1ΠJh(x)
r(x, s,λ,pi) = ∇xl(x,λ,pi) + Jh(x)T (S−1Πh(x) + µS−1e)
El sistema (2.38) debe ser resuelto en cada iteración k, generalmente utilizando la factori-
zación Cholesky [4]. De la solución, se obtiene el incremento de variables primales ∆x y los
multiplicadores de Lagrange de las ecuaciones de desigualdad, ∆λ. Luego se resuelven las ecua-
ciones auxiliares, (2.39) y (2.40), utilizadas antes para llegar al sistema lineal reducido, para
determinar los incrementos de las variables de holgura ∆s y los multiplicadores de Lagrange
para las restricciones de desigualdad ∆pi [2], tal como es mostrado a continuación.
∆s = −(h(x) + s)− Jh(x)∆x (2.39)
∆pi = µS−1e− S−1Π∆s−Π (2.40)
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Características del sistema lineal reducido: El sistema recreado en (2.38) es simétrico
tanto numéricamente como estructuralmente; un análisis más detallado sobre la estructura y
características del sistema lineal reducido, es tratado en [2]. La dimensión del sistema lineal
reducido es la suma de las variables primales originales, x, mas el número de restricciones de
igualdad del problema original, g(x), (nx+ ng). Para la solución del sistema lineal, es aplicado
la factorización de Cholesky, ya que es más eficiente en tiempos computacionales que otros
métodos [2, 4].
En la figura 2.2(b), página 19, se puede observar la matriz reducida, resultante de la opti-
mización de la operación de un pequeño sistema eléctrico, desarrollado posteriormente en este
documento. En esta figura, se marcan con un asterisco los elementos no nulos. Las caracterís-
ticas del problema son nx = 9 y ng = 6, por tanto la dimensión de la matriz es de 15× 15, y
con un nnz = 91 elementos no nulos, lo que significa un 59,556 % de elementos nulos.
Actualización de las variables primales y duales
Después de resolver el sistema lineal reducido (2.38), en cada iteración k, se calcula una
nueva aproximación de las variables como es mostrado a continuación:
xk+1 = xk + γαkp∆xk (2.41)
sk+1 = sk + γαkp∆sk (2.42)
λk+1 = λk + γαkd∆λk (2.43)
pik+1 = pik + γαkd∆pik (2.44)
Donde αkp, αkd ∈ (0, 1], y corresponden al paso primal y dual en cada iteración k, respecti-
vamente; que es el paso máximo que pueden tomar ∆vk. El valor escalar γ ∈ (0, 1], es un
factor de seguridad del paso primal y dual, que asegura la condición de no negatividad y evita
problemas numéricos. En la práctica este factor es ajustado típicamente a γ = 0,99995 [2, 3, 1].
Tamaño del paso primal y dual: El tamaño de los pasos primal y dual, es calculado de la
siguiente forma [2, 42]:
αkp = mı´n
 mı´n∆skj<0
skj
|∆skj |
, 1
 (2.45)
αkd = mı´n
 mı´n∆pikj<0
pikj
|∆pikj |
, 1
 (2.46)
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2.3.5. Reducción del parámetro de perturbación µ
El valor residual de la condición de complementariedad es llamado gap de complementariedad,
y es calculado en cada iteración k, de la siguiente forma:
ρk(pik, sk) = (pik)T sk (2.47)
Como se dijo antes, página 15, el parámetro µ∗ → 0, en el punto candidato al óptimo, sin
embargo, a efectos prácticos, se dice que al final del proceso iterativo, el parámetro µ∗ ≤ µ,
donde µ es un número lo suficientemente pequeño. La relación entre los parámetros µk y ρk
esta definida de forma explicita en la ecuación (2.28). Las referencias [2, 42, 44], utilizan una
aproximación para asegurar el decrecimiento del parámetro de perturbación en cada iteración,
utilizando una expresión similar a la que es presentada a continuación:
µk = σk ρ
k(pik, sk)
nh
(2.48)
Donde el parámetro σk ∈ (0, 1) es el decrecimiento esperado de ρk(pi, s), llamado parámetro
de centralización.
Partiendo del sistema mostrado en (2.30), se redefine el sistema de la siguiente forma:
F(vk) = G(vk)− µku (2.49)
Donde: u = [ 0 0 0 e ]T
Quedando la dirección del método de Newton de la siguiente forma:
∆vk = −(F′(vk))−1
(
G(vk)− µku
)
(2.50)
Con esto, el parámetro de centralización se puede interpretar, como la proporción de dos
componentes cuando:
σk = 1 se define como una dirección Central, llamada en inglés Centering direction
F′(vk)µku
σk = 0 se define como una dirección de Newton pura, llamada en inglés affine-scaling
−(F′(vk))−1G(vk)
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Una explicación más detallada sobre las direcciones Central y affine-scaling y el ajuste del
parámetro de centralización, es desarrollado en la referencia [2].
En este documento se presentan algunas formas de ajustar el parámetro de centralización,
según las referencias estudiadas. El-Bakry en [42], presenta el parámetro de centralización en
función del gap de complementariedad, ecuación (2.51).
σk = mı´n(η1; η2ρk) (2.51)
Donde η1 = 0, 2 y η2 = 100, consiguiendo un parámetro de centralización que está relacio-
nado con el proceso de convergencia, ya que la ρk será un índice del estado de problema de
complementariedad. De una forma semejante, Torres presenta en [44] el parámetro de centrali-
zación en función de su valor anterior, ecuación (2.52).
σk = ma´x(0,95σk−1; 0, 1) con: σ0 = 0,2 (2.52)
Otra forma de ajustar este parámetro, ecuación (2.53), considerada como la forma estándar
(MPI estándar) se basa en un decremento constante [2]. Esta estrategia es comúnmente utilizada
para realizar comparaciones sobre el desempeño de diferentes versiones del MPI.
σk = 0, 1 (2.53)
Sin embargo, otra formas de ajustar este parámetro se pueden encontrar en [2].
2.3.6. Convergencia del proceso iterativo
Según las referencias [2, 42] y como se dijo antes, una apropiada elección de una secuencia
de parámetros µk, crea una sucesión de pasos primales y duales, αkp y αkd, para los cuales la
secuencia de soluciones del problema (x(µk)), tiende a la solución, (x∗, s∗,λ∗,pi∗), que cumple
todas las restricciones del problema descrito en (2.4) a (2.7).
Usando el sistema de ecuaciones de KKT perturbadas, ecuación (2.30), se define el criterio
de parada utilizando la función de mérito siguiente (basado en las referencias [45, 44]):
||F(vk)||∞ 6 tol (2.54)
Que sería equivalente a:
ma´x

||∇f(x) + Jg(x)Tλ+ Jh(x)Tpi||∞
||g(x)||∞
||h(x) + s||∞
||Πs− µe||∞

6 tol (2.55)
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Y que se puede discriminar de la siguiente forma:
Factibilidad Primal:
||g(x)||∞ 6 p
||h(x) + s||∞ 6 p
(2.56)
Factibilidad Dual:
||∇f(x) + Jg(x)Tλ+ Jhx)Tpi||∞ 6 d (2.57)
Condición de optimalidad o de complementariedad:
||Πs− µe||∞ 6 c (2.58)
Adicionalmente, de forma práctica se deben considerar los siguientes parámetros para deter-
minar el criterio de parada (2.59) y (2.60).
µk 6 µ (2.59)
|f(xk)− f(xk−1)|
1 + |f(xk)| 6 des (2.60)
Con el criterio de parada (2.60), se busca evitar que el proceso continúe, cuando para dos
valores consecutivos de x el valor de la función objetivo no cambia de forma considerable, es
decir f(xk−1) ≈ f(xk).
Se pueden sugerir los criterios de convergencia de una forma general, mostrados a conti-
nuación, sin embargo, es necesario considerar el orden de las magnitudes de cada problema y
establecer errores admisibles para cada situación en particular. Una relación que normalmente
se da en el MPI, basado en los resultados, es µ = 10−2 × p, la cual se debe tener en cuenta
en el momento que se ajusten las tolerancias de los criterios de convergencia.
tol = p = d = c = des = 10−5 µ = 10−7
2.3.7. Punto inicial
En un problema de PNL, en general la elección del punto inicial, x0, afecta el número de
iteraciones en el proceso iterativo. Por esto, son utilizadas funciones de merito que ayudan a
encontrar un punto inicial adecuado. Sin embargo, esto involucra otro problema de optimización
de complejidad, en algunos casos, semejante al problema original [35].
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Una de las grandes ventajas, que tiene el MPI frente al método tradicional de Newton, es
que el punto inicial, x0, no necesita estar en la región de convergencia. El punto inicial y la
trayectoria de convergencia no tienen esta restricción, que sólo debe ser cumplida por el punto
candidato al óptimo, x∗ [2]. Los multiplicadores de Lagrange para las restricciones de igualdad,
λ0, y las variables del problema original, x0, pueden tomar cualquier valor en el punto inicial.
En cuanto a los valores iniciales de los multiplicadores de Lagrange para las restricciones de
desigualdad, pi0, y las variables de holgura, s0, deben ser positivos y cumplir las condiciones
de no negatividad durante todo el proceso iterativo, lo que garantiza que el parámetro µ sea
positivo durante el mismo. El uso de estrategias heurísticas para determinar los valores ini-
ciales es utilizado en las referencias [44, 3]. Algunas de estas consideraciones son señaladas a
continuación:
Si hay límites para las variables del problema original, x, es conveniente utilizar el punto
medio entre los límites.
Las variables de holgura son inicializadas así:
s0i = |hi(x0)| (2.61)
Los multiplicadores de Lagrange para las restricciones de igualdad y desigualdad:
λ0j = 1 (2.62)
pi0 = µ0(S)−1e (2.63)
Típicamente el parámetro µ0 adopta los valores {10; 1; 0, 1}.
2.3.8. Algoritmo para el MPI para PNL
El algoritmo del MPI puede ser descrito en una forma detallada en los siguientes pasos:
1. Inicialización de k = 0 y µ0 = 1/10, elección de un punto inicial, v0 = (x0, s0,pi0,λ0)
que cumpla las condiciones de no negatividad, ρ0(pi0, s0) > 0, ecuación (2.47); luego
calcular σ0, ecuaciones (2.51), (2.52) ó (2.53).
2. Calcular los vectores ∇f(x0), g(x0) y h(x0), y las matrices Jg(x0) y Jh(x0).
3. Si el punto actual, vk = (xk, sk,pik,λk), satisface el criterio de convergencia, ecuaciones
(2.56) a (2.60); Terminar, en caso contrario Continuar con el siguiente paso.
4. Calcular el vector [r(x, s,λ,pi) g(x)]T , del sistema lineal reducido mostrado en (2.38).
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5. Calcular la matriz ∇2xxl(x,λ,pi), por medio de la ecuación (2.34).
6. Formar la matriz del sistema lineal mostrado en (2.38) y resolver este sistema en el punto
actual, vk = (xk, sk,pik,λk).
7. Con los valores obtenidos ∆xk y ∆λk, y las ecuaciones auxiliares (2.39) y (2.40), deter-
minar las otras direcciones de búsqueda restantes, ∆sk y ∆pik.
8. Calcular los pasos primales y duales, αkp y αkd por medio de las ecuaciones (2.45) y (2.46).
9. Actualizar las variables primales y duales vk = (xk+1, sk+1,pik+1,λk+1), por medio de las
ecuaciones auxiliares (2.41) a (2.44).
10. Calcular los vectores ∇f(xk+1), g(xk+1) y h(xk+1), y las matrices
Jg(xk+1) y Jh(xk+1).
11. Actualizar los valores de ρk+1, σk+1 y µk+1, ecuaciones (2.47); (2.51), (2.52) ó (2.53) y
2.48 respectivamente.
12. Asignar k = k + 1 y continuar en el Paso 3.
2.3.9. Tiempos de ejecución
El paso que tarda más tiempo y demanda más recursos computacionales durante la ejecución
del MPI, en cada iteración, es la solución del sistema lineal (2.38), en la página 21. Además, el
tiempo de ejecución total está relacionado con los siguientes factores [3]:
Naturaleza del problema tratado y densidad.
Punto inicial.
Esquema de procesamiento y ordenamiento del sistema lineal.
Método utilizado para resolver el sistema lineal.
Precisión del cálculo numérico.
Variante de Método de Puntos Interiores.
Tasa de decrecimiento del parámetro de barrera.
Longitud de los pasos primales y duales.
Criterio de parada.
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Contínuos desarrollos se llevan a cabo en todas estas áreas citadas anteriormente, consiguien-
do algoritmos más eficientes y robustos [4]. Esto, sumado al exponencial desarrollo computacio-
nal, hace que el MPI sea utilizado cada vez más en las aplicaciones de uso común.
2.4. MPI Predictor Corrector
El MPI predictor Corrector (MPI-PC) es una variante del MPI con la intención de mejorar
los cálculos de las direcciones de búsqueda y, de esta forma, acelerar la convergencia [35]. El
MPI-PC primal-dual soluciona dos sistemas de ecuaciones lineales en cada iteración k usando
la misma matriz de coeficientes, ecuaciones (2.32) y (2.50), y adicionando un vector más, tal
como se ve a continuación:
F′(vk)∆vk = −G(vk) + µku−∆ (2.64)
Donde: ∆ = [ 0 0 0 ∆Π ∆s ]T .
Como resultado, asumiendo que el valor de ∆ es conocido, se obtiene un nuevo sistema lineal.
La solución del sistema (2.64), proporcional a tres componentes para la dirección de búsqueda.
∆vk = ∆vkaf + ∆vkce + ∆vkco (2.65)
La dirección de búsqueda ∆vk, se define de la siguiente forma:
∆vkaf dirección predictora o dirección affine-scaling, también llamada como dirección
de Newton.
∆vkce dirección central.
∆vkco dirección correctora.
Para el MPI primal dual, la dirección de búsqueda es ∆vk = ∆vkaf + ∆vkce. En el MPI-PC, el
método de Newton, ecuación (2.64), se resuelve en dos pasos, llamados predictor y corrector.
∆vk = ∆vkaf︸ ︷︷ ︸
predictor
+ ∆vkce + ∆vkco︸ ︷︷ ︸
corrector
2.4.1. Paso predictor
La dirección, correspondiente al paso predictor, se calcula partiendo de la ecuación (2.33).
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F′(vk)×

∆xaf
∆λaf
∆piaf
∆saf
 = −

∇xl(x,λ,pi)
g(x)
h(x) + s
Πs
 (2.66)
El paso predictor es usado para aproximar los términos no lineales de ∆ de la parte derecha
de la ecuación (2.64), y para estimar un valor del parámetro de barrera µkaf , que serán usados
en el cálculo del paso corrector.
El máximo tamaño del paso predictor se determina de la siguiente forma:
αkpaf = mı´n
 mı´n∆skj<0
skj
|∆skjaf |
; 1
 (2.67)
αkdaf = mı´n
 mı´n∆pikj<0
pikj
|∆pik
af j
| ; 1
 (2.68)
La estimación para el gap de complementariedad, puede ser expresada como:
ρkaf = (pik + γαdaf∆piaf )T (sk + γαpaf∆saf ) (2.69)
El parámetro de perturbación, se puede calcular de la siguiente forma:
µkaf = σkaf
ρkaf
nh
(2.70)
Y el parámetro de centralización como:
σkaf = mı´n

(
ρkaf
ρk
)3
; 0, 2
 (2.71)
La estrategia utilizada por el MPI-PC para hallar el parámetro de perturbación, será tomar
valores pequeños cuando el paso predictor produzca un decrecimiento grande en el gap de
complementariedad y, en caso contrario, tomar un valor grande.
El sistema lineal mostrado en (2.66) es factorizado para reducir su dimensión, quedando de
la siguiente forma:
 Jr(x, s,λ,pi) Jg(x)T
Jg(x) 0
  ∆xaf
∆λaf
 = −
 r(x, s,λ,pi)
g(x)
 (2.72)
Donde:
Jr(x, s,λ,pi) = ∇2xxl(x,λ,pi) + Jh(x)T
(
S−1ΠJh(x)
)
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r(x, s,λ,pi) = ∇xl(x,λ,pi) + Jh(x)T
(
S−1Πh(x)
)
Y las ecuaciones auxiliares como:
∆saf = −(h(x) + s)− Jh(x)∆xaf (2.73)
∆piaf = −S−1Π∆saf − pi (2.74)
2.4.2. Paso corrector
La dirección, correspondiente al paso corrector, se calcula también partiendo de la ecuación
(2.33).
F′(vk)×

∆x
∆λ
∆pi
∆s
 = −

∇xl(x,λ,pi)
g(x)
h(x) + s
Πs− µafe + ∆Πaf ∆saf
 (2.75)
El paso corrector calcula simultáneamente las direcciones ∆vkce + ∆vkco. Los pasos predictor
y corrector están basados en los mismos elementos que la factorización de la matriz (2.64). El
esfuerzo adicional en el MPI-PC es la resolución de otro sistema lineal para el cálculo de ∆vkaf .
Por tanto, el cálculo del tamaño de los pasos αkpaf y αkdaf , y la estimación µaf .
El sistema lineal (2.75), reduce su dimensión, quedando de la siguiente forma:
 Jr(x, s,λ,pi) Jg(x)T
Jg(x) 0
 ∆x
∆λ
 = −
 r(x, s,λ,pi)
g(x)
 (2.76)
Donde:
Jr(x, s,λ,pi) = ∇2xxl(x,λ,pi) + Jh(x)T
(
S−1ΠJh(x)
)
r(x, s,λ,pi) = ∇xl(x,λ,pi) + Jh(x)T
(
S−1Πh(x) + S−1(µafe−∆Πaf ∆saf )
)
Y se obtienen ecuaciones auxiliares:
∆s = −(h(x) + s)− Jh(x)∆x (2.77)
∆pi = S−1(µafe−∆Πaf ∆saf )− S−1Π∆s− pi (2.78)
El MPI-PC tiene la ventaja de reducir el número de iteraciones y el tiempo computacional
[35, 3].
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2.4.3. Algoritmo para el MPI-PC para PNL
El algoritmo del MPI-PC, puede ser descrito de forma detallada en los siguientes pasos:
1. Escoger un punto inicial, v0 = (x0, s0,pi0,λ0) que cumpla las condiciones de no negati-
vidad.
2. Calcular los vectores ∇f(x0), g(x0) y h(x0), y las matrices Jg(x0) y Jh(x0).
3. Si el punto actual, vk = (xk, sk,pik,λk), satisface el criterio de convergencia, ecuaciones
(2.56) a (2.60); Terminar, en caso contrario Continuar con el siguiente paso.
4. Calcular el vector [r(x, s,λ,pi) g(x)]T , del sistema lineal reducido mostrado en (2.72).
5. Calcular la matriz ∇2xxl(x,λ,pi), por medio de la ecuación (2.34).
6. Formar la matriz del sistema lineal mostrado en (2.72) y resolver este sistema en el punto
actual, vk = (xk, sk,pik,λk).
7. Con los valores obtenidos ∆xkaf y ∆λkaf , y las ecuaciones auxiliares (2.73) y (2.74),
determinar las otras direcciones de búsqueda restantes, ∆skaf y ∆pikaf .
8. Calcular los pasos primales y duales, αkpaf y αkdaf por medio de las ecuaciones (2.67) y
(2.68). Calcular ρkaf y luego estimar µkaf usando (2.69) y (2.70) respectivamente.
9. Formar la matriz del sistema lineal mostrado en (2.76) y resolver este sistema en el punto
actual, vk = (xk, sk,pik,λk).
10. Con los valores obtenidos ∆xk y ∆λk, y las ecuaciones auxiliares (2.77) y (2.78), se
determina las otras direcciones de búsqueda restantes, ∆sk y ∆pik.
11. Calcular los pasos primales y duales, αkp y αkd por medio de las ecuaciones (2.45) y (2.46).
12. Actualizar las variables primales y duales vk+1 = (xk+1, sk+1, pik+1, λk+1), por medio de
las ecuaciones auxiliares (2.41) a (2.44).
13. Calcular los vectores ∇f(xk+1), g(xk+1) y h(xk+1), y las matrices
Jg(xk+1) y Jh(xk+1).
14. Asignar k = k + 1 y continuar en el Paso 3.
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2.5. Implementación de los algoritmos
Como implementación, se optó por desarrollar los algoritmos del MPI tratados en las secciones
anteriores, basados en las referencias, [2, 42, 3, 44]. Se utilizaron dos problemas: un problema
matemático y un Flujo de Potencia Óptimo (OPF), para comparar desempeño y precisión entre
los algoritmos.
El objetivo principal era entender la estructura y los detalles de funcionamiento de los al-
goritmos del MPI de forma general. No se cubrieron todos los aspectos conceptuales, como
explotación de la dispersidad de las matrices y métodos de factorización para los sistemas li-
neales. Sin embargo, en futuras actualizaciones podrán cubrirse estos aspectos, sin implicar un
cambio estructural de los algoritmos desarrollados.
En las secciones anteriores se explicaron diferentes MPI primales-duales que fueron imple-
mentados y utilizados para encontrar la solución de los dos problemas propuestos; y que deno-
minaremos de aquí en adelante de la siguiente forma:
Estándar: se basa en un decremento constante [2], ecuación (2.53).
El-Bakry: en función del gap de complementariedad [42], ecuación (2.51).
Torres: en función del parámetro de centralización [44], ecuación (2.52).
MPI-PC: Método de Puntos Interiores Predictor Corrector [3], página 21.
Se partió de la premisa de desarrollar prototipos, sin la intención de llegar a la robustez de
una herramienta de carácter profesional. Con esta premisa, se eligió un ambiente de trabajo
versátil y que facilitara la depuración de los algoritmos.
2.5.1. Herramienta de desarrollo
Los códigos de los algoritmos del MPI, fueron desarrollados y probados en GNU Octave
Version 3.0.0. (para más información ir a http://www.octave.org). Adicionalmente para
comprobar la portabilidad de los algoritmos, también fueron ejecutados en MATLAB ®.
A efectos de comparación fueron resueltos los problemas usando el Optimization Toolbox
de MATLAB®, ajustando dentro de sus parámetros un algoritmo de MPI (según la documentación
ofrecida por la aplicación), con la intención de comparar la precisión de los algoritmos de MPI
desarrollados y explicados en este documento con el toolbox.
Los valores de los criterios de parada del Optimization Toolbox fueron ajustados de forma
similar y adecuada a los MPI desarrollados.
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Ejemplo numérico
Este ejemplo fue tomado de la referencia [35]. La trayectoria de puntos utilizada para llegar
al punto óptimo y el número de iteraciones difiere de los presentados en la referencia debido a
algunas diferencias en las implementaciones de los algoritmos de MPI utilizados. Sin embargo,
se logra validar el algoritmo al tomar criterios de parada semejante, obteniéndose el mismo
punto solución.
Problema 1: Considere el siguiente problema de Programación No Líneal (PNL), de orden
cuadrático, con restricciones de igualdad y desigualdad.
minimizar x21 + x22 − 4x1 − 8x2 + 20 (2.79)
sujeto a:
x21 + x22 − 2x1 − 2x2 − 2 = 0 (2.80)
1 6 x21 + x22 − 6x1 − 2x2 + 10 6 4 (2.81)
En la figura 2.3 se muestra el problema presentado en las ecuaciones (2.79) a (2.81). La
circunferencia con línea discontinua representa la restricción de igualdad. La región punteada
representa el espacio delimitado por la restricción de desigualdad. Las circunferencias con línea
discontinua y punto representan valores que la función objetivo toma para diferentes parejas
de puntos (x1, x2). La región de soluciones posibles son los arcos delimitados por los puntos
(A,B) y (C,D). Estos arcos son la intersección del conjunto de restricciones de igualdad y
desigualdad. El Arco (B,C) no forma parte de la zona de soluciones factibles
En la figura 2.3, el punto O = (2,000; 4,000), marcado con un asterisco, es mínimo global
irrestricto de la función objetivo, sin considerar el conjunto de restricciones. El punto A =
(2,000, 2,732) representa el mínimo de la función objetivo, ecuación (2.79), considerando el
conjunto de restricciones, ecuaciones (2.80) y (2.81). Las líneas que parten del punto x0 =
(5,000, 4,000), representan las secuencias de puntos que siguen cada uno de los algoritmos para
llegar al valor óptimo restricto, punto A = (2,000; 2,732). Se puede observar las diferencias en
los caminos recorridos, sin embargo todos convergen en el mismo punto. En secciones posteriores
se discutirá de una forma más amplia las diferencias entre los algoritmos y su desempeño.
Se ilustrará la primera iteración correspondiente al algoritmo presentado por El-Bakry [42].
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Figura 2.3.: Ejemplo de PNL con dos variables
Pasos previos: Se definen las ecuaciones:
f(x) = x21 + x22 − 4x1 − 8x2 + 20
g(x) = x21 + x22 − 2x1 − 2x2 − 2 = 0
h1(x) = x21 + x22 − 6x1 − 2x2 − 6 6 0
h2(x) = −(x21 + x22 − 6x1 − 2x2 + 9) 6 0
Y definen los vectores y matrices correspondientes:
∇f(x) =
 2x1 − 4
2x2 − 8
 Hf (x) =
 2 0
0 2

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Jg(x) =
[
2x1 − 2 2x2 − 2
]
Hg(x) =
 2 0
0 2

Jh(x) =
 2x1 − 6 2x2 − 2
−2x1 + 6 −2x2 + 2
 Hh1(x) =
 2 0
0 2
 Hh2(x) = −
 2 0
0 2

Se definen constantes para el algoritmo:
µ0 = 0,1 γ = 0,99995 τ = 0,25
Y se escoge el punto inicial:
x0 = (5,0000 4,0000)T
s0 = (9,0000e+ 00 1,2000e+ 01)T
pi0 = (0,0111111 0,0083333)T
λ0 = (1)T
Cálculo del gap de complementariedad y parámetro de centralización, ecuaciones (2.47) y
(2.51), respectivamente.
ρ0 = 2,0000e− 01 σ0 = 1,0000e− 01
Cálculo de los vectores ∇f(x0), g(x0) y h(x0), y las matrices Jg(x0) y Jh(x0).
∇f(x0) =
 6
0

g(x0) = 21 Jg(x0) =
[
8 6
]
h(x0) =
 9
−12
 Jh(x0) =
 4 6
−4 −6

Iteración 0
Cálculo del vector
[
r(x0, s0,λ0,pi0) g(x0)
]T
, del sistema líneal reducido mostrado en (2.38).
−

r1(v0)
r2(v0)
g(x0)
 =

−14,1000
−6,1500
−21,0000

Criterios de convergencia, ecuaciones (2.56) a (2.60):
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p = 10−5 > 21,00000
d = 10−5 > 14,01111
c = 10−5 > 0,00000
µ = 10−10 > 0,10000
des = 10−3 > 0,00000
Cálculo de la matriz ∇2xxl(x0, s0,pi0,λ0), por medio de la ecuación (2.34).
∇2xxl(x0, s0,pi0,λ0) =
 4,00556 0,00000
0,00000 4,00556

Matriz del sistema líneal mostrado en (2.38) y solución en el punto actual, (x0, s0,pi0,λ0).

4,03642 0,04630 8,00000
0,04630 4,07500 6,00000
8,00000 6,00000 0,00000


∆x01
∆x02
∆λ0
 =

−14,1000
−6,1500
−21,0000

Con los valores obtenidos ∆x0 y ∆λ0, y las ecuaciones auxiliares (2.39) y (2.40), se deter-
minarán las otras direcciones de búsqueda restantes, ∆s0 y ∆pi0.
∆x0 = (−2,21867 − 0,54177)T
∆λ0 = (−0,63993)T
∆s0 = (−5,8747 − 12,1253)T
∆pi0 = (0,0072527 0,0084204)T
Cálculo de los pasos primales y duales, α0p y α0d, por medio de las ecuaciones (2.45) y (2.46).
α0p = 0,98967 α0d = 1,00000
Variables primales y duales actualizadas, (x1, s1,pi1,λ1), por medio de las ecuaciones auxi-
liares (2.41) a (2.44).
x1 = (2,8044 3,4639)T
s1 = (3,1863e+ 00 6,0000e− 04)T
pi1 = (0,018363 0,016753)T
λ1 = (0,36010)T
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Cálculo de los vectores ∇f(x1), g(x1) y h(x1), y las matrices Jg(x1) y Jh(x1).
∇f(x1) =
 1,6087
−1,0723

g(x1) = 5,3263 Jg(x1) =
[
3,6087 4,9277
]
h(x1) =
 2,1089
−5,1089
 Jh(x1) =
 −0,39127 4,92771
0,39127 −4,92771

Actualización de los valores ρ1, σ1 y µ1, ecuaciones (2.47), (2.51) y 2.48 respectivamente.
ρ1 = 5,8522e− 02 σ1 = 1,0000e− 01 µ1 = 2,9261e− 03
Asignar k = 1, y verificar criterios de convergencia, ecuaciones (2.56) a (2.60):
p = 10−5 > 5,3263e+ 00
d = 10−5 > 2,9076e+ 00
c = 10−5 > 5,5586e− 02
µ = 10−10 > 2,9261e− 03
des = 10−3 > 4,1694e+ 00
Continuar con la Iteración 1.
El proceso termina en la séptima iteración. Un resumen del proceso de convergencia es
presentado en el tabla 2.1.
k αkp α
k
d E.P. E.D Gap C. µk ∆f(xk) x1 x2
0 0,0000 0,0000 2,10e+1 1,40e+1 0,00e+0 1,00e-1 0,00e+0 5,0000 4,0000
1 0,9897 1,0000 5,33e+0 2,91e+0 5,56e-2 2,93e-3 4,17e+0 2,8044 3,4639
2 1,0000 0,0161 1,02e+0 2,57e+0 4,80e-2 2,53e-3 4,98e-1 2,6970 2,4616
3 0,7443 1,0000 1,05e+0 6,67e-1 3,39e-2 1,79e-3 9,50e-1 2,0000 3,0121
4 1,0000 1,0000 7,28e-2 1,68e-1 2,27e-2 1,33e-3 2,34e-1 2,0172 2,7430
5 1,0000 1,0000 4,16e-4 2,02e-3 1,23e-3 7,06e-5 1,04e-2 2,0001 2,7321
6 1,0000 1,0000 3,24e-8 1,63e-7 6,97e-5 9,98e-7 1,01e-4 2,0000 2,7320
7 1,0000 1,0000 3,02e-9 2,60e-9 1,02e-6 2,03e-10 2,67e-5 2,0000 2,7321
Tabla 2.1.: Resumen del proceso de convergencia del MPI según El-Bakry, Criterios de conver-
gencia
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(b) Optimalidad de primer orden.
Figura 2.4.: Comparación de los diferentes MPI, caso matemático
Resultados obtenidos: La gráfica 2.4(a), muestra el valor que toma la función objetivo en
cada iteración. De forma clara, se puede apreciar que todos los algoritmos convergen al mismo
valor. En la gráfica 2.4(b), se puede el ver el error máximo que toman las ecuaciones de KKT
(2.55), lo que se interpretar como la relación entre la reducción del error de las ecuaciones de
KKT y las iteraciones del algoritmo.
MPI f(x) Desvío Iter
Estándar 1,61e+00 7,09e-07 8
El-Bakry 1,61e+00 1,02e-06 7
Torres 1,61e+00 1,38e-06 9
MPI-PC 1,61e+00 0,00e+00 6
Matlab 1,61e+00 2,11e-06 9
Tabla 2.2.: Comparación diferentes versiones del MPI, caso matemático
Los resultados agrupados en la tabla 2.2 se interpretan de la siguiente forma: la columna
marcada como «f(x)», muestra el valor que toma la función objetivo al final del proceso iterativo,
las diferencias entre los diferentes algoritmos no son apreciables debido a que los valores sólo
cambian a partir del séptimo decimal. Las siguientes columnas dan una medida del desempeño
de cada algoritmo. La columna marcada como «Desvío»7 representa el desvío sobre el mejor
7Donde:
Desvío = fi(x)−mı´n (fES(x) fEB(x) fTOR(x) fMPI−PC(x) fMatlab(x))
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resultado (el valor mínimo encontrado, entre todos los algoritmos). El algoritmo con el valor
«0, 00e + 00», será el algoritmo que encontró el valor mínimo y los valores diferentes darán
una medida del desvío comparado con este mínimo. Todos los algoritmos convergen a un valor
validado por los criterios de parada, que son comunes para todos ellos. La columna marcada
como «Iter», se refiere al número de iteraciones que requiere cada algoritmo para alcanzar
los criterios de parada. En este caso, un menor número de iteraciones significa algoritmo más
eficiente en tiempo computacional.
Para este problema el MPI-PC fue el algoritmo que consiguió cumplir con los criterios de
parada en el menor número de iteraciones.
Ejemplo en sistemas eléctricos de potencia
Uno de los problemas fundamentales en la operación del sistema de energía eléctrica, es
el Flujo de Potencia Óptimo (OPF). Este problema consiste en repartir la demanda total del
sistema entre las unidades disponibles, de forma que el coste total de generación sea el mínimo
posible.
No se trata pues de una simple cuestión de inclinación por las centrales eléctricas más baratas,
ya que en la práctica habitual, hay que tener en cuenta un conjunto de condiciones técnicas que
restringen el uso de las mismas.
Formulación del Problema: En el problema propuesto se tiene como objetivo realizar un
OPF de un sistema eléctrico, donde se contemplaran las restricciones físicas del sistema eléctrico.
Se parte de un pequeño sistema eléctrico de tres nudos con dos unidades de generación y una
carga. El sistema puede ser visto en la figura 2.5. El sistema eléctrico está representado como un
diagrama unifilar donde todos los elementos son referidos a valores de base. Las características
de los unidades se encuentran en la tabla 2.3.
Generador Nudo Capacidad W p.u. Capacidad VAR p.u.
G1 1 0.0 <G1 <3.0 -1.0 <G1 <2.0
G2 2 0.0 <G2 <3.0 -1.0 <G2 <2.0
Tabla 2.3.: Características técnicas de las unidades generadoras, en p.u
Para analizar el sistema eléctrico se utiliza el modelo de línea corta, que usa el valor de las ad-
mitancias para cada elemento en las ramas, con esta información se calcula la matriz Y∠ΘN×N ,
donde N es el número de nudos del sistema. El módulo y el argumento son representados de
forma separada.
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Figura 2.5.: Diagrama del Sistema Eléctrico
Y =

22,9700 12,1300 10,8500
12,1300 21,9300 9,8100
10,8500 9,8100 20,6500

Θ =

−1,3380 1,8160 1,7890
1,8160 −1,3470 1,7680
1,7890 1,7680 −1,3620

Según las formulación del flujo de potencia, se puede calcular el estado de un sistema eléctrico
con las siguientes ecuaciones, [41].
Equilibrio de potencia activa:
PGi − PDi = Vi
n∑
k=1
yikVk cos(δi − δk − θik) (2.82)
Equilibrio de potencia reactiva:
QGi −QDi = Vi
n∑
k=1
yikVk sin(δi − δk − θik) (2.83)
Los módulos de la tensión en cada nudo, Vi, deberán estar dentro de un límite inferior, V mı´ni ,
y un límite superior V ma´xi :
V mı´ni < Vi < V
ma´x
i (2.84)
De igual forma para el argumento de la tensión en cada nudo, δi, deberán estar dentro de un
límite inferior, δmı´ni , y un límite superior δma´xi :
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δmı´ni < δi < δ
ma´x
i (2.85)
Cada unidad, por su características constructivas, puede inyectar una cantidad de potencia
activa en el nodo i dentro de un límite inferior, Pmı´nGi , y un límite superior Pma´xGi :
Pmı´nGi < PGi < P
ma´x
Gi (2.86)
De igual manera, las unidades pueden inyectar una cantidad de potencia reactiva en el nodo
i dentro de un límite inferior, Qmı´nGi , y un límite superior, Qma´xGi :
Qmı´nGi < QGi < Q
ma´x
Gi (2.87)
Con las consideraciones anteriores, obtenemos el modelo del sistema eléctrico, donde las ecua-
ciones de equilibrio de potencia por cada nudo, están en función de las variables desconocidas,
módulo y argumento de la tensión en cada nudo y potencias generadas por cada unidad.
Según las consideraciones hechas anteriormente, se definen los siguientes limites del sistema.
0 6 PG1 6 3
0 6 PG2 6 3
−1 6 QG1 6 2
−1 6 QG2 6 2
0,9 6 V1 6 1,1
0,9 6 V2 6 1,1
0,9 6 V3 6 1,1
−pi/3 6 δ1 6 pi/3
−pi/3 6 δ2 6 pi/3
Se considerarón la potencia por cada unidad como una variable continua con un precio pro-
porcional a la producción. La tabla 2.4 indica las magnitudes.
CG1 CG2
e/ Wh 6 7
Tabla 2.4.: Costo de la energía por unidad
La carga está ubicada según la tabla 2.5.
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Nudo 1 Nudo 2 Nudo 3
PDi 0,0 0,0 4,5
QDi 0,0 0,0 1.5
Tabla 2.5.: Carga instalada en cada nudo
Dado el precio de la energía por cada unidad, se calculó el costo de forma proporcional a la
producción. Siendo este el objetivo a minimizar:
f(x) = PG1CG1 + PG2CG2 (2.88)
Se lleva el modelo del sistema eléctrico a un problema de optimización general, como el
mostrado en las ecuaciones (2.1) a (2.3), quedando de la siguiente forma:
minimizar PG1CG1 + PG2CG2
sujeto a: PGi − PDi − Vi
n∑
k=1
yikVkcos(δi − δk − θik) = 0
QGi −QDi − Vi
n∑
k=1
yikVksen(δi − δk − θik) = 0
0 6 PG1 6 3
0 6 PG2 6 3
−1 6 QG1 6 2
−1 6 QG2 6 2
0,9 6 V1 6 1,1
0,9 6 V2 6 1,1
0,9 6 V3 6 1,1
−pi/3 6 δ1 6 pi/3
−pi/3 6 δ2 6 pi/3
Se toma de forma arbitraria el Nudo 3, como referencia para las variables del sistema, por lo
tanto δ3 = 0, y se define vector x de la siguiente forma:
x =
(
PG1 PG2 QG1 QG2 V1 V2 V3 δ1 δ2
)T
(2.89)
Las ecuaciones (2.82) y (2.83), balance de potencia por cada nudo, corresponden a las
restricciones de igualdad.
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(b) Factibilidad primal.
Figura 2.6.: Comparación de los diferentes MPI, caso OPF
Los límites de generación, las ecuaciones (2.86), (2.87) y tabla 2.4; límites en los módulos y
argumentos de la tensión, ecuaciones (2.84) y (2.85); representan los límites para el vector x.
Resultados obtenidos: La gráfica 2.6(a) muestra el valor que toma la función objetivo en
cada iteración. De forma clara, se puede apreciar que todos los algoritmos convergen al mismo
valor. En la gráfica 2.6(b), se puede ver el error máximo que toman las restricciones de igualdad
y desigualdad (Factibilidad primal), ecuación (2.56). Esta última gráfica interpreta la relación
entre la reducción del error de las restricciones sobre las iteraciones del algoritmo.
MPI f(x) Desvío Iter
Estándar 3,04e+01 1,32e-08 13
El-Bakry 3,04e+01 4,93e-09 10
Torres 3,04e+01 1,02e-08 15
MPI-PC 3,04e+01 0,00e+00 9
Matlab 3,04e+01 2,41e-07 12
Tabla 2.6.: Comparación diferentes versiones del MPI, caso OPF
Los resultados agrupados en la tabla 2.6 se interpretan de la siguiente forma: la columna
marcada como «f(x)», muestra el valor que toma la función objetivo al final del proceso iterativo,
las diferencias entre los diferentes algoritmos no son apreciables debido a que los valores sólo
cambian a partir del séptimo decimal. Las siguientes columnas dan una medida del desempeño
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de cada algoritmo. La columna marcada como «Desvío»8 representa el desvío sobre el mejor
resultado (el valor mínimo encontrado, entre todos los algoritmos). El algoritmo con el valor
«0, 00e + 00», será el algoritmo que encontró el valor mínimo y los valores diferentes darán
una medida del desvío comparado con este mínimo. Todos los algoritmos convergen a un valor
validado por los criterios de parada, que son comunes para todos ellos. La columna marcada
como «Iter», se refiere al número de iteraciones que requiere cada algoritmo para alcanzar
los criterios de parada. En este caso, un menor número de iteraciones significa algoritmo más
eficiente en tiempo computacional.
Para este problema el MPI-PC fue el algoritmo que consiguió cumplir con los criterios de
parada en el menor número de iteraciones.
2.6. Conclusiones
Se comprobó que los diferentes algoritmos del MPI consiguen resolver problemas de PNL con
un buen desempeño. Adicionalmente, en el proceso de implementación, se comprobó que su
estructura no es complicada y que son métodos de relativa simplicidad.
Existe una idea generalizada sobre el MPI, de la necesidad estricta de ajustar muy precisamente
sus parámetros. En la práctica, el MPI puede prescindir de un ajuste de parámetros y aplicarse
con un ajuste por defecto de los criterios de parada y el parámetro de centralización.
El MPI-PC demostró ser el más eficiente y eficaz de los algoritmos desarrollados. De forma
general, todos los algoritmos desarrollados, consiguieron valores muy cercanos a los obtenidos
con MATLAB. Teniendo en cuenta los resultados conseguidos, no se puede asegurar que los
algoritmos aquí desarrollados son superiores al ofrecido por la herramientas comerciales, pues
no han sido evaluados criterios de robustez y talla. Sin embargo, sí son muy alentadores para
la primera versión de un prototipo de carácter académico.
8Donde:
Desvío = fi(x)−mı´n (fES(x) fEB(x) fTOR(x) fMPI−PC(x) fMatlab(x))
3. Simulación de trayectorias de
producción eólica para horizontes de
corto plazo
Resumen
Para cuantificar la incertidumbre en la predicción de la potencia eólica a corto plazo (uno o
dos días de antelación), se propone un método que simula la trayectorias que recrean la dinámica
de la producción eólica. Estas trayectorias son generadas a partir de la covarianza de los errores
históricos con diferentes horizontes de futuro y condicionadas a la previsión de potencia eólica y
la varianza de los errores históricos en cada horizonte. Con la información conseguida es posible
definir los intervalos de predicción y los posibles desvíos de energía para un período futuro. Como
característica destacada, es usada la distribución Beta para representar el comportamiento de
la producción eólica, para una mejor aproximación a la situación real de producción.
Finalmente, el método es validado analizando el comportamiento de los errores en las trayec-
torias simuladas con los errores históricos y utilizando los datos de producción histórica, con el
objetivo de validar las transformaciones estadísticas propuestas en el método.
3.1. Introducción
Cuando se trabaja con energía eólica, una de las tareas más difíciles es considerar la incer-
tidumbre asociada a la producción futura. Desde el punto de vista técnico, todos los errores
en la previsión de energía eólica deben ser compensados por otro generador para suministrar
la potencia demandada por la carga. Desde el punto de vista del mercado de electricidad, la
incertidumbre en la predicción, aumenta el riesgo al que los agentes están expuestos, ya que los
desvíos en la producción significan sobrecostos. Estos factores aumentan el precio de la energía,
siendo éstas las razones principales que llevan a tratar de cuantificar la incertidumbre en la
previsión de la energía eólica y, de esta forma, conseguir una operación más eficiente.
Los agentes se basan en herramientas de previsión eólica, ya sean meteorológicas, estadísticas
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o una combinación de las anteriores, para estimar la producción de potencia eólica en un período
a corto plazo. Esta información generalmente es requerida por el OS para realizar los programas
de operación y los agentes deben presentarlo con anterioridad a la operación. No obstante, esta
información es utilizada también para el desarrollo de estrategias de mercado, haciendo estos
datos necesarios y valiosos.
La información entregada por las herramientas de predicción consiste en la estimación de la
producción en un horizonte de tiempo, y los niveles de fiabilidad asociados a ésta. Sin embargo,
dicha información no es generalmente suficiente si se requiere conocer el orden de los posibles
desvíos de potencia y energía en el horizonte de predicción.
En [46], la producción eólica y la energía demandada son analizadas como dos variables
aleatorias, para determinar la incertidumbre y cuantificar ésta. El caso de estudio es una isla,
donde la proporción de energía eólica es relevante comparada con la demanda total. En ese
trabajo, el error en la predicción no es relacionado con el horizonte de predicción y los desvíos
son calculados de forma absoluta. Finalmente el método es aplicado utilizando perfiles de días
típicos y cuantificando los desvíos de una forma económica, a partir de escenarios con diferentes
niveles de incertidumbre.
Una aproximación para el cálculo del error en la predicción es utilizada en [12], como una
función dependiente del horizonte de predicción y la potencia instalada. En [10] es usada una
aproximación empírica para calcular el error en la predicción, como una proporción de la pro-
ducción eólica y dependiendo solamente del horizonte de predicción.
En [14], los errores en la predicción son calculados a partir de simulaciones, considerando
diferentes horizontes de predicción en una variable multivariable creada a partir de la matriz
de covarianza de los errores históricos con diferentes horizontes y la previsión para el período
futuro. En ese trabajo, la producción eólica es representada como una función No-Paramétrica
y de esta forma se representa el comportamiento de la variable.
La producción de la potencia eólica es representada como una distribución Beta en [47], y
es usada para calcular la función de probabilidad de los errores en la predicción. Sin embargo,
es introducido un factor de ponderación que se ajusta de forma empírica. Para el cálculo de los
errores, el horizonte de predicción es usado para determinar los parámetros que condicionan la
función de probabilidad.
La motivación para desarrollar el presente trabajo es la necesidad de cuantificar los posibles
desvíos de potencia y energía, considerando la interdependencia entre los errores, y la produc-
ción eólica en diferentes horizontes. Una Distribución de Probabilidad Conjunta podría ser una
solución para conseguir los posibles desvíos de energía durante un período futuro, pero las carac-
terísticas de no-linealidad y de no-Normalidad de la producción eólica hacen esta tarea compleja.
Por esta razón se realiza un análisis de los datos históricos y se propone un método para si-
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mular posibles producciones de potencia eólica para un período de corto plazo. Partiendo de la
simulación de los posibles errores y luego utilizando estos como una semilla, se consiguen las
trayectorias de posibles producciones eólicas. Con estos datos, es posible realizar estimaciones
en la incertidumbre asociadas a un nivel de probabilidad.
La cuantificación de los posibles desvíos de la energía y la definición de los intervalos de
predicción son necesarios para conseguir una operación apropiada del sistema eléctrico a través
del dimensionamiento de los elementos de almacenaje, del desarrollo de programas de reservas
y de estrategias de mercado, además de otros problemas de operación.
3.2. Consideraciones
3.2.1. Caso de estudio
Para el caso de estudio, se utiliza un conjunto de datos de un parque eólico, disponiendo de la
producción de potencia eólica, hora a hora, y la previsión de esta, hecha h horas antes, durante
dos años consecutivos. La predicción para la potencia generada por el parque eólico fue obtenida
a través de un sistema de predicción a corto plazo, basado en modelos estadísticos que utilizan
como datos de entrada predicciones de velocidad y dirección del viento, además de medidas de
potencia generada en los parques [48, 49]. Con este conjunto de datos son calculados los errores
en el modelo de predicción y la matriz de covarianzas a diferentes horizontes temporales.
Todos los datos utilizados fueron normalizados con la potencia nominal del parque. Se dispone
de 18.937 medidas de producción eólica y las predicciones para cada una de éstas. Sin embargo,
no todos los datos son válidos, debido a interrupciones en el funcionamiento del parque o de la
herramienta de predicción, por lo tanto son aplicados filtros para aprovechar la mayor cantidad
de datos e información posibles.
3.2.2. Incertidumbre en la producción de potencia eólica
La relación entre la velocidad del viento y potencia producida en un generador eólico está
dada por la siguiente ecuación:
p = 12 ρA v
3CPe (3.1)
Donde A es el área que abarca las aspas al girar en [m2], v es la velocidad del viento en [m/s], ρ
es la densidad del viento en [Kg/m3] y CPe(v) es el coeficiente de potencia eléctrico que relaciona
el rendimiento mecánico y eléctrico del aerogenerador [50]. Los constructores de generadores
eólicos utilizan túneles de viento para mantener las condiciones constantes y caracterizar sus
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(a) Curva típica de un generador eólico en un túnel
de viento.
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(b) Curva real de un generador eólico en un parque.
Figura 3.1.: Relación de la velocidad del viento y la potencia producida por un generador eólico.
productos, un ejemplo de esto es mostrado en la figura 3.1(a) [49], que corresponde de forma
muy cercana a la representación matemática, ecuación (3.1). Sin embargo, en la figura 3.1(b)
[49], se puede observar una familia de puntos que corresponde a la velocidad del viento frente a
la potencia de salida de un generador eólico. En esta gráfica se puede ver que para una misma
velocidad de viento, existen varios valores de potencia producida. Con esto se podría asegurar
que aún contando con una predicción perfecta de la velocidad de viento, y si se basara en ésta,
siempre se tendrían errores o desvíos, debido a que hay factores como la energía del viento y
la dirección del mismo que pueden cambiar de forma instantánea y afectan considerablemente
la potencia de salida de los aerogeneradores. Adicionalmente, si se consideran los fallos en los
aerogeneradores o incluso las salidas por mantenimiento, hacen aún más compleja la tarea de
realizar estimaciones para parques eólicos y zonas donde se concentren un grupo de ellos.
3.2.3. Relación entre la producción y la predicción de potencia eólica
En la figura 3.2 se observa un ejemplo del problema de la incertidumbre en la predicción
eólica. La línea vertical en el tiempo cero representa el tiempo presente, hacia la izquierda se
encuentran los datos históricos, producciones y sus respectivas predicciones, estas últimas no
dibujadas; a la derecha de la línea vertical, se encuentra la predicción para el horizonte futuro
representada con una línea continua y la producción real del parque, representada con la línea
continua con círculos. En esta figura se pueden observar los desvíos entre la predicción y la
producción real, en términos de potencia para cada hora y, adicionalmente, el área entre las dos
curvas, representa los desvíos en términos de energía. Los datos utilizados para la figura 3.2
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Figura 3.2.: Predicción (pˆt+h|t), y producción (pt+h), de la potencia eólica, donde t + h|t se
refiere a la predicción hecha para la hora t+h en el tiempo t, y h = [1, 2, . . . , H]
corresponden al caso de estudio descrito en la sección 3.2.1.
En la figura 3.3, es utilizada la representación de diagrama de caja, en inglés «box plot», para
mostrar cómo se relaciona la predicción con la producción de potencia eólica. Para este caso en
particular fueron tomados todos los datos históricos, para el horizonte de predicción h = 18[h].
Con el diagrama de caja se puede identificar la simetría y la forma de la distribución de los datos.
Para valores de predicción bajos y altos se puede observar que los datos están concentrados y
que tienen una forma asimétrica. Los datos atípicos son representados con cruces y se justifica la
presencia mayoritaria de estos en los niveles bajos de potencia, debido a que el rango de operación
del parque eólico comúnmente no supera el 80% de su capacidad nominal. Para predicciones
entre 0.5 y 0.6 por unidad, los datos son casi simétricos y están menos concentrados. Estas
características generales son habituales en la relación entre la predicción y la producción, para
todos los horizontes de predicción.
Como características de la relación entre la predicción y la producción se puede considerar:
La varianza incrementa con el horizonte de predicción h.
Existe una covarianza diferente de cero entre los horizontes h y h+ i.
La varianza está relacionada con el horizonte de predicción, h, y la predicción, pˆt+h|t.
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Figura 3.3.: Relación de la predicción y la producción de potencia eólica usando un diagrama
de cajas.
Para predicciones bajas y altas los datos se agrupan de forma asimétrica y están concen-
trados.
Para predicciones entre 0.5 y 0.6 por unidad, los datos son casi simétricos y no están
concentrados
El uso de la función Beta para la representación de la producción eólica está justificado
porque se ajusta de una forma más adecuada al comportamiento de la variable. Está acotada
entre [0, 1], su comportamiento es no-lineal y la distribución de los datos depende del valor de
los parámetros que la condicionan, haciendo que sea una buena aproximación para el problema
considerado [47, 51, 52, 53].
Distribución Beta
En la teoría de la probabilidad y la estadística, la distribución Beta pertenece a la familia de
las distribuciones continuas, es definida en el intervalo [0, 1] y parametrizada por dos números
positivos que generalmente son denotados por α y β, cuya función de densidad es la ecuación
(3.2), donde B es la función Beta.
f(x;α, β) = 1B(α, β) x
α−1(1− x)β−1 (3.2)
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Figura 3.4.: Aproximación de la producción de potencia eólica a diferentes niveles de predicción,
usando la distribución Beta
El valor esperado y la varianza de una variable aleatoria X con distribución Beta es:
E(X) = α
α + β (3.3)
E(X2) = α(α + 1)(α + β)(α + β + 1) (3.4)
Var(X) = αβ(α + β)2(α + β + 1) (3.5)
La figura 3.4 muestra un ejemplo del comportamiento de la producción de potencia eólica,
a ser representada por la distribución Beta. Para este ejemplo, han sido dibujadas diferentes
curvas y cada una de ellas fue parametrizada con el valor medio de la predicción y la varianza
asociada a ésta [47].
3.2.4. Relación entre los errores y el horizonte de predicción
En la figura 3.5, están dibujados los errores relativos de la predicción respecto a la producción
real, mostrados en la figura 3.2. En esta figura se puede observar que la varianza del error
aumenta con el horizonte de predicción, por lo que se pueden ver magnitudes mayores de los
errores a horizontes mayores. También se aprecia que el error depende del nivel de potencia
prevista, por ejemplo para los horizontes h = 22[h] al y h = 25[h] donde el nivel de potencia
prevista está dentro de 0.2 y 0.3 por unidad, los errores son considerablemente pequeños. Para
los horizontes h = 33[h] y superiores, donde la potencia prevista es cerca al 0.5 por unidad, la
magnitud de los errores es mayor. Adicionalmente, se puede asegurar que existe una covarianza
diferente de cero entre los errores de predicción para horizontes h y h+ i, tal como es mostrado
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Figura 3.5.: Errores entre la predicción y producción de la potencia eólica, donde eˆt+h|t = pt+h−
pˆt+h|t.
más adelante en la figura 3.7(a). Los datos utilizados para la figura 3.5 corresponden al caso
de estudio descrito en el comienzo del capítulo.
En la figura 3.6, se dibuja la relación entre el horizonte de predicción y la magnitud de los
errores en la predicción. Para este diagrama de caja fueron utilizados todos los datos históricos
del caso de estudio descrito al comienzo del capítulo. En este caso se puede observar como
característica general, que la varianza en la magnitud de los errores aumenta con el horizonte
de predicción. Adicionalmente se puede asumir que la distribución de los errores, para cada
horizonte de predicción, es aproximadamente simétrica y puede ser representada como una
distribución Normal.
Como características generales para los errores en la predicción de potencia eólica se puede
considerar:
La varianza incrementa con el horizonte de predicción h.
Existe una covarianza diferente de cero entre los horizontes h y h+ i.
Para cada horizonte de predicción h, la distribución de los errores pueden ser aproximados
a una distribución Normal.
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Figura 3.6.: Relación de la predicción eólica y la producción usando un diagrama de cajas.
Distribución Normal
En estadística y probabilidad se llama distribución Normal, distribución de Gauss o distribu-
ción Gaussiana, a una de las distribuciones de probabilidad de variable continua que con más
frecuencia aparece en fenómenos reales.
Función de densidad Se dice que una variable aleatoria X sigue una distribución Normal de
parámetros µ y σ y se denota X ∼ N (µ, σ) si su función de densidad está dada por:
f(x) = 1
σ
√
2pi
e−
1
2(x−µσ )
2
, x ∈ R (3.6)
Donde µ (mu) es la media y σ (sigma) es la desviación típica (σ2 es la varianza).
Se llama «Distribución Normal Estándar» a aquélla en la que sus parámetros toman los valores
µ = 0 y σ = 1. En este caso la función de densidad tiene la siguiente expresión:
f(x) = f0,1(x) =
e
−x2
2√
2pi
, x ∈ R (3.7)
Función de distribución La función de distribución de la distribución Normal está definida
como sigue:
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Φµ,σ2(x) =
∫ x
−∞
ϕµ,σ2(u) du =
1
σ
√
2pi
∫ x
−∞
e−
(u−µ)2
2σ2 du, x ∈ R (3.8)
Por tanto, la función de distribución de la Normal estándar es:
Φ(x) = Φ0,1(x) =
1√
2pi
∫ x
−∞
e−
u2
2 du, x ∈ R (3.9)
3.3. Método propuesto
Para realizar una simulación directa de los posibles trayectorias de producción de potencia
eólica, sería necesario una variable Beta multivariante de dimensiónH. Esta tarea es complicada,
puesto que se parte de modelar la covarianza de los horizontes de predicción h y h+ i, que están
condicionados al nivel de potencia. Idealmente sería necesaria una cantidad de datos históricos
infinita donde se pueda relacionar todos los niveles de producción a diferentes horizontes de
predicción.
Por esta razón, se partió del análisis de los errores para diferentes horizontes de predicción,
donde se dispone de suficiente información. Utilizando una variable Normal multivariante de
dimensión H, es posible simular los errores y luego utilizar estos como las semillas para la
generación de trayectorias de producción eólica, las cuales serán condicionadas para el nivel de
potencia prevista y la varianza asociada teniendo en cuenta el horizonte de predicción.
3.3.1. Secuencia de los pasos desarrollados
Para conseguir la simulación de trayectorias de producción de potencia eólica fueron realizados
los siguientes pasos, que más adelante serán explicados de una forma más amplia.
Simulación de los errores:
• Cálculo de los errores en la predicción a partir de los datos históricos.
• Cálculo de la matriz de covarianza de los errores en la predicción para
diferentes horizontes, Σt.
• Simulación de los errores usando un generador de números aleatorios Nor-
mal multivariante, X(s)h ∼ Nh(µ0,Σt).
Simulación de la producción de potencia eólica, condicionado a h y pˆt+h|t.
• Transformación estadística.
◦ Trayectorias de errores → Trayectorias de potencia eólica.
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◦ Normal multivariante ⇒ Beta condicional univariante.
◦ beta(αˆt,h, βˆt,h) → αˆt,h(µˆt,h, σˆ2t,h) y βˆt,h(µˆt,h, σˆ2t,h)
donde µˆt,h = pˆt+h|t y σˆ2t,h = σˆ2(h, pˆt+h|t)
Resultados
• Intervalos de predicción de potencia eólica
• Posibles desvíos de energía eólica
3.3.2. Simulación de los errores
Los errores en la predicción son calculados como la diferencia entre la potencia producida
y las predicciones hechas con anterioridad para cada período de producción. La información
requerida consiste en la medida de la potencia eólica del parque, hora a hora, y las predicciones
hechas en el pasado con la herramienta de predicción para cada hora, calculada h horas antes:
eˆt+h|t = pt+h − pˆt+h|t ∀ t, h
εt =
[
eˆt|t−1, eˆt|t−2, · · · , eˆt|t−H
]T ∀ t, h (3.10)
Donde la notación t + h|t se refiere a las predicciones hechas para la hora t + h en la hora
t; y h = [1, 2, . . . , H]. La información presente en los errores históricos es concentrada en el
cálculo de la matriz de covarianza Σt, ecuación (3.10).
Los errores para cada instante h, pueden ser representados como una distribución Normal
[46, 54]. Sin embargo, la distribución de errores condicionada por el valor de la previsión no lo
es [53].
Σt = (εtεTt ) (3.11)
La matriz de covarianza concentra la información presente de los errores históricos. Para este
caso es utilizado un cálculo estacionario, sin embargo puede ser actualizada con datos nuevos
tal como se hace en [14]. La figura 3.7(a) representa la matriz de covarianza calculada con
todos los datos históricos del caso de estudio, al igual que la figura 3.7(b), que representa la
matriz de correlación de los errores en la previsión, lo que permite ver la relación lineal entre
cada uno los diferentes horizontes h.
La estrategia propuesta estima los desvíos de energía y potencia a corto plazo a través de una
función condicionada que se acerca lo más posible al comportamiento de la distribución conjunta
de los errores en la predicción. Para esto, son simulados los posibles errores de la producción
futura como trayectorias de las que se quiere obtener el comportamiento de la variable real
respecto a la predicción. Luego es aplicada una transformación para pasar las trayectorias de los
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(b) Matriz de correlación.
Figura 3.7.: Análisis de los errores históricos en la predicción eólica.
errores por medio de una distribución Beta condicionada para cada horizonte, que finalmente
representa las posibles trayectorias de producción de potencia eólica. Un esquema de los pasos
principales en la transformación estadística es mostrado en la figura 3.8.
Usando un generador de números aleatorios Normal Multivariante, es creada una variable
de dimensión H, que simula el comportamiento de los errores en la previsión, X(s)h , ecuación
(3.12).
Xh ∼ Nh(µ0,Σt) (3.12)
Con µ0, media cero, y Σt, como la matriz de covarianzas de los errores históricos. De esta
forma son generados s veces, posibles trayectorias de los errores en la predicción. La variable
Xh mantiene la estructura e incertidumbre de los errores, según los datos históricos.
3.3.3. Simulación de la producción eólica
Por simplicidad, la predicción de los errores es asumida como estacionaria de segundo orden
y con media cero. De acuerdo al anterior supuesto, es aplicada una transformación estadística
pasando de una distribución Normal conjunta a una distribución condicional Beta. Para este
proceso son requeridos dos pasos, primero el paso de una distribución Normal a una variable
con distribución Uniforme, ecuación (3.13).
Y
(s)
h = F (X
(s)
h | µh, σh) ∀ s, h (3.13)
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Figura 3.8.: Esquema de la transformación estadística para generar trayectorias.
Donde µh es un vector de ceros y σh es el vector que contiene la desviación estándar de los
errores en la predicción, std(eˆt|t−h). La variable con distribución Uniforme puede ser considerada
como una semilla aleatoria de los errores simulados, para luego obtener la producción de potencia
eólica mediante distribución condicionada Beta, ecuación (3.14).
Las trayectorias simuladas de producción de potencia eólica para el período futuro, p(s)t+h|t,
son representadas usando una distribución Beta, y son obtenidas en la segundo paso de la
transformación:
p
(s)
t+h|t = F−1(Y
(s)
h | αˆt,h, βˆt,h) ∀ s, h (3.14)
En la ecuación (3.14), los parámetros de la distribución condicionada Beta, αˆt,h y βˆt,h son
calculados en función de µˆt,h y σˆ2t,h, como es mostrado en las ecuaciones (3.15) y (3.16).
αˆt,h = µˆt,h
(
µˆt,h (1− µˆt,h)
σˆ2t,h
− 1
)
∀ h (3.15)
βˆt,h = (1− µˆt,h)
(
µˆt,h (1− µˆt,h)
σˆ2t,h
− 1
)
∀ h (3.16)
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Figura 3.9.: Función para el cálculo aproximado de la varianza de los errores, considerando el
nivel de predicción y el horizonte (h = 28).
Donde el valor medio es considerado como la producción esperada para el futuro, predicción,
µˆt,h = pˆt+h|t.
La varianza de los errores es calculada, para cada horizonte h, como un polinomio de cuarto
orden en función de la potencia prevista, σˆ2t,h = σ2(h, pˆt+h|t), y el horizonte de predicción. Este
polinomio es obtenido por medio de la técnica de los mínimos cuadrados, usando los datos
históricos. Para cada horizonte h, se tomaron intervalos de 0.02[pu] de potencia producida (el
último intervalo es más grande debido a que el rango de operación del parque eólico usualmente
no supera el 85% de su capacidad). Para cada uno de los intervalos se calcula la varianza de
los errores de la predicción y finalmente se ajusta la curva [13]. Un ejemplo de este proceso se
puede ver en la figura 3.9.
3.4. Resultados
En el instante t se tiene la matriz de covarianza de los errores, Σt, y la predicción de la potencia
eólica, pˆt+h|t. El horizonte de predicción ha sido escogido como H = 38 horas, teniendo como
referencia la regulación española, donde los agentes deben informar al OM las estimación de la
producción de un día (24 horas) 14 horas antes [22]. Para el análisis propuesto, son simulados
10,000 escenarios para cuantificar la incertidumbre de la predicción. El método propuesto es
rápido en lo que respecta a cálculo numérico, por lo que para otro tipo de análisis el número de
escenarios podría ser incrementado.
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Figura 3.10.: Trayectorias posibles, producción y predicción de la potencia eólica
Basados en las trayectorias simuladas, son calculados los posibles desvíos de energía y los
intervalos en la predicción.
3.4.1. Simulación de trayectorias
En la figura 3.10 son dibujadas sólo treinta del total de las trayectorias simuladas, p(s)t+h|t; la
predicción de la potencia eólica, pˆt+h|t; y la producción real, pt+h. Cada trayectoria sigue una
secuencia que hereda la interrelación de los errores. Esto quiere decir que cada punto de las
trayectorias depende de su valor anterior, de la varianza de los errores históricos y del valor de
la potencia prevista.
En la figura 3.11, son dibujados los intervalos de predicción obtenidos a partir de todos las
trayectorias simuladas. Éstas son representadas como bandas; adicionalmente es dibujada la
previsión de potencia obtenida con la herramienta de predicción, pˆt+h|t; y la producción real,
pt+h. Cada banda representa la probabilidad que tiene la producción de potencia eólica futura
de estar dentro de los valores comprendidos por el área de ésta en cada instante h. La banda de
mayor área corresponde al 90% y sobre ésta, conteniéndola, está la banda del 80%, siendo un
poco más estrecha y oscura. Continúa de esta forma hasta llegar a la banda del 10%, siendo la
más estrecha y oscura de todas ellas. Lo cual quiere decir, que cuanto menor sea el área de la
banda, menor será la probabilidad de que la producción de potencia eólica esté dentro de ésta.
La principal ventaja de la metodología propuesta es la simplicidad para conseguir las trayec-
torias simuladas y la posibilidad de cuantificar la incertidumbre en la predicción de la potencia
eólica, considerando la relación abstraída de los datos históricos que hay entre los errores en la
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Figura 3.11.: Intervalos de predicción basados en la simulación de trayectorias
previsión y la producción de la potencia eólica.
3.4.2. Desvíos de energía
Debido a la incertidumbre de la previsión de potencia eólica es necesario reservar una cantidad
de energía para cubrir los desvíos entre el programa previsto y la energía que es finalmente
generada. La cantidad de energía reservada, en algunos casos, es sobre dimensionada o calculada
de forma heurística con la intención de evitar problemas en la operación. Sin embargo, estas
estrategias conservadoras hacen que los recursos no sean aprovechados de una forma adecuada
y en algunos casos son desperdiciados recursos energéticos.
Se usan las trayectorias simuladas para obtener el desvío de energía respecto a la previsión,
obteniendo las magnitudes de los desvíos y la frecuencia con que estos ocurren. Estos desvíos
son calculadas como la integral de la diferencia entre la predicción de la potencia eólica y cada
uno de las trayectorias simuladas, ecuación (3.17). Para este cálculo son consideradas solamente
las últimas 24 horas del horizonte simulado, h1 = 15 y h2 = 38, tomando como referencia la
regulación del mercado en España, donde son realizadas las ofertas. La figura 3.12 muestra el
histograma de los posibles desvíos de energía, además en la tabla 3.1, son presentados algunos
de los percentiles de la muestra. Con esta información es posible determinar la cantidad de
energía a reservar en función de su probabilidad.
E(s) =
∫ h2
h1
(
p
(s)
t+h|t − pˆt+h|t
)
dh ∀ s (3.17)
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Figura 3.12.: Desvíos de energía para un período de 24h
Tabla 3.1.: Percentiles de los desvíos de energía
Percentiles Desvíos
0% -13.72
10% -6,29
20% -4,01
30% -2,36
40% -0,95
50% 0,43
60% 1,71
70% 2,94
80% 4,23
90% 5,67
100% 8.27
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La información obtenida a través de los desvíos de energía, usando las trayectorias simuladas,
es suficiente para tomar decisiones asociadas a un nivel de confianza.
La principal ventaja asociada a los resultados obtenidos es que las trayectorias usadas, consi-
deran los errores de una forma conjunta, tal y como se comporta la variable real. En los desvíos
de energía, figura 3.12, se aprecia de forma clara que los valores más frecuentes son cercanos
al desvío nulo, lo que indica que los errores se compensan en la mayoría de los casos.
3.5. Validación del método
3.5.1. Seguimiento de la estructura de los errores
Como validación al procedimiento del método, se calculan los errores de las trayectorias
simuladas, p(s)t+h|t, respecto a la predicción de la potencia eólica, pˆt+h|t. Con esta información se
obtienen la matriz de correlación de los errores de los datos simulados, figura 3.13, comparado
de forma gráfica con los de la matriz obtenida de los datos históricos, figura 3.7(b). Es posible
ver que las correlaciones mantienen las mismas estructuras y las magnitudes son muy similares.
De forma adicional, son calculados: el mayor desvío, el menor desvío, el promedio y la desviación
estándar, entre los elementos de las matrices de correlación de datos históricos y simulados, para
tener una idea de su diferencia.
ma´x
(
corr(εt)− corr
(
ε
(s)
t+h|t
))
= 0,0751
mı´n
(
corr(εt)− corr
(
ε
(s)
t+h|t
))
= 0,0000
std
(
corr(εt)− corr
(
ε
(s)
t+h|t
))
= 0,0133
promedio
(
corr(εt)− corr
(
ε
(s)
t+h|t
))
= 0,0189
3.5.2. Verificación de la generación de escenarios de producción
eólica
Para validar que la generación de las trayectorias es correcta desde el punto de vista estadístico,
son utilizados los datos históricos y es aplicado el método de forma inversa. En otras palabras,
lo que se busca es aplicar la inversa de la transformación estadística a los datos de producción
eólica, y como resultado se debe obtener una variable aproximadamente Uniforme. Un esquema
de esta transformación es mostrado en la figura 3.14
En el segundo paso de la transformación estadística, sección 3.3.3, es verificado si respeta la
distribución marginal de los datos utilizados como entrada. Si la distribución marginal de datos
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Figura 3.13.: Matriz de correlación, análisis de los errores para las trayectorias simuladas
Figura 3.14.: Esquema de la transformación estadística para verificar el método propuesto
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Figura 3.15.: Validación del método propuesto para generar trayectorias de producción eólica.
de entrada no es confiable, las trayectorias generadas tampoco serían confiables. La confiabilidad
del método es comprobada si la distribución de los datos obtenidos por la transformación inversa
están cercanos a los de una variable con distribución Uniforme. Después de aplicar a todos los
datos históricos la transformación inversa, el resultado obtenido es mostrado en el histograma de
la figura 3.15. Con una línea horizontal discontinua, se marca el resultado ideal. La distribución
de datos obtenida es bastante buena, incluso comparada con un caso obtenido a partir de un
generador de números aleatorios Uniforme.
3.6. Conclusiones
La metodología presentada permite el cálculo de los posibles errores en la predicción de la
producción de potencia eólica a través de trayectorias simuladas. Como base se ha tomado la
interdependencia de los errores en la previsión, extraída de los datos históricos.
Se consiguió replicar la incertidumbre del comportamiento de la producción de potencia eólica
con la simulación de las trayectorias. La principal ventaja del método es que cada punto en las
trayectorias depende de los valores de los puntos previos y del valor de la predicción de la
potencia eólica, recreando de esta forma la naturaleza de la variable original. Esto hace posible
modelar el comportamiento no lineal y la asimetría de la producción de potencia eólica.
El cálculo de las trayectorias simuladas es muy prometedor ya que permite la obtención de
los posibles desvíos de energía y los intervalos de predicción, facilitando la comprensión del
comportamiento de la producción de la energía eólica y la relación con su predicción.
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La información conseguida es útil para calcular el funcionamiento óptimo de los centros
de control de energías renovables, para diseñar estrategias de inversión, para calcular el fun-
cionamiento óptimo de los sistemas con capacidad de almacenamiento y resuelve entre otros
problemas de operación.
Nota
Resultados preliminares del trabajo presentado en este capitulo fueron publicados en la «Con-
ferencia Hispano-Lusa de Ingeniería Eléctrica (11CHLIE)1» [55].
1http://www.aedie.org/principal-chlie-es.htm

4. Desarrollo del problema
Resumen
En el presente capítulo se desarrolla una propuesta del uso del almacenamiento de energía por
medio de una planta hidráulica reversible con la intención de mitigar los desvíos de un productor
eólico debido a la incertidumbre en la predicción de la potencia eólica.
Se plantea primero un problema para obtener el programa óptimo de la planta hidráulica
reversible que funciona de forma independiente, luego es modificado el problema original para
introducir la cobertura de los desvíos de potencia y las reservas necesarias de energía para ase-
gurar el cumplimiento del programa informado con antelación del productor eólico. El programa
obtenido es puesto a prueba analizando la producción real de la planta.
Finalmente son calculados y analizados los costos de los programas planteados para los agentes
y los beneficios al operar de forma conjunta. Para este análisis son considerados diferentes perfiles
típicos de precios y producciones.
4.1. Introducción
Para aumentar la penetración de la generación eólica en los sistemas eléctricos se debe
considerar la incertidumbre asociada al viento, ya que al ser una fuente variable con dificultad
de predicción puede hacer inestable el sistema eléctrico. Cuando hay variaciones repentinas
en la velocidad del viento se producen cambios en la potencia eólica esperada, lo cual puede
afectar el equilibrio del sistema eléctrico, y más aún cuando la penetración de potencia eólica
es alta. Por otro lado los costos de la operación del sistema aumentan, en la medida que es
necesario compensar los desvíos en la producción utilizando el mercado de reservas. Para mitigar
la incertidumbre en la predicción son utilizados los dispositivos de almacenamiento de energía,
que permiten almacenar en cada instante toda la sobreproducción de energía y luego aprovechar
ésta de forma controlada cuando el sistema lo requiere, mitigando de esta forma los desvíos y
beneficiándose de la energía de una forma eficiente.
Sobre el almacenamiento se han venido desarrollando nuevas tecnologías y mejorando las exis-
tentes, sin embargo, para el estado actual de desarrollo, la opción más práctica y rentable para
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almacenar la energía eólica son las plantas de generación hidráulicas reversibles [56, 57], debido
a su eficiencia, capacidad de control y sus características de almacenamiento. Adicionalmente,
muchas de estas plantas ya existen en España lo cual no involucra instalar una nueva infraes-
tructura, en otros casos, es posible modificar embalses dedicados al riego, al abastecimiento de
agua potable o al uso industrial, lo cual potencia aún más esta alternativa [19].
4.2. Consideraciones
Para encontrar el programa de operación óptima conjunta de una planta hidráulica reversible
y un generador eólico se parte del planteamiento individual de la planta hidráulica reversible, y
luego es este modificado para que cubra los desvíos del productor eólico y consiga el programa
de operación apropiado.
Se analizará en este trabajo la programación futura a corto plazo. Se considerará una pre-
dicción perfecta del precio de la energía en el mercado y como fuentes de incertidumbre solo
se introduce la potencia eólica producida. La predicción perfecta del precio no es posible, sin
embargo, la predicción a corto plazo del precio de la energía tiene una menor incertidumbre
comparada con la producción de potencia eólica [16, 5]. Los precios de la energía utilizados se
refieren a unidades monetarias, [um], y los resultados se compararán a modo de porcentajes
para dar una idea simple de los beneficios o perdidas.
Los datos utilizados sobre la predicción y producción eólica son los analizados en el capítulo
3, estos pueden ser vistos en la figura 3.11; estos datos serán tomados como caso base para el
desarrollo del problema.
Teniendo como referencia la regulación española, donde los agentes presentan las ofertas al
OM, siendo normalmente la estimación de la producción de un día (24 horas), 14 horas antes
[22]. Por esta razón, en el planteamiento del problema de optimización, solo se considerarán las
últimas 24 horas de programación, mercado diario. El mercado intradiario no será considerado
en el presente análisis.
Para los embalses de la planta hidráulica reversible, se presume que no hay aportaciones
externas que sean considerables o que afecten el nivel de los embalses. En el problema de
optimización, no serán modelados los costos debidos a las paradas y arranques de la planta.
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4.3. Operación óptima para una planta hidráulica
reversible
El objetivo de este problema es conseguir el programa óptimo que maximice el beneficio de
una planta hidráulica reversible que opera de forma independiente. La planta bombea agua para
almacenar energía en un embalse en períodos donde el precio de la energía en el mercado es
bajo y luego opera como un generador hidráulico, descargando el agua almacenada en períodos
donde el precio de la energía es alto [21, 58].
ma´x
n∑
i=1
(ciP¯Hi − cPiP¯Pi) (4.1)
sujeto a:
Ei+1 = Ei + t
(
ηPP¯Pi − P¯Hi
ηH
)
(4.2)
E1 = Eesp1 (4.3)
En+1 = Eespn+1 (4.4)
P lH ≤ P¯Hi ≤ P uH (4.5)
P¯Hi ≤ ηHEi
t
(4.6)
P lP ≤ P¯Pi ≤ P uP (4.7)
0 ≤ Ei ≤ Eu (4.8)
∀ i = 1, . . . , n
Donde:
P¯Hi Potencia hidráulica programada para cada período i.
P¯Pi Potencia programada a consumir por el bombeo en cada período i.
ci Precio horario de la energía en el mercado.
cPi Costo horario de la operación de bombeo.
Ei Capacidad de almacenamiento de energía en el embalse.
Eesp1 ∧ Eespn+1 Niveles esperados de energía almacenada en el embalse.
Eu Límite superior de la energía almacenada en el embalse.
ηH Eficiencia del generador hidráulico y el embalse.
ηP Eficiencia de la bomba y las tuberías.
P lH ∧ P uH Límites de operación, inferior y superior, operando como generador.
P lP ∧ P uP Límites de operación, inferior y superior, operando como bomba.
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t Duración de cada período, en este caso una hora.
n Número de períodos.
En la notación, se marcará con una barra en la parte superior de la variables, «¯ », la progra-
mación anticipada. Cuando no esté la barra, se referirá al valor real de después de la operación.
Con la función objetivo (4.1) se busca maximizar la cantidad de energía almacenada en
períodos de precios bajos, minimizando el costo de operación durante el bombeo y maximizando
el beneficio total al vender la energía almacenada en períodos de precios altos. El costo del
bombeo será considerado como el costo por comprar energía en el mercado más el costo interno
de operación.
En la ecuación (4.2) es calculado el nivel de energía almacenada para el siguiente período,
el cual es afectado por la operación de bombeo o de generación. El nivel inicial del embalse es
conocido, y el nivel final es el deseado. Para este caso los dos niveles son ajustados al mismo
valor, sin embargo, podría tomar valores diferentes; ecuaciones (4.3) y (4.4) respectivamente.
La cantidad de potencia inyectada a la red está determinada por la capacidad física del
generador, ecuación (4.5). Adicionalmente, ésta no puede ser mayor a la energía disponible
en el embalse considerando la eficiencia de la misma, ecuación (4.6). La cantidad de potencia
consumida durante el bombeo también está determinado por la capacidad física de la maquina,
ecuación (4.7). Finalmente el embalse está limitado por su capacidad física, ecuación (4.8).
El problema de optimización definido en las ecuaciones (4.1)-(4.8) es resuelto utilizando el
Método de Puntos Interiores descrito en el capítulo 2.
Como caso de estudio son tomados datos de una planta hidráulica reversible con la que se
espera cubrir los desvíos en la predicción de un productor eólico, estos datos son listados en la
tabla 4.1.
Eu [pu] P uH [pu] P uP [pu] ηH [ %] ηP [ %]
8.00 1.09 1.34 88 92
Tabla 4.1.: Datos técnicos de la planta hidráulica reversible.
4.3.1. Resultados
El resultado del problema definido en las ecuaciones (4.1)-(4.8) es mostrado en la figura 4.1,
en esta figura se puede apreciar la operación de la planta como bomba, P¯Pi; la operación de la
planta como generador hidráulico, P¯Hi; el nivel de energía almacenada en el embalse, Ei y el
precio de la energía en el mercado según la predicción, ci. El precio de la energía es decisivo en
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Figura 4.1.: Operación óptima para una planta hidráulica reversible.
el resultado del programa óptimo, por causa de esto, un perfil diferente del precio de la energía
significaría un programa óptimo diferente.
La operación obtenida comienza en la primera hora sin realizar ninguna actuación sobre la
planta, esto se debe a que está a la espera de precios bajos antes de comenzar a operar como
bomba; al comienzo, el nivel de la energía almacenada en el embalse es Eesp1 . Cuando los precios
son lo suficientemente bajos, la planta comienza a operar como bomba hasta que se llena o
consigue la energía almacenada óptima, de la hora 2 al final de la hora 7, para luego vender
ésta en los períodos de precios altos. Luego de las horas 8 a 17, la planta espera hasta que
los precios son lo suficientemente altos para vender la energía almacenada y así conseguir el
máximo beneficio. En el período entre la hora 18 y el final de la hora 23, la planta hidráulica
reversible opera como generador y vende la energía almacenada al mercado, hasta que llega
al valor final requerido de energía en el embalse, Eespn+1. En la última hora de programa no se
realiza ninguna actuación sobre la planta, y el nivel de energía es mantenido en el embalse.
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4.4. Operación conjunta de una planta hidráulica
reversible y un productor eólico
El objetivo de este problema es optimizar el beneficio de una planta de hidráulica reversible, al
cubrir los desvíos de un productor eólico. Como en el caso anterior, la planta bombea agua para
almacenar energía en un embalse en períodos donde el precio de la energía en el mercado es bajo,
y luego opera como un generador hidráulico, descargando el agua almacenada en períodos donde
el precio de la energía es alto. Durante todo el programa de operación, la planta debe ajustarse
para cubrir los desvíos del productor eólico; ya sea reduciendo o aumentando su producción
hidráulica o reduciendo o aumentando la carga debida al bombeo. De esta forma, a los ojos de
los operadores, el productor eólico siempre seguiría el programa de producción informado con
anterioridad.
Este problema supone una adaptación al problema original de la operación óptima de una
planta hidráulica reversible, ecuaciones (4.1)-(4.8). Para el nuevo problema es necesario conocer
las magnitudes de los posibles desvíos del productor eólico y la cantidad de energía reservada
para cubrir los desvíos por el tiempo en que estos ocurren. Esta información no se obtiene de
forma directa con las herramientas de predicción; por esta razón son utilizados los registros
históricos de producción y predicción de potencia eólicos, para realizar un análisis estadístico
donde se simulan trayectorias de producción posibles para un horizonte a corto plazo. Con estas
trayectorias se puede cuantificar la incertidumbre en la predicción, y de esta forma tener una
estimación cercana a la realidad de la magnitud de los posibles desvíos de potencia y de los
posibles desvíos de energía para un período de corto plazo. En el capítulo 3, es desarrollado y
explicado el método utilizado para llegar a estos resultados. En este mismo capítulo, la predicción
de potencia eólica se denominó como pˆt+h|t. para evitar confusiones de índices y notación en el
planteamiento del problema de optimización, en este capítulo se denominará la misma variable,
como PˆWi.
Siendo PˆWi la predicción de potencia eólica, son tomadas las estimaciones de los posibles
desvíos de potencia para cada hora en el futuro a corto plazo PMWi y PmWi, que representan los
desvíos máximos y mínimos respectivamente, según los cálculos realizados en el capítulo 3.
4.4.1. Desvíos de potencia
Cuando el productor eólico produce menos potencia de la informada en su programa de
operación, la planta que opera como generador debe reservar una cantidad de potencia para
cubrir el desvío, por lo que la potencia máxima que generará en cada período será PMWi − PˆWi.
Para el caso contrario, donde el productor eólico produce más potencia de la informada en su
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programa de operación, la planta que opera como bomba, debe cubrir este desvío consumiendo la
sobreproducción, por lo que la potencia máxima que consumirá en cada período será PˆWi−PmWi.
Se debe de comportar de forma análoga en el período de inactividad, entre la operación de
llenado y descarga del embalse, donde también será necesaria la actuación de la planta para
cubrir los desvíos.
Para determinar los niveles de potencia a reservar, es utilizado el método propuesto en el
capítulo 3, sección 3.4.1, donde a partir de las posibles trayectorias de producción, son deter-
minados los valores correspondientes a los percentiles (medidas de posición no central) 5% y
95% para cada intervalo i. De esta forma se puede asociar un nivel de cobertura, que para este
caso, correspondería al 90%, lo que quiere decir que se garantiza una cobertura del 90% de
los casos, según los datos simulados, que a su vez están basados en los registros históricos del
generador eólico.
4.4.2. Reservas de energía
Para compensar las sobreproducciones del productor eólico respecto a su predicción se debe
reservar una capacidad de almacenamiento en el embalse en cada período i, esto quiere decir,
que no se debe llenar el embalse en su totalidad y se debe mantener esta capacidad de almace-
namiento hasta que comienza la operación como generador, ya que a partir de este momento
la compensación se realiza modificando la operación de la planta como generador, por lo que
solo se descargaría agua del embalse.
También se debe reservar una cantidad de energía mínima almacenada al comienzo de la
operación de la planta, cuando la planta aun está inactiva. Ésta debe tener un mínimo de energía
almacenada, para poder compensar los desvíos del productor eólico cuando éste no alcanza a
producir la potencia informada operando como generador. También después del período de
bombeo se debe asegurar un mínimo de energía almacenada, que pueda compensar los desvíos
hasta el final del día.
Tomando como referencias el programa obtenido del problema descrito en las ecuaciones
(4.1)-(4.8), se pueden definir los siguientes estados de la planta: períodos de inactividad: primera
hora del programa, de la hora 8 al final de la hora 17 y en la última hora del programa; período
de bombeo: de la hora 2 al final de la hora 7; período de descarga: de la hora 18 al final de la hora
23. Partiendo de este programa son tomados los tiempos de cada uno de los períodos como una
aproximación, para calcular las reservas de energía necesarias en los periodos de inactividad, ya
que con antelación a la solución del problema no se conocen los períodos de actuación real de la
planta. Posteriormente, las reservas de energía son calculadas considerando estos intervalos de
tiempo, como los posibles desvíos de energía según la simulación de trayectorias de producción,
capítulo 3, subsección 3.4.2.
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La capacidad de almacenamiento de energía que se debe reservar en el período de inactividad
entre el bombeo y la descarga, se calcula para cada hora, comenzando por ERi=8, donde la
reserva considera los desvíos posibles del período comprendido entre la hora 8 y el final de la
hora 17, utilizando la ecuación (3.17), con los parámetros h1 = 8 y h2 = 17. Para el período
i = 9, los parámetros de la ecuación (3.17), cambiarán de la siguiente forma h1 = 9 y h2 = 17,
y continuará de esta forma hasta llegar al intervalo i = 17, donde los parámetros serán h1 = 17
y h2 = 17. La capacidad de almacenamiento de energía, cuando la planta está operando como
bomba, entre la hora 2 y el final de la hora 7, será ajustada al valor máximo del intervalo
comprendido entre la hora 8 y al final de la hora 17; de igual forma será al comienzo del ciclo
de operación de la planta, cuando está inactiva, hora 1. Para el intervalo comprendido entre la
hora 18 y el final de la hora 24 la planta opera como generador, por lo que la capacidad de
almacenamiento no será necesaria, tomando un valor nulo.
De forma análoga se determina la energía mínima inicial Eesp1 utilizando la ecuación (3.17),
donde son calculados los posibles errores de energía para el primer período de inactividad, antes
de que comience la acción de bombeo. Después de la acción de bombeo, es calculada la energía
mínima necesaria para cubrir los desvíos cuando este no alcanza a producir la energía informada
hasta el final del día. De forma semejante es utilizada la ecuación (3.17), con los parámetros
h1 = 8 y h2 = 24, correspondiendo a la mínima energía almacenada en el embalse, ESi=8. De
forma semejante para el período i = 9, los parámetros de la ecuación (3.17), cambiarán de la
siguiente forma h1 = 9 y h2 = 24, y continuará de esta forma hasta llegar al intervalo i = 24,
donde los parámetros serán h1 = 24 y h2 = 24.
El nivel de cobertura es ajustado al igual que en caso de los desvíos de potencia, 90% de los
casos simulados, utilizando las medidas de posición no central, percentiles. Tanto para los desvíos
positivos (sobreproducción, donde es necesario reservar una capacidad de almacenamiento de
energía), como para los desvíos negativos (subproducción, donde se debe mantener una cantidad
de energía mínima almacenada).
4.4.3. Resultados de la operación conjunta
El problema para obtener el programa de operación conjunta de una planta hidráulica rever-
sible que cubre los desvíos de un productor eólico es descrito en las ecuaciones (4.9)-(4.16).
Para éste problema, la potencia del productor eólico, los desvíos de potencia y de energía son
considerados en por unidad.
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ma´x
n∑
i=1
(ciP¯Hi − cPiP¯Pi) (4.9)
sujeto a:
Ei+1 = Ei + t
(
ηPP¯Pi − P¯Hi
ηH
)
(4.10)
E1 = Eesp1 (4.11)
En+1 = Eespn+1 (4.12)
P lH ≤ P¯Hi ≤ (P uH − PmWi) (4.13)
P¯Hi ≤ ηHEi
t
(4.14)
P lP ≤ P¯Pi ≤
(
P uP − PMWi
)
(4.15)
ESi ≤ Ei ≤
(
Eu − ERi
)
(4.16)
∀ i = 1, . . . , n
Donde:
PMWi ∧ PmWi Desvíos máximos y mínimos del productor eólico cada período i.
ERi Capacidad de almacenamiento de energía a reservar, para cada período i.
ESi Capacidad de energía almacenada se debe mantener, para cada período i.
En la figura 4.2 se pude apreciar la operación de la planta como bomba, P¯Hi; la operación de
la planta como generador hidráulico, P¯Hi; el nivel de energía almacenada en el embalse, Ei y
el precio de la energía en el mercado según la predicción, ci. Comparando con la figura 4.1, se
nota una reducción en la energía almacenada en el embalse, al igual que los niveles a los que
opera como bomba y como generador, esto se debe a las restricciones impuestas por los desvíos
máximos y mínimos del productor eólico y a la necesidad de reservar una cierta capacidad de
energía a almacenar como energía mínima en el embalse.
El programa de operación conseguido, cubrirá el 90% de los casos posibles, según las simu-
laciones realizadas en el capítulo 3. El nuevo programa da la posibilidad al productor eólico,
de controlar el riesgo desde el punto de vista técnico y económico, esto significa una ventaja
estratégica frente a otros competidores, disminuyendo el riesgo en la operación.
No se están cubriendo todos los posibles casos sorteados en las simulaciones, ya que se
tomaron el 90% de los mismos. Sin embargo, si se aumentara la cobertura hasta un 95%, se
necesitaría reservar un 18% más de espacio en el embalse para los errores positivos, y 26% más
de energía almacenada, para los errores negativos, lo cual limitaría la operación de la planta,
y en algunos casos, podría hacer inviable el programa de cobertura, ya que las dimensiones
actuales del embalse no serían suficientes para cubrir los posibles desvíos.
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Figura 4.2.: Operación óptima para una planta hidráulica reversible que cubre los errores de un
productor eólico.
4.5. Operación real de la planta hidráulica reversible
cubriendo los desvíos del productor eólico
La estrategia propuesta para cubrir los desvíos es puesta a prueba usando los datos reales de
la producción eólica para el día considerado y adaptando la producción de la planta hidráulica
reversible para cubrirlos éstos desvíos.
En la figura 4.3(a) se puede ver la diferencia de energía almacenada resultante. Para este caso
particular los desvíos de energía fueron predominantemente positivos, esto quiere decir que hubo
una sobreproducción, sin embargo también ocurrieron con algunos períodos de errores negativos,
subproducción. La sobreproducción fue aprovechada almacenando energía en el embalse, esto
se puede ver en la figura 4.3(b), desde el comienzo de la operación y hasta el final de la hora 5,
luego en las horas 11 y 24 donde se pueden observar las operaciones de bombeo debidas a las
sobreproducciones de potencia eólica. De forma contraria, hay una reducción en la operación
de bombeo entre la hora 6 y final de la hora 7, cuando ocurrieron errores negativos.
En la figura 4.3(c) se puede ver la adaptación en la operación de la planta cuando opera como
generador, en este caso cubre los errores negativos entre la hora 12 y final de la hora 16. Luego
reduce la producción de energía debido a la sobreproducción eólica, en el período comprendido
entre la hora 17 y final de la hora 23.
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Se verifica en este caso la correcta programación de la central hidráulica reversible, capaz de
compensar los errores reales producidos en el horizonte programado.
4.6. Costos de la programación anticipada y de la
operación real
El beneficio de la planta hidráulica reversible operando de forma independiente, primer pro-
blema planteado, es de 14.58 [um]. En el segundo problema, el beneficio de la planta hidráulica
reversible que opera de forma conjunta con el productor eólico, es de 10.32 [um], lo que supone
un 29.22% menos. La diferencia de estas dos cantidades es llamada costo de oportunidad, ya
que es la cantidad de dinero que deja de ganar la planta hidráulica reversible al asumir en su
nuevo programa los posibles desvíos del productor eólico.
Los beneficios debidos al nuevo programa para la planta hidráulica reversible son menores
debido a que no opera a su capacidad máxima, sin embargo los beneficios reales serán calculados
después de la operación real de la planta, a partir de la potencia generada por el productor eólico
y el programa ajustado de la planta hidráulica reversible, consumos al operar como bomba y
potencia generada al descargar el agua.
El beneficio real del productor eólico después de la operación, es calculado de la siguiente
forma:
n∑
i=1
(
ciPWi − ω ci|PWi − PˆWi|
)
(4.17)
Donde:
PWi Potencia producida por el productor eólico en cada período i.
PˆWi Predicción de la potencia eólica en cada período i.
ω Factor de cobro para los desvíos de energía.
Finalmente, el beneficio real de la planta hidráulica reversible y el productor eólico, se calcula
de forma conjunta a partir de las dos ofertas presentadas al OM y de la producción real de
ambos. En este caso todos los desvíos son pagados de forma proporcional al precio horario de
la energía en el mercado, considerando ω = 110 %.
n∑
i=1
[
ci (PWi + PHi − PPi)− ω ci|(PWi + PHi − PPi)− (PˆWi + P¯Hi − P¯Pi)|
]
(4.18)
Donde:
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Figura 4.3.: Comparación del programa obtenido con antelación y la operación real
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(b) Caso de producción baja.
Figura 4.4.: Intervalos de predicción basados en la simulación de trayectorias
PHi Potencia producida por la planta hidráulica en cada período i.
PPi Potencia consumida por la planta operando como bomba en cada período i.
El problema analizado, en la sección 4.4, se considera un caso de producción de potencia
media con un perfil de precios de un día de semana típico. Adicionalmente, se analizan y
compararan dos casos más de producción, alta y baja, tal como se ve en las figura 4.4(a) y
4.4(b) respectivamente; y perfiles de precios tipos para los días sábado y domingo, tal como se
ven en la figura 4.5. Se compararán los beneficios antes y después de la operación, tanto de de
forma independiente como conjunta, los resultados son presentados en al tabla 4.2.
La tabla 4.2, tiene nueve columnas, agrupadas en grupos de tres, cada uno de estos grupos
representa precios de días típicos: día de semana, sábado y domingo respectivamente; y para uno
de los días hay tres tipos de producción: media, alta y baja, respectivamente. Como aclaración,
se distingue con «I» la operación independiente de los agentes y con «C» la operación conjunta.
En la tabla 4.2, el «Beneficio hidráulico (I)» representa la ganancia que la planta hidráulica
reversible consigue de forma independiente gracias al programa óptimo, «Ei=n (I)» es el nivel
de la energía en el embalse al final del programa, en este caso es constante ya que el valor es
ajustado en el problema de optimización, ecuación (4.4).
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Figura 4.5.: Diferentes perfiles de precios para los días típicos de una semana.
Día Semana Sábado Domingo
Producción Media Alta Baja Media Alta Baja Media Alta Baja
Beneficio hidráulico (I) 14,6 14,6 14,6 4,8 4,8 4,8 7,4 7,4 7,4
En+1 (I) 0,8 0,8 0,8 0,8 0,8 0,8 0,8 0,8 0,8
Beneficio eólico (I) 37,2 74,3 9,6 37,4 80,2 9,6 36,8 77,4 9,7
Beneficio total (I) 51,8 88,9 24,1 42,2 85,0 14,5 44,2 84,7 17,1
Beneficio hidráulico (C) 10,3 11,4 12,5 3,3 3,9 4,1 4,9 5,9 6,3
Costo de oportunidad -4,3 -3,2 -2,1 -1,5 -0,9 -0,7 -2,5 -1,4 -1,0-29,2% -21,9% -14,4% -31,4% -18,9% -14,8% -33,6% -19,4% -14,1%
Beneficio real (C) 56,1 94,8 31,5 49,8 92,9 23,7 50,6 91,8 25,6
En+1 (C) 2,8 1,7 0,0 2,8 1,7 0,1 2,8 1,7 0,1
Diferencia beneficios 4,3 6,0 7,3 7,6 7,9 9,3 6,4 7,0 8,58,2% 6,7% 30,3% 18,0% 9,2% 64,1% 14,4% 8,3% 49,7%
Tabla 4.2.: Costos de operación de la planta hidráulica reversible y el productor eólico.
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El «Beneficio eólico (I)» representa los beneficios que tiene el productor eólico operando de
forma independiente, al final de la operación real, calculados por medio de la ecuación (4.17).
El «Beneficio total (I)» es la suma de los beneficios de los dos agentes operando de forma
independiente.
El «Beneficio hidráulico (C)» representa la ganancia que la planta hidráulica reversible obtiene,
al cubrir en su programa los desvíos del productor eólico. Con este valor y el «Beneficio hidráulico
(I)» son calculados los «Costos de oportunidad» para la planta hidráulica que representan la
perdida de la planta hidráulica reversible al modificar su punto de operación. Este valor es dado
en unidades monetarias y en porcentaje.
El «Beneficio real (C)», es el beneficio que obtienen la planta hidráulica reversible y el produc-
tor eólico operando de forma conjunta, este valor es calculado con la ecuación (4.18) después
que ha terminado el día analizado. «Ei=n (C)» es el nivel de energía almacenada en el embalse
superior después que ha terminado el día analizado.
Finalmente «Diferencia beneficios» es la relación que hay entre los beneficios totales de la
planta hidráulica reversible y el productor eólico, operando de forma independiente y conjunta.
Este valor es dado en unidades monetarias y en porcentaje.
Los resultados conseguidos son muy prometedores, ya que para los casos analizados, los
beneficios totales de la planta hidráulica reversible y el productor eólico operando de forma
conjunta son positivos, esto quiere decir que se obtuvo un beneficio extra al cubrir los errores.
De manera adicional, los costos de oportunidad son menores que los beneficios totales, esto
quiere decir que se pude cubrir las expectativas económicas de los agentes al obtener ganancias
mayores.
Al final del período analizado, los niveles de energía en el embalse se ven afectados de
una forma significativos, ya que en algunos casos queda una cantidad considerable de energía
almacenada, lo cual significa una necesidad menor de bombear al día siguiente. Sin embargo
también en algunos casos la energía es menor a la esperada, lo cual podría hacer inviable la
operación del día siguiente.
4.7. Conclusiones
El método propuesto permite al productor eólico mantener controlado el riesgo al que esta
expuesto debido a la incertidumbre de la predicción de la potencia eólica, evitando los desvíos
en la producción.
La acción de la planta hidráulica reversible es utilizado para minimizar los desvíos debidos a los
errores en la previsión de potencia eólica. La energía necesaria en el embalse está directamente
relacionada con la magnitud de los errores. Por esta razón, es necesario evaluar en un largo
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plazo la operación de la planta hidráulica reversible, para determinar la viabilidad y rentabilidad
de su uso y no caer en la subutilización de la misma.
5. Conclusiones
En esta tesis fue formulado un modelo de optimización para determinar la operación
óptima de una planta hidráulica reversible que cubre los desvíos en la predicción de un
productor eólico. El resultado conseguido por medio del MPI consiste en la programación
diaria, discretizada de forma horaria, para la planta hidráulica reversible. El programa
conseguido está condicionado a la predicción de la potencia eólica, por medio de un
análisis estadístico de la misma, donde fueron determinados niveles de cobertura dando
la posibilidad al productor eólico de decidir el riesgo al que esta expuesto debido a la
incertidumbre en la predicción.
En el desarrollo teórico y en la implementación de los algoritmos del MPI se demostró
la relativa simplicidad de este tipo de métodos. Se compararon los resultados de los
diferentes algoritmos analizados, incluso la versión comercial disponible en MATLAB®. En
los dos casos analizados se consiguió un mejor desempeño utilizando el MPI-PC. De forma
semejante, la herramienta comercial fue la que tuvo el rendimiento más bajo en cuanto
a la precisión comparado con los otros algoritmos. Sin embargo todos los algoritmos
comparados alcanzaron los criterios de parada, en otras palabras, encontraron soluciones
lo suficientemente precisas y cercanas al óptimo.
Con al implementación de los algoritmos y los resultados obtenidos, se demostró la po-
sibilidad de desarrollar alternativas independientes a las aplicaciones comerciales para
encontrar soluciones a problemas de optimización. Esto abre nuevas posibilidades para
aplicar el MPI en problemas cotidianos sin incurrir en gastos de licencias de herramientas
especificas.
El análisis de la predicción eólica y de los errores respecto a la producción real, fueron
decisivos para la obtención del modelo de la producción eólica utilizando la distribución
Beta. Posteriormente el sorteo de trayectorias, basadas en la interrelación de los errores
históricos, permitió cuantificar la incertidumbre en la predicción de forma anticipada para
un horizonte de corto plazo.
El modelo de la distribución Beta condicionada, para modelar la producción eólica, fue
validado utilizando los datos históricos, donde se consiguieron resultados bastante cercanos
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a los teóricos, lo cual asegura que el modelo propuesto es adecuado para este tipo de
simulaciones.
Una de las ventajas principales del método estadístico presentado, es la versatilidad en los
datos de entrada (registros históricos), ya que puede ser utilizado con cualquier herramien-
ta de predicción y no es necesario ningún dato diferente a la predicción de la producción
eólica y la producción real para los análisis estadísticos.
La utilización de la planta hidráulica reversible para cubrir los desvíos del productor eólico
permite el cumplimiento del programa presentado con anticipación por parte del productor
eólico y de esta forma se evita los cobros por su incumplimiento. Adicionalmente, todos
los excedentes de producción eólica son aprovechados durante la ejecución del programa
por medio de la planta hidráulica reversible. Lo más destacable en los casos analizados es
el aumento de los beneficios económicos en la operación conjunta de los agentes.
Con los diferentes casos de producción y de costos analizados, en el problema de optimi-
zación, se puede ver que hay un menor beneficio para el caso de producción alta, y se tiene
un mayor beneficio para el caso de producción baja, esto se debe a que la magnitud de
los errores esta condicionada al nivel de producción. Para el caso de producción baja, se
consiguen cubrir los errores y adicionalmente se utiliza la energía restante en el embalse, la
cual es vendida en el mercado. Para el caso de producción alta, los errores son cubiertos,
sin embargo una cantidad considerable de energía es mantiene en el embalse por lo que
los beneficios son menores al caso de producción baja.
Una alternativa para el almacenamiento sería considerar este como un servicio más, den-
tro del mercado de energía, donde cada productor pueda adquirir una cierta capacidad
de cobertura necesaria en cada período con el objetivo de minimizar los desvíos en la
producción. El método propuesto en este trabajo podría ser utilizado para el dimensiona-
miento de las unidades de almacenamiento, asociando la dimensión y servicio a un nivel de
cobertura. Otra alternativa es la posibilidad de ofertar de forma conjunta al mercado, sin
embargo, esta posibilidad esta condicionada a las regulaciones impuestas en el sistema.
El uso del almacenamiento y las plantas hidráulicas reversibles permite el aumento en la
proporción de potencia eólica instalada en un sistema eléctrico, además, mejorando los
beneficios económicos y la capacidad de control en el sistema.
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5.1. Trabajos futuros
El método planteado puede ser usado como base para introducir el servicio de cubrimiento
de los desvíos en el mercado de energía para la cobertura de los productores eólicos,
asociando éste al riesgo debido a la incertidumbre en la predicción eólica. Adicionalmente,
puede ser usado para calcular el costo de éste servicio.
El método presentado en la tesis puede ser utilizada desde el punto de vista del operador del
sistema, para calcular las reservas hidráulicas, basadas en la incertidumbre en la producción
eólica y de esta forma asegurar la estabilidad del sistema eléctrico.
Los intervalos de predicción y los niveles de energía para cubrir los desvíos son calculados
a partir de los percentiles tomando valores simétricos, esto quiere decir que los datos
utilizados están centrados en la media. Otro tipo de intervalos podría ser utilizado, cen-
trando los datos utilizados en la moda, con esto se podría minimizaría la magnitud de los
intervalos de predicción y los niveles de energía para cubrir los desvíos.
Solucionar el problema del mercado intradiario, modelando estrategias para aprovechar de
una forma más eficiente la energía almacenada y las posibilidades que el propio mercado
ofrecería.
Una evaluación del desempeño del método durante un largo período podría entregar infor-
mación suficiente para especificar el dimensionamiento de una planta hidráulica reversible.
Adicionalmente, se podría introducir información sobre los costos regulatorios para reali-
zar decisiones más apropiadas considerando la volatilidad de las variables y los costos de
producción.
El problema propuesto solo considera el caso diario donde se busca cubrir los posibles
desvíos, sin embargo no todo el riesgo puede ser controlado, otras estrategias considerando
mercados financieros, como las opciones de compra de energía, pueden ser alternativas
interesantes para cubrir los desvíos en la previsión y de esta forma minimizar los costos
de inversión en el almacenamiento [59]
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A. Conceptos matemáticas
A.1. Condiciones de optimalidad de Karush Kuhn Tucker
(KKT)
Condiciones necesarias de optimalidad de primer orden [3]
1. Condición Dual
∇xl(x,λ,pi) |∗= ∇f(x∗) + Jg(x∗)Tλ∗ + Jh(x∗)Tω∗ = 0
Donde:
∇f(x∗) ∈ Rnx: es el vector gradiente de la función objetivo.
Jg(x∗) ∈ Rng×nx: es el Jacobiano de g(x).
Jh(x∗) ∈ Rnh×nx: es el Jacobiano de h(x).
2. Condición de Igualdad Primal
∇λl |∗= g(x∗) = 0
3. Condición de Desigualdad Primal
∇ωl |∗= h(x∗) ≤ 0
4. Condición de Complementariedad y Factibilidad Dual
ω∗i hi(x∗) = 0 y ω∗i ≥ 0, i = 1, 2, . . . , nh
Condiciones necesarias de optimalidad de segundo orden [3]
∇2xxl(x,λ,pi) |∗= F(x∗) +
ng∑
j=1
λ∗jGj(x∗) +
nh∑
i=1
ω∗iHi(x∗) > 0
en
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∇gj(x∗)Tη = 0, j = 1, . . . , ng, y
M˜(x∗) := {η ∈ Rnx : ∇gj(x∗)Tη = 0, j = 1, . . . , ng, y
∇hi(x∗)Tη = 0, i : hi(x∗) = 0 y ω∗i ≥ 0}
Donde:
∇2xxl ∈ Rnx×nx: Hessiana de la Función de Lagrange.
F(x) ∈ Rnx×nx: Hessiana de la función objetivo f(x).
Gj(x) ∈ Rnx×nx: Hessiana de la restricción de igualdad gj(x).
Hi(x) ∈ Rnx×nx: Hessiana de la restricción de desigualdad hi(x).
M˜(x): Subespacio tangente en x de las restricciones activas.
A.2. Definiciones matemáticas
Algunos de los operadores matemáticos utilizados en este documento, son formulados de
forma explicita, con la intención de evitar confusiones de orden y geometría.
Gradiente
El gradiente normalmente denota una dirección en el espacio según la cual se aprecia una
variación de una determinada propiedad o magnitud física.
El gradiente de un campo escalar, que sea diferenciable en el entorno de un punto, es un
vector definido como el único vector que permite hallar la derivada direccional en cualquier
dirección, tal como:
gradφ = ∇φ = ∂φ
∂x =

∂φ
∂x1
∂φ
∂x2...
∂φ
∂xnx
 (A.1)
Jacobiano
En cálculo vectorial, el jacobiano es una abreviación de la matriz Jacobiana y su determinante,
el determinante Jacobiano. Son llamados así en honor al matemático Carl Gustav Jacobi.
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La matriz Jacobiana es una matriz formada por las derivadas parciales de primer orden de una
función. Una de las aplicaciones más interesantes de esta matriz es la posibilidad de aproximar
linealmente a la función en un punto. En este sentido, el Jacobiano representa la derivada de
una función multivariable.
Supongamos F : Rn → Rm es una función que va del espacio euclidiano n-dimensional a
otro espacio euclidiano m-dimensional. Esta función está determinada por m funciones reales:
y1(x1, . . . , xn), . . . , ym(x1, . . . , xn). Las derivadas parciales de estas (si existen) pueden ser or-
ganizadas en una matriz m por n, la matriz Jacobiana de F :
∂(φ1, . . . , φnh)
∂(x1, . . . , xnx)
= Jφ(x1, . . . , xnx) =
∂φ
∂x =

∂φ1
∂x1
· · · ∂φ1
∂xnx... . . . ...
∂φnh
∂x1
· · · ∂φnh
∂xnx
 (A.2)
Matriz Hessiana
La matriz Hessiana de una función f de n variables es la matriz cuadrada de n × n, de las
segundas derivadas parciales.
Dada una función real f de n variables reales:
f(x) = f(x1, x2, ..., xnx)
Si todas las segundas derivadas parciales de f existen, se define cualquier elemento dentro
de la matriz Hessiana de f como: Hf (x), donde:
Hf (x)i,j =
∂2 f(x)
∂xi ∂xj
tomando la siguiente forma:
∇2f(x) = Hf (x) =

∂2f
∂x21
∂2f
∂x1∂x2
· · · ∂2f
∂x1∂xnx
∂2f
∂x2∂x1
∂2f
∂x22
· · · ∂2f
∂x2∂xnx... ... . . . ...
∂2f
∂xnx∂x1
∂2f
∂xnx∂x2
· · · ∂2f
∂x2nx
 (A.3)
Definición de norma euclídea
En un espacio euclídeo ordinario los vectores son representables como segmentos orientados
entre puntos de dicho espacio. Dado un vector de un espacio vectorial euclídeo, la norma de un
vector se define como la distancia entre dos puntos A y B que delimitan dicho vector.
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En dos dimensiones:
|| ~AB|| =
√
(b1 − a1)2 + (b2 − a2)2
siendo: ~OA = (a1, a2) y ~OB = (b1, b2) y O el origen de coordenadas de dicho espacio.
Extendiendo lo anterior al espacio euclídeo de tres dimensiones, es también elemental que:
|| ~AB|| =
√
(b1 − a1)2 + (b2 − a2)2 + (b3 − a3)2
siendo: ~OA = (a1, a2, a3) y ~OB = (b1, b2, b3)
En el caso general de un espacio euclídeo de n dimensiones se tiene:
|| ~AB|| =
√
(b1 − a1)2 + (b2 − a2)2 + ...+ (bn − an)2
siendo: ~OA = (a1, a2, ..., an) y ~OB = (b1, b2, ..., bn)
De lo anterior se sigue que, fijada una base orto-normal B en las que un vector v, dado por
sus componentes en esta base vB = (v1, v2, · · · , vn), entonces la norma de dicho vector viene
dada por:
||v|| =
√
v21 + v22 + · · ·+ v2n
Esto genera la siguiente definición matemática:
Sea V un espacio vectorial afín sobre un cuerpo K y ~x un vector del espacio. Se dice que
||.|| : V → K es un operador que define la norma de ~x, y escribimos ||~x||, si cumple:
Para todo ~x de V su norma ha de ser positiva, y será cero si y sólo si ~x es el vector cero:
0 < ||~x|| si ~x 6= ~0 y ||~x|| = 0⇐⇒ ~x = ~0
Para todo ~x de V y para todo k de K se satisface que ||k~x|| = |k| · ||~x||
Para todos ~x e ~y de V se cumple que ||~x+ ~y|| ≤ ||~x||+ ||~y|| (desigualdad triangular).
Cualquier operador que cumpla estas tres condiciones, y en cualquier geometría, será un
operador norma.
A continuación se muestran algunos ejemplos de posibles operadores norma, que satisfacen
la definición matemática general:
Para un vector ~x = (x1, x2, ..., xn) se define la norma-p como:
||~x||p = p
√
|x1|p + |x2|p + ...+ |xn|p
Así, para el caso p = 1 se obtiene ||~x||1 = |x1|+ |x2|+ ...+ |xn|, y para el caso p = 2 se
obtiene la norma euclídea explicada más arriba.
Otro operador norma sería ||~x||∞ = max(|x1|, |x2|, ..., |xn|)
Donde ~x = (x1, x2, ..., xn).
Esta norma se debe al hecho de que: l´ımp→∞ ||~x||p = ||~x||∞.
