We study the Bernstein von-Mises (BvM) phenomenon in Gaussian process regression models by retaining the leading terms of the induced Karhunen-Loève expansion. A recent related result by [9] in a sieve prior context necessitates the prior to be flat, ruling out commonly used Gaussian process models where the prior flatness is determined by the decay rate of the eigenvalues of the covariance kernel. We establish the BvM phenomena in the L 2 Wasserstein distance instead of the commonly used total variation distance, thereby encompassing a wide class of practically useful Gaussian process priors. We also develop a general technique to derive posterior rates of convergence from Wasserstein BvMs and apply it to Gaussian process priors with unbounded covariate domain. Specific illustrations are provided for the squared-exponential covariance kernel.
Introduction
A Bernstein-von Mises (BvM) theorem in relation to a Bayesian procedure refers to a situation where the posterior distribution of some parameter of interest asymptotically assumes a Gaussian shape, centered at an efficient estimator of the parameter with variance the asymptotic frequentist variance of the estimator. A BvM result implies an agreement between frequentist and Bayesian inference in an asymptotic sense with the prior information overwhelmed by the data with increasing sample size. In regular parametric models, BvMs hold under minimal assumptions on the prior; see for instance [42] and [25] . An important implication of a BvM phenomenon in such settings is that Bayesian credible regions can be regarded as frequentist confidence sets asymptotically, enabling one to characterize uncertainty in estimation in complex models where explicit confidence sets are hard to construct. However, with growing model complexity, it becomes increasingly difficult to establish BvM results as prior effects tend to accrue in the posterior in subtle ways which can possibly interfere with the asymptotic shape of the posterior distribution, unless the prior is tailored to fine details of the data generating process. Accordingly, studying BvM type phenomena beyond parametric models is an important area of current research. The existing literature can be broadly categorized into BvM for models with growing parameter sizes [9, 10, 21, 22, 30] , semi-parametric [7, 14, 38, 39] and nonparametric models [15, 16, 33, 37] . Of course, there is substantial overlap among the scope of these areas. For example, one may view nonparametric models as limits of finite dimensional models with diverging number of parameters; a viewpoint we shall adopt in this paper.
We focus on the nonparametric regression model
where X i ∈ X are covariates and f : X → R is an unknown regression function to be estimated from the data. The covariates X i s may be fixed and predetermined (fixed design) or i.i.d. draws from some distribution on X (random design). In a Bayesian framework, inference on f is performed by placing a prior distribution on f and computing the posterior distribution using standard sampling techniques. Popular classes of priors on f include sieve priors [3, 9, 24] and Gaussian process (GP) priors [36] . In the sieve prior setting, the function f is modeled as a linear combination f = k j=1 θ j φ j of basis functions {φ j } which are linearly independent in L 2 (X ), and a prior on f is induced via placing priors on the basis coefficients θ j s. Common examples include the Fourier and wavelet basis, splines, neural networks among others. GP priors offer an alternative to sieve priors which is basisfree and requires very few tuning parameters. The law of a mean zero GP {V t : t ∈ X } is entirely specified by its (positive definite) covariance kernel K(s, t) = EV s V t ; whence for any t 1 , . . . , t m ∈ X , (V t 1 , . . . , V tm ) T ∼ N m (0, Σ) with Σ jj = K(t j , t j ). Popular choices of the kernel function include the squared-exponential and Mátern families [36] .
Recently, [9] studied a class of sieve priors operationally very similar to g-priors [20] commonly used in linear regression. With such priors, [9] established BvM results under a prior flatness condition which required the g parameter to grow significantly fast with the sample size. The necessity of the prior flatness was also established. In particular,
an important message of [9] was that priors which achieve an optimal rate of posterior convergence may not yield the correct asymptotic Gaussian approximation to the posterior.
This seemingly rules out a wide array of priors used in practice. For example, when using the Fourier basis, the prior θ j ∼ N(0, λ j ) with λ j = j −2α is suitable to model α-smooth functions in the Sobolev class. However, this prior does not satisfy the flatness condition of [9] .
We observe that the prior flatness condition is necessitated as a consequence of using the total variation distance as a measure of discrepancy between the posterior distribution and its Gaussian approximation. We resolve this by introducing the L 2 Wasserstein distance as an alternative measure of discrepancy. Although there is no particular order relation between the total variation and Wasserstein norms, one benefits from several useful properties of the L 2 Wasserstein distance in the Gaussian regression setting (1) with Gaussian priors. First, explicit expressions are available for the L 2 Wasserstein distance between two d-dimensional Gaussian measures. Second, the L 2 Wasserstein distance dominates the Lévy-Prokhorov distance which metrizes weak convergence (see for example [26] ), so that a BvM result in the Wasserstein distance automatically implies weak convergence. Third, the prior flatness condition can be significantly relaxed to obtain a BvM theorem in the L 2 Wasserstein distance. For example, we shall show that the θ j ∼ N(0, j −2α ) prior on the Fourier basis coefficients leads to a BvM result in the L 2 Wasserstein distance.
Relaxing the prior flatness condition is important to translate our results from the sieve prior setting to GP priors. To this end, we adopt a weight-space view [36] of a GP, which essentially relies on a Karhunen-Loève expansion [2] of the process. Truncating the Karhunen-Loève expansion at finite number of terms and placing appropriate Gaussian priors on the coefficients, one obtains an approximation to the original GP prior, which we refer to as a truncated GP (tGP) prior. The smoothness of the Gaussian prior on the coefficients is determined by the decay rate of the eigenvalues of the covariance kernel.
The additional flexibility provided by the Wasserstein distance in handling non-flat priors therefore assumes a crucial role here. In Section 5, we derive a BvM for the leading coefficients in the Karhunen-Loève expansion under general conditions on the covariance kernel and its associated eigenfunctions.
Recently, nonparametric BvM results have been established by [15, 16] where functional convergence of the posterior distribution under a nonparametric prior has been considered rather than viewing nonparametric models as a limit of the finite dimensional truncation.
[15] studied functional BvM results in the weak topology in the Gaussian white noise model.
Such results can be potentially applied to the nonparametric function estimation setting
(1) using an asymptotic equivalence between the two problems [11] . However, establishing such a connection is a non-trivial exercise outside of limited basis function classes. [16] provides new insights for proving nonparametric BvM theorems in multiscale spaces in a stronger (l ∞ type) topology beyond conjugate families. The multi-scale bases are of key importance to their work, as they allow to locally reconstruct functions in an optimal way. Some comments are in order regarding our convergence rate result for GP priors. We derive the posterior convergence rate in a random design setting with respect to an L 2 ρ norm, i.e., L 2 norm weighted with respect to the covariate density ρ, so that large covariate values are weighted down. A salient feature of our approach is the ability to allow the covariate density to have non-compact support, which to best of our knowledge is the first such result in a Bayesian setting. Most existing rate results in GP regression use the empirical L 2 norm [6, 44, 46] . Handful of results available for integrated metrics [35, 47] exclusively assume compact support of the covariate density. The choice of the norm to study posterior convergence in Bayesian asymptotics has traditionally been closely related to construction of exponentially consistent test functions [23] . The construction of such test functions can be particularly tricky for nonstandard norms and is still an active area of research [27] .
In this context, the BvM for the tGP prior can be regarded as an auxiliary tool which bypasses the usual testing argument in Bayesian asymptotics.
Also key to deriving the convergence rate is to control the effect of the truncation in the posterior. This typically requires prior bounds on the truncation error and sup-norm concentration of the prior around the true function. Obtaining sup-norm concentration poses a challenge in the present setting as the true function is defined on a non-compact domain. A technical contribution of this paper is to develop a general result (Theorem 4.4) to bound (with high probability) the integrated log-likelihood ratio from below by a quantity involving prior concentration around the true function in the L 2 ρ norm instead of the sup-norm. We believe this result would be of independent interest in random design Gaussian regression.
While we provide general conditions on the covariance kernel for our BvM and rate results in the GP setting to hold, applying them in a specific context requires suitable control over the eigenfunctions of the kernel. We apply our general results to GP regression with a squared-exponential kernel. It is well-known that a GP with squared-exponential kernel has infinitely smooth sample paths and some scaling is necessary to make the process suitable for less smooth functions [43] . Optimal posterior convergence rates with such rescaled GPs were first obtained in [43] , with adaptation with respect to the level of smoothness achieved in [46] . Both these papers assume a compact covariate domain and technically rely on manipulations with the reproducing kernel Hilbert space (RKHS) of the prior. Exploiting a known eigen-decomposition of the squared-exponential kernel [36] involving Hermite polynomials, we offer a different insight into rescaled GPs. We derive posterior rates of convergence for such priors assuming the true function to be supported on the entire real line. En route, we derive sharp bounds to control the growth rate of the eigenfunctions which may be of use in future investigations involving the squared-exponential kernel. 
Preliminaries
For a square matrix B, tr (B) and |B| respectively denote the trace and the determinant of B. If B is positive semi-definite (psd), then let B 1/2 denote its unique psd square-root, so that (B 1/2 ) 2 = B. B is positive definite (pd) if and only if B 1/2 is pd [5] , and in such cases we can unambiguously define B −1/2 = (B −1 ) 1/2 . Given two pd matrices B 1 and B 2 , we write and the operator norm ( · 2 ) are defined in the usual way, with A F := tr (A T A) and
For a vector x ∈ R d , x will denote its Euclidean norm. Let 2 = {θ = (θ 1 , θ 2 , . . .) :
∞ j=1 θ 2 j < ∞} denote the space of square-summable sequences, with θ
j < ∞} denote the Sobolev space of sequences with "smoothness" α > 0, and denote the Sobolev norm θ α = ( j=1 j 2α θ 2 j ) 1/2 . Throughout C, C , C 1 , C 2 , . . . are generically used to denote positive constants whose values might change from one line to another, but are independent from everything else.
/ denote inequalities upto a constant multiple. a b when we have both a b and a b.
The L p Wasserstein distances
Given two probability measures P and Q on R d , the total variation distance 
is defined as
where joint(P, Q) denotes all random vectors (X,
The Wasserstein distances have their origins in the problem of optimal transport; kindly refer to [19, 28] for background and properties. Explicit expressions are available for
For d = 1, the W 2 distance is identical to the Fréchet distance [18] .
Fixed design regression with sieve priors
We first present our results for sieve priors in the fixed design case. The nonparametric regression model (1) can be expressed in vector form as
where
We shall assume the error variance σ 2 to be known throughout this paper. Let f 0 : X → R denote the true data generating function and
T denote the true mean of Y . Probability/expectation under the true data generating distribution N(F 0 , σ 2 I n ) are denoted by
In a sieve prior setting, the function f is modeled as a linear combination f = kn j=1 θ j φ j of basis functions {φ j } which are linearly independent in L 2 (X ). The number of basis functions k n is typically allowed to increase with the restriction k n ≤ n. Collecting the basis functions evaluated at the covariate values into a n × k n matrix Φ = (φ j (X i )) 1≤i≤n,1≤j≤kn
and letting θ = (θ 1 , . . . , θ kn )
T denote a vector of coefficients, one may write F = Φθ.
The maximum likelihood estimator (m.l.e.) of θ is
A prior distribution on θ induces a prior on f . As a convention followed throughout the paper, we shall use W to denote a prior on θ and W(· | Y ) the corresponding posterior.
It is typical to assume independent mean-zero (Gaussian) priors on the θ j s, with the prior variance decreasing with j to reflect smoothness assumptions regarding the unknown function. For example, when using the Fourier basis, letting θ j ∼ N(0, λ j ) with λ j = j −2α is suitable to model α-smooth functions in the Sobolev class.
[9] studied BvM theorems in the setting of sieve priors and provided sufficient conditions on the prior for the posterior distribution to be asymptotically normal. Specifically, [9] considered priors on θ of the form θ ∼ N(0, τ 2 n (Φ T Φ) −1 ) and showed that when τ n grows sufficiently fast with n, i.e., when the prior is sufficiently flat, the total variation distance between the posterior distribution of θ and a normal distribution centered at the m.l.e.
θ Y and variance σ 2 (Φ T Φ) −1 converges to zero as the sample size tends to infinity. This prior closely resembles g-priors commonly used in the linear regression setting, with τ 2 n playing the role of the g-parameter. However, this class of priors precludes many priors which achieve an optimal rate of posterior convergence, for example, the prior described in the previous paragraph. Indeed, [9] exhibited a near necessity of the flatness condition by explicitly showing that the posterior remains bounded away from the asymptotic normal distribution in the total variation distance for a prior which attains the optimal rate of convergence.
In this paper, we exhibit that the strong flatness assumption on the prior can be relaxed if one replaces the total variation distance with the W 2 distance defined in (2) . Even with flat priors, our result is not an immediate corollary of [9] since no general order exists between the two distances 1 . We argue below that studying BvMs in the W 2 distance has several additional benefits. The W 2 distance is stronger than the Lévy-Prokhorov distance which metrizes weak convergence [26] . Therefore, a BvM in the W 2 distance automatically implies weak convergence. Moreover, such a result can also be used to derive rates of posterior convergence using a careful coupling argument. We provide a high-level illustration of this point at the end of this Section and also apply it in various places later on.
We shall consider a class of priors W of the form θ ∼ N(0, Λ) in this paper which encompass the flat prior of [9] as a special case. However, of special interest is the case where Λ = diag(λ 1 , . . . , λ kn ) with {λ j } a decreasing sequence in 2 . As mentioned before, this class of priors are commonly used in practice. We shall also see later that BvM results with such priors have interesting ramifications for studying GP priors. With W as above, the posterior distribution
We now state our first main result in Theorem 3.1 below, where we obtain non-asymptotic
, with d the total variation distance d TV and the
A proof can be found in Section 6.
, then,
where for any matrix A, κ(A) = s max (A)/s min (A) is its condition number.
since diagonal and symmetric matrices commute. The condition also holds for any Λ =
symmetric; and hence so is ∆ (indeed, ∆ is positive definite since it is invertible).
The operator norm of ∆ enters the bound for both the total variation and W 2 distance.
. The inequalities follow from Lemma C.1 stated in the Appendix.
The total variation bound (6) in Theorem 3.1 encompasses the corresponding result of [9] in the conjugate case. [9] considers priors of the form θ ∼ N(0, τ 2 n (Φ T Φ) −1 ), which can be subsumed in our framework by setting Λ = (τ 2 n /σ 2 )(Φ T Φ) −1 . The conditions in Theorem
. Under these restrictions, the conditions of Theorem 3.1 above are satisfied, since (Φ T Φ)Λ = Λ(Φ T Φ) = (τ 2 n /σ 2 )I kn and the condition σ = o(τ n ) entails that for large enough n,
. Given the conditions, we also have
, and hence the expression in (6)
The bound (7) for the W 2 distance is expressed in a way that facilitates comparison with the total variation distance bound in (6) . Indeed, if the matrix Φ T Φ is well-conditioned,
i.e., κ(Φ T Φ) 1, then the bounds (6) and (7) We note here that the bounds (6) and (7) do not make any assumptions regarding the approximation of the unknown mean F 0 from the linear span of Φ. Some smoothness assumptions regarding the true function f 0 is typically warranted to control such modeling bias. In presence of such additional information, the bound (8) is tighter than (7). As we illustrate below, tight bounds on the rate at which the W 2 distance converges to zero is crucial in obtaining rate of posterior convergence results.
Consider two probability measures Q T and Q A on some probability space and let U be any Borel set. By triangle inequality,
Now suppose Q T and Q A denote the true posterior and its Gaussian approximation respectively, and U is a set of the form {f : f − f 0 > δ n } for some sequence δ n → 0 and appropriate functional norm · . If the matrix Φ is well-conditioned, then U can be identified with (or contained in) a set {θ : θ − θ 0 > n }, which we shall continue to denote by U . If the center of the normal distribution Q A is suitably close to θ 0 , then Q A (U ) can be typically bounded above by P (χ 2 kn > ξ n ) with k n = o(ξ n ). Gaussian concentration implies that P (χ 2 kn > ξ n ) → 0 as n → ∞. Therefore, d TV (Q T , Q A ) → 0 is sufficient to guarantee that the posterior probability of U converges to 0. [9] heavily used this program to derive rate of convergence results from a BvM theorem in a variety of settings. However, the priors employed were restricted to be flat.
While we have argued that a BvM in the W 2 distance is less demanding, it requires some additional work to establish posterior convergence rate from such a result. Our strategy to that end relies on creating an "optimal coupling" between the posterior distribution and its Gaussian approximation. Given Y , let (θ T , θ A ) ∈ R kn ⊗ R kn be a pair of random
, where E denotes an expectation with respect to the joint distribution of (θ T , θ A ) given Y . Such an optimal coupling can be always constructed in general; a constructive proof exists for normal distribution [28] . By construction,
The first term in the right hand side of the above display can be again typically bounded
For the second term, apply Markov's inequality to bound
n , where the equality follows from the optimality of the coupling. Taking an expectation with respect to the true data generating distribution of Y , we obtain
It therefore suffices to show that
show that the posterior converges at the rate n . Specific illustrations of this technique will be provided in the sequel.
Regression in Fourier basis
We illustrate some of the ideas developed in the previous section through an application to regression in Fourier basis. Similar results can be shown for the B-spline basis considered in [9] .
Assume X = [0, 1], X i = i/n, i = 1, . . . .n in (1). Let {φ j } denote the Fourier basis
and set Φ = (φ j (i/n)) 1≤i≤n,1≤j≤kn ∈ R n×kn for k n ≤ n. Lemma 1 of [9] guarantees that Φ T Φ = nI kn . Let S(β, M ) denote the periodic Sobolev class of β smooth functions
Assume the true regression function f 0 ∈ S(α, M ) for some α > 0 with Fourier coefficients θ 0 j :
We model the unknown regression function f as f = kn j=1 θ j φ j with the optimal truncation k n = n 1/(2α+1) . Consider independent priors on θ j s with θ j ∼ N(0, λ j ), where λ j = j −2α , and set Λ = diag(λ 1 , . . . , λ kn ).
We are then in the setting of (4) with
Then, we have the following result analogous to Proposition 4 of [9] :
as n → ∞. Moreover, for any α > 1/2, and every γ n → ∞,
Proof. The first part follows from (7) in Theorem 3.1. Since Φ T Φ = nI kn , we have
and the right hand side of (7) can be bounded above by C ∆ 2 . Using (9), we have ∆ 2 ≤ k 2α n /(n − k 2α n ) ≤ 2n 2α/(2α+1) /n for n large enough, which converges to zero as n → ∞ for any α > 0.
This exercise is instructive as to why a BvM result in the W 2 metric is less demanding in the Gaussian regression setting. The s min (Φ T Φ) in the denominator of (7) offsets the F 0 term in the numerator. Note that for the upper bound to the total variation distance in (6) to converge to zero, we need F 0 ∆ 2 → 0, which is achieved when 1/2 + 2α/(2α + 1) < 1 or equivalently α < 1/2.
The second part follows from a combination of the bound (8) for the squared W 2 distance along with the coupling argument outlined in Section 3. We only provide a proof sketch, since a similar argument is used in a more general setting in the proof of Theorem 4.
3. An inspection of Proposition 4 and Proposition 1 of [9] reveals that it is sufficient to establish
Following the optimal coupling argument (10), it suffices to show that
n , with n = γ n n −α/(2α+1) . We invoke the bound (8) in Theorem 3.1 to this effect. We know that in the present setting ∆ 2 ≤ 2n 2α/(2α+1) /n. Therefore, the first term in the right hand side of (8):
Random design GP regression
For the remainder of the paper, we shall operate in a random design setting where we assume that the covariates X i are independent and identically distributed according to a density ρ on X and
2 ρ(x)dx < ∞} denote the space of square-integrable functions with respect to ρ. L 2 ρ (X ) is a Hilbert space under the inner product g, h = g(x)h(x)ρ(x)dx; the resulting norm will be denoted by · 2,ρ , so that h
In the nonparametric regression context (1), a popular choice [36] is to use a meanzero GP prior on f with covariance kernel K, which we shall henceforth denote f ∼ GP(0, K). Posterior computation with a GP prior is fairly automatic up to choice of few hyper parameters in the covariance kernel K and one can avoid the practical issue of choosing the number of basis functions in the sieve prior setting.
A connection between GP priors and sieve priors can be established by adopting a weight-space view [36] of GPs. Under suitable regularity conditions, Mercer's theorem [2] guarantees that the kernel K admits an eigen-expansion of the form
and {λ j } the corresponding non-negative eigenvalues which satisfy
As a concrete example, consider the squared-exponential covariance kernel K a (x, x ) = exp(−a 2 x − x 2 ) indexed by a length-scale parameter a. For Gaussian covariate distributions ρ, explicit expressions for the eigenfunctions and eigenvalues are known [36] .
Specifically, with a Gaussian covariate density ρ(x) = 2b/π e −2bx 2 and c = √
where H k (x) = (−1) n e x 2 d k dx k e −x 2 , k = 0, 1, . . . denote the Hermite polynomials 2 . We shall return to the squared-exponential kernel in Section 5.
By the Karhunen-Loève Theorem [2] , the GP itself can be expanded as
where Z j s are i.i.d. N(0, 1). If the series representation above is truncated to the first k terms and the resulting random function is denoted by f t , then it follows from (12) and the orthogonality of the eigenfunctions
The accuracy of the truncation therefore relies on the rate of decay of the eigenvalues, which in turn is 2 Many references term H k s the "physicist's Hermite polynomial" to distinguish from the "probabilist's
related to the smoothness of the GP. For example, if the sample paths of a GP are infinite smooth, then the eigenvalues decay exponentially fast, so that relatively few leading terms in the expansion (14) offer a close reconstruction of the original process.
Given a GP(0, K) prior, we shall consider such truncations to define priors which we refer to as truncated Gaussian process (tGP) priors:
One may consider the tGP priors (15) as sieve approximations to the original GP prior, where the basis functions φ j s and the prior variances λ j s are determined by the choice of the kernel K. We denote such priors by tGP kn (0, K); the truncation level k n will be suppressed when clear from the context. Given the close similarity with sieve priors, the results derived for sieve priors in Section 3 can be used to study tGP priors, which in turn offers insight into the asymptotic behavior of the original GP prior.
A BvM result for tGP priors
, the true joint density of (Y, X) is an n-fold product of g. We shall now use E 0 to denote an expectation with respect to the joint distribution of (Y, X); E X and E 0|X will respectively denote an expectation with respect to the marginal distribution of X and the conditional of Y given X. Similarly, P 0 , P X and P 0|X will denote probabilities under the respective distributions. We shall inherit the notations F, F 0 , Λ, Φ, ∆ from Section 2 with exactly the same meaning. In the present random design setup, all these quantities are random since they depend on X.
We need a preparatory Lemma 4.1 to be able to extend the fixed design results in Theorem 3.1 to the random design setting. We show that under suitable condition on the eigenfunctions φ j s, the matrix Φ T Φ is well-conditioned with high probability.
Lemma 4.1. Let K be a covariance kernel with eigenfunctions {φ j } with respect to the covariate density ρ. For any k n < n, let Φ ∈ R n×kn denote the matrix (φ j (X i )) 1≤i≤n,1≤j≤kn .
Assume sup x∈X |φ j (x)| ≤ L n for all j = 1, . . . , k n , with L 2 n k n log k n < n. Then, for any 0 < t < 1,
In particular, with P X probability at least 1 − k n e −Cn/(knL 2 n ) ,
Lemma 4.1 follows from a measure concentration phenomenon which under appropriate conditions on the summands ensures that a sum of independent symmetric random matrices is concentrated around its expectation with high probability. We can write
and hence E X ΦΦ T = nI kn . We specifically apply a version of matrix Bernstein inequality [41] to prove the concentration of Φ T Φ around nI kn ; the proof is deferred to Section 6. The sup-norm bound on the eigenfunctions φ j s in Lemma 4.1 is used to bound the operator norms of the matrices φ (i) (φ (i) ) T . A specific illustration of bounding the eigenfunctions of the squared-exponential covariance kernel (13) is provided in Section 5. As it turns out, it is a non-trivial exercise to make the dependence on the bandwidth parameter a explicit.
We are now in a position to state a BvM result for the tGP priors (15) . Given an orthonormal system {φ j }, any h ∈ L 2 ρ (X ) can be expressed as h = ∞ j=1 h j φ j with h j = φ j , h . The convergence of the infinite sum is to be understood in an L 2 ρ sense, i.e., h − J j=1 h j φ j 2,ρ → 0 as J → ∞. See Section 6 for a proof of Theorem 4.2 below. Theorem 4.2. Consider the nonparametric regression model (1) in a random design setting. Let K be a kernel with eigenfunctions {φ j } and eigenvalues {λ j } with respect to the covariate density ρ. Consider a tGP kn (0, K) prior (15) on f with k n ≤ n. Set Λ = diag(λ 1 , . . . , λ kn ) and Φ = (φ j (X i )) 1≤i≤n,1≤j≤kn . Assume
Then, there exists a set A n in the σ-field generated by X 1 , . . . , X n with P X (A n ) ≥ 1 − k n e −Cn/(knL 2 n ) and
The bound (18) should be compared to the bound (8) in the fixed design setting.
As in Theorem 3.1, we do not make any smoothness assumptions of the true function f 0 in Theorem 4.2; f 0 is only assumed to be an element of L 2 ρ (X ). However, additional smoothness assumption can be utilized to obtain more precise bounds on the truncation
in (18) . The bound (18) also indicates a bias-variance type tradeoff typical in nonparametrics: increasing the truncation level k n will improve the truncation
, however at the cost of the first two terms blowing up. Typically, if f 0 is α-smooth, then the first two summands contribute a k n /n factor and the truncation error is of the order k −2α n ; with k n /n + k −2α n attaining its minimum when k n = n 1/(2α+1) . The 
Convergence rate results for GP priors
We now derive a general result on posterior rates of convergence for GP priors exploiting the BvM result in Theorem 4.2 for the corresponding tGP prior. We once again rely on the coupling argument; some additional care is necessary in the random design setting; in conjunction with careful analysis of the truncation effect. We do not assume the covariate density ρ to be compactly supported in Theorem 4.3 below and derive posterior convergence in the L 2 ρ norm. Existing rate results for GP priors in both fixed [43, 46] and random design [47] settings exclusively assume compactly supported covariates.
For a GP prior on f , f ∼ GP(0, K), let us denote by f t the corresponding tGP prior (15) obtained by truncating the Karhunen-Loève expansion at k n terms, and the corresponding coefficient vector by θ t , so that θ t ∈ R kn , with θ j ∼ N(0, λ j ). Also, recall that for
The following theorem holds for any k n ≤ n, however to get the best possible rate one needs to make an optimal choice of k n .
Theorem 4.3.
Consider the nonparametric regression model (1) in a random design setting. Consider a GP prior f ∼ GP(0, K), with the covariance kernel K having eigenfunctions {φ j } and eigenvalues {λ j } with respect to the covariate density ρ. Assume conditions (A1) -(A3) from Theorem 4.2. Let n → 0 be a sequence with n 2 n → ∞ and f 0 − f t 0 2,ρ n . Then, for a large enough constant M > 0,
with
Proof.
, and since f 0 − f t 0 2,ρ n by assumption, we can bound
Further, using the orthonormality of the eigenfunctions,
where A n is the set in (18) with P 0 (A c n ) = P X (A c n ) ≤ k n e −Cn/(knL 2 n ) = e −[Cn/(knL 2 n )−log kn] ≤ e −C log kn by (A2). Given (Y, X), let (θ T , θ A ) ∈ R kn ⊗R kn be a pair of random variables such
, where E denotes an expectation with respect to the joint distribution of (θ T , θ A ) given Y, X.
From the first term the above display, we first use triangle inequality to conclude that if θ T ∈ U c n , i.e., θ T − θ t 0 > M n , and
) term, we first use Markov's inequality, and then exploit the fact that (θ T , θ A ) are "optimally coupled", i.e., E θ T − θ A 2 = d 2 W,2 (Q T , Q A ). Substituting the bound (23) in (22), we have
Invoking Theorem 4.2 for the first term in the display above, the proof is completed.
To show that T 1n → 0, it is sufficient to show that max{k n , θ t
To bound T 2n , we rely on a standard argument in Bayesian nonparametrics: if the prior probability of a set is exponentially small, then its posterior probability converges to zero. Such an argument is commonly used to derive upper [23] and lower [13] bounds to the posterior convergence rate. However, a crucial ingredient for the above argument to work is to obtain suitable lower bounds to the log-likelihood ratio integrated with respect to the prior. The only such result that we are aware of in the random design setting is from [47] , who derive a bound for the empirical L 2 norm and then use a functional Bernstein inequality to extrapolate to the L 2 ρ norm. Their result requires the prior draws from the GP to be bounded with probability one, which may not be the case for non-compact covariates. In Theorem 4.4 below, we develop a general result to bound (with high probability) the integrated log-likelihood ratio from below by a quantity involving the prior concentration around the true function in the L 2 ρ norm.
T and X 1 , . . . , X n are independently and identically distributed according to the density ρ. For µ ∈ R n , let p n,µ (·) denote the N n (µ, I n ) density. Let Π be a prior on L 2 ρ and˜ n → 0 be a sequence such that n˜ 2 n → ∞. Then,
(24)
with P 0 (B n ) ≥ 1 − C log(n˜ 2 n )/ n˜ 2 n . The prior tail probability in the numerator N(0, 1) . Using a version of Bernstein's inequality for sub-exponential random variables (Proposition 5.16 of [48] ), one can suitably bound this probability. Second, the prior concentration in L 2 ρ norm in the denominator Π( f − f 0 2,ρ ≤˜ n ) = Π( θ − θ 0 2 ≤˜ n ) with θ j ∼ N(0, λ j ); this can be bounded from below using Anderson's inequality (Lemma C.4 in the Appendix). We provide specific illustrations of these arguments for the squared-exponential kernel below.
Application to the squared-exponential kernel
As a non-trivial application of the general results in the previous section, we consider Gaussian process regression with a squared-exponential kernel K a (x, x ) = exp(−a 2 x − x 2 ); a popular choice in machine learning applications. It is well-known that the realizations of a GP with squared-exponential kernel are infinitely smooth and hence are not suitable to model rougher functions. It has only been recently understood [43] that the parameter a plays the role of an "inverse-bandwidth", and scaling the parameter a with the sample size enables better approximation of rougher functions. [43] motivates this from a rescaling perspective; choosing a large value of a is equivalent to tracing the trajectory of a smooth process (with a = 1) over a larger domain, incurring more roughness. In the regression context (1), [43] derived optimal posterior convergence rates in the empirical L 2 norm using a rescaling a ≡ a n = n 1/(2α+1) where the true function is α-smooth on a compact domain in R. Using a gamma prior on a, [46] extended their result showing that the rate of convergence is adaptive over any α-smooth compactly supported function. In a more recent technical report, [35] extended the results in [43] for integrated L 1 norm. All these articles make exclusive use of the reproducing kernel Hilbert space theory from [45] and bounds on sup-norm small-ball probabilities of Gaussian processes over compact domain [31, 32, 34] . The weight-space view elucidated in Section 4 offers a complementary perspective into the rescaling phenomenon. Consider the expression for the eigenvalues of the squaredexponential kernel in (13) . It is well known that the rate of decay of the eigenvalues is closely connected to the smoothness of the process (14) . When a = 1, the eigenvalues λ j decay exponentially fast in j, indicating the infinite smoothness of the sample paths.
Although the rate of decay remains exponential in j for any fixed value of a, it is effectively slowed down for large values of a; see Figure 1 for an illustration.
In this section, we apply the results developed in Section 4 to derive posterior rates of convergence for the above rescaled GP priors with the covariates drawn i.i.d. from a Gaussian density on the real line. To best of our knowledge, no existing posterior convergence rate result for the squared-exponential (or other) kernel allows unbounded covariate support. Extending the techniques of [43] and [46] can be challenging, particularly in constructing test functions in L 2 ρ norm and deriving sup-norm concentration bounds over the entire line. We bypass such technicalities by applying Theorem 4.3 to the present setting.
Using a tensor-product basis approach, it is possible to extend our results to covariates in R d .
Posterior contraction rates
For the remainder of this Section, {φ j } and {λ j } denote the eigenfunctions and eigenvalues (13) of the squared-exponential kernel with inverse-bandwidth parameter a; the dependence on a is suppressed for notational convenience. In order to apply Theorem 4.3 to the squaredexponential kernel, we need sup-norm bounds on the k n leading eigenfunctions φ j s. Since we are concerned with rescaled processes where the parameter a is sample-size dependent, it is important to precisely characterize the role of a in the bound.
A well-known inequality for the Hermite polynomial is Cramer's bound [40] , which states that for any l ≥ 1, |H l (z)| ≤ C √ 2 l l! e z 2 /2 for all z ∈ R, where C ≤ 2 is a global constant which doesn't depend on z or l. A direct use of this bound leads to |φ j+1 (x)| (c/b) 1/4 e bx 2 , which is clearly not sufficient as we are dealing with unbounded covariates.
Since the Hermite functions are polynomials, the exponential bound provided by Cramer's inequality is wasteful in the tails. We derive a novel bound for the eigenfunctions φ j s in Then, max 0≤j≤k sup x∈R |φ j+1 (x)| a 1/4 e bk/a for large a.
We are now in a position to state the rate theorem. Set a n = n 1/(2α+1) in (13) . We define the true class of functions F with "smoothness α" as linear combinations of the eigenfunctions φ j with the coefficient vector in the Sobolev class Θ α . Formally,
Theorem 5.2. Consider the nonparametric regression model (1). Assume the covariates X i are drawn i.i.d. from a Gaussian density ρ(x) = 2b/π e −2bx 2 and the true function
. Choose a ≡ a n = n 1/(2α+1) . Then, an upper bound to the posterior convergence rate (19) in L 2 ρ norm is n = n −α/(2α+1) log n.
Remark 5.1. From [43] , the rescaling a n = n 1/(2α+1) is the optimal choice for α smooth functions on a compact domain and leads to the optimal rate n −α/(2α+1) up to a logarithmic term. Theorem 5.2 obtains a similar result for non-compact domains in a random design setting. The lower bound on the smoothness α is typically necessitated in random design settings; see for example, [8, 12] . In particular, when b = 1/4, so that ρ corresponds to the standard normal density, we require α ≥ 1/{4(1 − 2b)} = 1/2.
Proof. The proof follows from an application of Theorem 4.3 to the present setting. At the very onset, after some algebra, we obtain λ j a −1 n e −j/an ; we shall replace λ j by a −1 n e −j/an subsequently. Recall a n = n 1/(2α+1) and choose k n = n 1/(2α+1) log n 2α/(2α+1) in Theorem 4.3. We first verify that assumptions (A1) -(A3) are satisfied. For (A1),
n by choice of k n . From Lemma 5.1, we have
automatically satisfied for f 0 ∈ F. Finally, we need to verify that
. We first show that T 1n → 0 in (20) . Clearly, k n = o(n 2 n ). This also implies that P (χ 2 kn > nM 2 2 n ) → 0 as n → ∞; we omit the details since it is standard. We already
The function x → e x/a x −2α is monotonically decreasing on the interval (0, 2αa n ) and monotonically increasing on [2αa n , ∞). Therefore, max 1≤j≤kn e j/an j −2α ≤ max j∈{1,kn} e j/an j −2α .
We have 1/a n < 1, and hence e j/an j −2α evaluated at j = 1 can be bounded above by e. e j/an j −2α evaluated at j = k n is bounded above by n 2α/(2α+1) k −2α n = o(1). Hence
To bound T 2n in (21), we proceed as described after Theorem 4.4 to arrive at (25) . As noted in the paragraph after (25) 
(Z 2 j − 1)s are mean-zero sub-exponential random variables. By an application of Bernstein's inequality for linear combinations of mean-zero sub-exponential random variables (Proposition 5.16 of [48] ),
where K, C, C are global constants. The second inequality in the previous display is due
(1/2a n )e −2kn/an and max j>kn λ j = (1/a n )e −(kn+1)/an .
Next, the term in the denominator of the first term of (21), Π( f − f 0 2,ρ ≤˜ n ) = W( θ − θ 0 2 ≤˜ n ), where θ = (θ 1 , θ 2 , . . .) with θ j ∼ N(0, λ j ) and θ 0 = (θ 01 , θ 02 , . . .). Set n = Cn −α/(2α+1) for some constant C. We show below that
Note that once this is established, T 2n → 0 by choosing M large enough in view of the bound (28) and the proof is completed.
We now establish (29) . Recall λ j a −1 n e −j/an . Let θ t = (θ 1 , . . . , θ kn ) T and recall
, the second term can be bounded
for large C. We used above that ∞ j=kn+1 e −j/an ≤ ∞ kn e −x/an dx = a n e −kn/an and e −kn/an = n −2α/(2α+1) . Therefore, it is enough to show the bound (29) 
We have already shown that θ t 0 2 H a n , so that e
H ≥ e −C n 1/(2α+1) . Therefore, suffices to bound W θ t 2 ≤˜ 2 n /2 . Recall θ 2 j /λ j ∼ χ 2 1 , therefore θ 2 j has a density ( √ 2πx) −1 a n e j/(2an) exp(−a n e j/an x/2)1 (0,∞) (x). Let dx denote dx 1 . . . dx kn in short and set D n = a n / √ 2π. Then,
exp − a n e kn/an
From the first to the second line, we replace j by k n , perform a change of variable and drop the˜ n term appearing inside the exponent as˜ n < 1. The last equality follows from the Dirichlet integral formula (Lemma C.5 in Appendix). Using Γ(1/2) = √ π and the standard inequality (see, for example, [1] ) Γ(α) ≤ √ 2πe 2 e −α α α−1/2 for α > 1, we can simplify (32) to write
The integral in the above display can be bounded from below by (2e −1 /k n )(a n e kn/an /4) −kn/2 .
Substituting this bound and simplifying, the lower bound is
Combining with (31) , (29) is proved, completing the proof.
Proof of main results
Proof of Theorem 3.1
Proof of (6):
, use triangle inequality and shift invariance of the total variation distance to write Γ ≤ Γ 1 + Γ 2 , where
We first bound Γ 1 . Let 
has the same eigenvalues as Σ 
, where the last equality holds since ∆ is symmetric.
. By Lemma C.1 (ii), ( P −P )F 0 ≤ P − P 2 F 0 , and hence
Some matrix manipulations yield
Using tr (AB) = tr (BA), tr
. Also, by similarity, P − P 2 = ∆ 2 . Substituting these inequalities in (34) and using
Finally, combining the bounds,
Proofs of ( We have, by Jensen's inequality,
To invoke (3) to evaluate the W 2 distance, we need to verify that Σ 1 Σ 2 = Σ 2 Σ 1 , or equivalently,
1 . This is further equivalent to (Φ T Φ)Λ −1 = Λ −1 (Φ T Φ), which is true in light of Lemma 6.1 and the condition (Φ T Φ)Λ = Λ(Φ T Φ). Therefore, by (3),
We first bound Σ 
By Lemma C.1 and the invariance of the Frobenius norm to orthogonal transformations,
, since 1 − √ 1 − x ≤ x for all x ∈ (0, 1/2) and d j ≤ 1/2 for all j (see Remark 3.1). Combining the bounds and using
Next, we bound 
and hence
. Further, using Lemma C.1, we can bound (Φ
Therefore,
Adding the expressions in (35) and (36) , the statement in (8) is proved.
, where we have
Combining the bounds, we have
Combining (35) and (37) and using
Proof of Lemma 4.1
Inequality (16) follows from an application of the following version of a matrix Bernstein inequality from [41] : let Z i , i = 1, . . . , n be a sequence of independent self-adjoint d × d matrices with EZ i = 0 and Z i 2 ≤ B almost surely for some B > 0. Let
. Then, for any t > 0,
Set
. The Z i s are independent symmetric matrices with E X Z i = 0, since from the orthonormality of the eiegnfunctions {φ j },
k n L 2 n and hence η 2 nk n L 2 n . (16) now follows from (38) with t replaced by nt, since for t ∈ (0, 1),
n and e −1/x is increasing in x.
(17) follow from (16) with t = 1/2. Consider the set A n = {x = (x 1 , . . . , x n ) : Φ T Φ − nI kn 2 ≤ n/2} in the σ-field generated by X 1 , . . . , X n . On A n , (i) using triangle inequality, Φ T Φ 2 ≤ 3n/2.
(ii) using Lemma A.
The conclusion follows since
Proof of Theorem 4.2
Let A n denote the set (in the σ-field generated by X 1 , . . . , X n ) appearing in (17) . By (A2),
we have from Lemma 4.1 that
Given Y, X, let Q T and Q A respectively denote the probability measures W(· | Y, X) and N kn (θ t 0 , σ 2 I kn /n). At the onset, we note that by properties of the conditional expecta-
Recall the matrices B and ∆ from Theorem 3.1. Given X, the conclusion (8) in Theorem 3.1 holds with E 0 replaced by E 0|X . Accounting for the change of the center of the approximate distribution from θ Y to θ t 0 in the present setting, we have
We now tackle each of the terms in the right hand side of (39) inside A n , starting from the right most one. First, by (A3), we can write F 0 = Φθ t 0 + R, where
Also, the marginal expectation of G n , E 0 G n = −E 0X σ 2 0X /2 = −nσ 2 0 /2, where σ 2 0 = f − f 0 2 2,ρ Π(df ). Since Π is supported on F n , clearly σ 2 0 ≤˜ 2 n . The Paley-Zygmund inequality (see, for example, [17] ) states that for any non-negative random variable Z with finite second moment and δ ∈ (0, 1),
We shall invoke (41) with the non-negative random variable Z n = e tnGn for some t n ∈ (0, 1/2) and δ n ∈ (0, 1) to be chosen below. A key ingredient of such an exercise is to obtain a lower bound on (
We next need to bound E 0 Z 2 n = E 0 e 2tnGn from above. Since G n | X is conditionally Gaussian, we have sufficient control over the moment generating function M Gn (λ) = E 0 e λGn for λ ∈ (0, 1). Using the iterative property of conditional expectations, we can write
where the second step follows since by an application of Cauchy-Schwartz inequality,
. Since λ ∈ (0, 1), the quantity λ − λ 2 in the exponent is positive. Therefore, by Jensen's inequality, E 0 e λGn ≤ e −(λ−λ 2 )E 0X σ 2 0X /2 = e −(λ−λ 2 )nσ 2 0 /2 . In particular, for any t n ∈ (0, 1/2), E 0 Z 2 n = E 0 e 2tnGn ≤ e −n(tn−2t 2 n )σ 2 0 . Combining this bound with the previously obtained bound (E 0 Z n ) 2 ≥ e −ntnσ 2 0 , we have (E 0 Z n ) 2 /(E 0 Z 2 n ) ≥ e −2t 2 n nσ 2 0 ≥ e −2t 2 n n˜ 2 n .
For a slowly decaying sequence γ n satisfying γ n → 0 and γ n n˜ 2 n → ∞, set t 2 n n˜ 2 n = γ n . For n large enough so that γ n ≤ 1, we have (E 0 Z n ) 2 /(E 0 Z 2 n ) ≥ e −γn ≥ 1 − γ n . From (41), we therefore have that for any 0 < δ n > 1, P 0 (Z n ≤ δ n E 0 Z n ) ≤ δ n + γ n . Further, P 0 (Z n < δ n E 0 Z n ) = P 0 G n < log δ n t n + log E 0 Z n t n ≥ P 0 G n < log δ n t n − n˜ 2 n 2 ,
where the inequality follows since (log E 0 Z n )/t n ≥ E 0 G n = −nσ 2 0 /2 ≥ −n˜ 2 n /2. Choose δ n so that (log δ n /t n ) = −n˜ 2 n /2, i.e., δ n = e −tnn˜ 2 n /2 = e 
The sequence γ n is yet to be chosen; we shall do so now by optimizing the right hand side of (43) . Consider the function g(x) = x + e −Bx for B > 0. The function attains its minimum value on (0, ∞) at the point x = log B/B and the minimum value of the function is (log B +1)/B. Therefore, choose γ n = C log(n˜ 2 n )/ n˜ 2 n ; note that for this choice γ n → 0 and γ n n˜ 2 n → ∞; with this choice we have P 0 (G n ≤ −n˜ 2 n ) ≤ C log(n˜ 2 n )/ n˜ 2 n .
z 2 ≤ j, g(t) attains maxima at t = (j/z 2 − 1) 1/2 . When z 2 > j, bounding g(t) ≤ 1 in (45) . Now choose δ = be/{c(e − 2)}, so that cδ/(cδ − b) = e/2. Then we have |φ j+1 (x)| c 1/4 e jδ/2 a 1/4 e bt , since jδ/2 < atδ/2 ctδ/2 bt.
B Proof of Lemma 6.1
To establish that AB −1 is pd, we need to show that AB −1 is symmetric and all its eigenvalues are positive. By a standard property of pd matrices, the matrix B −1/2 AB −1/2 is pd, and by similarity, AB −1 has the same set of eigenvalues. So it remains to establish the 
C Some useful results
Some matrix inequalities. Proofs can be found in standard texts; see for example, [4] . The Dirichlet integral formula (formula 4.635 in [29] ) to simplify integrals over the unit probability simplex.
Lemma C.5. Let ψ(·) be a Lebesgue integrable function and α j > 0, j = 1, . . . , n. Then, 
