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ABSTRACT
Deep neural networks (DNNs) are often used to tackle the single channel source separation (SCSS) problem by
predicting time-frequency masks. The predicted masks are then used to separate the sources from the mixed signal.
Different types of masks produce separated sources with different levels of distortion and interference. Some types
of masks produce separated sources with low distortion, while other masks produce low interference between
the separated sources. In this paper, a combination of different DNNs’ predictions (masks) is used for SCSS to
achieve better quality of the separated sources than using each DNN individually. We train four different DNNs by
minimizing four different cost functions to predict four different masks. The first and second DNNs are trained
to approximate reference binary and soft masks. The third DNN is trained to predict a mask from the reference
sources directly. The last DNN is trained similarly to the third DNN but with an additional discriminative constraint
to maximize the differences between the estimated sources. Our experimental results show that combining the
predictions of different DNNs achieves separated sources with better quality than using each DNN individually.
Introduction
Single channel audio source separation (SCSS) aims to
separate one or more audio sources from their single
mixture [1, 2]. Separating many sources from a single
mixture is considered to be a difficult task since many
sources are to be estimated and only one observation
of the mixture is available [1, 3]. Solving this problem
requires solving a difficult underdetermined system of
a linear equation with many unknowns [4, 5]. More
constraints and prior information about the sources are
usually needed to solve this problem [1, 6, 7]. Training
data for the sources is usually used to give information
about the nature of the sources. The training data is
used to train a model for each source. The trained
models can for example be: nonnegative dictionaries
[1, 2], Gaussian mixture models [8, 9], hidden Markov
models [10, 11], or deep neural networks (DNNs) [12,
13].
Recently, deep neural networks (DNNs) have been
used successfully in many audio applications such
as: speech recognition [13, 14], speech enhancement
[15], and source separation [16, 17, 18]. The main
advantage of DNNs is their ability to capture the com-
plex structure of the given data [19]. DNNs have also
been used recently for SCSS [12, 13]. The perfor-
mance of DNNs in SCSS is usually better than non-
negative matrix factorization which is considered the
state-of-the art method for tackling the SCSS problem
[15, 16, 17, 20].
Different techniques of using DNNs for SCSS have
been introduced recently. The DNNs for SCSS are
usually used to predict time-frequency masks [13, 16,
21]. The inputs of the DNNs are the mixed signals and
the outputs are time-frequency masks. The predicted
masks are then used to estimate the sources by scaling
the mixed signal according to the contribution of each
source in the mixed signal. Various types of masks have
been used to train DNNs for SCSS [15, 16]. The DNNs
are usually trained to approximate reference masks
with values related to the contribution of each source in
the mixed signal [15, 16]. The reference mask can be a
binary or soft mask [13, 15, 16]. The DNNs can also
learn time-frequency masks directly from the reference
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sources and the mixed signal [15]. Each type of mask
separates the sources with certain level of distortion
and interference. A good mask separates the sources
with low interference and low distortion. Some types of
masks produce separated sources with less interference
and higher distortion than other masks and vice versa.
In most classification and regression problems, com-
bining different estimates of several neural networks,
which is known as “neural network ensembles” some-
times gives better performance than each network indi-
vidually [22, 23, 24, 25, 26]. The combination can for
example be: majority voting for classification problems,
simple averaging or weighted linear combinations for
regression problems [23, 24].
In this paper, we propose to combine different types of
masks that are learned by different DNNs to estimate
a time frequency mask that gives better estimates for
the sources than using each DNN individually. Four
DNNs are used to predict four different masks. Each
mask separates the sources with different distortion and
interference characteristics. The first DNN (DNN1) is
trained to approximate a binary (hard) mask that con-
tains only zero and one values. The binary masks are
good at separating sources with low interference, but
with high distortion [15, 16]. The second DNN (DNN2)
is trained to approximate a soft mask which is good at
producing separated sources with low distortion, but
with high interference [13, 16]. The third and fourth
DNNs (DNN3 and DNN4) are trained to predict masks
that approximate the reference sources directly without
the need to specify the type of masks (hard or soft) [15].
For DNN3 and DNN4, the cost functions are formed in
such a way that the outputs of the DNNs multiplied by
the mixed signals should produce the reference sources
directly [15]. DNN4 is trained with one more constraint
than DNN3 to maximize the differences between the
separated sources. This constraint decreases the inter-
ference between the separated sources [27].
The contributions of this paper are: combining different
estimates of different DNNs to achieve better quality
for the separated sources than using each DNN individ-
ually, and training a DNN (DNN4) discriminatively to
predict a mask that maximizes the differences between
the separated sources.
This paper is organized as follows: In section 2, the
problem formulation of the SCSS is presented. Section
3 shows the training of different DNNs to predict masks
that achieve different objectives. Section 4 shows the
combination of the predictions of the DNNs for SCSS.
In the remaining sections, the experimental results and
the conclusions are presented.
Problem formulation of the SCSS
Given a mixed signal which contains a mixture of dif-
ferent audio sources, the aim of SCSS is to find esti-
mates of one or more desired signals from the mixed
signal. For simplicity, we assume that the number of
sources to be separated in the mixed signal is two. This
problem is usually solved in the short time Fourier
transform (STFT) domain [1, 3, 6]. Given a mixed
signal x(t) which is a mixture of two sources s1(t) and
s2(t) as x(t) = s1(t)+ s2(t), let X(n, f ) be the STFT of
x(t), where t denotes the time domain, n represents the
frame index and f is the frequency-index of the STFT
domain of the signal. This problem can be formulated
as follows:
X(n, f ) = S1(n, f )+S2(n, f ) (1)
where S1(n, f ) and S2(n, f ) are the unknown STFTs
of the sources in the mixed signal. The differences
between the phase angles of the STFT of the sources
are usually ignored in this framework [1, 3]. Hence,
the magnitude spectrum of the measured signal can be
approximated as the sum of the magnitude spectra of
the sources as follows:
|X(n, f )| ≈ |S1(n, f )|+ |S2(n, f )| . (2)
The magnitude spectrograms can be written in matrix
form where each column n in the matrix represents a
spectral frame and each row f represents a frequency
index as follows:
X≈ S1+S2 or
X(n, f )≈ S1(n, f )+S2(n, f )
(3)
where S1 and S2 are the unknown magnitude spectro-
grams of the sources that need to be estimated.
In many SCSS approaches, the estimates for the sources
Sˆ1 and Sˆ2 are found by predicting a time-frequency
mask M ∈ [0,1] which scales the magnitude spectro-
gram of the mixed signal according to the contribution
of each source in the mixed signal as follows:
Sˆ1 =MX (4)
and
Sˆ2 = (1−M)X (5)
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where  denotes an element-wise multiplication and
1 is a matrix of ones. The main goal of this paper is
to find a mask M that gives good separation for the
sources.
Training different DNNs to estimate
different masks
Given the magnitude spectrogram of the training mixed
signals Xtr and their corresponding clean data for each
source Str1 and Str2, the DNN is usually trained to
predict a mask that explains the contribution of each
source in the training mixed signal. The input of the
DNN is the magnitude spectrogram Xtr of the mixed
signal of the training data. The inputs are normalized to
have zero mean and unit variance [15, 21]. The DNN
is trained to predict a time-frequency mask. The DNN
can be trained to approximate a given reference mask
(mask approximation approach) [16], or to approximate
the reference signal by predicting a mask that its mul-
tiplication with the spectrogram of the mixed signal
approximates the spectrograms of the reference signals
(signal approximation approach) [15].
Mask approximation approach
In the mask approximation approach, given a reference
maskMr, the DNN is trained to minimize the following
cost function:
Cm =∑
n, f
(Zm (n, f )−Mr (n, f ))2 (6)
where Zm is the actual output of the last layer of the
DNN. The mask Mr can be either a binary mask that
can only take zero and one values, which is defined as:
M1(n, f ) =
{
1 if Str1(n, f )≥ Str2(n, f )
0 otherwise
(7)
or a soft mask which is defined as:
M2 =
Str1
Str1+Str2
(8)
where the division here is done element-wise, Str1 and
Str2 are the spectrograms of the clean reference sources,
the subscripts tr1 and tr2 denote the training data for
the first and second sources respectively. In this mask
approximation approach, we must decide before train-
ing the DNN, which mask we need to use. The binary
mask usually achieves separation with lower interfer-
ence between the separated sources than the soft mask,
while the soft mask achieves separated signals with
lower distortion than binary masks [28].
Mask estimation based on the signal
approximation approach
The output of the DNN in this case is still a mask.
In this case, the cost function for training the DNN
is formulated to predict a mask Zo that reconstructs
the target sources from the mixed signal. The cost
function for training the DNN in this case is formulated
as follows:
Co =∑
n, f
((Zo (n, f )∗Xtr (n, f ))−Str1 (n, f ))2 (9)
where Xtr is the magnitude spectrogram of the input
mixed signal of the training data and Str1 is the ref-
erence magnitude spectrogram for the first source of
the training data. In this approach, the DNN is trained
to predict a mask such that its multiplication with the
mixed signal approximates the target source. The ad-
vantage of this approach is that there is no need to de-
cide beforehand about the type of the estimated mask
(binary or soft). The DNN is trained to predict the suit-
able mask based on the given data, with the advantage
of keeping the outputs of the DNN bounded between
zero and one.
Discriminative Mask estimation
In this paper, we introduce a new discriminative objec-
tive function that finds a mask Zd that estimates the
target sources, and it also maximizes the differences
between the sources as follows:
Cd =∑
n, f
((
Zd (n, f )∗Xtr (n, f )
)−Str1 (n, f ))2
−λ∑
n, f
((
Zd (n, f )∗Xtr (n, f )
)−Str2 (n, f ))2
(10)
where λ is a regularization parameter and Zd is the
actual output of the DNN. Since the estimate for the
first source is presented as Zd (n, f ) ∗Xtr (n, f ), the
second term in Eq. (10) maximizes the dissimilarity
between the estimates of the first and second sources.
This helps in decreasing the interference of the estimate
of one source into the estimate of the other source.
DNN ensemble for source separation
In this paper, we train four different DNNs. The first
DNN (DNN1) is trained to minimize the cost function
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in Eq. (6) with respect to the reference hard mask
which is defined in Eq. (7), this means Mr =M1. The
second DNN (DNN2) is trained to minimize the cost
function in Eq. (6) with the soft mask in Eq. (8), which
means Mr =M2. The third and fourth DNNs (DNN3
and DNN4) are trained to minimize the cost functions
in Eqs. (9) and (10) respectively.
In the separation stage, given the STFT of the mixed sig-
nal, the magnitude spectrogram of the observed mixed
signal Xts is computed. The four trained DNNs are
then used to find estimates for the sources. The mag-
nitude spectrogram of the mixed signal is normalized
to have zero mean and unit variance frames. The nor-
malized frames are then fed to the four trained DNNs
to predict four different masks Z1, ...,Z4. The final es-
timate of the mask is computed as a linear combination
of the predicted masks of the four DNNs as follows:
Zfinal = γ1Z1+ γ2Z2+ γ3Z3+ γ4Z4 (11)
where γ1, ...,γ4, are the weights associated with the pre-
dictions of the DNNs. In this work, the simple average
of the predicted masks is calculated and used as the
final estimate of the predicted masks. The magnitude
spectrogram estimates for the first and second sources
are computed respectively as follows:
Sˆ1 = ZfinalXts (12)
and
Sˆ2 =
(
1−Zfinal
)Xts. (13)
The magnitude spectrogram estimates Sˆ1 and Sˆ2 and
the phase angles of the STFT of the mixed signal are
used to compute the time domain estimates of the
sources sˆ1(t) and sˆ2(t).
Experiments and Discussions
We applied the proposed algorithm to separate speech
and music signals from their mixture. We tested our
algorithm on a collection of speech and music signals
from the SiSEC 2015 dataset [29]. The dataset has
100 songs. Each song represents a mixture of vocal,
bass, drums, and other musical instruments. We tested
our proposed approach to separate each song into vo-
cal (speech) and accompaniment (music) signals. The
first 50 songs were used to train the four DNNs. The
remaining 50 songs were used for testing. The accom-
paniment signals have higher energy than the vocal
signals in most of the songs in the SiSEC dataset [29].
To have reasonable mixtures for the sources, we mixed
the sources as follows: for each song, we first mixed
(sum) the music sources (bass, drums, others) together
and then we normalized their mixture. We also normal-
ized each vocal signal. The normalization was done by
dividing each spectrogram by its maximum value. We
then mixed the normalized vocal and accompaniment
sources to form the mixtures that can be used for the
training and testing stages. The data was sampled at
44.1 kHz sampling rate. The magnitude spectrograms
for the vocal and accompaniment data was calculated
using the STFT: A Hanning window with 2048 points
length and overlap interval of 512 was used and the
FFT was taken at 2048 points, the first 1025 FFT points
only were used here.
For the DNNs, the number of nodes in each hidden
layer was 1025-1025-1025 with three hidden layers.
The number of nodes in the input and output layers
was also 1025. Sigmoid nonlinearity was used at each
node, including the output nodes. All the parameters
of the used DNNs here were initialized randomly. We
used 200 epochs for backpropagation training. Stochas-
tic gradient descent was used with batch size 100 and
learning rate 0.01. We implemented our proposed al-
gorithms using Theano [30, 31]. For the regularization
parameter in Eq. (10), we experimented with different
values and we obtained reasonable results with λ = 0.1.
Performance measurements of the separation algorithm
were done using the signal to distortion ratio (SDR),
the signal to interference ratio (SIR), and the signal to
artefact ratio (SAR) [32]. The average SDR, SIR and
SAR over the 50 test songs for the separated vocal and
accompaniment signals are reported in Tables 1 and 2.
Table 1 and 2 show the SDR, SIR, and SAR results
of the separated vocal and accompaniment signals re-
spectively. The tables show the results of all possible
combinations of the four DNNs such as: all possible
combinations of two, three, and four DNNs. For exam-
ple, the term “DNN1, DNN2” in the tables means the
results of combining the predicted outputs (masks) of
the first DNN (DNN1) and second DNN (DNN2). The
combination here means the average of the estimated
masks. DNN1 was trained to minimize the cost func-
tion in Eq. (6) with the hard mask in Eq. (7). DNN2
was trained to minimize the cost function in Eq. (6)
with the soft mask in Eq. (8). DNN3 and DNN4 were
trained to minimize the cost functions in Eqs. (9) and
(10) respectively.
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Table 1: The average values of the SDR, SIR, and SAR
in dB for the estimated vocal signals.
SDR SIR SAR
DNN1 2.99 11.34 4.45
DNN2 3.48 7.66 6.88
DNN3 3.54 9.03 6.01
DNN4 3.52 10.07 5.51
DNN1 , DNN2 3.88 9.62 6.20
DNN1 , DNN3 3.93 10.15 6.01
DNN1, DNN4 3.89 10.70 5.75
DNN2, DNN3 3.99 8.48 7.05
DNN2, DNN4 4.04 9.01 6.78
DNN3, DNN4 3.92 9.55 6.28
DNN1, DNN2, DNN3 4.15 9.42 6.69
DNN1, DNN2, DNN4 4.15 9.79 6.50
DNN2, DNN3, DNN4 4.13 9.03 6.91
DNN1, DNN2, DNN3, DNN4 4.24 9.55 6.73
As can be seen from Tables 1 and 2, each DNN predic-
tion has certain advantages. The binary mask (DNN1),
gives better SIR values than the soft mask (DNN2).
The soft mask gives better SDR and SAR than the hard
mask. There is always a tradeoff between SIR and
SAR. High SIR is preferred for source separation appli-
cations [33, 34], and high SAR is preferred for speech
recognition applications [34, 35]. SDR gives the over-
all assessment of the quality of the estimated sources.
The SDR values are the most important measurements
for evaluating the quality of the separated sources. The
approaches that give high SDR are usually preferred
and that is why the soft mask is usually used for SCSS
[20, 27, 35]. The produced masks from DNN3 and
DNN4 achieve reasonable values for SDR, SIR, and
SAR. We can also see that DNN4 (discriminative train-
ing) achieves higher SIR values than DNN3 because of
the discriminative constraint in Eq. (10) that maximizes
the dissimilarity between the separated sources.
We can see from the results that any different combi-
nation of different DNNs gives better SDR values than
using each DNN individually. The combination of the
four masks gives the best results in terms of SDR and
reasonable values for SIR and SAR for both sources.
The implementation of the proposed approach is
available at: http://cvssp.org/projects/
maruss/dnnensemblescss/
Table 2: The average values of the SDR, SIR, and SAR
in dB for the estimated accompaniment sig-
nals.
SDR SIR SAR
DNN1 8.96 15.42 10.61
DNN2 9.70 12.92 13.15
DNN3 9.72 15.10 11.77
DNN4 9.55 15.59 11.34
DNN1, DNN2 9.82 14.00 12.51
DNN1, DNN3 9.88 15.28 11.93
DNN1, DNN4 9.79 15.51 11.71
DNN2, DNN3 10.11 13.80 13.13
DNN2, DNN4 10.08 14.03 12.90
DNN3, DNN4 9.98 15.36 12.04
DNN1, DNN2, DNN3 10.12 14.35 12.77
DNN1, DNN2, DNN4 10.08 14.51 12.62
DNN2, DNN3, DNN4 10.20 14.38 12.88
DNN1, DNN2, DNN3, DNN4 10.20 14.66 12.73
Conclusion
In this work, we proposed to use deep neural network
ensembles for the single channel source separation
problem. We improved the quality of the separated
sources by combining the predictions of different deep
neural networks (DNNs). Four DNNs were used, and
each DNN was trained to approximate different tar-
gets. The targets were different types of spectral masks,
where every mask can achieve separated sources with
some advantages and disadvantages. The experimental
results show that the combination of the predictions of
the four DNNs gives better results in most cases than
using each DNN individually. In future work, we will
try different approaches for combining the predictions
of the DNNs rather than using the simple average of
the predictors.
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