Abstract -In this paper, we evaluate the appearance trackiing performance of multiple fusion schemes that combine information from standard CCTV and thermal infrared spectrum video for the tracking of surveillance objects, such as people, faces, bicycles and vehicles. We show results on numerous real world multimodal surveillance sequences, tracking challenging objects whose appearance changes rapidly. Based on these results we can determine the most promising fusion schemes.
Introduction
World events have ensured that security and surveillance have received much research attention in recent years. The desire to provide robust and accurate surveillance information has led to considerable research on methods to integrate information from different sensors. This has the potential to provide more robust systems by leveraging the combined benefits of using different modalities whilst compensating for failures in individual modalities.
In our work, we investigate the advantages of capturing thermal infrared video in parallel with standard visible spectrum CCTV, for tracking objects in surveillance scenarios using appearance models. These sources are intuitively complementary, since they capture object information in emitted and reflected radiation, respectively. By utilising both complementary sources of data, we obtain improved robustness against camouflage, as foreground objects are less likely to be of a similar colour and temperature to the background. Using multiple sources also provides additional features to assist the tracker in cluttered tracking environments. This paper evaluates various fusion schemes and similarity metrics for multi-modal tracking using appearance models. We evaluate tracking performance on real data using manually annotated ground truth. This paper is organised as follows: In section 2, we provide a brief background literature review to contextualise our work. Section 3 describes the hardware we used to capture our test data and how the data from both cameras was aligned. The appearance model we use for tracking is detailed in section 4, along with the similarity metrics we use. In section 5, we outline the different fusion schemes that we evaluated. We present results in section 6, comparing the tracking performance of the evaluated fusion schemes on real surveillance data, and finally give our conclusions and directions for future work in section 7.
Related work
In a review of video surveillance and sensor networks research [1] , Cucchiara argues that the integration of video technology with sensors and other media streams will constitute the fundamental infrastructure for new generations of multimedia surveillance systems. Also reviewing surveillance research [2] , Hu et al. conclude in their section on Future Developments in Surveillance that 'Surveillance using multiple different sensors seems to be a very irnterestirng subject. The main problem is how to make use of their respective merits and fuse irnformation from such kirnds of sensors'.
In the tracking literature, many approaches have been proposed to combine the information from multiple sources, in order to provide more accurate and robust detection and tracking. Probabilistic methods are commonly used to fuse information sources. In [3] , Bayesian probability theory is used to fuse the tracking information available from a suite of cues to track a person in 3D space. A Bayesian tracking framework using particle filters is described in [4] for fusing colour cues with stereo or motion information. A Bayesian multi-object tracker is described in [5] that fuses binary information from foreground detection with colour tracking cues. Linear combinations of sources have also been widely used to fuse information from multiple sources. In [6] , information from image segmentation is fused with chamfer matching scores to robustly detect people in cluttered images. Lim and Kriegman [7] use a linear combination of shape and appearance to track people in an indoor environment. Both [6] and [7] use fixed weighting for the data sources. In [8] , the weightings for each tracking cue (colour and edge histograms) are adaptively updated using the Bhattacharyya coefficients. Fumera and Roli [9] consider linear combinations of classifiers and conduct a theoretical analysis, as well as performing experiments on real data sets. Their conclusions were that weighted average combinations usually only provide a marginal improvement over simple averaging, even with optimal weights. Recently, in [10] , Ensemble Tracking was introduced as a general tracking framework to combine information from multiple sources. An ensemble of linear classifiers are trained online in a least-squares manner, to distinguish between object and background pixel features. This allows any type of pixel data to be added to assist the tracking. Kruppa and Schiele [11] fuse information from multiple object models by determining a configuration that maximises the mutual information between the models. In [12] , Torresan et al. describe a surveillance system that fuses standard visible spectrum and thermal infrared video to detect and track pedestrians. They link foreground regions in consecutive frames and do not model the appearances of tracked objects, therefore their method requires many complex ad-hoc rules to account for the splitting and merging of foreground regions.
Occlusion handling is an important component in practical tracking algorithms for surveillance. In [13] , all objects in the camera's field of view are tracked; appearance models and linear velocity prediction are used to cater for situations where objects occlude one another. In [14] , occlusion is handled using robust statistics and occlusion is declared when over 15% of pixels are determined to be outliers. We do not specifically tackle the occlusion problem here, as we feel it is out of scope of this paper that focuses on evaluating fusion methods for tracking.
In [14] , Zhou et To align pixels in the thermal and visible spectrum, we determine the optimum planar homography [15] and apply an image warping to all thermal infrared frames. This homography is determined by manually selecting many corresponding points in both modalities and computing the homography with least-squared error. There is no correlation between visible spectrum brightness and thermal infrared brightness values, so many of the automatic mutual-information based alignment methods [16] [17] would not be appro-
priate. An automatic alignment technique that can be used for images of very different modalities (such as thermal and visible images) is proposed in [18] , and relies on the correlation between edge orientations in the modalities. Currently, no automatic method is required, as only one warping needs to be computed for an entire sequence, but this could be a direction for future work. 4 Appearance model
Model description
The appearance model we use in this paper is inspired by [14] but we note here the significant differences.
Firstly, we use a single multi-dimensional Gaussian for each pixel, and not a mixture of Gaussians. Secondly, we introduce a per-pixel importance weighting, to track non-rectangular patches and to integrate infor-The appearance of the object being tracked is modelled as a rectangular grid of d pixels, with each pixel modelled as having a Gaussian distribution. We denote ,(j) = {1(j),42(j),..., k(j)} as the mean vector value of pixel j at time t, where k is the number of features. For example, ul(j) could correspond to the pixel's mean brightness value and 82(j) could correspond to the pixel's mean edge magnitude. We further denote 5(j) = {i(j),o2(j),...,k(j)} as the diagonal covariance matrix. This assumes the pixel features are independent. This assumption may not hold for certain features, such as a pixel's RGB colour components, but this can be overcome by switching to a less correlated colourspace (such as the CIE Lab colourspace) or by increasing the computational complexity and using a full covariance matrix. Additionally, we add a weighting factor for each pixel, I(j), where 0 < 1(j) < 1. This weighting factor allows pixels that belong to the background to be removed from the similarity computation, while emphasising trackable features. We denote our model as 0 {,u, J, I}.
Similarity measures
For a particular vector of pixel features, x, we can compute the probability that it matches the Gaussian model of model pixel j using: 
In our experiments, as in the original paper, we set c = 1.435, where c is an outlier threshold. Additionally, we define an alternative similarity measure, S2, which is the average probability of a pixel matching its corresponding model pixel, weighted by the pixel importance values.
where N(x; u, r2) is a one dimensional normal density:
To compute the similarity between the model and a rectangular patch of d pixels (denoted X = {X1,x2, ..., X}), [14] 
j=1
Our pixel weighting factor can be incorporated by allowing it to represent the probability that the pixel belongs to the object (and not the background). The similarity measure then becomes:
where x is the current feature value, f is the binary foreground value for this pixel, and
where N is the number of times the model has been updated. Additionally, we add resilience to noise by imposing the restriction that f is set to zero if the pixel is not adjacent to a pixel from the model whose importance value is greater than 1/L. For all our experiments, we set L = 20, as suggested in [13] .
However, we found that this probability computation could be significantly affected by outliers, since a single bad pixel match could return a probability very close (or equal) to zero. Fortunately, the occlusion handling mechanism used in [14] provides robustness against outliers. The normal density of equation (1) is replaced by N(X; ,u, or2):
5 Fusion models
In this paper, we are concerned with evaluating the tracking performance of multiple different fusion schemes. Figure 2 shows the two fusion architectures that we utilise. In the first scheme, which we will refer to as the general fusion model, the fusion occurs at the pixel level, by using a single appearance model where each pixel is modelled as a k-dimensional Gaussian, where k is the number of data sources (or features). In the second scheme, which we will refer to as a combinattion of models, the fusion occurs at the model level, by using a separate appearance model (with k = 1) for each data source and combining their scores. We examine a number of different methods of score fusion at the model level.
General fusion model
In 
i=l If the similarity scores returned by each model can be thought of as probabilities, this combined similarity returns the probability of matching the image patch X, using an assumption of independence.
Min and max score fusion
Smin (X) = min Si (X) (14) Using the minimum operator, an image patch with the greatest similarity will be such that no model believes this to be a bad match. Thus, we chose the new model position as the one that gives the 'least bad' match.
Smax(X) = max Si (X)
The maximum operator emphasises the score of a model that is very confident of finding a good match. We also use a weighted version of the maximum operator. A weighted min fusion scheme would not make sense, as it would use the most unreliable model for matching.
Dynamic Weighting
The weights shown first in equation (12) and also used in equation (16) , are initialised with wi M for i = 1..M. However, we also dynamically adapt the model weights based on how well the model discriminates within the search space. If a model returns many good matches, it is less specific on the best object position and its weight will be reduced. A model that returns one good match, corresponding to a sharp peak in the search space, will receive an increased weighting. More precisely, for each model, we take the maximum score returned over all search positions, and we divide it by the sum of scores returned by that model for all evaluated positions. This value, si for model i, is used to measure the model's specificity. We first compute normalised values, Si = si/ E sp and then update the weights as follows: wi = awi + (1 -a)si (17) where a is the update rate from equation (11).
Search strategies
Irrespective of the appearance model used, we adopt the same search strategy to locate the best match for the model in each frame, in all our experiments. We denote the object motion by an affine transformation [15] A = {al,a2,a3, a4, tx tyt} where {tx, ty} are the translation parameters and {a,, a2, a3, a4} are the deformation parameters. For our experiments, the objects we tracked were assumed to have negligible rotation, so we set two of the deformation parameters to zero, to only account for scale changes. In [14] , particle filtering was used to search the transformation space to find the object in the current image. We adopt a deterministic approach, using coarse-to-fine gradientascent search of the transformation space, first adapting the translation parameters to maximise the similarity score, then adapting the scale parameters. This allows a more precise sub-pixel object detection than using randomly generated particles, which assists the tracker to remain locked onto targets when their appearance is changing. 6 
Results
In this section, we evaluate the tracking performance of the fusion schemes that we described in the previous section, on six representative surveillance sequences. Details of the objects in the tracking sequences are given in table 1, whilst the notation for the trackers we used is described in table 2. The objects (along with their trajectories) are shown in figure 3 .
In all our experiments, we used the background modelling algorithm described in [19] , which is an improved version of the popular mixture of Gaussians model proposed by Stauffer and Grimson [20] , providing a shadow removal mechanism. The infrared background is modelled separately using the same algorithm, but treating the pixels as greyscale. We use bi-linear feature interpolation for sub-pixel matching, updating and tracking. Four features (k = 4) are used in our tracking experiments: visible brightness value, infrared brightness value, visible edge magnitude and infrared edge magnitude. Edges were computed using the Sobel operator [21] . All trackers, except for GFMv and GFMI use all four features. In our general fusion model tracker, GFM4, only one importance value is used per pixel. This requires that the binary foreground maps from each modality be fused into one map, which is used in the model update stage. We use the method described in our previous work [22] , using a pixel's spatial support when there is modality disagreement.
To accurately judge the performance of the evaluated trackers, we manually annotated all of our video test sequences, by marking a bounding box, in each frame, around the object we wished to track. Using this bounding box, R1, and the tracker's returned position, R2, we compute the tracker's precision and recall:
where O(a, b) is the overlapping area of rectangles a and b, and lRl denotes the area of the rectangle R. We determine that a tracker has failed if its precision or recall drops below 0.1 for at least three consecutive frames. The performance of each tracker on all of the sequences, using both similarity metrics is detailed in table 3. The figures denote the percentage of frames in which the object was successfully tracked, for each tracker for 2 different similarity metrics. The empty entries in the table indicate that trackers CMavg and CMwavg were not evaluated with similarity metric, S1. This is because the similarity values computed with S, are beyond the floating-point precision of standard processors (since it is derived from the product of many probabilities). Other computations, such as multiplication for CMprod, can be achieved by adding logarithm values. The cases where a tracker 'fails' after a large number of frames (e.g. 97%) are due to either the object becoming very small (only a few pixels in size) or because the object enters an area where the visible and infrared images do not fully overlap (hence the infrared values are unknown). There are a number of conclusions that can be drawn from the figures in table 3. The best overall tracker was CMprod which performed perfectly on all six sequences with either similarity metric. As expected, the tracker using visible spectrum only, GFMV, failed on the night-time sequence (Seq-2).
None of the sequences were particularly challenging for infrared, as the objects all had a strong signal compared to the background, therefore GFMI fares quite well. We found that the adaptive weighting of models does not seem to add additional tracking performance (note the near identical performance of trackers CMavg and CMwavg, and trackers CMmax and CMwmax). We speculate that this is because our models already account for noisy tracking by adapting the variance of the pixel models, giving lower scores for larger variances. Another explanation may be that the weightings were not strong enough, or were adapted too slowly. However, the weights generated by the proposed algorithm may There remain many avenues of future investigation. These include discovering the exact nature of the failures in individual cases, as well as performing more comprehensive testing using different video sequences, especially using data that is challenging for infrared alone. A theoretical analysis of the product fusion would be very useful, as it might further justify the tracking performance it achieved on our surveillance video.
One popular framework for data fusion that was not considered in the paper is the Transferable Belief Model [23] . It provides mechanisms to cater for doubt and uncertainty, which could be useful when there are multiple prominent peaks in the matching search space, or when one modality is missing (where the images from both modalities do not overlap). Another similarity metric to evaluate in future work is to compute the median pixel matching probability. This would be more robust to outliers and shape changes, but with a greater computational burden. Another area of future work will examine whether it would be beneficial to switch between similarity metrics, as our results seem to indicate that they can be complementary.
