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 Summary 
Radiotherapy delivered using scanned beams of protons enables greater conformity 
between the dose distribution and the tumour than conventional radiotherapy using X-rays. 
However, the dose distributions are more sensitive to changes in patient anatomy, and tend 
to deteriorate in the presence of motion. Online dose calculation during treatment delivery 
offers a way of monitoring the delivered dose in real time, and could be used as a basis for 
mitigating the effects of motion. The aim of this work has therefore been to investigate how 
the computational power offered by graphics processing units can be harnessed to enable 
fast analytical dose calculation for online monitoring in proton therapy. 
The first part of the work consisted of a systematic investigation of various approaches to 
implementing the most computationally expensive step of the pencil beam algorithm to run 
on graphics processing units. As a result, it was demonstrated how the kernel superposition 
operation, or convolution with a spatially varying kernel, can be efficiently implemented 
using a novel scatter-based approach. For the intended application, this outperformed the 
conventional gather-based approach suggested in the literature, permitting faster pencil 
beam dose calculation and potential speedups of related algorithms in other fields. 
In the second part, a parallelised proton therapy dose calculation engine employing the 
scatter-based kernel superposition implementation was developed. Such a dose calculation 
engine, running all of the principal steps of the pencil beam algorithm on a graphics 
processing unit, had not previously been presented in the literature. The accuracy of the 
calculation in the high- and medium-dose regions matched that of a clinical treatment 
planning system whilst the calculation was an order of magnitude faster than previously 
reported. Importantly, the calculation times were short, both compared to the dead time 
available during treatment delivery and to the typical motion period, making the 
implementation suitable for online calculation. 
 In the final part, the beam model of the dose calculation engine was extended to account for 
the low-dose halo caused by particles travelling at large angles with the beam, making the 
algorithm comparable to those in current clinical use. By reusing the workflow of the initial 
calculation but employing a lower resolution for the halo calculation, it was demonstrated 
how the improved beam model could be included without prohibitively prolonging the 
calculation time. Since the implementation was based on a widely used algorithm, it was 
further predicted that by careful tuning, the dose calculation engine would be able to 
reproduce the dose from a general beamline with sufficient accuracy. 
Based on the presented results, it was concluded that, by using a single graphics processing 
unit, dose calculation using the pencil beam algorithm could be made sufficiently fast for 
online dose monitoring, whilst maintaining the accuracy of current clinical systems. 
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 Background and motivation Chapter 1
1.1 Chapter scope 
The aim of this chapter is to provide the context required to introduce the hypothesis, and a 
framework for understanding the presented work. In order to do so, it gives brief 
introductions to the fields of radiotherapy (RT) and parallel computing which are necessary 
to understand the motivation for the work. Further, it introduces important concepts and 
terminology related to the fields of radiobiology, hadron therapy, and graphics processing 
units (GPUs), in order to facilitate the treatment in the following chapters. Finally, it gives 
an overview of the current state of the art in hadron therapy dose calculation and patient 
motion management in RT, areas relevant to the project as a whole. Detailed reviews of 
topics related to specific chapters, however, are left to the corresponding chapter 
introductions. 
1.2 Radiotherapy and cancer 
1.2.1 The role of radiotherapy 
Roughly 14 million new cancer cases are discovered each year around the world, with such 
diseases resulting in 8 million deaths annually (Ferlay et al 2015). Ironically, as general life 
expectancy increases, so does cancer incidence; within 15 years from now, the yearly 
incidence is expected to have risen to 22 million, mainly as a result of a growing and 
ageing world population (Bray et al 2012). Based on available evidence, it has been 
estimated that just over half of all cancer patients would benefit from RT treatment 
(Delaney et al 2005). Further, it has been suggested that RT – on its own or in combination 
with one or both of the other two main treatment modalities, surgery and chemotherapy – is 
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responsible for 40% of all cured cancer cases (Bentzen et al 2005). Consequently, it is clear 
that RT has an important role to play in the management of one of the leading causes of 
death worldwide, and that improvements to this treatment modality have the potential to 
impact both on an individual and global level. 
1.2.2 Radiotherapy delivery methods 
The aim of RT is to use ionising radiation to kill tumour cells whilst sparing those in the 
surrounding healthy tissue. The potential to use ionising radiation for therapeutic aims was 
anticipated soon after the first evidence of X-rays was presented by Rӧntgen (1896), and 
the first treatments had already been carried out before the end of the 19th century (Pusey 
1900). There are three methods of delivering RT in current use: external beam RT, where an 
external beam of ionising radiation is directed towards a target inside the patient; 
brachytherapy, where radioactive material is introduced into or placed nearby a tumour 
volume; and systemic RT, where a solution containing a radioactive isotope is given 
intravenously or orally. Of the three, external beam RT is by far the most versatile and 
widely used, and the only delivery method considered in this dissertation. Thus, in the rest 
of the text, RT will be used to refer exclusively to external beam RT. 
1.2.3 Types of external beam radiotherapy 
The majority of all RT treatments, both current and historic, have employed beams of 
photons, ranging in energy from hundreds of kiloelectronvolts (keV) to tens of 
megaelectronvolts (MeV) (Wouters and Begg 2009). The photons are either generated by 
colliding electrons from a linear accelerator with a heavy-metal target, in which case they 
are traditionally referred to as X-rays, or produced in the decay of radioactive isotopes, in 
which case they are often called gamma rays. Since – differences in the energy spectrum of 
the produced photons aside – these types of radiation are identical, RT using such beams 
will here be referred to collectively as photon RT or conventional RT. 
In addition to photon beams, beams of mass-bearing particles, including protons and 
heavier ions as well as electrons, neutrons, and pions, have been used to various extents 
(Baker 2012). Proton RT, commonly referred to as proton therapy, is the main focus of this 
dissertation, with some results extending also to RT using heavier ions. Collectively, these 
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treatment modalities would most accurately be referred to as ion beam RT, although hadron 
therapy (which, strictly speaking, should include pions and neutrons) and charged particle 
RT (which should also include electrons) are often used interchangeably. From 1954 until 
the end of 2014, roughly 136,000 patients had received such treatments, out of which 
slightly fewer than 87% were delivered using protons and almost 12% using carbon ions 
(Jermann 2015). Although compared to the total number of RT treatments during the same 
period this number is very low, a steady increase has been seen in recent years: in 2014 
alone, 15,400 patients received hadron therapy (83% proton therapy and 17% carbon ion 
RT), a number which might double in the next decade (Loeffler and Durante 2013, Jermann 
2015). For comparison, the estimated need for hadron therapy in England is about 1200 
treatments per year, or roughly 1% of the total number of RT treatments (Department of 
Health (UK) 2012a, 2012b). However, this figure is based on current technology and 
practice and, given the potential benefits of hadron therapy, it is expected to increase if 
current limitations and restrictions can be removed. 
1.2.4 Radiotherapy imaging 
Independent of the beam type used, RT treatments require or can benefit from a range of 
auxiliary technologies, most importantly those providing anatomical information about the 
treatment target and the surrounding tissue (Jaffray 2012). Two-dimensional (2D) X-ray 
images were initially adopted for this purpose, whereas modern treatments rely almost 
exclusively on electron density maps provided by three-dimensional (3D) X-ray computed 
tomography (CT) images. In order to provide more detailed anatomical information and 
higher contrast between the target and the healthy tissue surrounding it, additional imaging 
modalities based on magnetic resonance or positron emission tomography (PET) are often 
used in conjunction with CT imaging. Further information about patient anatomy and 
position before or during treatment can also be obtained from 2D X-ray or 3D cone beam 
CT imaging devices in the treatment room. For targets where organ motion is present, state-
of-the-art treatment further relies on specialised systems to track motion. In addition to the 
in-room X-ray imaging modalities mentioned above, these may include optical tracking of 
the patient surface, monitoring of patient breathing through respiratory signals, imaging 
using ultrasound transceivers, or tracking of implanted radio-frequency transponders. 
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1.3 Basic radiobiology and the rationale behind 
fractionation 
1.3.1 Strand breaks 
Although the exact mechanisms by which ionising radiation induces cell death are not fully 
understood, it is clear that damage to the genetic information, contained in the 
deoxyribonucleic acid (DNA) molecules in the cell nuclei, plays a central role in this 
process. This DNA damage is caused either by direct interaction between beam particles 
and the DNA molecule or, more probably, through intermediate interactions with free 
radicals, primarily hydroxyl, produced along the beam path (Wouters and Begg 2009). The 
resulting ionisation causes the parallel strands making up the DNA molecule to break, and 
strand breaks are referred to as single or double, depending on whether one or both strands 
are damaged at a given position. Cells have mechanisms for repairing both types of strand 
breaks, but due to the complementary nature of the two adjacent strands of DNA, single 
strand breaks have a higher probability of being correctly repaired (Wouters and Begg 
2009). At the radiation levels used for RT, the observed cell death is largely a programmed, 
apoptotic, response, rather than an uncontrolled, necrotic, one (Wouters 2009). This 
response is generally attributed to the cells having sustained more radiation damage than 
they are able to repair, and the cell death induced by RT is therefore thought to be mainly 
due to double strand breaks (Wouters and Begg 2009). 
1.3.2 Fractionation 
The DNA repair mechanisms are often insufficient or lacking in tumour cells, which gives 
healthy cells an advantage when recovering from radiation exposure (Wouters and Begg 
2009). Exploiting this difference in radiation sensitivity is one of the pillars of conventional 
RT: by dividing a treatment into several fractions given at separate time points, heathy cells 
are given a chance to recover between fractions, and therefore suffer less cumulative 
damage than malignant ones. In this way, the radiation damage can be concentrated to the 
tumour, even though the given radiation dose most often cannot be localised to the target 
alone. A common fractionation scheme involves five fractions a week, each delivering a 
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dose of about 2 Gy to the target, up to a total dose of 45–70 Gy (Baumann and Grégoire 
2009). Fractionated dose delivery is time-consuming, however, which has practical 
consequences both for the patient and the treatment centre. The ability to achieve better 
dose conformity, and thereby to deliver less radiation dose to healthy tissue, offers the 
potential to reduce the number of fractions required, which would lessen the impact on both 
the patient’s life and the workload of the treatment centre. 
1.3.3 The linear-quadratic model 
The fraction of surviving cells, 푝, after receiving a dose, 퐷, of ionising radiation can be 
described by the empirical formula 푝 = exp (−훼퐷 − 훽퐷2), where the parameters 훼 and 훽 
depend on cell type, environmental conditions, and radiation type and energy (Joiner 
2009b). This is known as the linear-quadratic model and, although not universally valid, it 
has been widely adopted by the RT community (Schardt et al 2010). Two examples of cell 
survival curves according to the linear-quadratic model are shown in Figure 1.1. In 
particular, the ratio between parameters 훼 and 훽 is often used when estimating the effect of 
different fractionation schemes on the different tissues exposed to radiation. If the 훼 훽⁄  
ratio is larger for the tumour than for the surrounding, healthy tissue, the benefit gained 
from fractionation might be increased, whereas if the 훼 훽⁄  ratio for the tumour is smaller, 
the benefit might instead be reduced (Joiner and Bentzen 2009). In well-oxygenated 
conditions, the former seems to be the case for many common tumour cells, which would 
support the use of highly fractionated treatments. Unfortunately, it has been shown that in 
many cases, part of the cells that make up solid tumours suffer from hypoxia due to the 
generation of new blood vessels struggling to keep up with the tumour growth (Horsman et 
al 2009). The effect of hypoxia leads to an effective reduction in the 훼 훽⁄  ratio and an 
increase in radioresistance, possibly due to the lower oxygen concentration reducing the 
amount of free radicals produced; to hypoxic cells being in a dormant, nonproliferating 
state; or to changes in gene expression (Moeller et al 2007, Horsman et al 2009). This 
decreases the therapeutic gain of a fractionated treatment and is used as an additional 
argument for lowering the number of delivered fractions for some indications. 
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Figure 1.1. Schematic cell survival curves and definition of RBE. 
1.3.4 Linear energy transfer and relative biological effectiveness 
The 훼 훽⁄  ratio is related to the purely physical measure referred to as linear energy transfer 
(LET). The LET is the energy deposited locally per unit distance along the track of a single 
particle, and is dependent on the type of particle, its energy, and the medium traversed. 
Higher LET is associated with a shorter distance between ionisation events and more 
densely ionising radiation (Baker 2012). A beam of high LET radiation is therefore more 
likely to cause several localised strand breaks, resulting in more complex DNA damage that 
is harder to repair (Gerweck and Paganetti 2008, Joiner 2009a). The result is a smaller 
survival fraction for a given physical dose, as shown in Figure 1.1. This remains true up to 
an LET of about 100 keV/μm; for a higher LET, the ionisation becomes so dense that the 
amount of induced DNA damage for a beam particle passing through a cell is larger than 
the threshold for what is lethal (Joiner 2009a). Since the surplus energy is wasted on a cell 
that would have died regardless, such overkill, present mainly for heavier ions, leads to 
fewer cells being killed for the same deposited dose.  
In terms of the linear-quadratic model, a higher LET is reflected in an increase in 훼 at 
constant 훽, resulting in the steeper, more linear, dose response curve seen in Figure 1.1 
(Gerweck and Paganetti 2008, Wedenberg et al 2013). This linearisation of the cell survival 
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curve is generally desirable in RT, since it seems to lessen the effect of hypoxia and limit 
the cell cycle dependency of the treatment outcome (Tsujii et al 2008). The dependency on 
radiation type when measuring cell survival at a given physical dose has led to the concept 
of relative biological effectiveness (RBE) for comparing different types of ionising 
radiation. The RBE of a test beam of a specific particle and energy is defined as the ratio 
between the physical dose from a reference beam and from the test beam required to 
achieve a given cell survival fraction. It is clear from Figure 1.1 that the RBE is not only 
dependent on the values of 훼 and 훽 of the test beam, but also on the survival fraction at 
which it is measured (Wouters and Begg 2009).  
1.4 Hadron therapy 
1.4.1 Basic physics and treatment benefits 
The primary benefit of treating patients with beams of charged particles comes from their 
dose deposition characteristics. As opposed to photons, charged, mass-bearing particles 
progressively lose energy to the surrounding matter upon traversal. The main contribution 
to the energy loss of light ions in matter comes from electromagnetic interactions with free 
electrons, which are described by the relativistic Bethe formula (Bethe 1932, Fano 1963): 
 푆 = − d퐸Kd푥 =
4휋푍2푒4푛e푚e푣(퐸K)2 [ln (
2푚e푣(퐸K)2퐼P(1 − 훽(퐸K)2)) − 훽(퐸K)
2] .
 
(1.1)
In Equation (1.1), 푆 is the linear stopping power, defined as the negative linear loss of 
energy, d퐸, per distance traversed, d푥. The stopping power is closely related to LET, but 
where the latter takes into account only energy deposited locally, the former includes all 
energy lost by the particle. (For heavier ions, however, the relative radiative losses are 
small, and the two become nearly equivalent.) Further, 푍 is the charge of the considered 
particle, 푒 is the electron charge, 푛e is the electron number density of the medium, 푚e is the 
electron mass, and 푣(퐸K) is the magnitude of the velocity (i.e. speed) of the particle. 
Finally, 퐼P is the ionisation potential of the target and 훽(퐸K) ≡ 푣 푐⁄  is the relativistic 
fraction where 푐 is the speed of light. 
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Figure 1.2. Longitudinal dose distributions for photons, protons, and carbon ions in water. The 
proton and carbon ion beam energies were selected to produce BPs at 130 mm depth. The photon 
dose corresponds to X-rays with the energy distribution produced by an 18 MV linear accelerator. 
The dose curves for proton and carbon ions were obtained from Monte Carlo simulations whereas 
the curve for photons was obtained from the expression given by Birgani et al (2009). 
Since the publication of Equation (1.1), several additions and modifications have been 
published, including those for heavy ions (Fano 1963, Ahlen 1980, Lindhard et al 1996, 
Ziegler 1999, Bichsel 2002). However, the general behaviour predicted by the original 
formula remains valid: at high velocities, the energy loss per distance is relatively constant, 
whereas, due to the term 푣2 in the denominator of Equation (1.1), the stopping power tends 
to infinity as the particle velocity approaches zero. The resulting longitudinal dose profile is 
characterised by a sharp spike, called the Bragg peak (BP), close to the end of the particle 
range, and a relatively flat plateau region extending from the entrance point to the BP 
(Baker 2012). This is in stark contrast to the longitudinal profiles of photon beams, which, 
after a build-up region close to the entrance point, show an exponential decay. A 
comparison between the longitudinal dose profiles of photons, protons, and carbon ions is 
shown in Figure 1.2. 
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Figure 1.3. Longitudinal dose distribution of a SOBP covering a target at depth 100–150 mm in 
water. The individual contributing BPs are shown to scale below the SOBP. The longitudinal dose 
corresponding to photons from an 18 MV linear accelerator is shown to illustrate the potential 
sparing of healthy tissue upstream and downstream of the target. 
The particle velocity in Equation (1.1) is uniquely determined by the residual energy of the 
beam particles, which in turn is dependent only on the initial beam energy and the electron 
density-dependent energy loss along the beam path. Therefore, the longitudinal position of 
the BP inside the patient can be adjusted by changing the beam energy. Further, through the 
appropriate combination of several beam energies and intensities, a flat, high-dose region, 
called a spread-out Bragg peak (SOBP), can be created. By letting the longitudinal extent 
of the SOBP coincide with the target, healthy tissue both upstream and downstream from 
the target can be spared compared with a photon treatment, as shown in Figure 1.3. 
In addition to the nonelastic interactions with free electrons described by the Bethe 
formula, charged particles also undergo elastic electromagnetic interactions, known as 
Rutherford scattering, with the nuclei of the surrounding matter. The probability of a 
particle being scattered at a given angle relative to the direction of travel is inversely 
proportional to the fourth power of the scattering angle, making the typical deflection very 
small. Nonetheless, the sequence of many such scattering events – commonly referred to 
collectively as multiple Coulomb scattering, due to the particles interacting through the 
electrostatic, or Coulomb, force – introduces a beam divergence which increases with 
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depth. The details of this process are described accurately by Molière theory (Molière 1947, 
1948). Since the divergence is the effect of numerous, generally small and random 
scattering events, the theory predicts that an initially infinitesimally narrow beam will 
obtain a near-Gaussian shape. Therefore, several Gaussian approximations for multiple 
scattering have been developed, notably the formulae by Rossi and Greisen (1941), Hanson 
et al (1951), Highland (1975), and Lynch and Dahl (1991). Due to the nonzero probability 
of larger-angle scattering events, however, the real distribution will carry more of its weight 
in the tails compared to a true Gaussian function. 
Nuclear interactions, where beam particles suffer direct collisions with nuclei along their 
path and create one or more secondary particles, constitute a third category of possible 
events. The theory governing such interactions is complex and their probability, or cross 
section, depends on the particle type, beam energy, and the surrounding material 
composition. Generally, however, the interaction probability increases with the atomic 
number of the beam particle (Schall et al 1996). The secondary particles produced by 
nuclear interactions are mainly forward-peaked but differ widely in both energy and mass; 
their absolute energy ranges from almost none to the entire kinetic energy of the primary 
particle, and their mass from that of a single proton or neutron to compounds heavier than 
the primary particle (Paganetti 2002, Fippel and Soukup 2004, Matsufuji et al 2005). Each 
of the produced secondary particles then continues to undergo interactions with the 
surrounding medium according to the processes described above, making nuclear 
interaction events hard to model analytically. 
1.4.2 Hadron therapy facilities 
The idea of hadron therapy is not new: the benefits of using proton beams for RT treatment 
were first proposed by Wilson (1946) almost seven decades ago. In 1954, the first such 
treatment was delivered at Berkeley Radiation Laboratory, followed after a few years by 
treatments using helium ions, and in 1975 the same laboratory carried out the first treatment 
using a beam of heavier ions (Schardt et al 2010). Yet, despite encouraging results obtained 
in the decades that have followed, hadron therapy in general, and the use of heavier ions in 
particular, has remained the exception in the RT world. The reason for this has been the 
large, complex and costly accelerators needed to generate ion beams of suitable energy and 
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intensity. However, partly due to developments making accelerators more compact and less 
expensive, recent years have seen a renewed interest in constructing hadron therapy 
facilities (Schardt et al 2010). As of today, there are 52 hadron therapy facilities in 
operation around the world, 30 of which have opened in the last ten years (PTCOG 2015a). 
Four of the treatment centres in operation are dedicated to carbon ion RT, four offer both 
carbon ion and proton RT, and the remaining 44 offer proton therapy only. Further, there are 
28 more centres (two using carbon ions, 25 using protons, and one combined) under 
construction which are expected to start patient treatments before the end of 2016, 
indicating a continued interest in hadron therapy (PTCOG 2015b).  
Two types of accelerators are currently widely used for hadron therapy: cyclotrons and 
synchrotrons. Cyclotrons have a smaller footprint and allow for continuous beam 
extraction, but output particles of a single energy only. Synchrotrons on the other hand can 
produce a wide range of beam energies, but particle extraction is restricted to spills at fixed 
time intervals, and they generally have a larger footprint. The majority of centres dedicated 
to proton therapy use cyclotrons (PTCOG 2015a). In order to control the BP depth, the 
initial range of the cyclotron beam is reduced through inserting a degrader of adjustable 
thickness or a variable number of range shifter plates into the beam upstream of the patient. 
In this way, the energy selection can be made very fast, with switching times down to about 
80 ms (Zenklusen et al 2010). Conversely, all carbon ion treatment facilities in use and 
under construction employ synchrotrons, since cyclotrons for heavier ions have thus far 
been too massive and costly for clinical use (Flanz 2013, PTCOG 2015a). For 
synchrotrons, the energy selection time is limited by the synchrotron operation cycle and is 
of the order of seconds (Bert and Durante 2011). Although an exhaustive overview of 
accelerator types is beyond the scope of this dissertation, it should be mentioned that 
several new or improved technologies for accelerating charged particles for radio therapy 
applications have recently been introduced or investigated. These include superconducting 
synchrocyclotrons, high-gradient linear accelerators, and laser-driven plasma accelerators 
(Flanz 2015). 
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1.4.3 Differences between protons and heavier ions 
Although the BP is present in all ion beams, other properties that might affect the suitability 
for use in RT vary between ion species. These properties stem mainly from differences in 
particle charge, mass, and charge-to-mass ratio, which for fully stripped ions of naturally 
occurring isotopes are all linked. Moving to heavier ions has two main advantages. First, 
according to Equation (1.1) the stopping power, and thereby the LET, scales with the square 
of the charge of the beam particle. As mentioned above, higher LET leads to higher RBE 
and decreases the impact of radioresistance. In addition, the LET is higher close to the end 
of the particle range, which leads to a higher RBE in the SOBP – which coincides with the 
tumour – compared to the plateau region – where the beam traverses healthy tissue (Schardt 
et al 2010). This advantage has to be taken into account when calculating the dose from 
heavier ions, generally by translating the combination of physical dose and RBE into an 
equivalent photon dose, referred to as the biologically equivalent dose (BED). The same 
effect, although less pronounced, is also seen for protons, with higher RBE values just past 
the BP (Gerweck and Kozin 1999). However, although the possibility to account for this in 
the dose calculation is an area of active research, any potential benefits are currently not 
exploited clinically, where a fixed RBE of 1.1 is generally adopted for all proton energies 
(Wedenberg et al 2013, Chaudhary et al 2014). Second, the larger mass of heavier ions 
causes the beam particles to be less deflected by multiple scattering events along their path, 
which results in less widening of the lateral penumbra of the beam. Due to the lower 
variance in the energy loss, the range straggling is also reduced, leading to the sharper BP 
seen in Figure 1.2. Together, these effects lead to sharper dose fall-offs and a more 
pronounced difference between the BP and the plateau region compared to protons, most 
notably for narrow beams and at deeper depths, as illustrated by Figure 1.4. 
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Figure 1.4. Central dose distributions for circular beams of protons and carbon ions in water 
obtained from Monte Carlo simulations. In each panel, the upper dose distribution corresponds to 
protons and the lower dose distribution to carbon ions. The beam shape at the surface is given by a 
Gaussian function with a standard deviation of 5 mm, and, to illustrate the inherent properties of the 
particles, all beams have zero initial divergence. The BP depths are 70 mm (top left), 130 mm (top 
right), and 220 mm (bottom), respectively corresponding to beam energies of 95, 135, and 183 MeV 
for the proton beams, and 177, 254, and 349 MeV per nucleon for the carbon ion beams. The central 
axis dose at the entry point is identical for each pair of proton and carbon ion beams, and the dose 
distributions are normalised to the highest dose present in each panel. 
However, using heavier ions also has certain drawbacks. First, the beam energy required to 
obtain particles of a given range increases with ion mass. For example, a BP depth of 
145 mm in water requires a carbon ion beam energy of 3,240 MeV, or 270 MeV per 
nucleon, compared to 148 MeV for protons (Krämer and Durante 2010). Higher beam 
energy leads to larger and more complex accelerators and a need for stronger and heavier 
magnets for shaping and bending the beam, which in turn make the treatment facilities 
more expensive. Second, nuclear interactions become more frequent for heavier ions, and 
have a more complex effect on the beam quality. Due to the conservation of momentum, 
secondary protons produced through nuclear interactions in a proton beam have at most the 
same range as the parent particle – and heavier nuclei a much shorter one – resulting 
mainly in a widening of the beam known as the halo (Paganetti 2002). Heavier primary 
particles, on the other hand, produce a wider range of secondary particles, most of which 
have lower mass than the parent and which therefore may have a longer range. The result of 
this is the characteristic low-dose tail following the BP, seen in Figure 1.2 and Figure 1.4 
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(Matsufuji et al 2005). Nuclear interactions can further lead to a non-negligible loss of 
primary particles; for neon and carbon beams with 160 mm range in water, 62% and 48% 
of ions, respectively, are lost before reaching the BP (Schardt et al 2010). The same number 
for protons with a slightly longer range of 170 mm is about 20%, with the majority of the 
secondary particles produced being additional protons (Paganetti 2002). Finally, due to 
suspicions that secondary, high-RBE neutrons may be a cause of late effects and secondary 
cancers, concerns have been raised regarding contamination from neutrons produced in the 
fragmentation process of heavier ions. However, both simulations and dosimetric 
measurements in recent years indicate that the dose from neutrons produced inside the body 
is very small (Schardt et al 2010). Nevertheless, the same might not be the case for 
neutrons produced in range shifters and collimators, which hence should be placed 
upstream of any deflection units used to clean the beam of unwanted particles. 
1.4.4 Treatment modes 
There are two common modes for delivering hadron therapy: passive scattering and pencil 
beam scanning (PBS). Although in-depth descriptions, including different variations of 
each mode, were considered beyond the scope of this dissertation, brief explanations of the 
two are given below. More exhaustive treatments of different delivery modes have been 
given, for example, by Gottschalk (2008) and Pedroni (2008). Common to passive 
scattering and PBS is that a treatment usually consists of irradiating the patient from a small 
number of fixed angles, with the part of the treatment delivered using a specific beam angle 
often referred to simply as a field or beam direction. The dose distributions delivered from 
the different beam directions are chosen so that the total dose over the target volume is 
uniform, sometimes with the addition of a ‘boost’ to a sub-volume in order to increase the 
cell kill in volumes with expected higher radioresistance.  
 
Figure 1.5. Schematic illustration of PBS and energy layers. 
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In a passive scattering system, a wide field of homogeneous intensity is generated by letting 
the narrow beam from the accelerator pass through one or, more commonly, a pair of 
appropriately shaped scatterers. A SOBP is most often generated by inserting an absorber of 
time-variable thickness, called a range modulator and usually realised by means of a 
spinning disk of varying thickness, into the beam. Conformity to the tumour is achieved by 
introducing an aperture and a range compensator, both of which are specific to the patient 
and treatment field, close to the patient surface. The aperture shapes the lateral extent of the 
beam to conform to the target by blocking unwanted radiation, whereas the range 
compensator, through its topology, shifts the beam range so that the distal edge of the 
SOBP coincides with that of the target. Passive scattering does not require a variable-
energy beam, but suffers from the inability to conform the dose distribution to the proximal 
edge of the tumour. Another practical drawback with passive scattering is the large number 
of patient-specific parts required for each treatment. Further, if the beam modulating 
elements are placed close to the patient, as is the case in many older scattering systems, 
these give rise to a non-negligible neutron dose. Modern systems therefore place these 
further upstream, and rely on deflecting units to clean the beam (Schardt et al 2010). 
In a PBS system, a dose distribution is built up by covering the target with the BPs from a 
large number of narrow pencil beams (PBs), sometimes referred to as spots. The 
longitudinal position of the BPs is controlled by adjusting the beam energy, and the lateral 
position is controlled by deflecting the PB with magnetic dipoles upstream of the patient, 
by moving the patient support, or by a combination of the two. A schematic illustration of a 
PBS system employing scanning magnets in both lateral directions is shown in Figure 1.5. 
Since the position and intensity of each individual PB can be controlled independently, PBS 
can produce almost any 3D dose distribution. Generally, for each beam direction, PBs of 
the same energy are grouped together in what is referred to as energy layers, which during 
treatment are delivered one by one. To simplify treatment planning and optimisation, each 
energy layer is further divided into a regular 2D grid of possible PB positions, the spacing 
of which is chosen so that there is a sufficient overlap between adjacent PBs to create 
smooth dose distributions. The main disadvantage of PBS is its sensitivity to motion, as 
discussed in the treatment of motion and anatomical changes below. 
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1.5 Dose calculation 
1.5.1 Overview 
The aim of RT dose calculation is to predict the dose distribution inside the patient given a 
set of treatment parameters, and it plays an integral part when planning and delivering a 
treatment. Dose calculation is the basis of the plan optimisation, and as such its accuracy 
sets an upper limit on the overall quality of the plan. The calculation accuracy further 
determines how well the final plan represents reality, and thus might affect clinical 
decisions regarding treatment margins or beam directions. To be of practical use, however, 
the time required to calculate the dose distribution must also be short enough for the 
intended clinical application. 
The majority of dose calculation algorithms used in hadron therapy belong to one of three 
families: Monte Carlo (MC) simulation, PB algorithms, and ray casting algorithms. MC 
simulation is a statistical method, where the result is an aggregate of a large number of 
randomly generated events, whereas the other two are deterministic algorithms, for which a 
given set of input parameters will always produce an identical output. All three families 
rely on the availability of a CT image of the patient, where each volume element, or voxel, 
has an associated radiodensity, 휌HU, expressed in Hounsfield units (HU). CT scanners are 
calibrated so that the radiodensity in HUs is related to the linear attenuation for the given 
energy spectrum in the considered voxel, 휇(푥, 푦, 푧), in water, 휇water, and in air, 휇air, 
according to 
 휌HU(푥, 푦, 푧) = 휇(푥, 푦, 푧) − 휇water휇water − 휇air × 1000.
 
(1.2)
From the radiodensity, other necessary voxel quantities, such as proton stopping power, 
mass density, electron number density, and element composition can be estimated from 
calibration curves. These curves are specific to each CT scanner – due to differences in 
photon energy, energy spectrum, detector, and scan diameter, for example – as well as to 
the part of the body scanned (Schneider et al 1996). 
It is clear that the quality and resolution of the CT image and the calibration of the CT 
scanner affect the accuracy of the dose calculation regardless of the dose calculation 
1.5   Dose calculation  17 
 
method used. Using the numbers compiled in the extensive review by Paganetti (2012), a 
range uncertainty equal to 2.4% of the proton range (at 1.5 standard deviations) is expected 
for a site of typical density variations from sources related to the imaging and conversions 
alone. It should be noted that the estimate does not include the effects of potential imaging 
artefacts, or of regions of low-density tissue, such as lung, where the range uncertainty due 
to the imaging might be twice as large (Paganetti 2012). In addition, the same author 
estimates that there is a range-independent range uncertainty of ±1.2 mm (also at 1.5 
standard deviations) due to uncertainties in the commissioning, beam reproducibility, and 
patient setup. 
1.5.2 Monte Carlo simulation 
In a MC simulation, the dose distribution generated by a beam of particles is obtained by 
simulating the contributions from individual beam particles. The simulation starts by 
randomly selecting a particle from a vast number of possible combinations given by the 
beam phase space, which holds information about particle composition, beam shape, 
divergence, and energy distribution. The simulated particle is then traced through the 
medium and, in accordance with the interaction cross sections of its real counterpart, it 
stochastically undergoes physical interactions with the surrounding matter. The interactions 
may involve changing the energy or direction of the particle, or the production of secondary 
particles. For each interaction, the energy dissipated in the medium is recorded, and the 
resulting particles, if any, continue to be traced in the same manner. The whole process is 
then repeated for a large number of primary particles, resulting in a statistical dose 
distribution whose precision is determined by the number of particles simulated. 
MC simulations provide the gold standard for dose calculation, both for conventional RT 
and hadron therapy. The reason for this lies in the nature of the method: as long as the 
information about the phase space, the elemental composition of the surrounding medium, 
and the cross sections for all possible interactions between the two is complete, the 
simulation will converge to the true dose distribution. The main weakness of MC 
simulations is the time it takes to carry them out, which often limits their use in clinical 
settings (Schwarz 2011). The number of particles that need to be simulated, and thus the 
simulation time, depends on the level of statistical significance required, the size and 
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resolution of the dose grid, and the type and number of interactions the particles may 
undergo. As a rough guide, ten million primary particles have been used to simulate a 
single energy layer of a PBS treatment, whereas complete treatment plans may require from 
tens of millions up to several hundred million particles (Jia et al 2012b, Giantsoudi et al 
2015, Tseung et al 2015). It is important to point out that due to the central limit theorem, 
the average error in the result is inversely proportional to the square root of the number of 
particles simulated; quadrupling the number of particles thus only serves to halve the 
statistical uncertainty. In order either to reduce the necessary number of simulated particles 
or to speed up the simulation of each primary particle, a number of techniques have been 
developed. One important group of statistical methods is referred to as variance reduction, 
and includes techniques such as importance sampling, geometrical biasing, and particle 
splitting. Common to all these is the fact that they are employed to selectively increase the 
gain of interactions that contribute towards lowering the statistical uncertainty, and thus 
improve the precision of the simulation more quickly. Other, nonstatistical, techniques 
include assuming local energy deposition or large transport cut-offs for certain particles; 
simulating only a subset of all possible interactions; or using precalculated particle tracks 
by rescaling them according to the considered geometry and medium. 
The main factor preventing MC simulations from producing results in perfect agreement 
with reality is the incomplete information available. In addition to the uncertainties 
mentioned in the previous subsection – related to the imaging and the need to estimate the 
material composition and ionisation potential from the local radiodensity – there are 
uncertainties related to the physics model. For relatively low energy photons and electrons, 
the potential interactions are few and their cross sections well-documented. The heavier and 
more energetic the particles become, though, the more numerous and complex the possible 
interactions (Schardt et al 2010). This means that the individual interaction probabilities 
might not always be well-described by theory and are harder to measure, and therefore have 
larger associated uncertainties. For therapeutic protons, these uncertainties remain 
relatively small, however, and the range-dependent range uncertainty is dominated by the 
contributions from uncertainties in imaging and conversions. The result is the same 
estimated total range uncertainty of 2.4% + 1.2 mm (at 1.5 standard deviations, outside the 
lungs and in the absence of imaging artefacts) as mentioned in the previous subsection 
(Paganetti 2012). 
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1.5.3 Pencil beam algorithms 
The first PB algorithms, initially intended for use in electron therapy, were developed more 
than three decades ago (Brahme et al 1981, Hogstrom et al 1981). These were followed 
about ten years later by the first PB algorithm for proton therapy (Petti 1992). Since then, 
several versions of the algorithm have been presented, and together they constitute the most 
widely used method for clinical proton therapy dose calculation at present (Russell et al 
1995, Hong et al 1996, Carlsson et al 1997, Deasy 1998, Schaffner et al 1999, Russell et al 
2000, Szymanowski et al 2001, Szymanowski and Oelfke 2002, Ciangaru et al 2005, 
Soukup et al 2005, Kanematsu et al 2006, Kimstrand et al 2007, Egashira et al 2012). PB 
algorithms were first intended for passively scattered beams and are so named because they 
divide each treatment field into a large number of straight elemental beams, the dose from 
each of which is calculated independently. However, these are not to be confused with the 
physical PBs used for PBS, and will henceforth be denoted computational pencil beams 
(CPBs). When calculating the dose for a PBS treatment, each physical PB can be modelled 
by a single CPB or be divided into several CPBs, with the latter referred to as spot 
decomposition or sub-PB splitting (Schaffner et al 1999, Soukup et al 2005). 
According to the PB algorithm, assuming a beam’s eye view (BEV) coordinate system with 
the beam direction parallel to the 푧-axis, the dose 퐷푖  to a point (푥, 푦, 푧) from CPB 푖 of 
initial energy 퐸푖 positioned at (푥푖, 푦푖), is given by 
 퐷푖(푥, 푦, 푧) = 푊푖 × 퐼IDD(퐸푖, 푧WE,푖(푧)) × 퐾(푥 − 푥푖, 푦 − 푦푖, 휎푖).
 
(1.3)
As seen from Equation (1.3), the dose contribution can be regarded as the product of three 
independent components: the number of particles, or weight, 푊푖; the integral dose, 퐼IDD; 
and the kernel, 퐾 . The weight of a CPB is given by its share of the total fluence and is 
generally assigned when subdividing a field or physical PB into CPBs. Unless nuclear 
interactions are explicitly accounted for by reducing the fluence with particle depth, the 
weight remains constant throughout the calculation. 
The longitudinal beam model of the PB algorithm is contained in the integral depth-dose 
(IDD) curve, from which the integral dose at each depth is obtained. The IDD generally 
consists of a one-dimensional (1D) lookup table (LUT) of the laterally integrated per-
particle dose, such as the ones shown in Figure 1.2, for a beam of the considered initial 
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energy and momentum spread stopping in water. It can be obtained from a MC simulation, 
through dosimetric measurements in a water tank, from theoretical calculations, or by 
fitting an analytical function to any of the previous (Schwarz 2011). The integral dose from 
a CPB to be distributed at a depth 푧 is determined by sampling the IDD according to the 
water-equivalent path length (WEPL), 푧WE. The WEPL at a given point along a CPB 
corresponds to the distance that a beam would have to travel in water to lose the same 
amount of energy. It is defined as an integral along the CPB from the entry depth (normally 
the patient surface), 푧0, to the point 푧, given by 
 푧WE,푖(푥푖, 푦푖, 푧) = ∫ 푆rel(푥푖, 푦푖, 푧′)d푧′푧푧0 , 
 
(1.4)
where 푆rel is the ratio between the local linear stopping power of the medium and that of 
water. As with the mass density and local material composition in MC simulations, the 
stopping power ratio has to be estimated from the radiodensity of the CT voxels. Sampling 
the IDD with the WEPL according to Equation (1.3) leads to an effective rescaling of the 
longitudinal dose distribution according to the stopping power distribution along the CPB. 
The kernel, 퐾 , in Equation (1.3) is a 2D function containing the lateral beam model, which 
is responsible for giving the CPBs a width perpendicular to their central axes. The widths 
are specified through the argument 휎푖 of the kernel, and vary with depth to account for the 
initial beam divergence and the scattering along the beam path. The kernel can be either 
measurement- or model-based. In the former case, the kernel at a given WEPL is obtained 
directly from measurements – either physical or from a MC simulation – by looking at the 
shape of a beam stopping in water at the corresponding depth. In the latter case, the kernel 
is instead given by an analytical function, whose width at each depth is calculated based on 
the scattering power of the materials previously encountered along the CPB path. Although 
measurement-based kernels can exactly replicate any beam shape in water, analytical 
kernels explicitly accounting for scattering along the CPB produce more accurate results in 
the presence of heterogeneities, and are generally preferred (Szymanowski and Oelfke 
2002). 
Because of the near-Gaussian beam shape expected from multiple small-angle scattering, 
nearly all analytical kernels include a 2D Gaussian function, given by 
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 퐺(푥, 푦, 휎) = 12휋휎2 exp ( 
−(푥2 + 푦2)
2휎2 ) ,
 
(1.5)
where the standard deviation, 휎, determines the width of the function. In the simplest case, 
the kernel consists of a single Gaussian function, and the shape of the CPBs is entirely 
determined by a single parameter, 휎CPB. Due to the nature of the Gaussian function, the 
individual contributions from multiple scattering, 휎MS, beam divergence, 휎div, and initial 
CPB width, 휎in, can be included in 휎CPB by adding them in quadrature according to 
 휎CPB(퐸, 푧) = √휎MS2 (퐸, 푧) + 휎div2 (퐸, 푧 − 푧0) + 휎in2 (퐸, 푧0). 
 
(1.6)
In more sophisticated beam models one or more functions, often but not always Gaussian, 
are usually added to the kernel in order to account for the wider, low-dose halo produced by 
nuclear interactions and large-angle scattering events. 
The total dose to a point (푥, 푦, 푧) is obtained by summing the contributions from CPBs of all 
positions and energies. This means that, notionally, Equation (1.3) has to be evaluated a 
number of times equal to the number of CPBs multiplied by the number points on the dose 
calculation grid, which would clearly become very time-consuming as either of these 
grows. Since the dose contribution to a point quickly diminishes with the lateral distance 
from the contributing CPB, it is therefore common to introduce a cut-off, beyond which the 
dose is considered small enough to be neglected. In the case of a Gaussian kernel, the cut-
off is commonly chosen as a multiple of the standard deviation 휎. It should be pointed out 
that since the widths of individual CPBs are dependent on their paths, and thus not 
necessarily equal for neighbouring CPBs at the same depth, the widening of the CPBs at a 
given depth does not correspond to a true convolution with a fixed kernel. The operation of 
superimposing the dose contributions from different CPBs with kernels of varying widths 
can instead be described as a variable kernel convolution or a convolution with a spatially 
varying kernel. This operation, which will be referred to as kernel superposition (KS) in the 
rest of this text, is by far the most computationally expensive step of the PB algorithm. 
In the absence of local lateral heterogeneities, Paganetti (2012) estimated the range 
uncertainties when using the PB algorithm for treatment sites with typical density 
variations to be 2.7% + 1.2 mm (at 1.5 standard deviations). The range-dependent 
component was once again dominated by the uncertainties introduced in the acquisition and 
conversion of the CT image, and therefore only 0.3 percentage points larger than for MC 
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simulations. However, the main drawback of the PB algorithm is the reduced accuracy of 
the calculation in the presence of density interfaces parallel to the beam direction. Due to 
multiple scattering, the particles close to such a heterogeneity have a non-negligible 
probability of visiting both materials, leading to a local particle disequilibrium, a widening 
of the range spectrum, and a dilution of the BP (Goitein 1978, Schneider et al 1998). It is 
easy to see that this effect cannot be accounted for if modelling physical PBs with single, 
straight CPBs. Although sub-PB splitting and explicit modelling of scattering along each 
CPB reduce the resulting inaccuracies, they do not completely eliminate them (Schaffner et 
al 1999, Szymanowski and Oelfke 2002). When this effect was translated into a range 
uncertainty for typical patient cases and included in the overall estimate, Paganetti (2012) 
reported a total range uncertainty of 4.6% + 1.2 mm. The author points out that, even in the 
presence of such heterogeneities, the effect is local and would generally affect only a small 
part of the treatment volume. As mentioned in the previous subsections, the range-
dependent uncertainty is expected to increase in the lungs, and it further seems reasonable 
to assume that the volume affected by the larger range uncertainty would be larger where 
the density variations are more pronounced and common, such as the thorax. Still, these 
shortcomings in the presence of heterogeneities are well-known, and although methods to 
reduce their impact have been investigated, the PB algorithm remains the current standard 
in clinical applications (Schaffner et al 1999, Kanematsu et al 2009, Egashira et al 2012).  
1.5.4 Ray casting algorithms 
Ray casting algorithms, also referred to as broad beam algorithms or depth penetration 
algorithms, constitute the third group of dose calculation algorithms for hadron therapy 
mentioned above (Chen et al 1979, Lee et al 1993, Schaffner et al 1999, Russell et al 
2000).This family of algorithms has much in common with PB algorithms: they subdivide a 
treatment field or physical PB into rays, which are traced along straight lines through the 
CT volume and whose dose contributions are independent of each other. The main 
difference is that where the CPBs distribute dose to nearby points, the rays contribute only 
to the dose distribution at points along their path. Assuming the same BEV coordinate 
system as before, with the beam parallel to the 푧-axis, the dose 퐷 to a point (푥, 푦, 푧) 
according to a ray casting algorithm is given by 
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 퐷(푥, 푦, 푧) = 푊 × 퐼IDD(퐸, 푧WE(푧)) × 퐾(푥 − 푥0, 푦 − 푦0, 휎).
 
(1.7)
Equation (1.7) closely resembles Equation (1.3), with the main differences hidden in how 
the arguments are defined. In the case of a ray casting algorithm, 푧WE is the WEPL along 
the ray intercepting the actual calculation point, given by 
 푧WE(푥, 푦, 푧) = ∫ 푆rel(푥, 푦, 푧′)d푧′,푧푧0  
 
(1.8)
rather than that of the contributing CPB as is the case for PB algorithms. In the same 
manner, the width of the beam, 휎, is also dependent only on the material composition along 
the ray itself. In the case of a PBS treatment, (푥0, 푦0) in Equation (1.7) refers to the centre 
of the physical PB, whose full extent is modelled by the kernel 퐾 . Therefore, 휎 contains the 
contribution from the initial beam shape, along with those from beam divergence and 
multiple scattering, similar to the case of a PB algorithm where no sub-PB splitting is 
employed. 
Since the dose to a given point as calculated by a ray casting algorithm depends only on the 
ray going through that point, it becomes much less computationally expensive than a PB 
algorithm employing sub-PB splitting: for each step along a CPB, Equation (1.3) has to be 
evaluated once for each calculation point within the cut-off, whereas for each step along a 
ray, Equation (1.7) only has to be evaluated once. As a consequence, ray casting algorithms 
are in general much faster but less accurate than PB algorithms applying sub-PB splitting. 
This is especially true when introducing heterogeneities with interfaces extending along the 
beam path, except for in cases where these are found close to the BP (Schaffner et al 1999, 
Russell et al 2000). For this reason, ray casting algorithms have largely been replaced by 
PB algorithms applying sub-PB splitting in clinical applications. Still, however, ray casting 
algorithms may provide more accurate results than PB algorithms not employing sub-PB 
splitting – which are of a similar level of computational complexity – when comparing the 
dose from individual physical PBs (Schaffner et al 1999). Therefore, ray casting algorithms 
have been employed where short calculation times are necessary, for example in plan 
optimisation, and variants of this algorithm still remain in use for certain applications 
(Schaffner et al 1999, Russell et al 2000, Pedroni et al 2005). 
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1.6 Motion and motion management 
1.6.1 Motion and anatomical changes 
Thus far, the discussion of RT has been as a static procedure, where the treatment is 
planned according to images acquired prior to the first irradiation and delivered over a 
number of identical fractions. However, the concept of a motionless patient with 
unchanging anatomy placed in the exact same position for each fraction is clearly a flawed 
one; there is an abundance of reasons why the patient anatomy might move or change, both 
interfractionally – between fractions throughout the course of the treatment – and 
intrafractionally – during the dose delivery. Common reasons for interfractional changes 
include uncertainties in patient set-up and repositioning between fractions of up to 5 mm, 
random shifts in the anatomy between fractions of up to 10 mm, tumour shrinkage, and 
treatment-induced weight loss (Jaffray 2012). Intrafractional motion, on the other hand, 
might originate from respiration, cardiac activity, peristalsis of the gastrointestinal tract, and 
involuntary twitches and voluntary movements by skeletal muscles (Keall et al 2006, 
Jaffray 2012). 
 
Figure 1.6. Accumulation of liquid in the sinuses visible in patient images from different treatment 
days. In the right-hand image, the postnasal space, indicated by the red arrow, is filled with mucous, 
whereas in the left-hand image no filling is seen. The images were obtained through T1-weighted 
magnetic resonance imaging using a gadolinium contrast agent. 
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Whereas the large number of beam directions and smooth depth-dose curve of conventional 
RT combine to mitigate the effects of motion and anatomical changes, the opposite is true 
for hadron therapy: few beam directions, the sharp longitudinal fall-off of the BP, and the 
dependency of the BP position on the tissue composition along the beam path all lead to an 
increased sensitivity to inter- and intrafractional variations (DeLaney 2008, Paganetti 
2012). Thus, interfractional variations in the level of bladder or rectal filling, or the 
accumulation of mucus in the sinuses, as illustrated in Figure 1.6, might significantly shift 
the dose distribution in a hadron therapy treatment. In addition, intrafractional motion 
makes treatment difficult in areas with significantly varying tissue density, e.g. between the 
lung, soft tissue, and ribs in the thorax (Widesott et al 2008). PBS is particularly sensitive 
to intrafractional motion since the majority of the dose to a given point in the target comes 
from a few PBs delivered during a short space of time. Motion might therefore result in 
underdosage, or cold spots, in the target and overdosage, or hot spots, in both the healthy 
tissue and the target. In addition, if the patient motion is regular, interference between the 
scanning and motion frequencies, commonly referred to as interplay, might give rise to 
periodic patterns of hot and cold spots (Phillips et al 1992, Bert and Durante 2011). 
Partly due to the sensitivity to motion, the indications routinely treated with hadron therapy 
are at most centres limited to relatively stationary tumours, such as those of the skull base, 
the prostate, and (in children) the central nervous system (Loeffler and Durante 2013). 
There exists, however, an interest in taking advantage of the potential benefits of hadron 
therapy in a range of high-incidence indications where motion is present. This is shown by 
the many clinical trials investigating treatment of, for example, lung, gastrointestinal 
(including liver and pancreas), and breast cancer (Loeffler and Durante 2013). It is clear 
that in order to ensure good treatment outcomes and to take advantage of the better dose 
conformity offered by hadron therapy in such treatments, there is a need to handle patient 
motion (Schwarz 2011). The most commonly studied source of involuntary motion during 
treatment delivery is the patient’s breathing, which affects not only the lungs but, to some 
extent, all tumour sites in the thorax, abdomen, and even the pelvis (Keall et al 2006). Since 
an exhaustive treatment of sources of intrafractional motion and mitigation techniques is 
beyond the scope of this dissertation, breathing motion will be used to illustrate the 
following sections. 
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1.6.2 Motion mitigation and limitation 
The traditional way of limiting the effects of uncertainties, including motion, during RT 
treatment delivery is by using treatment margins. For conventional RT, margins are 
calculated by combining errors from different sources according to a given margin recipe. 
The total error can be divided into a systematic component – resulting from the delineation 
and imaging – and a random component – due to daily setup and organ motion – both of 
which can be can be estimated from daily measurements of the total errors for several 
patients with the same indication (van Herk 2004). Since the effects of these components 
on the dose distribution are different, the margin recipe should differentiate between them, 
for example by treating the total error as a linear combination of the two (van Herk 2004). 
The resulting margins are generally extended uniformly around the clinical target volume 
delineated by the clinician (although non-uniform margins are recommended in certain 
situations), in order to form the planning target volume (PTV). If motion is involved, its 
effect can be included in the PTV by extending the PTV from the internal target volume, 
which is the union of all positions of the clinical target volume over a motion cycle. 
Due to the sharp gradients in the longitudinal direction and the sensitivity to changes in the 
material composition along the beam path, the idea of treatment margins becomes more 
complicated for charged particles. Therefore, the concept of a uniform PTV margin can 
only be applied in the lateral direction (Schuemann et al 2014). Longitudinally, a range 
margin, consisting of a sum of a fixed and a range-dependent component, must instead be 
used in order to properly account for uncertainties in the patient setup, CT image, and dose 
calculation (Paganetti 2012). This means that even for a stationary target, each beam 
direction requires its own margins, which should ideally also be site-specific (Schuemann 
et al 2014). The presence of motion further complicates the picture, since the margins 
would have to incorporate any resulting changes in the longitudinal position of the target 
and in the tissue composition along the beam path, in addition to the lateral motion (Rietzel 
and Bert 2010). Since margins reduce underdosage of the target at the expense of additional 
dose to heathy tissue, the need for larger margins is particularly troublesome for a treatment 
modality aimed at improving dose conformity. Further, due to the interplay effect, margins 
alone cannot guarantee homogenous target coverage when employing PBS (Bert and 
Durante 2011). As a result, although the use of treatment margins are likely unavoidable, it 
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is highly desirable to reduce their extent by combining them with other motion 
management techniques. 
Although hadron therapy of moving targets is still the exception rather than clinical routine 
at most treatment centres, several systems for dose mitigation have been developed (Van de 
Water et al 2009, Rietzel and Bert 2010). A promising technique specifically developed to 
handle motion and mitigate the interplay effect in PBS is dose repainting, also known as 
rescanning. During a rescanning fraction, each PB of the plan is delivered several times 
(with its weight reduced correspondingly) at different time points, in order for hot and cold 
spots to average out (Bert and Durante 2011). This is similar to how the effect of random 
patient shifts between fractions is assumed to even out over the course of a treatment. The 
rescanning can be achieved by repeating the same energy layer several times before moving 
on to the next, known as slice-by-slice rescanning, or by finishing all energy layers before 
starting again from the first, known as volumetric rescanning. In the former case there is a 
concern that the rescanning frequency itself might produce interplay effects through 
interference with the organ motion, unless it is deliberately uncorrelated from the motion 
(Rietzel and Bert 2010). In the latter case the number of energy changes grows with the 
rescanning factor, which requires fast energy switching in order not to prolong the 
treatment time prohibitively (Zenklusen et al 2010). Further, although rescanning smooths 
the effects of the interplay, it does not in itself reduce the amount of radiation delivered to 
nearby tissue in the case of large target movements. 
In addition to repainting, many of the techniques for handling respiratory motion developed 
for conventional RT have also been adopted or suggested for use in hadron therapy (Keall 
et al 2006, Bert and Durante 2011). Motion can be limited through abdominal compression, 
where the movement of the diaphragm is reduced though forced shallow breathing by 
compressing the abdomen using a pressure plate. Its simplicity makes this technique 
desirable, but since it does not completely suppress motion it is preferable to combine it 
with other techniques (Negoro et al 2001). Depending on the tumour site, the presence of 
the pressure plate might also limit the number of available beam directions. 
The effect of motion can also be limited using gated delivery. In the case of respiratory 
gating, the treatment is planned on a CT corresponding to a certain phase of the patient 
breathing cycle – generally end-exhale due to its higher reproducibility (Bert and Durante 
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2011). During the treatment, the position of the target is monitored, either directly or 
through motion surrogates, and the dose delivery is activated only when the target is 
deemed to be within the gating window, which corresponds to the selected breathing phase. 
Direct tumour monitoring can be achieved through tracking of implanted radiopaque 
markers using X-ray imaging, through direct tracking of implanted radio-frequency 
transponders, or using ultrasound imaging (Bert and Durante 2011). Due to the impact on 
the particle range of the high-density materials used in fiducial markers and radiofrequency 
transponders, however, these are not commonly employed in hadron therapy (Bert and 
Durante 2011). Motion surrogates include external respiration signals, such as the flow rate 
or temperature of the breathed air, and the tracking of points on the patient surface (Keall et 
al 2006). Because the width of the gating window determines the fraction of the time the 
beam delivery is active, selecting a narrower gating window prolongs the treatment time, 
which is undesirable both due to the deterioration in patient alignment and the impact on 
patient throughput (Keall et al 2006, Hoogeman et al 2008). Therefore, some residual 
motion is generally expected within the gating window. 
Breath-hold, finally, is a technique similar to gated delivery, where the patient temporarily 
holds his or her breath at the desired respiratory phase. Breath-hold has less impact on 
treatment times compared to gated delivery, but relies on the patient being able to 
reproduce the same respiratory state at each fraction. This might be a particular problem in 
for example lung cancer, where more than half of patients are expected to be unable to 
perform a breath hold that is reproducible enough to be applicable in treatment (Keall et al 
2006). 
1.6.3 Adaptive radiotherapy and motion compensation 
As illustrated in the previous subsection, motion limitation techniques often cannot 
completely eliminate motion, whereas mitigation techniques affect the quality of the dose 
distribution or the treatment time. As an alternative, or complement, to these techniques, the 
ability to directly compensate for anatomical changes and motion by adapting the treatment 
delivery would therefore be highly desirable. The term adaptive RT, referring to a process 
where the treatment plan is modified according to variations over the course of delivery, 
was coined by Yan et al (1997). Adaptive RT includes a wide range of techniques, from 
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selecting a ‘plan of the day’ from a number of precalculated plans, through daily 
reoptimisation, to online motion detection and compensation during dose delivery. Using 
the most appropriate plan – as determined using auxiliary reimaging prior to the delivery of 
each fraction – from a collection of precalculated ones has become a popular technique for 
handling certain interfractional changes in conventional RT (Burridge et al 2006). However, 
due to the sensitivity to changes in the tissue composition along the beam path, this 
approach is not suitable for hadron therapy, unless the true dose distribution of each plan 
can be recalculated according to the daily imaging. In order to be practically applicable, the 
time required to finish such calculations would have to be short compared to the total time 
the patient spends in the treatment position. Further, since patient positioning is often done 
in the treatment room, the recalculation time should be short enough not to affect patient 
throughput.  
More advanced adaptive RT techniques would be required in order to handle intrafractional 
motion. An ideal system would continuously monitor both the patient anatomy and the 
delivered dose, and reoptimise the treatment as it is being delivered in order to compensate 
for target motion. Although such a system has yet to be implemented clinically, progress 
has been made in recent years on the development of beam tracking, initially proposed for 
conventional RT (Schweikard et al 2000, Keall et al 2001). Beam tracking assumes 
reproducible motion and involves the use of a time-resolved CT image – commonly 
referred to as a four-dimensional (4D) CT image – consisting of a set of standard 3D CT 
images taken at different motion phases (Riboldi et al 2012). A reference treatment plan is 
optimised on one of the phases, and, using nonrigid image registration, the BP position for 
each PB is propagated to the other phases. For each PB, the necessary shifts to recover the 
original BP position, both lateral and in energy and particle number, are then calculated for 
every motion phase (Bert et al 2007). Assuming that the correct motion phase can be 
determined during treatment, the necessary shifts can then be applied in real time to ensure 
that the BP of the current PB is delivered to the correct position. Due to the dose delivered 
in the plateau region, beam tracking alone is sufficient to recover the dose distribution only 
for pure translational motion (Bert et al 2007). Therefore, a technique called real-time dose 
compensation, which starts by delivering the deepest BPs and adapts the weights of 
subsequent PBs according the dose already delivered, has been developed (Lüchtenborg et 
al 2011). The main drawbacks of beam tracking are expected to be sensitivity to 
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interfractional changes in patient anatomy (if not properly accounted for), setup errors, and 
phase shifts between the tracking and motion (Van de Water et al 2009, Eley et al 2015). 
Further, the nondeterministic nature of the delivery might lead to undesirable effects such 
as hot and cold spots in the entry channel, even when applying dose compensation. To 
address this issue, a technique called multigating has been proposed, which uses the same 
types of shifts as beam tracking but allows each PB to be delivered only in a predetermined 
motion phase (Graeff et al 2014). 
1.7 Motivation for fast dose calculation 
1.7.1 Application in dose monitoring 
Two scenarios in which fast dose calculation could play an important role in motion 
management for hadron therapy have been identified. The first would be to provide the 
basis for selecting an appropriate plan of the day to handle interfractional motion, as 
discussed in the previous section. In order for the calculation time to be short in comparison 
with the treatment time, this would require being able to evaluate several plans in a few 
minutes, or preferably tens of seconds. Calculation times of this order have already been 
reported in the literature for both analytical and MC-based dose calculation on GPU (Jia et 
al 2012a). The focus of this subsection will therefore be on the second scenario, namely 
online monitoring of the effects of intrafractional motion on the delivered dose 
distributions. 
An online dose monitoring application would in many ways be similar to the 4D dose 
reconstruction technique by Richter et al (2014), where the dose from each PB of a 
delivered plan is retrospectively recalculated in the appropriate phase of a 4D CT image. 
This technique was applied to treatments delivered using abdominal compression and 
gating, to analyse how residual motion affects the final dose distribution. In contrast to the 
study mentioned, however, the dose monitoring suggested here would rely on calculating 
the dose online. By mapping the dose delivered in each motion phase back to the reference 
phase according to the precalculated deformation field between the phases, the progressive 
emergence of a motion-corrected dose distribution could then be monitored during 
treatment delivery. This could be compared to the expected dose distribution at the same 
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stage of the delivery in order to detect unacceptable motion artefacts. If detected, such 
artefacts could in turn be handled by, for example, aborting the current treatment fraction, 
delaying the delivery of the next set of PBs, or actively compensating for the errors 
introduced. It should be noted that – provided a 4D CT image of the relevant motion can be 
acquired – the effectiveness of techniques limiting or mitigating motion could be evaluated 
in real time using this method, which is expected to be particularly valuable for the 
monitoring of interplay effects. Since the typical PB delivery time of a few milliseconds is 
short in comparison with a motion phase of a hundred milliseconds or more, the dose 
calculation for such a system would not have to be carried out for each PB individually. 
Instead, the dose from all PBs of the same energy delivered in a single motion phase could 
be calculated simultaneously. Therefore, in order to avoid affecting the treatment delivery 
time, the dose calculation time for such a system would have to be short compared to both 
the duration of a motion phase and the time between energy layers. This would require 
about two orders of magnitude faster dose calculation compared to a plan-of-the-day 
calculation. Further, if prospective evaluation of the dose about to be delivered in the 
current motion phase is desired, even shorter calculation times would be necessary. 
Under idealised conditions, online monitoring can already be achieved using the techniques 
developed for beam tracking: by precalculating the effect of every PB of the plan in each 
motion phase, the relevant contributions need only to be accumulated during treatment. 
However, as described by Van de Water et al (2009), such calculations are very sensitive to 
interfractional changes in patient anatomy and alignment compared to the original 
calculation. Therefore, if the use of daily imaging to realign the 4D CT image results in 
residual shifts in relation to the treatment delivery system, the dose from each PB would 
have to be recalculated in every motion phase before each fraction. Assuming ten motion 
phases and taking into account the fact that calculating the contribution from each PB 
individually is often considerably slower than calculations of entire energy layers, this 
would still require faster dose calculation than a plan-of-the-day calculation. In addition, 
the amount of precalculated data is expected to be in the range of tens to hundreds of 
gibibytes (GiB; 2
30
 bytes). Preferably, all of this should fit in the random-access memory 
during the online accumulation, which would be demanding even with modern hardware. 
Finally, if the long-term goal is to base the calculation on real-time imaging or on a 
mathematical or biomechanical motion model, rather than a 4D CT image, true online 
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calculation would be necessary (Low et al 2005, McClelland et al 2006, Al-Mayah et al 
2011, Li et al 2013). 
A technique conceptually similar to 4D dose reconstruction, but aimed at ensuring the 
quality of PBS treatments in the absence of motion, was suggested by Li et al (2013). They 
describe how the dose distribution can be recalculated based on the measured positions and 
weights of delivered PBs from the treatment log files, rather than the treatment plan, in 
order to analyse delivery uncertainties. These uncertainties stem from small discrepancies 
between the planned and delivered PB parameters, induced by the conversion of the 
treatment plan to machine steering instructions, beam current fluctuations, and hysteresis in 
the scanning magnets. A study by Meier et al (2015), who further developed this method for 
quality assurance, found that delivery uncertainties resulted in maximal dose errors of about 
two percent of the prescription dose in patient cases, and that these could be detected based 
on a log file calculation. Some of the delivery uncertainties are expected to be systematic, 
and therefore possible to evaluate prospectively by delivering the treatment in a water 
phantom. However, in order also to account for the random errors, the calculation is 
dependent on the log files from the actual delivery (Meier et al 2015). Instead of carrying 
out the log file calculation after finishing the delivery, fast dose calculation would make it 
possible to monitor the delivery uncertainties online. Such a system would be very similar 
to that for 4D dose monitoring suggested above, with the difference that the PB parameters, 
rather than the CT image, would be updated between calculations. As before, the dose 
could be calculated between energy layers or synchrotron spills, making the time 
constraints similar to those discussed above. However, due to the nature of random errors, 
there would be little to gain from precalculating the dose from individual PBs in this case. 
Given the similarities between the two types of online dose monitoring discussed in this 
subsection, these could be combined into a single system. Therefore, in the rest of this 
dissertation, it will be assumed that the monitoring of delivery uncertainties can be included 
in any (retrospective) online 4D dose monitoring system discussed. 
1.7.2 Application in plan optimisation 
Modern RT treatment plans, both for photon RT and hadron therapy delivered using PBS, 
are created through what is known as ‘inverse planning’. The planning process starts with 
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the clinician outlining the treatment target and any nearby critical structures, referred to as 
organs at risk, on the available patient images. Next, the target is assigned a prescription 
dose, the organs at risk are assigned individual dose constraints, and a number of possible 
beam angles – which, in the case of hadron therapy is generally small – are defined. This 
information, together with the specifics of the treatment delivery system and cost functions 
for violating dose constraints, is translated into an optimisation problem, generally of the 
form of a least squares expression. The task of the optimiser is then to use a suitable 
algorithm in order to find the best plan with respect to the given constraints. In case of a 
PBS plan, the parameters to be optimised are the weights of all possible PBs for which the 
BP is found within a certain distance of the target volume, which means that the optimiser 
requires knowledge of the dose contribution from each individual PB. Depending on the 
algorithm, between tens and several hundreds of iterations are normally required for the 
plan to converge (Schaffner et al 1999, Gemmel et al 2008, Li et al 2011). Therefore, and 
because the per-PB dose contributions are often comparatively slow to calculate, the actual 
dose calculation is generally carried out only once, with each PB assigned unit weight. The 
dose contributions are then kept in a sparse influence matrix, where each row corresponds 
to a position on the dose grid and each column to a physical PB, so that the dose 
distribution for an arbitrary vector of PB weights can be calculated through multiplication 
by the influence matrix (Li et al 2011). With the dose calculation carried out only once, the 
limiting factor of inverse planning becomes the optimiser, which reduces the need for fast 
dose calculation in conventional treatment optimisation. However, new optimisation 
techniques which require several different plans to be evaluated, and thus would have more 
to gain from fast dose calculation, are currently being developed or tested in a clinical 
setting (Li et al 2011). 
One example of an optimisation technique for proton therapy that has received much 
attention in the last decade is robust optimisation. The goal of robust optimisation is to find 
a plan which, rather than being optimal with respect to the exact treatment parameters 
provided, remains acceptable also in the presence of expected uncertainties, for example in 
patient position, anatomy, or BP depths. This can be achieved either by using a probabilistic 
approach – where the parameters are treated as random variables and the expectation value 
of the objective function is the quantity to be optimised – or by including the ‘worst case’ 
plan, given the considered uncertainties and their magnitudes, in the optimisation 
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(Unkelbach et al 2007). Although the former approach has the potential to be more 
accurate, as it incorporates known probability distributions and dependencies between 
uncertainties, the additional complexity makes it more difficult to apply to proton therapy 
optimisation than to conventional RT (Schwarz 2011). Therefore, the latter approach has 
been more extensively investigated, with several proposed problem formulations and 
definitions of what should be considered as the worst case (Fredriksson and Bokrantz 
2014). Common to worst case optimisation approaches is the fact that they require the dose 
distributions to be evaluated multiple times for different uncertainties or combinations of 
uncertainties. As the number of considered uncertainties grows, so does the number of dose 
calculations, making fast dose calculation desirable. A similar situation arises in the case of 
beam angle optimisation, where the beam directions are treated as parameters to be 
optimised rather than a fixed condition set by the clinician, in which case each possible 
beam direction requires its own dose calculation (Cao et al 2012). 
Another area where fast dose calculation might be of interest is multicriteria optimisation 
(MCO), also called multi-objective Pareto optimisation, which has become a topic of much 
research in RT in recent years. MCO makes use of the concept of Pareto optimality, where a 
plan is considered Pareto optimal if it cannot be improved according to one criterion 
without simultaneously worsening it according to another. The idea is that, rather than 
optimising a single plan according to a fixed set of constraints, the clinician is allowed to 
interactively select the most attractive plan from the set of Pareto optimal plans. In order to 
do so, a database of plans approximately spanning the Pareto surface, from which 
intermediate plans can be obtained through interpolation, is generally constructed (Chen et 
al 2010). Although MCO requires a large number of plans to be calculated, this does not in 
itself rely on fast dose calculation; since each plan also requires individual optimisation, the 
ratio of optimisation to dose calculation remains unchanged. However, the introduction of 
MCO into proton therapy has led to the development of faster optimisation algorithms, 
making the relative time spent calculating the dose distribution more noticeable (Chen et al 
2010). This might be especially true when wanting to combine MCO and robust 
optimisation (Chen et al 2012, Bokrantz and Fredriksson 2013). Further, although 
approximate plans can be found by interpolating into the database, the true dose 
distribution will eventually have to be explicitly calculated. If the dose calculation can be 
made fast enough, this could be done immediately as the plan is selected. Taking this a step 
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further, fast dose calculation would be necessary if introducing interactive treatment 
planning, as has been suggested for conventional RT (Otto 2014). The aim of interactive 
treatment planning is to achieve better plans and a more streamlined planning procedure by 
letting the clinician directly manipulate the dose distribution and related metrics in real 
time, rather than adjusting the parameters used in the optimisation. Finally, fast dose 
calculation is further of importance in more exotic optimisation techniques, such as in 
intensity-modulated, passively scattered proton therapy, where entire fields have to be 
recalculated in each optimisation cycle (Sánchez-Parcerisa et al 2014). 
1.8 Parallel computing 
1.8.1 Many-core systems 
The commonly quoted extrapolation of Moore’s law, which states that the computing power 
available at a fixed price will double every 18 months, no longer holds for central 
processing units (CPUs) with a single core (Grama et al 2003a). Instead, to keep benefitting 
from the same exponential increase in hardware performance, one now has to look to 
many-core solutions (Grama et al 2003a, Nvidia 2015b). Many-core computers have been 
around for a long time, especially in the world of high-performance computing, where they 
have dominated the list of the 500 fastest supercomputers since its introduction in 1993 
(Top500 Lists 2015). In the past few years, the stagnation in single-core performance, 
together with wider access to suitable hardware, has also made many-core computing 
attractive to a broader audience. The basic principle of many-core computing is simple: 
performance is increased by adding more processing units rather than by increasing the 
computing power of the individual units. However, having several processing units 
working in parallel introduces problems which have no equivalent in single-core 
computing, and might put constraints on the type of tasks that can be efficiently handled by 
the system. To start with, for a problem to be handled efficiently by a many-core system, it 
needs to exhibit some sort of parallelism, hence the term parallel computing. The 
parallelism in question can be either data parallelism or task parallelism. The former refers 
to a situation where the same sequence of instructions is carried out in parallel on different 
data, and a system working according to this principle is known as a single instruction, 
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multiple data (SIMD) device. An example of a data parallel task would be adjusting the 
brightness of an image, where the intensity of each picture element, or pixel, can be 
modified independently of one another. A task parallel problem, on the other hand, is one 
which can be divided into many smaller sub-problems, or tasks, which can be handled 
independently of each other but which require their own sequence of instructions. An 
example of a task parallel problem would be calculating the individual terms of a large 
equation, and a system solving such tasks in parallel is known as a multiple instruction, 
multiple data (MIMD) device. In both SIMD and MIMD devices, the entities executing 
instructions in parallel are known as threads. Hence, in order to fully utilise a many-core 
system, it is necessary (but often not sufficient) that the number of threads be at least equal 
to the number of cores. 
1.8.2 Performance limitations of many-core systems 
There is no direct limit to the amount of computing power achievable by simply adding 
more computation units to an existing system. Instead, communication between processes 
and memory accesses tend to become the limiting factors in many-core systems (Grama et 
al 2003b). Common limitations on memory performance are set by latency – the delay 
between a requested memory operation and the execution of the same operation – and 
bandwidth – the rate at which data can be read from or written to memory. Low latency and 
high bandwidth are often conflicting demands, and a trade-off between the two has to be 
found. A common technique for reducing latency is to use high-speed memory caches close 
to the processor to store small amounts of data that are used frequently. Latency can also be 
hidden through simultaneous multi-threading, where each core serves several threads, so 
that whilst one thread is waiting for a memory operation another one can be swapped in to 
run a computation; through the use of cache lines, where a larger block of contiguous 
memory is accessed at each request with the hope of satisfying additional subsequent 
requests; and through prefetching, where memory is read pre-emptively for future use. The 
latency hiding in the above examples is achieved at the expense of memory bandwidth, 
which is ultimately dictated by the network topology and physical limitations to wiring 
(Grama et al 2003b). 
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Even in a parallel problem there is usually some overlap between the work carried out by 
different threads, which might give rise to memory access conflicts referred to as race 
conditions. One example is a write-write conflict, occurring when two threads 
simultaneously try to modify a value held at the same memory location, for example by 
adding their partial results to a global output. The operation requires each thread to read the 
current value, locally add its contribution, and write the result back to the original location. 
If these suboperations are carried out sequentially, it is possible that both threads will read 
the original value before either has updated it, causing the increment contributed by the first 
thread to become lost (Sanders and Kandrot 2011). Atomic operations, which are made up 
of a series of suboperations which cannot be intercepted by another thread, were invented 
to resolve problems like this. In the above example, the use of an atomic addition operation 
would have forced the second thread reaching the instruction to wait for the first one to 
complete all three suboperations before being allowed to carry out its own increment. As a 
result, however, the calculation becomes serialised. Depending on the frequency of the 
would-be conflict and the complexity of the instruction itself, atomic operations can 
therefore significantly hamper the performance of a parallel system (Grama et al 2003c). 
When possible, the need for atomic operations is therefore normally circumvented by 
restructuring the program. 
A related, but more general, problem of many-core systems is that of communication, 
which arises when different processes are not completely independent of one another and 
thus need to exchange information. This is a problem particularly when each processing 
element holds its own local copy of memory, as is often the case on MIMD systems. In 
such a case, communicating information can contribute significantly to the computational 
overhead, for example due to bandwidth limitations (Grama et al 2003b). Certain SIMD 
systems, on the other hand, rely on executing threads in lock-step, where each thread has to 
perform the exact same instruction. This can become a problem at branching instructions, 
such as loops or conditional statements, where different threads, dependent on their 
different input data, might be assigned to different branches. When this happens, each 
branch has to be executed in series, which, similar to the case of atomic operations, can 
severely limit the performance of a parallel system (Nvidia 2015a). 
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1.8.3 Graphics processing units and graphics rendering 
In a personal computer, the GPU is a computation unit separate from the CPU, initially 
developed to render visual output for the display. The need for a dedicated unit for handling 
graphics, commonly referred to as a graphics card, emerged with the demand for 
increasingly realistic 3D graphics in computer games during the latter half of the 1990s. 
Since then, GPU boards that can be added to a standard computer to accelerate the 
rendering of 3D graphics for real-time applications have been readily available on the 
consumer market. 
The most common way of producing 3D graphics for real-time applications is through the 
process of rasterisation (Pratx and Xing 2011). This process requires a scene made up of a 
3D polygon mesh, where each polygon is associated with an image, called texture, 
containing the colour information for each point on its surface. In its simplest form, the 
rasterisation starts by projecting the vertices of the polygons of the scene onto the plane of 
the screen and, by comparing the distance from the original vertices to the plane, deciding 
which polygons are visible. Next, the base colour of each pixel of the screen is determined 
by finding the corresponding point on the relevant polygon and interpolating between 
neighbouring points in its texture. All of the above steps can be carried out in parallel, and 
are handled on a GPU in what is commonly known as vertex shaders. To increase the level 
of realism, the base colour of each pixel can further be adjusted according to the effects of 
light sources, shadows, and transparency, for example, before being displayed on the 
screen. This pixel-wise colour manipulation can also be done in parallel, generally by what 
is referred to as pixel shaders. On early GPUs, vertex shaders and pixel shaders were 
implemented in separate hardware for maximum performance. However, as new types of 
shaders were invented to allow for more complex visual effects, unified shaders, which 
could be programmed to act as any shader type, were introduced to make more efficient use 
of the GPU computing power. 
1.8.4 Graphics processing units and general purpose computing 
The introduction of programmable, unified shaders opened the door for general purpose 
computing on GPUs, commonly referred to simply as GPU computing, where the ability to 
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perform the same calculation in parallel on a very large set of data is applied to a general 
problem. In the beginning, GPU computing was available only to those with an in-depth 
knowledge of the hardware and the specific languages used to program shaders. However, 
with the release of parallel computing application programming interfaces for GPUs based 
on conventional programming paradigms, GPU programming became more easily 
accessible to people outside the graphics community. Due to their low cost and high 
performance, GPUs have since become one of the most popularly used many-core systems, 
and have been employed to speed up computationally intensive applications in a wide range 
of fields. Specifically, GPUs have proven well-suited for many applications in medical 
physics, including image processing, image reconstruction, dose plan optimisation, and 
dose calculation (Pratx and Xing 2011, Jia et al 2014). Currently, the two dominating GPU 
computing platforms are CUDA, proprietary to Nvidia (Santa Clara, California, USA) and 
developed specifically to program the company’s GPUs, and OpenCL, developed by the 
Khronos Group (Beaverton, Oregon, USA) and capable of programming GPUs from 
different manufacturers as well as a wide range of many-core devices. Both of these offer 
interfaces for the C and C++ programming languages, whereas third-party interfaces are 
available for other programming languages. For the remainder of this dissertation, the 
terminology used to describe GPUs and GPU computing will be that of CUDA. 
1.9 Computing on graphics processing units 
1.9.1 Global resources 
To aid the description in this subsection and the next, a schematic overview of the GPU 
architecture is shown in Figure 1.7. From a perspective of general purpose computing, a 
modern GPU consists of up to several thousand compute cores which all share a common 
random-access memory of up to tens of GiB. Programs are executed on the GPU by 
launching kernel functions (KFs; not to be confused with the kernels used to model the 
lateral beam shape in dose calculation) from the CPU code. In order for the GPU to be able 
to process data, they must be found in the GPU memory, generally referred to as device 
memory, which is usually separate from that of the CPU, referred to as host memory (c.f. 
Figure 1.7). Therefore, before starting a computation on the GPU, data have to be 
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transferred from host to device memory over the expansion bus connecting the two, a 
process associated with a comparatively low bandwidth of below 10 GiB per second. 
Similarly, after finishing the computation, the result has to be transferred back in the 
opposite direction. 
Once the data are in the device memory, they can be accessed in different ways, as 
illustrated in Figure 1.7. The most common way is through the global memory space. 
Global memory has a high bandwidth – of the order of 100 GiB per second – and is similar 
to the host memory in that it has a linear layout where each access is serviced by one or 
more memory transactions of a fixed minimum size. However, due to the large number of 
cores, the global memory bandwidth per core becomes relatively low. The low per-core 
bandwidth, together with high latency, has led to the introduction of a global, coherent, 
second level (L2) cache for global memory transactions to improve the performance of 
modern GPUs. 
 
Figure 1.7. Schematic diagram of the GPU architecture. The shaded area indicates the GPU device, 
including memories and caches. The host, consisting of the CPU and the host memory, is shown at 
the top left, together with the expansion bus connection between the host and device memories. The 
detail at the bottom left shows a single SM, with individual cores in orange. 
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Another way of accessing device memory is through the texture memory space. In contrast 
to global memory, the layout of elements in texture memory can be optimised for spatial 
locality in 1D, 2D, or 3D (Nvidia 2015d). This means that a memory transaction from 
texture memory will contain a cluster of spatially neighbouring elements according to the 
selected dimensionality, rather than a linear sequence. Further, texture memory has its own 
cache and is read through dedicated hardware that can perform linear interpolation and 
boundary checking without any additional overhead (Nvidia 2015c). 
Finally, a small amount of device memory, a few tens of kibibytes (KiB; 210 bytes), is set 
aside as the constant memory space, used to keep read-only values that do not change 
during the KF execution. Constant memory is read through its own dedicated cache, which 
is specialised to efficiently broadcast a single value to a large number of threads. In 
addition to constant parameters defined by the user, it is used to hold the function 
parameters for KF calls and constants introduced by the compiler. 
1.9.2 Local resources 
The cores of a GPU are grouped together into streaming multiprocessors (SMs), as shown 
in Figure 1.7, with each SM on recent GPU architectures containing between 32 and 192 
cores. The threads of a KF are divided into groups called thread blocks, where all threads 
belonging to the same block are guaranteed to execute on the same SM. As an abstraction 
to make it easier to map threads to problems of different dimensionality, thread blocks are 
regarded as 1D, 2D, or 3D structures. These are in turn arranged in an execution grid of up 
to three dimensions, so that each thread can be uniquely identified in the code by its block 
and grid indices which are supplied at run time. The relationship between the execution 
grid, thread blocks, and threads is shown in Figure 1.8. 
In addition to the device memory, each SM has its own pool of local resources, including a 
set of registers, a shared memory, and a cache, which is thus divided between all threads of 
the blocks currently executing on the SM (c.f. Figure 1.7) (Nvidia 2015a, 2015e). A 
complete overview of the different resources and their accessibility is given in Figure 1.8. 
Registers, which make up the fastest memory available on the GPU, are used by threads to 
store local variables and intermediates, and when launching a KF, each thread is assigned a 
certain number of registers that can only be accessed from within that thread. Conversely, 
42  Background and motivation 
 
the shared memory can be accessed by all threads in a block, and although slower than 
registers, shared memory has a high total bandwidth and low latency compared to global 
memory. It is therefore commonly used for communication between threads of the same 
block or to store data that are frequently accessed by different threads (Nvidia 2015c). 
In addition to registers and shared memory, each thread has its own local memory. Despite 
its name, the local memory is not local to the SM, but resides in device memory, and is 
allocated at run time to store local variables that do not fit in registers or local arrays whose 
size could not be determined at compile time. The SM cache, finally, is a first level (L1) 
cache which is noncoherent between SMs and implemented in the same hardware as the 
shared memory. It thus shares the same performance characteristics as shared memory and, 
depending on the architecture, is used to cache accesses to local memory only, or to both 
local and global memory. 
 
Figure 1.8. Overview of the GPU execution model, showing the relation between the execution 
grid, thread blocks, warps, and threads. Memory types and their accessibility are shown as they 
appear from the perspective of the programmer.  
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1.9.3 Thread execution and performance considerations 
When running a KF, groups of 32 consecutive threads from the same block, called a warp 
(c.f. Figure 1.8), execute in lock step in a SIMD fashion. Branching is allowed within a 
warp, but since only a single instruction at a time is issued for the whole warp, those 
threads not participating in the currently executed branch remain idle. Branching within a 
warp therefore leads to the serial execution of each branch, which reduces performance. In 
addition to the implicit synchronisation within warps, all threads within a block can be 
synchronised in order to make sure that they have all reached a certain point in the KF 
before continuing execution. However, since different blocks may execute on different 
SMs, no direct method is provided for synchronisation between blocks within a KF. 
Therefore, if one calculation is dependent on a previous calculation to have completely 
finished, these must be divided into separate KFs called one after another. Atomic 
operations to avoid both inter- and intra-block race conditions are provided, but 
simultaneous requests to atomically manipulate the same memory become serialised, which 
deteriorates performance as previously discussed. 
An important feature of GPUs is the ability of each SM to host several times more threads 
than the number of cores, and to swap the warp being executed almost without any 
overhead (Nvidia 2015a). The number of threads per SM compared to the maximum 
number allowed, called occupancy, is determined by the amount of resources required by 
each thread. High occupancy is often desirable since it provides more opportunity to swap 
out idle warps, e.g. ones awaiting high latency memory instructions, and execute other 
warps in their place. Other ways of limiting the impact of global memory latency is through 
coalesced memory access, where threads in the same warp access consecutive memory 
locations. This allows a single cache line to satisfy several threads, and thus limits the 
number of necessary memory operations.  
Due to the limited numerical precision required for their intended use in graphics 
calculations, GPUs have traditionally used 32-bit, single-precision, floating-point 
operations with little or no support for 64-bit, double-precision, arithmetic. Although this is 
less applicable to more recent architectures, where high-performance computing cards have 
a ratio between single- and double-precision processing units of 3:1, the double-precision 
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performance is still significantly limited on gaming GPUs (Nvidia 2015c). Similarly, 
integer and bitwise operations are commonly slower than floating point operations on 
GPUs. 
1.10 Project overview 
1.10.1 Hypothesis 
The work presented in this dissertation has been guided by the following hypothesis: 
‘Using a single GPU, the PB algorithm for proton therapy can be made sufficiently fast for 
online dose calculation whilst maintaining current clinical accuracy’. Specifically, in order 
to test the hypothesis, the aim has been to produce a dose calculation engine based on a 
parallel and efficient implementation of the widely used PB algorithm that runs all principal 
steps on a GPU. 
1.10.2 Context 
The project described in this dissertation was carried out as part of the ENTERVISION 
network, a Marie Curie Initial Training Network funded by the European Commission 
Seventh Framework Programme. The aim of ENTERVISION, which involved 15 
researchers and 11 universities, institutes, and companies, was to investigate techniques for 
noninvasive, real-time monitoring of the delivered dose in hadron therapy (Dosanjh et al 
2015). Several projects within this network were related to the design and evaluation of 
new hardware to aid dose monitoring and in vivo particle range verification. This included 
detectors for time-of-flight PET used to localise positron emitters and collimation systems 
for detection of prompt photons, where both the positron emitters and prompt photons are 
produced in nuclear interactions along the beam path. Once systems for in vivo dose 
monitoring based on such hardware are available they are expected to provide an excellent 
complement to the type of calculation-based monitoring discussed here: the direct 
measurements provide a trace of the true dose distribution – unaffected by many of the 
conversions and assumptions required in the calculation – but do not in themselves provide 
sufficient information to reconstruct it. Therefore, combining both systems, the validity of 
the results from one can be confirmed by the other. 
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Outside of ENTERVISION, an informal collaboration was also undertaken with the RIDOS 
project, which was started in 2014 at the Istituto Nazionale Di Fisica Nucleare in Turin, 
Italy. The aim of RIDOS is to provide a complete proof-of-principle system for dose 
monitoring between synchrotron spills for use at the Centro Nazionale di Adroterapia 
Oncologica (CNAO) treatment centre in Pavia, Italy. The system will include several 
components: hardware interfaces with the patient motion and beam monitoring systems in 
order to extract motion phase information and measured beam parameters for the PBs 
delivered in the most recent spill; a GPU-based dose calculation engine and 4D CT dose 
mapping system for inter-spill calculations; and a simple dose compensation system 
providing feedback to the dose delivery system. The substantial overlap between the 
presented project and the part of RIDOS concerned with fast dose calculation on GPU has 
lead to a natural exchange of ideas between the projects and the intention to include the 
dose calculation engine developed in this work into the RIDOS prototype. A similar 
exchenge but on a smaller scale also existed with researchers at the Paul Scherrer Institut in 
Villigen, Switzerland, involved in log file-based dose calculation (Meier et al 2015). The 
reason for this collaboration was the partial overlap in motivation behind log file 
calculations and online dose monitoring described previously in this chapter.  
1.10.3 Outline of the work 
Chapter 2 is devoted to the development of an efficient GPU implementation of the 2D 
Gaussian KS operation, the most computationally expensive step of the PB algorithm. The 
chapter includes a review of uses of KS in other time-critical applications and the 
implementation techniques employed in the literature; a systematic evaluation of different 
implementation strategies, including a novel scatter-based approach; benchmarking of the 
presented implementations; and a discussion of the results in the light of proton therapy 
dose calculation and their potential impact on other applications employing similar KS 
operations. This chapter is based on work previously presented in the paper ‘Efficient 
scatter-based kernel superposition on GPU’ (da Silva et al 2015a). 
In Chapter 3, a proton therapy dose calculation engine that runs all the principal steps of the 
PB algorithm on a GPU is presented. The chapter includes a review of previous work on 
fast dose calculation for proton therapy; a description of the theory and methods used in 
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each step of the implementation; motivations for the decisions regarding how the algorithm 
was divided into KFs and how the KFs were implemented; validation and benchmarking of 
the finished dose calculation engine in simple geometries and a patient case; and a 
discussion of the results and the advantages and limitations of the implementation. This 
chapter is based on work presented in the paper ‘Sub-second pencil beam dose calculation 
on GPU for adaptive proton therapy’ (da Silva et al 2015c). 
Chapter 4 describes an extension to the beam model of the dose calculation engine, 
included in order to account for the low-dose halo produced by nuclear interactions, 
inhomogeneous scattering in the nozzle, and large-angle Rutherford scattering. The chapter 
includes an overview of the interactions responsible for the low-dose halo and its resulting 
composition; a review of previous work on analytical modelling of the halo dose and other 
effects of nuclear interactions; the inclusion of a double-Gaussian beam model in the dose 
calculation engine; a comparison of three possible parametrisations of the primary and halo 
contributions; validation and benchmarking of the updated dose calculation engine; and a 
discussion of the validity of the employed methods and the impact on the calculation time. 
The work presented in the chapter has been described in a ‘Fast pencil beam dose 
calculation for proton therapy using a double-Gaussian beam model’ (da Silva et al 2015b). 
Finally, Chapter 5 consists of a general discussion of the presented work as a whole. It 
includes an evaluation of the suitability of the dose calculation engine for online dose 
monitoring, potential additional applications for the developed implementation, and 
suggestions for future research topics. 
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 Efficient kernel superposition Chapter 2
implementation 
2.1 Introduction 
2.1.1 True convolution 
The convolution operation is found in signal processing applications of almost any type. It 
is especially common in image processing, where it is often referred to as image filtering 
and used, for example, to suppress noise, enhance detail, and detect edges. A true, 
푛-dimensional convolution between two continuous functions 푓  and 푔 is defined by 
 (푓 ∗ 푔)(퐱) = ∫ ⋯∞−∞ ∫ 푓 (퐱′)푔(퐱 − 퐱′)d퐱′,
∞
−∞
 
(2.1)
where 퐱 = (푥1, … , 푥푛) and 퐱′ = (푥1′ , … , 푥푛′ ) are 푛-dimensional coordinate vectors. When 
working with discrete signals, such as digital images, Equation (2.1) has to be discretised. 
The output image, 푂, resulting from an 푛-dimensional convolution between an input image, 
퐼 , and a kernel, or filter, 퐾 , is then given by 
 푂(퐱) = ∑ ⋯푥푛′ ∑ 퐼(퐱′)퐾(퐱 − 퐱′).푥1′
 
(2.2)
For any real application, the sizes of the input and kernel, and thus the number of points 
where 퐼  and 퐾  take a defined (nonzero) value, must be finite. Therefore, 퐼  and 퐾  can be 
represented by matrices 퐈 and 퐊, where the elements of 퐈 are defined by 퐈푥1,⋯,푥푛 =
퐼(푥1, ⋯ , 푥푛)  and the elements of 퐊 are defined correspondingly. Assuming that 퐈 and 퐊 are 
square (or equivalent for higher dimensions) with side lengths 푀 and 푁  respectively, each 
value of the output image can be calculated by the element-wise multiplication and 
subsequent summation of 푁푛 kernel values with the corresponding values of the input. 
48  Efficient kernel superposition implementation 
 
Using this direct evaluation method, the total number of operations required to calculate the 
output would thus be 2푀푛푁푛. However, for large kernel sizes or problems of higher 
dimensionality – for which the computational load quickly becomes large – several 
standard methods exist to speed up true convolutions. First, according to the convolution 
theorem, a convolution corresponds to element-wise multiplication in Fourier space. 
Therefore, the complexity of the convolution operation can be reduced from O(푚2) to 
O(푚 log 푚), where 푚2 ∝ 푀푛푁푛, by transforming the kernel and input to Fourier space, 
performing the element-wise multiplication, and transforming the result back to image 
space. Second, an 푛-dimensional kernel is said to be separable if it can be rewritten as a 
product of 푛 independent functions each taking a single coordinate as its argument, 
according to 
 퐾S(퐱) = 푘S,1(푥1)푘S,2(푥2) ⋯ 푘S,푛(푥푛). 
 
(2.3)
For separable kernels, an 푛-dimensional convolution can be divided into 푛 1D convolutions, 
making the total number of necessary operations 2푀푛푛푁 . Finally, convolutions with large 
or complex kernels can be approximated by repeated convolutions with a smaller kernel or 
combinations of several smaller kernels. 
2.1.2 Kernel superposition 
The KS operation, introduced as a part of the PB dose calculation algorithm in the previous 
chapter, can be viewed as an extension of the true convolution operation, where the kernel 
varies according to its position in image space. For this reason, KS is also referred to as 
variable kernel convolution, or convolution with a spatially varying kernel, filter, or point 
spread function. In addition to its role in proton therapy dose calculation, KS also finds use 
in conventional RT (Ahnesjö et al 1992, Bourland and Chaney 1992); and in fields 
including ultrasound imaging (Ng et al 2006); transmission tomography (Lauritsch et al 
2000, Kachelriess et al 2001); PET (Wiant et al 2010); single-photon emission CT (Li et al 
2003); photography (Lam 2003, Bitlis et al 2007); astronomy (Cobb et al 1993, Alard 
2000); and microscopy (Shaevitz and Fletcher 2007). Depending on the application, the 
spatial dependency of the kernel could either be in the input coordinates according to 
 푂(퐱) = ∑ ⋯푥푛′ ∑ 퐼(퐱′)퐾in(퐱 − 퐱′, 퐱′),푥1′
 
(2.4)
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or in the output coordinates according to 
 푂(퐱) = ∑ ⋯푥푛′ ∑ 퐼(퐱′)퐾out(퐱 − 퐱′, 퐱).푥1′
 
(2.5)
The former corresponds to the KS used in the PB algorithm and will therefore be the focus 
of this chapter. 
Some of the techniques used to speed up the evaluation of the true convolution operation 
are also applicable for special cases of the KS operation. These include problems with 
regionally constant kernels or linear combinations thereof (Nagy and O’Leary 1997); 
spatially varying kernels that can be made invariant by transforming the input image 
(Sawchuk 1972); and approximations using simple kernels to simulate slowly varying 
Gaussian kernels (Tan et al 2003). If the problem is fully separable according to 
 퐾FS(퐱 − 퐱′, 퐱′) = 푘FS,1(푥1 − 푥1′ , 푥1′ )푘FS,2(푥2 − 푥2′ , 푥2′ ) ⋯ 푘FS,푛(푥푛 − 푥푛′ , 푥푛′ ),
 
(2.6)
an 푛-dimentional KS operation can further be divided into 푛 1D operations analogous to the 
true convolution case (Angel and Jain 1978). It is important to note, however, that although 
many kernels used in image processing, including the Gaussian kernel commonly used in 
PB dose calculation, are spatially separable, this does not correspond to full separability of 
the KS according to Equation (2.6). Instead, in the case of KS, a spatially separable kernel 
leads to separability only with respect to the difference in input and output coordinates 
according to 
 퐾PS(퐱 − 퐱′, 퐱′) = 푘PS,1(푥1 − 푥′1, 퐱′)푘PS,2(푥2 − 푥′2, 퐱′) ⋯ 푘PS,푛(푥푛 − 푥′푛, 퐱′), 
 
(2.7)
which will here be referred to as a partially separable KS. Therefore, none of the special 
cases mentioned apply to PB dose calculation, which means that the KS has to be 
calculated using the direct evaluation approach. This is also true for many other 
applications relying on KS, which means that multidimensional KS operations tend to 
become algorithmic bottlenecks both in PB dose calculation and elsewhere (Lam 2003, Ng 
et al 2006, Fujimoto et al 2011, Hartung et al 2012). In order to achieve a good 
performance in a GPU implementation of the PB algorithm, an efficient KS implementation 
is therefore crucial. 
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2.1.3 Parallel implementation approaches 
The KS operation is inherently parallel, since each output value can be calculated 
independently given the kernel parameters and the input image. A natural approach for a 
parallel implementation would therefore be to assign threads to the elements in the output. 
Alternatively, threads could be assigned to elements in the input, with each thread making a 
contribution to several elements in the output. The former will be referred to as the gather 
approach, since each output element ‘gathers’ results from neighbouring elements in the 
input, whereas the latter will be referred to as the scatter approach, since each input element 
‘scatters’ results to neighbouring elements in the output. A schematic illustration of the two 
approaches is shown in Figure 2.1 in the Methods section. Conventional wisdom from GPU 
programming, and in particular the true convolution case, states that the gather approach is 
preferable. The reason for this is that using the gather approach, each thread can accumulate 
its output locally, circumventing the need for costly synchronisation or atomic operations 
which are necessary to avoid write conflicts in the scatter approach (Pratx and Xing 2011). 
However, when the kernel is dependent on the input coordinate according to Equation (2.4), 
the scatter approach has the advantage that the kernel is fixed at the thread level. If the 
kernel is further spatially separable, making the KS operation partially separable according 
to Equation (2.7), each of the 1D kernels on the right-hand side of the equation needs to be 
evaluated only 푁  times by each thread. Therefore, instead of 푛푁푛 evaluations of a 1D 
kernel (or 푁푛 evaluations of an 푛-dimensional kernel), only 푛푁  evaluations of a 1D kernel 
and 푛푁푛 multiplications are required per thread. 
Both the gather and scatter approaches treat the KS as a single operation, where, element by 
element, the kernel is evaluated and the kernel value is multiplied by the corresponding 
input and added to the result. However, the kernel evaluation and the superposition (the 
latter consisting of the multiplication and addition) can alternatively be implemented as two 
separate steps by using the system matrix approach. According to this approach, in the first 
step, the 푀푛푁푛 nonzero kernel values are evaluated and stored in a sparse,  (푀 + 푁)푛 × 푀푛 
system matrix. In the second step, the superposition is subsequently achieved by 
multiplying the system matrix by a column vector of length 푀푛 containing the input image. 
If the same matrix can be used for multiple KSs, this effectively replaces each kernel 
evaluation with a load operation of the corresponding value from memory. If, however, the 
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map of kernel parameters is different for each image, as is the case in the PB algorithm, the 
benefit of using this technique is lost: it involves the same number of kernel evaluations 
and multiplications but, in addition, requires each of the 푀푛푁푛 kernel values to be stored 
and subsequently retrieved from memory. 
2.1.4 Previous work 
Previous to this work, no systematic investigation into the efficient implementation of KS 
on GPU was found in the literature. A somewhat related investigation into KS 
implementations for field-programmable gate arrays was carried out by Sriram and 
Kearney (2007). Despite the parallel nature of such devices, however, few of the presented 
insights are transferrable to GPU programming; while the objective when programming 
field-programmable gate arrays is to find the hardware architecture that best suits a certain 
problem, the objective of GPU programming is to implement software that makes the most 
efficient use of a given hardware architecture. Similarly, although studies of efficient GPU 
implementations of the convolution operation can be found in the literature, they are of 
limited value in the implementation of KS for one of two reasons: either they exploit the 
complexity-reducing techniques mentioned previously, which have no general equivalents 
for KS, or, in the case of direct evaluation, they rely on the broadcasting of a common 
kernel value to multiple threads in order to achieve good performance, which is clearly not 
feasible when the kernel varies with position (Fialka and Cadik 2006, Podlozhnyuk 2007, 
Terriberry et al 2008, Al Umairy et al 2012). 
A handful of examples of GPU implementations of KS have been found in the literature. 
Early work, by for example Chidlow and Mӧller (2003), Wen et al (2004), and Wang et al 
(2005), paved the way for GPUs in speeding up PET and single-photon emission CT 
reconstruction. The fact that such work was performed before the introduction of dedicated 
support for general purpose programming of GPUs makes their achievements all the more 
impressive, but also means that the methods employed do not readily translate to modern 
GPU architectures and programming techniques. Of the more recent studies, two present 
GPU implementations of 1D KS, as part of image reconstruction workflows for 3D 
ultrasound and PET imaging respectively. For the ultrasound reconstruction, Gomersall et 
al (2011) applied a true, 2D convolution over lateral image planes, followed by a 1D KS 
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using the system matrix approach along the depth direction. Although the system matrix 
approach may also be applied to higher-dimensional problems, it does not offer any 
advantage over a gather or scatter approach in problems where the kernels change in each 
calculation, and was not investigated further. In the PET reconstruction, Cui et al (2011) 
started with a high-dimensional model but used symmetry to reduce the kernel to a 1D, 
asymmetric Gaussian function, thus avoiding the need for a multidimensional KS 
implementation. 
The remaining works on the subject relate to the GPU implementation of 2D KS, similar to 
what is used in the PB algorithm for proton therapy. Hartung et al (2012) used GPUs to 
speed up the KS step of a deconvolution algorithm used for object discovery in 
astronomical images, where each element of the kernel varies independently of the others. 
Their implementation was based on the gather approach, which, given the lack of 
separability of the kernel, is expected to be preferable over the scatter approach. Pratx et al 
(2009) and Ha et al (2013) used GPUs to speed up PET reconstruction algorithms where 
the forward- and back-projection steps employ the KS operations according to Equations 
(2.4) and (2.5) respectively. In their work, Pratx et al (2009) created different 2D Gaussian 
KS implementations for the forward and back projections, both using the gather approach, 
where the kernel was evaluated using a ‘mix of memory lookups and on-the-fly 
computations’. However, due to the limited functionality exposed by the early versions of 
CUDA at the time of the study, their implementation relied on the direct programming of 
the vertex and pixel shaders, making it hard to draw direct parallels to modern GPU 
programming techniques. Ha et al (2013) employed asymmetric, separable kernels in their 
implementation, where all the kernel values were precalculated and kept in global memory. 
They also used the gather approach for both the forward and back projections, describing 
how, for the former, the more natural scatter approach was avoided due to its unsuitability 
for GPU implementation. It should be noted that the same authors point out elsewhere how 
KS using separable kernels can be sped up by aligning the kernel axes with the voxel grid 
(Ha et al 2010). Although they do not include a description of how the actual KS was 
implemented, the ability to transform the problem to a suitable coordinate system before 
applying the KS will also be assumed and exploited in the implementations presented here. 
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Gu et al (2009) implemented a PB algorithm for conventional RT employing the same 2D 
Gaussian KS normally used in proton therapy. They describe the GPU memory hierarchy 
and the importance of limiting data transfers over the expansion bus, of coalesced memory 
access, and of using the correct memory type for different data. However, although they 
describe the implementation of the ray tracing step, their use of a gather-based 
implementation of the KS step is not discussed in any detail. Finally, Fujimoto et al (2011) 
presented a GPU implementation of the KS step of the PB algorithm for proton therapy, 
employing a circularly symmetric, 2D Gaussian kernel. They performed the KS in a BEV 
coordinate system, where the kernel is parallel to individual planes of the voxel grid, and, 
stating that it is better suited for GPU implementation, employed a gather-based approach. 
Due to the computational burden associated with evaluating the kernel, they precalculated 
values of the error function which they stored in 1D texture memory. 
2.1.5 Chapter scope 
The aim of the work presented in this chapter was to perform a systematic investigation 
into the efficient GPU implementation of the partially separable, multi-dimensional KS 
operation. The performance of several implementations, employing both the commonly 
used gather approach and the more unconventional scatter approach, was investigated for a 
range of parameters and on GPUs of the Fermi and Kepler architectures. Although a 2D 
Gaussian kernel, suitable for proton therapy PB algorithms, was used in all 
implementations, the results are expected to hold for other kernels of the form given by 
Equation (2.7), extending also to kernels of higher dimensionality. The current chapter is 
largely based on work that has previously been published in da Silva et al (2015a). 
2.2 Methods 
2.2.1 Kernel considerations 
For PB algorithms employing a symmetric, single-Gaussian beam model, the KS at a given 
depth along the beam can be written 
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푂(푥, 푦) = ∑ ∑ 퐼(푥′, 푦′) × 12휋휎(푥′, 푦′)2 exp ( 
−((푥 − 푥′)2 + (푦 − 푦′)2)
2휎(푥′, 푦′)2 )푥′푦′  ,
 
(2.8)
where the expression to the right of the multiplication sign on the right-hand side is the 2D 
Gaussian kernel. From Equation (2.8) it is seen that both the input, 퐼 , and the kernel 
parameter, in this case the standard deviation, 휎, are dependent on the input coordinates 
(푥′, 푦′). Simplifying the notation by letting 휎푥′,푦′ ≡ 휎(푥′, 푦′) and introducing the distance 
between two points along a given coordinate axis 푤 ∈ {푥, 푦}, 푑푤 ≡ ∣푤 − 푤′∣, the kernel in 
Equation (2.8) can be rewritten as 
 1
2휋휎푥′,푦′2 exp ⎝⎜
⎛ −(푑푥2 + 푑푦2)2휎푥′,푦′2 ⎠⎟
⎞
= 1√2휋휎푥′,푦′
exp ⎝⎜
⎛ −푑푥22휎푥′,푦′2 ⎠⎟
⎞ × 1√2휋휎푥′,푦′
exp ⎝⎜
⎛ −푑푦22휎푥′,푦′2 ⎠⎟
⎞
, 
 
(2.9)
making it clear that it satisfies Equation (2.7). 
To avoid any loss of accuracy due to the finite pixel spacing, affecting in particular regions 
of the kernel where its derivative changes rapidly, the direct kernel evaluation at the centre 
of each pixel can be replaced by an integral difference. In the case of Equation (2.9), the 
two factors on the right-hand side can be replaced according to 
 1
√2휋휎 exp ( 
−푑푤22휎2) ⟶ 푘erf(푑푤, 휎) ≡
1
∆푤 ∫
1
√2휋휎 exp (
−푑2
2휎2) d푑 ,
푑푤+∆푤 2⁄
푑푤−∆푤 2⁄
 
(2.10)
where ∆푤 is the pixel spacing along the considered axis. The right-hand side of Equation 
(2.10) can further be written as an analytical expression using the error function, here 
denoted as erf(푧), according to 
 푘erf(푑푤, 휎) = 12∆푤 ⎝⎜
⎜⎛erf (푑푤 + ∆푤 2⁄√2휎 ) − erf (
푑푤 − ∆푤 2⁄
√2휎 )⎠⎟
⎟⎞
.
 
(2.11)
Finally, it is noted that, though the substitution 휎† ≡ 휎 ∆⁄ 푤, Equation (2.11) can be 
expressed in dimensionless pixel coordinates, where the distance between two pixels along 
coordinate axis 푤, 푑푤† ≡ 푑푤 ∆⁄ 푤, is always an integer. Using this and the fact that the factor 
outside the parentheses on the right-hand side of Equation (2.11) can be incorporated into 
the input, the investigated kernel can without loss of generality be expressed as 
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 푘erf† (푑푤† , 휎†) = erf (푑푤
† + 1 2⁄
√2휎† ) − erf (
푑푤† − 1 2⁄
√2휎† ) .
 
(2.12)
In the rest of this chapter, the 2D kernel considered is a product of two 1D kernels 
described by Equation (2.12), and, since all calculations are assumed to be in pixel 
coordinates, the dagger subscript is dropped. To avoid unnecessary repetitions of the same 
calculation, all the implementations use (√2휎)−1  rather than 휎 as the kernel parameter, 
although 휎 will continue to be used in the text to simplify the discussion. 
The Gaussian function has infinite support, which means that, although its value decreases 
rapidly for large arguments, it remains nonzero for any finite argument. Therefore, when 
implementing the summation over the kernel, a cut-off beyond which the kernel values are 
assumed to be zero must be chosen. The cut-off is generally specified as a multiple, 푛휎, of 
the standard deviation, where in the following treatment 푛휎 = 3 was used in accordance 
with Fujimoto et al (2011). Since the standard deviation depends on the input coordinates, 
so does the value of the cut-off. A kernel radius, 푟, defined as the smallest integral number 
of pixels which is guaranteed to include the cut-off, can therefore be defined for each input 
pixel. Assuming equal pixel spacing along the 푥- and 푦-directions, the smallest necessary 
kernel radius at (푥′, 푦′) is given by  푟푥′,푦′ = ⌊푛휎휎푥′,푦′⌉, where ⌊∙⌉ is used to denote 
rounding to the nearest integer. The smallest necessary kernel radius is related to the kernel 
side length, 푁 , through 푁 = 2푟 + 1, which in turn determines the amount of computational 
work associated with each input. In the rest of this chapter, values of 푟 from 1 to 32 are 
considered, corresponding to kernels of odd side length 푁  between 3 and 65.  
2.2.2 Problem subdivision and templating 
Due to the strong interdependency between neighbouring elements, an efficient GPU 
implementation of the KS operation requires nearby threads to work on nearby elements, 
regardless of whether a gather or scatter approach is adopted. Therefore, either the output – 
when employing the gather approach – or input – when employing the scatter approach – is 
divided into a number of tiles, where each element in a tile is served by a single thread and 
all elements in a tile are served by the same thread block. The width and height of the tiles, 
respectively denoted 푡푥 and 푡푦, are determined at compile time. For all implementations, 푡푥 
was given the value 32, which equals the warp size on the considered GPU architectures, 
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whereas 푡푦 was implemented as a template parameter in order to investigate the effect of tile 
size on performance. Similarly, 푏푥 and 푏푦 denote the width and height of thread blocks, 
where it was assumed throughout that 푏푥 = 푡푥 and that 푏푦 divides 푡푦, so that each thread in a 
block serves 푡푦 푏푦⁄  elements. 
Since threads in a warp execute in lock step, the execution time of a warp will be limited by 
the thread with the largest workload. Therefore, the largest value of 푟 among the threads in 
a warp, 푟warp, can, without loss of performance, be adopted by the whole warp. However, 
having warps with different values of 푟warp within the same block would limit the scope for 
optimisations at the block level, such as compile time evaluation of slow integer arithmetic 
and loop unrolling. If instead the largest value of 푟 found in a tile, 푟max, is adopted by all 
threads in the corresponding block (which could, in principle, consist of a single warp), 
KFs can be compiled for all values of 푟max considered, enabling such compile-time 
optimisations. In order to easily compile multiple KFs of the implementations described in 
the following sections, these were written as C++-style function templates using 푟max as the 
template parameter. 
2.2.3 Gather-based implementations 
The backbone of the gather approach is given in pseudocode in the left-hand column of 
Algorithm 2.1. An important thing to note with this approach is that for each of the 푁2 
elements in its neighbourhood, a thread will have to read a new input pixel and kernel 
parameter, as illustrated in Figure 2.1 (left). One possibility is to let the threads read these 
two values directly from global memory. Since adjacent threads operate on adjacent 
memory, the read operations are guaranteed to go to consecutive memory locations, 
although not necessarily aligned with a cache line boundary. However, to avoid the high 
latency associated with global memory operations, a common technique in applications 
where adjacent threads repeatedly access nearby memory locations is to use shared memory 
as an explicitly managed cache. In this way, all the values required by the entire thread 
block are read from global memory once at the beginning of the KF, with all subsequent 
calculations relying on high-bandwidth, low-latency accesses to shared memory. 
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Algorithm 2.1. Pseudocode outlining the gather- (left) and scatter-based (right) implementations of 
the KS operation from a thread perspective. 푋 and 푌  indicate the global thread indices in the 푥- and 푦-directions for the current thread. Kernel(d, q) is the evaluation of the 1D kernel, here given by 
Equation (2.12). 
Input: image[M, M] 
Input: param [M, M] 
Output: result[M+2*rmax, M+2*rmax] 
GatherApproach(image, param, result) ScatterApproach(image, param, result) 
1: res←0 1: im←image[X, Y] 
2: for y=−rmax to rmax 2: q←param[X, Y] 
3:     for x=−rmax to rmax 3: k[rmax+1] 
4:         im←image[X+x, Y+y] 4: for d=0 to rmax 
5:         q← param [X+x, Y+y] 5:     k[d] ←Kernel(d, q) 
6:         kx←Kernel(x, q) 6: end 
7:         ky←Kernel(y, q) 7: for y=−rmax to rmax 
8:         res←res+im*kx*ky 8:     ky←k[abs(y)] 
9:     end 9:     for x=−rmax to rmax 
10: end 10:       kx←k[abs(x)] 
11: result[X, Y] ←res 11:       result[X+x, Y+y] ← result[X+x, Y+y]+im*kx*ky 
 
12:    end 
 
13: end 
 
In the KS case, each thread block requires access to (푡푥 + 2푟max)(푡푦 + 2푟max) memory 
locations, equivalent to the size of a tile with an added border of width 푟max (c.f. Figure 2.1 
(left)). To place both the input values and the kernel parameters in shared memory, two 
such arrays are required. The amount of shared memory is limited, however, and using 
large amounts might reduce occupancy, and thereby the opportunity for latency hiding. 
Further, global memory is cached (in L1 for Fermi and in L2 for Kepler) which, together 
with potential loss of latency hiding, might limit the benefit of using large amounts of 
shared memory. For these reasons, all the gather approach KFs were implemented in three 
variants, using shared memory arrays for neither, one, or both of the input values and kernel 
parameters. In the two affected variants, the shared memory is populated by having the 
threads in a block copying the relevant values from global memory before line 1 in 
Algorithm 2.1 (left). To ensure that every transaction is completed and visible to all threads 
before continuing the calculation, the threads are synchronised through a call to 
__syncthreads() directly after populating the shared memory arrays. 
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Figure 2.1. Schematic illustration of KS using the gather (left) and scatter (right) approaches for a 
KF with 푟max = 1 and block size 4 × 2 (푏푥 = 푡푥 = 4, 푏푦 = 푡푦 = 2). For illustrative purposes each 
warp is assumed to consist of only four threads. 
Another important thing to note is that when employing the gather approach to a separable, 
푛-dimensional KS, each thread has to perform 푛푁푛 1D kernel evaluations. In the case of a 
2D Gaussian kernel, this equals evaluating Equation (2.12) twice for each neighbour, or in 
total 4푁2 evaluations of the error function per thread. Since this is computationally 
expensive, Fujimoto et al (2011) replaced the direct kernel evaluation by 1D linear 
interpolations between precalculated values of the error function kept in texture memory. 
Here, two similar approaches using precalculated kernel values were investigated. In the 
first, 1D approach, the value of the error function is precalculated for a range of argument 
values and the results are stored as a 1D array. In the second, 2D approach, Equation (2.12) 
is precalculated for all combinations of 푑 ∈ {0,1, … ,32} and a range of values of 휎, and the 
results are stored in a 2D array. Thus, to evaluate Equation (2.12), the 1D approach requires 
two linear interpolations whereas the 2D approach requires one (since 푑 is always an 
integer, the interpolations are 1D in both cases). The accuracy and performance of either 
approach is dependent on the sampling of the precalculated values. In the presented 
implementations, the functions were sampled as sparsely as possible whilst maintaining the 
absolute mean of the relative error between the interpolated and the true value of Equation 
(2.12) below 1%, when taken over all pixels within the cut-off for all considered values of 
휎. This constraint led to 176 and 33 × 432 = 14,256 precalculated kernel values 
respectively, for the 1D and 2D approaches. Three candidates were considered for holding 
these values: global memory, shared memory (in which case they have to be duplicated for 
each thread block), and texture memory. In the former two cases, the linear interpolation 
has to be carried out explicitly in the KF, whereas in the latter case the built-in hardware 
interpolation of the texture pipeline can be used. Because the shared memory was found to 
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be too small to fit the precalculated kernel values for the 2D approach, six possible versions 
of the gather implementation were investigated: a naïve version explicitly evaluating the 
error function; three versions of the 1D approach using global, shared, and texture memory; 
and two versions of the 2D approach using global and texture memory. In combination with 
the three shared memory variants described at the beginning of this subsection, this gave a 
total of 18 implementations based on the gather approach. 
2.2.4 Scatter-based implementations 
The backbone of the scatter approach is given in pseudocode in the right-hand column of 
Algorithm 2.1. Contrary to the gather approach, the input and kernel parameter remain 
constant as a thread loops over 푥 and 푦, as illustrated in Figure 2.1 (right). Therefore, these 
values need to be read only once from global memory, after which they can be kept in 
registers. Based on the value of the kernel parameter, each thread calculates its 푟max + 1 
values of the 1D kernel according to Equation (2.12), which are then stored in an array. 
Since the length of the array is known at compile time and the indexing is constant, small 
arrays will be stored in registers whereas larger arrays may be placed in local memory. The 
difficulty with implementing the scatter approach lies in finding an efficient way of 
avoiding race conditions when different threads scatter their partial results to overlapping 
memory locations in the innermost loop of Algorithm 2.1 (right, line 11). A naïve approach 
to avoid this problem would be to let the threads use atomic addition when adding their 
partial result to the output in global memory. However, the degree of serialisation of the 
atomic operation due to overlap between threads of different blocks is expected to be very 
high, and better performance is therefore predicted if the accumulation for each block is 
done locally in shared memory. To accumulate the result from each tile locally, a single 
array of shared memory equal to (푡푥 + 2푟max)(푡푦 + 2푟max) elements is required per thread 
block. When using shared memory for local accumulation, the contributions from different 
tiles have to be added to the global output after line 13 in Algorithm 2.1 (right). Before this 
can be done, the threads have to be synchronised to ensure all contributions have been 
made and are visible to the other threads. Due to the overlapping borders of different 
blocks, atomic addition is required to avoid race conditions in this final accumulation. 
However, the degree of overlap is expected to be much lower than if each thread adds its 
contribution directly to global memory, and the penalty should thus be lower. 
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Five versions of scatter-based KFs employing different techniques to avoid race conditions 
were developed. In the global atomics version, the naïve approach where each thread 
atomically adds its partial result directly to global memory was used. In the shared atomics 
version, each thread instead atomically adds its partial result to an array of shared memory 
in the innermost loop of Algorithm 2.1 (right, line 11). This is similar to the global atomics 
version, but is expected to achieve better performance for two reasons: the lower latency of 
shared memory and the lower degree serialisation due to fewer write conflicts as discussed 
above. In the explicit sync version, the threads within a block are synchronised by calling 
__syncthreads() after the write operation in the innermost loop of Algorithm 2.1 (right, 
between lines 11 and 12). This ensures synchronised execution of the block, which avoids 
race conditions since for a given combination of the loop variables 푥 and 푦 each thread 
within a block will write to its own unique memory location. The call to __syncthreads() 
further ensures that all write operations made to shared memory are visible to all threads of 
the block before continuing the execution, which thus removes the need for atomic 
operations. In the threadfence version, the call to __syncthreads() above was replaced with 
a call to __threadfence_block(). The call to __threadfence_block() ensures that all memory 
operations carried out by a thread prior to the call are visible to all other threads in the same 
block before the thread is allowed to continue execution, but does not force the threads to 
synchronise. Since it is assumed that 푏푥 = 푡푥 is equal to the warp size, for a given value of 
the loop variable 푦 each warp writes to its own unique row of the shared memory array as 
seen in Figure 2.1 (right). Hence, for any combination of 푥 and 푦, race conditions can be 
avoided as long as 푦 remains the same for all warps of a block. This was ensured by 
inserting a call to __syncthreads() after the end statement of the innermost loop of 
Algorithm 2.1 (right, between lines 12 and 13). In the volatile version, the call to 
__threadfence_block() from the previous version was removed, and the shared memory 
used to hold the result was instead declared volatile. The volatile keyword ensures that 
accesses to the memory in question are compiled to explicit instructions rather than 
optimised to registers (in which case they are not visible to other threads). In the innermost 
loop of Algorithm 2.1 (right), the threads of a warp will therefore explicitly read, add their 
contribution, and write back to adjacent positions in the same row of shared memory before 
each shifting one step along the 푥-direction and repeating the procedure. Since only one 
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warp writes to a specific row of the shared memory for a given value of 푦, keeping the call 
to __syncthreads() introduced in the threadfence version is enough to avoid race conditions. 
2.2.5 General optimisations 
The presented implementations assume that the input, the corresponding map of kernel 
parameters, and the output are available in the global memory of the GPU and are arranged 
in row-major order to allow for coalesced memory operations. All calculations are carried 
out using single-precision floating-point operations to take full advantage of the 
computational power of the GPUs. Further, all the implementations were compiled with the 
flag -use_fast_math, which permits the GPU to evaluate certain function calls in specialised 
function units in the hardware, resulting in faster evaluation at the expense of accuracy. The 
relative errors introduced by using the fast mathematics library and single-precision 
arithmetic are, nevertheless, expected to be several orders of magnitude smaller than those 
introduced in image acquisition, for example. Since no sequences of such operations where 
errors could accumulate are present in any of the implementations, the effect on the total 
accuracy is thus assumed to be negligible. 
A #pragma unroll directive was inserted just before the innermost loop of all 
implementations (between lines 2 and 3 and lines 8 and 9, respectively, for the left- and 
right-hand sides of Algorithm 2.1) to request that the compiler unroll these loops 
indefinitely. This was seen to increase the performance of some KFs without negatively 
impacting that of others (for which the loops had presumably also been unrolled before 
adding the directive). For all implementations making use of shared memory as an 
explicitly managed cache, the cache configuration was set to prefer shared memory, giving 
48 KiB shared memory and 16 KiB L1 cache. For the remaining implementations – i.e. the 
six gather variants that hold neither the input values nor kernel parameters in shared 
memory, and the naïve scatter implementation – the configuration was instead set to prefer 
L1 cache, giving 16 KiB shared memory and 48 KiB L1 cache. 
2.2.6 Benchmarking 
Five Nvidia GPUs of the Fermi and Kepler architectures, listed in Table 2.1, were used for 
benchmarking, with detailed analysis performed for the highest-performance card of either 
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architecture: the Geforce GTX 580 and GTX 680. All systems hosting the GPUs were 
running 64-bit Microsoft Windows (Redmond, Washington, USA) environments and the 
KFs were compiled using the Nvidia CUDA Compiler 6.0. 
For each GPU, the performance of the 18 gather implementations and five scatter 
implementations described above were investigated for one value of 푟max at a time. For 
each value of 푟max, the implementations were compiled for 푡푦 = 8, 푡푦 = 16, and 푡푦 = 32, and 
the resulting KFs were benchmarked for the following combination of 푏푦 and 푡푦: 푏푦 = 푡푦 =
8; 푏푦 = 8, 푡푦 = 16; 푏푦 = 푡푦 = 16; 푏푦 = 8, 푡푦 = 32; and 푏푦 = 16, 푡푦 = 32. The investigated 
values of 푟max ranged from 1 to 32, with the exception of the gather variants using two 
arrays of shared memory, where the shared memory requirement dictated a largest possible 
value of 푟max smaller than 32. (The largest possible values of 푟max for these 
implementations were 29, 27, and 23, respectively, for values of 푡푦 of 8, 16, and 32.) The 
KF timings were taken as the average execution time for ten identical KF launches, 
resulting in a grand total of 35,250 executions per GPU. 
The test case consisted of launching each KF for all tiles of a 512 × 512 pixel test image of 
evenly distributed pseudorandom floating-point values on the interval [0, 1). The image 
dimensions were chosen to be large enough for all KFs to spawn a sufficient number of 
threads to saturate all the tested GPUs. For each investigated value of 푟max, a map of kernel 
parameters was generated by pseudorandom sampling of 휎 from the interval [0, 푟max 푛휎⁄ ), 
which ensured an even distribution over the full range of allowed values for the given 푟max. 
Although the benchmarking was carried out only for 푛휎 = 3, for a fixed value of 푟max, the 
value of 푛휎 should have no direct impact upon the performance of the KFs. 
Table 2.1. Overview of GPUs used for benchmarking. 
Name Arch. # cores Core clock [MHz] # cores/SM 
Max shared 
mem./SM [KiB] 
Global mem. 
cache 
Quadro 1000M Fermi 96 1400 48 48 L1 
Geforce GTX 580 Fermi 512 1544 32 48 L1 
Quadro K1100M Kepler 384 705 192 48 L2 
Geforce GTX 680 Kepler 1536 1006 192 48 L2 
Geforce GTX 760 Kepler 1152 980 192 48 L2 
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Since the aim of this chapter is to compare GPU implementations, the reported execution 
times do not include memory transfers. Unless otherwise stated, the results presented in the 
Results section are those obtained for the best-performing combination of 푏푦 and 푡푦 for each 
KF and each value of 푟max. Similarly, for the gather versions, for each value of 푟max, the 
reported result corresponds to the shared memory variant that showed the best performance. 
In the final analysis, the different implementations were grouped together according to 
similarity, and within each group the best result was selected for each value of 푟max. The 
following five groups were considered: ‘exact’ gather (identical to the naïve gather 
version); 1D gather (consisting of the gather versions employing the 1D approach); 2D 
gather (consisting of the gather versions employing the 2D approach); safe scatter 
(consisting of the naïve, shared atomics and explicit sync scatter versions); and warp-
synchronous scatter (consisting of the threadfence and volatile scatter versions). 
2.2.7 Single-threaded implementation 
A single-threaded CPU implementation written in C++ was used to verify the output from 
the KFs. Since a single-threaded implementation does not suffer from race conditions, the 
scatter approach, as outlined in Algorithm 2.1 (right), was used. (Comparison confirmed 
that the scatter implementation performed considerably better on the CPU.) Although the 
CPU implementation was written with performance in mind, templating for 푟max to allow 
for compile-time optimisations and ensuring regular memory access to reduce cache 
misses, it could likely be further improved by employing more advanced optimisation 
techniques (Lee et al 2010). Execution times are therefore provided only to give a rough 
idea of the performance of a single CPU core. The CPU implementation was compiled 
using the Microsoft Visual C++ 2013 compiler and executed on a 3.5GHz i7-3770K CPU 
from Intel (Mountain View, California, USA). 
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2.3 Results 
2.3.1 Gather-based implementations 
Figure 2.2 shows the execution times for the gather implementations on the Geforce GTX 
580 and GTX 680. On the GTX 580, both 2D versions showed better performance than the 
naïve version, with the one relying on global memory being the fastest. Across the range of 
푟max, the best-performing 2D approach was 1.5–2.2 times faster than the naïve version. 
Surprisingly, all 1D versions showed similar performance to the naïve version, with the 
best-performing one being only 1.0–1.2 times faster.  On the GTX 680, using texture 
memory resulted in the best performance both for the 1D and the 2D approaches, whereas 
using other types of memory to store the precalculated kernel values showed similar or 
worse performance compared to the naïve approach. The fastest 1D and 2D versions were, 
respectively, 1.2–2.2 and 1.9–3.9 times faster than the naïve version. The results of the 
other GPUs closely reproduced those of the corresponding architecture in Figure 2.2, apart 
from a vertical shift of the curves caused by the difference in base performance. 
 
Figure 2.2. Execution times for the gather implementations for different 푟max on the Geforce GTX 
580 (left) and GTX 680 (right). Only the data points for the best-performing combination of 푡푦, 푏푦, 
and number of shared memory arrays are shown for each implementation. Note the logarithmic 
scale on the 푦-axes. (The execution times for the single-threaded CPU implementation are not 
shown in this and the following figures in order to reduce the upper limit of the y-axis and make the 
GPU execution times easier to distinguish. For comparison, the CPU timings have instead been 
included in Table 2.3.) 
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2.3.2 Scatter-based implementations 
The execution times for the scatter implementations are shown in Figure 2.3. On the GTX 
580, the global atomics version unsurprisingly resulted in the slowest execution for all 
푟max, whereas the volatile version exhibited best performance, executing 3.7–33.0 times 
faster than the former. The threadfence and the explicit sync versions performed very 
similarly and were second fastest for 푟max of 9 and smaller. For larger values of 푟max, the 
shared atomics version was the second fastest. On the GTX 680, the general trend was the 
same: the global atomics version was slowest (or very close to slowest) for all values of 
푟max, and the volatile version was fastest, faster than the global atomics version by a factor 
of between 2.1 and 7.7. The performance of the explicit sync and threadfence versions was 
again very similar, with the latter being the second fastest version for values of 푟max of 17 
and smaller. Above this number the shared atomics version performed second best. Again, 
the results seen in Figure 2.3 were mimicked by the other GPUs of the corresponding 
architectures, as exemplified for the volatile version in Figure 2.4. 
 
Figure 2.3. Execution times for the scatter implementations for different 푟max on the Geforce GTX 
580 (left) and GTX 680 (right). Only the data points for the best-performing combination of 푡푦 and 푏푦 are shown for each implementation. 
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Figure 2.4. Comparison of the execution times for the volatile version of the scatter implementation 
on all GPUs. Curves corresponding to GPUs of the same architecture have the same shape but 
appear shifted along the 푦-axis. 
2.3.3 Accuracy 
The naïve gather implementation and all the scatter implementations accurately reproduced 
the results of the single-threaded CPU implementation. The absolute mean of the relative 
differences was below 6 × 10−7 for all values of 푟max, which is of the order expected when 
using the fast mathematics library. For the gather approaches relying on 1D and 2D arrays 
to hold precalculated kernel values, the relative errors were, unsurprisingly, larger and 
dependent on input and kernel parameter values. The largest relative errors were seen for 
pixels beyond the edges of the input image, which receive contributions from fewer input 
pixels and therefore are more sensitive to the effects of unfortunate combinations of input 
value and kernel parameter. (These pixels might be irrelevant in some image processing 
applications but are relevant for RT dose calculation.) Since the errors in the output were 
heavily dependent on the input, and therefore hard to characterise quantitatively, the 
maximum relative error when evaluating Equation (2.12) over the considered ranges of 푑 
and 휎 was investigated instead. Using the sampling described in the Methods section, the 
maximum relative errors were found to be 5.7% and 15.3%, respectively, for the 1D and 
2D approaches. 
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2.3.4 Preferred kernel function configurations 
Figure 2.5 shows the preferred configurations for different KFs and values of 푟max on the 
Geforce GTX 580 and GTX 680. A clear trend for the gather implementations to perform 
best when 푏푦 = 푡푦, i.e. when each thread processes only one output, is seen for both GPUs. 
Although regions of the parameter space are seen where either 푏푦 = 푡푦 = 8 or 푏푦 = 푡푦 = 16 
is preferred over the other, no persistent trend was identified. The trend for the shared 
memory variants was, as expected, to prefer using more shared memory arrays for small 
values of 푟max and no memory arrays for large values. The implementations not relying on 
texture memory preferred more shared memory arrays, with the variant using two arrays 
generally performing best for values of 푟max up to 16 on both architectures. On the Geforce 
GTX 580 the different scatter implementations preferred different configurations of 푏푦 and 
푡푦: 푏푦 = 8, 푡푦 = 32 for global atomics; 푏푦 = 16, 푡푦 = 32 for shared atomics; 푏푦 = 푡푦 = 8 for 
explicit sync and threadfence; and 푏푦 = 8, 푡푦 = 16  for volatile. Curiously, on the Geforce 
GTX 680, the only trend seen for the scatter implementations was a preference for 푏푦 =
푡푦 = 16 across all versions, the only configuration not preferred by the Geforce GTX 580. 
 
Figure 2.5. Maps of the preferred values of 푏푦 and 푡푦 for all implementations, and the preferred 
number of shared memory arrays for the gather implementations on the Geforce GTX 580 (left) and 
GTX 680 (right) for different values of 푟max. 
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2.3.5 Grouped performance comparison 
Figure 2.6 shows the best performance for different implementation groups on the Geforce 
GTX 580 and GTX 680, with the ‘bumps’ seen in Figure 2.3 flattened out as described in 
the Discussion section. For both GPUs, the scatter implementations relying on warp-
synchronous execution were seen to be the fastest for all values of 푟max. Further, both 
groups of scatter implementations were faster than any of the gather counterparts for all 
values of 푟max, with the exception of the largest two values on the Geforce GTX 680. The 
minimum and maximum speedups over all considered values of 푟max when comparing each 
of the different groups on the Geforce GTX 580 and GTX 680 are summarised in Table 2.2. 
Table 2.3 lists the ranges of relative execution times for the different groups of 
implementations, compared to the fastest scatter implementation for all benchmarked 
GPUs. For reference, the single-threaded CPU implementation is also included in this table. 
 
Figure 2.6. Execution times for the best-performing implementations in each group on the Geforce 
GTX 580 (left) and GTX 680 (right). Dashed lines show execution times for instantiations 
corresponding to the 푟max indicated on the 푥-axis; solid lines show the fastest execution time for 
instantiations corresponding to 푟max equal to or greater than the indicated value on the 푥-axis. 
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Table 2.2. Relative speedups between the different groups of implementations. The upper right 
triangle corresponds to the Geforce GTX 580 and shows the speedup of columns relative to rows. 
The lower left triangle corresponds to the Geforce GTX 680 and shows the speedups of rows 
relative to columns. 
         GTX 580 
 
GTX 680 
Naïve gather 1D gather 2D gather Safe scatter Warp-sync 
scatter 
Naïve gather 
 1.0–1.1x 1.5–2.2x 4.8–11.9x 4.8–28.5x 
1D gather 1.2–2.2x  1.5–2.0x 4.3–11.0x 4.4–26.2x 
2D gather 1.9–3.9x 1.5–1.9x  2.1–6.7x 2.1–14.5x 
Safe scatter 3.2–10.3x 1.5–7.4x 0.9–4.7x  1.0–2.8x 
Warp-sync 
scatter 3.7–16.8x 2.4–8.5x 1.3–4.9x 1.0–3.4x  
 
Table 2.3. Relative calculation times for the different groups of implementations as compared with 
the fastest scatter implementation on each GPU. The relative calculation time for the single-
threaded implementation running on the i7-3770K CPU is also shown for each GPU. 
 
Naïve gather 1D gather 2D gather Safe scatter Warp-sync 
scatter 
CPU (single-
threaded) 
Quadro 
1000M 4.3–25.4 4.1–21.5 2.3–13.4 1.1–3.2 1.0 13.6–39.4 
Geforce 
GTX 580 4.8–28.5 4.4–26.2 2.1–14.5 1.0–2.8 1.0 132–285 
Quadro 
K1100M 4.0–17.2 2.5–8.7 1.2–5.0 1.0–3.3 1.0 12.8–57.7 
Geforce 
GTX 680 3.7–16.8 3.2–10.3 1.9–3.9 1.2–2.2 1.0 76.4–294 
Geforce 
GTX 760 3.6–17.2 2.3–8.5 1.2–4.9 1.0–3.4 1.0 61.2–216 
2.4 Discussion 
2.4.1 Execution times 
For the considered 2D Gaussian KS problem, the investigated scatter-based 
implementations achieved considerably better performance than the gather-based ones. As 
seen in Table 2.2, the fastest scatter version was 2.1–14.5 and 1.3–4.9 times faster than the 
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fastest gather version on the Geforce GTX 580 and GTX 680 respectively. For both GPUs, 
the lower end of these ranges corresponded to smaller kernel sizes, whereas for values of 
푟max larger than around five, the speedups were all in the upper halves of the ranges, as 
seen from Figure 2.6. The same was true for all GPUs listed in Table 2.3, although not 
when compared with the single-threaded CPU code. 
Using precalculated kernel values, stored in 1D or 2D arrays of one type of memory or 
another, resulted in a clear performance boost for the gather approach on both architectures. 
However, as mentioned in the Results section, for unfortunate combinations of 푟max and 
kernel parameter values, it resulted in large errors in comparison with the constraint set on 
the average error. Although performance can be traded for smaller errors by increasing the 
sampling density – and thus increasing the array sizes, which will in turn increase the 
number of cache misses when using global and texture memory – gather implementations 
relying on precalculated kernel values might not be suitable for applications where per-
pixel accuracy is critical. In these cases the performance increase when using a scatter 
approach was even more pronounced, with speedups of 4.8–28.5 and 3.7–16.8 times, 
respectively, on the Geforce GTX 580 and GTX 680, as shown in Table 2.2. Again, the 
lower end of the ranges corresponded to small values of 푟max while larger values all gave a 
speedup in the upper half of the ranges, as seen in Figure 2.6. 
Local maxima, where the execution time for the same implementation was longer for one 
value of 푟max than for some larger 푟max, are seen in a few places in Figure 2.3 and Figure 
2.4. These ‘bumps’ cannot be explained given the underlying code alone; for all 
implementations, a larger 푟max results in an increased number of per-thread computations 
and the use of more GPU resources, which should lead to longer execution times. Instead, 
this behaviour was seen to be caused by a jump in the number of registers allocated to each 
thread by the compiler, between KFs corresponding to one value of 푟max and the next. 
Since there is no way of predicting the optimal trade-off between register usage and 
occupancy at compile time, the compiler bases the register assignment on heuristics, which 
in some cases leads to a suboptimal solution. Although there is no direct way to force an 
increase in the register usage in CUDA, in the presented case, the easiest way to recover 
some of the lost performance is to use the KF corresponding to a larger 푟max where it 
performs better. This has been done in Figure 2.6 to remove the bumps seen in Figure 2.3. 
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Since this curious behaviour is limited to KFs corresponding to a few values of 푟max and 
does not affect the presented arguments or conclusions, it was not investigated further. 
2.4.2 Performance limitations 
According to the CUDA Visual Profiler tool, all implementations in the best-performing 
configuration were limited by either memory bandwidth or latency, except for the naïve 
gather approach which was compute-bound due to the many evaluations of the error 
function. Many of the presented results are thus explained simply by the number and type 
of memory operations used, e.g. the 2D gather versions requiring one linear interpolation 
were faster than the corresponding 1D versions requiring two interpolations; the 
implementations relying on L1 cache or shared memory were faster than those relying on 
L2 cache; and the scatter versions with fewer synchronisation events and less atomic 
serialisation were faster than those with more. It is therefore not surprising that the volatile 
scatter version, which requires 푁2 shared memory operations per pixel, was faster than the 
other implementations, requiring more memory operations, using a slower memory, and/or 
requiring more frequent synchronisation. Such a scatter-based implementation of the KF 
operation is therefore expected to perform better for any kernel of the form given by 
Equation (2.7) for which the evaluation time of the kernel itself is non-negligible. 
The performance differences seen between the two GPU architectures can largely be 
explained using similar arguments. The faster texture memory on the GTX 680 resulted in a 
better relative performance of the 1D and 2D gather versions using texture memory, and the 
faster global atomic operations on the Kepler architecture resulted in a better performance 
of the global atomics scatter version. Conversely, since global memory operations are 
cached in L1 on the Fermi architecture, the gather versions using global memory showed 
better relative performance on the GTX 580. The worse absolute performance of the GTX 
680 compared to the GTX 580 for some implementations, notably the volatile scatter 
version seen in Figure 2.4, can further be explained by the number of cores per SM sharing 
the same local resources. On the Fermi architecture, 32 or 48 cores have access to the same 
amount of shared memory as 192 cores on the Kepler architecture; when the amount of 
shared memory limits occupancy, there will be fewer threads per core on the GTX 680, and 
therefore less latency hiding. This seems to be a general trend for resource-demanding KFs 
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on the Kepler architecture, and it serves as an illustration of how the execution time is 
determined not only by the theoretical performance of the GPU, but also how well the 
considered problem fits the particular architecture. 
2.4.3 Generalisation of results 
Since the initial study on which this chapter is based was carried out, Nvidia has released a 
new GPU architecture named Maxwell. Although this architecture is in many ways similar 
to its two predecessors, there are some differences of comparable magnitude to those 
between the Fermi and Kepler architectures. It is therefore natural to ask whether the results 
presented here are also expected to be valid for Maxwell GPUs. Given that Nvidia has 
made no announcement that warp-synchronous programming is no longer viable or that 
support for the volatile keyword has been removed, the suggested scatter approach is still 
assumed to be valid. Further, in the light of the discussion on performance limitations in the 
previous subsection, there is no reason to doubt that the scatter approach will remain faster 
than the gather approach unless it is substantially hampered by the Maxwell architecture. 
The factor reducing the relative performance of the scatter approach on the Kepler 
architecture compared to the Fermi architecture was the smaller amount of shared memory 
available per core, limiting the possibility for latency hiding. With the Maxwell 
architecture, the number of cores per SM was changed to 128 (compared to 192 on Kepler 
and 32 or 48 on Fermi) whereas the shared memory, which no longer occupies the same 
space as the L1 cache, is fixed at either 64 or 96 KiB (compared to the user-selectable 16 or 
48 KiB on Fermi and Kepler). This means that there is between two and three times more 
shared memory per core on Maxwell compared to Kepler. As a result, the scatter approach 
is expected to perform relatively better on Maxwell compared to Kepler (although not 
necessarily as well as on Fermi), and the results above are assumed also to hold for this 
architecture.  
From the methods described it is clear that the implementations in this chapter should be 
applicable to any separable kernel satisfying Equation (2.7). It is therefore expected that the 
advantage of employing a scatter approach seen in the Results section would be present 
also for other kernels of this type, as long as the kernel evaluation itself requires a non-
negligible amount of computation. In addition, some of the restrictions implicitly 
2.4   Discussion  73 
 
introduced in the above treatment can be alleviated as discussed in the following 
paragraphs.  
In most real-world applications, it is unlikely that the kernel parameters will be evenly 
distributed over the image; rather, some correlation with position is to be expected. In the 
case of a presented KS implementation, this corresponds to having tiles with different 
values of 푟max present in the same image, each requiring their own KF to be launched. In 
the case of large enough images or large numbers of images processed simultaneously, this 
will not cause a problem, since there will be enough tiles for a given value of 푟max to 
saturate the GPU. However, for smaller images, having to launch one KF for each value of 
푟max could lead to low GPU usage and be detrimental to the performance. One way of 
increasing the GPU usage at the expense of redundant calculations is to batch tiles with a 
range of values of 푟max and launch a single KF corresponding to the largest 푟max in the 
range. This method is further explored in the following chapter. Alternatively, on recent 
GPUs, several KFs can be launched concurrently to ensure that there are enough threads to 
saturate the available cores, which would avoid the problems associated with having many 
values of 푟max present in a small image. Simultaneously running KFs requiring large 
amounts of local resources concurrently with ones requiring fewer resources, e.g. KFs for 
large and small values of 푟max, further has the potential to improve occupancy compared 
with running different KFs separately.  This is because mixing small and large KFs might 
allow a larger number of thread blocks to run on each SM. Therefore, such a scheme, 
although not investigated further, might also be beneficial for cases where there is enough 
work to saturate the GPU. 
Although only kernels that are circularly symmetric have been considered in the above 
description, the implementations can easily be extended to accommodate asymmetric 
kernels, as long as they are spatially separable along the coordinate axes. This also 
accommodates the case of different pixel spacing along the 푥- and 푦-axes. Extending the 
scatter-based implementations to handle these cases, however, leads to an increase in the 
number of necessary kernel evaluations. For example, a kernel that is reflection symmetric 
with respect to both coordinate axes, such as a 2D Gaussian function with different 
standard deviation along the two axes, would require 푟max,푥 + 푟max,푦 + 2 kernel evaluations. 
A kernel completely lacking symmetry would further require 2푟max,푥 + 2푟max,푦 + 2  
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evaluations, where in both cases 푟max,푥 and 푟max,푦 denote the smallest necessary kernel 
‘radii’ along the 푥- and 푦-axes. Still, the number of kernel evaluations in both cases 
compares favourably with the (2푟max,푥 + 1)(2푟max,푦 + 1) evaluations required by a gather-
based implementation. It should be noted that regardless of the kernel symmetry, only the 
푟max,푥 + 1 (or 2푟max,푥 + 1 for kernels without reflexion symmetry) kernel values used in the 
innermost loop of Algorithm 2.1 (right) would have to be stored in local arrays. Therefore, 
the register pressure is expected to remain unchanged compared to when working with 
circularly symmetric kernels.  
The presented implementations assume that the kernel axes coincide with those of the 
coordinate system in which the operation is performed. It is clear that this is not necessarily 
true for kernels without circular symmetry, or for any 2D KS of an image of higher 
dimensionality than two. The PB algorithm is an example of the latter, where 2D KSs are 
carried out perpendicular to the beam direction, which does not necessarily coincide with 
an axis of the 3D patient image. However, transforming the input image to have its axes 
coincide with those of the kernel – and thus being able to use an implementation that better 
fits the GPU architecture – is often more efficient than avoiding the transformation and 
using an ill-fitting implementation, as pointed out by for example Ha et al (2010). This 
approach is thus adopted when incorporating the scatter-based KS implementation into the 
PB algorithm in the next chapter. 
All of the presented implementations can be extended to handle KS in more than two 
dimensions by introducing additional levels of nesting in Algorithm 2.1 to account for the 
added axes. In theory, in doing so, the difference between the gather and scatter approaches 
should be even greater than for the 2D case: the performance of the scatter implementations 
is limited by the number of shared memory operations, which is 푁푛 per thread, whereas the 
gather implementations are limited by the number of kernel evaluations, which is 
proportional to 푛푁푛 per thread, and thus growing more rapidly with 푛. In practice, however, 
for higher-dimensional implementations, the amount of shared memory available will limit 
the possible values of 푟max for all implementations relying on shared memory for 
intermediate storage. On current GPUs, the upper limit on 푟max would be about six in the 
3D case, which is expected to be too small to be practically useful in many applications. 
Instead, problems requiring a larger 푟max can be divided into 푁푛−2 separate 2D problems, 
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which, by exposing this new parallelism to the GPU, can be solved simultaneously using 
any of the implementations presented here. Therefore, the same performance differences as 
seen for the 2D case are also expected for partially separable KS in higher dimensions. 
2.4.4 Conclusion 
The results presented in this chapter show that using a scatter-based approach rather than a 
conventional, gather-based one can significantly improve the performance of 2D Gaussian 
KS on modern GPUs. The improvement in performance was partly due to the use of warp-
synchronous programming together with volatile shared memory, both of which have at 
times been labelled as non-future-proof practices. Yet, as this work has shown, the increase 
in performance enabled in certain applications and on current architectures makes them 
hard to ignore, and there is no evidence that support for these will be removed within the 
near future. Incorporating the best-performing KS implementation presented in this chapter 
into a proton therapy PB dose calculation engine will therefore significantly shorten the 
calculation time compared to previously presented implementations. Further, based on the 
widespread use of Gaussian and other separable kernels, it is anticipated that multi-
dimensional KS employed in a range of applications could benefit from scatter-based GPU 
implementations.
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 Single-Gaussian pencil beam dose Chapter 3
calculation 
3.1 Introduction 
3.1.1 Monte Carlo simulations on graphics processing units 
A substantial effort has gone into using GPUs to speed up RT dose calculation, with the 
main body of work relating to conventional RT (Jia et al 2014). For hadron therapy, fewer 
studies have been presented, the majority of which aimed at speeding up MC methods (Jia 
et al 2012a). Tseung et al (2015) recently described the first GPU implementation of a MC 
code for fast dose calculation in proton therapy which employs realistic modelling of all 
physical interactions involving protons, including nonelastic nuclear interactions. The code 
required 2–3 minutes to simulate full PBS plans for head and neck cases consisting of 60 
million primary particles. The presented calculation times did not, however, include 
tracking of electrons and charged particles heavier than protons, whose energy was 
deposited locally, or neutrons, whose dose contribution was ignored. The GPU MC code 
presented by Jia et al (2012b) models the same physical interactions involving protons, but 
assumes that all nuclear interactions take place in water. The code required 10 s to calculate 
a shallow energy layer of a clinical target using 10 million primary particles, making the 
same simplified assumptions about the contribution from electrons, heavier charged 
particles, and neutrons as that by Tseung et al (2015). In a more recent study, the same code 
required between 14 s and 6 minutes to calculate passively scattered head and neck plans 
simulating between 23 and 270 million primary particles, not including the time to read in 
the patient-specific phase space files (Giantsoudi et al 2015). Kohno et al (2011) presented 
a GPU implementation of a further simplified MC code, which simulates only multiple 
Coulomb scattering and derives the energy loss at each particle step from an IDD measured 
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in water (Kohno et al 2003). This implementation required 19 s to calculate the dose for a 
small head and neck case treated with passively scattered protons to clinically acceptable 
accuracy, or 3 minutes for a corresponding, but large, indication. Finally, Yepes et al (2010) 
presented a GPU implementation of a track repeating algorithm, where pregenerated 
particle tracks in water from a full MC simulation are replicated inside the patient volume, 
rescaling each step length and scattering angle according to the local medium (Yepes et al 
2009). This code required 50 s to simulate 10 million primary particles in a CT image of the 
thorax. 
The studies mentioned above all reported considerable speedups compared to general MC 
codes or CPU implementations of the same algorithms. However, although calculation 
times of tens of seconds to a few minutes are sufficient for daily dose recalculation and 
verification, online dose monitoring applications would require faster calculations by about 
two orders of magnitude. Despite the development of faster GPUs since these studies were 
published – e.g. the base performance the GPU used in this chapter is estimated to be 1.3–
4.9 times greater than that of those used in the studies mentioned – there are two reasons to 
believe that radical speedups will not be seen for MC simulations in the near future. First, 
MC simulation is a statistical method and which relies on the simulation of a large number 
of particles to achieve acceptable accuracy. Therefore, apart from the various 
simplifications and variance reduction techniques already in use, no further reductions of 
the computational burden are to be expected. Second, the architecture of current GPUs does 
not lend itself well to MC algorithms, due to the high levels of branching, synchronisation, 
and scattered memory accesses required. This makes it challenging for such 
implementations to take full advantage of the available computational power (Jia et al 
2014). 
3.1.2 Analytical dose calculation on graphics processing units 
Compared to a MC simulation, the PB algorithm is less computationally demanding and its 
parallelism is inherently branch-free, which makes it a promising candidate for GPU 
implementation. Despite this, only one, partial, GPU implementation of a PB algorithm for 
hadron therapy has been found in the literature. In their paper, Fujimoto et al (2011) 
presented an implementation where the computationally demanding KS step is carried out 
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on a GPU, whereas all other algorithm steps are left to the CPU. The dose calculation uses 
a single-Gaussian beam model and is carried out over a square voxel grid in a BEV 
coordinate system. Since the intended application is dose calculation for passively scattered 
proton beams, all CPBs of a given energy are calculated simultaneously. Therefore, the KS 
over a layer of voxels at a given depth is identical to that over a 2D image considered in the 
previous chapter. This is the same approach as will be adopted for the KS step in the 
implementation presented here. However, to avoid potential write conflicts, Fujimoto et al 
(2011) used a conventional gather-based KS implementation, leading to speedups of 5–20 
times for the KS step compared to a single-threaded CPU implementation. Although they 
predicted further speedups from running all algorithm steps on a GPU, no such entirely 
GPU-based dose calculation engine for proton therapy was found in the literature. 
Egashira et al (2013) presented the only additional GPU implementation of an analytical 
dose calculation algorithm for hadron therapy found in the literature. Their implementation 
is based on the PB redefinition algorithm, which was initially developed for electron beam 
RT to improve the accuracy of the PB algorithm in the presence of heterogeneities (Shiu 
and Hogstrom 1991). In their study they showed that, in the presence of density interfaces 
along the beam direction, the algorithm achieves better agreement with a MC calculation 
than the standard PB algorithm for protons. However, although the PB redefinition 
algorithm is based on the PB algorithm and has many conceptual similarities, it requires the 
CPBs to be redefined at each calculation depth. Because of the additional complexity 
introduced by the redefinition step, a different implementation strategy is required. 
Unfortunately, Egashira et al (2013) do not describe their GPU implementation in detail, 
but conclude that it resulted in a speedup of between 2.0 and 4.6 times compared to their 
CPU implementation of the same algorithm. 
Despite losing ground to convolution-superposition algorithms, PB algorithms are still in 
use in conventional RT, and a few GPU implementations have been presented (Gu et al 
2009, 2011, Lu 2010). Due to the differences in the treatment delivery method and physical 
interactions modelled, however, PB algorithms for conventional RT are generally of limited 
interest in hadron therapy dose calculation. Nevertheless, the implementation by Gu et al 
(2009) is worth mentioning in the context of the presented work, since it applies a Gaussian 
beam model, which is commonly used in proton therapy. Their implementation is divided 
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into two steps: one which is responsible for the ray tracing and WEPL calculation and 
another which is responsible for the CPB width calculation and KS, both of which run on a 
GPU to limit memory transfers of intermediates over the expansion bus. They employ a 
triple-Gaussian beam model and a gather-based approach where the KS is carried out 
directly in the global dose grid, rather than in a BEV system, by assigning one thread to 
each voxel. However, their widening of the Gaussian kernels is predictable and 
comparatively small, which leads them to apply a fixed cut-off radius of only three times 
the CPB spacing, a technique which would not be useful for proton therapy. 
3.1.3 Chapter scope 
This chapter describes the development of a GPU implementation of a proton therapy dose 
calculation engine based on a PB algorithm employing a single-Gaussian beam model. The 
aim was to achieve sufficiently short calculation times for application in online dose 
calculation whilst maintaining the accuracy of current analytical PB implementations in 
clinical cases. The implementation was based on an algorithm in clinical use, but, in order 
to suit both the intended application and the GPU architecture, several modifications and 
simplifications were introduced. The work presented in this chapter has previously been 
published in da Silva et al (2015c), describing the first PB algorithm for hadron therapy 
running all steps of the calculation on a GPU. Throughout, dose delivery using a PBS 
system is assumed, although the presented methods should, with minor modifications, also 
apply to dose calculation for passively scattered protons. 
3.2 Methods 
3.2.1 Algorithmic considerations 
Choice of algorithm 
The presented dose calculation engine does not aim to mimic in detail any PB algorithm 
presented in the literature, but draws on the work by several authors. Arguably the most 
dominant influence has been the work by Soukup et al (2005), which has served as a basis 
for the implementation. The reasons for this were threefold. First, the algorithm includes 
the functionality expected from a modern proton therapy PB algorithm, such as a material-
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dependent multiple scattering model, native support for sub-PB splitting, and modelling of 
the low-dose halo. Second, despite the included functionality, it remains relatively simple, 
striking a good balance between detailed modelling and physically justifiable 
approximations, which makes it suitable for GPU implementation. Third, the algorithm is 
used in the commercial treatment planning system (TPS) XiO Proton (Elekta AB, 
Stockholm, Sweden), which makes it widely used and tested in a range of clinical settings 
(Doolan et al 2015). The most noteworthy simplification in the algorithm implemented in 
this chapter compared to that presented by Soukup et al (2005) is the use of the single-
Gaussian beam model, which ignores the contributions from the low-dose halo. Influences 
from additional works and further simplifications are described together with the 
corresponding parts of the algorithm under the relevant headings in the rest of this 
subsection. 
Reference pencil beams 
The beam model used in the presented PB algorithm, described in detail below, was based 
entirely on MC simulations of single PBs impinging on a water tank. Similar MC 
simulations of reference PBs were also used as the gold standard when evaluating the 
single PB dose distributions produced by the presented dose calculation engine in simple 
geometries. To ensure that the dose calculation engine uses clinically relevant parameters, 
and to make it possible to validate dose distributions in a real patient case, the employed 
beam model had to be based on a clinical beam line. Therefore, the MC simulations of the 
reference PBs were tuned to reproduce the scanned proton PBs produced by the 
synchrotron at the CNAO treatment centre. All dose distributions for individual PBs were 
obtained by simulating beams of protons from the vacuum pipe entering the treatment 
nozzle all the way to the water tank using the Fluka MC code (Ferrari et al 2005, Böhlen et 
al 2014). The nozzle geometry and the parameters of the beam inside the vacuum pipe – i.e. 
the lateral extent, momentum spread, and a list of accelerator energies – used in the 
simulations were obtained from CNAO. Simulations using the same parameters have been 
shown to accurately reproduce the results obtained from dosimetric measurements, and 
were used both in the commissioning of the CNAO treatment centre and as input to their 
analytical TPS used clinically (Rossi 2011, Mairani et al 2013). In total, PBs of 147 beam 
energies corresponding to BP depths of 30–319 mm in water were simulated and used to 
determine the input to the PB implementation. 
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Coordinate system and voxel grid 
 
Figure 3.1. Schematic illustration of the orthogonal and divergent coordinate systems. To simplify 
the illustration, only the 푥- and 푧-coordinates are shown and the source distance, 푠푥, has been greatly 
reduced. Lines of constant  푧, which coincide for the two systems, are shown as solid black lines 
with the corresponding coordinates and step numbers at the bottom and top respectively. Lines of 
constant 푥 are shown as solid grey and dashed black lines for the orthogonal and divergent systems 
respectively, with the corresponding coordinates on the right. 
To allow for coalesced memory operations and the use of the fast KS implementation 
described in the previous chapter, the calculation of the partial dose distribution from each 
beam direction is carried out in the respective BEV coordinate systems. The BEV 
coordinate system employed for each beam direction is right-handed with its origin at the 
isocentre, the 푧-axis pointing towards the beam source, and the 푥- and 푦-axes parallel to 
those given by the grid of CPBs, as shown in Figure 3.1. Here, ∆푧 denotes the constant step 
length along the 푧-axis when ray tracing CPBs through the CT image of the patient, and 
푧푛 = 푧0 − 푛∆푧 denotes the 푧-coordinate at step 푛 from the depth at which the first CPB 
enters the patient, 푧0. For parallel CPBs, ∆푥 and ∆푦 denote the CPB spacing in the 푥- and 
푦-directions of an orthogonal system, resulting in a BEV dose grid made up of voxels of 
size ∆푥 × ∆푦 × ∆푧 mm3. For divergent CPBs, a coordinate system is chosen such that the 푥- 
and 푦-coordinates remain constant along any CPB, and the 푧-coordinate coincides with that 
of the orthogonal system as shown in Figure 3.1. Transformations between the divergent 
and orthogonal BEV coordinate systems are given by 
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⎩{{
{⎨
{{{
⎧푥div = 푠푥푠푥 − 푧ort 푥ort
푦div = 푠푦푠푦 − 푧ort 푦ort푧div = 푧ort
               ⇔⇔⇔⇔⇔⇔⇔⇔ 
⎩{{
{⎨
{{{
⎧푥ort = 푠푥 − 푧div푠푥 푥div
푦ort = 푠푦 − 푧div푠푦 푦div푧ort = 푧div
, 
 
 
 
(3.1)
where 푠푥 and 푠푦 denote the PB source distances along the 푧-axis in the 푥푧- and 푦푧-planes 
respectively. In a divergent system, ∆푥 and ∆푦 are defined as the CPB spacing at 푧 = 0, 
making the orthogonal voxel grid a special case of the divergent voxel grid with 푠푥 = 푠푦 =
∞. In the rest of this chapter, it is therefore assumed that coordinates and voxels are given 
in a general divergent system. On a divergent voxel grid, the physical distances between 
voxel centres along the 푥- and 푦-axes are given by ∆푥푛 = ∆푥(1 − 푧푛 푑푥⁄ ) and ∆푦푛 =
∆푦(1 − 푧푛 푑푦⁄ ) respectively, as seen in Figure 3.1. The voxels take the shape of truncated 
wedges, with all voxels at step 푛 having identical volume given by 
 푉푛 = ∆푥∆푦∆푧 (1 − 푧푛푑푥 −
푧푛푑푥 +
푧푛2푑푥푑푦 +
(∆푧)2
12푑푥푑푦) ,
 
(3.2)
where the last term can generally be disregarded. The physical distance between voxel 
centres along any CPB will be ∆푧√1 + 푥2 푠푥2 +⁄ 푦2 푠푦2⁄  rather than ∆푧, but although this was 
included in the WEPL calculation, the difference will likely be negligible for many realistic 
treatment setups. 
Ray tracing 
In the implementation adopted in this work, the PB algorithm requires both the WEPL and 
mass density associated with each voxel in the BEV coordinate system. These are obtained 
in what will be referred to as the ray tracing step of the dose calculation, where the CPBs 
are stepped through the patient CT volume. When accumulating voxel values by ray 
tracing, the algorithm by Siddon (1985), or one of its derivatives, is commonly used 
(Jacobs et al 1998). These algorithms weight the values of the traversed voxels with the 
length of the intersecting ray segment, and, assuming uniform values across the voxel 
volumes, give the exact value of any such line integral. However, these algorithms rely 
heavily on the sorting of ray–voxel intersections, which is hard to implement efficiently on 
GPUs. Although such a GPU implementation was presented by de Greef et al (2009), the 
presented dose calculation engine uses a fixed step length for the ray tracing, which, 
provided a small enough step length is chosen, should ensure  acceptable accuracy (Gu et al 
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2011). Thus, at step 푛 along CBP 푖, which corresponds to the centre of a voxel with 
coordinates (푥푖, 푦푖, 푧푛) in the BEV system, the linear stopping power relative to that of 
water, 푆rel, and the mass density are calculated from the local radiodensity as obtained 
through tri-linear interpolation into the CT volume. The WEPL at the distal edge of the 
voxel, 푧WE(푥푖, 푦푖, 푧푛+1 2⁄ ), is then obtained as a cumulative sum of the relative linear 
stopping power according to 
 푧WE(푥푖, 푦푖, 푧푛+1 2⁄ ) = ∑ 푆rel(푥푖, 푦푖, 푧푘)∆푧
푛
푘=0
. 
 
(3.3)
Radiodensity, relative stopping power, and mass density are all scalar quantities, each with 
its own dependency on several parameters, most notably the number densities of elements 
in the considered voxel. Therefore, for a given set of materials, there is no guarantee that an 
unambiguous mapping exists between any of these quantities. Fortunately, piecewise linear 
conversions between radiodensity and relative stopping power and between radiodensity 
and mass density, which hold for most materials found in the human body, can be found 
using the stoichiometric method developed by Schneider et al (1996). Here, the conversion 
curve optimised for head and neck cases at CNAO was used for the relative stopping 
power, while the mass density conversion was adopted directly from the work by (the 
different) Schneider et al (2000). The LUTs created for both of these consisted of 3072 
points corresponding to radiodensities of between -1000 and 2071 HU. Because the 
elemental composition of different tissues varies, there is also a slight dependency of the 
relative stopping power conversion curve on residual proton energy, as pointed out by 
Fippel and Soukup (2004). However, using the energy-dependent conversion suggested by 
these authors was seen to have very little effect on the BP position compared to when using 
a fixed conversion at all energies. Therefore, contrary to the algorithm described by Soukup 
et al (2005), this correction was not applied in the presented implementation. The 
assumption that the conversion to relative stopping power is independent of residual energy 
makes the WEPL calculation identical for beams of all initial energies, which means that a 
only single ray tracing step is required for each beam direction, reducing the overall 
calculation time. 
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Integral depth-dose scaling 
The IDDs for proton PBs of all energies employed at the CNAO treatment centre were 
obtained directly from the reference MC simulations of PBs in water. The output from the 
MC simulations was given in units of energy per volume, whereas the clinically relevant 
unit is dose, or energy per mass. Therefore, to simplify the calculations below, the output 
was converted to SI-units and expressed in J/dm3, which, assuming an implicit conversion 
using the density of water of 1.0 kg/dm3, can be used interchangeably with dose expressed 
in Gy=J/kg where necessary. Since the IDDs have regions of rapidly varying derivative, 
most notably around the BP, direct sampling of the IDD curve at the WEPL corresponding 
to the centre of a voxel, as implied by Equation (1.3), is prone to introducing discretisation 
artefacts. This was avoided by replacing the direct evaluation by the integral difference 
 퐼IDD(퐸푖, 푧푛) ⟶ [퐼CIDD(퐸푖, 푧WE(푧))]푧=푧푛−1 2⁄
푧=푧푛+1 2⁄
푆rel(푧푛)∆푧 , 
 
(3.4)
where 퐼CIDD is the cumulative integral depth-dose (CIDD) given by 
 퐼CIDD(퐸푖, 푧) = ∫ 퐼IDD(퐸푖, 푧′)d푧′.푧0
 
(3.5)
This is similar to the method which was used when evaluating the Gaussian kernel in the 
previous chapter. The numeric evaluation of Equation (3.5) was carried out offline, using a 
small enough step to avoid discretisation artefacts, and the result, sampled at 1024 푧-values 
for each of the 147 beam energies, was stored in a 2D LUT. In order to facilitate 
interpolation between beam energies, the sampling was done in normalised coordinates 
where the BP position of all beam energies corresponded to the same position in the LUT 
(Krämer et al 2000). When running the calculation, the evaluation of Equation (3.4) thus 
requires two bi-linear interpolations into this LUT.  
The convention within the RT community, stemming from a tradition of using analytical 
algorithms, is to express the result from a dose calculation in units of dose to water. By 
using dose to water, an assumption is made that the relative linear stopping power and 
relative mass density compared to water are equal for all materials. This convention is 
implicit in Equation (3.4) and adopted in the rest of this chapter. However, if an 
approximation to the true, physical dose, or dose to medium, is desired, the local mass 
density can be substituted for the relative stopping power in the denominator of Equation 
(3.4) (Paganetti 2009). This was included as an option in the presented implementation. 
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Lateral beam model 
The dose calculation engine presented in this chapter uses a single, circularly symmetric 2D 
Gaussian kernel to describe the lateral dose distribution of individual CPBs. If a PB is 
modelled by a single CPB, the standard deviation, 휎PB, of the kernel, hereafter referred to 
as its width, can be obtained by adding in quadrature the PB width in air, 휎air, and the 
contribution from multiple scattering inside the patient, 휎MS, according to 
 휎PB(퐸, 푧) = √휎MS2 (퐸, 푧) + 휎air2 (퐸, 푧).
 
(3.6)
From MC simulations of PBs in air, the variance, 휎air2 , at depths close to the isocentre was 
seen to be accurately described by second degree polynomials in 푧. This is in accordance 
with the expected evolution of beams in vacuum and, over shorter distances, in media of 
low scattering power (Eyges 1948). Hence, for each PB energy, a second degree 
polynomial describing 휎air2  was fitted directly to the results of the corresponding MC 
simulation. The polynomial coefficients were in turn fitted to rational functions of the form 
푐1 (푅0(퐸) + 푐2)⁄ , where 푐1 and 푐2 are constants and 푅0(퐸) is the BP depth in water of a PB 
of initial energy 퐸, obtained from MC simulations. The resulting expression used to 
calculate 휎air2  is given by 
 휎air2 (퐸, 푧) = 2.70 × 10
−3푧2
푅0(퐸) + 4.50 −
4.39푧
푅0(퐸) + 3.86 + 휎iso2 (퐸),
 
(3.7)
where 휎iso(퐸) is the beam width at the isocentre in air, which, since it is provided in the 
treatment plan, was not obtained from the MC simulation.  
The contribution from multiple scattering, 휎MS, at a given depth could, similar to the 
integral dose, be obtained by directly sampling a LUT containing the corresponding values 
calculated for PBs in water. However, this method does not take into account the 
distributions of scattering power along the beam path, implicitly assuming a homogeneous 
distribution up to the calculation point, which has been shown to lead to inaccurate results 
in the presence of heterogeneities (Szymanowski and Oelfke 2002). Therefore, the beam 
widening due to multiple scattering was instead modelled by assuming small scattering 
angles and calculating the cumulative effect of scattering events along the beam path. Using 
this model, the contribution to the total beam width at step 푛 from multiple scattering, 
휎MS2 (퐸, 푧푛), can be described by 
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 휎MS2 (퐸, 푧푛) = ∑ 휃푘2(푧푛 − 푧푘)2,
푛−1
푘=0
 
(3.8)
where 휃푘 denotes the characteristic scattering angle at a previous step 푘 (Soukup et al 
2005). In the presented implementation, the characteristic angle was calculated according to 
the Gaussian approximation to Molière theory by Rossi and Greisen (1941), given by  
 휃2 = (퐸S훽푝)
2 ∆푧
푋0(푥, 푦, 푧) ,
 
(3.9)
where 퐸S is a constant energy parameter and 푋0 is the radiation length of the medium. The 
expression inside the parentheses on the right-hand side of Equation (3.9) is most easily 
evaluated in natural units, where the speed of light equals unity, and mass and energy are 
both expressed in electronvolts. The relativistic factor times the momentum found in the 
denominator can then be expressed as 훽푝 = 퐸K + 푚p − 푚p2 (퐸K + 푚p)⁄ , where 푚p is the 
proton rest mass and 퐸K is the mean residual (kinetic) energy of the CPB (Rossi and 
Greisen 1941). 퐸K was calculated assuming the continuous-slowing-down approximation, 
which, using the fit by Bortfeld (1997) based on the values in ICRU Report 49 (1993) and 
expressing all lengths in millimetres, is given by 
 퐸K(퐸, 푧) = (푅0(퐸) − 푧WE(푧)0.022 )
1 1.77⁄
.
 
(3.10)
Although more accurate expressions taking into account relativistic effects exist for the 
residual energy, Equation (3.10) was deemed to provide a good trade-off between accuracy 
and calculation time (Ulmer 2007). The radiation length of a given voxel required in 
Equation (3.9) was obtained from the local mass density through a LUT consisting of 3072 
points, based on the fit by Fippel and Soukup (2004) to the values in ICRU Report 46 
(1992). Several values for the energy parameter 퐸S are found in the literature: the original 
publication by Rossi and Greisen (1941) derived a value corresponding to 퐸S = 15.0 MeV 
in the presented notation, Schneider and Pedroni (1994) used 12.7 MeV, and Fippel and 
Soukup (2004) found the values of 12.0, 12.4 and 12.9 MeV to provide the best fit when 
comparing calculations with results from different MC codes. In the presented 
implementation 퐸S was therefore treated as a free parameter, with the value 14.1 MeV seen 
to reproduce most accurately the results from MC simulations as described below. 
However, since the presented implementation does not explicitly handle nuclear 
interactions or large-angle scattering, the effects of these are implicitly included in this 
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value of 퐸S, which might therefore differ from the true value for multiple, small-angle 
scattering. 
Sub-pencil beam splitting 
The expression given in Equation (3.6) describes the evolution of the width of a physical 
PB modelled by a single CPB according to the implemented beam model. However, in the 
presented implementation, physical PBs are divided into several CPBs in order to achieve 
better accuracy in regions with material interfaces extending parallel to the beam direction 
(Schaffner et al 1999). As mentioned in the first chapter, when applying sub-PB splitting, 
the lateral shape of the PBs at the entry depth is implicitly accounted for through the CPB 
weight distribution, leaving each CPB with zero (or close to zero) initial width. For the 
described beam model, the relative weight distribution between CPBs of a single PB at the 
entry depth, 푧0, is thus given by a 2D Gaussian function of width 휎0(퐸) ≡ 휎air(퐸, 푧0)  
according to Equation (3.7). As pointed out by Schaffner et al (1999), PB dose calculation 
employing sub-PB splitting can be accelerated by simultaneously calculating the dose from 
several PBs of the same energy layer, since contributions from overlapping PBs can then be 
handled by a single CPB. The presented implementation makes use of this technique by 
simultaneously calculating the dose from all PBs in an energy layer by default. The CPB 
weight maps for each energy layer are hence calculated through a (true) convolution 
between the weights of the physical PBs of the energy layer and the kernel describing the 
PB shape at the entry depth. The convolution is carried out over the grid of CPBs at the 
entry depth and makes use of the error function in order not to introduce unnecessary 
discretisation artefacts (c.f. Equation (2.11)). 
According to Equation (1.6), the width of an individual CPB, 휎CPB, inside the patient can 
be obtained by adding in quadrature the contributions from multiple scattering, 휎MS, the 
beam divergence in air, 휎div, and the initial CPB width, 휎in. An expression for 휎MS has 
already been given in Equation (3.8), and, since the PB shape at the entry depth is assumed 
to be fully accounted for through the CPB weight distribution, 휎in is set to zero. Using the 
expression for the PB width in air given by Equation (3.7), 휎div can finally be obtained 
through 
 휎div2 (퐸, 푧) = 휎air2 (퐸, 푧) − 휎02(퐸).
 
(3.11)
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After adding a small, empirical correction, 훿, discussed below, the expression for 휎CPB 
used in this chapter and the following can thus be written 
 휎CPB(퐸, 푧푛) = √휎MS2 (퐸, 푧푛) + 휎air2 (퐸, 푧푛) − 휎02(퐸) + 훿.
 
(3.12)
It should be noted that the constant term of Equation (3.7) cancels out in the expression for 
the beam divergence given in Equation (3.11), which means that the measured beam width 
at the isocentre in air provided by the treatment plan, 휎iso(퐸), only enters the calculation 
through the CPB weight distribution. 
At a given depth, protons found far away from the central PB axis are more likely to have 
travelled further than those close to the axis, which means they tend to stop earlier. As a 
result, the PBs were seen to be widest 1–2 mm before the BP, after which they start to 
narrow. A method based on scattering theory for incorporating this effect into the 
calculation of the PB width was presented by Russell et al (1995). However, in order to 
keep the calculations simple, the presented implementation instead tries to mimic this effect 
empirically. Thus, from the step containing the BP and onwards, Equation (3.12) is replaced 
by 
 휎CPB(퐸, 푧푛) = √휎CPB2 (퐸, 푧푛−1) − ∆휎end2 + 훿, 
 
(3.13)
where ∆휎end2  is given by ∆휎end2 = 3푆rel∆휎BP2 2⁄  and ∆휎BP2  is the increment in 휎CPB2  at the 
last step before the BP. 
In order to determine the value of 퐸S in Equation (3.9), the PB widths as a function of 
depth in water for all initial beam energies were calculated by superimposing CPBs 
according to Equation (3.12), and the results were compared to those of the reference PBs 
produced by MC simulation. The empirical term 훿 was introduced in Equation (3.12) since 
without it, no value of 퐸S accurately reproduced the beam shape at all depths; for the values 
of 퐸S that most closely reproduced the PB evolution, a small but persistent vertical shift in 
the PB width curve was seen for all energies and at all depths except for at the surface. 
Therefore, the value of 훿 that minimised the average of this shift at the BP depth across all 
initial beam energies was calculated for a range of values of 퐸S. Then, for each such 
combination of 퐸S and 훿, the mean error in the calculated width curves compared to those 
of the reference PBs across all energies was calculated. Finally, the combination of 퐸S and 
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훿 that minimised this mean error was selected, leading to the values 퐸S = 14.1 MeV and 
훿 = 0.21 mm which were used in all subsequent calculations. 
Summation of scatter contributions 
Having to evaluate the sum in Equation (3.8) for each step along a CPB would, beside the 
KS step, constitute one of the most time-consuming steps of the PB algorithm. Further, it 
would require each CPB to keep track of the values of 휃푘2 from all previous steps, which 
would be very difficult to implement efficiently on a GPU. In the work with the presented 
dose calculation engine, it was noted that the explicit evaluation of Equation (3.8) can be 
replaced by a recursive calculation based on partial values from the previous step, which 
considerably simplifies the implementation. This can be shown more easily by first 
considering a simplified case where 휃푘 = 휃 for all values of 푘. Then Equation (3.8) can be 
written 휃2(∆푧)2휑푛2, where 휑푛푚 = 1푚 + 2푚 + ⋯ + 푛푚 is the sum of the 푚-th powers of the 
first 푛 integers, by some referred to as the 푚-th degree snurkel of 푛. Ignoring the closed-
form expression for this sum, given by Faulhaber’s formula, it is noted that 휑푛2 = 휑푛−12 + 푛2 
and, in turn, that 푛2 = 2휑푛1 − 휑푛0. Further, considering that 휑푛1 = 휑푛−11 + 푛, where 푛 = 휑푛0 =
휑푛−10 + 1, it is clear that 휑푛2 can be calculated from 휑푛−12 , 휑푛−11 , and 휑푛−10  from the previous 
step. In the realistic case, where 휃푘 depends on 푘, Equation (3.8) can similarly be written as 
(∆푧)2휓푛2, where 휓푛푚 = 1푚휃푛−12 + 2푚휃푛−22 + ⋯ + 푛푚휃02 for 푛 > 0 and 0 otherwise.  
Expanding this expression in the same way as the simplified case gives 
 
⎩{{
⎨{
{⎧           휓푛2                          = 휓푛−12 + (2휓푛1 − 휓푛0)2휓푛1 − 휓푛0 = 2휓푛−11 + 휓푛0 = (2휓푛−11 − 휓푛−10 ) + 휓푛−10 + 휓푛0
           휓푛0                          = 휓푛−10 + 휃푛−12
.
 
(3.14)
Thus, calculating 휓푛2 at step 푛 only requires 휃푛−12  and the three values 휓푛−12 , (2휓푛−11 −
휓푛−10 ), and 휓푛−10  from the previous step, which can be stored locally. Further, all values of 
휎MS2  up to 푛 = 푁  can be calculated using in total 4푁  addition and 푁  multiplication 
operations, and 푁  evaluations of 휃푘2. As a comparison, direct evaluation would require 
(푁2 + 푁) 2⁄  addition and 푁2 + 푁  multiplication operations, 푁  evaluations of 휃푘2, and the 
ability to store all the latter values for each CPB. 
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3.2.2 Implementation 
Overview 
An overview of the dose calculation engine is shown in Figure 3.2. The principal steps of 
the algorithm are handled by separate KFs represented by purple boxes and described in 
detail under the respective headings below. The KFs are all launched from a main program 
running on the CPU, which also receives the inputs for the calculation and initiates the 
memory allocations and transactions represented by blue boxes. All of the inputs, including 
the CT image, the dose grid, and the treatment plan parameters as well as the CIDDs and 
LUTs for the different conversions, are provided by the front end as described in the 
following subsection. In addition to what is shown in Figure 3.2, the main program is 
dependent on auxiliary code which is responsible for calculations which could not be 
efficiently handled inside the principal KFs. These include, for example, coordinate system 
transformations, binary searches, graph reductions, and calculations to determine 
computational grid dimensions, array sizes, and offsets. The auxiliary code is executed 
either on the CPU or on the GPU, where the only calculations carried out on the CPU are 
those small enough not to benefit from running on a GPU. However, it should be noted 
from Figure 3.2 that none of the volumetric BEV intermediates (i.e. stopping power, mass 
density, integral dose, CPB widths, and dose grid) are copied between the CPU and GPU 
during the whole computation, which considerably limits the amount of data transferred 
over the low-bandwidth expansion bus. Further, to take full advantage of the computational 
power of the GPU, all floating-point calculations in the presented implementation are 
carried out using single-precision arithmetic and the fast mathematics library. Since no part 
of the calculations was identified where small errors would accumulate, no differences in 
the biologically relevant dose range are expected, compared to if the calculations had been 
carried out using double-precision arithmetic. All code running on the CPU was written in 
C++ and compiled using the Microsoft Visual C++ 2013 compiler, whereas the KFs were 
implemented in CUDA and compiled using the CUDA Compiler 6.5. 
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Figure 3.2. Flow chart of the presented dose calculation engine. Blue boxes represent different 
memory transactions and allocations, and purple boxes represent KFs responsible for the principal 
steps of the dose calculation. 
Ray tracing 
The first KF according to Figure 3.2 handles the ray tracing, and is launched once for each 
beam direction. One thread is assigned to each CPB with the execution grid replicating the 
spatial layout of the CPBs, and all CPBs are traced from where the first one enters the CT 
volume to where the last one exits. For each step along the CPBs, the local radiodensity is 
found through tri-linear interpolation into the CT volume, and the relative stopping power 
and mass density are subsequently obtained by using this value to interpolate into the 
respective LUTs. Both the CT volume and the LUTs are stored in texture memory to allow 
for computationally free linear interpolation. The mass density and the WEPL – calculated 
by accumulating the relative stopping power values according to Equation (3.3) – are stored 
in two separate arrays in global memory according to the spatial layout given by the BEV 
voxel grid, which ensures coalesced memory accesses in this and all following algorithm 
steps. The ray tracing thus constitutes the implicit transformation from the patient to the 
BEV coordinate system. In the latter, the KS axes coincide with the coordinate axes, which 
is necessary in order to use the KS implementations from the previous chapter. During the 
ray tracing, the depths at which each CPB first enters and last exits the patient are 
calculated. This is done by comparing the local radiodensity with a threshold value, set to 
−850 HU, and letting each thread record the smallest and largest step numbers at which the 
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radiodensity is larger than the threshold. Before the ray tracing KF finishes execution, these 
values are stored in entry and exit depth maps in global memory, to be used in the 
subsequent algorithm steps in order to limit the amount of redundant dose calculation in the 
air outside the patient. 
Weight map calculation 
After the ray tracing, the depth at which the first CPB to enter the patient does so is 
calculated by an auxiliary KF (not shown in Figure 3.2) through a parallel reduction over 
the entry depth map from the previous algorithm step. The depth at which the last CPB to 
exit the patient does so is similarly calculated from the exit depth map. Following this, the 
CPB weight maps at the entry depth are calculated by convolving the PB weights with a 2D 
Gaussian function as previously explained. The 2D convolution is separated into two 1D 
convolutions, calculated independently through sequential calls to a KF performing 
convolutions along the 푥- and 푦-directions. Although the convolution could be performed 
individually for each energy layer, the CPB weights for all energy layers of the considered 
beam direction are calculated simultaneously to ensure that the GPU is saturated. This is 
done by treating the weight map corresponding to a particular energy as a separate image 
with a distinct kernel width. Once the CPB weight maps have been calculated, the 
remaining algorithm steps are carried out per energy layer. 
Integral dose and computational pencil beam width 
The first KF in the loop over energy layers in Figure 3.2 calculates the integral dose and 
CPB width for each voxel in the BEV system. It assigns one thread per CPB and takes as 
inputs the WEPL and mass density arrays from the ray tracing step, as well as the CPB 
weights and the step numbers of the first and last step inside the patient. For each BEV 
voxel, the threads calculate 휎CPB according to Equations (3.12) and (3.13), and the integral 
dose by sampling the CIDD according to Equation (3.4) and multiplying the result by the 
CPB weight. The CIDDs and radiation length LUTs used in the calculations are both held 
in texture memory to make use of the free linear interpolation. To avoid redundant 
calculations in the computationally expensive KS evaluation, the status of the individual 
CPBs is checked at each step; a CPB is considered live if it is inside the patient, has not 
reached the end of its range, and has a particle number of at least one. The integral dose and 
휎CPB at steps where a CPB is not live are both set to zero. 
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In order to simplify the implementation, the KS step is carried out in dimensionless voxel 
coordinates as described in the previous chapter. Therefore, the integral dose and the CPB 
widths have to be scaled according to the lateral voxel spacings at step 푛, ∆푥푛 and ∆푦푛. The 
KF output for each voxel thus consists of the integral dose divided by the voxel area 
∆푥푛∆푦푛, and the kernel parameter, given by (∆푥푛 + ∆푦푛) (2√2휎CPB)⁄ , which are stored in 
two arrays in global memory for the next algorithm steps. To be compatible with the KS 
implementation – which requires the same pixel spacing in the 푥- and 푦-directions – the 
expression for the kernel parameter uses the mean value of ∆푥푛 and ∆푦푛, implicitly 
assuming these are of similar size. As shown in the Discussion section, however, this is 
expected to be true as long as the lateral voxel spacings at the origin, ∆푥 and ∆푦, are 
chosen equal. 
Tile batching and kernel superposition 
To reduce the calculation time of the computationally expensive KS step as much as 
possible, the volatile scatter implementation of the KS operation described in the previous 
chapter was used in the dose calculation engine. Since the KS is performed perpendicular to 
the 푧-direction, the 푧-slices of the BEV volume can be viewed as separate 2D images, 
where each slice is divided into tiles which are calculated independently. In preparation for 
the KS, a KF is called to calculate the kernel radius, 푟max, for each tile, and to batch tiles 
with the same value of 푟max together. It assigns one thread to each tile and calculates the 
values of 푟max of the tiles based on the kernel parameters from the previous KF, using a cut-
off equal to 3휎CPB in accordance with Fujimoto et al (2011). As output, the KF fills a table 
with the indices of the processed tiles, where each column corresponds to a different value 
of 푟max. The KS for all tiles belonging to the same column can thus be handled by a single 
KF instantiated with the corresponding template parameter. In order to avoid performing 
the KS for values of 푟max for which there are too few tiles to saturate the GPU, an auxiliary 
CPU function iteratively moves the tile indices of a column containing too few values to 
the column corresponding to the next higher value of 푟max. For the GPU used here, the 
minimum number of tiles to process simultaneously was set to 16. Following the batching 
of the tiles, the dose calculation engine loops over all values of 푟max, and for each value, the 
KS for all corresponding tiles is carried out through a single KF call. The inputs to each 
such KF consist of the list of tile indices for the considered value of 푟max and the arrays 
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containing the integral dose and the kernel parameters. The output is the final dose 
contribution from the processed tiles, which is added directly to the BEV dose grid.  
Transformation to the global dose grid 
At the end of the dose calculation for each beam direction, a KF analogous to the ray 
tracing KF transforms the dose calculated in the BEV system back to the global dose grid. 
Before this is done, the BEV dose grid is bound to 3D texture memory and the bounding 
box in the global dose grid containing the full BEV volume is found.  The threads of the 
transformation KF then step through the voxels of the bounding box along the 푧-coordinate, 
and at each step they add the local dose, obtained by tri-linear interpolation into the BEV 
dose grid, to the global dose grid.  
3.2.3 Front end 
Graphical user interface 
The front end of the dose calculation engine has a simple graphical user interface created in 
Matlab (Mathworks, Natick, Massachusetts, USA), which is shown in Figure 3.3. The 
essential functionality of the dose calculation engine can be accessed through the column of 
buttons on the right-hand side of the GUI. These allow the user to carry out the following 
actions: load a CT image from a selected folder; load a treatment plan file; calculate the 
dose distribution according to the current CT image and treatment plan; clear the calculated 
dose distribution; load a file containing a previously calculated dose distribution; and 
export the current dose distribution to a file. Because the dose grid is not automatically 
reset when initiating a new calculation, the dose from several calculations, using either the 
same or different plans, can be accumulated on the same grid. This is useful when 
analysing composite plans contained in different files, such as a regular treatment plan with 
an additional high-dose boost. 
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Figure 3.3. Screenshot of the graphical user interface of the dose calculation engine front end. 
The main panel, on the left-hand side of the GUI, shows a cut-plane view of the CT image 
that is currently loaded. The greyscale values of the cut planes represent the radiodensity of 
the underlying voxels, with the dose distribution shown as an overlaid, semi-transparent 
colour wash. The coordinate axes of the cut-plane view correspond to the patient 
coordinates of the CT image expressed in millimetres. The colour bar to the right of the 
main panel shows the dose in units of gray corresponding to different colours of the colour 
wash, with the maximum value set by the user in the text box next to the bar. Patient and 
image index coordinates as well as quantitative information about radiodensity and dose 
can be obtained by clicking on a cut plane after having selected the data cursor tool found 
in the toolbar at the top of the GUI. The image volume can also be rotated by first selecting 
the rotation tool in the same toolbar. The positions of the three cut planes can be adjusted 
through the sliders in the top right-hand panel, and each cut plane can be hidden by 
unticking the tick box next to its slider. The spacing between CPBs, corresponding to ∆푥 
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and ∆푦, and the ray tracing step length, corresponding to ∆푧, can be provided in the text 
boxes below the column of buttons.  
Input and output formats 
The front end accepts CT image and treatment plan files in the Digital Imaging and 
Communications in Medicine (DICOM) format, which is the current clinical standard. The 
files are read using built-in Matlab functions which extract the image data and metadata 
from DICOM files, after which additional Matlab code is used to restructure the relevant 
information into data structures that more closely resemble the inputs expected by the dose 
calculation engine. In the case of a CT image, the data structures consist of a 3D array of 
radiodensities and a matrix describing the transformation from image index coordinates to 
patient coordinates. In the case of a treatment plan they instead include, for each beam 
direction, a gantry-to-patient coordinate transformation matrix, a linear array of applied 
beam energies, and a 3D array consisting of the stacked 2D PB weight maps for each 
energy layer. 
When exporting dose grids, these are stored in a Matlab data file as a 3D array of dose 
values and an index-to-patient coordinate transformation matrix, which allows for easy 
further analysis directly in Matlab. When importing dose grids, these can either be read 
from an exported Matlab data file or from a DICOM file. In the latter case, they are 
converted to a 3D array and a transformation matrix in a similar way to when loading a CT 
image. 
Interface with dose calculation engine 
The interface between the Matlab code of the front end and the dose calculation engine 
consists of a MEX-function, which is responsible for receiving the inputs and calling the 
static library that contains the dose calculation engine. MEX-functions are shared libraries 
that allow compiled functions written in C, C++, or Fortran to be called from within 
Matlab. In the presented implementation, the treatment-specific data, consisting of the CT 
image, the dose grid, and the plan data, are obtained directly from Matlab through 
arguments to the MEX-function. For the CT voxel data, the dose grid data, and the PB 
weights, a pointer to the underlying array is extracted from the data structure used by 
Matlab, and the corresponding memory is page-locked to allow for faster memory transfer 
to the GPU. The remaining treatment-specific data, such as transformation matrices and 
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energy lists, are explicitly copied from the corresponding Matlab structures, and together 
with the array pointers they are repackaged into a CT object, a dose object, and a treatment 
plan object of the form expected by the dose calculation engine. Conversely, the inputs that 
do not normally change between calculations, such as the CIDDs and LUTs for the 
different conversions, are read from the storage medium, and are similarly combined into a 
beam data object. It is expected that, in a realistic setting, the image and plan data would be 
obtained directly from the respective systems and the beam data would be loaded before 
starting the treatment, and hence none of these steps were included in the timing of the dose 
calculation engine. The MEX-function finally initiates the dose calculation by calling the 
dose calculation engine, supplying the CT, dose, treatment plan, and beam data objects as 
arguments. Since the dose calculation engine consists of a self-contained, static library, and 
the calculation is initiated through a single function call, the described front end could 
easily be replaced by a different one. 
3.2.4 Validation and benchmarking 
Single pencil beam validation 
Single PB validation of the dose calculation engine was carried out by comparing the 
calculated radial dose distributions in water for three PBs with BP depths of 70, 131, and 
220 mm with those of the corresponding MC simulations. Additional MC simulations of 
the PB of intermediate energy were carried out after introducing 30 mm thick slabs of air 
and cortical bone perpendicular to the beam direction from 50 to 80 mm depth in the water 
tank. The resulting energy density distributions were converted to dose to water and used to 
evaluate the equivalent dose distributions produced by the dose calculation engine by 
comparing the PB width and central axis dose profiles. The resolution of the global dose 
grid was set to 1 × 1 × 1 mm3 in all the calculations, using ∆푥 = ∆푦 = ∆푧 = 1 mm for the 
BEV voxels in the PB implementation. 
Patient case validation 
To evaluate the accuracy of the implemented dose calculation engine in a realistic setting, 
the planning CT image and the treatment plan files for a representative, base-of-skull 
patient case were obtained from the CNAO treatment centre. The target consisted of a 
55.4 cm3 PTV and the plan employed two oblique beam directions of 38 and 45 energy 
3.2   Methods  99 
 
layers, comprising a total of 6776 PBs of 34–131 mm BP depth in water. In addition, two 
dose distributions corresponding to the patient case were also provided: one created using a 
MC simulation and the other using a PB algorithm in clinical use. The MC dose 
distribution, converted to dose to water, had been obtained using Fluka in accordance with 
Mairani et al (2013), and was used as the ground truth when evaluating the presented dose 
calculation engine. The provided PB dose distribution had been calculated using the 
commercial TPS Syngo PT Planning VB10 (Siemens AG, Munich, Germany), and served 
as the reference clinical PB calculation. Syngo PT Planning is based on the TRiP98 dose 
calculation package, and uses the algorithm by Szymanowski and Oelfke (2002) together 
with a double-Gaussian beam model (Panfili 2011, Parodi et al 2013). The resolution of 
both the provided dose distributions was 2 × 2 × 2 mm3. The same resolution was therefore 
also used for the global dose grid of the calculation with the presented PB implementation, 
whilst maintaining ∆푥 = ∆푦 = ∆푧 = 1 mm in the BEV calculation. The generated dose 
distribution was evaluated directly against the MC ground truth by calculating the 
훾-indices according to the 3% (of prescription dose)/3 mm (distance to agreement) and 
2%/2 mm criteria. The 훾-index calculation was implemented in Matlab using the 
interpolation-free method by Ju et al (2008). The PB dose distribution was also indirectly 
compared to the dose distribution produced by Syngo PT Planning by comparing 훾-index 
passing rates. When calculating the passing rates, only non-air voxels – taken to be those 
with a radiodensity of −850 HU or greater – receiving at least 10% of the prescription dose 
were considered. 
Benchmarking 
Benchmarking was carried out for the same patient case as the validation. In addition, a 
plan for an artificial target consisting of a cube of side length 100 mm extending 100–
200 mm below the surface of a water tank was created following Fujimoto et al (2011). The 
plan consisted of 20 energy layers and the calculation was carried out over a 256 × 256 ×
256 voxel dose grid of resolution 1 × 1 × 1 mm3, with ∆푥 = ∆푦 = ∆푧 = 1 mm (resulting in 
128 × 128 CPBs). The calculation times reported for the complete plans refer to all the 
algorithm steps (including memory allocation, transfers, and deallocation, as well as the 
auxiliary functions not shown) represented by rectangular boxes in Figure 3.2. However, it 
does not include the initialisation of the GPU or the time to read data into the host memory 
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from the storage medium, which could both be done prior to the calculation. The per-
energy-layer times reported do not include memory transfers between the CPU and GPU, or 
the time needed to deallocate memory after finishing the calculation. This is justified since 
in a setting where partial dose contributions are of interest it is assumed that all the 
necessary data, e.g. a 4D CT image, are available before starting the treatment, and that 
memory arrays can be reused between energy layers. The reported times do, however, 
include the ray tracing and dose transformation steps, which would otherwise have to be 
carried out only once per beam direction, and which in the case of a single energy layer 
take up a non-negligible amount of the calculation time. For the same reasons, times 
reported for single reference PBs in water were also reported excluding memory transfers 
and memory deallocations. The calculations were carried out on an Nvidia Tesla K40 GPU 
of the Kepler architecture with 2880 cores running at a clock frequency of 875 MHz.  
3.3 Results 
3.3.1 Single pencil beam validation 
Figure 3.4 shows the difference between the radial dose distributions for individual PBs as 
calculated by the PB implementation and by Fluka. The dark blue regions away from the 
central axes indicate that, as expected, the single-Gaussian beam model cannot account for 
the extended low-dose halo resulting from large-angle scattering and nuclear interactions. 
 
Figure 3.4. Errors in the calculated radial dose distributions of single PBs in water compared to the 
reference MC calculation, shown as a percentage of the maximum MC dose for each PB. The 
contours show MC isodose curves, with each line corresponding to a multiple of 10% of the 
maximum dose. The BP depths of the three PBs are 70 mm (top left), 131 mm (top right), and 
220 mm (bottom), as indicated by the black arrow heads. 
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Figure 3.5. Longitudinal width (left) and central axis dose (right) profiles for PBs passing though 
slabs of different materials in a water tank. The slab materials are water (i.e. no slab), air, and 
cortical bone, with the slab extending from 50 to 80 mm below the surface, as indicated by the 
vertical dashed lines. All lines correspond to PBs with 131 mm BP depth in water. Upstream of the 
slab, all values are expected to be equal, and for clarity only data for the case of no slab are shown. 
Due to the high level of noise inside the air slab, MC data for this region are not shown, which is 
justified by the fact that dose to air is generally not of interest in clinical dose calculation. 
Since, for consistency, the total dose at a given depth must remain unchanged, the small 
underestimation of the halo dose to a large volume away from the PB central axis results in 
a larger overestimation of the dose to a small volume close to the central axis. This effect 
can most clearly be seen in the bottom panel of Figure 3.4, where the higher PB energy 
results in a larger number of nuclear interactions, and thus more of the dose going into the 
halo. Still, the agreement is within −1.1%–5.3% of the reference maximum dose for BP 
depths up to about 220 mm. Further, as is shown in the next subsection, the overlap 
between PBs in a real treatment tends to mitigate this error, leading to a much better 
agreement in the total dose distribution. 
Figure 3.5 compares the longitudinal width and central axis dose profiles for the PB of 
intermediate energy in Figure 3.4, as calculated by Fluka and the presented PB 
implementation. In the case when no slab is present, very good agreement is seen both in 
the width and central axis dose profiles, with the PB implementation slightly 
overestimating both in the plateau region. The PB implementation further accurately 
captures the PB characteristics in both the considered slab geometries, with the central axis 
dose profiles showing the same level of agreement as for the water-only case. The error in 
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the longitudinal width profile is slightly larger in the presence of the air slab, with the PB 
calculation consistently overestimating the PB width by about 0.1 mm downstream from 
the slab. 
3.3.2 Patient case validation 
The top and middle rows of Figure 3.6 show slices though the centre of the dose 
distributions for the patient case as calculated by Fluka and the PB dose calculation engine. 
Qualitatively, the agreement is good in the high-dose region for all views. The PB dose 
shows fewer sharp details, seen for example in the axial slices, and, as expected, the low-
dose region is smaller for the PB dose calculation, seen for example in the coronal slices. 
The bottom row of Figure 3.6 shows the 훾-indices corresponding to the stricter 2%/2 mm 
criterion of the test case. 훾-indices below one are seen for most voxels, with the exceptions 
mainly found close to air cavities or bony anatomy. The 2%/2 mm passing rate for the PB 
algorithm was 96.7%, increasing to 99.2% for the 3%/3 mm criterion. The same passing 
rates for the clinical dose calculation produced by Syngo were 96.8% and 99.0% 
respectively, indicating a similar accuracy in the high- and medium-dose regions. 
Curiously, the passing rates for the presented algorithm improved by about 0.1 percentage 
points when letting 퐸S = 12.0 MeV, as suggested by Soukup et al (2005), rather than 
14.1 MeV, which was seen to produce the best results for individual PBs in water. 
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Figure 3.6. Dose and 훾-index distributions for the clinical case. Columns, from left to right, show 
sagittal, coronal, and axial views through the centre of the target. The colour washes show the MC 
dose (top row), PB dose (middle row), and the 2%/2mm 훾-indices (bottom row) for each view. 
3.3.3 Benchmarking 
The calculation time for the patient case was 224 ms, out of which 29 ms were spent 
transferring input and output data between the CPU and GPU. Individual energy layers 
(excluding memory transfers between the CPU and GPU) took between 2.3 and 6.6 ms to 
calculate. The full calculation for the cubic target in water was 135 ms, out of which 17 ms 
were used for memory transfers. Individual energy layers took 6.0–13.3 ms to calculate for 
the same plan, where 8.4 ms were spent on the tile batching and KS step for the deepest 
energy layer. The calculation times of the single PBs in water were 2.0, 2.2, and 3.1 ms for 
BP depths of 70, 131, and 220 mm respectively, out of which 20%–30% was spent on the 
dose transformation steps. 
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3.4 Discussion 
3.4.1 Calculation times 
The presented calculation times for individual energy layers are short compared to the 
typical duration of a motion phase or change of beam energy of about 100 milliseconds or 
more. This was the main prerequisite for online dose calculation given in the first chapter, 
indicating the suitability of the presented dose calculation engine for such applications. A 
detailed discussion of the potential use in online dose calculation and additional 
applications which might benefit from the short calculation times achieved is left to 
Chapter 5. The calculation times also compare favourably to the partial GPU 
implementation of a PB algorithm by Fujimoto et al (2011). For the KS step of the deepest 
energy layer of the cubic target test case, the authors reported a calculation time of 0.41 s 
including memory transfers – which was 14.7 times faster than the corresponding CPU 
implementation – when using a dose grid resolution of 1 × 1 × 1 mm3. The calculation was 
carried out on an Nvidia Geforce GTX 480 GPU (480 cores at 1401 MHz), with a base 
performance estimated to be 3.7 times lower than that of the GPU used here. Their result 
can be compared to the 8.4 ms required for the batching and KS steps of the corresponding 
energy layer in the presented implementation which, after taking into account the GPU 
performance difference, equals an estimated speedup of 13 times. It should be pointed out 
that the calculation time reported by Fujimoto et al (2011) includes the transfers of the 
integral dose and PB width data to the device memory and of the result back to the host 
memory, which are not necessary in the presented implementation. However, transferring a 
total of around 50 mebibytes (MiB; 220 bytes) over the expansion bus is estimated to take 
10–20 ms on their GPU, and, therefore, only partly explains the difference. The remaining 
speedup is thus expected to be largely explained by the different KS implementations. 
Dose calculation times are affected by the treatment site, the size of the target and its depth, 
the number of beam directions, the number of energy layers for each beam direction, and 
the hardware used. In addition, the performance of different algorithms can be more or less 
sensitive to different parameters. Without a common plan to evaluate, it is thus very 
difficult to perform a fair and direct comparison of the calculation times reported in the 
literature for different algorithms. Therefore, the following comparisons with the PB 
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redefinition algorithm and the different MC codes are intended as rough estimates only. The 
GPU implementation of the PB redefinition algorithm by Egashira et al (2013) required 
59 s to calculate a passively scattered proton plan employing a single beam direction for a 
target of about 500 cm3 in an anthropomorphic head and neck phantom. Taking into 
account the estimated 10.4 times lower base performance of their GPU (256 cores at 950 
MHz), this seems in line with the 10 to 20 times longer calculation times expected when 
comparing the PB redefinition algorithm with the standard PB algorithm (Egashira et al 
2012). If this is assumed to hold more generally, and to remain valid with the development 
of new, increasingly parallel hardware, the PB redefinition could be a potential candidate 
for online dose calculation in the near future. 
As expected from an analytical algorithm, the presented dose calculation engine was 
substantially faster than MC simulations: ignoring the difference in hardware, the 
calculation time for the clinical case presented here was about two orders of magnitude, or 
more, shorter than what has been reported for patient cases calculated with GPU MC codes. 
If compensating for the base performance of the GPUs used, the shortest MC calculation 
times were those reported by Kohno et al (2011) and Giantsoudi et al (2015). Both these 
studies employed GPUs of the Fermi architecture with an estimated base performance 4.9 
times lower than the one used here (448 cores at 1150 MHz). The simplified MC code by 
Kohno et al (2011) required 19 and 196 s respectively, for the complete calculation of 
passively scattered head and neck plans employing two and three beam directions with 
PTVs of 11.8 and 214.5 cm3. Giantsoudi et al (2015) reported the calculation times for 
passively scattered head and neck plans employing 3–13 beam directions with PTVs of 22–
134 cm3. Ignoring the time to generate and read the required phase space files, the MC 
simulations required between 18 and 348 s. The authors justified the omission of the phase 
space calculations from the timings by arguing that although these are patient-specific for 
passively scattered plans, they would be known in advance for PBS. It was further assumed 
that these can be asynchronously copied to the GPU in parallel with the calculation, 
wherefore the time to read in the phase space data was also disregarded in the current 
discussion. 
Dividing the calculation times of the two GPU MC codes above by the estimated base 
performance ratio suggests that the calculation of a beam direction using a well optimised 
106  Single-Gaussian pencil beam dose calculation 
 
MC code might be only an order of magnitude slower than if using the presented 
implementation. This assumes, however, that the calculation times translate to treatments 
using PBS, and that they also scale with GPU base performance between different 
architectures – something which is not obvious, as seen in the previous chapter. To be 
suitable for the type of online calculation considered in this dissertation, the calculation 
time for an energy layer would further have to be a fraction of that of an entire beam 
direction. Although this is true for an analytical algorithm, a MC calculation of an 
individual energy layer may require more particles to reach acceptable precision than the 
same energy layer when calculated as part of a complete treatment field. For example, Jia et 
al (2012b) simulated 10 million particles for a single energy layer, requiring 10 s to 
calculate on a GPU with the same base performance as in the studies mentioned above, 
when initially introducing the code used by Giantsoudi et al (2015). Therefore, it remains 
uncertain whether MC simulations will become a viable alternative for online dose 
calculation within the near future. 
3.4.2 Benefits of scatter-based kernel superposition 
As discussed, the short calculation times presented are a result mainly of the novel KS 
implementation, the calculation of dose in BEV coordinates, the simultaneous calculation 
of entire energy layers, and the limited memory transfers between the CPU and the GPU. In 
addition, employing a scatter-based KS implementation has two further advantages over a 
gather-based one in the context of PB dose calculation. First, since the threads are assigned 
according to elements in the input, 푟max for each tile can be calculated directly from the 
largest value of 휎CPB found inside the tile. When using a gather-based approach, on the 
other hand, threads are assigned to elements in the output and the value of 푟max for a thread 
block is given by the largest value of  휎CPB found inside the union of the tile and its border. 
Since the width of the border is in turn given by 푟max, determining 푟max for each tile 
becomes an iterative procedure requiring an additional algorithm step. Alternatively, this 
can be avoided by using the same value for 푟max for all tiles at a given depth, as done by 
Fujimoto et al (2011). However, although this solution does not affect the calculation time 
in the homogeneous water tank simulated in the test case, where all tiles at the same depth 
have the same value of 푟max, it leads to redundant calculations and longer calculation times 
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in heterogeneous media. Second, when using a scatter-based approach for the KS, the value 
of the integral dose for each thread remains constant while looping over the neighbours 
within radius 푟max in the output. Therefore, this value can be examined before the loop, 
and, if after synchronising the threads it is seen to be zero for a whole thread block, the 
execution of the thread block can be terminated early in order to free up computational 
resources. Conversely, using a gather-based approach, the integral dose changes with each 
neighbour, and avoiding redundant calculations would therefore require additional control 
flow inside the loop over neighbours. 
3.4.3 Approximations and simplifications 
As mentioned in the first chapter, the main shortcomings of the PB algorithm occur in the 
presence of interfaces parallel to the beam direction. Since this is a well-known, inherent 
limitation of the algorithm, it was not investigated further. Another simplification when 
comparing the implementation presented in this chapter with many modern TPSs, is the use 
of a single Gaussian function to describe the lateral extent of the beam. The limitations of 
the single-Gaussian beam model and the possibility to incorporate a more sophisticated 
model for the lateral dose distribution will not be discussed further here, but are the subject 
of the next chapter. In addition to these two simplifications, three geometric approximations 
have been identified in the presented implementation, the impact of which should be 
assessed. These are all related to the choice of divergent BEV coordinate system, where the 
divergence was introduced as a first-order correction to account for the nonparallel PBs, 
and can therefore be considered second-order errors. 
First, as mentioned in the Methods section, the KS step assumes that the voxel spacings in 
the 푥- and 푦-directions are equal. This should be a valid approximation as long as the voxel 
spacings at the origin, ∆푥 and ∆푦, are chosen to be equal and the source distances, 푠푥 and 
푠푦, are either equal, or both large in comparison to the distance from the origin to the 
calculation point. The resulting error in the voxel spacing used in the KS step is 
proportional to the longitudinal distance from the isocentre. Assuming ∆푥 and ∆푦 are equal 
and using the considered beam line, the error is limited to ±0.2% for 푧-values within 
200 mm of the isocentre, which was considered negligible. Still, should different voxel 
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spacings in the 푥- and 푦-directions be required, support for non-circularly-symmetric 
kernels could be implemented as discussed in the previous chapter. 
Second, in addition to the increase in lateral voxel spacing with depth – which is accounted 
for in the kernel parameter calculation – the divergent BEV coordinate system also affects 
the CPB width calculation indirectly through the PB width at the entry depth, 휎0. Since 휎0 
is implicit in the CPB weight distribution, and the CPBs diverge, the projected value of 휎0 
grows with depth; for the considered beam line and a depth of 200 mm, the effective 
increase in 휎0  is about 3.5%. However, this is not taken into account in Equation (3.12), 
where 휎0 enters as a constant calculated according to Equation (3.7), resulting in an 
overestimation of the overall PB width. Although the growth of 휎0 is non-negligible, the 
resulting effect on the total PB width is still expected to be small. For example, for the 
considered beam line, the discrepancy in total PB width in water was below 0.1 mm for all 
depths and beam energies. Still, a correction for this effect could be incorporated into the 
calculation of the PB width in air by adjusting the coefficients in Equation (3.7) according 
to the entry depth. 
Third, since away from the 푧-axis the CPBs are not perfectly perpendicular to the 푥푦-plane 
(c.f. Figure 3.1), an effective tilt of the kernel is introduced when performing the KS 
(Sharpe and Battista 1993). The result is a longitudinal shift of the contributions from a 
CPB, which is proportional to the distance between the contributing CPB and the receiving 
voxel, and to the distance between the contributing CPB and the 푧-axis, and which is 
inversely proportional to the source distance. Therefore, this effect is largest at large depths 
(due to the larger associated 휎CPB) and for the small dose contributions at the tails of the 
Gaussian kernel. The worst-case shift among CPBs of a 200 × 200 mm2 field was still 
limited to between 0.10 and 0.58 mm for BP depths of 30 to 319 mm respectively. Although 
this is not expected to have a noticeable impact on the accuracy of the result, it is noted that 
employing the coordinate system introduced by Lu (2010) limits the effective kernel tilt at 
the expense of more complex expressions for the voxel volume and the coordinate 
transformations. 
It might be of interest to compare these second-order errors with the first-order error which 
would result from using a parallel coordinate system, an approach employed by early TPSs. 
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Without a divergent system, the PBs in the calculation would appear further away from the 
푧-axis upstream of the isocentre and closer to the 푧-axis past the isocentre than their real 
counterparts. The effect would be proportional to the longitudinal distance from the 
isocentre and the lateral distance from the 푧-axis (measured at the isocentre), and inversely 
proportional to the source distance. Thus, for the considered beam line and a plan 
consisting of a 200 × 200 mm2 field, where PBs of BP depth 200 mm stop at the depth of 
the isocentre in water, a maximal PB shift of 4.9 mm would occur at the surface. This first-
order error is clearly larger than any of the second-order errors described above, and 
justifies the need for a divergent BEV coordinate system in this case. 
3.4.4 Conclusion 
This chapter demonstrates how the widely used PB algorithm for proton therapy can be 
implemented to run efficiently on a GPU. The presented dose calculation engine 
demonstrates that the PB calculation of individual energy layers can be made fast enough 
for online applications whilst matching the accuracy of a current clinical system in the 
high- and medium-dose regions. The short calculation times are attributed to the following 
four reasons: the dose calculation engine runs all principal steps of the PB algorithm on the 
GPU, and thus keeps the memory transactions over the expansion bus to a minimum; the 
calculations are carried out simultaneously for all PBs in an energy layer, reducing the 
number of CPBs required; the calculations are carried out in the BEV coordinate system, 
which allows for coalesced memory operations and an efficient use of GPU resources; and 
the KS step uses the fast scatter-based implementation presented in the previous chapter. 
Although the dose calculation engine employs a number of simplifications, it has been 
shown how these do not significantly affect the clinical relevance of the results, or can be 
otherwise addressed without considerably affecting the calculation time. 
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 Inclusion of a double-Gaussian Chapter 4
beam model 
4.1 Introduction 
4.1.1 Limitations of the single-Gaussian beam model 
Although PB algorithms for proton therapy have traditionally employed single-Gaussian 
beam models – and therefore much of the clinical experience is based on them – the trend is 
for modern TPSs to use more complex models to describe the lateral beam shape. These 
models generally employ kernels that are a sum of a Gaussian and one or more additional 
terms, commonly also Gaussian, in order to better account for the low-dose halo. The desire 
to model the halo dose stems from the fact that, despite its small magnitude, the wide halos 
from a number of PBs may overlap to produce a noticeable impact on the overall dose 
distribution. Modelling of the halo dose is therefore necessary to predict the field-size 
dependence of the dose in energy layers. In addition, the halos are responsible for the low-
dose region further away from the target, which might be of interest when trying to predict 
the risk of developing side effects or secondary tumours. Although high passing rates were 
seen for the clinical dose distributions produced using the single-Gaussian model in the 
previous chapter, it should be remembered that the 훾-index does not measure the agreement 
in areas of low dose. Further, as illustrated by Figure 3.4, the accuracy of the single-
Gaussian beam model deteriorates for higher beam energies, meaning that for plans with 
deep-seated targets, the errors might be larger than those presented. 
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Figure 4.1. Radial profile in water at 푧 = 88 mm of a PB with 220 mm BP depth. Crosses show 
results from MC simulations, whereas solid lines show fits of single-Gaussian and double-Gaussian 
models directly to the MC data. Dashed lines show the two individual Gaussians, the sum of which 
makes up the double-Gaussian model. The legend in the left-hand panel applies to both panels. 
The inability of a single Gaussian kernel to model the low-dose halo around a single PB 
was seen in the previous chapter. The reason for this is that the contribution from charged 
particles scattered at large angles cannot be modelled solely by a widening of the primary 
Gaussian. This is illustrated by Figure 4.1, which shows a radial PB profile in water as 
obtained from a MC simulation, along with direct fits to this data of a single Gaussian and 
the sum of two Gaussian functions. The profiles are taken at 40% of the BP depth of the 
220 mm PB from the previous chapter, roughly where the largest errors are seen in Figure 
3.4. When looking at the left-hand panel of Figure 4.1, both models seem to represent the 
profile fairly well, apart from the already noted difference close to the central axis for the 
single-Gaussian model. However, from the right-hand panel, where the data have been 
scaled logarithmically along the 푦-axis, the large relative errors of the single-Gaussian 
model become evident. Using a sum of two Gaussians on the other hand is seen to account 
much better, albeit not perfectly, for the halo dose. As mentioned in the previous chapter, 
the main contribution to this low-dose halo comes from nuclear interactions. Therefore, 
before reviewing the literature on analytical modelling of the low-dose halo, an overview of 
nuclear interactions present in therapeutic proton beams, as well as additional contributions 
to large-angle scattering, are given in the following subsections. 
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4.1.2 Nuclear interactions in tissue 
Nuclear interactions occur when charged beam particles interact through the nuclear force 
with nuclei of the traversed medium. These are distinct from the electromagnetic 
interactions with atomic electrons and nuclei, which are responsible for the continuous 
slowing down and multiple scattering of the beam particles respectively. While the latter 
are well understood and accurately described by relatively simple theory, the theory 
describing nuclear interactions is much more complex and can only be solved 
perturbatively (Jarlskog and Paganetti 2008). Therefore, the macroscopic effects of nuclear 
interactions are generally obtained from experiments or MC simulations, where the 
underlying interaction models have in turn been tuned to agree with experimental data. 
From the values tabulated in ICRU Report 46 (1992), Fippel and Soukup (2004) noted that 
out of the four main elements found in soft tissue, namely oxygen, carbon, hydrogen, and 
nitrogen, the first two together constitute 85%–90% of its mass, whereas hydrogen 
constitutes 10%–11%. The same authors further pointed out that the proton interaction 
cross sections of oxygen, carbon, and nitrogen are quantitatively similar when normalised 
by atomic mass. For this reason, water and polyethylene – materials containing 89% 
oxygen and 86% carbon respectively, with the remaining share being hydrogen – have been 
used when investigating nuclear interactions of protons of therapeutic energies, under the 
assumption that these are representative of soft tissue (Seltzer 1993, Schneider et al 2002, 
Paganetti 2002, Paganetti and Gottschalk 2003, Fippel and Soukup 2004). It is not clear 
that this assumption should hold also for bone where, due to the presence of calcium, the 
cross sections normalised by atomic mass are smaller, but the possible nuclear interactions 
are more numerous and complex (Paganetti 2002, Fippel and Soukup 2004). However, 
Fippel and Soukup (2004) found that using the water approximation for bone had a 
negligible effect on the physical dose, whereas Paganetti (2002) saw a slight increase in the 
RBE downstream of a bone slab, caused by the larger yield of secondary particles in the 
slab. In the absence of metallic implants and where no correction for RBE is made, it 
therefore seems justified to assume that nuclear interactions in the body can be sufficiently 
described by those in water. 
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4.1.3 Types of nuclear interactions 
According to ICRU Report 63 (2000), nuclear interactions are classified as either elastic or 
nonelastic. In the former case, the total kinetic energy is conserved, and the internal state of 
both the beam particle and the nucleus must therefore remain unchanged. Conversely, in the 
latter case, some of the kinetic energy is spent changing the state of either particle, e.g. 
through an excitation of the nucleus or the transmission of some or all of the kinetic energy 
to one or more secondary particles. In this nomenclature, the term inelastic is reserved for 
nonelastic interactions where the composition of the nucleus is not changed by the 
interaction, such as nuclear excitations. 
Nonelastic interactions have been the focus of most studies of nuclear interactions in proton 
therapy, since they have been assumed to be the major contributors to the loss of fluence 
and the production of large-angle secondaries (Bortfeld 1997, Paganetti 2002). Because 
such interactions with hydrogen do not occur for protons of energy below 300 MeV, the 
interactions of interest occur with oxygen and carbon nuclei (Janni 1982). For protons with 
a range of 380 mm stopping in water, the average rate of nonelastic nuclear interactions is 
0.0012 mm-1 (Lee et al 1993). Although the rate increases slightly with decreasing particle 
energy up to a maximum at around 20 MeV, the overall probability of a beam particle 
suffering a nuclear interaction increases with initial beam energy due to the longer particle 
range (Paganetti 2002). For example, interpolation of tabulated data gives the total 
probability that protons of initial ranges of 70, 131, and 220 mm undergo a nonelastic 
nuclear interaction as 9%, 14%, and 21% respectively (Janni 1982). The result of this was 
seen in the previous chapter, where the accuracy of the single-Gaussian beam model was 
seen to worsen with increasing PB energy due to the larger nuclear halos. 
As a rule of thumb, on average 60% of the energy involved in nonelastic nuclear 
interactions is transferred to charged secondary particles, with the remainder being shared 
roughly equally between photons and neutrons (Bortfeld 1997, Gottschalk 2012). Due to 
the long range of such uncharged secondaries, most of this energy fraction is deposited far 
away from the interaction site, or even outside the patient, and thus contributes very little to 
the overall dose (Agosteo et al 1998, Paganetti 2002, Schneider et al 2002). Out of the 
charged secondaries, protons are by far the most prominent, both in terms of numbers 
4.1   Introduction  115 
 
produced and the amount of energy carried away: for 160 MeV primary protons interacting 
with oxygen, protons constitute 65%–80% of the charged secondaries, and at 150 MeV 
they carry away about 90% of the charged secondary energy fraction (Seltzer 1993, 
Paganetti 2002). Second most common are the alpha particles, constituting 20%–30% of 
charged secondaries at 160 MeV, but their energy fraction is about 20 times lower than that 
of protons, giving them a much shorter range. Quantitatively, the case is similar for 
interactions in polyethylene, although compared to water there is also a non-negligible 
production of deuterium at the expense of protons (Paganetti and Gottschalk 2003). While 
the picture is further complicated by the fact that the secondaries themselves may suffer 
nuclear interactions at different rates, it remains the case that protons are the main 
contributors to the dose from secondaries due to nonelastic nuclear interactions in water 
(Paganetti 2002, Fippel and Soukup 2004). Subsequently, secondary protons are 
responsible for up to 10% of the total dose in the plateau region (Paganetti 2002). The wide 
energy distribution and large angles of secondary protons give rise to the low-dose halos 
seen for PBs of higher energies. Fortunately, the angular distribution of the protons is 
forward-peaked for large energies, and all charged secondaries must have shorter range 
than the incident proton, which somewhat simplifies the treatment in analytical algorithms 
(Fippel and Soukup 2004). 
Elastic interactions of protons in water are possible with both the oxygen (or carbon or 
nitrogen in soft tissue) and hydrogen nuclei. In the former case, there is a large mass 
difference between the proton and the nucleus, and the interaction cross section drops 
steeply for large scattering angles (Murdock and Horowitz 1987). Therefore, the most 
noticeable effects of such an interaction are an additional slowing down and scattering of 
the proton, whereas the kinetic energy transferred to the nucleus can be assumed to be 
deposited locally (Fippel and Soukup 2004). The elastic proton–hydrogen interaction, on 
the other hand, resembles a classical billiard ball collision, with the resulting two protons 
exiting in the forward direction at right angles (or slightly smaller for higher energies, due 
to relativistic effects) with one another. The energy distribution of the scattered proton, and, 
by symmetry, that of the secondary proton produced, is uniform (Fippel and Soukup 2004). 
Elastic interactions between protons and hydrogen subsequently result in much larger 
scattering angles than electromagnetic interactions and a significantly shorter range of the 
resulting particles compared to the primary protons. Protons from such interactions are 
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almost indistinguishable in terms of energy and scattering angle from those resulting from 
two of the most common nonelastic interactions, where an incident proton knocks out 
another proton or neutron from a heavier nucleus (Gottschalk 2012). For this reason, elastic 
proton–hydrogen interactions should preferably be included when modelling the effect of 
nuclear interactions. 
4.1.4 Longitudinal effects of nuclear interactions 
In order to accurately account for nuclear interactions, the most intuitive solution would be 
to divide the secondary particles into batches according to type and energy range, and 
simulate the dose from each batch separately. Similar approaches have been investigated 
for hadron therapy using heavier ions, where the range and distribution of heavier 
fragments may play an important role for the RBE and the BED calculations (Matsufuji et 
al 2005, Hollmark et al 2008). However, this approach leads to a substantial increase in the 
computational burden, and is normally not applied to proton therapy. Instead, a generally 
adopted approach is to simulate the joint macroscopic effects caused by all nuclear 
interactions and the resulting secondaries. The most noticeable of such effects are the loss 
of primary particle fluence with depth, the increased dose in the plateau region due to the 
shorter range of the secondaries, and the additional widening of the lateral beam profile due 
to the large angles of the secondaries. While the main focus of this chapter will be on the 
last of these effects, a description of how the first two have been modelled analytically is 
given in the following paragraph. 
In analytical algorithms where the IDDs are derived from fluence calculations, these must 
be explicitly corrected for the effects of nuclear interactions. An early such correction, 
based solely on a depth-dependent reduction in the primary fluence by eliminating protons 
undergoing nonelastic nuclear interactions, was presented by Lee et al (1993). In order to 
compensate for the dose deposition by charged secondaries in the plateau region, Berger 
(1993) instead suggested letting a fraction of the energy lost in nuclear interactions be 
deposited locally. This approach was employed by Carlsson et al (1997) and Bortfeld 
(1997), and later incorporated into the Fermi–Eyges equation in the proton loss model by 
Sandison and Chvetsov (2000). A similar technique was also used by Pedroni et al (2005), 
where energy from nuclear interactions was divided equally between three categories: 
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short-ranged and heavier secondaries, the dose from which was depositing locally; long-
ranged charged secondaries, the dose from which contributes to the halo and which were 
treated separately from the primary protons; and neutral secondaries whose energy was 
discarded. A more fundamental treatment, based on theoretical calculations and MC 
simulations, was finally presented by Ulmer (2007). If, on the other hand, the IDDs are 
derived directly from measurements or MC simulations of deposited dose, the effects of 
nuclear interactions are implicitly included and need not be accounted for in the 
longitudinal dose distribution. Many PB dose calculation algorithms, including the one 
presented here, use this method (Petti 1992, Hong et al 1996, Deasy 1998, Russell et al 
2000, Szymanowski et al 2001, Soukup et al 2005, Parodi et al 2012). Although, strictly 
speaking, calculating both the primary and nuclear contributions from the same IDD 
prevents the complete detangling of the two in the lateral model, it makes the result less 
sensitive to the exact modelling of the nuclear contribution. This is the reason why the 
disagreement for single PBs in water shown in the previous chapter was not larger, despite 
the lack of any correction for the loss of primary particles. 
4.1.5 Additional sources of large-angle scattering 
Multiple Coulomb scattering in the different nozzle components contributes to the initial 
divergence of the beam in air, as discussed in the previous chapter. As long as the average 
scattering angle is small and the material distribution in the nozzle components is 
homogenous across the beam, this is expected to be adequately modelled by the single-
Gaussian approximation. However, Sawakuchi et al (2010a) also noted the presence of a 
low-dose halo for PBs in air, particularly at low beam energies. Using MC simulations they 
showed that this was caused by the beam profile monitor, which consists of a fine mesh of 
metal wires in the beam line, giving rise to a mixture of scattered and unscattered protons in 
each PB. It is clear that the magnitude of this effect is dependent on the beam line, and the 
one modelled in their study is likely to accentuate the effect due to its tungsten beam profile 
monitor being placed more than three metres upstream from the isocentre. Still, similar but 
less pronounced results were also reported by Schwaab et al (2011), indicating that it is a 
general effect that might have to be taken into account in order to achieve accurate dose 
calculation. Since the majority of these protons are expected to have undergone multiple 
Coulomb scattering rather than nuclear interactions, they should ideally be treated as 
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primary particles originating from a different source rather than as secondaries (Sawakuchi 
et al 2010b, Zhu et al 2013). However, this distinction is not always made in the dose 
calculation (Schwaab et al 2011). 
In addition to the dose from protons scattered in the nozzle and secondary particles 
resulting from nuclear interactions, there is a contribution to the low-dose halo from 
primary protons scattered at large angles through electromagnetic interactions. As discussed 
in the first chapter, such large-angle contributions to the multiple Coulomb scattering are 
not accounted for by the Gaussian approximation given by the commonly used zero-order 
term of Molière theory. It has been assumed that these contributions are small compared to 
those from nuclear interactions (Pedroni et al 2005). However, a study by Ciangaru et al 
(2009) indicated that for high beam energies and positions close to the BP – where the 
contribution from charged secondaries is low due to their shorter range – the dose from 
primary protons scattered at large angles might be non-negligible. Similar to above, 
however, no explicit distinction will likely be necessary between such particles and those 
produced in nuclear interactions when employing a simplified model to account for the 
low-dose halo (Gottschalk et al 2015).   
4.1.6 Characterisation and modelling of the low-dose halo 
Like the PB algorithm itself, the idea of using a multiple-Gaussian beam model comes from 
dose calculation for electron therapy (Lax and Brahme 1985). In a work describing the 
implementation of a commercial TPS for protons, Russell et al (2000) concluded that the 
same technique would be useful in order to take into account the dose from large-angle 
Rutherford scattering and nuclear interactions. Since then, a large number of studies into 
the characterisation and analytical modelling of the low-dose halo have been presented. 
Although similar in terms of principle, different approaches have been taken with regard to 
how the contributions from different particles are calculated, what is included in the 
different terms of the kernel, and how the halo is treated during the dose calculation. For 
example, the additional terms of the kernel can be viewed as modelling distinct physical 
processes, and thus be based on simulations or measurements of a specific reaction type, 
e.g. nuclear interactions. Alternatively, they can be viewed as a purely empirical correction, 
and therefore be based on direct fits to the total dose distribution. Similarly, during the dose 
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calculation, the halo dose can either be calculated separately from the primary contribution, 
using its own settings and parameters, or be treated purely as an extension to the lateral 
beam model and calculated simultaneously with the primary contribution. An overview of 
the key studies and the approaches employed is given in the following paragraphs.   
The first detailed study of a halo dose correction for PBS using protons was presented by 
Pedroni et al (2005), who measured how the dose at the centre of square fields made up of 
PBs varied with the field size. The measurements were obtained for six beam energies at 
different depths in a water tank using an ionisation chamber. A double-Gaussian beam 
model was then parametrised by finding the weight and width of the second Gaussian that 
best reproduced the measurements for each energy and depth, and storing them in LUTs. 
During dose calculation in heterogeneous media, the weight and width of the halo term 
were then determined by sampling the LUT according to the WEPL, using an empirical 
formula to account for different air gaps and numbers of range shifter plates. In a study 
presented the same year, Soukup et al (2005) also used a double-Gaussian approach, but 
obtained the width of the second Gaussian by adding in quadrature a (generally much 
larger) nuclear contribution to the primary Gaussian. In doing so, the widening of the 
primary contribution in air upstream of the patient becomes implicitly included in the halo 
model as well. The nuclear width contribution and the weight of the halo component were 
obtained from MC simulations of proton beams of different energies stopping in water, 
comparing simulations of PBs with nuclear interactions switched on and off. Similar to 
Pedroni et al (2005), during the dose calculation, both these parameters were sampled 
directly from LUTs according to the WEPL. In order to reduce the calculation time, which 
would have otherwise become very long due to the large width of the halo, no sub-PB 
splitting was applied to the halo dose calculation. This effectively divided the dose 
calculation into two steps: one for primary (computational) PBs and one for ‘nuclear’ PBs. 
Sawakuchi et al (2010b) combined direct measurements of beam profiles in air and water 
using ionisation chambers with the central dose measurement in square fields by Pedroni et 
al (2005) to characterise the low-dose halo for three beam energies. They considered 
contributions from both scattering in the beam shape monitor and nuclear interactions in 
water, and argued that the two should be handled separately during dose calculation by also 
employing a double-Gaussian model for the in-air fluence. Their conclusion was that in 
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order to efficiently separate the contributions from scattering in the nozzle and from nuclear 
interactions, the use of MC simulations would be necessary (Sawakuchi et al 2010a). 
Schwaab et al (2011) also conducted direct measurements of the lateral beam profiles for 
PBs of a few energies in water using ionisation chambers, but fitted a sum of two Gaussians 
directly to the results to obtain the kernel widths and relative weighting simultaneously. 
However, when this beam model was implemented for clinical use at the same treatment 
centre, the fit was instead carried out according to MC simulations of PBs stopping in 
water, which had in turn been calibrated against ionisation chamber measurements (Parodi 
et al 2013). In the subsequent clinical calculations, the contribution from the halo was 
calculated in the same way as the primary contribution. 
Ulmer and Schaffner (2011) provided a thorough analysis of the different contributions to 
the low-dose halo in water based on theory and MC simulations. Since their study was 
concerned with elemental PBs, the results were expected to be independent of the fluence 
distribution due to the nozzle. They used a kernel consisting of a sum of two Gaussians 
with fixed relative weights to model the contribution from primary protons and those 
having undergone elastic and inelastic nuclear interactions, whereas the remaining 
nonelastic secondary protons and heavier fragments were modelled by an additional single 
Gaussian kernel. They further showed how the width of the latter is expected to be nonzero 
at the surface, also in the absence of inhomogeneous scattering in the nozzle. Their model 
finally captured the nuclear build-up seen in experiments, where smaller than expected 
values have been reported for the first centimetres of the IDD at high energies (Carlsson 
and Carlsson 1977). Clasie et al (2012) determined the shape and weight of the halo dose 
by measuring the increase in central dose for irradiated concentric circles of increasing 
radius, similar to what Pedroni et al (2005) did for square fields. However, in the dose 
calculation, they then used an approach similar to Soukup et al (2005), where sub-PB 
splitting was only applied to the primary contribution. Finally, Gottschalk et al (2015) 
presented an in-depth analysis, from a fundamental rather than a clinical viewpoint, of all 
the effects contributing to the low-dose halo in therapeutic proton beams. Their 
experiments, however, were limited to using an ionisation chamber to measure a single PB 
impinging on a water tank, for which they produced one model-dependent and one model-
independent fit. Therefore, the main value of their study is likely the thorough theoretical 
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treatment of each of the described processes, and the highlighting of pitfalls and flaws in 
commonly used models and techniques. 
For the sake of completeness it should be mentioned that, in addition to the different ways 
of determining and implementing the low-dose correction, several studies have investigated 
alternative functions to describe its shape. These include using a Voigt, Levy, or 
‘Rutherford’ function, or adding a third Gaussian or a Cauchy–Lorentz function to the 
second Gaussian (Fuchs et al 2012, Knutson 2012, Li et al 2012, Bellinzona et al 2015). 
Similarly, several recent studies have employed a double-Gaussian beam model for the 
proton fluence in air, in particular at treatment centres where there is a large contribution 
from inhomogeneous scattering in the nozzle (Ciangaru et al 2009, Sawakuchi et al 2010b, 
Li et al 2012, Zhu et al 2013). It should finally be noted that multiple-Gaussian beam 
models without explicit simulation of different fragments have also been used for certain 
applications in hadron therapy using heavier ions (Kusano et al 2007, Parodi et al 2013). 
4.1.7 Chapter scope 
This chapter describes the integration of a double-Gaussian beam model into the PB dose 
calculation engine presented in the previous chapter. Because of the compatibility with the 
previously developed code and the computational appeal of the separate calculation of 
sparser ‘nuclear’ PBs, a method based on the work of Soukup et al (2005) was adopted. The 
main focus of the chapter is the extension of the GPU dose calculation engine and its 
performance. However, due to the many different descriptions of the dose halo found in the 
literature, the work also included a comparison of three different parametrisations of the 
double-Gaussian beam model, so that their effect on the calculation time could be 
investigated. To confirm the validity of the parametrisations, the calculated dose 
distributions for a patient case were compared to the reference MC simulation. The 
inclusion of a double-Gaussian beam model concluded the first complete GPU 
implementation of a modern, albeit simple, PB dose calculation engine for proton therapy, 
work which has previously been published in da Silva et al (2015b). 
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4.2 Methods 
4.2.1 Algorithm 
From the point of view of fast dose calculation, the difficulty with including a model of the 
halo dose arises from its large width: for a double-Gaussian beam model, the width of the 
halo contribution is expected to be about three times larger than that of the primary 
contribution. Because the calculation time for the KS step increases with the square of the 
kernel radius, calculating the halo dose in the same way as the primary dose would 
therefore result in the most computationally demanding step of the algorithm taking nine 
times longer to calculate. To avoid this, the implementation presented in this chapter 
employs the approach introduced by Soukup et al (2005), where the halo dose is delivered 
by ‘nuclear’ PBs, for which no sub-PB splitting is applied. In order for the name to be 
applicable to the different parametrisations presented in the next subsection as well, these 
will henceforth be referred to as halo PBs (HPBs). The computational benefit of assigning a 
single HPB per physical PB is twofold. First, it reduces the number of HPBs from which 
the dose must be calculated, which lessens the overall computational burden. Second, a 
separate BEV coordinate system, in which the halo contribution is calculated, can be 
defined for the HPBs in the same way as was done for the CPBs in the previous chapter. 
The larger distance between HPBs leads to a lower resolution of this grid, which 
counteracts the effect of the larger kernel radii. For the patient case considered in the 
previous chapter, the distance between PBs was 3 mm, whereas a CPB spacing of 1 mm 
was used in the calculation. This would result in nine times fewer HPBs than CPBs, where, 
due to the lower resolution, the KS workload for a HPB would be roughly the same as that 
of a CPB (based on the assumption that a HPB is three times wider than a CPB). Thus, 
using this approach, the time required by the KS step is expected to be only of the order of 
10% longer than for the single-Gaussian beam model. 
In accordance with the above approach, the implementation presented in this chapter 
assumes that the dose 퐷 to a point (푥, 푦, 푧) can be described by a double-Gaussian beam 
model given by 
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퐷(푥, 푦, 푧)
= ∑ (1 − 푢(퐸푖, 푧WE,푖)) × 푊푖 × 퐼IDD(퐸푖, 푧WE,푖) × 퐺(푥 − 푥푖, 푦 − 푦푖, 휎CPB,푖)푖∈CPB
+ ∑ 푢(퐸푗, 푧WE,푗) × 푊푗 × 퐼IDD(퐸푗, 푧WE,푗) × 퐺(푥 − 푥푗, 푦 − 푦푗, 휎HPB,푗)푗∈HPB . 
 
 
(4.1)
The contribution from primary particles is given by the first sum on the right-hand side of 
Equation (4.1), which is calculated in the same way as that of the single-Gaussian beam 
model. Consequently, the index of summation, 푖, runs over the CPBs resulting from the 
sub-PB splitting of the physical PBs, and each factor inside the sum, except for the first 
one, is identical to that of the previous chapter. The additional factor 1 − 푢(퐸푖, 푧WE,푖) 
represents the fraction of the integral dose at a given WEPL that is contributed by primary 
particles, where 푢(퐸푖, 푧WE,푖) ∈ [0,1] is the halo fraction, as determined by the 
parametrisation of the halo. It should be noted that, although the CPB widths are calculated 
according to the same equations as before, the values of the parameters 퐸S in Equation 
(3.9) and 훿 in Equation (3.12) have to be adjusted for the double-Gaussian beam model. 
This is because the values obtained for the single-Gaussian beam model were based on how 
well the shape of the calculated PBs reproduced the total dose distributions, including 
contributions from the low-dose halo, from individual PBs as obtained from MC 
simulations. Here, the values should instead be based on a fit only to the considered 
primary contribution, and must therefore be determined separately for each halo dose 
parametrisation. 
The contribution from the halo is given by the second sum on the right-hand side of 
Equation (4.1).  In this case, the sum runs over HPBs, which, since no sub-PB splitting is 
applied, coincide in number and position with the physical PBs. Therefore, the weight, 푊푗, 
of HPB 푗 is equal to that of the corresponding physical PB. The width of HPB 푗, 휎HPB,푗, is 
defined in accordance with Soukup et al (2005) as 
 휎HPB(퐸, 푧) = √휎PB2 (퐸, 푧) + 휎LA2 (퐸, 푧WE),
 
(4.2)
where 휎PB is the total width of the contribution from primary protons before the sub-PB 
splitting according to Equation (3.6), and 휎LA is the large-angle component given by the 
halo dose parametrisation. Similar to 푢, and contrary to 휎CPB (and thus 휎PB), 휎LA depends 
only on the beam energy and the WEPL. This is clearly a simplification, since the argument 
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used for primary particles – that the actual distribution of scattering power along the beam 
path, not just its average, affects the beam width – must also hold for secondaries. 
However, due to the complex composition of secondaries, a more accurate description 
would require separate handling of the different halo components. Therefore, for an already 
approximate analytical correction, such as the addition of a second Gaussian, direct 
sampling according to the WEPL is expected to be sufficient (Soukup et al 2005). 
4.2.2 Beam model parametrisations 
Three different parametrisations for the halo fraction, 푢, and the large-angle component, 
휎LA, were investigated. The first parametrisation, which will be referred to as the Soukup 
model, makes use of the unmodified analytical fits to MC data of nuclear interactions from 
Soukup et al (2005). These are given by 
푢(퐸, 푧WE) = 0.052 log (1.13 + 푧WE11.2 − 0.023푅0(퐸))
+ 0.35 0.0017푅02(퐸) − 푅0(퐸)(푅0(퐸) + 3)2 − 푧WE2 − 1.61 × 10
−9 × 푧WE × (푅0(퐸) + 3)2, 
 
(4.3)
(where, if the right-hand side becomes negative, 푢(퐸, 푧WE) is set to zero) and 
 휎LA(퐸, 푧WE) = 2.85 + 0.0014푅0(퐸) × log(푧WE + 3) + 0.06푧WE
− 7.4 × 10−5 × 푧WE2 − 0.22 푅0(퐸)(푧WE − 푅0(퐸) − 5)2 . 
 
(4.4)
Past the BP, both 푢 and 휎LA are assumed to take the same value as at the BP depth 
(although this is only stated explicitly for 푢 in the original publication). In order to calculate 
the new values for 퐸S and 훿, the radial halo distributions of single PBs in water were 
calculated using the expression inside the second sum on the right-hand side of Equation 
(4.1) together with the parametrisation given by Equations (4.3) and (4.4). The results were 
then subtracted from the corresponding radial dose distributions obtained from MC 
simulations to obtain the expected radial dose distributions of the primary particles. For 
each depth and energy, these were then fitted with a Gaussian function to extract the values 
for 휎PB in water. Since 휎HPB itself depends on 휎PB, this process was carried out 
iteratively, using 휎PB from the single-Gaussian implementation as the starting point. 
However, due to 휎LA generally being at least a factor of two larger than 휎PB, the exact 
value of the latter was seen to play a limited role, resulting in the calculation converging in 
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a single iteration. The resulting values of 휎PB were finally used to obtain the new values for 
the parameters 퐸S and 훿 in the same way as for the single-Gaussian beam model. 
The second parametrisation was based on MC simulations carried out in Fluka, and will 
therefore be referred to as the Fluka model. The naming serves only to distinguish the 
parametrisation within this work, and should not be interpreted as indicative of the internal 
models used in the Fluka MC code. The parametrisation relied on using the MC code to 
obtain two different dose distributions, one containing the dose deposited by primary 
particles and the other the dose deposited by secondaries. The dose distribution from 
primary protons was obtained by only scoring the energy deposited by what Fluka 
considers ‘beam particles’. In the presented simulations, these include all initial protons 
having undergone only electromagnetic or elastic nuclear interactions. For elastic nuclear 
interactions with hydrogen, where the two resulting protons are indistinguishable, the 
higher-energy, and thus smaller-angle, proton is considered the beam particle. Hence, the 
energy left out is that deposited by all other particles, noticeably particles involved in 
nonelastic nuclear interactions and the lower-energy proton from elastic nuclear 
interactions with hydrogen. Strictly speaking, all energy lost by a charged particle is 
deposited by electrons involved in the electromagnetic interactions responsible for it 
slowing down, which would leave the primary contribution empty. Because of the short 
range of the majority of these electrons, however, the MC code treats this energy as 
deposited by the particle itself according to the continuous-slowing-down approximation. 
Nonetheless, with a small probability, higher-energy electrons, called delta rays, are 
produced, which are generally tracked by the MC code. In order for the energy carried by 
the delta rays to be included in the energy deposited by primary particles, the tracking of 
delta rays was switched off for the simulation. This is expected to result in slightly 
narrower dose distributions, but since the effect on the total PB widths was seen to be only 
0.01–0.03 mm it was ignored. The dose distribution due to secondary particles was then 
obtained by subtracting the dose from beam particles from the total dose distribution (also 
calculated with the delta ray production switched off). In the same way as for the Soukup 
model, new values of 퐸S and 훿 were calculated after fitting the primary dose distribution 
for each depth and PB energy to a Gaussian function. 휎HPB for each depth and energy in 
water was similarly obtained by fitting the dose distribution from secondaries with a 
Gaussian function, from which preliminary distributions of 휎LA were obtained by 
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rearranging Equation (4.2). In order to smooth the noise from the MC simulation, a cubic 
spline with up to 20 knots was fitted to the preliminary distribution of 휎LA for each PB 
energy in order to obtain the final parametrisations of 휎LA. The halo fraction for each 
energy and depth was finally obtained from 1 − 푢, which was calculated as the fraction of 
the IDDs for the primary and total dose distributions. Beyond 102% of the BP depth, 휎LA 
was seen to grow very large. Since very few charged secondaries are expected at such 
depths, this behaviour was assumed to be caused by the wide photon and neutron 
background. Therefore, past this depth, both 푢 and 휎LA were assumed to be constant. 
The third parametrisation, which will be referred to as the direct model, relied on directly 
fitting sums of two Gaussians to the total radial dose distributions obtained from MC 
simulations, similar to what was described by Parodi et al (2013). The required nonlinear 
least squares fit was performed using the trust-region algorithm provided with the 
Optimization Toolbox of Matlab. Despite the fact that the radial dose distribution quickly 
becomes very small for large radii, the contributions at large radii are important for two 
reasons. First, the radial distributions do not reflect the larger volumes that receive the 
contributions from larger radii, which is part of the reason why the low-dose halo is of 
interest in the first place. Second, since the dose fraction of the halo is expected to be 
smaller, but the width of its Gaussian larger than for the primary particles, its dose 
contribution will be dwarfed close to the axis, and its parameters must thus be determined 
mainly from the dose at large radii. Therefore, in order to ensure that the small values at 
large radii are accounted for in the fit, the contribution to each radial bin was weighted 
according to the total area of a ring of the same width, i.e. by 휋(푟푖+12 − 푟푖2) for the bin 
between radius 푟푖 and 푟푖+1. The fit allowed the three parameters 휎PB, 휎HPB, and 푢 to be 
obtained simultaneously for each PB energy and depth in water. 퐸S, 훿, and 휎LA were then 
obtained from 휎PB and 휎HPB in the same way as for the previous methods. In order to 
reduce the noise in 휎LA and 푢, the obtained curves were smoothed using cubic splines, and 
similar to the Fluka model their values were assumed to be constant beyond 102% of the 
BP depth. 
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4.2.3 Implementation 
Incorporating the double-Gaussian beam model in Equation (4.1) into the existing PB dose 
calculation engine could in theory be achieved by carrying out the procedure shown in 
Figure 3.2 twice: once for the primary and once for the halo contributions. However, there 
are two strong arguments against this solution. First, several of the KFs rely on assigning 
one thread per lateral voxel position. While this works well for the large number of CPBs 
used to calculate the primary contribution, the number of HPBs is expected to be about nine 
times lower since no sub-PB splitting is applied. Therefore, individual treatment fields 
would likely not contain enough HPBs to saturate a modern GPU. Second, several of the 
intermediates and results obtained in the calculation of the primary contribution, 
importantly, the WEPL and 휎CPB (from which 휎PB is obtained), are also needed to 
calculate the halo contribution. Therefore, repeating the whole calculation would either 
require recalculating the necessary BEV intermediates or keeping large amounts of data in 
global memory between the two rounds of calculations. Instead, it was deemed more 
efficient to maintain the structure presented in the previous chapter for the calculation of 
the primary contribution, and to interleave the halo dose calculation in the loop over energy 
layers in Figure 3.2. While the calculation of primary dose thus remains identical to what 
was previously presented, the following paragraph describes the changes made to the dose 
calculation engine in order to accommodate the halo dose calculation. 
The only KF in Figure 3.2 that was significantly modified compared to the previous chapter 
was the one calculating and storing the integral dose and kernel parameter for the CPBs, 
which was extended to perform the same operations for the HPBs. Due to the smaller 
number of HPBs than CPBs, the additional operations were carried out only by the threads 
corresponding to CPBs whose positions coincided with that of a HPB. Although this led to 
the majority of threads being idle during the additional operations, it was deemed 
preferable to using a separate KF for the HPBs, which would in any case not exhibit 
enough parallelism to saturate the GPU. For each depth along the 푧-axis, the widths of the 
HPBs were calculated according to Equation (4.2), where 휎LA2  was found through 
interpolation into a 2D texture containing the selected parametrisation, and 휎PB2  was 
calculated by adding 휎02 to the value of 휎CPB2  calculated for the primary contribution. 
Further, the integral dose for the halo contribution was obtained by multiplying the integral 
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dose, the PB weight, and 푢, where 푢 was again found through interpolation into a 2D 
texture. (A multiplication by (1 − 푢) was similarly introduced in the calculation of the 
integral dose for the primary contribution.) To be compatible with the KS implementation, 
the results were converted to dimensionless voxel coordinates as described in the previous 
chapter, but using the larger voxel spacing corresponding to the HPBs. The resulting values 
were then stored in two global memory arrays alongside those for the primary contribution. 
The tile batching and KS steps for the halo were identical to those of the primary 
contribution. They were implemented by simply repeating the call to the batching KF and 
the loop over kernel radii at the bottom right-hand corner of Figure 3.2 a second time, using 
as inputs the integral dose and kernel parameter calculated previously. Due to the different 
resolution of the CPB and HPB BEV systems, an additional memory array for the BEV 
halo dose was allocated to hold the result from the KS step. For this reason, the 
transformation of the BEV halo dose to the global dose grid after completing the 
calculation for all energy layers of a given beam direction also had to be carried out 
separately to the BEV primary dose. As before, this was achieved by binding the BEV dose 
to texture memory, and calling the dose transformation KF a second time using the correct 
transformation for the halo. 
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4.3 Results 
4.3.1 Beam model parametrisations 
 
Figure 4.2. Radial dose profiles as simulated by MC (crosses), fitted using single- and double-
Gaussian models (solid lines). Columns, from left to right, correspond to PBs with BP depths 70, 
131, and 220 mm. Rows, from top to bottom, correspond to the profiles at the surface, in the plateau 
region (at 40% of the BP depth), and at the BP depth. The legend of the top right-hand panel applies 
to all panels.  
The results of directly fitting a sum of two Gaussians to the radial profiles of PBs of three 
different energies in water are shown in Figure 4.2. Each PB is shown at three depths, 
corresponding to the surface, 40% of the BP depth, and the full BP depth. For comparison, 
direct fits using a single Gaussian are also shown. For all PB energies, a clear deviation 
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from a single Gaussian is seen at all depths, indicating that nuclear interactions are not the 
only factor contributing to the low-dose halo. For larger radii it is clear that even an ideal 
double-Gaussian model breaks down further away from the central axis. However, this 
happens at a dose level which is at least one order of magnitude smaller than for the single-
Gaussian model. 
Figure 4.3 shows the parametrisations of 푢 and 휎LA according to the three models 
considered, and for three beam energies with BPs at 70, 131, and 220 mm. A striking 
feature of this figure is the strong variation in the shapes and magnitudes of both 푢 and 휎LA 
between the models, which shows that the assumptions made in the parametrisation do 
indeed affect the resulting beam model. Although it was difficult to perform a quantitative 
comparison with the data for the CNAO beamline shown by Parodi et al (2013), the shapes 
and magnitudes of their curves corresponding to 푢 and 휎HPB seem to agree well with those 
of the direct model presented here, as expected from the similar method used. The direct 
model also showed the closest agreement with the measurement-based parametrisation by 
Pedroni et al (2005) in terms of the shapes of the curves for 푢 and 휎HPB, although their 
values of 푢 were seen to be almost half the size, and their values of 휎HPB a few millimetres 
larger. In addition to the differences in 푢 and 휎LA, a spread was also seen for the new 
values of 퐸S, which were 13.8, 14.7, and 13.0 MeV, respectively, for the Soukup, Fluka, 
and direct models. The new values of the correction 훿 were, in the same order as before, 
0.00, 0.08, and 0.06 mm. These consistently low values are expected since any major 
deviations from the multiple scattering model should now be incorporated in the halo 
contribution. For both the Soukup and Fluka models, the halo fraction is close to zero at the 
surface, which means that the width of the primary contribution at the surface should be 
given by the total PB width in air, as was the case for the single-Gaussian beam model. 
However, as can be seen from Figure 4.3, the halo fraction at the surface is nonzero for the 
direct model. The calculated PB width in air at the surface thus corresponds to the effective 
width of the primary and halo contributions taken together, and subsequently the width of 
the primary contribution must be smaller than this. It was seen that, in order to obtain the 
correct total beam width at the entry depth, the width of the primary contribution had to be 
set 2%–4% smaller than the calculated PB width in air across the different energies. 
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Therefore, the entry width used in the convolution to calculate the weights for the CPBs 
was set to 97% of the calculated width in air when using the direct model. 
 
Figure 4.3. Investigated parametrisations of the halo fraction 푢 (top row), large-angle contribution 
휎LA (bottom row, solid lines), and HPB width 휎HPB in water (bottom row, dashed lines) at three 
different beam energies. At depths past those displayed, 푢 and 휎LA are assumed to remain constant. 
The BP depth for each line colour is given by the legend in the top central panel, and is also 
indicated by vertical dotted lines. 
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4.3.2 Validation 
 
Figure 4.4. Errors in the calculated radial dose distributions for different parametrisations of a single 
PB in water compared to the reference MC simulation. The BP depth of the PB is 220 mm and the 
difference between the dose distributions is shown as a percentage of the maximum dose in the MC 
simulation. The corresponding result for the single-Gaussian model from the previous chapter is 
included in the top panel as a reference. The contours show the MC isodose curves, with each line 
corresponding to a multiple of 10% of the maximum dose. 
Figure 4.4 shows the difference in calculated dose for the PB of 220 mm BP depth when 
comparing the presented dose calculation engine using different halo dose parametrisations 
with the reference MC simulation. For comparison, the result obtained in the previous 
chapter using the single-Gaussian beam model is included. All models are seen to reduce 
the average error compared to the single-Gaussian beam model. Unsurprisingly, the 
smallest average error was achieved for the direct model, with the Soukup model 
performing surprisingly well despite the lack of beam line-specific tuning. The relatively 
poor performance of the Fluka model can be partly explained from Figure 4.5, which shows 
Gaussian functions fitted to the dose from primary and secondary contributions, and will be 
further discussed in the next section. The error ranges in Figure 4.4 were −0.8%–2.1%, 
−2.0%–5.2%, and −1.8%–2.0% for the Soukup, Fluka, and direct models respectively, 
compared to −1.1%–5.3% for the single-Gaussian model. The small values of the lower 
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boundary for both the Fluka and direct models were caused by the large underestimation 
seen along the central axis close to the surface in Figure 4.4. 
Maps of the 훾-index according to the 2%/2 mm criterion for the patient case from the 
previous chapter, when calculated using the different halo dose parametrisations, are shown 
in Figure 4.6. Although the 훾-index is a poor measure of the agreement in the low-dose 
region, better modelling of the halo dose is still expected to be somewhat reflected in the 
훾-index due to the halo contributions from multiple PBs to the high- and medium-dose 
regions. The 훾-index passing rates according to the 2%/2 mm criterion were 97.9%, 96.9%, 
and 97.4% for the Soukup, Fluka, and direct models respectively, compared to 96.7% for 
the single-Gaussian model from the previous chapter. For the less strict 3%/3 mm criterion, 
the passing rates, in the same order, were 99.4%, 99.3%, and 99.2%, compared to 99.2% 
for the single-Gaussian model. 
 
Figure 4.5. Radial dose profiles for primary protons (left) and secondaries (right) in water at 푧 =88 mm of a PB with 220 mm BP depth. Crosses show the distributions obtained from the MC 
simulation and solid lines show the Gaussians of the parametrisation according to the Fluka model. 
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Figure 4.6. Maps of the 2%/2 mm 훾-index for the patient case for different beam model 
parametrisations. The rows correspond, from top to bottom, to the single-Gaussian, Soukup, Fluka, 
and direct models. Columns, from left to right, show sagittal, coronal, and axial slices through the 
centre of the target. 
4.3.3 Benchmarking 
Despite the differences seen in Figure 4.3, the performance of all three parametrisations of 
the double-Gaussian beam model was similar. The calculation times for the patient case 
from the previous chapter on the same Nvidia Tesla K40 GPU were 241, 250, and 244 ms 
4.4   Discussion  135 
 
for the Soukup, Fluka, and direct models respectively. This constitutes increases in the 
calculation time of 8%–12% compared to the 224 ms required by the single-Gaussian 
model. The increase in calculation time for individual energy layers was seen to be larger 
and shifted towards smaller energy layers: the shortest calculation time (excluding memory 
transfers and deallocations) for an energy layer was 3.2–3.3 ms for the different models, or 
about 50% longer than for the single-Gaussian model, whereas the longest calculation time 
was 8.1–8.4 ms, or around 25% longer than for the single-Gaussian beam model. The 
overall increase in calculation time was slightly larger for the test case consisting of a cubic 
target in water, which required 153, 156, and 157 ms using the Soukup, Fluka and direct 
models respectively, which is 13%–16% longer than the single-Gaussian model. The 
calculation times for the shallowest energy layer was 7.4–7.7 ms and for the deepest energy 
layer 16.5–16.8 ms, corresponding to an increase compared to the single-Gaussian beam 
model of roughly 25% in both cases. 
4.4 Discussion 
4.4.1 Validity of approach 
The reason for including different parametrisations of the double-Gaussian beam model 
was primarily to investigate their effect on the calculation time. Consequently, the tuning of 
the three parametrisations was kept as simple as possible, without much of the time-
consuming and detailed analysis associated with the commissioning of a clinical dose 
calculation engine. Therefore, the result obtained using the presented models may not be 
representative of the selected algorithm or the parametrisation methods themselves, other 
than to serve as a lower bound for their accuracy. On the contrary, smaller errors can be 
expected for all three models if, for example, model-specific or energy-dependent tuning 
was used, as discussed in the following subsection. The results for the parametrisations are, 
however, expected to capture the essence of similar models, and should therefore indicate 
how sensitive the performance of the presented implementation is to the model used. 
It should be pointed out that, in the original implementation by Soukup et al (2005), the 
dose from both CPBs and HPBs was calculated directly in the global dose grid. Therefore, 
the lack of sub-PB splitting for the halo dose served only to limit the number of HPBs, but 
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did not reduce the resolution used in the KS step. However, using a single HPB per PB 
already limits the effective resolution of the halo calculation, and also using the same 
reduced resolution in the KS step should not affect the accuracy of the calculation, provided 
that the kernel varies slowly across the BEV voxels. Since, compared to the CPBs, the 
kernel widths are increased by a similar amount to the voxel spacing, this assumption 
should also hold for the HPBs. Thus, the lower resolution in the KS step is not expected to 
affect the accuracy of the calculation noticeably. 
4.4.2 Beam model parametrisations 
Since the Soukup model was implemented directly from the analytical expressions given in 
Equations (4.3) and (4.4), little room was left for adjustments to the parametrisation itself. 
Despite this, it resulted in a clear improvement over the single-Gaussian model in the 
comparison with the MC simulation of a single PB in Figure 4.4, and produced the highest 
훾-index passing rates in the patient case. The overall improvement in the 훾-indices 
compared to the single-Gaussian beam model from the previous chapter can also be seen in 
Figure 4.6. Still, the model assumes that there is no halo dose at the surface (c.f. Figure 
4.3), whereas the MC results shown in Figure 4.2 clearly suggest the presence of such a 
contribution across the therapeutic range of energies for the beam line considered in this 
work. Therefore, using a more accurate description of the beam profile in air, such as a sum 
of two Gaussians, would likely further reduce the errors in the plateau region. A simple 
version of such an improvement would affect only how the weights are distributed between 
CPBs, and thus would have a negligible effect on the calculation time. 
Out of the three parametrisations tested, the Fluka model showed the smallest improvement 
compared to the single-Gaussian model, as seen in Figure 4.4, Figure 4.6, and in the 
훾-index passing rates. Part of the explanation for this is illustrated by the right-hand panel 
of Figure 4.5: whereas the model assumes the dose contribution from secondaries to be 
Gaussian in shape, their actual radial profile deviates significantly from such a distribution. 
The result is a halo contribution that underestimates the dose close to the beam axis and at 
large radii, and exaggerates it between the two. The large dose close to the beam axis is 
likely caused by short-ranged secondaries depositing their dose close to the interaction site, 
effectively superimposing the shape of the radial dose profile of the primaries on that of the 
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remaining secondaries.  The dose from such particles might be better regarded as deposited 
locally, as was suggested by Pedroni et al (2005), by adding their contribution to the 
primary Gaussian. A further limitation with this parametrisation is the lack of contributions 
from elastically scattered protons in the calculated halo dose. Although it is hard to predict 
to what extent this affects the halo contribution, the sharp dips in both 푢 and 휎LA before the 
BP, which are seen in Figure 4.3 and are not present in the other models, imply that the halo 
extends beyond where most nonelastic products have stopped. These dips are likely the 
cause of the exaggerated dose close to the central axis just before the BP, where the small 
halo fraction causes the primary Gaussian to carry the entire dose, resulting in a too narrow 
distribution. In particular, the selective exclusion of the higher-energy protons from elastic 
nuclear interactions with hydrogen might affect the halo radial dose profile; the fact that 
they are scattered at a smaller angle than their lower-energy counterparts is outweighed by 
their longer range, and, as a result, their total lateral displacement from the interaction point 
becomes larger. Both filtering out the dose from heavy fragments and including the dose 
from protons having undergone elastic nuclear interactions is possible using the Fluka MC 
code. However, this would warrant a small study of its own, requiring the implementation 
of user-defined routines and scoring, and was considered beyond the scope of this work. 
Although the direct parametrisation method showed the best overall agreement for the 
single PB in water in Figure 4.4, the agreement was slightly worse than for the ideal fits of 
a sum of two Gaussians seen in Figure 4.2. The reason for this is thought to be that, in order 
to more accurately model the multiple scattering in heterogeneous media according to 
Equation (3.8), the CPB widths are still described by Equation (3.12). Therefore, the width 
of the primary contribution at a given depth is constrained by the parameters 퐸S and 훿, and, 
contrary to the halo contribution, cannot vary arbitrarily. More interestingly, the better 
average agreement in water did not translate to the 훾-index passing rates in the patient case, 
where the Soukup model showed better results. Looking at Figure 4.6, the 훾-indices for 
these two models display very similar behaviour except for in certain areas where the 
indices for the direct model are considerably higher (c.f. the lower part of the left field in 
the coronal view of Figure 4.6). The reasons for this are not entirely clear. One explanation 
could be the relatively large underestimation of the PB central axis dose to a small number 
of voxels close to the surface seen in Figure 4.4.  Another could be the larger halo fraction, 
which excludes more than just the nuclear interaction products from the more accurate 
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physical modelling of the primary contribution. A third might be the rather arbitrary 
reduction of the PB width at the entry depth that had to be employed to make the direct 
parametrisation compatible with the existing beam model in air. In an improvement of the 
direct parametrisation, constraints set on the primary contribution by 퐸S and 훿 would thus 
already be included in the fitting of the sum of two Gaussians. Further, since the fit was 
seen to be relatively flexible, a preference to limit the size of the halo fraction could be 
included in order to avoid removing too much of the weight from the primary contribution. 
Finally, the empirical shrinking of the entrance dose applied here would be more accurately 
incorporated into the description of the beam profile in air. 
4.4.3 Calculation times 
The benchmarking showed that, using one HPB per physical PB, the incorporation of a 
double-Gaussian beam model into the presented dose calculation engine led to an increase 
in the total calculation time of no more than 16% for the two treatment plans investigated. 
The increase in calculation time was larger for individual energy layers, ranging from about 
50% for a small, shallow energy layer to around 25% for energy layers large enough to 
saturate the GPU. Both in the case of complete treatment plans and single energy layers, the 
increase in calculation time varied by only a few percentage points between the different 
parametrisations tested. These findings have two major consequences. The first is that 
employing any of the investigated parametrisations of the double-Gaussian beam model 
does not impact upon the suitability of the presented dose calculation engine for use in 
online applications; calculation times of 16.5–16.8 ms for the deepest energy layer of the 
considered plans are still considerably shorter than the time between energy layers or the 
duration of a typical motion phase. The second is that as long as the presented 
implementation of the double-Gaussian beam model is used, the calculation time is unlikely 
to change significantly for other, beam line-specific or more sophisticated, parametrisations 
of the halo dose. Together these indicate that, using a single GPU, it is possible to achieve 
fast enough calculation times for online dose calculation whilst maintaining the same 
accuracy as a widely adopted clinical algorithm, independent of the specific beam line. 
The larger increase in calculation time for single energy layers than for complete treatment 
plans can be explained by the varying fractions of the total calculation time spent on 
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different steps of the calculation. The calculation of complete treatment plans was 
dominated by the KS step, which, using the single-Gaussian beam model, was responsible 
for 76% of the calculation time for the patient case and 88% of the calculation time for the 
cubic test case (excluding in both instances the time spent on memory transfers). Using the 
double-Gaussian parametrisations, the increase in the calculation time for the KS step was 
3%–10% for the patient case and 14%–18% for the cubic test case, which therefore resulted 
in increases of a similar order in the total calculation time for entire plans. For the single 
energy layers, on the other hand, where the KS step is carried out only once, the calculation 
times of the steps that are carried out once per beam direction become comparable to the 
KS time. The calculation times for these steps generally increased more than that of the KS 
step when going from the single-Gaussian to the double-Gaussian beam model. In 
particular, the time required to set up the calculation and allocate memory for BEV 
intermediates and the time to copy the dose distribution to texture memory both increased 
by between 20% and 40%. Further, due to the larger number of voxels reached by the halo, 
the time required for the dose transformation roughly doubled. In light of this, the overall 
increases in calculation time of 50% for a small energy layer or 25% for large energy layers 
are not surprising. 
As a final note, it is interesting to see that the measured variations in calculation time 
between the different parametrisation methods were surprisingly small, despite the 
relatively large differences in the halo width seen in Figure 4.3. The explanation for this 
likely lies in the different values of 퐸S for the different models: the direct model, for which 
the halo dose is widest, had the smallest value of 퐸S, and thus the smallest width of the 
primary contribution; conversely, the Fluka model, for which the halo was the narrowest, 
had the largest value of 퐸S. This implies that a wider halo dose is somewhat compensated 
for by a narrower primary dose contribution, which, together with the difference in 
resolution between the corresponding BEV dose grids, averages out the total time required 
by their corresponding KSs. 
4.4.4 Conclusion 
This chapter shows how a double-Gaussian beam model can be incorporated into the 
presented dose calculation engine without increasing the total calculation time by more 
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than 16% for entire treatment plans or about 25% for large energy layers. The calculation 
time is further shown to be relatively unaffected by the specific parametrisation used to 
describe the halo dose contribution. Despite the calculation of the halo contribution being 
simplified compared to that of the primary, it is based on the same algorithm as a widely 
used commercial TPS. Therefore, it is expected that with adequate tuning, it will be able to 
reproduce the halo dose of a general beam line with clinically acceptable accuracy. Based 
on these observations it is concluded that, using a single GPU, dose distributions from 
individual energy layers can be calculated with comparable accuracy to a modern clinical 
TPS, well within the time of a typical motion phase or change of beam energy. 
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 Discussion and perspectives Chapter 5
5.1 Online dose calculation 
One of the most interesting applications for fast dose calculation, as reiterated throughout 
this dissertation, would be in online monitoring of dose conformity in order to detect dose 
deviations or interplay effects. Therefore, the implementation of the presented dose 
calculation engine has been guided by an intended application in a system where the dose 
from each energy layer is calculated in the actual patient anatomy at the instant of its 
delivery.  Such an application requires the accuracy of the calculation to be high enough to 
allow the detection and quantification of discrepancies between dose distributions. At the 
same time, the calculation time must be short in comparison with the typical period of 
patient motion, or the time between energy layers or synchrotron spills.  
In Chapter 3 it was seen that the 훾-index passing rates of the presented implementation for 
a patient case matched those of a TPS in clinical use, showing that the presented dose 
calculation engine clearly meets the targets for accuracy in the high- and medium-dose 
regions. Further, the implementation of a flexible double-Gaussian beam model in Chapter 
4 should ensure that sufficient accuracy can also be obtained in the low-dose region for a 
general system. The overall accuracy of the presented dose calculation engine is therefore 
deemed to be sufficiently high for application in online dose monitoring. For the purpose of 
calculating the delivered dose between energy layers or synchrotron spills, the presented 
calculation times are also deemed to be adequate; typical times required to change the beam 
energy range from 80 ms to a few seconds, whereas the longest calculation time measured  
for a single energy layer was 16.8 ms. Since the reported calculation times already include 
a transformation of the calculated dose – from the BEV coordinate system to the dose grid 
of the CT image used in the calculation – replacing this with a more general transformation 
to the dose grid of the reference CT image is expected to have only a minor impact on the 
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calculation time. Therefore, the time between energy layers or synchrotron spills is 
predicted to be long enough to accommodate both plans with larger targets and deeper 
energy layers, and the dose comparison that would be necessary in an online application. 
From the comparison in Chapter 3, it further seems unlikely that the other, more accurate, 
dose calculation methods reviewed would be able to achieve comparable calculation times, 
and thus currently be sufficiently fast for online dose applications using a single GPU. It 
should be noted that, if the delivery time of an energy layer is long in comparison to the 
typical time of the modelled patient motion, the energy layer would have to be subdivided 
and the dose from partial energy layers calculated separately in different motion phases. 
However, the calculation times reported for complete energy layers provide upper limits on 
the calculation times for partial energy layers. Therefore, the time needed to calculate a 
partial energy layer should also be short in comparison with the typical period of a motion 
phase of a few hundred milliseconds.  
The short calculation times compared to the typical period of patient motion indicate that 
the presented dose calculation engine might also be suitable for prospective dose 
calculation applications. One example would be the calculation, upon entering a new 
motion phase, of the dose from the PBs expected to be delivered in the same phase. If, 
when adding this contribution to the dose already delivered, it is seen to harm the overall 
dose distribution – for example by introducing a hotspot – the delivery could be delayed to 
the next phase. The demands on the calculation times for such an application would be 
slightly higher than for online dose monitoring, since both the calculation and dose delivery 
would have to fit within the same motion period. Still, given that the time required to 
calculate a single energy layer is about an order of magnitude shorter than the typical 
motion phase, it is anticipated that the presented dose calculation engine would also be 
adequate for this type of application. 
Lüchtenborg et al (2011) suggested an even more advanced technique, referred to as real-
time dose compensation combined with beam tracking, where, during the delivery of one 
PB, the next PB to be delivered is evaluated and reweighted. However, instead of 
calculating the dose in real time, their suggestion is based on precalculating the dose from 
each PB in every motion phase prior to the treatment, and retrieving the relevant 
distribution during the delivery. It might be tempting to create an implementation of a 
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similar system, where the actual dose calculation is carried out in real time. This would 
require the dose from each PB to be calculated individually, and the calculation time to be 
shorter than the typical PB delivery time of a few milliseconds (Lüchtenborg et al 2011). 
The calculation time of single PBs in water of two to three milliseconds for the presented 
implementation using the single-Gaussian beam model comes close to this limit. 
Nevertheless, the implementation was designed to be efficient when calculating entire 
energy layers and is likely not the ideal solution for such a task. Specifically, a single PB 
will not provide enough parallelism to saturate a modern GPU in the steps prior to the KS, 
leading to idle cores. Similarly, the KS itself is not expected to include enough tiles with 
the same 푟max to saturate the GPU, leading to a batching of tiles with a wide range of 푟max, 
and thereby to redundant calculations. Finally, the overhead associated with using texture 
memory for the transformation from BEV coordinates, which is otherwise amortised across 
a whole energy layer, is no longer negligible compared to the overall calculation time of a 
single PB. As a result, the transformation step takes roughly 20%–30% of the total 
calculation time. Therefore, if the goal is to calculate individual PBs in real time, better 
performance can likely be achieved through a more naïve implementation with fewer 
calculation steps. In each step, the priority should then be to expose as much parallelism as 
possible, even if this might require using algorithms that are more computationally 
expensive or have a lower theoretical efficiency. 
5.2 Additional applications 
5.2.1 Passively scattered protons 
Due to the growing interest in PBS seen in the past decade, and the added importance of 
dose monitoring in such systems, this delivery method has been a natural target when 
developing the presented dose calculation engine. Nevertheless, this does not mean that this 
delivery method constitutes the only suitable application of the presented work. On the 
contrary, because the calculation is already carried out per energy layer rather than per PB, 
application in dose calculation for passively scattered protons would require only minor 
modifications to the implementation. The most obvious modification would be changing 
the CPB weight calculation; instead of convolving the PB weights with a 2D Gaussian at 
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the entry depth, it would have to calculate the effect on the passively scattered field of any 
lateral beam shaping devices, such as the patient-specific aperture. Since this would involve 
replacing one computationally inexpensive calculation with another, it is not expected to 
noticeably impact the calculation time. In addition, the beam model would have to be 
adapted by generating new input data files, either based on MC simulations or 
measurements, and by retuning the relevant parameters in the algorithm. Since all other 
components of the dose calculation engine would be identical for both delivery modes, the 
results obtained for PBS treatments are also expected to hold for passively scattered 
protons. 
5.2.2 Heavier ions 
The presented work has focused solely on dose calculation for proton therapy, which is 
arguably an easier task than dose calculation for hadron therapy using heavier ions. 
Generally, the complexity when calculating the dose delivered by heavier ions comes from 
the somewhat related problems of individually calculating the dose from different ion 
species and determining the BED. As discussed in the first chapter, the latter is necessary 
due to the large variations in RBE that occur in the produced dose distributions. Since the 
RBE depends both on the local composition of beam particles and secondaries produced in 
nuclear interactions, and on the residual energy of these, calculation of the BED requires a 
more detailed description than can be extracted from the physical dose alone. One way of 
achieving this would be to introduce individual transport of different secondaries. It has 
been shown that this can be done analytically by using a PB algorithm to calculate the dose 
contribution for each produced ion species separately (Hollmark et al 2008). Similar to the 
primary contribution, the lateral extent of the dose distributions from different secondaries 
has further been shown to be described well by either single- or double-Gaussian beam 
models (Matsufuji et al 2005, Hollmark et al 2008). The backbone of such an algorithm 
could thus be built from the same components as used in the presented dose calculation 
engine, with the addition of functions for calculating the fluence of different ion species. 
Assuming that the model for the production of secondaries is computationally cheap 
compared to the dose calculation, the algorithm is expected to be slower than the one 
presented here by a factor equal to the number of ion species simulated, assumed to be 
around ten or fewer. The required amount of memory to store the BEV dose grids would 
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also scale by the same number. However, since memory usage for the BEV dose grid in the 
presented implementation was only about one percent of the total memory of a modern 
GPU, this is not expected to cause a problem. 
The first algorithm for BED calculation for PBS employed large tables of particle and 
energy spectra, from which, at each calculation point, histograms of produced particle 
species were obtained and randomly sampled at run time (Krämer et al 2000, Krämer and 
Scholz 2000). Since then, however, alternative methods that do not require explicit 
modelling of the dose from each ion species have been developed. Krämer and Scholz 
(2006) presented one approximate method requiring the accumulation of three additional 
quantities by each CPB to the dose grid, but which removes the stochastic element and 
reduces the computational demand of the original algorithm. The new quantities introduced 
correspond to the dose-weighted 훼 and 훽 coefficients of the linear-quadratic model and a 
common normalisation factor, all of which can be obtained through interpolation into 
precalculated LUTs. The different quantities are accumulated on their own grids in the 
same way as the physical dose, and the BED distribution is obtained at the end of the dose 
calculation through a simple, voxel-wise computation. Due to the similarity with the 
calculation of the physical dose, there is a large degree of overlap between this kind of RBE 
calculation and the current work. It is therefore expected that the presented dose calculation 
engine would provide a useful starting point for a GPU implementation of a similar 
calculation. 
When concerned only with the calculation of physical dose, the similarities between 
protons and heavier ions become even greater. In fact, a PB algorithm employing a double-
Gaussian beam model – similar to the direct model from the previous chapter – is used in a 
clinical setting to calculate the physical dose in PBS treatments with carbon ions (Parodi et 
al 2013). Thus, for this kind of task, the presented dose calculation engine could be 
employed without modifications to the code, simply by changing the input data and 
adjusting the parameters that relate to the beam model. Since the main motivation for this 
work has been online dose verification, it is natural to ask whether, when comparing the 
expected and delivered dose from an energy layer, considering only the physical dose might 
also be sufficient for heavier ions. Although any such speculations would have to be 
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supported by further studies, it should provide an avenue worth exploring if looking to 
develop online dose verification for heavier ions.  
5.2.3 Plan optimisation 
A drawback of simultaneously calculating the dose contribution for an entire energy layer, 
rather than for each PB individually, is that the calculation engine becomes less attractive 
for use in plan optimisation. The reason for this, as described in the first chapter, is that 
conventional optimisation methods rely on calculating a single influence matrix, for which 
the individual dose contribution from each PB must be known. As discussed in the previous 
section, using the presented dose calculation engine to calculate per-PB contributions by 
simply assigning each PB its own ‘energy layer’ would not lead to the efficient utilisation 
of a modern GPU. However, there are three differences to be considered when comparing 
per-PB dose calculation for online dose compensation and for plan optimisation. First, 
although the optimisation requires the dose distributions corresponding to individual PBs, 
several such contributions can be calculated simultaneously, but on different dose grids, in 
order to ensure that there is enough work to keep the GPU saturated. Second, depending on 
the type of treatment, it might be possible to optimise each beam direction independently. 
This means that the optimisation can be done directly in the BEV system, avoiding the need 
to transform the calculated distributions back to the original dose grid (Krämer et al 2000). 
Finally, as long as the optimisation is done on a single CT image, some steps of the 
calculation, such as the ray tracing, can be reused in the calculation of several PBs. With 
these differences in mind, a fast dose calculation engine for use in plan optimisation could 
be built using largely the same KFs as have been presented here. However, compared to the 
presented implementation, the speedup gained from calculating the dose per energy layer 
would be lost. As previously mentioned, the speedup stems from each CPB carrying dose 
contributions from multiple PBs due to the overlap between PBs at the entry depth. 
Therefore, the additional amount of time required to calculate the dose from individual PBs 
can be estimated from the increase in the number of CPBs required. For a solid, square 
field of side length 50 mm, assuming 3 mm PB spacing, 1 mm CPB spacing, initial PB 
widths of between 3.5 and 7.0 mm, and a cut-off of 3휎, the amount of work increases by 
between 25 and 60 times. Due to the irregular shape of real treatment fields – which makes 
the expected overlap smaller – and the possibility of reusing certain steps of the calculation, 
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these numbers are expected to represent an upper limit for the increase in calculation time. 
Further, since the optimisation would likely not handle – let alone require – a resolution 
corresponding to ∆푥 = ∆푦 = ∆푧 = 1 mm used here, the increase in calculation time could 
be mitigated by lowering the resolution. Letting ∆푥 = ∆푦 = ∆푧 = 2, which should 
correspond more closely to what is generally used by TPSs for the purpose of dose 
optimisation, the calculation times are anticipated to become less than ten times longer than 
those presented here. 
As discussed in the first chapter, more exotic optimisation techniques, where the entire plan 
has to be recalculated multiple times in different geometries, may be gaining more interest 
in proton therapy (Li et al 2011). One such example is robust optimisation, during which a 
plan must be calculated several times subject to different uncertainties (Schwarz 2011). 
Another is beam angle optimisation, where the beam directions are not selected manually, 
but are instead considered parameters to be optimised (Cao et al 2012). A third is intensity-
modulated, passively-scattered proton therapy, where entire fields have to be recalculated in 
each optimisation cycle (Sánchez-Parcerisa et al 2014). These and similar applications 
might benefit directly from the short calculation times of the presented calculation engine, 
without requiring it to be further modified. 
5.3 Suggestions for future work 
5.3.1 Improvements to the implementation 
As is often the case with code written for the purpose of research, the GPU implementation 
of the PB algorithm presented in Chapters 3 and 4 has grown organically during the project. 
Throughout, modules have been added, revised, restructured, and removed in order to 
accommodate new functionality, increase performance, allow for additional measurements 
to be taken, and cull redundant features. In addition to this, the CUDA programming 
language has evolved over the course of the project, adding features with which parts of the 
existing code could be written in a more concise, maintainable, and elegant way. Therefore, 
a priority for future work would be to rewrite the dose calculation engine based on the 
present structure and functionality, in the light of the known weaknesses of the current 
implementation. Although such an overhaul is not expected to significantly change the 
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results presented here, either in terms of accuracy or performance, it would simplify the 
continued development of the dose calculation engine and make it more suitable for 
incorporation into a larger project. One correction that could easily be included if 
considered during the design phase is a compensation for the implicit growth of 휎0 in 
Equation (3.12) with depth, caused by the divergent coordinate system, as described in 
Chapter 3. Another modification worth considering is adding support for different CPB 
spacing along the 푥- and 푦-axes, which, as described in Chapter 3, would also allow the KS 
step to support different source distances in the 푥푧- and 푦푧-planes. As discussed in Chapter 
2, such support would make the KS step slightly slower due to the larger number of kernel 
evaluations that would be required. However, if this possibility was taken into 
consideration in the initial design, nonuniform CPB spacing could be incorporated as a 
feature that could be toggled in order to investigate its impact on calculation time. 
5.3.2 Nonrigid dose transformation 
Since the primary application of fast dose calculation considered here has been in online 
dose monitoring, a natural continuation of the presented work would be to implement the 
additional functionality required by such a system. The most interesting addition would be 
support for handling 4D CT images and the corresponding deformation vector fields 
describing the nonrigid transformation from each CT phase to a reference. Since the time 
required to perform nonrigid image registration remains too long for online calculation, 
even for optimised GPU implementations, these would have to be precalculated (Gruslys et 
al 2014). Alternatively, with the development of more accurate motion models, it is 
possible that both the deformation of the original CT and its inverse transform could be 
modelled based on real-time patient imaging or tracking of surrogates during delivery 
(Hawkes et al 2005). In either case, the deformation vector fields are expected to be known 
at the time of the dose calculation. Therefore, in terms of the calculation itself, the required 
modifications would be limited to extending the existing dose transformation from the BEV 
dose grid to accept arbitrary deformation fields. As mentioned previously in this chapter, 
such a modification is anticipated only to have a minor impact on calculation time, and is 
therefore not likely to be of interest from a benchmarking perspective. It would, however, 
be necessary in order to perform proof-of-principle studies investigating the potential and 
limitations of the dose calculation engine in online dose monitoring using real 4D patient 
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data. Further, it would make the implementation a self-contained unit for online dose 
calculation, with a clean interface for potential future integration in a larger system. Finally, 
a fast dose calculation engine which efficiently handles 4D image data might also provide a 
useful tool in offline studies of patient motion and treatment robustness, where a large 
number of dose calculations need to be performed in different CT images. 
5.3.3 Single pencil beam calculation 
The ability to calculate the dose from individual PBs, alongside the existing per-energy 
layer calculation, would make the presented implementation a versatile tool for evaluating 
the potential of GPU dose calculation in hadron therapy. Further, it would allow 
comparisons to be made between the two methods of calculation in order to quantitatively 
asses the differences in calculation time. Due to the overlap with the current work, a 
suggested starting point would therefore be to develop an implementation where the dose 
from several PBs is calculated simultaneously but on different dose grids, as outlined in the 
previous section. In addition to the potential use in fast dose optimisation, such an 
implementation may also be of interest in beam tracking applications similar to what was 
suggested by for example Lüchtenborg et al (2011), despite not being able to efficiently 
calculate the dose from a single PB at a time. The reason for this was touched on in the first 
chapter: because current suggestions for beam scanning rely on precalculated influence 
matrices for each motion phase, these techniques are expected to be sensitive to daily 
variations in alignment and anatomy (Van de Water et al 2009, Eley et al 2015). If, 
however, the influence matrices could be recalculated based on daily imaging immediately 
prior to the dose delivery, this problem would be alleviated. Since the calculation for each 
motion phase would be identical to that required in plan optimisation, this could be a 
further avenue worth exploring if the ability to calculate the dose from individual PBs was 
incorporated. 
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 Conclusions Chapter 6
The aim of the work presented in this dissertation has been to speed up the dose calculation 
procedure for proton therapy by implementing the widely used PB algorithm to run on a 
GPU. The work itself was divided into three parts, each providing a vital contribution 
towards the overarching goal of achieving calculation times suitable for online dose 
calculation whilst maintaining the accuracy of current clinical systems. In the first part, a 
novel, scatter-based GPU implementation of the KS operation, which constitutes the most 
computationally expensive step of the PB algorithm, was investigated. For the considered 
application, this scatter-based implementation was shown to be considerably faster than the 
conventional, gather-based ones generally used in the literature. The scatter-based KS 
constituted a key component of the implementations developed in the remaining two parts, 
enabling sufficiently short calculation times to be achieved. In the second part, a dose 
calculation engine based on the PB algorithm, using a simple, single-Gaussian beam model, 
where all principal steps of the calculation are carried out on a GPU, was developed. In 
addition to using the scatter-based KS implementation, computational efficiency was 
achieved through calculating the dose in BEV coordinates, simultaneously calculating the 
dose from all PBs of the same energy layer, and limiting the number of memory transfers 
between the CPU and the GPU. As a result, the dose calculation engine was shown to be an 
order of magnitude faster than the only, partial, GPU implementation found in the 
literature, and to achieve calculation times significantly shorter than the typical motion 
period or the time between energy layers in a PBS treatment. The accuracy of the calculated 
dose distribution in the high- and medium-dose regions was seen to be comparable to a 
clinical TPS, although the single-Gaussian beam model does not accurately describe the 
extended low-dose halo. In the third part, support for a double-Gaussian beam model, 
necessary to model the low-dose halo and make the implementation comparable to those 
employed by modern TPSs, was incorporated into the dose calculation engine. Despite the 
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lateral distribution of the halo being up to three times wider than that of the primary dose, it 
was demonstrated how the halo contribution could be calculated in a fraction of the time 
required by the primary contribution. The calculation of the halo dose was further based on 
an algorithm employed by a commercial TPS, which should ensure that, through adequate 
tuning, it could be used to model a general PBS system. Consequently, the results obtained 
serve to confirm the hypothesis that, using a single GPU, dose calculations of clinically 
acceptable accuracy can be performed sufficiently fast for online dose applications. 
Several potential applications for online dose calculation as presented in this dissertation 
were identified, applicable both to current and future treatment scenarios. With negligible 
changes to the existing workflow, any centre currently offering proton therapy delivered 
using PBS could benefit from online monitoring of the dose distribution corrected for any 
delivery uncertainties. In addition to the GPU and auxiliary hardware, this would require 
only a simple interface with the beam delivery system allowing the measured parameters of 
the delivered PBs to be read out between each energy layer or spill. Such a system could 
then provide additional quality assurance by comparing the planned and delivered dose 
distributions, and pausing the delivery and alerting the operator in case any large 
discrepancies arise. Taking this one step further, many treatment centres have systems for 
patient motion monitoring, and although they might not yet be clinical routine, there is a 
growing interest in 4D CT techniques and the treatment of moving tumours. In the near 
future, when more state-of-the-art centres with such imaging capabilities have started 
treating patients, standardised workflows involving 4D CT images and respiratory 
monitoring are expected to evolve for indications where motion is present. In this type of 
treatment, delivery uncertainties and the effect of patient motion on the dose distribution 
could be simultaneously monitored through online dose calculation as described here. 
Looking further ahead, fully adaptive proton therapy would rely on the ability to calculate 
the delivered dose in real time. In one potential realisation of such a system, fast dose 
calculation in a biomechanical patient model linked to the motion monitoring system would 
be coupled with noninvasive in vivo dosimetry using prompt gamma detection or time-of-
flight PET. This would remove the requirement on the motion to be regular and fully 
characterised by pretreatment imaging, and allow for truly adaptive delivery techniques to 
be developed. 
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Through the course of completing the presented work, several insights relating to the 
considered problem were gained that had not been present at the outset. For the benefit of 
future studies, these have been described in detail throughout this dissertation, and the 
majority were also applied to enhance the presented dose calculation engine. In addition, 
the potential to avoid some of the current limitations – stemming chiefly from 
simplifications due to the intended application, or from modifications introduced to allow 
efficient GPU implementation – in future implementations have been assessed. Aside from 
improvements to the implementation, the priority for future work would be to include 
support for dose calculation in 4D image data. This would enable studies into the 
feasibility, potential, and limitations of dose monitoring based on online dose calculation, 
and also provide a useful tool for investigations into plan robustness. Finally, looking 
beyond the primary focus of this work, there are additional areas within hadron therapy 
dose calculation where shorter calculation times would be possible through reusing the 
methods developed here. Dose calculation for passively scattered protons, or the calculation 
of physical dose from heavier ions, would require only trivial modifications to the dose 
calculation engine; the functions at the core of the implementation could further be used to 
calculate BED or the dose contribution from individual secondary ion species in treatments 
employing heavier ions; and by modifying some of the key functions, a GPU 
implementation of a PB algorithm calculating the dose contribution from individual PBs 
could be created. Thus, in addition to achieving the primary goal of the project, the 
presented GPU implementation has the potential to impact upon several related areas where 
fast dose calculation is desirable, and to provide the foundation for a number of future 
studies. 
 

 155 
References 
Agosteo S, Birattari C, Caravaggio M, Silari M and Tosi G 1998 Secondary neutron and 
photon dose in proton therapy Radiotherapy and Oncology 48 293–305 
 
Ahlen S P 1980 Theoretical and experimental aspects of the energy loss of relativistic 
heavily ionizing particles Reviews of Modern Physics 52 121–73 
 
Ahnesjö A, Saxner M and Trepp A 1992 A pencil beam model for photon dose 
calculation Medical physics 19 263–73 
 
Alard C 2000 Image subtraction using a space-varying kernel Astronomy and 
Astrophysics Supplement Series 144 363–70 
 
Angel E and Jain A K 1978 Restoration of images degraded by spatially varying 
pointspread functions by a conjugate gradient method Applied Optics 17 2186–90 
 
Baker C 2012 Radiation interactions with matter Walter & Miller’s Textbook of 
Radiotherapy (Seventh edition) ed Paul Symonds and Charles Deehan and John A. 
Mills and Cathy Meredith (Churchill Livingstone) 
 
Baumann M and Grégoire V 2009 Modified fractionation Basic Clinical Radiobiology 
(Fourth edition) ed Michael C Joiner and Albert J van der Kogel (Hodder Arnold) 
 
Bellinzona V, Ciocca M, Embriaco A, Fontana A, Mairani A, Mori M and Parodi K 
2015 On the parametrization of lateral dose profiles in proton radiation therapy 
Physica Medica 31 484–92 
 
Bentzen S M, Heeren G, Cottier B, Slotman B, Glimelius B, Lievens Y and van den 
Bogaert W 2005 Towards evidence-based guidelines for radiotherapy infrastructure 
and staffing needs in Europe: the ESTRO QUARTS project Radiotherapy and 
Oncology 75 355–65 
 
Berger M J 1993 Penetration of Proton Beams Through Water: Depth-dose 
Distribution, Spectra and LET Distributions (National Institute of Standards and 
Technology (USA)) 
 
Bert C and Durante M 2011 Motion in radiotherapy: particle therapy Physics in 
medicine and biology 56 R113–R144 
 
156  References 
 
Bert C, Rietzel E and others 2007 4D treatment planning for scanned ion beams 
Radiation Oncology 2 24 
 
Bethe H 1932 Bremsformel für Elektronen relativistischer Geschwindigkeit Zeitschrift 
für Physik A Hadrons and Nuclei 76 293–9 
 
Bichsel H 2002 Shell corrections in stopping powers Physical Review A 65 052709 
 
Birgani M T, Karbalaee S and others 2009 Calculation of analytical expressions for 
measured percentage depth dose data in megavoltage photon therapy Iranian Red 
Crescent Medical Journal 11 140–4 
 
Bitlis B, Jansson P A and Allebach J P 2007 Parametric point spread function modeling 
and reduction of stray light effects in digital still cameras Electronic Imaging 2007 p 
64980V 
 
Böhlen T T, Cerutti F, Chin M P W, Fassò A, Ferrari A, Ortega P G, Mairani A, Sala P 
R, Smirnov G and Vlachoudis V 2014 The FLUKA Code: Developments and 
Challenges for High Energy and Medical Applications Nuclear Data Sheets  120 
211–4 
 
Bokrantz R and Fredriksson A 2013 Controlling robustness and conservativeness in 
multicriteria intensity-modulated proton therapy optimization under uncertainty 
(KTH Royal Institute of Technology) 
 
Bortfeld T 1997 An analytical approximation of the Bragg curve for therapeutic proton 
beams Medical physics 24 2024–33 
 
Bourland J and Chaney E 1992 A finite-size pencil beam model for photon dose 
calculations in three dimensions Medical physics 19 1401–12 
 
Brahme A, Lax I and Andreo P 1981 Electron beam dose planning using discrete 
Gaussian beams. Mathematical background Acta radiologica. Oncology 20 147–58 
 
Bray F, Jemal A, Grey N, Ferlay J and Forman D 2012 Global cancer transitions 
according to the Human Development Index (2008-2030): a population-based study 
The Lancet Oncology 13 790–801 
 
Burridge N, Amer A, Marchant T, Sykes J, Stratford J, Henry A, McBain C, Price P and 
Moore C 2006 Online adaptive radiotherapy of the bladder: small bowel irradiated-
volume reduction International Journal of Radiation Oncology* Biology* Physics 66 
892–7 
 
Cao W, Lim G J, Lee A, Li Y, Liu W, Ronald Zhu X and Zhang X 2012 Uncertainty 
incorporated beam angle optimization for IMPT treatment planning Medical physics 
39 5248–56 
 
References  157 
 
Carlsson Å K, Andreo P and Brahme A 1997 Monte Carlo and analytical calculation of 
proton pencil beams for computerized treatment plan optimization Physics in 
medicine and biology 42 1033–53 
 
Carlsson C and Carlsson G 1977 Proton dosimetry with 185MeV piotons. Dose buildup 
from secondary protons and recoil electrons Health physics 33 481–4 
 
Chaudhary P, Marshall T I, Perozziello F M, Manti L, Currell F J, Hanton F, McMahon 
S J, Kavanagh J N, Cirrone G A P, Romano F and others 2014 Relative biological 
effectiveness variation along monoenergetic and modulated Bragg peaks of a 62-
MeV therapeutic proton beam: A preclinical assessment International Journal of 
Radiation Oncology* Biology* Physics 90 27–35 
 
Chen G T, Singh R P, Castro J R, Lyman J T and Quivey J M 1979 Treatment planning 
for heavy ion radiotherapy International Journal of Radiation Oncology* Biology* 
Physics 5 1809–19 
 
Chen W, Craft D, Madden T M, Zhang K, Kooy H M and Herman G T 2010 A fast 
optimization algorithm for multicriteria intensity modulated proton therapy planning 
Medical physics 37 4938–45 
 
Chen W, Unkelbach J, Trofimov A, Madden T, Kooy H, Bortfeld T and Craft D 2012 
Including robustness in multi-criteria optimization for intensity-modulated proton 
therapy Physics in medicine and biology 57 591–608 
 
Chidlow K and Mӧller T 2003 Rapid emission tomography reconstruction Proceedings 
of the 2003 Eurographics/IEEE TVCG Workshop on Volume graphics pp 15–26 
 
Ciangaru G, Polf J C, Bues M and Smith A R 2005 Benchmarking analytical 
calculations of proton doses in heterogeneous matter Medical physics 32 3511–23 
 
Ciangaru G, Sahoo N, Zhu X R, Sawakuchi G O and Gillin M T 2009 Computation of 
doses for large-angle Coulomb scattering of proton pencil beams Physics in medicine 
and biology 54 7285–300 
 
Clasie B, Depauw N, Fransen M, Gomà C, Panahandeh H R, Seco J, Flanz J B and 
Kooy H M 2012 Golden beam data for proton pencil-beam scanning Physics in 
medicine and biology 57 1147–58 
 
Cobb M L, Hertz P L, Whaley R O and Hoffman E A 1993 Space-variant point-spread-
function deconvolution of Hubble imagery using the Connection Machine SPIE’s 
1993 International Symposium on Optics, Imaging, and Instrumentation pp 202–8 
 
Cui J, Pratx G, Prevrhal S, Zhang B, Shao L and Levin C S 2011 Measurement-based 
spatially-varying point spread function for list-mode PET reconstruction on GPU 
Nuclear Science Symposium and Medical Imaging Conference (NSS/MIC), 2011 
IEEE pp 2593–6 
 
158  References 
 
Deasy J O 1998 A proton dose calculation algorithm for conformal therapy simulations 
based on Molière’s theory of lateral deflections Medical physics 25 476–83 
 
Delaney G, Jacob S, Featherstone C and Barton M 2005 The role of radiotherapy in 
cancer treatment: estimating optimal utilization from a review of evidence-based 
clinical guidelines Cancer 104 1129–37 
 
DeLaney T F 2008 Clinical Issues in Proton Radiotherapy Proton and Charged Particle 
Radiotherapy ed Thomas F DeLaney and Hanne M Kooy (Lippincott Williams & 
Wilkins) 
 
Department of Health (UK) 2012a National Proton Beam Therapy Service Development 
Programme Online: https://www.gov.uk/government/publications/national-proton-
beam-therapy-service-development-programme [Accessed 29 November 2015] 
 
Department of Health (UK) 2012b Radiotherapy Services in England 2012 Online: 
https://www.gov.uk/government/publications/radiotherapy-services-in-england-2012 
[Accessed 29 November 2015] 
 
Doolan P J, Alshaikhi J, Rosenberg I, Ainsley C G, Gibson A, D’Souza D, Bentefour E 
H and Royle G 2015 A comparison of the dose distributions from three proton 
treatment planning systems in the planning of meningioma patients with single-field 
uniform dose pencil beam scanning Journal of Applied Clinical Medical Physics 16 
86–99 
 
Dosanjh M, Cirilli M and Navin S 2015 Introduction to the EC’s Marie Curie Initial 
Training Network project: The European training network in digital medical imaging 
for radiotherapy (ENTERVISION) Frontiers in Oncology 5 265 
 
Egashira Y, Nishio T, Hotta K, Kohno R and Uesaka M 2013 Application of the pencil-
beam redefinition algorithm in heterogeneous media for proton beam therapy Physics 
in medicine and biology 58 1169–84 
 
Egashira Y, Nishio T, Matsuura T, Kameoka S and Uesaka M 2012 Experimental 
evaluation of a spatial resampling technique to improve the accuracy of pencil-beam 
dose calculation in proton therapy Medical physics 39 4104–14 
 
Eley J G, Newhauser W D, Richter D, Lüchtenborg R, Saito N and Bert C 2015 
Robustness of target dose coverage to motion uncertainties for scanned carbon ion 
beam tracking therapy of moving tumors Physics in medicine and biology 60 1717–
40 
 
Eyges L 1948 Multiple scattering with energy loss Physical Review 74 1534–5 
 
Fano U 1963 Penetration of Protons, Alpha Particles, and Mesons Annual Review of 
Nuclear and Particle Science 13 1–66 
 
References  159 
 
Ferlay J, Soerjomataram I, Dikshit R, Eser S, Mathers C, Rebelo M, Parkin D M, 
Forman D and Bray F 2015 Cancer incidence and mortality worldwide: sources, 
methods and major patterns in GLOBOCAN 2012 International Journal of Cancer 
136 E359–E386 
 
Ferrari A, Sala P R, Fasso A and Ranft J 2005 FLUKA: a multi-particle transport code 
(Stanford Linear Accelerator Center (SLAC)) 
 
Fialka O and Cadik M 2006 FFT and convolution performance in image filtering on 
GPU Information Visualization, 2006. IV 2006. Tenth International Conference on 
pp 609–14 
 
Fippel M and Soukup M 2004 A Monte Carlo dose calculation algorithm for proton 
therapy Medical physics 31 2263–73 
 
Flanz J 2015 Accelerators for charged particle therapy Modern Physics Letters A 30 
1540020 
 
Flanz J 2013 Accelerators for Proton and Ion Therapy Proton and Carbon Ion Therapy 
ed C-M Charlie Ma and Tony Lomax (CRC Press) 
 
Fredriksson A and Bokrantz R 2014 A critical evaluation of worst case optimization 
methods for robust intensity-modulated proton therapy planning Medical physics 41 
081701 
 
Fuchs H, Strӧbele J, Schreiner T, Hirtl A and Georg D 2012 A pencil beam algorithm 
for helium ion beam therapy Medical physics 39 6726–37 
 
Fujimoto R, Kurihara T and Nagamine Y 2011 GPU-based fast pencil beam algorithm 
for proton therapy Physics in medicine and biology 56 1319–28 
 
Gemmel A, Hasch B, Ellerbrock M, Weyrather W and Krämer M 2008 Biological dose 
optimization with multiple ion fields Physics in Medicine and Biology 53 6991–7012 
 
Gerweck L E and Kozin S V 1999 Relative biological effectiveness of proton beams in 
clinical therapy Radiotherapy and oncology 50 135–42 
 
Gerweck L and Paganetti H 2008 Radiobiology of Charged Particles Proton and 
Charged Particle Radiotherapy ed Thomas F DeLaney and Hanne M Kooy 
(Lippincott Williams & Wilkins) 
 
Giantsoudi D, Schuemann J, Jia X, Dowdell S, Jiang S and Paganetti H 2015 Validation 
of a GPU-based Monte Carlo code (gPMC) for proton radiation therapy: clinical 
cases study Physics in medicine and biology 60 2257 
 
Goitein M 1978 A technique for calculating the influence of thin inhomogeneities on 
charged particle beams Medical physics 5 258–64 
 
160  References 
 
Gomersall H, Hodgson D, Prager R, Kingsbury N, Treece G and Gee A 2011 Efficient 
implementation of spatially-varying 3-D ultrasound deconvolution Ultrasonics, 
Ferroelectrics and Frequency Control, IEEE Transactions on 58 234–8 
 
Gottschalk B 2012 Physics of Proton Interactions in Matter Proton Therapy Physics ed 
Paganetti, Harald (CRC Press) 
 
Gottschalk B 2008 Treatment Delivery Systems: Passive Beam Scattering Proton and 
Charged Particle Radiotherapy ed Thomas F DeLaney and Hanne M Kooy 
(Lippincott Williams & Wilkins) 
 
Gottschalk B, Cascio E W, Daartz J and Wagner M S 2015 On the nuclear halo of a 
proton pencil beam stopping in water Physics in medicine and biology 60 5627–54 
 
Graeff C, Constantinescu A, Lüchtenborg R, Durante M and Bert C 2014 Multigating, a 
4D optimized beam tracking in scanned ion beam therapy Technology in cancer 
research & treatment 13 497–504 
 
Grama A, Gupta A, Karypis G and Kumar V 2003a Introduction to Parallel Computing 
Introduction to Parallel Computing (Second edition) (Addison Wesley) 
 
Grama A, Gupta A, Karypis G and Kumar V 2003b Parallel Programming Platforms 
Introduction to Parallel Computing (Second edition) (Addison Wesley) 
 
Grama A, Gupta A, Karypis G and Kumar V 2003c Programming Shared Address 
Space Platforms Introduction to Parallel Computing (Second edition) (Addison 
Wesley) 
 
De Greef M, Crezee J, van Eijk J C, Pool R and Bel A 2009 Accelerated ray tracing for 
radiotherapy dose calculations on a GPU. Medical physics 36 4095–102 
 
Gruslys A, Acosta-Cabronero J, Nestor P J, Williams G B and Ansorge R E 2014 A 
New Fast Accurate Nonlinear Medical Image Registration Program Including 
Surface Preserving Regularization Medical Imaging, IEEE Transactions on 33 2118–
27 
 
Gu X, Choi D, Men C, Pan H, Majumdar A and Jiang S B 2009 GPU-based ultra-fast 
dose calculation using a finite size pencil beam model Physics in medicine and 
biology 54 6287–97 
 
Gu X, Jelen U, Li J, Jia X and Jiang S B 2011 A GPU-based finite-size pencil beam 
algorithm with 3D-density correction for radiotherapy dose calculation Physics in 
medicine and biology 56 3337–50 
 
Ha S, Matej S, Ispiryan M and Mueller K 2013 GPU-accelerated forward and back-
projections with spatially varying kernels for 3D DIRECT TOF PET reconstruction 
IEEE transactions on nuclear science 60 166–73 
 
References  161 
 
Ha S, Zhang Z, Mueller K and Matej S 2010 Efficiently GPU-accelerating long kernel 
convolutions in 3-D DIRECT TOF PET reconstruction via a kernel decomposition 
scheme Nuclear Science Symposium Conference Record (NSS/MIC), 2010 IEEE pp 
2866–7 
 
Hanson A, Lanzl L, Lyman E and Scott M 1951 Measurement of multiple scattering of 
15.7-MeV electrons Physical Review 84 634–7 
 
Hartung S, Shukla H, Miller J P and Pennypacker C 2012 GPU acceleration of image 
convolution using spatially-varying kernel Image Processing (ICIP), 2012 19th IEEE 
International Conference on pp 1685–8 
 
Hawkes D J, Barratt D, Blackall J M, Chan C, Edwards P J, Rhode K, Penney G P, 
McClelland J and Hill D L G 2005 Tissue deformation and shape models in image-
guided interventions: a discussion paper Medical image analysis 9 163–75 
 
Van Herk M 2004 Errors and margins in radiotherapy. Seminars in radiation oncology 
14 52–64 
 
Highland V L 1975 Some practical remarks on multiple scattering Nuclear Instruments 
and Methods 129 497–9 
 
Hogstrom K R, Mills M D and Almond P R 1981 Electron beam dose calculations 
Physics in medicine and biology 26 445–59 
 
Hollmark M, Gudowska I, Belkić D, Brahme A and Sobolevsky N 2008 An analytical 
model for light ion pencil beam dose distributions: multiple scattering of primary and 
secondary ions Physics in medicine and biology 53 3477–91 
 
Hong L, Goitein M, Bucciolini M, Comiskey R, Gottschalk B, Rosenthal S, Serago C 
and Urie M 1996 A pencil beam algorithm for proton dose calculations Physics in 
medicine and biology 41 1305–30 
 
Hoogeman M S, Nuyttens J J, Levendag P C and Heijmen B J 2008 Time dependence 
of intrafraction patient motion assessed by repeat stereoscopic imaging International 
Journal of Radiation Oncology* Biology* Physics 70 609–18 
 
Horsman M R, Wouters B G, Joiner M C and Overgaard J 2009 The oxygen effect and 
fractionated radiotherapy Basic Clinical Radiobiology (Fourth edition) ed Michael C 
Joiner and Albert J van der Kogel (Hodder Arnold) 
 
ICRU Report 46 1992 Photon, Electron, Proton and Neutron Interaction Data for Body 
Tissues (International Commission on Radiation Units and Measurements) 
 
ICRU Report 49 1993 Stopping Power and Ranges for Protons and Alpha Particles 
(International Commission on Radiation Units and Measurements) 
 
162  References 
 
ICRU Report 63 2000 Nuclear Data for Neutron and Proton Radiotherapy and for 
Radiation Protection (International Commission on Radiation Units and 
Measurements) 
 
Jacobs F, Sundermann E, De Sutter B, Christiaens M and Lemahieu I 1998 A fast 
algorithm to calculate the exact radiological path through a pixel or voxel space 
Journal of computing and information technology 6 89–94 
 
Jaffray D A 2012 Image-guided radiotherapy: from current concept to future 
perspectives Nature reviews. Clinical oncology 9 688–99 
 
Janni J F 1982 Proton Range-Energy Tables, 1 keV-10 GeV, Energy Loss, Range, Path 
Length, Time-of-Flight, Straggling, Multiple Scattering, and Nuclear Interaction 
Probability. Part I. For 63 Compounds Atomic data and nuclear data tables 27 147–
339 
 
Jarlskog C Z and Paganetti H 2008 Physics settings for using the Geant4 toolkit in 
proton therapy Nuclear Science, IEEE Transactions on 55 1018–25 
 
Jermann M 2015 Particle Therapy Statistics in 2014 International Journal of Particle 
Therapy 2 50–4 
 
Jia X, Pawlicki T, Murphy K T and Mundt A J 2012a Proton therapy dose calculations 
on GPU: advances and challenges Translational Cancer Research 1 207–16 
 
Jia X, Schümann J, Paganetti H and Jiang S B 2012b GPU-based fast Monte Carlo dose 
calculation for proton therapy Physics in medicine and biology 57 7783–97 
 
Jia X, Ziegenhein P and Jiang S B 2014 GPU-based high-performance computing for 
radiation therapy Physics in medicine and biology 59 R151–R182 
 
Joiner M C 2009a Linear energy transfer and relative biological effect Basic Clinical 
Radiobiology (Fourth edition) ed Michael C Joiner and Albert J van der Kogel 
(Hodder Arnold) 
 
Joiner M C 2009b Quantifying cell kill and cell survival Basic Clinical Radiobiology 
(Fourth edition) ed Michael C Joiner and Albert J van der Kogel (Hodder Arnold) 
 
Joiner M C and Bentzen S M 2009 Fractionation: the linear-quadratic approach Basic 
Clinical Radiobiology (Fourth edition) ed Michael C Joiner and Albert J van der 
Kogel (Hodder Arnold) 
 
Ju T, Simpson T, Deasy J O and Low D A 2008 Geometric interpretation of the γ dose 
distribution comparison technique: Interpolation-free calculation Medical physics 35 
879–87 
 
References  163 
 
Kachelriess M, Watzke O and Kalender W A 2001 Generalized multi-dimensional 
adaptive filtering for conventional and spiral single-slice, multi-slice, and cone-beam 
CT Medical Physics 28 475–90 
 
Kanematsu N, Akagi T, Takatani Y, Yonai S, Sakamoto H and Yamashita H 2006 
Extended collimator model for pencil-beam dose calculation in proton radiotherapy 
Physics in medicine and biology 51 4807–17 
 
Kanematsu N, Komori M, Yonai S and Ishizaki A 2009 Dynamic splitting of Gaussian 
pencil beams in heterogeneity-correction algorithms for radiotherapy with heavy 
charged particles. Physics in medicine and biology 54 2015–27 
 
Keall P J, Mageras G S, Balter J M, Emery R S, Forster K M, Jiang S B, Kapatoes J M, 
Low D A, Murphy M J, Murray B R and others 2006 The management of respiratory 
motion in radiation oncology report of AAPM Task Group 76 Medical physics 33 
3874–900 
 
Keall P, Kini V, Vedam S and Mohan R 2001 Motion adaptive x-ray therapy: a 
feasibility study Physics in Medicine and Biology 46 1–10 
 
Kimstrand P, Traneus E, Ahnesjӧ A, Grusell E, Glimelius B and Tilly N 2007 A beam 
source model for scanned proton beams Physics in medicine and biology 52 3151–68 
 
Knutson N C 2012 Evaluation of a proton pencil beam algorithm for dose calculations 
in heterogeneous media Master’s thesis, University of Montana 
 
Kohno R, Hotta K, Nishioka S, Matsubara K, Tansho R and Suzuki T 2011 Clinical 
implementation of a GPU-based simplified Monte Carlo method for a treatment 
planning system of proton beam therapy Physics in medicine and biology 56 287–94 
 
Kohno R, Takada Y, Sakae T, Terunuma T, Matsumoto K, Nohtomi A and Matsuda H 
2003 Experimental evaluation of validity of simplified Monte Carlo method in proton 
dose calculations Physics in medicine and biology 48 1277–88 
 
Krämer M and Durante M 2010 Ion beam transport calculations and treatment plans in 
particle therapy The European Physical Journal D 60 195–202 
 
Krämer M, Jäkel O, Haberer T, Kraft G, Schardt D and Weber U 2000 Treatment 
planning for heavy-ion radiotherapy: physical beam model and dose optimization 
Physics in medicine and biology 45 3299–317 
 
Krämer M and Scholz M 2006 Rapid calculation of biological effects in ion 
radiotherapy. Physics in medicine and biology 51 1959–70 
 
Krämer M and Scholz M 2000 Treatment planning for heavy-ion radiotherapy: 
calculation and optimization of biologically effective dose Physics in medicine and 
biology 45 3319 
 
164  References 
 
Kusano Y, Kanai T, Kase Y, Matsufuji N, Komori M, Kanematsu N, Ito A and Uchida 
H 2007 Dose contributions from large-angle scattered particles in therapeutic carbon 
beams Medical physics 34 193–8 
 
Lam E Y 2003 Image restoration in digital photography Consumer Electronics, IEEE 
Transactions on 49 269–74 
 
Lauritsch G, Tam K and Sourbelle K 2000 Solution to the long object problem by 
convolutions with spatially variant 1-D Hilbert transforms in spiral cone-beam 
computed tomography Nuclear Science Symposium Conference Record, 2000 IEEE 
vol 2 pp 116–20 
 
Lax I and Brahme A 1985 Electron Beam Dose Planning Using Gaussian Beams 
Energy and spatial scaling with inhomogeneities Acta Oncologica 24 75–85 
 
Lee M, Nahum A and Webb S 1993 An empirical method to build up a model of proton 
dose distribution for a radiotherapy treatment-planning package Physics in Medicine 
and Biology 38 989–98 
 
Lee V W, Kim C, Chhugani J, Deisher M, Kim D, Nguyen A D, Satish N, Smelyanskiy 
M, Chennupaty S, Hammarlund P and others 2010 Debunking the 100X GPU vs. 
CPU myth: an evaluation of throughput computing on CPU and GPU ACM 
SIGARCH Computer Architecture News vol 38 pp 451–60 
 
Li H, Sahoo N, Poenisch F, Suzuki K, Li Y, Li X, Zhang X, Lee A K, Gillin M T and 
Zhu X R 2013 Use of treatment log files in spot scanning proton therapy as part of 
patient-specific quality assurance. Medical physics 40 021703 
 
Li T, Wen J and Liang Z 2003 Analytical compensation for spatially variant detector 
response in SPECT with varying focal-length fan-beam collimators Nuclear Science, 
IEEE Transactions on 50 398–404 
 
Li Y, Zhang X and Mohan R 2011 An efficient dose calculation strategy for intensity 
modulated proton therapy Physics in medicine and biology 56 N71–N84 
 
Li Y, Zhu R X, Sahoo N, Anand A and Zhang X 2012 Beyond Gaussians: a study of 
single-spot modeling for scanning proton dose calculation Physics in medicine and 
biology 57 983–97 
 
Lindhard J, So A H and others 1996 Relativistic theory of stopping for heavy ions 
Physical Review A 53 2443–56 
 
Loeffler J S and Durante M 2013 Charged particle therapy-optimization, challenges and 
future directions. Nature reviews. Clinical oncology 10 411–24 
 
References  165 
 
Low D A, Parikh P J, Lu W, Dempsey J F, Wahab S H, Hubenschmidt J P, Nystrom M 
M, Handoko M and Bradley J D 2005 Novel breathing motion model for 
radiotherapy International Journal of Radiation Oncology* Biology* Physics 63 
921–9 
 
Lu W 2010 A non-voxel-based broad-beam (NVBB) framework for IMRT treatment 
planning Physics in medicine and biology 55 7175–210 
 
Lüchtenborg R, Saito N, Durante M and Bert C 2011 Experimental verification of a 
real-time compensation functionality for dose changes due to target motion in 
scanned particle therapy Medical Physics 38 5448–58 
 
Lynch G R and Dahl O I 1991 Approximations to multiple Coulomb scattering Nuclear 
Instruments and Methods in Physics Research Section B: Beam Interactions with 
Materials and Atoms 58 6–10 
 
Mairani A, Bӧhlen T T, Schiavi A, Tessonnier T, Molinelli S, Brons S, Battistoni G, 
Parodi K and Patera V 2013 A Monte Carlo-based treatment planning tool for proton 
therapy Physics in medicine and biology 58 2471–90 
 
Matsufuji N, Komori M, Sasaki H, Akiu K, Ogawa M, Fukumura A, Urakabe E, 
Inaniwa T, Nishio T, Kohno T and Kanai T 2005 Spatial fragment distribution from a 
therapeutic pencil-like carbon beam in water Physics in medicine and biology 50 
3393–403 
 
Al-Mayah A, Moseley J, Velec M and Brock K 2011 Toward efficient biomechanical-
based deformable image registration of lungs for image-guided radiotherapy Physics 
in medicine and biology 56 4701–13 
 
McClelland J R, Blackall J M, Tarte S, Chandler A C, Hughes S, Ahmad S, Landau D B 
and Hawkes D J 2006 A continuous 4D motion model from multiple respiratory 
cycles for use in lung radiotherapy Medical Physics 33 3348–58 
 
Meier G, Besson R, Nanz A, Safai S and Lomax A 2015 Independent dose calculations 
for commissioning, quality assurance and dose reconstruction of PBS proton therapy 
Physics in medicine and biology 60 2819–36 
 
Moeller B J, Richardson R A and Dewhirst M W 2007 Hypoxia and radiotherapy: 
opportunities for improved outcomes in cancer treatment Cancer metastasis reviews 
26 241–8 
 
Molière G 1947 Theorie der Streuung schneller geladener Teilchen I. Einzelstreuung 
am abgeschirmten Coulomb-Feld Zeitschrift für Naturforschung A 2 133–45 
 
Molière G 1948 Theorie der Streuung schneller geladener Teilchen II. Mehrfach-und 
Vielfachstreuung Zeitschrift für Naturforschung A 3 78–97 
 
166  References 
 
Murdock D P and Horowitz C J 1987 Microscopic relativistic description of proton-
nucleus scattering Physical Review C 35 1442–62 
 
Nagy J G and O’Leary D P 1997 Fast iterative image restoration with a spatially 
varying PSF Optical Science, Engineering and Instrumentation’97 pp 388–99 
 
Negoro Y, Nagata Y, Aoki T, Mizowaki T, Araki N, Takayama K, Kokubo M, Yano S, 
Koga S, Sasai K and others 2001 The effectiveness of an immobilization device in 
conformal radiotherapy for lung tumor: reduction of respiratory tumor movement and 
evaluation of the daily setup accuracy International Journal of Radiation Oncology* 
Biology* Physics 50 889–98 
 
Ng J, Prager R, Kingsbury N, Treece G and Gee A 2006 Modeling ultrasound imaging 
as a linear, shift-variant system Ultrasonics, Ferroelectrics, and Frequency Control, 
IEEE Transactions on 53 549–63 
 
Nvidia 2015a Hardware Implementation NVIDIA CUDA C Programming Guide 
Version 7.0 (NVIDIA Corporation) 
 
Nvidia 2015b Introduction NVIDIA CUDA C Programming Guide Version 7.0 
(NVIDIA Corporation) 
 
Nvidia 2015c Performance Guidelines NVIDIA CUDA C Programming Guide Version 
7.0 (NVIDIA Corporation) 
 
Nvidia 2015d Programming Interface NVIDIA CUDA C Programming Guide Version 
7.0 (NVIDIA Corporation) 
 
Nvidia 2015e Programming Model NVIDIA CUDA C Programming Guide Version 7.0 
(NVIDIA Corporation) 
 
Otto K 2014 Real-time interactive treatment planning Physics in medicine and biology 
59 4845–59 
 
Paganetti H 2009 Dose to water versus dose to medium in proton beam therapy Physics 
in medicine and biology 54 4399–421 
 
Paganetti H 2002 Nuclear interactions in proton therapy: dose and relative biological 
effect distributions originating from primary and secondary particles Physics in 
medicine and biology 47 747–64 
 
Paganetti H 2012 Range uncertainties in proton therapy and the role of Monte Carlo 
simulations Physics in medicine and biology 57 R99–R117 
 
Paganetti H and Gottschalk B 2003 Test of GEANT3 and GEANT4 nuclear models for 
160 MeV protons stopping in CH2 Medical physics 30 1926–31 
 
References  167 
 
Panfili A 2011 Development of a Monte Carlo tool to verify treatment planning in 
proton therapy at CNAO Master’s thesis, Università degli Studi di Milano 
 
Parodi K, Mairani A, Brons S, Hasch B G, Sommerer F, Naumann J, Jäkel O, Haberer T 
and Debus J 2012 Monte Carlo simulations to support start-up and treatment 
planning of scanned proton and carbon ion therapy at a synchrotron-based facility 
Physics in medicine and biology 57 3759–84 
 
Parodi K, Mairani A and Sommerer F 2013 Monte Carlo-based parametrization of the 
lateral dose spread for clinical treatment planning of scanned proton and carbon ion 
beams Journal of Radiation Research 54 i91–i96 
 
Pedroni E 2008 Treatment Delivery Systems: Pencil Beam Scanning Proton and 
Charged Particle Radiotherapy ed Thomas F DeLaney and Hanne M Kooy 
(Lippincott Williams & Wilkins) 
 
Pedroni E, Scheib S, Böhringer T, Coray A, Grossmann M, Lin S and Lomax A 2005 
Experimental characterization and physical modelling of the dose distribution of 
scanned proton pencil beams Physics in medicine and biology 50 541–61 
 
Petti P L 1992 Differential-pencil-beam dose calculations for charged particles Medical 
physics 19 137–49 
 
Phillips M H, Pedroni E, Blattmann H, Boehringer T, Coray A and Scheib S 1992 
Effects of respiratory motion on dose uniformity with a charged particle scanning 
method Physics in medicine and biology 37 223–34 
 
Podlozhnyuk V 2007 Image convolution with CUDA (NVIDIA Corporation) 
 
Pratx G, Chinn G, Olcott P D and Levin C S 2009 Fast, accurate and shift-varying line 
projections for iterative reconstruction using the GPU Medical Imaging, IEEE 
Transactions on 28 435–45 
 
Pratx G and Xing L 2011 GPU computing in medical physics: a review Medical physics 
38 2685–97 
 
PTCOG 2015a PTCOG: Particle therapy facilities in operation Online: 
http://www.ptcog.ch/index.php/facilities-in-operation [Accessed 20 March 2015] 
 
PTCOG 2015b PTCOG: Particle therapy facilities under construction Online: 
http://www.ptcog.ch/index.php/facilities-under-construction [Accessed 20 March 
2015] 
 
Pusey W A 1900 Roentgen rays in the treatment of skin diseases and for the removal of 
hair Journal of cutaneous diseases including syphilis 18 302–18 
 
168  References 
 
Riboldi M, Orecchia R and Baroni G 2012 Real-time tumour tracking in particle 
therapy: technological developments and future perspectives The Lancet Oncology 
13 e383–e391 
 
Richter D, Saito N, Chaudhri N, Härtig M, Ellerbrock M, Jäkel O, Combs S E, 
Habermehl D, Herfarth K, Durante M and others 2014 Four-Dimensional Patient 
Dose Reconstruction for Scanned Ion Beam Therapy of Moving Liver Tumors 
International Journal of Radiation Oncology* Biology* Physics 89 175–81 
 
Rietzel E and Bert C 2010 Respiratory motion management in particle therapy Medical 
physics 37 449–60 
 
Rossi B and Greisen K 1941 Cosmic-Ray Theory Review of Modern Physics 13 240–
309 
 
Rossi S 2011 The status of CNAO The European Physical Journal Plus 126 1–39 
 
Russell K R, Grusell E and Montelius A 1995 Dose calculations in proton beams: range 
straggling corrections and energy scaling Physics in medicine and biology 40 1031–
43 
 
Russell K R, Isacsson U, Saxner M, Ahnesjö A, Montelius A, Grusell E, Dahlgren C V, 
Lorin S and Glimelius B 2000 Implementation of pencil kernel and depth penetration 
algorithms for treatment planning of proton beams Physics in medicine and biology 
45 9–27 
 
Rӧntgen W C 1896 On a new kind of rays Science 3 227–31 
 
Sánchez-Parcerisa D, Kondrla M, Shaindlin A and Carabe A 2014 FoCa: a modular 
treatment planning system for proton radiotherapy with research and educational 
purposes Physics in medicine and biology 59 7341–60 
 
Sanders J and Kandrot E 2011 Atomics CUDA by example: an introduction to general-
purpose GPU programming (Addision Wesley) 
 
Sandison G A and Chvetsov A V 2000 Proton loss model for therapeutic beam dose 
calculations Medical physics 27 2133–45 
 
Sawakuchi G O, Titt U, Mirkovic D, Ciangaru G, Zhu X R, Sahoo N, Gillin M T and 
Mohan R 2010a Monte Carlo investigation of the low-dose envelope from scanned 
proton pencil beams Physics in medicine and biology 55 711–21 
 
Sawakuchi G O, Zhu X R, Poenisch F, Suzuki K, Ciangaru G, Titt U, Anand A, Mohan 
R, Gillin M T and Sahoo N 2010b Experimental characterization of the low-dose 
envelope of spot scanning proton beams Physics in medicine and biology 55 3467–78 
 
References  169 
 
Sawchuk A A 1972 Space-variant image motion degradation and restoration 
Proceedings of the IEEE 60 854–61 
 
Schaffner B, Pedroni E and Lomax A 1999 Dose calculation models for proton 
treatment planning using a dynamic beam delivery system: an attempt to include 
density heterogeneity effects in the analytical dose calculation Physics in medicine 
and biology 44 27–41 
 
Schall I, Schardt D, Geissel H, Irnich H, Kankeleit E, Kraft G, Magel A, Mohar M, 
Münzenberg G, Nickel F and others 1996 Charge-changing nuclear reactions of 
relativistic light-ion beams (5≤ Z≤ 10) passing through thick absorbers Nuclear 
Instruments and Methods in Physics Research Section B: Beam Interactions with 
Materials and Atoms 117 221–34 
 
Schardt D, Elsässer T and Schulz-Ertner D 2010 Heavy-ion tumor therapy: Physical and 
radiobiological benefits Reviews of modern physics 82 383–425 
 
Schneider U, Agosteo S, Pedroni E and Besserer J 2002 Secondary neutron dose during 
proton therapy using spot scanning International Journal of Radiation Oncology* 
Biology* Physics 53 244–51 
 
Schneider U and Pedroni E 1994 Multiple Coulomb scattering and spatial resolution in 
proton radiography Medical physics 21 1657–63 
 
Schneider U, Pedroni E and Lomax A 1996 The calibration of CT Hounsfield units for 
radiotherapy treatment planning Physics in medicine and biology 41 111–24 
 
Schneider U, Schaffner B, Lomax T, Pedroni E and Tourovsky A 1998 A technique for 
calculating range spectra of charged particle beams distal to thick inhomogeneities 
Medical physics 25 457–63 
 
Schneider W, Bortfeld T and Schlegel W 2000 Correlation between CT numbers and 
tissue parameters needed for Monte Carlo simulations of clinical dose distributions 
Physics in medicine and biology 45 459–78 
 
Schuemann J, Dowdell S, Grassberger C, Min C and Paganetti H 2014 Site-specific 
range uncertainties caused by dose calculation algorithms for proton therapy Physics 
in medicine and biology 59 4007–31 
 
Schwaab J, Brons S, Fieres J and Parodi K 2011 Experimental characterization of lateral 
profiles of scanned proton and carbon ion pencil beams for improved beam models in 
ion therapy treatment planning Physics in medicine and biology 56 7813–27 
 
Schwarz M 2011 Treatment planning in proton therapy The European Physical Journal 
Plus 126 1–10 
 
170  References 
 
Schweikard A, Glosser G, Bodduluri M, Murphy M J and Adler J R 2000 Robotic 
motion compensation for respiratory movement during radiosurgery Computer aided 
surgery 5 263–77 
 
Seltzer S M 1993 An assessment of the role of charged secondaries from nonelastic 
nuclear interactions by therapy proton beams in water (National Institute of 
Standards and Technology (USA)) 
 
Shaevitz J W and Fletcher D A 2007 Enhanced three-dimensional deconvolution 
microscopy using a measured depth-varying point-spread function Journal of the 
Optical Society of America A 24 2622–7 
 
Sharpe M and Battista J 1993 Dose calculations using convolution and superposition 
principles: The orientation of dose spread kernels in divergent x-ray beams Medical 
physics 20 1685–94 
 
Shiu A S and Hogstrom K R 1991 Pencil-beam redefinition algorithm for electron dose 
distributions Medical physics 18 7–18 
 
Siddon R L 1985 Fast calculation of the exact radiological path for a three-dimensional 
CT array Medical physics 12 252–5 
 
Da Silva J, Ansorge R and Jena R 2015a Efficient scatter-based kernel superposition on 
GPU Journal of Parallel and Distributed Computing 84 15–23 
 
Da Silva J, Ansorge R and Jena R 2015b Fast pencil beam dose calculation for proton 
therapy using a double-Gaussian beam model Frontiers in Oncology 5 281 
 
Da Silva J, Ansorge R and Jena R 2015c Sub-second pencil beam dose calculation on 
GPU for adaptive proton therapy Physics in medicine and biology 60 4777–95 
 
Soukup M, Fippel M and Alber M 2005 A pencil beam algorithm for intensity 
modulated proton therapy derived from Monte Carlo simulations. Physics in 
medicine and biology 50 5089–104 
 
Sriram V and Kearney D 2007 A FPGA implementation of variable kernel convolution 
Parallel and Distributed Computing, Applications and Technologies, 2007. 
PDCAT’07. Eighth International Conference on pp 105–10 
 
Szymanowski H, Mazal A, Nauraye C, Biensan S, Ferrand R, Murillo M C, Caneva S, 
Gaboriaud G and Rosenwald J C 2001 Experimental determination and verification 
of the parameters used in a proton pencil beam algorithm Medical physics 28 975–87 
 
Szymanowski H and Oelfke U 2002 Two-dimensional pencil beam scaling: an 
improved proton dose algorithm for heterogeneous media Physics in medicine and 
biology 47 3313–30 
 
References  171 
 
Tan S, Dale J L and Johnston A 2003 Performance of three recursive algorithms for fast 
space-variant Gaussian filtering Real-Time Imaging 9 215–28 
 
Terriberry T B, French L M and Helmsen J 2008 GPU accelerating speeded-up robust 
features Proceedings of 3DPVT vol 8 pp 355–62 
 
Top500 Lists 2015 The Top500 Supercomputers List Online: 
http://www.top500.org/lists/ [Accessed 29 July 2015] 
 
Tseung H W C, Ma J and Beltran C 2015 A fast GPU-based Monte Carlo simulation of 
proton transport with detailed modeling of nonelastic interactions Medical Physics 42 
2967–78 
 
Tsujii H, Kamada T and Debus J 2008 Overview of Experience with Heavier Charged 
Particles Proton and Charged Particle Radiotherapy ed Thomas F DeLaney and 
Hanne M Kooy (Lippincott Williams & Wilkins) 
 
Ulmer W 2007 Theoretical aspects of energy-range relations, stopping power and 
energy straggling of protons Radiation physics and chemistry 76 1089–107 
 
Ulmer W and Schaffner B 2011 Foundation of an analytical proton beamlet model for 
inclusion in a general proton dose calculation system Radiation physics and 
chemistry 80 378–89 
 
Al Umairy S A, Van Amesfoort A S, Setija I D, Van Beurden M C and Sips H J 2012 
On the Use of Small 2D Convolutions on GPUs Proceedings of the 2010 
International Conference on Computer Architecture pp 52–64 
 
Unkelbach J, Chan T C and Bortfeld T 2007 Accounting for range uncertainties in the 
optimization of intensity modulated proton therapy Physics in medicine and biology 
52 2755–73 
 
Wang Z, Han G, Li T and Liang Z 2005 Speedup OS-EM image reconstruction by PC 
graphics card technologies for quantitative SPECT with varying focal-length fan-
beam collimation Nuclear Science, IEEE Transactions on 52 1274–80 
 
Van de Water S, Kreuger R, Zenklusen S, Hug E and Lomax A 2009 Tumour tracking 
with scanned proton beams: assessing the accuracy and practicalities Physics in 
medicine and biology 54 6549–63 
 
Wedenberg M, Lind B K and Hårdemark B 2013 A model for the relative biological 
effectiveness of protons: the tissue specific parameter α/β of photons is a predictor 
for the sensitivity to LET changes Acta oncologica 52 580–8 
 
Wen J, Wang Z, Li B, Li T and Liang Z 2004 Speed up of an analytical algorithm for 
nonuniform attenuation correction by using PC video/graphics card architecture 
Nuclear Science, IEEE Transactions on 51 726–32 
 
172  References 
 
Wiant D, Gersh J, Bennett M and Bourland J 2010 Evaluation of the spatial dependence 
of the point spread function in 2D PET image reconstruction using LOR-OSEM 
Medical physics 37 1169–82 
 
Widesott L, Amichetti M and Schwarz M 2008 Proton therapy in lung cancer: clinical 
outcomes and technical issues. A systematic review Radiotherapy and Oncology 86 
154–64 
 
Wilson R R 1946 Radiological use of fast protons Radiology 47 487–91 
 
Wouters B G 2009 Cell death after irradiation: how, when and why cells die Basic 
Clinical Radiobiology (Fourth edition) ed Michael C Joiner and Albert J van der 
Kogel (Hodder Arnold) 
 
Wouters B G and Begg A C 2009 Irradiation-induced damage and the DNA damage 
response Basic Clinical Radiobiology (Fourth edition) ed Michael C Joiner and 
Albert J van der Kogel (Hodder Arnold) 
 
Yan D, Vicini F, Wong J and Martinez A 1997 Adaptive radiation therapy Physics in 
medicine and biology 42 123–32 
 
Yepes P P, Mirkovic D and Taddei P J 2010 A GPU implementation of a track-
repeating algorithm for proton radiotherapy dose calculations Physics in medicine 
and biology 55 7107–20 
 
Yepes P, Randeniya S, Taddei P J and Newhauser W D 2009 Monte Carlo fast dose 
calculator for proton radiotherapy: application to a voxelized geometry representing a 
patient with prostate cancer Physics in medicine and biology 54 N21–N28 
 
Zenklusen S, Pedroni E and Meer D 2010 A study on repainting strategies for treating 
moderately moving targets with proton pencil beam scanning at the new Gantry 2 at 
PSI Physics in medicine and biology 55 5103–21 
 
Zhu X, Poenisch F, Lii M, Sawakuchi G, Titt U, Bues M, Song X, Zhang X, Li Y, 
Ciangaru G and others 2013 Commissioning dose computation models for spot 
scanning proton beams in water for a commercially available treatment planning 
system Medical physics 40 041723 
 
Ziegler J 1999 Stopping of energetic light ions in elemental matter Journal of applied 
physics 85 1249–72 
 
  
