Determining Rank in the Presence of Error by Stewart, G. W.
University of Maryland College ParkInstitute for Advanced Computer Studies TR{92{108Department of Computer Science TR{2972Determining Rank in thePresence of ErrorG. W. StewartyOctober, 1992ABSTRACTThe problem of determining rank in the presence of error occurs in a numberof applications. The usual approach is to compute a rank-revealing decom-position and make a decision about the rank by examining the small elementsof the decomposition. In this paper we look at three commonly use decom-positions: the singular value decomposition, the pivoted QR decomposition,and the URV decomposition.
This report is available by anonymous ftp from thales.cs.umd.edu in the directory pub/reports.The report will appear in the proceedings of the NATO Workshop on Large Scale Linear Algebra,Leuven, Belgium, 1992.yDepartment of Computer Science and Institute for Advanced Computer Studies, University of Mary-land, College Park, MD 20742.
Rank Determination 1Determining Rank in thePresence of ErrorG. W. StewartyABSTRACTThe problem of determining rank in the presence of error occurs in a numberof applications. The usual approach is to compute a rank-revealing decom-position and make a decision about the rank by examining the small elementsof the decomposition. In this paper we look at three commonly use decom-positions: the singular value decomposition, the pivoted QR decomposition,and the URV decomposition.IntroductionThe problem of determining the rank of a matrix has any number of mathematicalsolutions. For example, if X is an n  p (n  p) of rank k, then X can be reducedby elementary transformations to a row echelon form in which the rst k rows of Xare linearly independent and the remaining rows are zero. This factorization is perhapsthe most widely known example of a rank-revealing decomposition|a decompositionin which the rank can be read o from the pattern of zero and nonzero elements. Thereare, of course, many other rank revealing decompositions; e.g., the singular value decom-position, the QRP decomposition, and a variety of complete orthogonal factorizations.The problem is far more dicult when the elements of X are contaminated witherror, so that instead of X we observe~X = X + E;where E is unknown. In this case we must determine the rank k of the original matrixfrom the contaminated matrix ~X. The usual approach is to compute a rank-revealingdecomposition of ~X . Since, in general, ~X will be of full rank, the decomposition will notreveal the rank by the structure of its zero elements. Instead one looks at the structureof the \small" elements in the hope that they will say something about the rank ofX . However, there are several diculties with this general approach, which we now listbriey.This report is available by anonymous ftp from thales.cs.umd.edu in the directory pub/reports.The report will appear in the proceedings of the NATO Workshop on Large Scale Linear Algebra,Leuven, Belgium, 1992.yDepartment of Computer Science and Institute for Advanced Computer Studies, University of Mary-land, College Park, MD 20742.
2 Rank Determination1. If we compute a decomposition ~Z = ~UT ~X ~V of ~X corresponding to the rank-revealing decomposition Z = UTXV of X , there is no guarantee that ~Z havesmall elements in place of the revealing zeros of Z. As we shall see, this is aproblem even when the transformations U and V are orthogonal.2. We must have some knowledge of E to say when elements in a rank-revealingdecomposition are \small". Usually this knowledge is in the form of an estimateof a norm of E, or the size of a \typical" element of E, or even a statisticaldistribution of the elements of E. Whatever form this knowledge takes, it mustcome from outside sources, i.e. the nature of the application.3. We also need to know something about X . For example, if ~X = diag(1; 10 3)and we know that kEk = 102 in the spectral norm, we cannot say that X hasrank one|only that X being of rank one is not inconsistent with what we know.In order to make a stronger statement we need to know, say, that the smallestnonzero singular value of X is greater than 10 2.4. The results of a rank determination can vary with the scaling. For example, if thelast row of the matrix X in the preceding item of this list is multiplied by 103,then X becomes the identity, and the most we can say about E is that kEk = 10.In this case the data are consistent with X being the zero matrix! The usual xis to attempt to scale ~X so that the elements of E are roughly the same size. Butthis is not always easily done.5. In most applications, rank determination is only a beginning. What is done subse-quently often requires a knowledge of the column or null spaces of X or XT. Thusany rank-revealing decomposition must produce approximations to these spaces.6. In many applications the rows of X are not xed but change as rows are addedand deleted. Since rank-revealing decompositions are usually too expensive torecompute ab initio, our decomposition should be updatable.Keeping these diculties in mind, we are going discuss three decompositions that areused to determine the rank of a matrix: the singular value decomposition, the pivotedQR decomposition (also called the QRP decomposition), and an intermediary calledthe URV decomposition. All three are based on orthogonal transformations, whichhave the desirable property that they cannot magnify the error in X . In the next threesections we will describe these decompositions and discuss their numerical properties.In the concluding section we will treat the problem of using these decompositions todetermine rank in the presence of error.
Rank Determination 31. The Singular Value DecompositionThe singular value decomposition is the creme de la creme among rank-revealing de-composition. It has the form UTXV =  0 ! ; (1)where U and V are orthogonal and = diag(1; 2; : : : ; p);with 1      k > 0 = k+1 =    = p:Thus the rank k of X is revealed by the fact that its p   k largest singular values arenonzero while its k smallest singular values are zero.The singular value decomposition easily provides orthonormal bases for range andnull spaces associated with X . Specically, if we partitionU = (U1 U2) and V = (V1 V2); (2)then:1. The columns of U1 form an orthonormal basis for the column space of X .2. The columns of U2 form an orthonormal basis for the null space of XT.3. The columns of V1 form an orthonormal basis for the column space of XT.4. The columns of V2 form an orthonormal basis for the null space of X .The singular value decomposition behaves well in the presence of error. Specically,if ~U ~X ~V T =  ~0 !is the singular value decomposition of ~X, then it follows from Schmidt's theorem that~2k+1 +   + ~2p  kEk2F; (3)where k  kF denotes the Frobenius norm. Thus the singular value decomposition of~X reveals the rank in the sense that the sum of squares of its p   k smallest singularvalues are bounded by the Frobenius norm of E.1 Moreover, the spaces spanned by1Actually, each of the n k smallest singular values are bounded by the spectral norm of E ; however,this result is less useful in practice than (3).
4 Rank Determination~U1, ~U2, ~V1, and ~V2 are approximations to the subspaces listed above that are accurateto about  1k kEk. Thus if k is reasonably large compared to E|i.e., the problemhas a favorable signal to noise ratio| the singular value decomposition provides goodapproximations to the desired subspaces.The singular value decomposition can be computed in many ways, among which thefollowing three are the most common.1. Reduce X to bidiagonal form by two sided orthogonal transformations and reducethe bidiagonal form to diagonal form by a variant of the QR algorithm.2. Reduce X to triangular form by transformations applied on the right (i.e., computethe QR decomposition of X). Then compute the singular value decomposition ofthe triangular matrix.3. Compute the eigendecomposition of the symmetric cross-product matrix XTX .The rst method is by far the most expensive, though it is standard for one-shot jobs.The other two approaches have the advantage that the intermediate decompositions canbe updated in O(p2) time, the third trivially and very quickly. It is true that when weupdate in this way, we loose the ability to compute the matrix U ; but in most updatingapplications U is not required. It is sometimes objected that computing the singularvalue decomposition via the cross-product matrix is numerically unstable. But theseinstabilities only become important when 2k=21 approaches the rounding unit of thecomputer arithmetic| something that seldom happens in the presence of errors otherthan rounding error.In the updating game, no matter which of the above algorithms is used, one is leftwith the problem of updating a singular value decomposition or eigendecomposition ofa square matrix of order p. Unfortunately, no algorithms that perform these updatesin less that O(p3) time are known, a fact that severly restricts the use of the singularvalue decomposition in real-time applications. Recent work has focused on maintainingan approximate diagonal form that is good enough for practical purposes. However,an alternative to which we now turn, is to work with more computationally tractabledecompositions.2. QRP DecompositionsThe pivoted QR decomposition, or the QRP decomposition as it will be called here, isactually a class of decompositions. Specically, there is a permutation matrix P and anorthogonal matrix Q such that QTXP =  R0 ! ; (4)
Rank Determination 5where R =  R11 R120 0 !with R11 an upper triangular matrix of order k having positive diagonal elements. Thedecomposition is not unique, since P can be any permutation matrix (also called a pivotmatrix) such that the rst k columns of XP are unique. Once P has been determined,however, the matrices R11 and R12 are uniquely determined, as are the rst k columnsof Q.If we partition XP = (X1 X2) and Q = (Q1 Q2), where X1 and Q1 have k columns,then1. The columns of X1 and Q1 form an orthonormal basis for the column space of X .2. The columns of Q2 form an orthonormal basis for the null space of XT.3. The columns of (R11 R12)T form a (nonorthonormal) basis for the column spaceof XT.4. The columns of ( RT12R T11 I)T form a (nonorthonormal) basis for the null spaceof X .This list illustrates some of the strengths and weaknesses of QRP decompositions. Asfar as the row space of X and the null space of XT are concerned, the matrix Q isentirely analogous to the matrix U of the singular value decompositions. Moreover,the rst k columns of XP form a basis for the columns space of X ; i.e., the QRPdecomposition picks out a set of linearly independent columns, unlike the singular valuedecomposition, which merely furnishes a basis for the column space. Unfortunately,there is no analogue of the matrix V , and the corresponding bases, which must beobtained from R, are not orthonormal. Moreover, the basis for the null space of Xrequires additional computation for its formation. This is particularly unfortunate,since many applications require an orthonormal basis for this subspace.In the presence of error, we should like to determine a permutation matrix ~P andan orthogonal matrix ~Q such that~QT ~X ~P =  ~R11 ~R120 G22 ! ; (5)where R11 is upper triangular of order k with positive diagonal elements, and G22 is atriangular matrix satisfying kG22k = O(kEk):Note that this amounts to nding a suitable pivot matrix P , since once P is chosen, therest of the decomposition is essentially unique.
6 Rank DeterminationThe question of the existence of a rank-revealing QRP decomposition in the sense ofthe preceding paragraph has only recently been answered in the armative, Unfortu-nately, the proof is not constructive, and the problem of eciently computing a provablyrank-revealing QRP decomposition is still an active area of research (for more see thenotes and references at the end of the paper).For practical purposes, however, almost any sensible strategy will work. The stan-dard algorithm is unitary triangularization with pivoting on the column of largest norm.This procedure is mathematically (though not numerically) equivalent to the Gram-Schmidt algorithm in which the largest projected vector is the next to enter the orthog-onalization.An alternative is the rank-revealing algorithm of T. Chan, which starts from anunpivoted QR decomposition and moves linearly dependent columns of R to the end.The rst step of this algorithm is typical. A condition estimator is used to nd a vectorv of norm one such that  = kRvk is small. A permutation matrix P̂ and an orthogonalmatrix Q̂ are determined so that1. the last component of v̂ = P̂Tv is the largest,2. R̂ = Q̂TRP̂ is upper triangular.Since the magnitude of the last component of v̂ is not less than 1=pp and kR̂v̂k = , itfollows that jr̂ppj  pp; i.e., R̂ reveals the degeneracy in the rank of R. Unfortunately,when this procedure is iterated, the provable bound on the size of the resulting G22grows exponentially, though in practice the algorithms works well enough.At present there seems to be no ecient algorithm for updating a rank-revealingQRP algorithm.3. URV and ULV DecompositionsAlthough the simplicity of QRP decompositions makes them attractive, the fact thatP must be a permutation matrix is a combinatorial constraint that makes analysisdicult and algorithms hard to come by. In this section we will consider another classof decompositions that mitigates these problems by relaxing the restriction on P .The decompositions are based on what is sometimes called a complete orthogonaldecomposition. If X is exactly of rank k, there are orthogonal matrices U and V suchthat UTXV =  R11 00 0 ! ;where R is an upper triangular matrix of order k having positive diagonal elements.Such a decomposition is not unique: the singular value decomposition is an extreme
Rank Determination 7example. However, by relaxing the restriction that the decomposition be diagonal, weintroduce extra degrees of freedom in U and V that make for exability.This exability does not imply a loss of information. If we partition U and V asin (2), then the statements following that equation remain true. In other words, thedecomposition provides orthonormal bases for the range and null spaces associated withX . A rank-revealing URV decomposition of ~X is a decomposition of the form~UT ~X ~V =  R11 F120 G22 ! ;where, as usual, R is an upper triangular matrix of order k having positive diago-nal elements and F12 and G22 are of order kEk. Unlike the QRP decomposition, theURV decomposition can be made provably rank revealing. The process begins likeChan's method by reducing X to a triangular form R and using a condition estimatorto nd a vector v of norm one such that  = kRvk is small. Orthogonal matrices Û andV̂ are determined so that1. V̂ Tv = ep, where ep is the vector whose last component is one and whose othercomponents are zero,2. R̂ = ÛTRV̂ is upper triangular.It then follows that R̂ has the form̂R =  R̂11 f120 22 ! ;where k(fT12 22)k = . Thus R̂ reveals the rank degeneracy in R. However, instead ofjust the (p; p)-element of R̂ being small, as in the QRP decomposition, the entire lastcolumn of R̂ is small. This fact allows us to iterate the process on R̂11 to get a provablyrank-revealing decomposition of X . At each stage, a block variant of the QR algorithm,can be applied to further reduce the size of f12.An attractive feature of rank-revealing URV decompositions is that they can beupdated in O(p2) time. Moreover, the updating algorithm can be implemented in O(p)time on a linear array of p processors. The updating algorithm can be started with thezero matrix, so that there is no need to compute an initial decomposition.There is also a rank-revealing ULV decomposition, in which the target matrix islower triangular. Surprisingly, these decompositions are not mere variants of one anotherbut have dierent mathematical algorithmic properties|an area for future research.
8 Rank Determination4. Rank DeterminationThe term \rank-revealing decomposition" is something of a misnomer, since it impliesthat the decomposition automatically reveals rank. As we indicated in Items 2 and 3 ofthe list in the introduction, a decomposition alone is never sucient: we need to knowsomething about the error, and perhaps also about the original matrix. In this section,we will discuss the how to use our three rank-revealing decompositions to determinerank in the presence of errors.4.1. The Singular Value DecompositionSuppose for the moment that we know the rank k of X and desire to estimate the matrixX from ~X. A natural procedure is to try to approximate ~X by a matrix of rank k inthe least squares sense. Otherwise put, our estimate of X is a matrix X̂ that satisesk ~X   X̂kF = minrank(Y )k k ~X   Y kF:Fischer's theorem says that X̂ exists and thatk ~X   X̂k2F = ~2k+1 +   + ~2n def= ~2k (6)For our purposes the most important consequence of Fischer's theorem is the fol-lowing. Since X̂ is minimizing, the right hand side of (6) can only increase when wereplace X̂ by X . Consequently,kEk2F  kX   X̂k2F = ~2k :The implication is that if kEkF is smaller than ~2k then X could not possibly been ofrank k. Thus a natural choice of k is the smallest integer such thatkEk2F  ~2k :This strategy works well, provided the errors are well scaled and k is well abovethe error level. In this case ~2k remains below kEk2F, but the presence of ~k forces thesum ~2k 1 to be larger than kEk2F (recall that from the perturbation theory for singularvalues, ~k  k   kEk, so that ~k is large along with k).If we are willing to assume more about E, we can rene our procedure. Let ussuppose that the elements of E are uncorrelated random variables with mean zero andstandard deviation . Because the matrices U and V in the singular value decomposition(1) of X are orthogonal, the elements of the matrices Hij inUT ~XV = UTXV + UTEV   1 +H11 H12H21 H22 ! (7)
Rank Determination 9are also uncorrelated with mean zero and standard deviation . Now if k is largecompared with kEk, then ~2k = kH22k2F + O(kEk3): (8)It follows that that the average value of ~2k+1 +   + ~2p is approximated byE(~2k ) = (n  k)(p  k)2:Consequently, we should choose k to be the smallest integer such that~2k <   (n  k)(p  k)2: (9)The number  in (9) is a fudge factor that compensates for the fact that ~2k willoften be larger than its mean. If it is too small, i.e. too near one, the test will tend tooverestimate the rank. If it is too large, the test will tend to underestimate the rank.If we know the distribution of the elements of E and the value of k, we can choose to trade these errors o against one another. However, it seldom happens in practicethat we have such precise information, and the value of  must usually be chosen onthe basis of experience.The statistical assumptions about the elements of E|that they are uncorrelatedwith mean zero and common standard deviation |correspond to the equal error scal-ing mentioned in Item 4 of the list in the introduction. If these assumptions are notsatised, it may be possible to scale the problem so that they are. For example, if therows of E are uncorrelated with mean zero and dispersion (variance) matrix , thenthe elements of E  12 are uncorrelated with mean zero and standard deviation one.This process is sometimes called \whitening" the noise. However, it cannot be appliedwhen  is singular (e.g., when a column of ~X is without error). What to do in suchsituations is imperfectly understood.Finally, it is important not to lay too much stress on detailed statistical assumptionsabout the error. Informally all that is needed is for the elements of E to be roughly thesame size  and to remain so under unrelated orthogonal transformations. In that casethe elements of the matrix H22 = UT2 EV2 will be of roughly of size  and kH22k2F willbe approximately (n k)(p k)2 . This is all that is required for the validity of the test(9).4.2. QRP DecompositionsRank determination with QRP decompositions is not as straightforward as it is withthe singular value decomposition. In the rst place there is no analogue of Fisher'stheorem for the decomposition. Moreover, if we attempt to repeat the developmentthat produced the test (9) we run into diculties.
10 Rank DeterminationTo see why, let us apply the transformations Q and P to the matrix ~X. The resultis UT ~XP =  R11 +H11 R12 +H12H21 H22 ! : (10)Now the matrix H22 is quite tractable. Under our assumptions about the distribution ofthe elements of E, the expectation of kH22k2F is (n k)(p k)2. Unfortunately, kH22kFis not an approximation of kG22kF, which is what we have to work with. The reasonis that UT ~XP is not in triangular form, and when we reduce it to triangular form, thematrix G22 [c.f. (5)] becomes contaminated by the elements of the large matrix R12.(The same sort of thing does not occur with the singular value decomposition becauseboth o-diagonal blocks in (7) are small.)Fortunately, we can still approximate the expected value of kG22kF. Specically, thenorm of G22 is the norm last n   k rows of the projection of the last column of (10)onto the orthogonal complement of the space spanned by the rst column. Explicitly,the norm of G22 is the norm of the matrixH22  H21[(R11 +H11)T(R11 +H11) +HT21H21] 1[(R11+H11)T(R12 +H12) +HT21H22]:If we ignore higher order terms, we getkG22k2F = kH22  H21R 111 R12k2F: (11)Consequently, the expected value of kG22k2F should be approximately(n  k)trace[Ip k + RT12(RT11R11) 1R12]2: (12)Of course we do not know R11 and R12; however, the computed matrices ~R11 and ~R12are small perturbations of the originals and can be used in their place. Thus, our testis to choose k to be the smallest integer such thatkG22k2F <   (n  k)trace[Ip k + ~RT12( ~RT11 ~R11) 1 ~R12]2; (13)where  is the usual fudge factor.4.3. URV DecompositionsThe same argument that was used to show (8) can be used to show that for the URV de-composition ~2k = kG22k2F + O(kEk3):Consequently an appropriate test for the URV decomposition is to choose the smallestk such that kG22k2F <   (n  k)(p  k)2:
Rank Determination 115. Notes and ReferencesThe problem of rank determination in the presence of error arises in a number of ap-plications: e.g., variable selection in statistics and engineering [7, 47, 61], direction ofarrival estimation in signal processing [1, 58, 59], and the projection of ill-conditionedproblems onto manifolds where they become well conditioned [51, 21, 22]. In manyinstances, the original matrix X is not exactly of rank k as we have described it inthe introduction. Instead physical approximations or infelicities in the model make Xonly approximately of rank k, though the deviation must be less than the error for thetechniques described here to have approximate validity.Closely related, but of a dierent avor, is the problem of regularizing the ill-posedproblems which arise from discretizations of compact or unbounded operators [24, 32,45, 57, 71, 75].The fact that something must be known about the errors in order to make state-ments about rank is a commonplace in areas like signal processing, where the errors arerelatively large, or statistics, where there is a vast literature under the heading \errorsin the variables" [2, 3, 5, 4, 8, 20, 34, 48, 65], or numerical analysis, where there is agrowing literature under the heading \total least squares" [31, 41, 63, 72, 74].Although the updating of least squares solutions goes back to Gauss [35], the updat-ing of decompositions seems to have arisen in linear program, where the inverse basismatrix must be updated [19]. A closely related problem is that of downdating| theremoval of rows from X|a process that is also called windowing. The literature onupdating and downdating is too voluminous to survey here.The singular value decomposition dates to the last half of the nineteenth century (fora history see [67]). The theorem cited here as Schmidt's theorem [60], is often attributedto Eckart and Young [29], who rediscovered it thirty years later. The popularity of thesingular value decomposition in numerical analysis is due to Golub and Kahan [38].Until recently reduction to bidiagonal form followed by a variant of the QR algo-rithm, due to Golub [40], has been the standard way to compute the decomposition.Recently new algorithms for reducing the bidiagonal matrix have been proposed [25, 30].The idea of rst computing the QR decomposition has been exploited by Chan [12, 11].Beltrami [6] rst established the existence of the singular value decomposition in 1873by computing the eigendecomposition of the cross-product matrix, and this is still apopular way of doing things in some disciplines. In fact, sometimes the singular valuedecomposition completely disappears.Algorithms for updating the singular value decomposition have been given in [10, 18];however, they require O(p3) operations, the same as required to compute the decom-position from scratch. Iterative algorithms that maintain an approximate factorizationmay be found in [54, 55, 56].Formulas for the discrete version of the Gram-Schmidt algorithm can be found in the
12 Rank Determinationrst supplement to Laplace's Theoria Analytique des Probabilities [52]; however, Laplacewas after an expression for the variance of a regression parameter and did not regardhis formulas as a computational device. Gram [44] and Schmidt [60] orthogonalizedseries of functions: Gram by determinantal expressions (hence the Gramian matrix)and Schmidt by the now classic algorithm. The use of orthogonal transformations tocompute the decomposition is due to Householder [50], Bogert and Burris [9], and Golub[36]. The last mentioned work also contains the notion of column pivoting and the rstupdating algorithm for the QR decomposition. The name QR decomposition is fromFrancis's QR algorithm [33], which uses the decomposition.Although pivoting for column size while computing the QR decomposition has longbeen regarded as a reliable way of determining rank (e.g., see [39, 62]), Chan [13] wasthe rst to give bounds for a rank-revealing decomposition (the descriptive phrase \rankrevealing" was coined by him). Unfortunately, the bounds were exponential in the de-fect p   k in the rank. In fact, only recently have Hong and Pan [49] established theexistence of a rank revealing QR decomposition. Although their approach is not con-structive, Chandrasekaran and Ipsen [14] have given an algorithm, which unfortunatelyhas combinatorial complexity (this paper is an excellent source for other pivoting strate-gies that have appeared in the literature). In a personal communication and Pan andTang have described and algorithm that requires less work.It is important to distinguish the sense in which the theory of Hong and Pan and thealgorithms mentioned above are rank revealing. Both take an integer k and produce apermutation that reveals if there is a gap between the kth and (k+1)th singular value.Change k and the permutation changes, so that the rank is not necessarily revealed forall k simultaneously.The ability to cheaply compute an approximate null vector of a triangular matrix|a topic which goes under the slightly misleading name of \conditions estimation"| isfundamental to some algorithms for computing a rank-revealing QRP decomposition aswell as the URV and ULV decompositions. Although the rst such algorithm is foundin [43], it was LINPACK [27] that popularized the idea. For a survey with referencessee [46].URV and ULV decompositions [68, 66] had their genesis in the author's unsuccessfulattempt to update a rank-revealing QR factorization. A renement step, which tendsto decrease the size of the o-diagonal elements has been analyzed in [53] (see also[56, 15, 28]). A parallel implementation of the updating algorithm is described in [69].The methods treated here are not the only ones for revealing rank. For example,methods based on the Lanczos algorithm have been proposed for the case where therank is small [17, 77, 78].The perturbation of singular values, including Fischer's theorem, is surveyed in[70]. The relation (8) is a consequence of theorems in [53]. The approach to rankdetermination followed here is rather crude, suitable for the crude models and data one
Rank Determination 13can expect in practice. However, if one can assume normality, then ~2k is approximately2, a fact that can be used to determine a value for the fudge facter  in (9). Moregenerally the singular values 2k+1; : : :2p are approximately the eigenvalues of a Wishartmatrix, whose distributions are known (e.g., see [26, 16]).The problem of poorly scaled errors is closely related to the problem of articialill-conditioning, which is discussed in [64]. The equal error scaling advocated there isthe equivalent of noise whitening. One solution to the problem of constrained errors isto project the problem onto a submanifold where the errors can be whitened [23, 37, 73].The results on testing QRP decompositions appear to be new. The consequence of(11) and (12) are that kG22k2F will tend to be larger than ~2k. Comparing (9) and (13),we see that the latter has been increased to compensate for this fact.References[1] G. Adams, M. F. Grin, and G. W. Stewart. Direction-of-arrival estimation usingthe rank-revealing URV decomposition. In Proceedings of the IEEE InternationalConference on Acoustics, Speech and Signal Processing, Washington, DC, 1991.IEEE.[2] T. W. Anderson. Estimation of linear functional relationships: Approximate dis-tributions and connections with simultaneous equations in econometrics. Journalof the Royal Statistical Society, 38:1{31, 1976.[3] A. E. Beaton, D. B. Rubin, and J. L. Barone. The acceptability of regression solu-tions: Another look at computational accuracy. Journal of the American StatisticalAssociation, 71:158{168, 1976.[4] D. A. Belsley. Assessing the presence of harmful collinearity and other forms ofweak data through a test for signal-to-noise. Journal of Econometrics, 20:211{253,1982.[5] D. A. Belsley, A. E. Kuh, and R. E. Welsch. Regression Diagnostics: IdentifyingInuential Data and Sources of Collinearity. John Wiley and Sons, New York,1980.[6] E. Beltrami. Sulle funzioni bilineari. Giornale di Matematiche ad Uso degli StudentiDelle Universita, 11:98{106, 1873. An English translation by D. Boley is availableas University of Minnesota, Department of Computer Science, Technical Report90{37, 1990.[7] K. N. Berk. Comparing subset regression procedures. Technometrics, 20:1{6, 1978.
14 Rank Determination[8] J. Berkson. Are there two regressions. Journal of the American Statistical Associ-ation, 45:164{180, 1950.[9] D. Bogert and W. R. Burris. Comparison of least squares algorithms. ReportORNL-3499, Neutron Physics Division, Oak Ridge National Laboratory, 1963. Vol.1, Sec. 5.5.[10] J. R. Bunch and C. P. Nielsen. Updating the singular value decomposition. Nu-merische Mathematik, 31:111{129, 1978.[11] T. F. Chan. Algorithm 581: An improved algorithm for computing the singularvalue decomposition. ACM Transactions on Mathematical Software, 8:84{88, 1982.[12] T. F. Chan. An improved algorithm for computing the singular value decomposi-tion. ACM Transactions on Mathematical Software, 8:72{83, 1982.[13] T. F. Chan. Rank revealing QR factorizations. Linear Algebra and Its Applications,88/89:67{82, 1987.[14] S. Chandrasekaran and I. Ipsen. Perturbation theory for the solution of systemsof linear equations. Research Report YALEU/DCS/RR-866, Department of Com-puter Science, Yale University, 1991.[15] S. Chandrasekaran and I. Ipsen. Analysis of a QR algorithm for computing singularvalues. Research Report YALEU/DCS/RR-917, Department of Computer Science,Yale University, 1992.[16] R. Choudary, Hanumara, and W. A. Thompson Jr. Percentage points of the ex-treme roots of a Wishart matrix. Biometrika, 55:505{512, 1968.[17] P. Comon and G. H. Golub. Tracking a few extreme singular values and vectors insignal processing. Proc. IEEE, 78:1327{1343, 1990.[18] J. J. M. Cuppen. The singular value decomposition in product form. SIAM Journalon Scienti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