Abstract-In this paper, an approximate maximum-likelihood (ML) receiver for differential space-time block codes is investigated. The receiver is derived from the ML criterion and is shown to mitigate error floor occurring in a conventional differential receiver very well. Because the receiver employs knowledges of signal-to-noise ratio (SNR) and fading rate, we study mismatched cases when these parameters are not accurate. It is shown that the receiver is more sensitive to the mismatched parameters when the fading rate is high. Then, a union bound on the bit error probability is derived. The bounds show good agreement with the simulation results at high fading rate and at high SNR. Finally, a modified receiver, denoted as multistage receiver, is proposed to compensate the so-called intrablock interference caused by the time-varying characteristic of the channel within a transmission block. The multistage receiver offers further reduction of error floor of about half order of magnitude as compared with an approximate ML receiver.
I. INTRODUCTION
A LAMOUTI'S space-time block codes [1] offer full spatial diversity while channel gains have to be known at the receiver. In some situations, such as when the mobile moves quickly, the channel varies rapidly and accurate channel estimates are difficult to obtain. Recently, differential space-time coding/modulation was proposed to achieve diversity gain without channel estimation [2] - [4] . Differential schemes in [3] and [4] are based on the group design of unitary matrices where their advantage is in the preservation of constellation. The differential scheme in [2] is based on orthogonal design with the advantage of its low differential detection complexity. However, conventional differential detection of these schemes has an approximately 3-dB performance degradation compared to coherent detection in a quasistatic fading channel. Further degradation is observed in a time-varying channel and error floor appears at high signal-to-noise ratio (SNR) [5] , [6] . It is known that multiple-symbol detection (MSD) [7] , [8] and decision-feedback differential detection (DF-DD) [9] - [11] are effective detection schemes in time-varying fading channels for differential phase-shift keying (DPSK) in single-antenna systems. The basic idea is to extend the observation length to be larger than two consecutive signaling intervals and to gain additional information among received signals to improve detection. In time-varying channels, these receivers are closely related to a linear prediction receiver (e.g., [9] , [12] , and [13] ). The linear prediction receiver finds the best transmitted sequence that minimizes Euclidean distance between the channel gains formed by the received signals and those from the prediction.
For group design differential space-time modulation, MSD in quasistatic fading channels has been considered in [14] . For a time-varying channel, MSD and DF-DD have been discussed in [5] , where diagonal signal matrices have been chosen because they lead to a simple decoding metric. An approximate bit error rate (BER) for DF-DD was derived and shown to be in good agreement with the simulation results. With minimal increasing complexity, DF-DD reduces the error floor by approximately an order of magnitude. Suboptimum DF-DD using fixed linear predictor is discussed in [15] , where it is shown that the suboptimum DF-DD performs close to optimum DF-DD at low fading rate ( 0.01). For differential space-time block codes (DSTBC) (orthogonal design), MSD is applied in [16] and [17] in a quasistatic channel. A performance improvement of 0.5-1.5 dB was shown with binary phase-shift keying (BPSK) and an increasing number of observation block intervals, from two to eight. For a time-varying channel, similar receiver to DF-DD with trellis structure has been treated in [18] , where an approximate ML receiver was derived. The receiver in [18] can be considered as an extension mentioned in [5] and is able to reduce the error floor by approximately an order of magnitude as well. A drawback of the approximate ML receiver is in the assumption of fixed channel gains within a transmission block. This assumption leads to an irreducible error floor due to intrablock interference, caused by varying channel gains within a transmission block (see Section VI).
This paper focuses on the approximate maximum-likelihood (ML) receiver for DSTBC derived in [18] with BPSK constellation. The main contribution of this paper is twofold. First, we study the performance of the receiver under mismatched SNR and fading rate conditions and analyze the BER performance of the receiver by a union bound. Second, a modified receiver, called multistage receiver, is proposed to mitigate intrablock interference by exploiting channel estimates obtained from the detection at the first stage. A modified receiver yields further reduction of the error floor left from an approximate ML receiver. The paper is organized as follows. Section II describes the system model and Section III briefly summarizes a conventional differential receiver and discusses an approximate ML receiver. Section IV studies the receiver with mismatched SNR and fading rate values by means of simulation. Section V evaluates the upper bound on the bit error probability of the approximate ML receiver and Section VI proposes a multistage receiver and presents its operation. Section VII presents simulation results and some discussion, while conclusions are given in Section VIII.
II. SYSTEM MODEL
The system model and notations follow from [18] with DSTBC mapping from [2] . The system consists of two transmit antennas and one receive antenna. The extension to more than two transmit antennas can be done by applying DSTBC from [19] and extension to more than one receive antenna is straightforward. The mapping from [2] can be rewritten in a matrix form similar to [17] , as follows. A data vector , which represents an th pair of symbol, is selected from a unit energy -ary ( -ary) phase-shift keying (PSK) constellation according to the data bits using Gray mapping.
represents a transpose operation. Then, a data matrix is determined by forming an Alamouti's matrix of a data vector and multiplying it by a unitary matrix as (1) The factor 1/2 in (1) ensures the average total transmit power from two transmit antennas to be one. A transmission matrix is the Alamouti's format. is a complex conjugate. Now, differential encoding can be written as (2) where an initial transmission matrix is . The symbols and are transmitted at signaling interval from the first and second antennas, respectively. The symbol and are transmitted at signaling interval from the first and second antennas, respectively.
With BPSK constellation, differential encoding in this manner preserves the constellation. The system achieves 1-b/s/Hz transmission rate and enjoys two orders of diversity. For higher modulation schemes, the approach in [18] and in this paper can still be applied. However, the complexity of the receiver will be higher due to constellation expansion.
The channel considered is a time-varying frequency-flat Rayleigh-fading channel with Doppler power spectrum according to Jakes' model. The channels corresponding to different transmit antennas are assumed to be independent and identically distributed. Let denote the fading process corresponding to the th transmit antenna where , 2. Then, and are zero mean complex Gaussian random variables, each with unit variance and autocorrelation where is the zeroth-order Bessel function of the first kind, is the normalized fading rate or normalized maximum Doppler frequency.
The detector in [18] assumes constant channel gains within a transmission block, i.e., during the th and th signaling intervals. With this assumption, the received signal vector can be written as [18] ( 3) where is the channel gain vector and is the noise vector. The elements and are zero-mean complex Gaussian random variables, each with variance per dimension.
III. CONVENTIONAL RECEIVER AND APPROXIMATE ML RECEIVER
Differential detection of DSTBC assumes fixed channel gains during two consecutive transmission blocks. It is known that a differential detector is optimal for a quasistatic channel [18] . The detector computes a vector with and . The decision rule of this receiver is [2] (4) where and is a square Euclidean norm of a vector. This receiver will be noted as a conventional receiver (CR) [18] .
An approximate ML receiver is derived in [18] . It is approximate in the sense that it was derived based on the assumption of fixed channel gains during a transmission block, while an actual fading channel varies continuously. Detection applies Viterbi algorithm on a trellis representation of all possible transmitted sequences. The detected sequence, , is the one that maximizes the log-likelihood function (5) where represents the th order prediction of .
is a Hermittian operation. is a set of linear prediction coefficients of the process [18] . Later, we will omit the superscript in , as it is clear that a th order linear predictor is being used. The prediction coefficients can be determined from Cholesky decomposition of the matrix , where 
is a diagonal matrix containing inversed mean square values of prediction error as diagonal elements. After the receiver obtains the detected sequence , it can determine the data sequence from (2). From (5), the detection problem can be stated to find the data sequence such that it minimizes the square error between the channel gains computed from the received signals and the predicted values.
The trellis structure of DSTBC can be defined as follows. Each trellis interval corresponds to a transmission matrix . For BPSK, the trellis consists of states with emerging from each state and terminating at each state. Each state represents a -couple transmitted vector . The branch metric associated with each transition can be defined as [18] (8) Exploiting the per-survivor processing technique, the number of states can be reduced to with . Now, the branch metric is determined from symbols associated with the transition and symbols along the survivor path terminating at the state . The detection algorithm described above is referred to as the Viterbi receiver (VR). In this paper, we choose for simplicity. Note that the linear predictor embedded in DSTBC receiver can be considered as a two-step linear predictor, which forms the prediction of the value by a weighted linear combination of the past input values . The prediction coefficients of this predictor are equivalent to that of a one-step linear predictor for single-antenna systems [20] with double maximum Doppler frequency. Therefore, the characteristics of a two-step linear predictor for DSTBC are similar to that of a one-step linear predictor for single-antenna systems. If we plot mean square prediction error versus SNR with different prediction order, we can obtain a rough guideline to select an appropriate order . From the plot (not shown), it is found that as the prediction order increases, the mean square prediction error reduces at SNR less than 20 dB. The most significant improvement occurs when the prediction order increases from two to three. At SNR greater than 20 dB, it seems that the linear predictor with order greater than five cannot virtually improve the mean square prediction error. Hence, the fifth order linear predictor is to be used in the later sections.
Note that the VR requires knowledges of Doppler frequency and SNR, which are assumed to be perfectly known at the receiver. In practice, some forms of Doppler frequency and SNR estimation have to be done and there will be errors between the actual and estimated values.
IV. VITERBI RECEIVER WITH MISMATCHED SNR AND FADING RATE
Although there might be some discussion on mismatched SNR or fading rate in other contexts, this section discusses the effect of mismatched SNR or fading rate on the performance of a VR with DSTBC. A particular difference lies on the effect of the so-called intrablock interference (defined in Section VI) to the performance, especially at high SNR. It should be noted that although the received signal has varying instantaneous SNR, the linear predictor uses fixed average SNR value as a design parameter. To gain better performance, it is possible to apply an adaptive linear predictor design (e.g., [9] and [11] ) at the price of higher complexity.
Figs. 1 and 2 show the performances of VR using fixed-design SNR. At , mismatched SNR value has little effect at SNR below 20 dB. There exists only a small performance gap between mismatched cases and matched SNR at SNR higher than 20 dB. At , the effect of mismatched SNR is more pronounced. At SNR higher than 15 dB, there is a large performance gap between the mismatched design of 10 dB and the matched SNR. However, with the design SNR equal to 15 and 20 dB, the receiver still performs quite well as compared with the matched SNR case.
It should be noted that, for the linear predictor designed with matched SNR, the BER increases with SNR for SNR higher than 25 dB. The reason for this behavior can be given as follows. At high SNR and high fading rate, the intrablock interference is relatively large as compared with the amount of noise. Consequently, the linear predictor designed with matched SNR is not truly optimal at high SNR. We have performed simulations in which the channel gains are kept constant during a transmission block and found that the above behavior did not occur. This verifies the given reason.
This behavior also depends on the order of the linear predictor. Different orders yield different SNR values at which the BER starts to increase with SNR. However, it is not clear at what SNR associated with what fading rate this will occur. From the results shown in Fig. 2 , it can be seen that using a fixed lower SNR value for the design of linear predictor than the matched high-SNR value avoids this behavior. In later sections of this paper, when the receiver operates at SNR higher than 20 dB, we use fixed design SNR value of 20 dB.
Similar observation is found with mismatched fading rate effect. The fading rate mismatch has a more pronounced effect at in Fig. 4 than at in Fig. 3 . At , only a small discrepancy between the performance with mismatched fading rate and that with actual fading rate occurs at SNR higher than 20 dB. Even with the design at or 0.03 ( 50% mismatch), the receiver still works quite well as compared with actual fading rate. However, at , the fading rate mismatch causes a large performance degradation. Interestingly, with mismatched fading rate higher than the matched value, the performance has more degradation than with the design fading rate lower than the matched value. For example, with design (25% mismatch, lower than the actual value), the receiver still works quite well as compared with the design with matched fading rate. However, with design (25% mismatch, higher than the matched value), the degradation is more distinct at SNR higher than 18 dB. This infers the effect of intrablock interference at high SNR seems to induce slower fading than the actual fading rate, so that the linear predictors using an improved approximate maximum-likelihood receiver for differential space-time block codes over Rayleigh-fading channels lower fading rate (designed at , ) value perform quite well.
V. VR ANALYSIS
Since the receiver is trellis based, we can apply a standard union-bound approach to derive the upper bound on the bit error probability. The analysis assumes ideally known fading rate and SNR and, therefore, prediction coefficients. First, the branch metric (8) associated with the transmitted block is rewritten as (9) where , . The error event of length is defined as the event of the error sequence diverging from the transmitted sequence at epoch (block interval) th and remerging to the transmit sequence at epoch th on the trellis. Since the branch metric (9) is a function of the symbol block associated with the branch as well as the symbol blocks in the prediction, the pairwise error probability (PEP) depends on the symbols on the error-event paths as well as symbols prior to the error event. Without a loss of generality, suppose the error event starts from epoch zeroth, i.e., the error event of length starts from to . Therefore, we define and . Let denote the PEP of the error event of length associated with the sequences and . Similar to [21] , an upper bound on the BER can be obtained from the union bound on the number of error bits averaged over transmitted sequences and corresponding error sequences for all error events. The upper bound can be written as (10) where is the probability of transmitted sequence , is the number of error bits arising from this error event, and is the number of information bits per trellis interval. The PEP of an error event of length is expressed as (11) The left-hand side of (11) 
The characteristic function of a Gaussian quadratic form is given as [22] (14) where , is a determinant of a matrix and is the th eigenvalue of the matrix . The PEP in (11) can be evaluated by integration of the probability density function of from zero to infinity. Therefore, similar to the result in [21] (15)
To evaluate the integral in (15), we can apply a residue theorem that transforms an indefinite integral of a rational function to a summation of residues [23] . The residue theorem yields different forms of results according to the nature of eigenvalues of the matrix . Since is positive semidefinite and is Hermitian, it can be shown that all eigenvalues of are real. Let denote a set of nonzero eigenvalues of . For a length error event, it is observed that there are nonzero eigenvalues. Among these nonzero eigenvalues, half is positive and the other half is negative. Furthermore, these nonzero eigenvalues fall into one of the following two cases.
Case 1) All nonzero eigenvalues are distinct. In this case, the poles of (14) are simple. By applying residue theorem, the PEP can be expressed as
Case 2) There are distinct nonzero eigenvalues, each with multiplicity two. In this case, let denote a set of distinct nonzero eigenvalues of . Then, the PEP can be expressed as (17) . The union bound of bit error probability (5) is a function of all lengths of error events, which is an infinite sum, and, therefore, it must be truncated. The union bound is still reliable if the bound includes a finite number of dominant error events under certain conditions. When fading is moderately fast and SNR is high, short-length error events are dominant [21] . In this case, the union bound of bit error probability can be evaluated by including only short-length error events. Fig. 5 shows the simulation performances of VR for DSTBC and the union bound on the bit error probability when , 0.05. The bounds include length-two and length-three error events. Including error events with longer lengths does not affect the bound at SNR higher than 16 dB when and at SNR higher than 20 dB when . The bound is rather loose when the fading rate is lower or SNR is lower, which is natural for a union upper bound (17) VI. MULTISTAGE RECEIVER Since VR was derived based on the assumption of fixed channel gains during a transmission block while the actual channel varies continuously, the main idea of the new receiver is to try to eliminate the effect of the actual channel gains varying within a transmission block.
With the actual channel, the elements of the received vector can be written as (18) Each received sample in (18) is affected from channel gains in its own symbol interval. Next, let us represent the channel gains at even symbol intervals relative to the channel gains at prior symbol intervals by defining and . Now, in (18) can be written in terms of the channel gains at odd intervals as (19) Suppose the Viterbi algorithm is working on the branch in which the transmitted block is associated, determining with from (18) and from (19) yields the noise-corrupted channel gains (20) where , . The values and represent intrablock interference (IBI). This means that even when the Viterbi algorithm is working on the branch in which the correct transmission block is associated, the computed channel gains are still affected by IBI. Hence, even if there is no noise, one can expect an irreducible error floor caused by IBI with the VR. The amount of IBI depends on how rapidly the channel varies. At a higher fading rate, the average power of IBI is higher. If the channel is fixed during one transmission block, and are zero and VR becomes an optimal ML receiver. From the above discussion, if the channel gains are available at the receiver, the branch metric can be modified to mitigate the effect of IBI. Hence, the new receiver is proposed to operate in more than one stage. The first stage has no channel gains information available while the later stages obtain channel gains information from the prior stages. First stage: The VR performs as usual. In addition, channel estimates computed from the detected sequence are needed. Suppose the receiver obtains the detected sequence . Then, it computes "rough" channel estimates from (21) and sends them to the next receiver stage.
Second and later stages:
The obtained rough channel estimates are present only at odd intervals and are contaminated by IBI, which appears like noise. To reduce the effect of IBI and to obtain channel estimates at even intervals, a low-pass interpolation filter is exploited before the channel estimates enter the VR-IBIC. This is done by padding a zero between each rough channel estimate value. Then, the inputs of the interpolation filter are ,0 and ,0. The output sampling rate of the interpolation filter is the same as the symbol rate. The filter outputs the "refined" channel estimates , to be employed at the VR-IBIC. Now, VR-IBIC computes the IBI from and where , and , are the symbols associated with the branch in which the Viterbi algorithm is working. To remove the IBI, the branch metric (8) is modified as (22) , where . In this manner, the IBI is removed from both the channel gains computed from the current received signals and from the prediction. After the removal, the sequence of channel gains becomes more suitable for a two-step linear predictor that has been derived without considering IBI.
If the later stage is to be continued, the rough channel estimates have to be computed again by (21) and are transferred to the later stage receiver. (22) VII. RESULTS AND DISCUSSION This section compares simulation results between CR, VR, and MR. For MR, the interpolation filter is a low-passed raisedcosine filter with a roll-off factor . The cutoff frequency of the interpolation filter is chosen to be some small amount higher than to avoid cutting high-amplitude spectrum at the edge of the fading spectral band. The cutoff frequency for is 0.0275 and for it is 0.075. The numbers of filter taps are 100 and 80 for and , respectively. They are chosen to have enough taps such that the filter retains raised-cosine power spectrum. The number of stages is two.
In Fig. 7 , the BER performances of DSTBC are compared when the receivers are MR, CR, and VR. We can see that although VR significantly reduces the error floor associated with CR, some amount of error floor due to IBI still exists, especially at . At this fading rate, MR outperforms VR for SNR greater than 12 dB as the channel estimates from the first stage become more reliable. Nevertheless, at , MR outperforms VR for SNR greater than 16 dB. The improvement of MR at is not as much as at because, on average, the amount of IBI is smaller at . We conclude that MR can further reduce the error floor left from VR with two-stage receiver. As the number of stages is greater than two, however, MR provides virtually no improvement. Fig. 8 compares the error floor of CR, VR, and MR evaluated at at different . It is seen that MR significantly reduces the error floor from VR and CR. MR can achieve about half-order of magnitude reduction of error floor over VR.
VIII. CONCLUSION
In this paper, an approximate ML receiver for Tarokh's differential space-time block codes is investigated and the effect of SNR and fading rate mismatch is studied. It is shown that the mismatched cases are more sensitive when the fading rate is high. An upper bound on the bit error probability is derived and shown to be tight when fading rate and SNR are high. In order to improve the performance of an approximate ML receiver, the multistage receiver is proposed, which accounts for the intra- block interference caused by the time-varying characteristic of the channel within a transmission block. With some additional complexity, multistage receiver provides further improvement over an approximate ML receiver. With a two-stage receiver, the error floor is reduced by about half order of magnitude left from an approximate ML receiver.
