Amongst satisfactory techniques for the numerical solution of differential equations, the use of Chebyshev series is often avoided because of the tedious nature of the calculations. A systematic application of the Chebyshev method is given for certain fourth order boundary value problems in which the derivatives have polynomial coefficients. Numerical results for various problems using the Chebyshev method are superior to those obtained by alternative methods.
1. Introduction. The solution of differential equations, including boundary value problems, with the solution expressed as a series of Chebyshev polynomials, is well known. See, for example, Clenshaw [1] , and Fox and Parker [2] . The present paper is concerned with showing that some painstaking preliminary work can lead to information which can then be readily applied to obtain extremely accurate results using only a small number of terms in the Chebyshev series.
The problems to be considered are of the form and ak is independent of x, but dependent (implicitly) on X, and where £' indicates that the summation involves lÁa0 rather than aQ.
Similarly, the derivatives àj^(x), i = 0, 1, 2, 3, 4, are written
where, by taking a.0^ = ak, this form includes the above expression for <p(x) (= (p^0'(x)).
Following [1] and [2] , the standard recurrence relation
can be generalized to give The idea can be illustrated with respect to the simple fourth order equation 
By repeating the procedure on the above relation, and also on two subsequent relations, eventually a relation is obtained containing only the ak (= ak°^), i.e., c6(fe-5)(fc-4)
(2.6) is in the same form as (2.4).
It can now be more readily seen that each of the bracketed terms is an inner product of the vector c = [c0, cx, . . . , cX2] and a vector wz whose components are a function of k. Table 1 exhibits a matrix W, in which each row is one of these vectors w,, I = k -6, . . . , k + 6.
In the outer summation of Eq. (2.4), the value of m can always be taken as 6, but because of the number of zero elements in W, the value of m may often be adjusted to a smaller value. For example, m = 4 in Eq. (2.6). The outer summation often proceeds in steps of 2, and allowance for the occurrence of steps of 2 can also be made in a computer program using (2.4).
Similarly, the inner summation with respect to / can be modified to involve steps of 2, because of the alternate zero elements in w/; and there are often further simplifications because c-= 0 for some values of /. The number of results of the type (2.4) is equal to n, the order of the matrix to be used in the eigenvalue problem. The initial value of k is given by s = 4, 4 or 3, respectively, depending on whether the problem involves a general, even or odd solution, as will be explained in Section 3. Similarly, the increment in k is given by r = 1,2,2, respectively.
3. Boundary Value Problem. When substituted into (2.1), the boundary value conditions, 0(±1) = 0(1)(±1) = 0, lead to These results finally lead to
so that, in conjunction with the fact that a_k = ak, the equations of type (2.4) can be modified to start with terms involving a4, as, . . . .
An even solution to (1.1) can be written Of course, most problems will not have specialized solutions of even or odd type, and then the general set of boundary conditions (3.2) must be used. Now, the coefficients c¡ in (1.1) are linear functions of an eigenvalue X, so that with c,-= a,--Xß,-(say), and with the use of Table 1 and the boundary conditions The QR algorithm of Francis [3] was applied to a Hessenberg matrix similar to D. The form of the algorithm was as described by Parlett [6] . At present, the methods of Moler and Stewart [5] , and Kaufman [4] are being investigated as alternatives for solving the generalized algebraic problem. The exact value to eight significant figures is 9.8696044.
For m = 7, a comparison is given for the first four eigenvalues. For m = 12, the first seven figures are exact for eigenvalues 2, 3 and 4. For m = 7, the CPU time for all seven eigenvalues was 0.9 sees.
When the eigenvectors are found as well, as the eigenvalues, then the actual series representing the eigenfunction can be found. Further, the compact evaluation scheme for Chebyshev polynomials, viz.,
can be used to evaluate the eigenfunction <j>(x) for required values of x. In the present example, the eigenfunction <p(x) is given by
where the coefficients are given for the eigenvalues X = 9.8696044 and X = 39.478414 in Table 2 . In Table 3 the tabulated values of 0(x) are given for x = 0(0.1)1.0. The eigenfunctions are known to be %(1 + cos ux) and lA(\ -cos 2irx), giving values in exact agreement with those in Table 3 .
(ii) 0(4) + X0 ( Table 3 Values of (p(x) for 0 < x < 1, for the problem in Section 4(i) method were compared with those obtained using finite difference methods described by Osborne [6] . In all cases, the present method proved far superior.
For example, in the problem described above in Section 4(iii), the finite difference method gave approximations of 31.286328, 31.285565 and 31.285339 for matrices of order 12, 18 and 27 respectively, compared with the exact value of 31.285243 which was obtained by the Chebyshev method using a matrix of order 5.
The order of the matrices was chosen (12 = 2/3 • 18, 18 = 2/3 • 27) so that it would be useful if it was decided that hp-extrapolation was appropriate, and in fact the choice of p = 4 seemed correct. The improved results with this choice were 31.28538 and 31.28529.
(ii) General. The only major disadvantage of the Chebyshev technique in a practical situation is the tedious work in calculating the matrix W. Once W has been found, the solution of the remainder of the problem is very routine, and the results obtained are excellent.
A further advantage (distinct from accuracy) of the Chebyshev method over the finite difference technique is that the eigenvector calculation is only done once for all values of x, when the eigenfunctions are sought. The value of x is not introduced until calculations using system (4.1) are performed. For the finite difference method,
