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This Thesis is devoted to the study of two different aspects of electron behavior in two-dimensional
materials, namely hydrodynamic electron transport and plasmon propagation. The Thesis is structured
as follows. In Chapter 1 the main experimental facts that motivated our work on electron hydrody-
namics and plasmonics are presented and critically discussed. Chapter 2 contains our main results on
hydrodynamic electron transport. After deriving the basic equations of the electron hydrodynamics and
discussing their limit of applicability, we use them to quantify the impact of two different transport
coefficients, the shear and Hall viscosities of the electron liquid, on steady-state transport. Our results
are used to propose experimental protocols that allow an experimental determination of these transport
coefficients. Chapter 3 deals with plasmon propagation through inhomogeneous media. We consider
three different geometries: an interface between two different materials, a one dimensional perturbation,
and a zero dimensional perturbation in an otherwise uniform electron system. We calculate scattering
observables for plasmons in these geometries. For the interface geometry we also investigated the pres-
ence of plasmonic bound states localized near the interface, while for the second and third geometries we
quantify the impact of non-local effects. Chapter 4 presents a theory of chiral plasmons in materials with
a non-trivial Berry curvature in the electronic band structure. We firstly employ the results of Chapter 3
to obtain a semi-classical theory of Chiral Berry Plasmons (CBPs) at a generic interface between two
materials having different Berry fluxes across the Fermi surface. We then test the impact of different
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In this Chapter we summarize the physical properties of two-dimensional (2D) materials [1, 2, 3] and
their heterostructures [4, 5] that are relevant for this Thesis. We focus, in particular, on heterostructures
made by graphene encapsulated between slabs of hexagonal Boron Nitride (h-BN) [6]. These are crucial
for all the experimental investigation discussed in this work because of the extremely high values of
mobility, exceeding 105 cm2/(V · s), reached by charge carriers in these devices [6, 7].
In particular, both the observation of the hydrodynamic transport regime discussed in Chapter 2,
and the propagation of long-lived plasmons excitation, that is the main focus of Chapter 3, require the
high carriers mobilities allowed by h-BN encapsulation.
We then introduce the experimental facts that provide the motivation for the theoretical studies
presented in this Thesis.
In Section 1.2 we review the experimental evidences for solid-state hydrodynamic electron flow. We
start by describing early works in semiconducting nanowires [8] that provided the first experimental
evidence of a hydrodynamic phenomenon in a solid-state device, namely the Gurzhi effect [9, 10]. We
then discuss recent experiments that probed various hydrodynamic effects such as negative non-local
resistance [11], super-ballistic electron flow trough a constriction [12], and breaking of the Wiedemann-
Franz law [13], in h-BN encapsulated graphene. We finally describe an experiment that recently probed
hydrodynamic flow in the high-mobility layered material PdCoO2 [14].
In Section 1.3 we discuss experimental evidence for long-lived plasmon excitations in graphene [15,
16, 17] and graphene/h-BN heterostructures [18]. The existence of these collective modes and the ability
to efficiently excite and detect them motivates the study of the scattering theory for two-dimensional
plasmons, against different types of inhomogeneities, developed in Chapter 3. We focus in particular
on the scattering-type Scanning Near Field Optical Microscopy (s-SNOM) technique that has become a
highly relevant experimental tool to probe plasmons in real space, and has been used to demonstrate the
functionality of the device described in Sect. 3.3 and Ref. [19].
1.1 Two-dimensional materials and their heterostructures
The investigation of the properties of two-dimensional (2D) materials has become one of the richest and
fastest-growing research field in contemporary condensed matter physics since graphene was isolated for
the first time in 2004 by A. K. Geim and K. S. Novoselov [1, 20], a discovery that earned them the
2010 Nobel prize in physics. These materials attracted a lot of interest both from the point of view of
fundamental studies and for devices applications.
After more than ten years of research, higher quality samples of graphene are now available, making
possible the observation of new interesting phenomena. However, in the last years the focus is shifting
from graphene to other 2D materials and, more importantly, to combinations of them.
It has been demonstrated [6, 21, 22] that different 2D materials can be stacked one on top of the
other to form more complex structures that are held together by the weak (compared to the in-plane
covalent bonds) Van der Waals forces between the different layers. These structures are therefore known
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as Van der Waals (VdW) heterostructures. This enormously enhances the number of possible devices
that can be designed, both for exploring new physical phenomena and for practical applications. Thanks
to stacking, the properties of different layered materials can be combined together and used to improve
specific material features.
1.1.1 The 2D materials color box
Here we give a brief overview of the two-dimensional material that have been discovered and isolated
up to now, and that can be used as building blocks for VdW heterostructures. Since the discovery
of graphene this 2D materials “color box” has grown and includes now materials with very different
electronic structures ranging from semi-metals to semiconductors, to large gap insulators, and recently
including also ferromagnets. Importantly, the properties of 2D materials strongly depend on the number
of layers and are usually very different from those of their three-dimensional (3D) counterparts.
Graphene
Graphene has been the first truly 2D material to be discovered and is, by far, the most studied component
of the 2D materials family. Its exceptional electronic [23], mechanical [24], thermal [25], and optical [26,
27, 28] properties have been the subject of an enormous amount of publications. Many aspects like
transport [29], spectroscopy [30], and many-particle effects [31] are now covered by reviews.
Here we highlight some of the fundamental electronic and optical properties that will be crucial in
the next Chapters.
Graphene is a 2D allotrope of carbon in which the carbon atoms are positioned on an hexagonal
lattice. There are two carbon atoms per unit cell corresponding to the two triangular sublattices A
























Figure 1.1: (a) A portion of graphene lattice. Atoms belonging to the two sublattices are represented in
blue and yellow. The vectors a1−2 = [3/(2a),±
√
3/(2a)] are a possible choice of primitive vectors. The
interatomic distance is a = 0.142 nm. (b) First Brillouin zone of the Graphene lattice. π bands touch
at the K and K ′ points at the corners of the Brillouin zone. (c) Electron band structure of graphene
calculated using the the tight binding model in Ref. [32]. Taken from Ref. [23].
dispersion of its π bands shown in Fig. 1.1-c. These are the only bands crossed by the Fermi level even
under extreme doping conditions. For this reason we can disregard all the other bands when discussing
transport properties or optical properties up to the Ultra-Violet (UV) spectral region, the onset for
electronic transition from deeper band being in the far UV. π bands arise from the combination of the
pz atomic orbital of the carbon atoms, and they can be conveniently described using a Tight-Binding
(TB) model [32]. The simplest version of this model, that considers only the nearest-neighbor hopping,
gives the following dispersion for the conduction (+) and valence (−) bands
E±(k) =
∓t|f(k)|
1∓ s|f(k)| , (1.1)
where t = Vppπ ≈ −3.28 eV is the hopping energy between two neighboring pz orbitals [33], s = Sppπ ≈
0.0425 is their overlap integral [33] (numerical values are extracted as best fit parameters to Angle
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Resolved Photoelectron Emission Spectroscopy (ARPES) bands [34]), and the function f(k) reads
f(k) = eikya + eikx
√
3
2 a−iky a2 + e−ikx
√
3
2 a−iky a2 , (1.2)
with, a ≈ 1.42 Å being the nearest-neighbor atomic distance. All the physical properties that are relevant
in our work are however described by an even simpler, low-energy, one-particle Hamiltonian that can be
obtained by approximating the TB Hamiltonian [32] near the K or K ′ point, called Dirac points, of the
Brillouin Zone (BZ) (See Fig. 1.1-b). This procedure yields, in the sublattice basis,
Hkζ = ~vF
(
0 kx − iζky
kx + iζky 0
)
, (1.3)
where vF = 3|t|a/(2~) ≈ 1 · 106 m/s is the Fermi velocity, ζ is a valley index that is equal to +1 (−1) in
the valley near the K (K ′) point, and k denotes the Bloch wavevector measured from the K (K ′) point.
This effective Hamiltonian is equivalent to the massless Dirac Hamiltonian in 2+1 dimensions and has a
linear energy spectrum
Ekλζ = ±~vFk. (1.4)
In ideal, free standing, graphene the valence band is completely full and the conduction band is completely
empty. The Fermi energy lies therefore at the Dirac point. If the electron density n is modified by




where n is positive for n-doping and negative for p-doping.
An extremely important characteristic of graphene and other 2D conducting materials is the possi-
bility of electrostatically tuning the carrier density. This cannot usually be done in 3D metals because
free electrons screen any external potential on a lengthscale equal to the inverse of the Thomas-Fermi
wavevector [35]. This is important for studying the carrier density dependence of physical phenom-
ena, for example, many-body effects are typically density dependent. Moreover, field effect enables the
realization of Graphene based Field Effect Transistors (GFETs) [36].





where C = (1/Cg + 1/Cq)
−1, Cg is the geometrical capacity per unit area between the channel and the
gate and Cq = e
2n/EF ≈ 2.2 ·
√
n/π is the so-called quantum capacitance of graphene [37, 38, 39] (here
we assumed that the gate has a very large density of states at the Fermi level and therefore a negligible
quantum capacitance). For high enough electron densities the total capacity C is dominated by the
geometrical capacity and the relation between carrier density and gate voltage is linear.
Depending on the value of the Fermi energy with respect to the thermal energy kBT and to the
amplitude of potential fluctuations induced by disorder δU we can identify two different regimes.
When EF is the largest energy scale, that is in the doped regime, electrons can be described according
to the Fermi Liquid (FL) paradigm. This is the most interesting regime from the point of view of
applications. Chapter 2 deals with hydrodynamic transport and transport coefficients in the FL regime,
moreover the long-lived plasmon excitation studied in 3 occur in this regime.
Conversely, when EF is negligible, transport is controlled by the interplay of thermally excited carriers
and disorder. At low temperature disorder-induced potential fluctuations disallow the Dirac point to be
reached in the whole sample at the same gate voltage and create “electron-hole puddles” [40]. This limits
the precision with which the Dirac point can be approached experimentally to ≈ 1 meV [41]. At higher
temperatures, i.e. when kBT  δU , thermally excited electrons and holes coexist and form a Dirac Fluid
(DF) [42, 13].
In the doped regime, the long-wavelength response of graphene to electromagnetic fields is described
by its optical conductivity σ(ω) = σ1(ω) + iσ2(ω). At zero temperature and neglecting relaxation the






































The first term in the brackets is due to intraband transition, while the second is related to interband
transitions. Absorption (σ1(ω) 6= 0) takes place only at zero frequency (intraband absorption) and at
frequencies above 2EF/~ (interband absorption) due to Pauli blocking. The impact of electron scatter-
ing with impurities or phonons can be taken into account using a number-conserving relaxation time
approximation [45] with a relaxation rate γ. This allows kinematic constraint for electronic transitions



































(2|EF| − ~ω)2 + (~γ)2
(2|EF|+ ~ω)2 + (~γ)2
]}
, (1.10)
where γ̃ = ~γ/(2|EF|), and Θε(x) = 1/2+1/π arctan(x/ε). At finite temperatures the additional thermal
broadening can be taken into account by using Maldague’s integral [46]
Much of this Thesis is devoted to the study of effects beyond this simple local approximation. In
Chapter 2 we study the impact of a particular type of non-local effects that are related to the shear and
Hall viscosity of the electron liquid hosted by graphene samples when this is driven into the hydrodynamic
transport regime.
The 2D plasmon scattering theory developed in Chapter 3, and used to explain the experimental
data by Woessner et al. [19], naturally takes into account non-local effects that can be relevant, and even
dominant as demonstrated in Ref. [47], for plasmon experiments.
Graphene derivatives
Although graphite is a chemically inert material, graphene can react with other elements forming new
materials with different electronic properties. Elias et al. [48] have demonstrated the possibility of
hydrogenating graphene, by exposition to hydrogen plasma, adding one hydrogen atom to each carbon
site. The obtained material is known as graphane. Hydrogen addition changes the hybridization type of
carbon atomic orbitals from sp2 to sp3. This has two main consequences: the graphene sheet buckles out
of plane reducing the lattice constant, and the conducting π bands are destroyed, turning the semimetal
graphene into an insulator. The process can be reverted by annealing, recovering, almost completely, the
original characteristics of graphene. Other ways to chemically tune graphene electrical properties, and in
(a) (b)
Figure 1.2: Schematic representation of the crystal structure of graphene and theoretically predicted
graphane. Carbon atoms are shown as blue spheres, and hydrogen atoms are shown as red spheres.
Taken from Ref. [48].
particular to open an energy gap, include fluorination of the sp2 bonds. Authors of Ref. [49] demonstrated
one and two-side fluorination of graphene samples, by exposition to XeF2, and the opening of a gap of
≈ 3 eV. This can be useful in optoelectronic applications [50].
Hexagonal Boron Nitride
Hexagonal Boron Nitride is a large gap of the order of 6 eV insulator [51]. It is a layered material with
a crystal structure very similar to graphite, since it is formed by monolayers with hexagonal structure
held together by WdV forces. The lattice constant is also very similar to that of graphene with only a
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≈ 2% mismatch. In contrast with graphene the two sublattices are occupied by different atoms, boron
atoms on one sublattice and nitrogen atoms on the other. The breaking of the sublattice symmetry
allows the presence of a gap at the K and K ′ points of the Brillouin zone. Hexagonal Boron Nitride can
be exfoliated down to the monolayer to obtain very high quality crystals.
In this Thesis we will make use of h-BN optical properties described by the frequency-dependent
dielectric tensor ε(ω). Since we are interested only to frequencies below the optical band-gap and h-BN
is an insulator with no free charge carrier the dielectric response of the material is determined only by
lattice vibrations. The dielectric tensor of h-BN is isotropic in the layer plane but the in-plane and the
out-of-plane component can be very different
ε(ω) =
εx(ω) 0 00 εx(ω) 0
0 0 εz(ω)
 . (1.11)
Each component is well described by a simple oscillator model






ω2n,i − iγn,iω − ω2
. (1.12)
Slightly different sets of parameters for Eq. 1.12 are given by Refs. [52, 53, 54, 55] and are summarized in
Tab. 1.1. A distinctive feature of h-BN permittivity is the presence of frequency regions called reststrahlen
Model i n εi(∞) sn,i ~ωn,i [meV] ~γn,i [meV]
Geick et al. [52] x 1 4.95 1.868 169.5 3.6
x 2 ” 0.209 95.1 3.4
z 1 4.10 0.530 97.1 1.0
z 2 ” 0.456 187.2 9.9
Cai et al. [53] x 1 4.87 1.83 170.1 –
z 1 2.95 0.61 92.5 –
Caldwell et al. [54] x 1 4.9 2.001 168.6 0.87
z 1 2.95 0.5262 94.2 0.25
Kumar et al. [55] x 1 4.87 1.856 169.9 0.6
z 1 2.95 0.390 96.7 0.5
Table 1.1: Parameters for the h-BN optical response Eq. 1.12, taken from Refs. [52, 53, 54, 55].
bands in which the in-plane and out-of-plane components of the dielectric tensor have opposite sign [54].
In these regions h-BN is an hyperbolic materials and hosts hyperbolic phonon polaritons [54, 55].
In addition to this h-BN has an high breakdown voltage and is able to withstand electric fields up to
≈ 0.7V/nm, this is very useful when h-BN is used as an insulating layer.
Transition Metal Dichalcogenides
Transition metal dichalcogenides (TMDs) are chemical compounds with formula MX2, where M is a
transition metal, for example M=Mo, W, Ti. . . , and X is a chalcogenide as S, Se, or Te. All TMDs have
an hexagonal lattice, each monolayer is formed by three separated layers with the M atoms occupying
the central layer and the X atoms lying in the other two layers. Depending on the coordination of the
transition metal atom with the other atoms in the unit cell TMDs can feature broken inversion symmetry,
as it happens in MoS2, and WS2. TMDs can be metallic, semiconducting or insulating but the most
studied crystals of this class, are the one formed by group VIB metals molybdenum and tungsten [56, 57].
These are direct gap semiconductors [56] (monolayer MoS2 has a bandgap of ≈ 1.8 eV), whose optical
properties are dominated by excitonic features [58]. Mobilities exceeding 200 cm2/(V · s) [57] have been
reported in MoS2 samples.
An important feature of these TMDs is that the interband absorption near the K and K ′ points
is polarization selective [59, 60, 61]. This means that it is possible to create a population imbalance
between the two valleys by shining circularly polarized light on the sample. Since the two valleys have
opposite Berry curvature this produces a finite off-diagonal conductivity σxy that manifests itself in a
valley Hall effect [61] in absence of magnetic field.
5
Black Phosphorous
Bulk black phosphorous is a semiconducting material. Recently it has been shown that it can be exfoliated
down to the monolayer [62, 63]. Mono and few-layers samples are still semiconductors with a direct or
nearly direct band gap [63, 64]. It has shown high carrier mobilities, up to 103 cm2/(V · s) at room
temperature [62].
The most peculiar feature of this semiconductor that manifests itself in both optical and transport
properties [65] is the strong in-plane anisotropy of its band structure that stems from the orthorhombic
wave-like structure of the crystal.
2D Ferromagnets
Very recently evidence of strictly 2D materials displaying ferromagnetic behavior has been reported
independently by two research groups [66, 67].
Ferromagnetic behavior is forbidden for the isotropic Heisenberg model in two dimension by the
Mermin-Wagner theorem [68], anisotropy is therefore an essential feature of these materials.
Authors of Ref. [67] reported hysteresis curves, measured using Magneto-Optical Kerr Effect (MOKE),
of mono-, bi-, and tri-layer CrI3. These are shown i Fig. 1.3. Monolayer CrI3 is an anisotropic ferromagnet
with a Curie temperature (TC ≈ 45 K) slightly lower than that of bulk CrI3 (TC ≈ 61 K). Interestingly,
the ferromagnetic behavior is found to be strongly dependent on the number of layers, with the bilayer
showing no hysteresis, in striking contrast with both the mono- and the tri-layer.
Figure 1.3: a, Magneto-Optical Kerr Effect (MOKE) signal on a monolayer (1L) CrI3 flake, showing
hysteresis in the Kerr rotation as a function of applied magnetic field, indicative of ferromagnetic be-
havior. b, MOKE signal from a bilayer CrI3 showing vanishing Kerr rotation for applied fields ±0.65 T,
suggesting antiferromagnetic behavior. Insets depict bilayer (2L) magnetic ground states for different
applied fields. c, MOKE signal on a trilayer (3L) flake, showing a return to ferromagnetic behavior.
Taken from Ref. [67].
6
1.1.2 Van der Waals heterostructures
Van der Waals heterostructures are formed by stacking different 2D crystals one on top of each other.
The whole structure is then held together by the VdW forces between the different layers.
Many interesting effect can arise due to interaction between electrons in different layers. There are
essentially two interaction mechanism: the Coulomb interaction and quantum tunneling between different
layers.
Coulomb interaction acts without exchanging electrons between different layers, it is fundamental for
the plasmonic devices described in Chapter 3, and gives rise to the phenomenon of Coulomb drag [69].
Conversely, quantum mechanical tunneling leads to exchange of electrons between different layers.
This can be exploited to build Field Effect Tunneling Transistors (FETTs) [38]. Through quantum
tunneling electrons in one layer can borrow some of the properties of nearby layers, an effect known
as proximity effect. For example, strong spin-orbit coupling [70], superconductivity [71], and ferromag-
netism [72] can be induced by proximity effect.
Advancements in fabrication techniques played a major role in the discovery of new interesting phys-
ical phenomena [4, 5]. Nowadays, the most versatile technique for assembling VdW heterostructures is
direct mechanical assembly. This technique was initiated by the work of Dean et al. [6] and has been
improved a lot since then.
The technique used in early VdW heterostructures works was based on depositing a 2D crystal layer
on a polymer membrane, depositing it on top of another 2D flake and then chemically dissolving the
membrane. The process can then be repeated to add further layers. The main drawback of this technique
is the exposition of the 2D layers to the polymer membrane and to solvents that can contaminate the
interfaces.
The next step in the evolution of assembly techniques was the introduction of the so-called “pick
and lift” or “polymer-free” method that relies on the strong VdW interactions existing among the 2D
crystals. In this technique once the first layer is picked up it is brought in contact with a second layer.
Thanks to VdW forces there is a certain chance that the second layer is picked up. The process can
then be repeated to pick up more layers. At the end of the process the entire stack can be released on
a substrate by controlling the temperature of the membrane. In this way only the first layer comes in
contact with the polymer membrane that is a possible source of contaminants, while the resulting inner
interfaces are very clean.
The main disadvantage of this technique is that having the complete stack already on the substrate
does not allow to evaporate surface contacts to the inner layers because selective etching is typically not
possible. To circumvent this drawback an extremely powerful technique based on lateral one-dimensional
contacts [7] has been developed to electrically contact the intermediate layer achieving very-low contact
resistances.
An important mechanism that enhances the quality of the interfaces between certain pairs (as, for
example, graphene and h-BN) of materials is the “self-cleaning”. If the interaction between the two
materials is stronger than the interaction between the materials and the contaminants, the later are
pushed away and confined into “pockets” to achieve the most energetically favorable situation. This
leaves large areas of the interface atomically flat and completely free from contaminants.
1.1.3 h-BN encapsulated graphene
The VdW heterostructure that is most relevant for our work is made of a graphene sheet encapsulated
by flakes of h-BN. Since the work of Dean et al. [6] h-BN has proven to be the ideal substrate to enhance
graphene electronic properties, allowing values of mobility even higher than those reached in suspended
graphene samples. The reasons for this success are the following. First, the surface of an exfoliated h-BN
flake is atomically flat and thanks to strong in-plane bonds is also almost free of dandling bonds and
charge traps. Second, the presence of the h-BN flakes screens graphene from contaminants and charged
impurities that may adhere to the graphene flake. Third, strong adhesion forces make the encapsulated
graphene extremely flat and ripple-free. They moreover quench the out-of-plane oscillations modes
(flexural phonons).
The mobility of encapsulated samples is therefore ultimately limited by the rather weak interaction
with acoustic phonons as demonstrated in [7], where room temperature mobilities exceeding 105 cm2/(V ·
s) and low temperature mobilities of the order of 106 cm2/(V · s) are reported.
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(a) (b)
Figure 1.4: (a) Schematic of the edge-contact fabrication process. (b) High-resolution bright-field Scan-
ning Transmission Electron Microscope image showing details of the edge-contact geometry. The ex-
panded region shows a magnified false-color Electron Energy-Loss Spectroscopy map of the interface
between the graphene edge and metal lead. Taken from Ref. [7].
The advantages of encapsulation are fully exploited using the “polymer free” stacking technique
that avoids any contact between graphene and the polymer membrane used to build the stack. If this
technique is used it is not possible to electrically contact the surface of graphene because no method to
selectively remove the top h-BN layer exists.
The solution to this problem was found by Wang et al. [7]. These authors etched the h-BN/graphene
stack at an angle of ≈ 45◦, using plasma etching to expose the edge of the graphene flake, as illustrated
in Fig. 1.4-a. They subsequently evaporated metallic contacts by electron beam evaporation. Contacts
were made up of a 1 nm thick chromium adhesion layer, followed by a 15 nm palladium layer, and by a
60 nm gold layer. With this combination of metals a contact resistance as low as ≈ 100 Ω · µm has been
reported.
1.2 Experimental evidence for hydrodynamic electron trans-
port
Hydrodynamics is a powerful, non-perturbative, theory that describes systems of many particles, either
classical or quantum, undergoing very frequent inter-particle collisions, that is, when the mean-free-path
for inter-particle collisions is the shortest lengthscale of the problem [73, 74]. In the hydrodynamic
regime the behavior of a fluid is described by three nonlinear equations: the continuity equation, the
Navier-Stokes equation and the energy transport equation, reflecting respectively the conservation of
particle number, momentum, and energy during a collision.
Hydrodynamics has been used for a long time to describe transport of electrons in solid-state de-
vices [9, 10, 75, 76, 77, 78, 79, 80, 81, 82, 83, 84, 85, 86, 87, 88, 89, 90, 91, 92]. However electron in
solid state are subject to both electron-electron, momentum-conserving collisions, and electron-impurity
or electron-phonon momentum-non-conserving collisions. For hydrodynamics effect to be observable the
mean free path `ee for electron -electron (e-e) collisions must be the shortest length scale in the problem,
i.e.
`ee  `, W, vF/ω. (1.13)
Here, ` is the mean free path for momentum-non-conserving collisions, W is the sample size, vF is the
Fermi velocity, and ω is the frequency of the external perturbations.
These requirements are difficult to meet experimentally. Indeed, at low temperatures the mean-
free-path for electron-electron collisions `ee diverges as T
−2 ln(T ) in two spatial dimensions [93] (or as
T−2 in three dimensions [94]), reaching, typically, a micrometer scale around liquid-helium temperature.
8
On the other hand, at high temperature, collisions with phonons become the most important source
of electron scattering, making `, small. Hydrodynamic behavior is therefore expected to be observed
only in an intermediate temperature window and in very high quality electron systems, having large
momentum-non-conserving mean-free-paths, or, equivalently, high mobilities. Fore these reasons experi-
mental evidence for electronic hydrodynamic regime was, until recently, limited to the early work by De
Jong and Molenkamp in high-mobility GaAs/AlGaAs heterostructures [8].
Recent advancement in material science and fabrication techniques [6, 7, 95] allowed to obtain very
high-quality encapsulated graphene samples with mobility values exceeding 105 cm2/(V · s), almost
reaching the theoretical limit for acoustic-phonon-limited mobility [7]. These systems are, thanks to
their high purity and low electron-phonon coupling, that allows to maintain high mobilities up to room
temperature, the most promising candidates to observe hydrodynamic effects in electronic transport.
Here we start by describing the pioneering work of the authors of Ref. [8]. We then review recent
experiments [11, 13, 12] in h-BN encapsulated graphene that were the main motivation for the theoretical
analysis of hydrodynamic transport presented in Chapter 2 of this Thesis. In particular the interpretation
of the experimental data in Ref. [11] is entirely based on the theory developed in Chapter 2 and in Ref. [96].
Bandurin et al. [11] used a particular non-local measurement geometry to enhance hydrodynamic
effects and used their results to measure the shear viscosity of the electron liquid. Thanks to this
geometry the impact of the hydrodynamic effect is strong enough to reverse the sign of the measured
signal.
More recently authors of Ref. [12] performed an experiment that is conceptually more similar to
the original work of De Jong and Molenkamp but employed a channel with a constriction to maximize
hydrodynamic effects.
These two experiment dealt with the doped or Fermi Liquid (FL) regime. In Ref. [13] the hydrody-
namic behavior in the undoped, or Dirac Fluid (DF) regime is addressed. These authors measured a
violation of the Wiedemann-Franz law that they explained as a result of the separation of charge and
heat transport that happens in graphene near zero doping.
For the sake of completeness we finally mention another recent work dealing with hydrodynamic
transport in ultra-pure, quasi-2D, samples of PdCoO2 [14].
1.2.1 Hydrodynamic electron flow in high-mobility wires. The Gurzhi effect
The first evidence for hydrodynamic behavior of electrons in solid state dates back to the work by De Jong
and Molenkamp in semiconducting nanowires [8, 97, 98]. These authors demonstrated experimentally
for the first time the existence of the so-called Gurzhi effect [9, 10], that was predicted by Gurzhi more
than thirty years earlier.
The Gurzhi effect consist in a strongly non-monotonic behavior of the resistivity of a conducting
channel as a function of temperature that takes place when electrons in the channel enter the hydro-
dynamic regime. This effects arises because of the combined action of electron-electron (e-e) collisions
and boundary scattering. Here we describe the mechanism that gives rise to the Gurzhi effect and the
experiment used to probe it.
It is well known that electron-electron collisions can affect the current response of a bulk material
to a uniform external electric field only through umklapp processes. This happens because the quasi-
momentum of electron is conserved, up to a reciprocal lattice vector, during collisions.
In metals with a Fermi surface much smaller than the size of the Brillouin zone these processes are
irrelevant, since they require too much momentum, and the quasi-momentum is strictly conserved. In
this situation e-e collisions have no impact on the conductivity of an infinite sample.
However, as it has been demonstrated [8, 11], e-e collisions can have a dramatic effect on the resistivity
of a finite width channel. This can be qualitatively explained as follows. Let’s consider a 2D electron
channel of width W , much larger than the Fermi wavelength such that quantum interference effects can
be neglected and electrons can be regarded as semiclassical particles. We assume moreover that the
Fermi wavelength is in turn much larger than the lattice constant, as a consequence umklapp processes
are negligible. Electrons in this channel undergo three types of scattering: e-e scattering, momentum
relaxing collisions against defects, impurities and phonons, and scattering against the boundaries of
the channel. The first mechanism conserves both the electron number and momentum, the second
conserves particle number but relaxes momentum toward zero. This mechanism is the only responsible
for resistivity of wide channels. The last mechanism causes momentum losses when electrons scatter
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against the boundary of the samples, due to non-specular reflection. Let us consider for the moment e-e
and boundary scattering alone, leaving aside bulk momentum-relaxing collisions.
The frequency of e-e collisions is quantified by the Knudsen number [99] K = `ee/W where `ee is the
average distance traveled by an electron between e-e scattering events. Based on this number we can
distinguish two transport regimes: the Knudsen, or ballistic, regime when K & 1 and e-e collisions are
rare, and the Gurzhi or hydrodynamic regime when K . 1 and collisions are frequent. Electron-electron
scattering acts in two very different ways in these two regimes.
In the Knudsen regime current (or momentum) is carried mainly by electrons traveling with a small
angle with respect to the channel axis. These electrons travel long distances before losing momentum
in boundary collisions. In this regime the main impact of e-e consists in disrupting the trajectories of
electrons traveling at small angle making their collision against the boundaries more frequent. This
makes the resistivity grow with the rate of e-e collisions.
Conversely, in the Gurzhi regime current is carried mainly by electrons in the center of the channel
that are less prone to boundary collisions. In this regime an electron scatters many times against other
electrons before hitting the boundary. Electron-electrons collisions effectively screen the boundaries,
avoiding momentum losses for electrons flowing in the central part of the channel. In this situation
resistivity decreases when the e-e collision rate increases because the screening becomes more and more
effective. When the hydrodynamic regime is fully developed, i.e. when K  1, this effect can be described
as a decrease of the kinematic viscosity ν = vF`ee/4 when `ee becomes shorter, as explained in Sec. 2.2.4
of Chapter 2.
Electron-electron collisions rate strongly depends on the temperature, with collisions becoming more
frequent when temperature is raised. At low temperature `ee diverges as T
−2 ln(T ) making e-e scattering
ineffective. This happens because of the kinematic constraints on the phase space allowed for e-e collision
imposed by the sharp Fermi surface.
On these grounds we can expect the resistivity of the channel to be increasing with the temperature
in the low-temperature Knudsen regime, to reach a maximum when K ≈ 1 and then to decrease when
the temperature is further raised bringing the electrons in the hydrodynamic regime.
Considering momentum-relaxing collisions modifies this picture in two ways. First, they add a con-
tribution to the resistivity that is monotonically increasing with temperature, and, second, they help
establishing the local equilibrium, shifting the transition to the hydrodynamic regime to lower tempera-
tures. When bulk, momentum relaxing, collisions are taken into account the definition of the Knudsen
number K should be modified according to K = `tot/W , where `tot = (`
−1
ee + `
−1)−1, ` being the
mean-free-path for momentum-non-conserving collisions.
The resistivity contribution arising from momentum-relaxing collisions can be large, especially in
wide samples, and fast growing with temperature, completely obscuring the non-monotonic behavior of
the resistivity related to the Gurzhi effect. This is the reason why Gurzhi effect was so hard to observe,
and has been found only in very clean materials as the GaAs heterostructures used in Ref. [8], and in
ultra-clean encapsulated graphene samples, as shown in Ref. [11].
To see a clear signature of the Gurzhi effect it is necessary to minimize the resistivity contribution
arising from momentum-non-conserving collisions. The authors of Ref. [8] used two expedients to achieve
this result. First, they used an electrostatically defined channel in a 2D GaAs/AlGaAs heterostructure.
These structure host the cleanest electronic systems ever realized, with low-temperature mobilities ex-
ceeding 107 cm2/(V · s) [100, 101]. Second, they raised the temperature of the electron system only, by
driving an heating current, while keeping the lattice temperature low. This allows to sweep the elec-
tron temperature across the transition between the Knudsen and the Gurzhi regime while preventing
the momentum-relaxing scattering mechanism (especially phonon scattering), that depend mainly on
the lattice temperature, from growing too fast with the temperature. The electron temperature can be
directly measured as a function of the heating current by using two quantum point contacts on the sides
of the channel. Measured electronic temperatures are found to be as high as 40 K above the lattice tem-
perature. Similar results are shown in the Supplementary Material of Ref. [11] where h-BN encapsulated
graphene samples are used. No signature of Gurzhi effect is found in the resistivity data as a function
of the lattice temperature. However, when electrons are heated above the lattice temperature using a





Figure 1.5: (a) Dependence of the theromovoltage Vtrans ≡ V6 − V3 and of the difference between the
electron and the lattice temperature Te − T on the heating current I, for T = 1.5 K. The inset shows
the device geometry. (b) Differential resistance dV/dI of the same device as a function of the current
I for lattice temperatures T = 1.5, 4.4, 8.7, 10.4, 13.6, 17.3, 20.4, and 24.7 K. The top panel of the
inset is a magnification of the 1.5 K curve. The bottom panel is the corresponding theory result. The
Knudsen regime, i.e. the initial increase of the differential resistivity for small current is seen only in the
1.5 K in this sample. The Gurzhi regime, marked by a negative slope of the differential conductivity,
is preserved up to 13.6 K and originates a minimum in dV/dI [9]. For higher lattice temperatures the
sample is already in the phonon-dominated regime, even for small applied currents. Taken from Ref. [8]
(a)
(b)
Figure 1.6: (a) Resistivity of a sample of h-BN-encapsulated Single Layer Graphene as a function of
temperature for different carrier density. The resistivity grows smoothly with temperature as a con-
sequence of enhanced electron-phonon scattering, no Gurzhi-like anomaly can be seen. (b) Differen-
tial resistance measurements in a p-doped SLG sample with width W = 2.5 µm, carrier density is
n = −4 · 1011 cm2/(V · s). Measurements are taken with a probe current Iac = 50 nA in a four-probe
configuration with voltage probes separated by 8 µm. Curves are offset by 300 Ω for the sake of clarity.
Note the different temperature scale compared to Fig. 1.5-b. Here the positive initial slope associated
to the Knudsen regime is preserved up to 100 K, while the negative slope of the differential resistance
associated to the Gurzhi effect persists up to 300 K. Taken from Ref. [11]
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Figure 1.7: Experimental geometry used in Ref. [11]. One dimensional contacts to the graphene sheet [7]
are shown in green. A current I is injected from a side contact (yellow arrow on the top side of the Hall
bar) and drained from the large contact on the left of the bar. The voltage Vv is measured at a nearby
contact with respect to the grounded reference contact on the right of the Hall bar. The colorscale
shows the values of the electric potential calculated numerically using hydrodynamic equations for three
different values of the parameter Dν = 2.3, 0.7, and 0 µm (from top to bottom). Corresponding
streamlines of the current are also shown, their color changes from black (low current intensity) to white
(high current intensity). Adapted from Ref. [11].
1.2.2 Negative local resistance caused by viscous electron backflow in
graphene
In the experiments of Ref. [11] electron hydrodynamics is addressed by using a special measurement
geometry that amplifies effects of the shear viscosity. A viscous flow can lead to vortices appearing in the
spatial distribution of the steady-state current. Such ‘electron whirlpools’ have a spatial scale Dν =
√
ντ ,
which depends on electron-electron scattering through the electron liquid kinematic viscosity ν and on
the electron system’s quality through τ , the scattering time for momentum-non-conserving collisions.
To detect the whirlpools, electrical probes should be placed at a distance comparable to Dν . By using
single- and bi-layer graphene (SLG and BLG, respectively) encapsulated between boron nitride crystals,
Dν of 0.3 − 0.4 µm could be reached thanks to high viscosity of graphene’s Fermi liquid and its high
carrier mobility even at high T . For ν = 0.1 m2s−1, as estimated in [102], and τ = 1.5 ps (as extracted
by resistivity measurements), we find Dν ≈ 0.4 µm.
Such large Dν , unique to graphene, still necessitates submicron resolution to probe the electron
backflow. To this end, multiterminal Hall bars with narrow (≈ 0.3 µm) and closely spaced (≈ 1 µm)
voltage probes were fabricated. All the devices were first characterized in the standard geometry by
applying a current I along the main channel and using side probes for voltage measurements. At liquid-
helium temperature, the devices exhibited µ = 1 − 5 · 105 cm2 · V−1 · s−1 over a wide range of carrier
concentrations n ≈ 1012 cm−2, and µ remained above 5 · 104 cm2 ·V−1 · s−1 up to room T . Such µ allow
ballistic transport with ` > 1 µm at T < 300K. On the other hand, at T ≥ 150 K `ee decreases down to
0.1 − 0.3 µm over the same range of n. This allows the essential condition for electron hydrodynamics
(1.13) to be met.
Viscosity has little effect on resistivity in the conventional longitudinal geometry, essentially because
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Figure 1.8: Vicinity resistance maps. (a and b) Rv(n, T ) for SLG and BLG, respectively; the same
color coding for the Rv scale. The black curves indicate zero Rv. For each n away from the CNP,
there is a wide range of T over which Rv is negative. W = 2.5 µm and L = 1 µm for the SLG device;
W = 2.3 µm and L = 1.3 µm for the BLG one. All measurements presented for BLG were taken with
zero displacement between the graphene layers. Taken from Ref. [11]
the flow in this geometry is uniform whereas the total momentum of the moving Fermi liquid is conserved
in electron-electron collisions. This allows to extract τ directly from four-point resistivity measurements.
The only evidence for hydrodynamics found in the longitudinal geometry was the Gurzhi effect
that appeared as a function of the electron temperature controlled by applying large I, similar to the
observations of Ref. [8], as shown in Fig. 1.6-b.
To reveal hydrodynamic effects the geometry depicted in Fig. 1.7 was used. In this case I is injected
through a narrow constriction into the graphene bulk, and the voltage drop Vv is measured at the nearby
side contacts located at the distance L ≈ 1 µm away from the injection point. To distinguish from the
proper nonlocal geometry [103], the linear-response signal measured in this geometry is dubbed “vicinity
resistance”, Rv = Vv/I. The idea is that, in the case of a viscous flow, whirlpools emerge as shown
in Fig. 1.7, and their appearance can then be detected as sign reversal of Vv, which is positive for the
conventional current flow (Fig. 1.7-c) and negative for viscous backflow (Fig. 1.7-a-b). The relation
between the appearing of a current vortex and a negative Vv is discussed in details in [104] and in
Chapter 2 of this Thesis.
Figure 1.8 shows maps of Rv for a SLG and a BLG device as a function of carrier density n and
temperature T , other SLG and BLG devices, (for a total of seven different devices with W ranging
from 1.5 to 4 µm) exhibited similar behavior. Away from the Charge Neutrality Point (CNP), Rv is
indeed negative over a wide range of intermediate T . The two Fermi liquids exhibited somewhat different
behavior reflecting their different electronic spectra but Rv was negative over a large range of n and T for
both of them. The same anomalous vicinity response is also be observed following the recipe of [8] and
using the current I to increase the electron temperature. In this case, Vv changed its sign as a function
of I from positive to negative to positive again, reproducing the behavior of Rv with increasing T of the
cryostat.
Comparing Figs. 1.8 and 1.6, it is clear that the vicinity geometry strongly favors the observation of
hydrodynamics effects so that the measured vicinity voltage changed its sign whereas in the standard
geometry the same viscosity led only to relatively small changes in dV/dI. The magnitude of negative
Rv is also found to decay rapidly with L, in agreement with the finite size of electron whirlpools.
Negative resistances can in principle arise from other effects such single-electron ballistic transport
or quantum interference. The latter contribution is easily ruled out because quantum corrections rapidly
wash out at T > 20 K and have a random sign that rapidly oscillates as a function of magnetic field.
Also, performing numerical simulations using the Landauer-Büttiker formalism and the realistic device
geometry [105] it can be shown that no negative resistance could be expected for the vicinity configuration
in zero magnetic field.
Moreover the authors provided even more solid experimental evidence that the observed negative
resistance cannot be attributed to ballistic effects.
First, the dependencies of the negative vicinity signal on T , n, I and the device geometry allowed
to unambiguously rule out any such contribution. For example, the single-electron ballistic phenomena
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should become more pronounced for longer ` (that is, with decreasing T and with increasing n), in stark
contrast to the non-monotonic behavior of Vv.
Second, as a final proof, devices with a narrow cut between the injection contact and the vicinity
voltage probe were fabricate. The cut screens the vicinity contact from the current whirlpool but does
not screen electrons reflected from the opposite side of the device. In these devices no negative vicinity
resistance was observed, in agreement with the prediction of hydrodynamics.
For experimentally relevant values of Dν , a vortex appears in the vicinity of the current-injecting
contact. This is accompanied by the sign reversal of Vv at the vicinity contact on the right of the injector,
which is positive in Fig. 1.7-c (no viscosity) but becomes negative in Figs. 1.7-a and b. Because both ν
and τ decrease with increasing T , Dν also decreases, and stray currents start to dominate the vicinity
response at high T . This explains why RV in Fig. 1.8 becomes positive close to room T , even though
the hydrodynamic description has no high temperature cutoff. On the other hand, at low T the electron
system approaches the Knudsen regime and our hydrodynamic description becomes inapplicable because
`ee ≈ W . In the latter regime, the whirlpools should disappear and Rv become positive, in agreement
with the experiment and numerical simulations based on the Landauer-Büttiker formalism.
Details of predictions of hydrodynamic theory for the vicinity resistance in this geometry are discussed
in Chapter 2 and in Ref. [96] based on a fully analytical theory. In brief, current I injects vorticity at
the source contact, which then exponentially decays over the length scale Dν . The final result can be
expressed as a quadratic relation between Dν and Rv in the form





where a and b are numerical coefficients dependent only on the measurement geometry and boundary
conditions, b describes the Ohmic contribution from stray currents, and σ0 is the conductivity inferred
from four-point resistance measurements. For the specific device in Fig. 1.7, numerical simulations
including all details of the sample geometry yield a = −0.29 µm−2 and b = 0.056 (a = −0.29 µm−2 and
b = 0.059 are obtained using the fully analytical theory in Chapter 2). This allows to estimate Dν(n, T )
from measurements of Rv.
For the known τ and Dν , it is possible to find ν. The results are plotted in Fig. 1.9 for the same
SLG and BLG devices as in Fig. 1.8. It shows that, at carrier concentrations n ≈ 1012 cm−2 the Fermi
liquids in both SLG and BLG are highly viscous with ν ≈ 0.1 m2s−1. For the sake of comparison,
liquid honey has typical viscosities of ν ≈ 0.002 − 0.005 m2s−1. Figure 1.9 also plots results of fully-
independent microscopic calculations of ν(n, T ), which were carried out by extending the many-body
theory of Ref. [102] to the case of 2D electron liquids hosted by encapsulated SLG and BLG. Within
the range of applicability of this analysis in Fig. 1.9 (n ≈ 1012 cm−2), the agreement in absolute values
of the electron viscosity is good, especially taking into account that no fitting parameters were used in
the calculations. Because the strong inequality `ee  ` required by the hydrodynamic theory cannot
be reached even for graphene, it would be unreasonable to expect better agreement. In addition, this
analysis does not apply near the CNP because the theory neglects contributions from thermally-excited
carriers, spatial charge inhomogeneity and coupling between charge and energy flows, which can play a
substantial role at low doping [42, 87, 106].
1.2.3 Super-ballistic flow of viscous electron fluid through graphene constric-
tions
As explained before, electron-electron collisions do not affect the resistance of a bulk sample, and affect
the resistance of a channel of finite width W only in cooperation with boundary scattering. For a sample
with perfectly specularly reflecting edges electron-electron collisions become irrelevant, even for a finite
W .
To enhance hydrodynamic effects it is necessary to use a different geometry featuring a non uniform
flow pattern irrespective of the edge scattering. The first attempt in this sense was done by authors of
Ref. [11] that suggested the “vicinity geometry” measurements.
Recently, Krishna Kumar et al. [12], elaborated on this idea and proposed a different geometry based
on a channel with a constriction of width w. Here we describe briefly their findings.
A Point Contact PC is a narrow constriction between two wide conducting regions [107]. The shape




Figure 1.9: Viscosity of the Fermi liquids in graphene. (a and b) Solid curves: ν extracted from the
experiment for SLG and BLG, respectively. Dashed: Calculations based on many-body diagrammatic
perturbation theory [102] (no fitting parameters). The grey-shaded areas indicate regions around the
CNP where the hydrodynamic model is not applicable. Taken from Ref. [11]
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(a) (b)
Figure 1.10: (a) Optical micrography of one of the devices used in Ref. [12]. The white scale bar is 5 µm.
The left region is used to characterize the bulk resistivity of the sample by four-point measurements.
The width of the point contacts varies from 1.2 µm (left) to 0.1 µm (right). (b) Schematic of viscous
flow through a constriction. Taken from Ref. [12].
conductance of a PC is given by the Sharvin formula [108, 107], that is derived by counting the ballistic









where w is the width of the constriction and n is the electron density. All the PC studied in Ref. [12] are
in the classical regime kFw  1 in which a large number of channels is available for conduction and no
conductance quantization effect is expected. As shown in Fig. 1.11-a the low-temperature value of the
PC resistance is well captured by Sharvin formula.
Experimental data in Fig. 1.11-a display a non-monotonic behavior of the PC resistance as a function
of temperature with Rpc reaching a minimum around 100 K. The minimum value of Rpc is lower than the
ballistic prediction of the Sharvin formula, that represent the maximum conductance for non-interacting
electrons. This super-ballistic behavior is therefore attributed to interactions.
The presence of this minimum can again be explained in terms of Gurzhi effect [9, 10]. Raising
the temperature e-e collision establish a local equilibrium and the electron flow organizes itself into low
velocity streams that flow near the boundary protecting the high-velocity current-carrying stream that
flows in the center of the constriction from boundary scattering (Fig. 1.10).
A quantitative theory of Gurzhi effect in this geometry can be found in [109, 110]. The conductance









To take into account the transition between ballistic and hydrodynamic regime and the impact of
momentum-non-conserving electron-phonon collisions the resistance of the PC can be expressed as [110]
Rpc = (Gb +Gv)
−1 + bρxx. (1.17)
Here ρxx is the resistivity inferred by four point measurements in the unpatterned region of the sample,
while b is a numerical coefficient that is found by solving the Poisson equation in the actual device
geometry.
The above expression with Gb given by the Sharvin formula 1.15 and Gv given by 1.16 can be used
to obtain the value of the electron liquid viscosity. The result is shown in Fig. 1.11-b. The agreement
with calculations based on many-body theory [102] is remarkable.
1.2.4 Observation of the Dirac fluid and the breakdown of the Wiedemann-
Franz law in graphene
All the original results of this Thesis focus on the doped, or Fermi Liquid (FL), regime, where the
chemical potential is larger than both the thermal energy kBT and the characteristic energy of the
disorder-induced chemical potential fluctuations [80, 111, 112, 113].
However, another interesting hydrodynamic theory can be developed to describe the undoped regime
where the thermal energy is larger than both the average value chemical potential and the amplitude of
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(a) (b)
Figure 1.11: (a) Rpc(T ) for a 0.5 µm constriction at representative carrier densities. Dots: Experimen-
tal data. Horizontal lines: Ballistic resistance given by Sharvin formula. Dashed curves: Theoretical
prediction for a viscous electron fluid, using simplified expressions for the temperature dependence of
e-e and electron-phonon scattering T−2 and T−1, respectively. (b) T dependence of the e-e scattering
length found as `ee = 4ν/vF (symbols) for n = 10
12 cm−2 and w ≈ 0.5 µm. Red curve: Microscopic
calculations of `ee [102]. Inset: ν(T ) on a log-log scale. The data are from the main panel and color-coded
accordingly. The dashed line indicates the T−2 dependence. Taken from Ref. [12].
its fluctuation. In this regime electrons and holes are present together, as a result of thermal excitation,
and form an electron-hole plasma, also known as Dirac Fluid (DF).
This regime is particularly suitable for an hydrodynamic description, because carriers are expected
to collide very frequently [114], but the large density fluctuations induced by poorly screened external
impurities complicate the theoretical analysis and the interpretation of experimental results.
For generic doping an hydrodynamic theory of transport in graphene must be formulated in terms
of three independent currents [113]: the electric current, the energy current, and the particle imbalance
current, as carefully explained in Refs. [87, 88]. In the FL regime studied in this Thesis all these three
currents are proportional and transport can be described using a one-fluid model.
Another simplification happens exactly at the Dirac point. In this case the energy and particle
imbalance currents are proportional and the system can be described using a two-fluids model.
The decoupling between charge and energy flow when passing from the FL to the DF regime is the
key point to understand the experimental observations by Crossno et al. [13].
In the FL regime, where charge and energy current are proportionals, the electrical and (electronic)







where ke is the electronic thermal conductivity, σ is the electrical conductivity, T is the temperature,
and L0 is the Lorenz number that depends only on fundamental constants. This strong prediction of the
Fermi liquid theory has been verified in many different setups and has been shown to be very robust.
However, in the DF regime this prediction is violated. Authors of Ref. [13] measured independently
the electrical and thermal conductivity of an ultra-clean graphene sample and found large violations of
the WF law, with ke being as high as twenty times the value predicted by the WF law. Figure 1.12 shows
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Figure 1.12: Lorenz number anomaly as a function of electron density and temperature. Taken from
Ref. [13].
by the WF law.
The reason behind this striking violation is the following [116, 42]. The Dirac Fluid is made up of
electrons and holes. If an electric field is applied electrons and holes are pushed in opposite directions.
Collisions between electrons and holes generate a friction that manifests itself in an electron-electron
contribution to the resistivity even in bulk samples. Conversely, if a temperature gradient is applied,
electrons and holes move in the same direction resulting in no electron-hole friction. By this mechanism
thermal conductivity is enhanced with respect to electric conductivity and produces a Lorenz ratio higher
than the WF prediction.
1.2.5 Evidence for hydrodynamic electron flow in PdCoO2
Hydrodynamic electron flow in solid state requires electron-electron collisions to be much faster than
momentum-non-conserving collisions with phonons and impurities. It is therefore natural to look for
signatures of hydrodynamic behavior in ultra-high quality materials.
Beside GaAs heterostructures [100, 101] used in [8] and hBN-encapsulated graphene used in [11, 12,
13], also Palladium cobaltate hosts a very high-quality electron system. Moll et al. [14] found evidences
of hydrodynamic electron transport in ultra-pure samples of PdCoO2.
PdCoO2 is a layered material with a remarkably simple electronic structure with only one band
crossing the Fermi level [117]. Its conduction properties are strongly anisotropic, with a ratio between
the in-plane and out-of-plane conductivities as high as 103 [118]. Its resistivity saturates around 15 K to
its low temperature value that can be, in the best samples, as low as 10−8 Ω ·cm [117]. Comparison of the
mean-free-path extracted from the resistivity, that is sensitive only to processes that relax momentum,
to the mean-free-path extracted from the analysis of de Haas-van Alphen oscillation, that is sensitive
to all scattering processes, shows that momentum-relaxing collisions are indeed slower than momentum-
conserving processes [117].
In Ref. [14] two experiments were made to highlight hydrodynamic effects. First, the resistivity of
thin wires was measured as a function of the wire width by successively etching the wire by Focused Ion
Beam etching, to reduce progressively the wire width.
Second, Shubnikov-de Haas oscillations were observed in a meander-shaped sample.
An increase of the resistivity is observed when the wire is thinned down from a width of 60 µm to a
width of 0.7 µm.
Combining the results of the two experiments provided convincing evidence that the increase of
resistivity can be attributed to the viscous flow trough a narrow channel.
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1.3 Experimental evidence for long-lived plasmons in graphene
Plasmons are collective charge density oscillations [35, 119] that occur in metals and doped semiconduc-
tors at frequency higher than the single-particle intraband excitation frequency. They are sustained by
the Coulomb repulsion between electrons that tends to restore charge neutrality when a inhomogeneity
is introduced in an electron system.
Bulk and surface plasmons in ordinary, highly-conductive, three dimensional metals, like copper,
aluminum or noble metals, have been known for a very long time [120] and have been probed using
different optical techniques [121, 122, 123] and electron energy-loss experiments [124].
The availability of 2D electron systems in semiconductor heterostructures [100, 101] and on the surface
of liquid He3 [125] sparked the experimental [125, 126, 123] and theoretical [127, 128, 129, 130, 131, 132]
interest for plasmons and magnetoplasmons in these systems.
More recently surface-plasmons in metals (and surface-plasmon polaritons, resulting from the hy-
bridization of surface plasmons with photons) have been used in a variety of applications ranging from
lasers waveguides [133] to biosensors [134] and quantum-information [135], establishing plasmonics as an
independent research field [136].
It is therefore no surprise that when truly 2D (i.e. one or few atom thick) materials became available
they were considered as a new interesting plasmonic platform. Graphene plasmons [50, 137, 138] in
particular attracted a lot of attention because they can be used to confine light on a length much smaller
than the free-space wavelength [139], they can travel long distances [18], and can enhance the optical
absorption of graphene from the ≈ 2.3% value due to interband absorption to nearly 100% in patterned
graphene structures [140, 141], improving the efficiency of graphene-based photodetectors [142] and
photovoltaic devices.
In this Section we give a brief introduction to Graphene Plasmons (GPs) focusing on the experimental
techniques used to probe GPs. These fall into two main categories: far-field techniques and near-field
techniques. We discuss advantages and drawbacks of both types of methods but we focus in particular
on the scattering-type Scanning Near Field Optical Microscope (s-SNOM) because it is the most relevant
technique for the plasmon scattering experiments discussed in Chapter 3.
The simplest model for graphene plasmons, that considers only the intraband optical conductivity
(First term in Eq. 1.8) and neglects interband transitions, non-local effects, retardation effects, and
damping, predicts a dispersion relation for plasmons in graphene encapsulated between two uniform






where q is the in-plane plasmon wavevector and ε̄ is the average dielectric constant of the media under-
neath and above the graphene flake. The
√
q dependence of the plasmon frequency is common to every
2D electron system. The carrier density dependence ωpl(q) ∝ n1/4, is instead peculiar of graphene, and
different from the ωpl(q) ∝ n1/2 dependence in parabolic-band 2D electron systems [35].
In the range of wavevectors where Eq. 1.19 is valid the plasmon dispersion falls well below the photon
dispersion ω = cq (the hybridization of plasmons with photons that occurs when the plasmon dispersion
approaches the light cone is discussed in Appendix A). This means that for a given frequency plasmons
have a larger wavevector, or equivalently a shorter wavelength, than the corresponding photon.
The capacity of shrinking light is quantified by the compression factor β ≡ λ0/λpl, where λ0 is the
photon wavelength and λpl is the plasmon wavelength. Values of β as high as 150 have been achieved
using graphene plasmons [18].
This difference in wavelength is interesting from the point of view of application because it allows to
shrink the size of optoelectronic components (a concrete example of a phase modulator with a footprint
of only 350 nm operating on a wavelength of 10.6 µm [19] is discussed in Chapter 3) and to concentrate
energy in small volumes, but forbids direct excitation of plasmon using photons because of wavevector
mismatch.
All the techniques discussed in the following use a different method to overcome the wavevector
mismatch.
Plasmons as collective modes of a many-body system have a finite lifetime. Mathematically this is
represented by a positive imaginary part of the frequency ωpl(q). Another important figure of merit for
plasmons is their lifetime τp(q) ≡ /(2=m[ωp(q)]) or, equivalently, the inverse damping ratio γ−1p (q) ≡
<e[ωp(q)]/(2=m[ωp(q)]) [17]. Lifetime of plasmons in graphene is limited by different factors [144]:
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Figure 1.13: Comparison of confinement factors β and inverse damping ratios γ−1 for different two
dimensional materials. Corresponding values for a 1 nm gold film are shown for comparison. Taken from
Ref. [152]
interaction with disorder [145], phonons [146, 147], and intrinsic many-body effects [148]. Plasmons in
samples deposited on a substrate or encapsulated between dielectrics can also suffer from losses due to
energy absorption in the surrounding dielectrics [52].
Even if it is not rigorously possible to identify the plasmon lifetime τp(q) with the d.c. transport
time τ extracted from mobility measurements [7] the two quantities are typically of the same order of
magnitude, since they are limited by the same physical mechanisms [145, 147].
Typically there is a trade-off between compression β and lifetime γ−1. Very long lifetimes are pos-
sible near the light cone where the modes are essentially photon-like, but this comes at the price of
compression factors β only slightly larger than unity. Figure 1.13 shows the values of β and γ−1 for
different two-dimensional materials as a function of frequency. These data highlight the potentiality of
2D materials to outperform conventional metals as plasmonic materials for many optoelectronic [149, 19]
and biosensing [150, 151] applications.
1.3.1 Graphene plasmons in far-field experiments
Graphene plasmons are not visible in transmission or reflection experiments of uniform samples. This
happens because translational invariance forces momentum conservation and the plasmon and photon
wavevectors are very different. The transmission spectrum of an unpatterned graphene sample is therefore
dominated by the Drude peak at low frequencies and by the constant interband absorption at frequencies
greater than twice the Fermi energy (see Eq. 1.9 and Appendix A).
To study graphene plasmons using far-field radiation it is necessary to couple the radiation to plas-
mons. This can be done using prism coupling [153] in the Otto configuration [121] (the Kretschmann
configuration is not suitable for strictly 2D materials), that allows an increase of photon wavevector up
to a factor n, where n is the refracting index of the prism. Prism-coupling has been used to probe TE
modes in graphene [154, 155] and to build very sensitive Attenuated Total Reflection biosensors [150].
This technique has the advantage of requiring no fabrication or patterning process on the material under
study but it is intrinsically limited to the study of modes with wavevectors smaller than nω/c.
Alternatively one needs to break translational invariance. The simplest way to do it consists in
introducing a periodicity in one direction. This can be done by using a grating [156] or by patterning the
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graphene itself [15, 141]. In a structure with linear periodicity a the wavevector needs to be conserved
only up to an integer multiple of 2π/a, allowing coupling to the plasmons. The simplest example of
a periodic structure is an array of graphene nanoribbons. This has been used in Ref. [15] to probe
plasmonic resonances and their tunability with the gate voltage. This technique allows to probe high
momentum plasmons using sufficiently narrow ribbons. The main disadvantage is that it requires a
nanofabrication step. This introduces defects in the graphene sheet. Moreover the inaccuracy on the
ribbons width (that must be of the same order of the plasmon wavelength, typically around 100 nm)
introduces inhomogeneous broadening of the plasmon resonances.
1.3.2 Plasmons in near-field experiments. The s-SNOM technique
A more modern approach, that is also more relevant for this Thesis, consists in using the scattering-
type Scanning Near Field Optical Microscope [16, 17, 157, 18, 158, 159, 160]. In this technique the
required momentum to couple plasmons to light is provided by the sharpness of a metalized Atomic
Force Microscope (AFM) tip. Since the radius of the tip is a ≈ 10 nm ths s-SNOM technique is able to
probe plasmons at wavectors up to ≈ 1/a ≈ 106 cm−1.
The experimental setup works as following. A laser beam of the desired frequency is focused by
a parabolic mirror on a metalized tip of an AFM. The sharpness of the tip locally enhances the field
(around a factor 20) and provides the momentum to excite plasmons. Plasmons are therefore launched
around the tips as cylindrical waves. These are reflected back by the boundaries of the sample toward
the tip, part of the scattered field is reflected back by the tip and recollected by the parabolic mirror.
The amplitude and phase of the scattered signal are then measured at the same time using pseudo-
heterodyne detection. The latter employs a beam-splitter, a vibrating mirror, and a photodetector in
the configuration shown in Fig. 1.14.
Moving the s-SNOM tip across the sample allows to obtain a real-space image of the propagating
plasmons [17, 16, 18], with a resolution limited only by the tip radius, and to measure their wavelength








Figure 1.14: Schematic of the s-SNOM setup. The incoming beam path is represented in red, the
scattered beam is represented in green, while the reference beam used for the pseudo-heterodyne detection
is represented in blue.
acting as antennas [157, 19], and the tip is used only for detection.
Another interesting way of using the s-SNOM to study plasmon consists in using photocurrent
nonoscopy [158, 159, 160]. In this case the tip is used to launch plasmons and is scanned across the
device and the induced photocurrent between two regions of the sample having different elecronic den-
sity is measured.
Photocurrent maps can be acquired at the same time of the optical signal map and of the AFM
topography. The three technique provide complementary information that allow a better characterization






Transport in systems with many particles (such as gases and liquids) undergoing very frequent inter-
particle collisions has been studied for more than two centuries and is described by the theory of hy-
drodynamics [73]. In the hydrodynamic regime, transport is described by [73] three non-linear partial-
differential equations—the continuity, Navier-Stokes, and energy-transport equations—reflecting the con-
servation of mass, momentum and energy, respectively. The Navier-Stokes equation contains three
transport coefficients [73]: the shear viscosity, η, which describes friction between adjacent layers of fluid
moving with different velocities, and the bulk viscosity, ζ, which describes dissipation arising in a liquid
due to homogeneous compression-like deformations, and the Hall viscosity ηH [161, 162, 163, 164] that
controls a non-dissipative term in the viscous stress tensor that is allowed when time-reversal invariance
is broken. The energy transport equation contains the thermal conductivity κ, which describes dissipa-
tive heat flow between regions with different temperatures. These coefficients quantify the tendency of
the liquid to restore a homogeneous state in response to a velocity or thermal gradient: they therefore
control the magnitude of non-local contributions to the linear-response functions of the liquid.
Recent years have witnessed a tremendous interdisciplinary interest in the hydrodynamic flow of
strongly interacting quantum fluids. This interest was sparked by a series of results [165], which were
obtained via the anti-de Sitter/conformal field theory (AdS/CFT) correspondence, for the shear viscosity
of a large class of strongly interacting thermal quantum field theories. These efforts culminated in
2005 when it was conjectured [166] that all quantum fluids obey the following universal lower bound:
η/s ≥ ~/(4πkB), where s is the entropy density. Note that this bound does not contain the speed of
light, thereby explaining why the conjecture was extended also to non-relativistic quantum field theories.
Fluids that saturate this bound have been dubbed “nearly perfect fluids” (NPFs) [167], i.e. fluids that
dissipate the smallest possible amount of energy and satisfy the laws of hydrodynamics at distances as
short as the inter-particle spacing. Currently, two laboratory systems come closest to saturating the
AdS/CFT bound: i) the quark-gluon plasma [168], which is created at Brookhaven’s Relativistic Heavy
Ion Collider and at CERN’s Large Hadron Collider by bashing heavy (e.g. gold and lead) ions together
and ii) ultracold atomic Fermi gases [169, 170] (such as 6Li) close to a Feshbach resonance. Although
mathematical counterexamples have appeared in the literature [171], there are no known experimental
violations of the AdS/CFT bound.
Our work is motivated by the following questions: Do electron liquids display hydrodynamic behavior?
If so, how can it be experimentally proven that the electron system has entered the hydrodynamic
transport regime? Once in the hydrodynamic regime, how can the shear and Hall viscosity of an electron
liquid be measured in a solid-state device? Can an electron liquid in a solid-state device be a NPF?
This chapter is organized as follows. In Sect. 2.1 we derive the hydrodynamic equations for a (2D)
electron fluid, and the corresponding boundary conditions, starting from the semiclassical Boltzmann
equation. In Sect. 2.2 we apply the hydrodynamic equations to different geometries with the aim of
finding an experimental signature of the hydrodynamic transport regime and establishing an experimental
protocol to measure the shear viscosity of the electron liquid. In Sect. 2.3 we do the same in the presence
of an external, perpendicular, magnetic field with the aim of accessing experimentally the Hall viscosity
in the regime of weak magnetic fields.
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2.1 Derivation of the linearized hydrodynamic equations from
the semiclassical Boltzmann equation
For sufficiently long-wavelength (λ  2π/kF) and low-frequency (ω  2EF/~, where EF is the Fermi
energy) perturbations, the response of a 2D electron system can be described by using the semiclassical
Boltzmann equation [172]:
[∂t + vp · ∇p + F (r,p, t) · ∇r]f(r,p, t) = S{f}(r,p, t) , (2.1)
where vp ≡ ∇pεp is the electron velocity, εp being the band energy, F (r,p, t) = −e[E(r, t) + vp ×
B(r, t)/c] is the total force acting on electrons, B(r, t) = ẑB(r, t) being the external magnetic field, and
S{f}(r,p, t) is the collision integral. The latter describes all types of electron collisions, i.e. electron-
electron, electron-phonon, and electron-impurity collisions.
We solve Eq. (2.1) by using the following Ansatz:
f(r,p, t) = f0(εp)− f ′0(εp)F(r, θp, t) , (2.2)
where f0(ε) = {exp[(ε− µ̄)/(kBT )] + 1}−1 is the equilibrium Fermi-Dirac distribution function, f ′0(ε) is
its derivative with respect to the energy ε, and θp is the polar angle of the vector p.
Retaining only terms that are linear with respect to F(r, θp, t), assuming a uniform and static mag-
netic field, and Fourier transforming with respect to time, we obtain the following equation for F(r, θp, ω):
−iωF(r, θp, ω)+vp · [∇F(r, θp, ω) + eE(r, ω)]+ωc∂θpF(r, θp, ω) = Sel{F}(r, θp, ω)+See{F}(r, θp, ω) .
(2.3)
Here E(r, ω) is the total electric field, i.e. the sum of the external field and the field generated by the
electron distribution itself (the Hartree self-consistent field), ωc = eB/(mc) is the cyclotron frequency,
m ≡ pF/vF is the effective mass, pF and vF being the Fermi momentum and velocity, respectively, Sel{f}
describes momentum non-conserving collision with phonons and impurities, and, finally, See{f} is the
electron-electron collision integral.
We now introduce the Fourier decomposition of the distribution function F(r, θp, ω) with respect to
the polar angle:
F(r, θp, ω) =
+∞∑
n=−∞
Fn(r, ω)einθp , (2.4)





e−inθpF(r, θp, ω) . (2.5)
The lowest-order Fourier coefficients are directly related to simple physical quantities. For example, F0
describes an isotropic dilatation or contraction of the Fermi circle, i.e. a density perturbation
n(r, ω) ≡
∫
dp[f(r,p, ω)− f0(εp)] = N0F0(r, ω) , (2.6)
where N0 is the density of states at the Fermi energy.








F−1(r, ω) + F1(r, ω)
iF1(r, ω)− iF−1(r, ω)
)
. (2.7)
The coefficients F±2 describe an elliptic deformation of the Fermi surface, and are related to the
trace-less part of the stress tensor:
T (r, ω) ≡
∫
















Here, I is the 2 × 2 identity matrix and τi with i = x, y, z are ordinary 2 × 2 Pauli matrices acting
on Cartesian indices. Higher-order coefficients describe deformations of the Fermi surface with a more
complicated angular dependence.
Following Ref. [110], we approximate the collision integrals in Eq. (2.3) with the simplest possible
expression, which is linear in the coefficients Fn and respects relevant conservation laws. The collision
integral Sel{F}(r, θp, ω) respects particle number conservation and is described by the phenomenological
time scale τ . Its form is
Sel{F}(r, θp, ω) = −
1
τ
[F(r, θp, ω)−F0(r, ω)] . (2.9)
The electron-electron collision integral should instead respect both particle number and momentum
conservation and is described by the parameter τee. It reads as following [110, 8]
See {F} (r, θp, ω) = −
1
τee
F(r, θp, ω) +
1
τee
[F0(r, ω) + F1(r, ω)eiθp + F−1(r, ω)e−iθp
]
, (2.10)
where we impose a single relaxation rate due to the e-e interaction for all non-conserved harmonics, i.e.
Fn(r, ω) with |n| > 1.
Multiplying Eq. (2.3) by e−inθp and averaging over the angle we get a hierarchy of equations for the
moments of the distribution function:
− iωFn(r, ω) +
vF
2




[Ex(r, ω) (δn,1 + δn,−1)− iEy(r, ω) (δn,1 − δn,−1)] + inωcFn(r, ω) =
− 1
τee
[Fn(r, ω)−F0(r, ω)δn,0 −F1(r, ω)δn,1 −F−1(r, ω)δn,−1]−
1
τ
[Fn(r, ω)−F0(r, ω)δn,0] .
(2.11)
Setting n = 0 in Eq. (2.11) leads to the continuity equation:
− iωn(r, ω) +∇ · J(r, ω) = 0 . (2.12)
The two equations for n = ±1 can be combined to give the Navier-Stokes equation
− iωJ(r, ω) + 1
m




E(r, ω) + ωcJ(r, ω)× ẑ = −
1
τ
J(r, ω) . (2.13)
To obtain a closed set of equations we truncate the series of equations (2.11) neglecting all the coefficients
Fn with |n| ≥ 3. By doing this we are able to close the equations for n = ±2 and we obtain
F±2(r, ω) = −
vF
2





− iω ± 2iωc
. (2.14)
Replacing this result into the expression for the stress tensor (2.8) leads to
T (r, ω) =
B
n̄










is the bulk modulus [35] of the electron liquid, while the viscous stress tensor is given by
σ′(r, ω) =mν(ω)
(
∂xJx − ∂yJy ∂xJy + ∂yJx
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. (2.17)
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Defining ν0 = v
2
Fτeeτ/[4(τee + τ)], one immediately reaches Eqs. (2.116) and (2.117) for the magnetic-
field-dependent dc viscosities.
2.1.1 Derivation of the boundary conditions for the linearized hydrodynamic
equations
In this Section we present a brief derivation of the hydrodynamic Boundary Conditions (BCs) in Eq. (2.53-
2.55-2.125) for the components of the fluid-element current J , starting from simple BCs [173] for the
Boltzmann distribution function.
Let us consider a portion of the boundary located at position r0 and a local “reference system” defined
by the vectors êt and ên introduced in Sect. 2.3.1. We denote by θ0 the angle between the tangent vector
êt and the x̂ direction. The distribution F(r0, θ, ω) represents the density of carriers impinging from the
bulk on the boundary if θ0 < θ < θ0 + π, while it represents the density of carriers scattered from the
boundary into the bulk for θ0 − π < θ < θ0. The density of scattered particles is related to the density
of impinging particles by
F(r0, θ + θ0, ω) =
∫ π
0
dθ′r(θ, θ′)F(r0, θ′ + θ0, ω) , (2.22)
where r(θ, θ′) is the probability for a particle impinging with an angle θ′ with respect to the boundary













1/2 if n = 0
0 if n even


















r0m = u−m . (2.26)
Consistently with the procedure followed in deriving the hydrodynamic equations (see Section 2.1), we
neglect all the contributions stemming from Fn with |n| > 2. Setting n = 0 in Eq. (2.23) and making
use of Eq. (2.26) yields
eiθ0F1(r0, ω)− e−iθ0F−1(r0, ω) = 0 . (2.27)
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Noting that




eiθ0F1(r0, ω)− e−iθ0F−1(r0, ω)
]
, (2.28)
we can rewrite Eq. (2.27) as
ên · J(r0, ω) = 0 . (2.29)

































+ r21 + r2−1
)
eiθ0F1 + r20F0 + r2−2e−2iθ0F2 = 0 . (2.31)
In what follows we use a simple one-parameter model for the scattering probability [173], which consists
in the linear superposition of specular reflection with probability p and diffuse reflection with probability
1− p. This reads





rmn = pu−n−m + 2(1− p)u−nu−m . (2.33)


























ieiθ0F1(9π2 − 48− 16p)
6π(p+ 1)
. (2.36)
Using this solution and noting that








êt · J(r0, ω) = N0vFeiθ0F1(r0, ω) , (2.38)
finally leads to












1− p . (2.40)
Eq. (2.40) shows that `b depends on both electron-electron scattering, through ν, and electron-boundary
scattering, through p. The boundary slip length diverges for p → 1, recovering the free-surface BC [96,
104], while it remains finite in the limit p → 0, i.e. limp→0 `b ' 0.1 `ee, where `ee is the electron-
electron scattering length [102]. (In deriving the last result we have used ν ' vF`ee/4.) For completely
diffusive scattering, `b is therefore ten times smaller than the electron-electron scattering length. Since
the latter quantity is much smaller than the macroscopic length scales of hydrodynamic electron flow,
`b is negligibly small for p → 0 and we obtain the no-slip BC [96, 174]. Although Eq. (2.126) has been
obtained by using a very simple model for boundary scattering [173], we believe that more refined models
will yield different numerical values for `b but will likely not change neither the structure of Eq. (2.125)
nor the qualitative conclusions we just drew.
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2.2 Nonlocal transport and the hydrodynamic shear viscosity
in graphene
Electron systems roaming in a crystal where the mean free path for electron-electron collisions is the
shortest length scale of the problem can be described by conservation laws for macroscopic collective
variables [10, 75, 76, 77, 78, 175, 79, 80, 112, 114, 82, 83, 84, 86, 85, 90, 91, 176, 96, 87, 88, 177, 174,
104, 42, 178].
We consider a two-dimensional electron liquid in a doped Single Layer Graphene (SLG) or BiLayer
Graphene (BLG) sheet, deep in the hydrodynamic transport regime (`ee  `,W ). For the sake of def-
initeness, we consider the device geometries sketched in Fig. 2.1. Panels 2.1a-b show Hall bars with
different contact arrangements, the geometry of panel 2.1-a is dubbed Levitov-Falkovich (LF) geome-
try [174, 179], while the geometry of panel 2.1-b is referred to as vicinity geometry. The half-plane
geometry depicted in Fig. 2.1-c can be considered as the limit of an Hall bar of very large width.
Since the energy-momentum dispersion of electrons in these systems is particle-hole symmetric [31],
we assume, without loss of generality, that the sample hosts a back gate-controlled equilibrium electron
density equal to n̄. (The charge density is −en̄, −e being the electron charge.) We neglect thermally-
excited carriers and coupling between charge and heat flow [180, 13], which is strong only at the charge
neutrality point. Finally, we consider the linear response regime and steady-state transport.
In this framework of approximations, the hydrodynamic transport equations [90, 91] for the 2D
electron liquid greatly simplify and reduce to




∇φ(r) + ν∇2J(r) = J(r)
τ
. (2.42)
In Eqs. (2.41) and (2.42) we have introduced the linearized steady-state particle current density J(r) =
n̄v(r), where v(r) is the linearized steady-state fluid-element velocity.
Eq. (2.41) is the continuity equation, while Eq. (2.42) is the Navier-Stokes equation. The latter
contains three forces acting on a fluid element: i) the electric force −eE(r) = e∇φ(r), written in
terms of the electric potential φ(r) in the 2D plane where electrons are moving, which is generated by
the steady-state charge distribution n(r) in response to the drive current I; ii) the internal force due






and iii) friction exerted on a fluid element by agents external to the electron liquid such as phonons
and impurities, which dissipate the fluid-element momentum at a rate τ−1 = 1/τ(n̄, T ). The latter is a
phenomenological parameter, which depends on n̄ and T and is commonly used in modelling transport
in semiconductor devices [181, 182].




0.03 me, for BLG
, (2.44)
wheremc = ~kF/vF is the 2D massless Dirac fermion cyclotron mass [31], kF =
√
πn̄ being the Fermi wave
number and vF ∼ 106 m/s the Fermi velocity, and me is the bare electron mass in vacuum. Multiplying
both members of Eq. (2.42) by τ , we obtain
σ0
e
∇φ(r) +D2ν∇2J(r) = J(r) . (2.45)




For τ = 1 ps (as in high-quality hBN/graphene/hBN samples) and ν = 0.1 m2/s (see Ref. [102]) we





Figure 2.1: A sketch of the nonlocal transport setups analyzed in this section. Both conductive channels
(grey-shaded areas) in panels (a) and (b) have infinite length in the x̂ direction and finite width W in
the ŷ direction. The setup in panel (c) consists in a half-plane with a single edge located at y = 0.
Panel (a) illustrates the “vicinity” geometry [96, 11]. In this setup, current is injected into (extracted
from) the green electrode located at x = 0 (x = x0 < 0) and y = −W/2. The nonlocal “vicinity”
resistance is defined by RV ≡ [φ(x̄,−W/2) − φ(x̄ + d,−W/2)]/I, where I is the injected current and
φ(x, y) is the 2D electrostatic potential. For all practical purposes, we can take the limits |x0|, d→ +∞,
which considerably simplify the final mathematical expression for RV. Panel (b) illustrates the LF
geometry [174]. In this setup, current is injected into (extracted from) the green electrode located at x =
0, y = −W/2 (x = 0, y = +W/2). The nonlocal signal is defined by RLF = [φ(x̄,−W/2)−φ(x̄,W/2)]/I.
Panel (c) illustrates the half-plane geometry. In this geometry, current is injected into a single electrode
at the origin. The half-plane nonlocal resistance is defined as RHP = [φ(x̄, 0)− φ(x̄′, 0)]/I.
The physical significance of Dν can be understood as follows. We first note that we can rewrite
∇2J(r) by using the following identity:
∇2J(r) = ∇[∇ · J(r)]−∇× [∇× J(r)] . (2.47)
Because of (2.41), we can drop the first term on the right-hand side of Eq. (2.47). The second term is
finite and related to the vorticity [73]
ω(r) ≡ 1
n̄
∇× J(r) = ω(r)ẑ , (2.48)
which in 2D is oriented along the ẑ axis. We can then rewrite Eq. (2.45) as following
σ0
e
∇φ(r)− n̄D2ν∇× ω(r) = J(r) . (2.49)
Taking the curl of Eq. (2.49) and using the identities ∇×∇φ(r) = 0 and ∇ ·ω(r) = 0 (the latter being
valid because ω’s only non-vanishing component is along ẑ, while ∇ acts only on the 2D x̂-ŷ plane), we
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obtain a damped-diffusion equation for the vorticity
D2ν∇2ω(r) = ω(r) . (2.50)
We therefore see that Dν plays the role of a diffusion length for ω(r).





Since we are in the hydrodynamic regime, σ0 should not be confused [91] with the ordinary dc conductivity
in the diffusive transport regime: once again, τ = τ(n̄, T ) represents a phenomenological parameter
that should be fit to experimental data, as we discuss below in Sect. 2.2.4. This näıve description of
momentum-non-conserving collisions in the hydrodynamic transport regime can be relaxed by following
similar arguments to those in Ref. [83]: this is however well beyond the scope of the present work and
will be the topic of future studies. In the absence of viscosity, Eq. (2.42) reduces to a local version of
Ohm’s law, i.e. J(r) = σ0∇φ(r)/e.
Finally, we note that taking the divergence of Eq. (2.45) and making use of Eq. (2.41) we obtain the
Laplace equation ∇2φ(r) = 0 for the electric potential φ(r) on the 2D plane. This should not be confused





Φ(r, z) = 4πen(r)δ(z) . (2.52)
The 2D potential in Eq. (2.42) is φ(r) = Φ(r, z = 0). On the right-hand side of Eq. (2.52) we note
the steady-state charge density distribution −en(r) which occurs in the sample in response to the drive
current I. Eq. (2.52) needs to be solved in 3D space with suitable boundary conditions—depending on
the dielectric environment, gates, etc. surrounding the graphene sheet—if one is interested in determining
n(r). In the following we will focus our attention on J(r) and φ(r).
Eqs. (2.41) and (2.45) will be used to describe transport in the Hall bar geometry pictorially rep-
resented in Fig. 2.1. Mathematically, it is convenient to work in a Hall bar of infinite length in the
longitudinal direction x̂, since this allows us to use the Fourier transform to solve the equations of mo-
tion. The width W of the Hall bar will be kept finite. In the next Section we will describe a crucially
important ingredient of the theory: boundary conditions.
2.2.1 Boundary conditions
In order to find φ(r) and J(r) in the Hall bar geometry depicted in Fig. 2.1, we need to solve Eqs. (2.41)
and (2.45) in the rectangle (−∞,∞)× [−W/2,W/2], with appropriate boundary conditions (BCs) at the
edges, i.e. at y = ±W/2. These have been derived rigorously in Section 2.1.1.
Lateral electrodes acting as current injectors/collectors are described through BCs on the component
of the current perpendicular to the edges (See (2.29)):
Jy (x, y = ±W/2) = J±(x) . (2.53)
Here J±(x) is a function that describes a distribution of current injectors and collectors on the upper
(lower) edge of the multi-terminal Hall bar. It is through Eq. (2.53) that the total drive current I injected
into the system at the boundaries enters the problem.
Following Abanin et al. [103], we model the electrodes as point-like (i.e. delta-function) sources and
sinks. (A more realistic modeling of electrodes has been carried out in Ref. [11], where finite-width
effects and metallic boundary conditions at extended electrodes have been taen into account in a fully
numerical solution of Eqs. (2.41) and (2.45)). Such details have essentially no impact on the physics we
are going to highlight below.) For example, for the setup depicted in Fig. 2.1-a with a current injector







δ(x+ x0) , (2.54)
and J+(x) = 0.
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In the presence of a finite shear viscosity ν, we need an additional BC on the tangential component of
the current at the top (y = +W/2) and bottom (y = −W/2) edges of the Hall bar. We use the following
BC, obtained from (2.39) in our specific geometry:
[∂yJx(x, y) + ∂xJy(x, y)]y=±W/2 = ∓
Jx(x, y = ±W/2)
`b
, (2.55)
where `b is a “boundary slip length”, i.e. a length scale describing friction at the physical boundaries of
the sample. This BC can be explained as following. The left-hand side of Eq. (2.55) is proportional to
the off-diagonal component of the stress tensor [73], calculated at the edges of the Hall bar. It represents
the tangential component of the frictional force exerted by the boundaries of the Hall bar on the 2D
electron liquid [73]. This force depends on the tangential velocity of the 2D electron liquid and boundary
roughness: in the linear-response regime, it is natural to replace such unknown dependence with a linear
law characterized by the single parameter `b, as in the right-hand side of Eq. (2.55).
In the description of transport of molecular liquids in constrained geometries, like water in a pipe,
where the interactions between the molecules of the fluid and the walls of the container are of the same
nature as of those between molecules of the fluid, the most used BCs are the so-called “no-slip” BCs [73],
in which the component of the current tangential to the boundary vanishes. The no-slip BCs can be
obtained from Eq. (2.55) by taking the limit `b → 0. In the opposite limit of a free-surface geometry,
like the surface of water in an open bucket, the tangential force applied from the boundary to the fluid
element vanishes at the boundary. These “free-surface” BCs [73, 91] can be obtained from Eq. (2.55) by
taking the limit `b → +∞.
Which of these BCs should be used to model the experiments in Ref. [11] will become clear at the
end of Sect. 2.2.4.
2.2.2 Applicability of the linearized theory
The validity of the linearized Navier-Stokes equation (2.45) relies on the smallness of the Reynolds
number [73] RW . This is a dimensionless parameter (which depends on the sample geometry) that
controls the smallness of the non-linear term [v(r, t) · ∇]v(r, t) in the convective derivative with respect
to the viscous term. In our case we can define the Reynolds number as following:∣∣∣∣ [v(r, t) · ∇]v(r, t)ν∇2v(r, t)
∣∣∣∣ ' v̄Wν = Ien̄ν ≡ RW , (2.56)
where v̄ is the typical value of the fluid-element velocity. For an injected current [11] I = 2×10−7 A, a Hall
bar width W = 1 µm, and an equilibrium density n̄ = 1012 cm−2, we obtain v̄ ∼ I/(en̄W ) ≈ 104 cm/s.
We note that v̄ is much smaller than the graphene Fermi velocity vF ∼ 106 m/s and the flow is therefore
“non-relativistic”. The corresponding value of the Reynolds number is RW ∼ 10−3  1, obtained by
using a kinematic viscosity ν ∼ 103 cm2/s of the 2D electron liquid in graphene [102]. Our linearized
theory in Eqs. (2.41) and (2.45) is therefore fully justified.
2.2.3 General solution of hydrodynamic equations in a 2D strip geometry
In this Section we briefly review the theoretical approach that was introduced in Refs. [11, 96, 104] to
study nonlocal transport in viscous 2D electron systems.
Since all the setups in Fig. 2.1 are translationally-invariant in the x̂ direction, it is useful to introduce









dx e−ikxJ(r) . (2.58)
The three coupled partial-differential equations (2.41)-(2.42) can be combined into a 4 × 4 system of
first-order ordinary differential equations:
∂yw(k, y) =M(k)w(k, y) , (2.59)
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−i 0 0 0
1 + 1/(kDν)
2 0 0 −i/(kDν)2






ντ and σ0 ≡ n̄e2τ/m. The quantity Dν represents the vorticity diffusion length [11, 96],
while σ0 represents a Drude-like conductivity.
It can be easily checked that the matrixM(k) has four eigenvalues: λ1/2(k) = ±|k| and λ3/4(k) = ±q,
where we have introduced the shorthand
q ≡ q(k) =
√
k2 + 1/D2ν . (2.62)














Eqs. (2.59)-(2.62) show that viscous transport is intrinsically nonlocal on the scale given by Dν .
The general solution of Eq. (2.59) can be therefore written as a linear combination of exponentials
of the form
∑4
j=1 aj(k)wj(k) exp(λjy), where wj(k) and λj(k) are eigenvectors and eigenvalues of the
matrix M, respectively. The four coefficients aj(k) can be determined from the enforcement of suitable
boundary conditions (BCs).
2.2.4 Longitudinal transport and the Gurzhi effect
We first consider the situation in which no current is injected or extracted laterally at the Hall bar edges,
i.e. J±(x) = 0.
In this case the local current J(r) does not depend on the longitudinal coordinate x and all the
spatial derivatives with respect to x in Eqs. (2.41), (2.45), and (2.55) vanish. The continuity equation
implies that Jy does not depend on y and vanishes identically because of Eq. (2.53). Therefore also the
y component of the electric field must vanish. The x component of the current respects the following
equation: Jx(y)−D2ν∂2yJx(y) = −σ0Ex/e, where E = −∇φ(r) is the electric field. Note that Ex cannot















where we have introduced the length
















dyJx(y) = σ0WEx(1−F) , (2.66)
where we have defined the dimensionless quantity











Measuring the longitudinal potential drop ∆V between two lateral contacts at positions x and x + L






= σ0(1−F) . (2.68)
Eq. (2.68) is the most important result of this Section. In the limit `b → ∞ (i.e. free-surface BCs)
































Figure 2.2: Panel (a) The longitudinal conductivity (2.68) (in units of σ0) is plotted as a function of
the ratio Dν/W for different values of the boundary scattering length `b: `b = ∞ (thick solid line),
`b = 10 W (dashed line), `b = W (dotted line), `b = 0.1 W (dash-dotted line), and `b = 0 (thin solid
line). Panel (b) The current-density profile −eJx(y), normalized by the total current I/W , is plotted as a
function of y for `b = 0 (no-slip BCs) and different values of Dν : Dν = 0 (thick solid line), Dν = 0.01 W
(dashed line), and Dν = 0.1 W (dotted line). The case Dν  W , corresponding to Poiseuille flow, is
represented by a thin solid line.
F → 0. For this choice of BCs the longitudinal conductivity σxx depends only on the rate of momentum-
non-conserving collisions τ−1 (through σ0) and is independent of ν.











We can easily understand two asymptotic limits of Eq. (2.69). In the limit Dν  W Eq. (2.69) yields
σxx = σ0(1 − 2Dν/W ): the small correction to the Drude-like conductivity σ0 is due to a reduction of
the fluid-element velocity in a thin region of width Dν near the top and bottom edges of the Hall bar.
In the opposite limit, Dν  W , we obtain σxx = σ0W 2/(12D2ν) = e2n̄W 2/(12mν). In this limit the
problem is equivalent to that of Poiseuille flow in a pipe [73], with a velocity profile vx(y) that depends
quadratically on the transverse coordinate y and a resistance that is entirely due to viscosity.
A summary of our main results for longitudinal electron transport in the presence of a finite viscosity
is reported in Fig. 2.2.
33
The Gurzhi effect
We now would like to make a remark on the temperature dependence of σxx in Eq. (2.68). For the sake
of simplicity, we assume that `b does not depend on temperature. We observe that the derivative of σxx












is the sum of two contributions with opposite signs. The first term on the right-hand side of Eq. (2.70)
is negative, because F < 1 and dσ0/dT < 0. The latter inequality holds because the scattering rate
τ−1 describing momentum non-conserving collisions is a monotonically increasing function of temper-
ature [11]. On the contrary, the second term is positive, because the dF/dDν > 0 and dDν/dT < 0.
The vorticity diffusion length Dν decreases with increasing temperature because both ν and τ are de-
creasing functions of T . We therefore conclude that, due to viscosity, σxx (ρxx) can increase (decrease)
upon increasing temperature. This is the so-called Gurzhi effect [10]. The existence of this effect relies
crucially on the nature of BCs that are used to solve the hydrodynamic equations. In particular, it
disappears for free-surface BCs. All previous experimental studies of transport in graphene and other
2D electron liquids we are aware of have reported monotonic temperature dependencies (i.e. no evidence
of the Gurzhi effect) in the ordinary longitudinal geometry in the linear-response regime. We therefore
conclude that free-surface BCs are the most appropriate for a weak driving current I. In this case, σxx
depends only on the unknown damping rate τ−1, which can therefore be determined from an ordinary
four-point longitudinal transport measurement at every value of n̄ and T , i.e. τ−1 = e2n̄/(mσxx).
In the next Section, we will discuss another hydrodynamic phenomenon occurring in 2D electron
liquids, i.e. the formation of whirlpools in electron flow [11], yielding a clear-cut experimental signal
of hydrodynamic transport in weakly non-local linear-response transport measurements. Since the ex-
perimental data in Ref. [11] do not show any Gurzhi effect in the linear-response regime, in the next
Section we will utilize only the free-surface BCs (`b → ∞). Whirlpools in hydrodynamic electron flow,
however, do exist also when no-slip BCs are used [11]. In this sense whirpools are a much more robust
phenomenon that the Gurzhi effect in longitudinal transport. Whirpools are also more dramatic in
experimental appearance.
2.2.5 Half-plane geometry














Figure 2.3: Nonlocal transport in a viscous 2D electron system confined to a half-plane geometry, as
in Fig. 2.1(c). The color map shows the 2D electric potential φ(r) (in units of φ0 = 100I/σ0). The
vector field represents the 2D charge current profile J(r). Notice the absence of current whirlpools in
this geometry. Asymptotically near the injector, we find J(r)→ 2I sin2(θ)r/(πr2), where θ is the polar
angle of r. This result does not depend on the boundary conditions that are used to solve the problem,
free-surface (this work and Refs. [11, 96]) versus no-slip [174] boundary conditions.
In the half-plane geometry, depicted in Fig. 2.1(c), we consider a single current injector, which is
described by the usual [103] point-like BC for the component of the velocity field perpendicular to the
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Figure 2.4: (Color online) The solid line represents the dependence of the 2D electric potential φ(r)
on x/Dν for a viscous 2D electron system confined to a half-plane. The potential is measured in units
of I/σ0 and is evaluated at the edge of the system, i.e. at y = 0. The Ohmic result in the absence of
viscosity is also plotted (dashed line). We clearly see that viscosity introduces a region ∼ 2Dν near the
injector where the 2D electrical potential is large and negative.
edge:




where I in the dc drive current. The solution of the viscous problem requires an additional BC on the
tangential component of the velocity at the y = 0 edge. Following Ref. [96], one can work with a generic
BC of the type
[∂yJx(r) + ∂xJy(r)]y=0 =
1
`b
Jx(x, y = 0) , (2.72)
where `b is a boundary slip length [96]. Finally, we also impose the following BCs at y = +∞: vx(x, y →
+∞) = 0 and vy(x, y → +∞) = 0. Note that the second term in square brackets in the left-hand side of
Eq. (2.72), i.e. ∂xvy(r), is non-zero at the y = 0 edge and must be retained. Indeed, inserting Eq. (2.71)







Jx(x, y = 0) . (2.73)
In Fourier transform with respect to x, the BCs become
[∂yJ̃x(k, y) + ikJ̃y(k, y)]|y=0 =
1
`b
J̃x(k, y = 0) , (2.74)
J̃y(k, y = 0) = −I/(e), J̃x(k, y → +∞) = 0, and J̃y(k, y → +∞) = 0.
Imposing them we find the complete solution of the problem in Fourier transform with respect to x:












(|k| − q)[`b(|k|+ q) + 1]
, (2.75)













(|k| − q)[`b(|k|+ q) + 1]
− q(2|k|`b + 1)e
−qy















(|k| − q)[`b(|k|+ q) + 1]
− |k|(2|k|`b + 1)e
−qy
(|k| − q)[`b(|k|+ q) + 1]
}
. (2.77)
In the case of the free-surface BCs, which are obtained by taking the limit `b → +∞ in Eqs. (2.72)
and (2.74), the inverse Fourier transforms of Eqs. (2.75), (2.76), and (2.77) can be calculated analytically.
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Simple mathematical manipulations allow us to find the electric potential and the steady-state charge
current for `b → +∞:




J(r) ≡ −en̄v(r) = I
{
∇F(r) +∇× [ẑG(Dν ; r)]
}
. (2.79)












where K0(r/Dν) is the zeroth-order modified Bessel function of the second kind.
Note that Eqs. (2.78) and (2.79) are manifestly universal, provided that one measures x and y in
units of Dν , the potential in units of I/σ0, and J in units of I/Dν . This stems, of course, from the fact
that in the half-plane geometry there is one length scale, i.e. the vorticity diffusion length Dν .
In Eq. (2.78) we clearly see that the electric potential is the sum of an Ohmic contribution and a
viscous one, which is proportional to D2ν . Along the edge of the half-plane, the Ohmic result is positive
definite, while the result in the presence of viscosity is large and negative: the viscous contribution to
the potential dominates in the proximity of the current injector. Note that the Ohmic contributions to
the potential and charge current density do not depend on Dν . Indeed, the Ohmic potential depends on
Dν only through a trivial constant, which has been introduced to make sure that the argument of the
logarithm is dimensionless. Similarly, the Ohmic contribution to the current density does not depend on
Dν , since the spatial derivative of a constant is zero.
Fig. 2.4 shows the 2D electric potential φ(r) evaluated at the y = 0 edge. In this figure, we only
show x > 0 since φ(−x, 0) = φ(x, 0). Note that the electric potential is an increasing function of x for
0 < x ≤ 2Dν . Defining the nonlocal voltage along the edge as
RHP(x̄) =
φ(x̄, 0)− φ(x̄′, 0)
I
, (2.82)
we conclude that, in this ultra-simplified geometry, a clear signature of the role of viscosity in transport
requires to probe the 2D electric potential in the close proximity of the injector, i.e. for x̄, x̄′ < 2Dν .
We conclude this Section with two remarks on the steady-state charge current distribution pertaining
the half-plane geometry:
(a) Fig. 2.3 shows the universal spatial map of the 2D electric potential and the universal charge
current streamlines in the half-plane geometry: independently of the value of Dν , no current vortices
and backflow occur in this geometry.
(b) The current distribution J(r) near the injector is independent of the BCs that are used. Indeed,








where θ is the polar angle of the vector r. With no-slip BCs, i.e. for `b = 0, one finds exactly the same
result.
The analytical solution of the problem in the half-plane geometry offers a situation in which negative
nonlocal resistance near current injectors—Fig. 2.4—occurs in the absence of current whirlpools, i.e. in the
absence of backflow—Fig. 2.3. A natural question therefore arises: how general is this fact? Sects. 2.2.6
and 2.2.7 below answer this question.
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2.2.6 The Levitov-Falkovich geometry
Here, we present analytical results for the setup [174, 179] reported in Fig. 2.1(b).
In the Levitov-Falkovich (LF) geometry [174, 179], the BCs are:





[∂yJx(r) + ∂xJy(r)] |y=±W/2 = ∓
1
`b
Jx(x, y = ±W/2) . (2.85)
Following the procedure outlined in Sects. 2.2.3-2.2.5, the solution in Fourier space for arbitrary





















cosh (qW/2)− q sinh (qW/2)
]
+ k2 sinh (kW/2) cosh (qW/2)
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− q sinh (qW/2)
]
+ k sinh (kW/2) cosh (qW/2)
}
. (2.88)
Once again, the use of free-surface BCs, which are obtained by taking the limit `b → +∞, allows us
to calculate analytically the inverse Fourier transforms of Eqs. (2.86), (2.87) and (2.88). After straight-
forward mathematical manipulations, we find
φ(r) = − I
σ0




∇[F (x, y+W/2)−F (x, y−W/2)] +∇× ẑ[G(Dν ;x, y+W/2)−G(Dν ;x, y−W/2)]
}
, (2.90)




ln[cosh(πx/W )− cos(πy/W )] , (2.91)
G(Dν ; r) = 2D
2












(nπ/W )2+1/D2ν . (2.93)































We note that, for each lateral displacement x̄ from the injector/collector electrodes in Fig. 2.1(b), we

















which is such that RLF(x̄) = 0. Fig. 2.5 shows D
∗
LF as a function of x̄. The physical meaning of the
quantity D∗LF(x̄) is the following. For Dν > D
∗
LF(x̄), the nonlocal resistance RLF(x̄) is negative. Note
that D∗LF(x̄) → 0 for x̄  Dν and D∗LF(x̄) → W/(
√
2π) for x̄  W . The first limit implies that, in
the close proximity of the injector/collector electrodes, the nonlocal resistance RLF(x̄) is negative for
arbitrarily small values of the kinematic viscosity ν.
Now, the key question is: what about current whirlpools in this geometry? Without loss of generality,
we can focus on the right side of the conductive channel, i.e. for x > 0. The setup in Fig. 2.1(b)
is clearly symmetric with respect to the inversion x → −x. Also, because of the symmetric location
of the electrodes, the horizontal component of the current is identically zero along the y = 0 axis,
i.e. Jx(x, 0) = 0. If a current vortex exists in this geometry, it must be centered on the y = 0 axis.
Fig. 2.6 shows the vertical component Jy(x, 0) of the current density as a function of x, for y = 0. It
is easy to show that Jy(x, 0) is positive at x = 0, independently of the value of Dν . At large x  W















Using Eq. (2.97), we find that Jy(x → +∞, 0) = 0+ for Dν < W/(
√
2π), while Jy(x → +∞, 0) = 0−
for Dν > W/(
√
2π). We therefore conclude that Jy(x, 0) is positive for all the values of x as long as
Dν < W/(
√
2π). In this geometry, current whirlpools do not exist for Dν < W/(
√
2π). Plots of Jy(x, 0)
for different values of Dν are shown in Fig. 2.6.
On the contrary, for Dν > W/(
√
2π), there is a finite value of x, i.e. xwhirl, such that Jy(x, 0) < 0 for
x > xwhirl. This means that, for Dν > W/(
√
2π), two current whirlpools appear in the LF geometry at
positions (±xwhirl, 0). In particular, in the limit of a very large viscosity, i.e. for Dν W , one can write
a closed-form expression for the current density. Indeed, in this limit, the auxiliary function G(Dν ; r) in
Eq. (2.92) tends to the following expression
G(Dν W ; r) = −
(x/W ) sin(πy/W )
2[cosh(πx/W )− cos(πy/W )] . (2.98)
In this limit, xwhirl is the root of the transcendental equation πxwhirl tanh(πxwhirl/W )/W = 2, yielding
xwhirl ≈ 0.66W .
In summary, in the LF geometry whirlpools emerge only above a threshold value of viscosity, i.e. for
Dν ≥ W/(
√
2π). At Dν = W/(
√
2π), whirlpools form at infinity. For Dν  W/(
√
2π), whirlpools
approach the position (±0.66W, 0). Typical results for 2D electric potential φ(r) and charge current
density J(r) in this geometry are shown in Fig. 2.7. For a highly viscous and clean electron system
such as that in graphene, one can reach Dν of ∼ 0.3-0.4 µm (Ref. [11]), which necessitates devices with
W . 1.3-1.8 µm to be able to create whirlpool currents.
2.2.7 The vicinity geometry
In this Section we present analytical results for the vicinity setup [96, 11] in Fig. 2.1(a).
In this geometry, the BCs read as following
Jy(x, y = +W/2) = 0 , (2.99)
Jy(x, y = −W/2) = −
I
e
[δ(x)− δ(x− x0)] , (2.100)
while the free-surface BC on the tangential component of the fluid-element velocity reduces to
[∂yJx(r) + ∂xJy(r)] |y=±W/2 = 0 . (2.101)
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Figure 2.5: The critical vorticity diffusion length D∗LF(x̄) (in units of W ) defined in Eq. (2.96) is plotted
as a function of x̄/W . For x̄W , D∗LF(x̄)→W/(
√
2π) (horizontal dashed line).













Figure 2.6: The quantity Jy(x, 0) (in units of I/W ), calculated from Eq. (2.90), is plotted as a function
of x/W . The solid line refers to Dν = 0.15 W , the dashed line to Dν = 0.25 W , and the dash-dotted
line to Dν = 10 W .
Repeating the same algebraic steps outlined in the previous Sections, we find that the electric potential
and charge current distribution in this geometry can be written as:
φ(r) = − I
σ0
(1− 2D2ν∂2x)[F (x, y +W/2)








where the auxiliary function F (r) and G(Dν ; r) have been defined in Eqs. (2.91) and (2.92), respectively.





The expression of the vicinity resistance notably simplifies in the limit x0 → −∞ and d→ +∞: taking
































































Figure 2.7: Nonlocal transport in the LF geometry—Fig. 2.1(b). The color map denotes the spatial
distribution of the 2D electric potential φ(r) (in units of φ0 = 100I/σ0). The vector field denotes the
charge current density J(r). Panel (a): Dν = 0.20W . Panel (b): Dν = 0.25W . Panel (c): Dν = W .
We clearly see current whirlpools in panels (b) and (c) because both values of Dν that have been used
to make these two plots are above the threshold value Dν = W/(
√
2π) ' 0.225W .
















For Dν > D
∗
V(x̄) the vicinity resistance RNL(x̄) is negative. Fig. 2.8 illustrates the functional dependence




V(x̄) tends to the asymptotic value W/(
√
2π) for x̄W .
Unlike the LF geometry, the vicinity one exhibits a more direct relation between negative nonlocal
voltage and current whirlpools. In the proximity of the current injector, i.e. for x  Dν ,W and y →
40











Figure 2.8: The critical vorticity diffusion length D∗V(x̄) (in units of W ) defined in Eq. (2.106) is plotted
as a function of x̄/W . For x̄W , D∗V(x̄)→W/(
√
2π) (horizontal dashed line).
















Figure 2.9: The quantity Jx(x,−W/2) (in units of I/W ), calculated from Eq. (2.103), is plotted as a
function of x/W . The solid line refers to Dν = 0.05 W , the dashed line to Dν = 0.15 W , and the
dash-dotted line to Dν = 0.25 W .











where we have used the asymptotic expansion (2.83) for the half-plane geometry. In Eq. (2.107) we have
taken the origin of the polar plane to lie at (0,−W/2). Note the presence of the first term in the square
brackets in Eq. (2.107), i.e. −I/(2W ), which is due to the collector at x0 → −∞. This term has crucial
implications on the occurrence of whirlpools in the vicinity geometry [96, 11]. Indeed, from the BC
(2.100), we see that Jy(x,−W/2) = 0 for x > 0. Eq. (2.107) implies that Jx(0,−W/2) = −I/(2W ) < 0,
independently of the value of Dν . This implies that in the vicinity geometry there is always backflow in
the proximity of the injector, independently of the value of Dν .
As we now proceed to demonstrate, the precise value of Dν sets only the spatial extension of the
current whirlpool. At large lateral separations from the injector, one can approximate the current density















Using the previous result, we find that Jx(x  W,−W/2) = 0+ for Dν < W/(
√
2π), while Jx(x 
W,−W/2) = 0− for Dν > W/(
√
2π). This implies that Jx(x,−W/2) is negative for all values of x > 0
for Dν > W/(
√
2π). This is clearly seen in Fig. 2.9 for Dν = 0.25 W (dash-dotted line). On the contrary,
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Figure 2.10: Nonlocal transport in the vicinity geometry—Fig. 2.1(a). The color map denotes the spatial
distribution of the 2D electric potential φ(r) (in units of φ0 = 100I/σ0). The vector field denotes the
charge current density J(r). Data in this plot refer to the spatial region x > 0 in Fig. 2.1(a). Panel (a):
Dν = 0.15W . Panel (b) Dν = 0.25W . While backflow is present in both panels, the precise value of Dν
sets the spatial extension of current whirlpools.
for Dν < W/(
√
2π), Jx(x,−W/2) is negative in a finite range of values of x > 0, as one can see in Fig. 2.9
for Dν = 0.05W (solid line) and Dν = 0.15W (dashed line).
In Fig. 2.10 we show that, independently of the value of Dν , viscosity induces a vortex to the right of
the current injector. For Dν < W/(
√
2π), the vortex is “localized” in an increasingly smaller region in
the close proximity of the current injector, as shown in Fig. 2.10(a), while for Dν > W/(
√
2π) the vortex
spreads out in space far away from the location of the current injector, as in Fig. 2.10(b).
In the experiments [11], devices with W ranging from 1.5 to 4 µm were employed which, for Dν ≈
0.4 µm, yields Dν/W ≈ 0.27 to 0.1, respectively. For a vicinity contact placed at a distance of 1 µm, we
have checked numerically that backflow at the contact is expected if W & 1.8 µm. In reality, however,
this condition is softened by the fact that both injector and detector contacts had a finite (relatively
large) width of ≈ 0.3 µm, which should allow backflow at a nominal distance to the injector larger than
2 µm. Nonetheless, even the device with W = 4 µm exhibited negative vicinity resistance, in agreement
with the fact that the latter is a necessary but not sufficient condition for the existence of backflow at
the vicinity contact.
2.3 Non-local transport and the Hall viscosity of 2D hydrody-
namic electron liquids
In the presence of time-reversal symmetry, the response of an hydrodynamic electron system to slowly-
varying external fields is fully determined by the bulk ζ and shear η viscosities and the thermal con-
ductivity κ. However, when time-reversal symmetry is broken (for example due to the presence of an
external magnetic field), a dissipationless term, controlled by the so-called Hall viscosity [183, 184, 185,
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186, 187, 188, 161, 163, 189, 190, 162, 164] ηH, appears in the viscous stress tensor [73] σ
′






where i, j, k and ` denote Cartesian indices, vk` ≡ (∂kv` + ∂`vk)/2, and ηij,k` is a rank-4 tensor, usually
called “viscosity” tensor [163],
ηij,k` ≡ ζδijδk` + η(δikδj` + δi`δjk − δijδk`) + ηH(δjkεi` − δi`εkj) . (2.110)
In Eq. (2.110), ηH parametrizes the portion of ηij,k` which is antisymmetric with respect to the exchange
ij ↔ k` and is non-zero only when time-reversal symmetry is broken.
(a)
(b)
Figure 2.11: A sketch of the non-local transport setups analyzed in this work. All setups have infinite
length in the x̂ direction and finite width W in the ŷ direction. Panel (a) illustrates the “transverse”
geometry [174, 104]. In this setup, current is injected into (extracted from) the green (blue) electrode
located at x = 0, y = 0 (x = 0, y = W ). Panel (b) illustrates the “vicinity” geometry [96, 104, 11]. In this
setup, current is injected into (extracted from) the green (blue) electrode located at x = 0 (x = x0 < 0)
and y = 0.
Recent theoretical [96, 174, 104, 179] and experimental [11, 13, 14, 12] work has attracted interest in
the flow of viscous electron liquids. In particular, two experiments [11, 12] in high-quality encapsulated
graphene sheets have demonstrated two unique qualitative features of viscous electron transport (negative
quasi-local resistance [11] and super-ballistic electron flow [12]), providing, for the first time, the ability
to directly measure the dissipative shear viscosity η of a two-dimensional (2D) electron system.
In this Section, we focus on the role of the Hall viscosity ηH on the non-local electrical transport char-
acteristics of 2D electron systems subject to a perpendicular magnetic field. Solving suitable magneto-
hydrodynamic equations for the rectangular geometries sketched in Fig. 2.11, we demonstrate how one
can directly measure ηH by purely electrical non-local measurements.
In Sect. 2.3.1 we present the solution of the magneto-hydrodynamic equations in the case of a rectan-
gular setup, with infinite length in the x̂ direction and finite width in the ŷ direction, in the presence of
a single current injector on one side of the setup. This solution is then used in Sect. 2.3.2 as a building
block to construct the solutions for the “transverse” and “vicinity” geometries, sketched in Figs. 2.11 (a)
and (b), respectively.
In the linear-response and steady-state regimes, electron transport in the hydrodynamic regime in
the presence of a static magnetic field B = Bẑ is described by the continuity equation
∇ · J(r) = 0 , (2.111)
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and the Navier-Stokes equation





Here, J(r) = n̄v(r) is the particle current density, v(r) is the fluid element velocity, n̄ is the ground-state
uniform density, P (r) is the pressure, σ′(r) is the viscous stress tensor whose Cartesian components have
been explicitly reported in Eqs. (2.109)-(2.110), ϕ(r) is the 2D electrostatic potential in the plane where
electrons move, −e is the electron charge, m is the electron effective mass, and τ is a phenomenological
transport time describing momentum-non-conserving collisions [96] (e.g. scattering of electrons against
acoustic phonons). The gradient of the pressure is proportional to the gradient of the density via
∇P (r) = (B/n̄)∇n(r), where B = n̄2/N0 is the bulk modulus [35] of the homogeneous electron liquid,
N0 being the density of states at the Fermi energy [35]. It is useful to define the electrochemical potential
as φ(r) = ϕ(r)+δµ(r)/(−e) where δµ(r) = [n(r)−n̄]/N0 is the chemical potential measured with respect
to the equilibrium value, e.g. µ̄ = ~vF
√
πn̄ for the case of single-layer graphene [31] and µ̄ = ~2πn̄/(2m)
for bilayer graphene [31]. Since experimental probes are usually sensitive to φ(r), from now on we will
focus our attention on the electrochemical potential rather than on ϕ(r).
We now note that the viscous stress tensor in Eqs. (2.109)-(2.110) can be written in the following
compact form
σ′ = (ηI + iηHτy)[(∂xvx − ∂yvy)τz + (∂xvy + ∂yvx)τx] + ζ∇ · v, (2.113)
where τi with i = x, y, z are standard 2× 2 Pauli matrices acting on Cartesian indices and I is the 2× 2
identity matrix. As in Eq. (2.112) above, in the linear-response and steady-state regimes we can write
v(r) = J(r)/n̄. We then note that the bulk viscosity ζ couples to ∇ · J , which vanishes because of the
continuity equation (2.111). The bulk viscosity term in the viscous stress tensor therefore drops out of
the problem at hand. In summary, Eq. (2.113) simplifies to:
σ′ = m(νI + iνHτy)[(∂xJx − ∂yJy)τz + (∂xJy + ∂yJx)τx] , (2.114)
where ν ≡ η/(mn̄) is the kinetic shear viscosity and νH ≡ ηH/(mn̄) is the kinetic Hall viscosity. Replacing
Eq. (2.114) into Eq. (2.112) and introducing the electrochemical potential φ(r), we can write the Navier-
Stokes equation (2.112) as
σ0
e




J(r)× ẑ , (2.115)
where σ0 = ne
2τ/m, Dν ≡
√
ντ has been introduced in Refs. [96, 11, 104], DH ≡
√
−νH/ωc, and
ωc ≡ eB/(mc) is the usual cyclotron frequency. As we will see below, νH and ωc have opposite signs so
that DH is a well defined length scale. Notice that the Hall viscosity parametrizes a correction to the
ordinary Lorentz force due to the spatial dependence of the velocity v(r).
We now resort to useful results of semiclassical Boltzmann transport theory (see Section 2.1), which












where ν0 is the kinematic shear viscosity at zero magnetic field and B0 ≡ cn̄/(4eN0ν0) is a characteristic
magnetic field. For example, for bilayer graphene [31] with carrier density n̄ = 1012 cm−2, we find
B0 ≈ 0.1 Tesla for [11, 12] ν0 ≈ 0.1 m2/s. For the same set of parameters we find, for |B|  B0, a
finite value of DH ≈ 1µm. Despite Eq. (2.117) has been derived in the weak-field limit, it yields sensible
results even for high magnetic fields. In the limit |B|  B0, indeed, we find νH ≈ −sgn(B)`2Bn̄/(4~N0),
`B =
√
c~/(e|B|) being the magnetic length, in agreement with the quantum Hall regime results derived
in Ref. [189].
Since all the setups in Fig. 2.11 are translationally-invariant in the x̂ direction, it is useful to introduce




−ikxφ(r) and J̃(k, y) =
∫ +∞
−∞ dx e
−ikxJ(r). The three coupled partial-differential equations
(2.111)-(2.112) can be combined into a 4× 4 system of first-order ordinary differential equations:
∂yw(k, y) =M(k)w(k, y) , (2.118)











0 0 1 0
−i 0 0 0
1 + 1/(kDν)
2 νr + ωcτ/(kDν)
2 iνr −i
(νr − ωcτ)/(kDν)2 1 + ν2r + (1 + νrωcτ)/(kDν)2 i(1 + ν2r ) −iνr
 , (2.120)
where νr ≡ νH/ν. The matrix M(k) has four eigenvalues: λ1/2(k) = ±|k| and λ3/4(k) = ±q, where we
have introduced the shorthand
q ≡
√
k2 + 1/D2ν . (2.121)


















Note that the eigenvalues are independent of the cyclotron frequency and Hall viscosity, while the eigen-
vectors explicitly depend on them. The general solution of Eq. (2.118) can be therefore written as a
linear combination of exponentials of the form
∑4
j=1 aj(k)wj(k) exp(λjy). The four coefficients aj(k)
can be determined from the enforcement of suitable boundary conditions (BCs).
2.3.1 Single-injector setup
We consider a single current injector in a rectangular setup with infinite length in the x̂ direction and
finite width W in the ŷ direction. This plays the role of “building block”, allowing us to solve the
magneto-hydrodynamic problem posed by Eqs. (2.111)-(2.112) in more complicated setups like the ones
sketched in Figs. 2.11(a) and (b).
A current injector is mathematically described by the usual point-like BC for the component of the
current density perpendicular to the y = 0 edge:
Jy(x, 0) = −Iδ(x)/e , (2.123)
where I in the dc drive current [103]. On the edge opposite to the injector (i.e. at y = W ), the orthogonal
component of the current density must vanish:
Jy(x,W ) = 0 . (2.124)
The solution of the viscous problem requires additional BCs on the tangential components of the cur-
rent density at both edges. We impose that the current density on the boundary Ω of the sample is
proportional to the off-diagonal component of the stress [96, 104]:
[êt · (σ̂′ · ên) + (mν/`b)êt · J ]Ω = 0 , (2.125)
where ên denotes the outer normal unit vector to the boundary, êt = ên × ẑ, and `b is the so-called
“boundary slip length”. Using Boltzmann equation and the well-known Reuter-Sondheimer model of







(1− p) , (2.126)
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Figure 2.12: Panel (a) [Panel (b)] shows the inverse Fourier Transform of r̃±A(k) [r̃±S(k)] in units of
ρν = mW
2/(n̄e2ν) and plotted as a function of x/W . Results in both panels refer to a bilayer graphene
sample with W = 2.5 µm, n̄ = 1012 cm−2, B = 0.1 B0, ν0 = 0.1 m2/s, and free-surface BCs (`b = ∞).
Different colors refer to different values of τ . Black: τ = 2 ps. Red: τ = 200 ps. Solid lines refer to
r̃+A(x) and r̃+S(x). Dashed lines to r̃−A(x) and r̃−S(x).
where 0 ≤ p ≤ 1 is the probability of specular scattering for an electron at the boundary [173]. Here,
p = 1 for perfectly specular scattering and p = 0 for completely diffusive scattering. The boundary slip
length diverges for p → 1, recovering the free-surface BC [96, 104], while it remains finite in the limit
p → 0, i.e. limp→0 `b ' 0.1 `ee, where `ee is the electron-electron scattering length [102]. (In deriving
the last result we have used ν ' vF`ee/4, see Appendix 2.1.) For completely diffusive scattering, `b
is therefore ten times smaller than the electron-electron scattering length. Since the latter quantity is
much smaller than the macroscopic length scales of hydrodynamic electron flow, `b is negligibly small
for p→ 0 and we obtain the no-slip BC [96, 174].
For the setups in Fig. 2.11, we have ên = ŷ (ên = −ŷ) for the upper (lower) edge at y = W (y = 0),
respectively. In FT with respect to x, the BCs become
∂yJ̃x(k, 0) + ikJ̃y(k, 0) = (2ikνr + `
−1
b )J̃x(k, 0) , (2.127)
J̃y(k, 0) = −I/e , (2.128)
∂yJ̃x(k,W ) = (2ikνr − `−1b )J̃x(k,W ) , (2.129)
J̃y(k,W ) = 0 . (2.130)
In the remainder of this Section, we consider the case of free-surface BCs [96, 104], which are obtained by
taking the limit `b → +∞. This choice is physically justified by the measured [11] monotonic temperature
dependence (i.e. no Gurzhi effect) of the ordinary longitudinal resistance in the linear-response regime
and in the case of a uniform steady-state flow. For more details, we refer the reader to Refs. [96, 104, 11].
To study the impact of a boundary slip length `b < +∞, we have carried out the same calculations
described in this Section in the opposite limit, i.e. for `b = 0 (See Appendix 2.3.3). The results obtained
for `b → +∞ and `b = 0 are compared in Sect. 2.3.2, see Fig. 2.13.
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The FT of the electrochemical potential along the edges reads as following:
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where k̄ = kW , q̄ = qW , ρ0 = σ
−1
0 , and σ0 = n̄e
2τ/m represents a Drude-like conductivity. It is useful
to express the edge electrochemical potentials (2.131)-(2.132) as
φ̃+(k) = I[r̃+(k)− iρH/k + 2iρνHkW 2 + r̃+S(k) + r̃+A(k)] , (2.133)
φ̃−(k) = I[r̃−(k) + r̃−S(k) + r̃−A(k)] , (2.134)
where ρH = −mωc/(n̄e2) = B/(−en̄c) and ρνH = mνH/(n̄e2W 2) = ρHD2H/W 2. The former quantity
is the usual Hall resistivity. The resistances r̃±(k) physically represent the solutions at zero magnetic












where ρν = mν/(n̄e

































In Eqs. (2.133) and (2.134), the quantity r̃±S(k) (r̃±A(k)) is a real (imaginary) function and it is non
zero only for a finite value of the kinematic Hall viscosity νH.
Furthermore, r̃±S(k) (r̃±A(k)) is even (odd) under the exchange k → −k, implying that the corre-
sponding inverse FTs are even (odd) real functions of the coordinate x. At zero magnetic field, ωc and
νH vanish, implying that r̃±S(k) = 0 and r̃±A(k) = 0.











































) + r−S(x) + r−A(x)} , (2.140)
where the third term on the right hand side of Eq. (2.139) is the usual contribution due to the Lorentz
force, the fourth term in the same equation is a singular contribution (proportional to the derivative of
47
the Dirac delta function) localized at the position of the injector and due to the Hall viscosity, while
r±S(x) and r±A(x) are the inverse FTs of r̃±S(k) and r̃±A(k), which must be calculated numerically.
Fig. 2.12(a) (Fig. 2.12(b)) shows the resistance r±A(x) (r±S(x)), in units of ρν , plotted as a function
of x/W . These calculations refer to the massive (m = 0.03 me, where me is the bare electron mass in
vacuum) chiral 2D electron system [31] in a bilayer graphene sample with W = 2.5 µm, n̄ = 1012 cm−2,
B = 0.1 B0, ν0 = 0.1 m
2/s, with the black lines referring to τ = 2 ps and the red lines to the ultra-clean
limit, τ = 200 ps. The quantities r+A(x) and r+S(x) are denoted by solid lines, while r−A(x) and r−S(x)
are denoted by dashed lines. For small magnetic fields and in the ultra-clean τ → ∞ limit we can





































which are in excellent agreement with the numerical results shown for τ = 200 ps in Fig. 2.12(a). In the
limit B/B0  1, the quantities r̃±S(k) start at order (B/B0)2.




































Figure 2.13: Panel (a) The transverse resistance difference (2.146), in units of ρν , plotted as a function
of x/W . Panel (b) The vicinity resistance difference (2.151), in units of ρν , plotted as a function of x/W .
Results in both panels refer to a bilayer graphene sample with W = 2.5 µm, n̄ = 1012 cm−2, B = 0.1 B0,
and ν0 = 0.1 m
2/s. Different colors refer to different values of τ . Black: τ = 2 ps. Red: τ = 200 ps.
Solid lines refer to `b →∞ (free-surface BCs). Dashed lines to `b → 0 (no-slip BCs).
2.3.2 Non-local resistances and the Hall viscosity
We now turn to discuss explicitly the impact of the Hall viscosity on non-local electrical transport
measurements carried out in the two setups sketched in Fig. 2.11(a) and (b). We start from the setup
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depicted in Fig. 2.11(a), where the current I is injected into the green electrode at x = 0 and y = 0, and
extracted from the blue electrode at x = 0 and y = W . As in the case of the single-injector setup we
just discussed, we treat each electrode with the usual point-like BC for the component of current density
orthogonal to the edge.
Exploiting the linearity of the problem, it is possible to write the electrochemical potentials along the
edges of the setup in Fig. 2.11(a) in terms of the potentials φ+(x) and φ−(x) along the lower and upper
edges of the single-injector setup, respectively:
φ(x, 0) = φ+(x)− φ−(−x) , (2.143)
φ(x,W ) = φ−(x)− φ+(−x) . (2.144)
We remind the reader that φ+(x) and φ−(x) are the inverse FTs of φ̃+(k) and φ̃−(k), respectively. For
the case of the free-surface BCs (`b → +∞), explicit expressions for the latter quantities have been
given in Eqs. (2.131) and (2.132). For the no-slip BCs, we refer the reader to Eqs. (2.152)-(2.158) in
Appendix 2.3.3.
We now introduce the “transverse” non-local resistance, which is measured in the setup sketched in
Fig. 2.11(a), as
RT(x) ≡
φ(x, 0)− φ(−x, 0)
I





+ 2[r+A(x) + r−A(x)] .
(2.145)
We note that RT(x) → ρHsgn(x) for |x|  W , because, in the same limit, [r+A(x) + r−A(x)] → 0,
independently of the value of `b. In order to have a clear signature of the Hall viscosity it is therefore
convenient to perform two measurements of the transverse resistance RT, i.e. one at position 0 < x .W
and a second one at position x′ W . The difference
∆RT(x) ≡ RT(x)− lim
x′→∞
RT(x
′) = 2[r+A(x) + r−A(x)] (2.146)
is independent of ρH and non-zero only in the presence of a finite Hall viscosity. Results in the transverse
geometry show a weak dependence on the BCs (2.125). Fig. 2.13(a) shows the quantity ∆RT(x) as a
function of x/W , as calculated by using the BCs (2.125) in the two limiting cases, `b → +∞ (solid lines)
and `b → 0 (dashed lines). For the calculations we have used two different values of τ : τ = 2 ps (black)
and τ = 200 ps (red). From Fig. 2.13 we clearly see a weak dependence of ∆RT(x) on `b, independently
of the value of τ .
We now follow similar algebraic steps for the setup in Fig. 2.11(b). In this case the current I is
injected into the green electrode at x = 0 and y = 0, and extracted from the blue electrode at x = x0 < 0
and y = 0. We find
φ(x, 0) = φ+(x)− φ+(x− x0) , (2.147)
φ(x,W ) = φ−(x)− φ−(x− x0) . (2.148)
We define the “vicinity” resistance [96, 11, 104] as
RV(x) ≡
φ(x, 0)− φ(x′ → +∞, 0)
I
. (2.149)
The mathematical expression of RV(x) notably simplifies in the limit x0 → −∞, becoming
RV(x) = r+(x) +
ρ∗x
2W
+ r+A(x) + r+S(x)− [r+A(+∞) + r+S(+∞)] , (2.150)
where x > 0 and the resistance ρ∗ is obtained by the asymptotic relation ρ∗ = −2W limx→∞ r+(x)/|x|.
In the limit `b →∞ (i.e. free-surface BCs) and using Eq. (2.139) we find ρ∗ = ρ0. In the opposite limit,
`b → 0 (i.e. no-slip BCs), we find ρ∗ = ρ0{1− 2Dν/W tanh[W/(2Dν)]}−1 (see Appendix 2.3.3).
Since we are interested in the impact of the Hall viscosity on hydrodynamic electrical transport, it
is useful to concentrate our attention on the difference between the vicinity resistance in the presence of
an applied magnetic field and in the absence of it:
∆RV(x) ≡ RV(x)−RV(x)|B=0 . (2.151)
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The vicinity geometry displays a non-trivial dependence on the BCs (2.125). In Fig. 2.13(b) we show the
quantity ∆RV(x) as a function of x/W , as calculated by using the BCs (2.125) in the two limiting cases,
`b → +∞ (solid lines) and `b → 0 (dashed lines). As in panel (a) of the same figure, we have carried
out calculations for two different values of τ : τ = 2 ps (black) and τ = 200 ps (red). In the ultra-clean
limit (τ = 200 ps) the dependence of ∆RT(x) on `b is large. Indeed, by comparing the solutions with
free-surface and no-slip BCs, we note from Fig. 2.13(b) that even the sign of ∆RT(x) depends on `b.


































Figure 2.14: Panel (a) The transverse resistance difference (2.146), in units of ρνH and evaluated at
x = 0.25 W , is plotted as a function of B/B0. Panel (b) The vicinity resistance difference (2.151), in
units of ρνH and evaluated at x = 0.25 W , is plotted as a function of B/B0. Results in both panels
refer to a bilayer graphene sample with W = 2.5 µm, n̄ = 1012 cm−2, and ν0 = 0.1 m2/s. All results
shown in this figure have been evaluated by using the free-surface BCs (`b = +∞). Solid line: τ = 2 ps.
Dash-dotted line: τ = 20 ps. Dashed line: τ = 200 ps.
Before concluding, in Fig. 2.14(a) and (b) we illustrate the dependence of ∆RT(x) and ∆RV(x) on
B/B0, respectively. In this case, these quantities have been calculated by using the free-surface BCs and
evaluated at a given position x . W . In the weak-field B  B0 limit, ∆RT is given by the product of
ρνH and a function that depends only on x, τ , and ν(B = 0). A measurement of ∆RT therefore yields
immediately the value of the Hall viscosity, provided that τ is measured from the ordinary longitudinal
resistance [11] ρxx and ν(B = 0) from one of the protocols discussed in Refs. [11, 12]. We emphasize
that this way of accessing νH is insensitive to the classical Hall resistivity ρH and to ballistic effects
like transverse magnetic focusing [105]. The latter statement holds true as long as νH is extracted from
a measurement of ∆RT at values of B that are well below those that are necessary to focus electron
trajectories [192, 105], for typical sample sizes.
The vicinity geometry is in practice less convenient to probe νH. This is because—as seen in
Fig. 2.14(b)—the range of values of B/B0 over which ∆RV depends on B solely through the Hall
viscosity is smaller than in the highly-symmetric geometry shown in Fig. 2.11(a). We also mention once
more that the geometry sketched in Fig. 2.11(a) is more convenient for accessing νH with respect to the
one in Fig. 2.11(b), because in the former one the detailed nature of BCs does not influence in a signifi-
cant matter the role played by the Hall viscosity on non-local electrical measurements. In other words,
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in the case of Fig. 2.11(a) and corresponding ∆RT(x), a precise estimate of `b is unnecessary. This is at
odds with a recently studied geometry [164], where the impact of νH on the electrochemical potential at
the boundaries of the setup exists only for finite values of the boundary slip length (`b < +∞). In our
case, the electrochemical potential at the boundaries depends non-trivially on νH for both free-surface
(`b = +∞) and no-slip (`b = 0) BCs.
2.3.3 On the solutions with no-slip BCs
In the previous sections we have focused on the free-surface BCs. Here, we discuss how the results for
the single-injector setup depend on the BCs, by analysing the no-slip—`b = 0 in Eq. (2.125)—BCs. We
start by noting that Eqs. (2.133) and (2.134), i.e.
φ̃+(k) = I[r̃+(k)− iρH/k + 2iρνHkW 2 + r̃+S(k) + r̃+A(k)] (2.152)
and
φ̃−(k) = I[r̃−(k) + r̃−S(k) + r̃−A(k)] , (2.153)
hold true independently of the chosen BCs. In the special case of the no-slip BCs (`b = 0), we find
r̃+(k) = ρ0
q2 cosh(k̄) sinh(q̄)− kq cosh(q̄) sinh(k̄)
k{2kq[1− cosh(k̄) cosh(q̄)] + (k2 + q2) sinh(k̄) sinh(q̄)} , (2.154)
r̃−(k) = ρ0
q[q sinh(q̄)− k sinh(k̄)]
k{2kq[1− cosh(k̄) cosh(q̄)] + (k2 + q2) sinh(k̄) sinh(q̄)} , (2.155)
r̃±S(k) = 0 , (2.156)
r̃+A(k) = −iρνH
q(3k̄2 + q̄2)[1− cosh(k̄) cosh(q̄)] + k(3q̄2 + k̄2) sinh(k̄) sinh(q̄)
2kq[1− cosh(k̄) cosh(q̄)] + (k2 + q2) sinh(k̄) sinh(q̄) , (2.157)
r̃−A(k) = iρνH
q(q̄2 − k̄2)[cosh(k̄)− cosh(q̄)]
2kq[1− cosh(k̄) cosh(q̄)] + (k2 + q2) sinh(k̄) sinh(q̄) . (2.158)
Here, k̄ = kW , q̄ = qW , q =
√
k2 + 1/D2ν , Dν =
√
ντ , ρ0 = m/(n̄e
2τ), ρH = −mωc/(n̄e2), and
ρνH = mνH/(n̄e
2W 2). The resistance r̃±(k) coincides with that in the absence of the external magnetic






This means that the asymptotic behavior of the corresponding inverse FT for |x|  W is r±(x) →
−ρ0|x|/(2W ){1− 2Dν/W tanh[W/(2Dν)]}−1.
The quantities r̃±A(k) are proportional to the kinematic Hall viscosity νH and they are imaginary
and odd with respect to the exchange k → −k. This implies that the corresponding inverse FTs are odd
and real functions of the spatial coordinate x.
In the clean τ →∞ limit, we find
r̃+(k) = −ρν
2Wk̄[2k̄ + sinh(k̄)]
1 + 2k̄2 − cosh(2k̄) , (2.160)
r̃−(k) = −ρν
4Wk̄[k̄ cosh(k̄) + sinh(k̄)]
1 + 2k̄2 − cosh(2k̄) , (2.161)
r̃+A(k) = −iρνH
4Wk̄3
1 + 2k̄2 − cosh(2k̄) , (2.162)
r̃−A(k) = iρνH
4Wk̄2 sinh(k̄)
1 + 2k̄2 − cosh(2k̄) . (2.163)
(2.164)
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Finally, we consider the case of the half-plane geometry with a current injector placed at the ori-












D2νsgn(k) (q − |k|) , (2.166)
while both the resistances r̃−(k) and r̃−A(k) vanish. Eqs. (2.165) and (2.166) can be transformed back


































where I1(x) (K1(x)) is the modified Bessel function of first (second) kind and order one, and L1(x) is
the modified Struve function of order one.
2.4 Conclusions
In this Chapter we studied hydrodynamic transport in 2D electron system. In Section 2.1 we gave a
derivation of the hydrodynamic equations based on the semiclassical Boltzmann equation. This provided
a link between the microscopic quantities τ , τee, and p, (parametrizing momentum-relaxing collisions,
electron-electron collisions, and boundary collisions respectively) and the macroscopic coefficients ap-
pearing in the hydrodynamic equations, namely ν (See Eq. (2.18)), νH (See Eq. (2.19)) and `b (See
Eq. (2.40)).
In Section 2.2 we studied the impact of the shear viscosity on non-local transport measurements,
focusing in particular on the role of geometric effects in two-dimensional solid-state hydrodynamic trans-
port [104]. We have been able to demonstrate that they play a crucial role in the establishment of
so-called current whirlpools [11, 96].
The half-plane geometry—sketched in Fig. 2.1(c)—hosts negative nonlocal resistances due to viscosity
but no current whirlpools.
The geometry analyzed in Ref. [174], which is depicted in Fig. 2.1(b), allows the formation of current
whirlpools only if the electron liquid viscosity, at a given carrier density and temperature, overcomes a
threshold value, i.e. Dν > W/(
√
2π) or, more explicitly, ν > W 2/(2π2τ).
In contrast to the above two geometries, the vicinity geometry introduced in Refs. [11, 96] and
sketched in Fig. 2.1(a) exhibits backflow near the injector electrode for arbitrarily small values of Dν .
The value of Dν affects the spatial extent of current whirlpools, as shown in Fig. 2.10. To detect current
backflow in this geometry, either a local probe should be in the immediate vicinity of the injector or the
width W of the conductive channel should be chosen sufficiently small. For the case of graphene with
its typical vorticity diffusion length ≈ 0.3-0.4 µm and a distance of 1 µm between a narrow probe and a
current injector, W should be < 1.5-2 µm.
We hope that this helps clarifying the subtle connection between backflow and negative nonlocal
resistances due to viscosity in 2D electron liquids [179]. We also hope that it will spark experimental
quests of current whirlpools based on scanning probe potentiometry and magnetometry, as suggested in
Ref. [96].
In Section 2.3, we have proposed an all-electrical scheme that allows a determination of the Hall
viscosity νH of a two-dimensional electron liquid in a solid-state device [193]. We have carried out
extensive calculations for two device geometries, illustrated in Figs. 2.11(a) and (b), and a family of
boundary conditions, reported in Eq. (2.125), which depends on one parameter, the so-called boundary
slip length `b. The latter allows to interpolate between the widely used no-slip (`b = 0) and free-surface
(`b = +∞) boundary conditions.
We have demonstrated that the transverse geometry in Fig. 2.11(a) is particularly suitable for extract-
ing νH from experimental data. Indeed, we have shown that a measurement of ∆RT(x)—Eq. (2.146)—
yields immediately the value of the Hall viscosity, provided that τ is measured from the ordinary longitu-
dinal resistance [11] ρxx and ν(B = 0) from one of the protocols discussed in Refs. [11, 12]. We have also
52
shown that ∆RT(x) is insensitive to the value of the boundary slip length, a finding that further enforces
the robustness of this quantity as a diagnostic tool of the Hall viscosity. A similar experiments has been
recentely proposed by Delacretaz and Gromov [194]. These Authors however focus on the ultra-clean




Scattering of plasmons in
two-dimensional materials
Plasmons in 2D materials [137, 50, 195, 152] have attracted a lot of attention because they can confine
light on lengthscales much shorter than the corresponding free-space wavelength [139, 18], can travel
long distances [18, 152], and can be tuned by field effect [17, 16, 196]. Graphene plasmons have been
proposed as a platform for many interesting optoelectronic [19] and biosensing [151] applications.
Most of the theoretical works dealing with 2D plasmons consider translationally invariant samples
where the equations describing these collective modes can be solved by the power of Fourier transforms.
Technically, this allows to reduce the integral equations describing the plasmonic response to algebraic
equations. Notable exceptions to this rule are Refs. [197, 198, 199] that treat the scattering of plasmons
against different type of sample inhomogeneities. Nevertheless, the behavior of plasmons in inhomgeneous
setups is important both for the investigation of the optical response of defects [200, 198, 201, 202] and
interfaces [203], and for many device applications [19].
In this Chapter we address the problem of plasmon scattering in three different geometries.
In Sect. 3.1 we consider two half-planes whose optical response is described by different local con-
ductivities, and we calculate transmission and reflection amplitudes for plasmons across the interface, as
well as the spectrum of bound plasmon resonances.
In Sect. 3.2 we develop a theory that closely parallels the Lippmann-Schwinger theory of quantum
scattering to study the scattering of plasmons off zero and one-dimensional inhomogeneities. In this case
the impact of non-local effects and of exchange-correlation effects beyond the Random Phase Approxi-
mation (RPA) is taken into account.
Finally, in Sect. 3.3 we present experimental work [19] carried out at ICFO (Spain) in which our
Lippmann-Schwinger theory has been put to test producing striking agreement with experimental results.
3.1 Plasmons at an interface
In this Section we study 2D plasmons in one of the simplest non-homogenous setups that is a system
made up of two half-planes, each one having a different conductivity tensor, comprising a normal (i. e.
diagonal) part and an antisymmetric Hall part. This second part is non-vanishing in systems with broken
time reversal symmetry, as normal conductors in the presence of an external magnetic field [127, 128, 126],
ferromagnetic materials [67] or topological materials with an induced population imbalance between the
two valleys [59, 60, 61, 204, 205].
Our theory relies on few basic assumptions that are: locality (i. e. independence of the conductivities
on wavevector), isotropy (that allows us to split the 2D conductivity tensor in a diagonal part and an
antisymmetric part), and sharpness of the interface, compared with the relevant plasmon wavelengths.
Since no assumptions is made on the frequency dependence of the conductivities our theory is very
general and can describe many different experimental situations, including normal plasmons at edges
and interfaces [130], magnetoplasmons [127, 128, 206], and chiral Berry plasmons [204]. In addition to
this, our theory is completely general with respect to the screening of the electron-electron interaction
and is therefore able to treat on the same footing the standard 2D plasmons with a ω ∼ √q dispersion
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relation and the acoustic (ω ∼ q) plasmons that occur in structures where the Coulomb interaction is
strongly screened by a conducting gate [207, 47].
Depending on the values of the normal part of the conductivity we identify three different situations.
When the normal conductivity has two different non-zero values on both sides, our theory describes
an interface between two different media that can host propagating plasmons. In this situation we can
find localized plasmon resonances at the interface, scattering (that is reflection and transmission) of bulk
plasmons impinging from one side of the interface, as well as total internal reflection of plasmons coming
from one side of the interface if the matching of plasmon wavevectors on the two sides of the interface
cannot be realized. This is is in close analogy to what happens to light at the interface between two
media with different refraction indices.
When the conductivity is zero on one side of the interface our theory describes the edge of a semi-
infinite system. This can host localized plasmonic resonance known as edge plasmons, moreover plasmon
propagating from the bulk of the sample are reflected at the edge with a certain reflection phase.
In both these case the resulting plasmon equation is an integral equation that can be solved with the
help of a very elegant mathematical technique due to Wiener and Hopf [208, 130, 206], that relies on the
analyticity properties of the Fourier transforms of functions that are non-zero only on half of the real
line.
A particular type of interface, with the two sides having the same normal conductivity but different
Hall conductivities is discussed separately, since it can be solved without resorting to the Wiener-Hopf
technique. This type of interface cannot support total internal reflection since the plasmon wavevector
is exactly the same on the two sides of the interface, and the matching is therefore always possible.
The remainder of this Section is structured as follows: in Sect. 3.1.1 the equation describing 2D
plasmons at a generic interface is derived. This is then solved in Sect. 3.1.2 for an interface between two
media using the Wiener-Hopf method. The particular case of an edge is analyzed in Sect. 3.1.3, while
the case of uniform normal conductivity is dealt with in Sect. 3.1.4.
3.1.1 Interface plasmon equation
We consider a two-dimensional (2D) electron system whose electromagnetic response is described by a
position-dependent local conductivity
Ji(r, ω) = σij(r, ω)Ej(r, ω), (3.1)
where Ji(r, ω) are the components of the electric current density, Ej(r, ω) are the components of the
total electric field, and σij(r, ω) is a local conductivity tensor in the form
σij(x, ω) = σ(x, ω)δij + σH(x, ω)εij . (3.2)
From now on we will drop, for the sake of space, all the ω dependencies since ω will be considered
as a fixed parameter. We now specify the spatial dependence of the normal and Hall conductivity to
describe an abrupt interface at x = 0
σ(x) = σLΘ(−x) + σRΘ(x), (3.3)
σH(x) = σHLΘ(−x) + σHRΘ(x). (3.4)
Here Θ(x) is the Heaviside step function.
The normal modes of charge density oscillation are therefore described by the following equations.
iωρ(x) = ∂xJx(x) + iqyJy(x), (3.5)
Jx(x) = −σ(x)∂xφ(x)− iqyσH(x)φ(x), (3.6)
Jy(x) = σH(x)∂xφ(x)− iqyσ(x)φ(x), (3.7)
where we used the translational invariance in time and in the y direction, as well as the absence of
external driving fields. Making use of (3.5-3.6-3.7) we obtain the charge density
iωρ(x) = −∂x[σ(x)∂xφ(x)] + q2yσ(x)φ(x)− iqy∂xσH(x)φ(x)
= −∂x[σLΘ(−x)∂xφ(x) + σRΘ(x)∂xφ(x)] + q2y[σLΘ(−x)φ(x) + σRΘ(x)φ(x)]− iqyδσHδ(x)φ(0).
(3.8)
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and δσ = σR − σL. In calculating this Fourier transform we made use of the property (D.3).











and L(q) is the interaction potential in wavevector space, i. e. L(q) = 2π/q for unscreened 2D Coulomb
interaction. The Fourier transform of (3.10) yields
φ̂L(qx) + φ̂R(qx) = L(q)ρ(qx). (3.12)
In the following we make use of the fact that L(q)q2 → +∞ for q →∞, this is true for all the relevant
types of interaction.
Combining (3.9-3.12) and defining










Next, we note that
L(q)
ω
= −i εR(q)− εL(q)
q2δσ
. (3.15)
Here we assumed σR 6= σL, the case σR = σL does not need the Wiener-Hopf technique to be solved and
is dealt with in Sect. 3.1.4 starting from Eq. 3.14.
Eq. (3.14) then becomes









Eq. (3.16) is solved for the unknown functions φ̂R/L(qx) by means of the Wiener-Hopf method in the
following Section.
Since φ̂R/L(qx) need to be the right (left) Fourier transform of a function it needs to be analytical in
the lower (upper) half of the complex plane (see theorem (i) in Appendix D).
We moreovere require the potential φ(x) to be continuous. This implies that its Fourier transform
goes to zero at least as q−2x for |qx| → ∞. φR/L(x) have instead a jump discontinuity at x = 0, their
Fourier transforms φ̂R/L(qx) are therefore allowed to go to zero as q
−1
x .
3.1.2 The Wiener-Hopf solution for an interface
The zeros of εR/L(q) define a plasmon wavevector on the two sides of the interface. In the following we
assume that εR/L(q) has a only one simple (i. e. first order) zero as a function of q. This allows us to






Depending on the relative values of qy and q
R/L we can have three different situations. For |qy| >
max[qR, qL] we have localized solutions, for min[qR, qL] < |qy| < max[qR, qL] Total Internal Reflection,
and for |qy| < min[qR, qL] propagating states. Here we discuss separately the three different cases.
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Localized solutions
If |qy| > qR/L the permeabilities εR/L(q) are negative for every real value of qx. We can therefore define










This function can be split according to property (D.6) into the ratio of a function RR(qx) that is
analytic in for =m[qx] ≤ 0 and a function RL(qx) that is analytic for =m[qx] ≥ 0. With this definition
Eq. (3.16) becomes
σRRR(qx)φ̂R(qx) + σLRL(qx)φ̂L(qx) = φ(0)X(qx)f(qx), (3.20)






= XR(qx) +XL(qx). (3.21)
Using the property (D.4) this function can be split into the sum of a function that is analytic in for





































We can then rearrange Eq. (3.20) into
σRRR(qx)φ̂R(qx)− φ(0)XR(qx)f(qx) = −σLRL(qx)φ̂L(qx) + φ(0)XL(qx)f(qx). (3.25)
The left (right) hand side of (3.25) is analytic in in the lower (upper) half of the complex plane, with the
equality holding on the real line. This defines a function that is analytic in the whole complex plane.
Using the asymptotic behaviors for large |qx|: RR/L(qx) ∼ 1, φ̂R/L(qx) ∼ q−1x , f(qx) ∼ qx, and (3.24)
we can show that the two sides of (3.25) behave at most as a constant for |qx| → ∞. Since an entire
function that behaves asymptotically as a constant is constant on the whole complex plane we can set
the two sides of (3.25) independently equal to a constant A.





The constant A must be chosen such that φ̂R/L(qx) has the correct asymptotic behavior ∼ q−1x for large




















As expected φ̂R/L(qx) go to zero as q
−1











iqyδσH sinh(I)− |qy|δσ cosh(I)
2|qy|δσσ̄−1σR/L
. (3.30)










where ξ is a positive quantity whose value do not affect the result, and ĝ
(ξ)
R/L(qx) behaves at infinity as
O(q−2x ), and shares the same analyticity properties of φ̂R/L(qx). The inverse Fourier transform g(ξ)R/L(x)
is identically zero for x < (>)0 and is continuous. This means that g
(ξ)
R/L(0) = 0. We can therefore












Non trivial solutions are possible if and only if
cR = cL = 0, (3.34)





with I(|qy|) defined in (3.23).
This equation is the most important result of this section and allows determination of the spectrum
of bound-states at the interface.
We note that since I(|qy|) is a real quantity | coth(I)| > 1. This means that no bound state is allowed
for |δσH| < |δσ|.
Equation (3.35) must be, in general, solved numerically. However we note that for |qy|  qR/L the










substituting into (3.35) gives the much simpler equation
σR + σL = iδσHsgn(qy), (3.37)
from which the asymptotic, large qy behavior of bounded resonances can be calculated.























in agreement with the result of Sect. 3.1.4.
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Total internal reflection
If the modulus of the y component of the wavevector qy is larger than min[q
R, qL] but smaller than
max[qR, qL] total internal reflection takes place at the interface. Throughout this section we assume, with-
out loss of generality, that qR < qL. This means that the following chain of inequalities: qR < qy < q
L
holds. Plasmons can therefore propagate in the left half plane (x < 0) with a real qx wavevector, corre-
sponding to a traveling solution, while they are forced to have an imaginary wavevector, corresponding
to an evanescent wave for x > 0. This mathematically describe the well known phenomenon of the total
internal reflection of a wave at the interface of two media.
We start analyzing this case by defining two auxiliary polynomials














2 − q2y. (3.43)










that is regular and positive on the whole real line and tends to one for qx →∞.
With these definitions Eq. (3.16) becomes
σRRR(qx)PR(qx)φ̂R(qx) + σLRL(qx)PL(qx)φ̂L(qx) = φ(0)[X(qx) + δσ]f(qx), (3.45)







Using the property (D.4) we can split this function into the sum of two parts that are analytic in the













where I ≡ I(|qy|) is defined by the integral





















Equation (3.49) can then be rearranged into
σRRR(qx)PR(qx)φ̂R(qx)− φ(0)[XR(qx) + σR]f(qx) =
= −σLRL(qx)PL(qx)φ̂L(qx) + φ(0)[XL(qx)− σL]f(qx),
(3.49)
where the left hand side is analytic for =m[qy] ≤ 0, while the right hand side is analytic for =m[qy] ≥ 0,
the equality holding on the real line. The two sides of this equation therefore an entire function. Taking
into account the asymptotic behaviors for large |qx|: RR/L(qx) ∼ 1, PR/L(qx) ∼ q2x, φR/L(qx) ∼ q−1x ,
XR/L(qx) ∼ q−1x , and f(qx) ∼ qx, we can show that both sides of (3.49) behave at most linearly for

















by following the same steps as in Eqs. (3.29-3.31) we obtain




To ensure the continuity of the potential at x = 0 we must therefore fix B = 0.
We can now solve for the potentials φ̂R/L(qx). Let’s consider φ̂R(qx) first. Dividing by PR(qx) in
Eq. (3.50) can introduce poles at ±i|qy|. While a pole at i|qy| is acceptable, no pole should arise at −i|qy|
since φ̂r(qx) is required to be analytic in the lower half of the complex plane. The numerator of (3.50)
should therefore vanish at qx = −i|qy|. This fixes the constant A to be



















where the two constants C± must be determined by requiring that φL(x) vanishes for x > 0. With the




+ πδ(qx − q0) =
∓i























L|qy|e−I + f(−i|qy|)σ̄qL(qx − i|qy|) cosh(I)
σR/LRR/L(qx)PR/L(qx ∓ iη)(qx − i|qy|)|qy|
}
. (3.58)
The asymptotic behavior of φL(x) for x → −∞ is completely controlled by the poles of φ̂L(x) located
near the real axis at ±qLx − iη,
φ̂R/L(qx) ∼
α+L
qx − qLx + iη
+
α−L





φ̂L(qx)(qx − λqLx + iη). (3.60)























δσ[i|qy| cosh(I) + qLx sinh(I)] + δσHsgn(qy)[−iqLx cosh(I) + |qy| sinh(I)]
}
(qLx + i|qy|) {δσ[i|qy| cosh(I)− qLx sinh(I)] + δσHsgn(qy)[iqLx cosh(I) + |qy| sinh(I)]}
.
(3.63)



























When |qy| is smaller than both the left and right plasmon wavevector, that is when |qy| < qR/L, we





)2 − q2y, (3.65)




















Splitting R(qx) into its left and right component according to (D.6) and substituting in (3.16) gives
σRRR(qx)PR(qx)φ̂R(qx) + σLRL(qx)PL(qx)φ̂L(qx) = φ(0)[X(qx) + δσ]f(qx), (3.68)














iqx sinh(I) + |qy| cosh(I)
|qy|
}
∓ σR/L , (3.70)
where σ̄ =
√




























Substituting into (3.68) gives
σRRR(qx)PR(qx)φ̂R(qx)− φ(0)[XR(qx) + σR]f(qx) =
= −σLRL(qx)PL(qx)φ̂L(qx) + φ(0)[XL(qx)− σL]f(qx).
(3.72)
Repeating the same reasoning explained after (3.49) we can say that the two sides of this equation are
















Repeating the steps in (3.29-3.33) we obtain





































































where the residues αλR/L of φ̂R/L(qx) at qx = λq
R/L
x , with λ = ±1, are given by
αλR/L ≡ lim
qx→λqR/Lx ±iη
φ̂R/L(qx)(qx − λqR/Lx ∓ iη). (3.82)
Looking at the asymptotic formula (3.80) we see that in order to have an impinging wave plus a reflected
wave on the left and a transmitted wave on the right we must choose the constant A such that α−R ≡ 0.






















































































































































































































































































































] |t|2 = 1 (3.94)
3.1.3 Solution for an edge
The particular case of an edge, with vacuum occupying the half-plane x > 0 can be recovered setting
σR = 0, εR(qx) = 1 in the final formulas of Sect. 3.1.2.
Localized solutions















We used the standard choice for the branch-cut of the ln function (i. e. ln(x) = ln |x|+ iπΘ(−x) for real
x). The final results, however, do not depend on this choice.





We note that since Ĩ is a real quantity, this equation can have solutions only if |σHL/σL| < 1.
Propagating solutions






















εL(|qy|√1 + t2) (1 + t2)















σL[i|qy| sinh(Ĩ) + qLx cosh(Ĩ)] + σHLsgn(qy)[iqLx sinh(Ĩ)− |qy| cosh(Ĩ)]
} .
(3.99)
3.1.4 Interface with uniform normal conductivity
Here we analyze the particular case of an interface between two media with the same normal conductivity





The dielectric function ε(q) vanishes at the wavevector q0 ≡ qR = qL
ε(q0) = 0. (3.101)
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Localized solutions
If qy > q


























J(0, |qy|) = 0. (3.105)
A simpler result can be obtained in the limit |qy|  q0. If this inequality holds we can approximate the
integral J(x, |qy|) with










If qy < q
0 more care must be taken in dividing by ε(q) because this function vanishes at q0. Inverting in




+ C+δ(qx − q0x) + C−δ(qx + q0x), (3.108)



































































) (qx ∓ q0x) = ±q0L(q0)q0xε′(q0) . (3.113)
Here ε′(q) = ∂qε(q).
66















































To have only a transmitted wave for x > 0 the constant C− must be















The reflection (transmission) coefficient, given by the ratio between the amplitude of the reflected (trans-



























3.2 Lippmann-Schwinger theory for two-dimensional plasmon
scattering
In this Section, we are interested in the scattering properties of 2D plasmons in parabolic-band electron
gases and encapsulated graphene sheets. To this end, we lay down a Lippmann-Schwinger theory that
enables us to calculate complex reflection and transmission coefficients for 2D plasmons impinging on a
great variety of localized perturbations.
Scattering theories for surface plasmon polaritons in noble metals have been introduced in the
past [211, 212, 213, 214]. More recently, scattering of graphene plasmons against one-dimensional (1D)
defects has been studied in Refs. [197, 200]. In particular, the impact of electronic quasi-bound states
on the scattering properties of plasmons has been recently studied in Ref. [198]. Scattering of plasmons
in more exotic electron systems has also been considered, for example in Ref. [215].
The main difference between these earlier works and the theory presented here is that we use an
electrostatic approximation, instead of solving Maxwell equations. This offers several advantages with
respect to previous works: (i) our theory is essentially semi-analytical, requires little numerical effort,
and, most importantly, takes into account nonlocal effects; (ii) we calculate the density-density response
function from the knowledge of a microscopic Hamiltonian, instead of assuming phenomenological mod-
els for the spatial dependence of the conductivity profile (as done in all papers, with the exception of
Ref. [198]); (iii) we treat on equal footing many different perturbations (not only electrostatic perturba-
tions coupling to the electron density operator); and (iv) we provide a recipe to include exchange and
correlation effects beyond the celebrated random phase approximation (RPA) [35], as we explain below
in Section 3.2.3.
The only disadvantage of our approach is that we are unable to describe scattering of plasmons into
far-field modes of the electromagnetic field. In 2D electron gases in GaAs/AlGaAs heterostructures
and graphene sheets, these dissipative processes are usually very weak as it has been demostrated both
theoretically [197] and experimentally (see, for example, Ref. [19]) for sufficiently confined 2D plasmons.
The reason is that the plasmon momenta at play in these electron systems are much larger that the
photon momentum ω/c. This implies that coupling to far-field modes of the electromagnetic field can
occur only in the presence of extremely sharp defects/perturbations. However, experimentally realized
(electrostatic) defects/perturbations for plasmons are smooth and are therefore unable to couple plasmons
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to photons. The situation is particularly “extreme” in hybrid heterostructures containing graphene, hBN,
and nearby metal gates [160, 47]. A metal gate in close proximity to graphene suppresses the long-range
tail of the inter-electron Coulomb interaction, morphing the usual 2D unscreened plasmon [35] with
ωpl(q) ∝ √q into an acoustic plasmon mode [207, 160, 47] with a phase velocity that is extremely close
to the electron Fermi velocity vF. For a given illumination frequency ω, such acoustic plasmons have
therefore momenta that are much larger that those of unscreened plasmons. Recent experiments [19]
where plasmons in such stacks were launched against smooth 1D electrostatic barriers show that our
approximation is fully justified and that our theory explains in a fully quantitative fashion experimental
data with no fitting parameters.
The ramaning part of this Section is organized as following. In Sect. 3.2.1 we present a brief overview
of how to approach the non-trivial problem of plasmons in inhomogeneous media [216, 217] and we
introduce two fundamental quantities: a) the proper density-density response function χ̃nn(q, q
′, ω) and
b) the screened potential Vsc(q, ω). In Sect. 3.2.2 we introduce two scattering geometries of interest in
this work, which are schematically reported in Fig. 3.1, and a Lippmann-Schwinger equation for the
screened potential, which automatically fulfils appropriate asymptotic conditions. Sect. 3.2.3 is devoted
to the generalization of the theory of the previous section to include exchange and correlation effects
beyond the RPA.
In Sect. 3.2.4 we introduce the key quantity of our 2D Lippmann-Schwinger plasmon scattering the-
ory: the transition function T (q, θ, ω). The latter fully controls the scattering amplitude f(θr, θ, ω)
in the geometry in Fig. 3.1(a) and reflection rθ,ω and transmission tθ,ω coefficients in the geometry in
Fig. 3.1(b). In Sect. 3.2.5 we derive a useful relation between the amplitude of forward scattering and
the total scattering cross section, which is known, in the context of electromagnetic scattering, as optical
theorem. Paralleling single-particle quantum-mechanical scattering theory [218], in Sections 3.2.6, 3.2.7,
and 3.2.8 we present three approximations for the evaluation of the scattering observables: the Born
approximation, the eikonal approximation, and the method of partial waves, respectively. Finally, two
concrete problems, i.e. scattering of a plasmon in a 2D parabolic-band electron system against an elec-
trostatic potential generated by i) a point-like charged impurity and ii) a 1D line of charges, are explicitly
solved in Sect. 3.2.9. These are used to compare exact numerical results—obtained from the full solution
of the Lippmann-Schwinger equation—with approximate results based on the Born and eikonal approx-
imations. In the second geometry, we also explicitly quantify the impact of nonlocal effects. A summary
of our main results and a brief set of conclusions and perspectives is finally reported in Sect. 3.4. The
evaluation of the transition function requires exact expressions for the proper density-density response
function of an inhomogeneous 2D electron system, which are carefully derived in Appendix B.1. We
here stress the importance of the results contained in Eqs. (B.24), (B.30), and (B.32): these give the
high-frequency behavior of the density-density response function of an inhomogeneous 2D electron liquid
subject to a very general perturbation, up to next-to-leading order in the frequency. In Appendix B.2 we
extend these results to the case of an inhomogeneous electron liquid hosted in a graphene sheet. Other
mathematical and computational details are contained in Appendix E
3.2.1 Plasmons in inhomogeneous media
The linear density response n1(q, ω) induced by an external scalar potential in an electron liquid can be







′, ω) . (3.119)
The screened potential is in turn related to the induced density via




′, ω) , (3.120)
where Vext(q, ω) is the external potential and v(q, q
′, ω) is the Fourier transform of the electron-electron
interaction potential. For example, v(q, q′, ω) = δq,q′2πe2/[qε̄(ω)] for a 2D electron system (q = |q|)
surrounded by a homogeneous and isotropic dielectric, with a frequency-dependent permittivity ε̄(ω).
The interaction potential v(q, q′, ω) accounts for all screening effects stemming from nearby dielectrics.
Note that we are neglecting retardation effects (c =∞).
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Plasmons are self-sustained charge density oscillations that occur in absence of an external field.
They correspond to non-trivial solutions of the integral equation∑
q′
ε(q, q′, ω)Vsc(q
′, ω) = 0 , (3.121)
where we have introduced the dynamical dielectric function:




′′, q′, ω) . (3.122)
For electron systems that are invariant under spatial translations, χ̃nn(q, q
′, ω) = δq,q′ χ̃nn(q, ω),
v(q, q′, ω) = δq,q′v(q, ω), and Eq. (3.121) reduces to the familiar equation [35]
[1− v(q, ω)χ̃nn(q, ω)]Vsc(q, ω) ≡ ε(q, ω)Vsc(q, ω) = 0 . (3.123)
The solutions of Eq. (3.123) for Vsc(q, ω) are delta functions peaked at the zeroes of ε(q, ω) and correspond
to plane waves in real space.
3.2.2 Lippmann-Schwinger theory for 2D plasmons
We now specialize Eq. (3.121) to describe the scattering of a plasmon off a spatially-localized inhomo-
geneity in the 2D electron system. We consider two types of inhomogeneities: (a) one that is localized
inside a circle of radius a around the origin and (b) one that is invariant under spatial translations in
one direction (the ŷ direction) and is confined to a strip of finite width 2a in the x̂ direction, i.e. for
−a < x < a. These are sketched in Fig. 3.1(a) and (b), respectively.
We now write the proper density-density response function χ̃nn(q, q
′, ω) as the sum of a homogeneous
part χ̃h(q, ω)δq,q′ , plus a perturbation δχ̃(q, q
′, ω), the latter describing the inhomogeneity present in
the 2D electron system:
χ̃nn(q, q
′, ω) = χ̃h(q, ω)δq,q′ +
1
S
δχ̃(q, q′, ω) . (3.124)
Here, S = LxLy is the 2D electron system area. In writing the above equation we assumed, for the sake
of simplicity, that the 2D electron system in the absence of perturbations is homogeneous and isotropic—
this implies that the homogeneous part χ̃h(q, ω) of the density-density response function depends only
on q = |q|.
In what follows, we introduce, without loss of generality, the following parametrization of the uniform






G(q, ω) , (3.125)
where D is the so-called Drude weight [219] and G(q, ω) is a correction factor that takes into account all
the effects beyond simple Drude theory, including nonlocal effects.
Similarly, we split the interaction potential into two parts:
v(q, q′, ω) = δq,q′v(q, ω) +
1
S






represents the homogeneous part of the interaction, which does not depend on the direction of q, while
δv(q, q′, ω) stems from an inhomogeneity in the dielectric environment surrounding the 2D electron
system.
In Eq. (3.127), ε̄(ω) is a suitable frequency-dependent permittivity and F(q, ω) is a form factor
that takes into account deviations from the pure 2D Coulomb law [35] 2πe2/q. These may occur in
quantum wells of GaAs/AlGaAs where F takes into account the finite thickness of the quantum well
and its geometric form [220] or in graphene sheets encapsulated between slabs of hBN crystals, where F




Figure 3.1: The two scattering geometries considered in this work. In panel (a), the perturbation is
localized within a circle of radius a (grey-shaded area). In panel (b), the perturbation is confined in the
rectangular strip −a < x < a (grey-shaded area). Translational invariance is assumed in the ŷ direction.
The perturbations δχ̃(r, r′, ω) and δv(r, r′, ω) introduced in the main text in Eqs. (3.128)-(3.129) are
negligible if either r or r′ lie outside the scattering region.
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In real space, Eqs. (3.124) and (3.126) read as following:
χ̃nn(r, r
′, ω) = χ̃h(|r − r′|, ω) +
1
S
δχ̃(r, r′, ω) (3.128)
and
v(r, r′, ω) = v(|r − r′|, ω) + 1
S
δv(r, r′, ω) . (3.129)
We assume that the perturbations δχ̃(r, r′, ω) and δv(r, r′, ω) are negligible if either r or r′ lie outside
the scattering region, see Fig. 3.1.
We now introduce the homogeneous part of the dielectric function
εh(q, ω) ≡ 1− v(q, ω)χ̃h(q, ω) = 1−
2D
ε̄(ω)ω2
qF(q, ω)G(q, ω) , (3.130)
the inverse of the effective interaction












and the scattering kernel











δχ̃(q′′, q′, ω) . (3.132)
Note that Eq. (3.132) establishes a crucial relationship between scattering theory and microscopic many-
body theory, which can be used to calculate the response function δχ̃(q, q′, ω) of the inhomogeneous 2D
electron system that appears in Eq. (3.132).
With these definitions, we can rewrite Eq. (3.121) in the following appealing manner:






′, ω) . (3.133)
Eq. (3.133) closely resembles the momentum-space version of Schrödinger’s equation for an electron of










U(q, q′)ψ(q′) . (3.134)
Comparing Eq. (3.133) with Eq. (3.134), we clearly see that W−1h (q, ω) plays the role of E − ~2q2/(2m),
∆(q, q′, ω) plays the role of the scattering potential U(q, q′), and Vsc(q, ω) is the analogue of the wave-
function ψ(q).
In the following, we assume that the unperturbed system has a single plasmon mode at a given
frequency ω. This means that εh(q, ω) has only one zero as a function of q for any given ω. This
allows us to unambiguously define the plasmon wavevector of the homogeneous system as the solution
qpl = qpl(ω) of the following equation:
εh(qpl, ω) = 0 . (3.135)
Our theory can be easily extended to anisotropic media, for which qpl depends on the propagation
direction, and to take into account the presence of multiple plasmon modes at a given frequency.
For the geometry in Fig. 3.1(a) and just as in the case of single-particle quantum-mechanical scattering
theory [218], we are interested in solutions of Eq. (3.133) whose asymptotic behavior is given by the sum
of an incoming plane wave plus a scattered wave:
Vsc(r, ω) ' eiqpl·r +
eiqplr√
r
f(θr, θ, ω) , (3.136)
where qpl ≡ qpl[x̂ cos(θ) + ŷ sin(θ)], θ is the polar angle of the wavevector of the incoming wave, θr is
the polar angle of r, and f(θr, θ, ω) is the scattering amplitude induced by the inhomogeneity.
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For the geometry in Fig. 3.1(b), which is translationally invariant along the ŷ direction, the required
asymptotic behavior is given by
Vsc(r, ω) ' eiqpl sin(θ)y ×
{
eiqpl cos(θ)x + rθ,ωe
−iqpl cos(θ)x, for x→ −∞
tθ,ωe
iqpl cos(θ)x, for x→ +∞ , (3.137)
where θ is the angle between the wavevector of the incoming wave and the x̂ axis, while rθ,ω and tθ,ω
are the reflection and transmission coefficients, respectively.
The asymptotic behaviors (3.136) and (3.137) can be more easily enforced using a formalism à la
Lippmann-Schwinger [218]. Indeed, we claim that a solution of
Vsc(q, ω) = V






′, ω) , (3.138)
with V (0)(q, ω) satisfying
εh(q, ω)V
(0)(q, ω) = 0 (3.139)




= 1 , (3.140)
is also a solution of Eq. (3.133).
To prove our assertion, it is sufficient to multiply Eq. (3.138) by W−1h (q, ω) and use Eqs. (3.139)-
(3.140). Eq. (3.138) is the desired Lippmann-Schwinger equation for 2D plasmon scattering.
The solutions of Eqs. (3.139)-(3.140) are not unique. To impose the asymptotic conditions (3.136)-
(3.137), we choose: i) V (0) as a delta function in wavevector space (a plane wave in real space):
V (0)(q, ω) = (2π)2δ(q − qpl) , (3.141)
which corresponds to the first term in Eqs. (3.136)-(3.137), and ii) the solution of Eq. (3.140) correspond-
ing to an outgoing cylindrical wave. As shown in Appendix E.1, the solution of Eq. (3.140) corresponding
to an outgoing cylindrical wave is:
W
(+)
h (q, ω) ≡
1




















Here, F ′(q, ω) ≡ ∂F(q, ω)/∂q and G′(q, ω) ≡ ∂G(q, ω)/∂q.






















W(q, ω) = F(q, ω) [F(qpl, ω)G(qpl, ω) + qplF
′(qpl, ω)G(qpl, ω) + qplF(qpl, ω)G′(qpl, ω)]
F(qpl, ω) qqpl
[







Note that W(q, ω) vanishes identically if both F(q, ω) and G(q, ω) are set to one.
Since the intensity associated with a travelling plasmon with a fixed wavevector is proportional to
the square of its potential, the information about the flux of energy is carried by the modulus square of
the scattering amplitude |f(θr, θ, ω)|2 in the geometry of Fig 3.1(a) and by the square modulus of rθ,ω
and tθ,ω in the geometry of Fig 3.1(b). More precisely the ratio between the amount of power scattered
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into a small angle dθ around θr and the intensity (i.e. power per unit length) of the incoming wave is





dθr|f(θr, θ, ω)|2 . (3.146)
In rotationally invariant system Σ(θ, ω) obviously does not depend on the angle θ and is a function of ω
only.
3.2.3 Going beyond the RPA
The simplest way of transcending the RPA [35] (i.e. the time-dependent Hartree approximation discussed
in Sect. B.1) consists in using time-dependent density-functional theory (TDDFT) [35, 222]. This theory
is appealing since, as we proceed to show, it requires very little modifications of our scattering equations.
We define the Kohn-Sham response function [35]
χKSnn(q, q




(fα − fβ)〈α|nq|β〉〈β|n−q′ |α〉
~ω + εα − εβ + iη
, (3.147)
where |α〉, εα are eigenstates and eigenvalues of the self-consistent Kohn-Sham Hamiltonian [35]. The
















The first term in curly brackets is the response of the non-interacting Kohn-Sham electron system,
while the second and third terms stem from the time variation of the Hartree and exchange-correlation
potentials, respectively. The quantity fxc,L(q
′, q′′, ω) is the wavevector- and frequency-dependent (longi-
tudinal) exchange-correlation kernel [35]. We now introduce—cf. Eqs. (3.124) and (3.126)—the following
decompositions:
χKSnn(q, q




′, ω) , (3.149)
and
fxc,L(q, q




′, ω) . (3.150)
In writing Eq. (3.149) we used the fact that the homogeneous part of the Kohn-Sham response function
coincides with the non-interacting response function χ0(q, ω) of the homogeneous electron system in
absence of perturbation.
Comparing Eq. (3.148) with Eqs. (3.119)-(3.120), it is straightforward to show that the TDDFT ver-
sion of our Lippmann-Schwinger scattering theory can be written down with the following replacements:
χ̃h(q, ω) 7→ χ0(q, ω) , (3.151)
δχ̃(q, q′, ω) 7→ δχKSnn(q, q′, ω) , (3.152)
εh(q, ω) 7→ 1− [v(q, ω) + fxc,h(q, ω)]χ0(q, ω) , (3.153)





















′′, q′, ω) .
(3.155)
Explicit calculations of the scattering kernel ∆xc(q, q
′, ω) requite explicit expressions for the exchange-
correlation kernel fxc,L(q, q
′, ω) of the inhomogeneous electron system. To this aim, we refer the reader
to Ref. [35] and references therein.
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3.2.4 Transition Function
We now turn to relate the scattering amplitude f(θr, θ, ω) and the reflection and transmission coefficients
rθ,ω and tθ,ω to the solutions of Eq. (3.138). To this end, it is useful to define the transition function T .
Since the final results are slightly different for the two scattering geometries in Figs. 3.1(a) and (b), we
split the discussion into two separate parts, in Sects. 3.2.4 and 3.2.4, respectively.
Geometry in Fig. 3.1(a)
In this geometry, the transition function is defined by





′, ω) , (3.156)
where Vsc(q, ω) is the solution of Eq. (3.138) with V
(0)(q, ω) given by (3.141) and effective interaction
given by (3.142). Note that T is a function of a reciprocal vector q, of an angle θ giving the direction of
the incoming wave, and of the frequency ω.
The transition function satisfies the following integral equation





∆(q, q′, ω)W (+)h (q
′, ω)T (q′, θ, ω) , (3.157)
as one can easily verify by inserting Eq. (3.138) in Eq. (3.156).
To make a link between the transition function and the scattering amplitude f(θr, θ, ω) we must con-
sider the asymptotic behavior of Eq. (3.138) in real space. This is carefully considered in Appendix E.2.
The final result is






qplC(ω)T (qplr̂, θ, ω) . (3.158)
Geometry in Fig. 3.1(b)
Since this geometry is translationally invariant in the ŷ direction, we can rewrite the scattering kernel
(3.132) as
∆(q, q′, ω) = 2πδ(qy − q′y)∆(qx, q′x, qy, ω) . (3.159)
Eq. (3.138) then becomes
Vsc(qx, qy, ω) = V















x, qy, ω) , (3.160)
where Lx has been defined after Eq. (3.124).
We now separate the two components of Eq. (3.141):
V (0)(qx, qy) = (2π)
2δ(qy − qpl sin(θ))δ(qx − qpl cos(θ)) . (3.161)
Because of translational invariance in the ŷ direction, we can take the solution to have the form
Vsc(qx, qy, ω) = 2πδ(qy − qpl sin(θ))Vsc(qx, θ, ω) . (3.162)
The Lippmann-Schwinger equation (3.138) then becomes













x, qpl sin θ, ω)Vsc(q
′
x, θ, ω) .
(3.163)
In analogy to Eq. (3.156), we define







x, qpl sin(θ), ω)Vsc(q
′
x, θ, ω) , (3.164)
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which satisfies the following integral equation:

















T (q′x, θ, ω) .
(3.165)
This is the equation we solved numerically in the geometry (b) described in Section 3.2.9.
Using the asymptotic behavior of Eq. (3.163)—see Appendix E.2—and comparing the result to
Eq. (3.137), we finally obtain:
tθ,ω = 1− i
C(ω)
cos(θ)





T (−qpl cos(θ), θ, ω) . (3.167)
In the theory of single-particle quantum-mechanical scattering [218] the analytical continuation of the
transition function into the upper half of the complex plane can display poles at purely imaginary
values of the wavevector corresponding to the energies of single-particle bound states. Similarly, for the
case of plasmon scattering, a localized plasmon resonance—i.e. a solution of Eq. (3.121) that decays
exponentially, in real space, far from the perturbation—manifests as a pole in the transition function
T (qx, θ, ω) at a purely imaginary value of qx.
3.2.5 Optical theorem
In this Section we derive a useful relation between the amplitude of forward scattering (i.e. scattering
in the same direction of the incoming wave) and the total scattering cross section. In the context of
electromagnetic scattering, this is known as “optical theorem”. It holds if dissipation can be neglected
during the scattering process. Once again, we split the derivation into two parts, depending on the
scattering geometry.
Geometry in Fig. 3.1(a)
Using Eq. (3.156), we can write the imaginary part of the transition function for the forward scattering
process as











d2q δ(q − qpl)∆(q, q′, ω)Vsc(q′, ω)
 .
(3.168)
We can rewrite the delta function using the complex conjugate of the Lippmann-Schwinger equation
(3.138), and Eqs. (3.141), (3.142), and (3.156):









+ iπC(ω)δ(q − qpl)
]
T ∗(q, θ, ω) . (3.169)
Substituting Eq. (3.169) into Eq. (3.168) we get



















dθ′|T (qpl[x̂ cos θ′ + ŷ sin θ′], θ, ω)|2 .
(3.170)
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The term in the second line of the previous equation is proportional to the power absorbed by the
inhomogeneous electron system [35] and can therefore be neglected if dissipation is small.












= Σ(θ, ω) . (3.171)
Geometry in Fig. 3.1(b)
Following the same steps as those in Sect. 3.2.5, we derive a very similar relation for the forward-scattering
transition function in the geometry sketched in Fig. 3.1(b):




dqx|T (qx, θ, ω)|2δ
(√
q2pl sin
2 θ − q2x − qpl
)
. (3.172)
Using the definitions in Eqs. (3.166) and (3.167) we get
|rθ,ω|2 + |tθ,ω|2 = 1 . (3.173)
The latter simply expresses conservation of energy in absence of dissipation.
3.2.6 The Born approximation
In this Section we discuss the Born approximation for the two geometries of interest in this work.
Geometry in Fig. 3.1(a)
Eq. (3.157) can be handled exactly in a numerical fashion, as we will discuss below, provided that the
scattering kernel ∆(q, q′, ω) is known. In this Section, however, we wish to introduce an approximate
perturbative approach in powers of ∆(q, q′, ω), which is usually termed “Born approximation” in ordinary
single-particle quantum-mechanical scattering theory [218].
We start by writing the transition function as a power series:
T (q, θ, ω) ≡
∞∑
n=1
λnT (n)(q, θ, ω) , (3.174)
where λ is a dimensionless bookkeeping parameter, which will be set to unity at the end of calculation.













λnT (n)(q′, θ, ω) . (3.175)
Collecting terms that appear in Eq. (3.175) with the same power of λ and setting λ = 1, we finally obtain
T (1)(q, θ, ω) = ∆(q, qpl, ω) (3.176)
and





∆(q, q′, ω)W (+)h (q
′, ω)T (n)(q′, θ, ω) , (3.177)
for n ≥ 1. This series yields a scattering amplitude
f(θr, θ, ω) =
∞∑
n=1









T (n)(qplr̂, θ, ω) . (3.178)
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As one can see from Eq. (3.176), the leading term of the expansion in Eq. (3.174) is particularly easy
to calculate since it is simply given by the scattering kernel evaluated at the outcoming and incoming
wavevectors:






qplC(ω)∆(qplr̂, qpl, ω) . (3.179)
Eq. (3.179) represents the first-order Born approximation for the scattering amplitude and often repre-
sents a good starting tool to understand, at least qualitatively, the behavior of 2D plasmon scattering in
a purely analytical fashion.
We note that the scattering amplitude calculated using the Born approximation does not fulfil the
optical theorem (3.171), order by order. For example, the right-hand side of Eq. (3.171) calculated with
f(θ′, θ, ω) at the level of the first-order Born approximation is equal to the left-hand side of Eq. (3.171)
with f(θ, θ, ω) calculated using the second-order Born approximation.
A natural question that arises at this point is when the Born series converges and when it is legitimate
to keep only the first terms of the series. The Born approximation works well when the difference
between the full solution for the screened potential Vsc(r, ω) and the incoming wave V
(0)(r, ω) within
the scattering region is small. Looking at the real-space formulation of the Lippmann-Schwinger equation
in Appendix E.2, we can write the difference between the full solution and the incoming wave for r ≈ 0
as
|Vsc(r ≈ 0, ω)− V (0)(r ≈ 0, ω)| ≈
∣∣∣∣∫ dr′W (+)h (|r′|, ω)∫ dr′′ 1S∆(r′, r′′, ω)Vsc(r′′, ω)
∣∣∣∣
≈






h (q, ω)∆(q, qpl, ω)
∣∣∣∣∣ .
(3.180)
If the above quantity is much smaller than unity, the perturbative series converges and the Born approx-
imation is good.
Geometry in Fig. 3.1(b)
In the case of the geometry in Fig. 3.1(b), we can still express the transition function as a power series
T (qx, θ, ω) =
∞∑
n=1
T (n)(qx, θ, ω) (3.181)
with coefficients given by
T (1)(qx, θ, ω) = ∆(qx, qpl cos(θ), qpl sin(θ), ω) (3.182)
and












2(θ) + q′2x , ω
)
T (n)(q′x, θ, ω) . (3.183)
Transmission and reflection coefficients in the first-order Born approximation read as following:
t
(1)
θ,ω = 1− i
C(ω)
cos θ







∆(−qpl cos θ, qpl cos θ, qpl sin θ, ω) . (3.185)
In general, these expressions do not respect the conservation law (3.173), often leading to the unphysical
result |t(1)θ,ω| > 1. For this reason, we prefer to extract the amplitude of the transmission coefficient by
using Eq. (3.173), with the reflection coefficient being extracted from Eq. (3.185).













∆(qx, qpl cos(θ), qpl sin(θ), ω)
∣∣∣ 1 . (3.186)
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3.2.7 The Eikonal Approximation
In the geometry depicted in Fig. 3.1(b) it is possible to introduce the simplest approximation of the full
scattering theory, i.e. the “Eikonal approximation”. The latter allows the calculation of the phase of
the transmission coefficient. This is the most important scattering observable in all situations in which
reflection is small (i.e. when |rθ,ω|  1).
The eikonal approximation does not rely on the smallness of the scattering kernel ∆(q, q′, ω) but
requires the plasmon wavelength 2π/qpl to be much smaller than the lengthscale over which the properties
of the inhomogeneous electron liquid vary appreciably.
We lay down the derivation of this approximation under the two simplifying assumptions, which
can be relaxed if necessary: (i) δv(q, q′, ω) ≡ 0 and (ii) χ̃nn(q, q′, ω) = q · q′Dq−q′/(Se2πω2), with
Dq = 2πδ(qy)Dqx . Physically, (ii) derives from the assumption of a local conductivity model σ(x) =
iD(x)/(πω), with a Drude weight that changes spatially only along the x̂ direction—see Fig. 3.1(b).

















x, θ, ω) . (3.187)
In real space, the previous equation becomes∫
dx′v−1(x− x′, qpl sin θ, ω)Vsc(x′, θ, ω) =
1
πe2ω2
{−∂x[D(x)∂xVsc(x, θ, ω)] + q2pl sin2 θD(x)Vsc(x, θ, ω)},
(3.188)
where











y. We now introduce in Eq. (3.188) the eikonal ansatz:
Vsc(x, θ, ω) = exp[iqpl cos θS(x)] . (3.190)
Our target is to derive an equation for the quantity S(x). We find∫














No approximation has been yet made in the derivation of Eq. (3.191).
When qpl is large enough, the exponential in the integrand on the left-hand side of Eq. (3.191)
oscillates rapidly. In this case, only a small range of values of x′ (those for which qpl|x − x′|  1)
contributes to the integral and we can approximate S(x′)−S(x) with [dS(x)/dx](x′− x). The left-hand







cos2 θS′(x) + sin2 θ, ω
)]−1
, (3.192)
where S′(x) ≡ dS(x)/dx. The right-hand side of (3.191) is instead approximated with its leading order
in the limit qpl →∞, reducing to
' q2plD(x){sin2 θ + cos2 θ[S′(x)]2} . (3.193)
With these approximations, Eq. (3.191) becomes
qpl
√
cos2 θ[S′(x)]2 + sin2 θ = qpl(x) , (3.194)
where the local plasmon wavevector [216, 217] qpl(x) is defined as the solution of
q2pl(x)v(qpl(x), ω)D(x)
πe2ω2
= 1 . (3.195)
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The corresponding solution for the potential is, up to a multiplicative constant,








′)− qpl sin2 θ
]
. (3.196)
The phase of the transmission coefficient tθ,ω is found by looking at the difference between the the







′)− qpl sin2 θ − qpl cos θ
]
. (3.197)
3.2.8 The Method of Partial Waves
In this Section we introduce a decomposition of the scattering kernel and transition function in their
angular components. This can be useful to treat problems with rotationally-invariant scatterers, or
problems in which only a few angular components of the scattering amplitude matter.
We Fourier-decompose the incoming wave, the screened potential, the scattering kernel, and the
transition function with respect to the polar angles of the relevant wavevectors:



































′θT (q, θ, ω) . (3.201)
With these definitions, Eq. (3.138) can be written as
Vsc,m(q, ω) = V
(0)











′, ω) , (3.202)
while Eq. (3.157) becomes








′, ω)W (+)h (q
′, ω)Tnm′(q
′, ω) . (3.203)
In Section 3.2.9 we present the results of a numerical solution this equation in a concrete situation.
Once Eq. (3.203) is solved, the scattering amplitude can be easily calculated by using






′θTmm′(q, ω) . (3.204)
Even in this geometry, the presence of a localized plasmon resonanc manifests as a pole of the analytical
continuation of Tmm′(q, θ, ω) to the upper half of the complex plane, at a purely imaginary value of q.
For systems with rotational invariance, only the diagonal components of ∆mm′ and Tmm′ are non-
zero. This greatly simplifies the solution of Eq. (3.203). In this case, the scattering amplitude depends
only on the angle between the incoming and scattered waves and can be written as






eimθTm(qpl, ω) , (3.205)





+ =m[qplC(ω)Tm(qpl, ω)] = 0 . (3.206)
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Since the quantities Tm(qpl, ω) for different values of m are independent from each other, every term of
the sum in Eq. (3.206) must vanish. This restricts the region of the complex plane allowed for the values
of qplC(ω)Tm(qpl, ω) to a circle of radius 1 centered in −i. This region can be parametrized by a single
real number −π/2 ≤ δm,ω ≤ π/2, called phase shift, in the following way
qplC(ω)Tm(qpl, ω) = −2 sin(δm,ω)eiδm,ω . (3.207)
We can therefore express the scattering amplitude and the total cross section in terms of the phase shifts

















In this Section we illustrate the power of our Lippmann-Schwinger theory by solving two concrete prob-
lems, one for each of the geometries displayed in Fig. 3.1.
We consider the scattering of plasmons in a 2D parabolic-band electron gas subject to an external
scalar perturbation generated by: (a) a charged point-like impurity with charge Ze, Z being an integer
number, positioned at (x, y, z) = (0, 0, d) and (b) a line of charged impurities with charge density per
unit length λ, positioned at x = 0 and z = d. Here, z = 0 is the position of the 2D electron gas, which,
in the absence of the impurities, has a uniform density n̄. For the sake of definiteness, we take ε̄ = 12
and m = 0.067 me, where me is the electron mass in vacuum. These material parameters refer to a 2D
parabolic-band electron gas in a GaAs quantum well.
The electric potential generated by the external charges perturbs the uniform ground-state density
inducing a non-trivial density profile n(r) = n̄ + δn(r), which depends only on r = |r| in geometry (a)
and only on x in geometry (b). These density profiles are shown in Fig. 3.2(a) and (b). Details on how
n(r) is actually calculated are reported below.
As explained in Sect. 3.2.2, we first need to calculate the homogeneous part χ̃h(q, ω) of the density-
density response function of the system in the absence of the perturbations, i.e. for Z = 0 in geometry
(a) and for λ = 0 in geometry (b). To this end, we use Eqs. (B.11)-(B.12) with q′ = q, retaining terms
O(ω−4) (i.e. expanding up to ` = 3). The first moment is given by




the second moment M (2)(q, q) is identically zero, while the third moment reads as following:







where ε0 = EF/2 is the kinetic energy per particle of the non-interacting 2D electron system [35]. Here,
EF = πn̄~2/m is the Fermi energy. Using these three results we find that χ̃h(q, ω) can be expressed as
in Eq. (3.125) with D = πe2n̄/m and











where vF = ~kF/m is the Fermi velocity and kF =
√
2πn̄ is the Fermi wave number.
For the sake of simplicity, in Eq. (3.127) we neglect the frequency dependence of ε̄(ω), by taking




















































































Figure 3.2: Panel (a) Spatial dependence n(r) of the density profile induced by a point-like charged
impurity located above a 2D parabolic-band electron gas, at (x, y) = (0, 0) and z = d = 2/kF. These
results have been obtained for a Wigner-Seitz density parameter [35] rs = 0.5. (It is only in this weak-
coupling limit that the application of RPA is rigorously justified [35].) Different curves refer to different
values of the impurity charge Ze. Panel (b) Same as in panel (a) but for a line of charged impurities
located at x = 0 and z = d = 2/kF. Different curves refer to different values of the dimensionless
parameter Λ introduced in Eq. (3.235). Panel (c) RPA dispersion relation of plasmons in a uniform 2D
parabolic-band electron system (evaluated at rs = 0.5). The blue dashed line is the result of the local
theory, obtained by setting G(q, ω) = 1, while the green solid line is the result of our nonlocal theory. The
grey-shaded area represents the electron-hole continuum, where plasmons suffer Landau damping [35].
while using Eq. (3.145) we obtain the nonlocal correction to the effective interaction













































Plasmon modes of the uniform 2D parabolic-band electron system analyzed in this work are shown in
Fig. 3.2(c). Results of the local theory (i.e. obtained by negleting M (3)(q, q′)) are simply G(q, ω) = 1,
C(ω) = 2πe2/ε̄ and W(q, ω) = 0. We now analyze separately the two geometries (a) and (b). In case
of geometry (a), we calculate the phase shifts δm,ω and the scattering cross section Σ(ω) as functions of
the plasmon wavevector and impurity charge Z, limiting ourselves to the local approximation. In the
case of geometry (b), we calculate transmission and reflection coefficients as functions of the plasmon
wavevector and impurity charge density λ using the full nonlocal theory and compare these results with
the corresponding ones in the local approximation.
Scattering of a plasmon against a point-like charged impurity












We can calculate the density-density response function of the non-uniform system using the results in
Appendix B.1. Retaining only the first moment M (1)(q, q′) we obtain
∆(q, q′, ω) = δχ̃(q, q′, ω) =
q · q′
mω2
δn(|q − q′|) . (3.217)
In this approximation the scattering kernel depends only on the induced density perturbation. We now






where the static dielectric constant of the uniform 2D parabolic-band electron gas is [35, 223]
ε(q) = 1− 2πe
2
ε̄q










Here, χ0(q, ω = 0) is the static density-density response function of a 2D parabolic-band electron gas [35,
223] and qTF = 2me
2/(~2ε̄) is the Thomas-Fermi wave number [35, 223].










where N0 = m/(π~2) is the density of states at the Fermi energy [35]. We now make a further ap-
proximation neglecting all the terms that are proportional to Θ(|qx| − 2kF). Indeed, since the plasmon
wavevector qpl is a fraction of kF, we expect that the contribution to the scattering problem coming
from wavevectors satisfying |qx| > 2kF is negligible. This amounts to neglecting Friedel oscillations of
the electron density. The total density profile in real space n(r) = n̄+ δn(r) is shown Fig. 3.2(a).







|q − q′|+ qTF
. (3.221)
This quantity is related by Eq. (3.179) to the scattering amplitude in the first-order Born approximation:














2[1− cos(θ)] + qTF
. (3.222)
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Figure 3.3: Panel (a) The numerically calculated phase shifts δm,ω for the case of geometry (a) are
plotted as functions of the plasmon wavevector qpl for Z = 5 and 0 ≤ m ≤ 4. Panel (b) The total cross
section Σ(ω) (calculated by including in the numerics partial waves with |m| ≤ 5) is plotted as a function
of the plasmon wavevector qpl for Z = 5 (red dots). The thick black line is the result of first-order
Born approximation. The blue, green, and cyan-shaded regions denote the contributions to the total
cross section of partial waves with m = 0, m = ±1, and m = ±2, respectively. Note that the dominant
contribution comes from the m = ±1 channel (p-wave scattering).
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Figure 3.4: Panel (a) Total scattering cross section Σ(ω) as a function of the impurity charge Z, for a
fixed value of the plasmon wavevector, i.e. qpld = 0.23 (red dots). The thick black line is the result of the
first-order Born approximation. The blue, green, and cyan-shaded regions denote the contributions to the
total cross section of partial waves with m = 0, m = ±1, and m = ±2, respectively. Panel (b) Angular
dependence of the numerically evaluated scattering cross section normalized by Z2, |f(θ)|2/(Z2d), for
qpld = 0.23 and different values of Z: Z = −5 (blue solid line), Z = −1 (green dashed line), Z = 1
(magenta dotted line), and Z = 5 (red dash-dotted line). The black line is the result of the first-order
Born approximation. Again, only partial waves with |m| ≤ 5 were kept in all numerical calculations.
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This is the most important analytical result of this Section. Note the presence of the overall factor
cos (θ), which is responsible for the dominance of p-wave (i.e. m = ±1) scattering—see Fig. 3.3(b)— and
for the suppression of scattering in the direction perpendicular to the incident one—see Fig. 3.4(b).
Since the problem at hand is rotationally symmetric, we can decompose Eq. (3.157) for the transi-
tion function into its cylindrical components, as described in Sect. 3.2.8. This procedure requires the














q2 + q′2 − 2qq′ cos(θ) + qTF
. (3.223)
This quantity needs to be evaluated numerically for each m.
Scattering of a plasmon against a 1D line of charged impurities
























Figure 3.5: Numerically evaluated amplitudes of the reflection—panel (a)—and transmission—panel
(b)—coefficients, as functions of the plasmon wavevector qpl, for different values and signs of the di-
mensionless parameter Λ: Λ = −2.5 (blue circles), Λ = −1 (green squares), Λ = 1 (magenta upward
triangles), and Λ = 2.5 (red downward triangles). These results include nonlocal effects. The solid lines
with the same color coding are the results of the first-order Born approximation. In this approximation
the results are even in Λ, therefore only curves corresponding to positive values of Λ are shown.
















We are clearly in the case of Fig. 3.1(b), with translational invariance along the ŷ direction.
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We are now in the position to calculate the scattering kernel. Using Eq. (3.132) and the results
(B.24), (B.30), and (B.32) we find:
∆(qx, q
′























































Here δn(qx) is the variation of the electron density with respect to its equilibrium value n̄, while δTij(qx)
represents the variations of the stress-tensor components with respect to their the equilibrium values.
To get an explicit analytical expression for the scattering kernel, we evaluate the expectation values in































Figure 3.6: Numerically evaluated phases of the reflection—panel (a)—and transmission—panel (b)—
coefficients, as functions of the dimensionless product qpld, for different values and signs of the dimension-
less parameter Λ: Λ = −2.5 (blue circles), Λ = −1 (green squares), Λ = 1 (magenta upward triangles),
and Λ = 2.5 (red downward triangles). The black solid lines in panel (a) represent the result of the
first-order Born approximation. The solid lines in panel (b) represent the result of the first-order Born
approximation, while the dashed lines are the results of the eikonal approximation.
Eq. (3.226) by using linear response theory [35] with respect to Uext(x) and the RPA. We follow the
















The resulting inverse Fourier transform of the density profile n(x) = n̄ + δn(x) is plotted as a function
of x in Fig. 3.2(b).
The expectation value of the second derivative of the potential is, to linear order in Uext,
〈∂xxUtot(x)nx̂qx〉 = −q2xn̄Utot(qx) . (3.229)
The components of the stress tensor can be evaluated using the density-stress tensor response function
calculated in Appendix C. We find
δTxx(qx) = −N0EFfx(|qx|)Utot(qx) (3.230)
and
δTyy(qx) = −N0EFfy (|qx|)Utot(qx) . (3.231)
Here,























We neglect again all the terms in the expectation values that are proportional to Θ(|qx| − 2kF). In
summary, our final result for the dimensionless scattering kernel is
C(ω)∆(qx, q
′







qpl (|qx − q′x|+ qTF)






is the dimensionless “impurity” concentration (for Λ > 0 the external potential is attractive for the
electron system, while for Λ < 0 it is repulsive) and K(qx, q′x, qy, ω) is a function that takes into account
nonlocal effects:






































We can now make use of Eqs. (3.184)-(3.185) to evaluate the transmission and reflection coefficients in
the first-order Born approximation. We find
t
(1)
θ,ω = 1− i
Λqpl
qTF cos θ







cos θ(2qpl cos θ + qTF)
K(−qpl cos θ, qpl cos θ, qpl sin θ, ω) . (3.238)
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Figure 3.7: Coupling constant dependence of |r|, arg(r), and arg(t). Panel (a) The quantity |r| as a
function of Λ, for qpld = 0.23. For this value of qpld, the reflection coefficient displays a maximum.
Red circles are numerical data (including nonlocal corrections) while the solid black line is the result of
the first-order Born approximation. Panel (b) Same as in panel (a) but for the phase of the reflection
coefficient. Panel (c) Same as in panel (b) for arg(t). In this panel, the blue dashed line is the result of
the eikonal approximation.
Numerical results
In the case of geometry (a), we solved numerically Eq. (3.203) by using a first-order finite-element method
for partial waves with 0 ≤ m ≤ 5 and the local results for C(ω) and W(q, ω), together with Eq. (3.221).
From the resulting angular components of the transition matrix we extracted the corresponding phase
shifts δm,ω by inverting Eq. (3.207). (Results for negative values of m are readily obtained by using
δm,ω = δ−m,ω.) Numerical results for the phase shifts are shown in Fig. 3.3(a). We then used the
phase shifts to calculate the scattering amplitude f(θ, ω) and the total cross section Σ(ω) according to
Eqs. (3.208)-(3.209). Numerical results for the cross section are shown in Figs. 3.3(b) and 3.4(a) and
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Figure 3.8: Numerical results of the full nonlocal theory (symbols) are compared with the corresponding
results of the local theory (thin lines). Color coding is identical to that used in Fig. 3.5. The black line in
panel (a) is the result of the first-order Born approximation (which is “universal”, provided that |rθ,ω| is
rescaled by |Λ|). As expected, the local theory is a good approximation in the long-wavelength qpld→ 0
limit.
compared to the results of the first-order Born approximation. Fig. 3.4 shows the angular distribution of
the scattered power (proportional to the square modulus of the scattering amplitude) for a fixed value
of the plasmon wavevector qpl and different values of Z. We note that most of the power is scattered in
the forward direction inside an angle of ≈ ±45◦ from the incidence direction. A smaller fraction of the
power is backscattered, while “lateral” scattering is almost negligible.
For the case of geometry (b), we solved numerically Eq. (3.165) by using a first-order finite-element
method, making use of the expressions in Eqs. (3.213), (3.214), (3.234), and (3.236). All numerical results
for rθ,ω and tθ,ω have been obtained by setting θ = 0 and evaluating ω at the plasmon dispersion. This
implies that ω changes with qpl, as dictated by the RPA equation (3.135). A summary of our main results
for the transmission and reflection coefficients as functions of the plasmon wavevector qpl is presented in
Figs. 3.5-3.6. Full numerical results (denoted by symbols) are compared with the results of the first-order
Born and eikonal approximations. We clearly see that the first-order Born approximation works well for
the amplitude of reflection and transmission coefficients (Fig. 3.5) in the weak-coupling limit |Λ|  1.
The same approximation works well in the same limit for the phase of the transmission coefficient, as
shown in Fig. 3.6(b). From the same figure, it is also clear that the eikonal approximation performs
better than the first-order Born approximation in predicting arg(t), especially at strong coupling.
In Fig. 3.7 we illustrate the dependence of |r|, arg(r), and arg(t) on the coupling constant Λ. Full
numerical results (symbols) are compared with the results of the first-order Born and eikonal approxima-
tions. The perturbative validity of the former is again clear. The validity of the eikonal approximation
for arg(t) and its non-perturbative nature are also clear.
Finally, in Fig. 3.8 we compare our full numerical results with the results of the local theory, which
is obtained by setting C(ω) ≡ 2πe2/ε̄, W(q, ω) ≡ 0, and K(qx, q′x, qy, ω) ≡ 1 in the general equations. As
expected, the local theory fails spectacularly in predicting |r| for large values of the product qpld.
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3.3 Electrical 2π phase control of infrared light in a 350nm foot-
print using graphene plasmons
Modulating the amplitude and phase of light is at the heart of many applications such as wavefront
shaping, [224] transformation optics [225, 149], phased arrays [226], modulators [227], and sensors [228].
Performing this task with high efficiency and small footprint is a formidable challenge [229, 230]. Meta-
surfaces [231, 227] and plasmonics [232] are promising, but metals exhibit weak electro-optic effects.
Two-dimensional materials, such as graphene, have shown great performance as modulators with small
drive voltages [233, 234]. Here we show a graphene plasmonic phase modulator which is capable of tuning
the phase between 0 and 2π in situ. With a footprint of 350 nm it is more than 30 times smaller than the
10.6 µm free space wavelength. The modulation is achieved by spatially controlling the plasmon phase
velocity in a device where the spatial carrier density profile is tunable. We provide a scattering theory
for plasmons propagating through spatial density profiles. This work constitutes a first step towards
two-dimensional transformation optics [149] for ultra-compact modulators [229] and biosensing [151].
The graphene plasmon phase velocity (and thus wavelength) is in situ tunable, and can be varied
spatially, making it a unique platform for for transformation optics in two dimensions [149, 7]. The
full spatial and dynamic control of the plasmon velocity profile makes completely new device concepts
possible. This includes on-chip interferometers and tunable metamaterials such as phased arrays for a
full dynamical beam manipulation [226]. This full control has thus far remained a great challenge and
the plasmon propagation was mainly controlled by physical features in the graphene [200, 203, 157].
Here, we manipulate for the first time the spatial profile of the plasmon phase velocity actively
employing local metal gates, achieving in situ control of the plasmon wavelength, as sketched in Fig. 3.9.
A plasmon (launched by scattering light on a gold edge) that propagates trough the tunable spatial
carrier density profile picks up a phase, that is transferred to the photon after scattering of a metallized
atomic force microscopy probe tip. In this way, we are able to continuously tune the phase shift of the
plasmon and the outcoming photons from 0 to 2π, and experimentally measure this phase in the far-field
with an interferomete [235, 236].
We present a simple model based on the optical path length of light to explain our observations and
to provide guidelines for designing such graphene plasmonic phase modulators. Moreover we rigorously
calculate the expected phase shift and reflections using a Lippmann-Schwinger scattering theory approach
derived in Section 3.2. Indeed our work is the first time for graphene plasmons that such an approach
has been used.
This strongly improved understanding both theoretically and experimentally of plasmonic phase-
control is relevant for the future development of in situ tunable metasurfaces [237], modulators and
holds great promise for novel sensor concepts.
Our device is based on a heterostructure of graphene encapsulated between two layers of hexagonal
boron nitride (h-BN), [18] which serves to preserve the lifetime of the graphene plasmons. The device was
assembled by the polymer-free van der Waals assembling technique [7] and then transferred onto 15 nm
thin AuPd local gates. The so-called “phase shifter gate” has a length of 150 nm and the gaps to the
other gates are 100 nm each. Using these local gates it is possible to spatially control the carrier density
profile. A gold contact is connected by electrical side contact [7], allowing for gating of the graphene.
A CO2 laser with a free space wavelength of λ0 = 10.6 µm is focussed onto this elongated gold
contact with a sharp edge. The polarization is perpendicular to the edge as sketched in Fig. 3.9. This
edge provides the necessary momentum matching between far-field photons and plasmons and thus the
light is partially converted into graphene plasmons propagating away from the edge as a plane wave in
the electrostatically doped graphene [238, 157].
The effect of the plasmon propagation trough this spatial carrier density profile is depicted in
Fig. 3.10a. The plasmon effective index n = c/vph, with vph the plasmon phase velocity and c the
speed of light, is related to the gate-induced charge density: vph ∝ λpl ∝
√
ns [18]. The voltage on
the phase shifter gate VPS controls n in the graphene above this gate. After the plasmons propagate





















V0 = -10 V
Figure 3.9: Device sketch and measurement principle. The three local gates are used to independently
tune the carrier concentration in the different graphene regions. The phase shifter voltage VPS is tuned
and during all experiments V0 = −10 V is kept constant. The gate thickness is 15 nm. The plasmons
propagate from the launching contact over the phase shifter region and are ultimately scattered into
far-field light using a metallized AFM tip, and subsequently interfered with the incoming light.
region respectively,[239] where the carrier density profile does not change any more when VPS is changed.
The carrier density profile is simulated by the electrostatic Laplace equation taking into account
the full anisotropic DC permittivity of h-BN as well as the spatial gate profile [240]. For each VPS
the carrier density profile is simulated and n(x, VPS) is then calculated taking into account the full
dielectric environment. The carrier-density-dependent graphene conductivity is calculated using the
zero-temperature non-local random phase approximation [241]. As the out-of-plane decay length of the
plasmons is much smaller than the thickness of the bottom h-BN the spatial profile of the metal gates
does not need to be taken into account.
Due to the different optical path lengths for different VPS the plasmons accumulate a different phase
φ after propagating through the phase shifter region. The phase difference ∆φ between different optical
path lengths can be estimated using the optical path difference,
∆φ(VPS) = k0∆L = k0 (L(VPS)− L(−10 V)) . (3.240)
In Fig. 3.10c we show how the optical path difference ∆L translates into a different phase for different
VPS as they exit the phase shifter region. The wavelength reduction in the phase shifter region is clear.
In order to experimentally observe the phase shift between different VPS we use a metallized atomic force
microscopy probe tip to scan across the sample. The plasmons are scattered from the probe tip and then
recorded as the out-scattered light signal in the far-field by scattering-type scanning near-field optical
microscopy (s-SNOM) (Fig. 3.9). The measurement is performed in homodyne configuration, where
the light passes trough interferometric arms with a constant length. While scanning the tip across the
sample we observe a plasmon fringe pattern, as shown in Fig. 3.11a, with the full plasmon wavelength
λpl launched by the sharp metal edge on the left. This fringe pattern is measured because the incident
electric field interferes with the plasmon field [238, 157]. We do not observe any plasmons reflected
by the gold contact. We also observe a fringe pattern with λpl/2 at the graphene edge due to edge
reflected plasmons interfering with the plasmons launched by the tip [17, 16, 18]. The extracted plasmon
wavelength at a gate voltage of V0 = −10 V is λpl = (126 ± 4) nm for both launched and reflected
plasmons (Fig. 3.11a), in good agreement with the theoretically calculated 128 nm [18]. The drop of the
optical signal at the gap position is mainly explained by the change in dielectric environment below the
surface. Gold is known to have a high optical signal however the missing gold in the gaps leads to a drop
of the optical signal.
By changing VPS we observe a change in position of the launched plasmon fringes to the right of
the phase shifter region (Fig. 3.11b). The phase shift can be extracted from the data using the simple
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Figure 3.10: Working principle. Panel (a) Simulated spatial carrier density profile and the corresponding
spatial profile of the plasmon effective index n, for a range of VPS. Varying VPS leads to different optical
path lengths L. The shaded area indicates the optical path difference ∆L = 7 µm between VPS = −10 V
and VPS = −6 V, equivalent to a phase shift of ∆φ = 4/3π at λ0 = 10.6 µm. The position of the local
gates is indicated at the bottom. Panel (b) Calculated optical path length L from 0 to 485 nm for a
changing VPS and a constant V0 = −10 V. The optical path difference for the different configurations is
indicated as ∆L. Panel (c) Plasmons propagate from the left and start accumulating a different phase
for different VPS inside the phase shifting region (indicated by the two dashed lines) due to their different
optical path lengths L(VPS).
relationship ∆φ = kpl∆x, with kpl = 2π/λpl. We find that the wavelength of the plasmons to the right of
the phase shifting region is independent of VPS. This confirms that that the carrier density is well defined
for the region where we extract the light phase, and that the phase-shift only occurs in the phase-shifting
region for positions from 100 to 350 nm.
In order to extract φ for different VPS we remove the background optical signal by subtracting the
smoothed optical signal both from data and fitting function. We then fit launched and edge reflected
fringes using <e(reiφeikx), where φ is the phase we are interested in and r a real valued amplitude. The
plasmon wavevector k = kpl + kii = 2π/126nm − 1.5i µm−1 is fixed in order to capture the phase fully
in φ. The extracted inverse damping ratio γ−1p = kpl/ki ∼ 30 is in accordance with previous studies
on high quality graphene encapsulated in h-BN at room temperature [18]. In order to compensate
for small drifts in the interferometric arm length which can lead to a change in the fringe position,
we measure the phase of the launched plasmons relative to the phase of the edge reflected plasmons.
The edge reflected plasmons are not influenced by VPS as the graphene edge is ∼ 2.7 µm away (and
thus more than the plasmon decay length) from the phase shifter gate (Fig. 3.11a). The phase of the
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edge reflected plasmons is measured relative to the graphene edge from the simultaneously measured
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Figure 3.11: Measurement of full device and a phase shift of π. Panel (a) Optical signal of the full device
with the launching contact at 0 nm and the position of all the gates indicated. For clarity a polynomial
background was subtracted. The edge of the graphene is indicated as vertical solid line at 2670 nm. anel
(b) Measurement (data points) and fits (solid lines) of the absolute value of the fourth harmonic of the
optical signal with a smoothed optical signal background subtracted from both. The phase shift between
VPS = −9.5 V and VPS = −6.5 V is (1.04± 0.11)π.
measured at VPS = V0 = −10 V. We observe a fully tunable phase shift from 0 to 2π for a 6 V range.
The blue line is the phase shift calculated from the optical path length approximation (OPLA) [239] using
eq. 3.240, without fitting parameters. A good agreement with experiments is reached for small VPS − V0
but stronger deviation is clearly visible for larger VPS − V0. In order to quantitatively understand the
behaviour of the phase shift, we employ the scattering approach described in Section 3.2. This approach
reduces to the OPLA when the plasmon wavelength is much smaller than the length scale over which the
carrier density changes. As for our device, these two lengthscales are comparable, the LS-RPA approach
is required. Numerical results obtained with the LS-RPA approach as shown in Fig. 3.12a are in excellent
agreement with experimental data. The essence of the LS-RPA approach is the following: We start by
considering an inhomogeneous system where spatial variations of the carrier density profile are confined
to a limited region of space. The propagating plasmon modes outside this region define the incoming and
outgoing plane wave modes [199]. Complex transmission and reflection coefficients are evaluated from
a long-wavelength expansion of the proper density-density linear response function. This is the point
where the Random Phase Approximation (RPA) for an inhomogeneous electron system [199] is carried
out, to approximate the proper density response function with the non-interacting one. Keeping only
the leading term in the long-wavelength limit, one recovers the local approximation, [197] where only
the local frequency-dependent conductivity function matters. A more quantitative understanding of the
data, however, requires the first non-local correction to the long-wavelength expansion.
Using this approach we also calculate the expected optical rejection ratio |r|2 for this device which is
very small (Fig. 3.12b), owing to the smooth change of the plasmon wavelength. This makes this type of
device an ideal candidate as a modulator as unwanted reflections are minimal. Indeed we do not observe
plasmons reflected by the split gate as there are no plasmon fringes with spacing λpl/2 observed next to
the phase shifting region.
One important figure-of-merit of a phase modulator is the half-wave voltage Vπ, the voltage that
needs to be applied to change the phase by π. Smaller voltages means more efficient operation. The
voltage-length product Vπl reached is 2.5 V µm, more than an order of magnitude smaller than for
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Figure 3.12: Phase shift ∆φ and reflection magnitude. Panel (a) Calculated and measured phase shift
with respect to the phase of the transmitted plasmon at a gate voltage of −10 V applied to both the
large gates and the phase shifter gate. The blue line is the phase shift calculated from ∆φ = k0∆L using
the calculated optical path difference ∆L. The red line is the phase shift calculated from Lippmann-
Schwinger theory (see supplement). The error bar length of ±0.11π is the standard deviation of the
extracted phase of the launched plasmon for 12 measurements with VPS = V0 = −10 V. Panel (b)
Calculated reflection magnitude from the phase shifting device for a plane wave plasmon coming in from
the left.
plasmonic phase modulators based on other materials (60 V µm) [242]. It is also much smaller than
for diffraction limited phase modulators based on pin-photodiodes (360 V µm) [243] or pin-diodes with
a photonic crystal (50 V µm) [244]. Commercially used lithium niobate modulators have much larger
voltage-length products on the order of V · cm. By decreasing the thickness of the bottom h-BN Vπ
can even be further reduced. We have modelled our modulator using an equivalent circuit model (see
supplement) and find that the cutoff frequency can be up to ∼ 1 THz, but the real switching time will
be limited be limited by other processes. We remark that the coupling efficiency from light to plasmons
for these devices is very low. Improved matching schemes and resonant structures [237] are required for
the development of practical modulators or metasurfaces.
3.4 Conclusion
In summary, we have presented a general theoretical framework to calculate the scattering properties of
2D plasmons in different inhomogeneous geometries.
In the interface problem discussed in Sect. 3.1 we considered only a sharp variation of the local
conductivity, while in the scattering geometries discussed in Sect. 3.2 we considered more general types
of perturbations. These include perturbations coupling to density, current, and real-spin operators.
Moreover, non-local effects and exchange-correlation effects beyond the RPA are take into account.
Since our scattering theory requires as an input the proper density-density response function of an
inhomogeneous electron system, this is calculated in Appendix B.1 for a parabolic band electron gas and
in Appendix B.2 for the Massless Dirac Fermion liquid in graphene.
We emphasize, for the sake of completeness, that the present theory has also been very successfully
used to explain experimental data related to a plasmonic phase shifter realized by using encapsulated
graphene [19].
The working principle and practical implementation of this device is carefully discussed in Sect. 3.3.
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Chapter 4
Plasmons in topological materials
Recent years have witnessed a tremendous interest in the topological properties of matter, culminated
with the 2016 Nobel prize awarded to D.J. Thouless, F.D M. Haldane, and J.M. Kosterlitz “For theoretical
discoveries of topological phase transitions and topological phases of matter”.
Electron transport is indeed affected by the topology of the band structure as discussed in Refs. [245,
246, 247]. More recently the interesting interplay of band-structure topology and electron-electron in-
teractions was studied [248, 249, 204].
In particular the authors of Ref. [204] first showed that topologically non-trivial materials can host
edge plasmon modes with a non-reciprocal dispersion relation. These modes have been dubbed Chiral
Berry Plasmons (CBPs).
From the point of view of the long-wavelength electromagnetic response, the most important feature
of topological materials is the appearance of a finite off-diagonal conductivity σxy(ω) 6= 0 even in absence
of a magnetic field [247, 61, 204, 205]. The latter is proportional to the Berry flux, which is the integral
over the Fermi sphere of the Berry curvature of Bloch wavefunctions. It is therefore directly related to
the geometrical properties of the band structure.
In this Chapter we generalize the theory of Ref. [204] to an arbitrary interface between two 2D
materials having different normal conductivities and different Berry fluxes, and using different types of
electron-electron interactions. We moreover calculate reflection and transmission coefficients for bulk
modes through the interface. This provides an alternative way to probe the chirality of materials.
We finally discuss the impact of a finite damping rate, stemming for example from electron-phonon
interactions, on the lifetime of CBPs.
4.1 Semiclassical theory of plasmons in the presence of a Berry
flux
Plasmon excitations in two-dimensional (2D) materials can be described, at long wavelength, using semi-
classical equations of motions for charge and current densities coupled to the electric field. These are
the continuity equation
− iωρ(r, ω) + ∂iJi(r, ω) = 0 , (4.1)
where ρ(r, ω) is the excess charge density and J(r, ω) is the electric current density, and the constitutive
relation for the conductivity
Ji(r, ω) = −σij(r, ω)∂jφ(r, ω) . (4.2)









where D(r) is a spatially dependent Drude weight, F(r) is a spatially dependent Berry flux, and the
tensors δij and εij are the 2D Kronecker and Levi-Civita tensors respectively.
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Combining Eqs. (4.1-4.2-4.3) we obtain












Please note that only the gradient of F(r) appears in Eq. (4.4), therefore a spatially uniform Berry flux
has no impact on plasmon propagation. This is in contrast to what happens in the presence of magnetic
field where a gap is opened in plasmon dispersion even with a spatially uniform magnetic field.
To close the problem and calculate the spectrum of density oscillations we need another relation
between the two fields φ(r, ω) and ρ(r, ω). This is provided by electrostatics and is in general in the
form of an integral relation of the type
φ(r, ω) =
∫
dr′L(r − r′)ρ(r′, ω) . (4.5)
Here the kernel L(r) takes into account the screening of the Coulomb interaction by the surrounding
dielectric environment.
In the following we will discuss three different forms of this relation and compare the corresponding
results.
4.1.1 Interface Model
We now specialize Eq. (4.4) to a system formed by two half planes filled by different media separated by









since the Drude weight is a semi-positive defined quantity only values of |∆| ≤ 2 are meaningful. However,
since considering ∆ < 0 is equivalent to a reflection x 7→ −x we will consider only 0 ≤ ∆ ≤ 2. In a
similar way the spatial variation of the Berry flux is described by




where ∆F can now take any real value. Thanks to translational invariance in the y direction we can
write the charge density and the electric potential as
φ(r, ω) = eiqyφ(x, q, ω) , (4.8)
and
ρ(r, ω) = eiqyρ(x, q, ω) . (4.9)
We now decompose the potential and density profile on the two sides of the interface according to
φ(x, q, ω) = Θ(−x)φ<(x, q, ω) + Θ(x)φ>(x, q, ω) , (4.10)
and
ρ(x, q, ω) = Θ(−x)ρ<(x, q, ω) + Θ(x)ρ>(x, q, ω)
+ δ(x)ρI(q, ω) .
(4.11)
Here we allowed the potential to have at most a simple discontinuity at x = 0, while the charge density
is allowed to have a delta function singularity at x = 0 describing the build-up of an interface charge
density ρI(q, ω). Away from the origin Eq. (4.4) reduces to









φ≶(x, q, ω) . (4.12)
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where Ω0 ≡ ~D0/(e2π).
We now need an electrostatic interaction of the type
φ(x, q, ω) =
∫
dx′L(x− x′, q)ρ(x′, q, ω) . (4.14)
In the following we analyze separately three possible forms of the interaction kernel L(x, q). The first





This approximation works well when interactions are screened by a conducting gate near the plane of
the 2D electron system and predicts the existence of acoustic plasmon modes in bulk 2D materials.
We then consider an approximated kernel proposed by Fetter to reproduce the long-wavelength be-






Finally we consider the full Coulomb interaction. In Fourier transform with respect to the y direction
this reads
LCoulomb(x, q) = 2K0(|q||x|) . (4.17)
This last case will require the Wiener-Hopf solution, discussed in Chapter 3, of the corresponding integro-
differential equation.
4.1.2 Local capacitance approximation
In this case we set the boundary charge ρI(q, ω) to zero because building a localized charge density with






φ≶(x, q, ω) = 0 , (4.18)
where v≶ = v0
√
1∓∆/2 and v0 =
√
D0/(πC). This equation is a one-dimensional (1D) wave equation
that has propagating solutions in the left (right) half-plane if ω2 > v2≶q, and localized solutions if
ω2 < v2≶q. In the remaining part of this section we will analyze the propagating and bound solutions
of Eq. (4.18) with the boundary condition (4.13) for arbitrary values of ∆ and ∆F . The case of ∆ = 2
corresponding to an interface with a non-conducting medium in the left half-plane is singular and will
be handled separately.
Interface between conducting media (0 ≤ ∆ < 2)
We can identify three different regimes of the solutions of Eq. (4.18) corresponding to three different
regions of the q-ω diagram in Fig. 4.1a. For ω2 > v>q (dark shaded region in Fig. 4.1a) the solution of
(4.18) has an oscillating behavior on both sides of the interface. This represents plasmons propagating
from one side of the interface to the other. We define k≶ =
√
ω2/v2≶ − q2 and look for a solution of the
type
φ(x, q, ω) =
{
eik<x + re−ik<x x < 0
teik>x x > 0 ,
(4.19)
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Figure 4.1: Panel (a) shows the bound state dispersion for ∆ = 0.5, ∆F = 1 (red thick line), the dark
shaded region represents the continuum of propagating states, the light shaded region represents the
continuum of TIR states. The red dashed line is the asymptotic value of the bound mode frequency for
large values of q. Panel (b) is the same as panel (a) but for either ∆ = 0 or ∆ = 2, and ∆F = 1.
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corresponding to an impinging wave plus a reflected wave in the left-half plane and a transmitted wave in
the right half plane. Enforcing the continuity of the potential at x = 0 and the the boundary condition




















If v>q > ω
2 > v<q (light-shaded area in Fig. 4.1a) the solution of Eq. (4.18) is a propagating wave
for x < 0 and an evanescent wave for x > 0. This corresponds to Total Internal Reflection (TIR) of
plasmon impinging from the left side. In this case we look for a solution of the type
φ(x, q, ω) =
{
eik<x + re−ik<x x < 0
(1 + r)e−λ
−1




q2 − ω2/v2> and we explicitly enforced the continuity of potential at x = 0. Making use























In the region of the q-ω plane where ω2 < v2<q
2 (white area of Fig. 4.1a) the solutions of the wave
equation (4.18) are evanescent waves on the two sides of the interface. This means that bound plasmonic
states can occur in this region. This states have the form




< x x < 0
e−λ
−1




q2 − ω2/v2<. Enforcing the boundary condition (4.13) we conclude that bound states can























and is given by






















A plot of this dispersion relation for ∆ = 1 and ∆F = 1 is shown in Fig. 4.1a. The frequency of the













Homogeneous normal conductivity (∆ = 0)
It is worthwhile considering the case of uniform normal conductivity. In this case v< = v> = v0, the
TIR region is shrunk down to a line and the expression for propagating and bound modes are simplified
considerably. Reflection and transmission coefficients are given by
r =
iη




















It is also interesting to consider a more general case of this type of interface. We assume to have a
material with a uniform Drude weight D0 and a Berry flux that depends only on x, i. e. F(r) = F(x).
Under these conditions and applying LCA we obtain an equation for the electric potential
− ∂2xφ(x, q, ω −
ωq
Ω0






φ(x, q, ω) , (4.34)
that is analogous to the Schrödinger equation for a particle of mass m in one spatial dimension with a
scalar potential 2mU(x)/~2 = −(ωq/Ω0)∂xF(x). We can therefore use theorems on existence of a bound
state in 1D quantum mechanics to draw general conclusion on the existence of plasmonic bound states
at an interface even if the spatial variation of F(x) is spread over some finite length.
Insulator-conductor interface (∆ = 2)
In this case v< = 0, therefore φ<(x) = ρ<(x) = 0 and the boundary condition (4.13) reduces to
2∂xφ>(0, q, ω) +
qω
Ω0
F>φ>(0, q, ω) = 0 . (4.35)
where F> = F0 + ∆F/2.
For ω2 > q2v2> the system supports propagating modes of the form














= 0 . (4.38)









The integral relation (4.14) with the approximated kernel (4.16) proposed by Fetter[127, 128] can be easily
inverted yielding a purely differential relation between the charge density and the electric potential
ρ(x, q, ω) =
1
4π|q| (2q
2 − ∂2x)φ(x, q, ω) . (4.40)
Substitution into (4.12) gives a second order differential equation for the potential at each side of the
interface




φ≶(x, q, ω) = 0 . (4.41)
If the coefficient of the second term of the above equation is positive the solutions are traveling waves,
while if this coefficient is negative the solutions are exponentially localized. Therefore, propagating
modes exist in the left (right) plane for values of ω such that√
2D0(1∓∆/2)|q| < |ω| <
√
4D0(1∓∆/2)|q| . (4.42)
Note that this approximate interaction predicts the existence of an unphysical upper boundary of the
continuum of propagating states.
The solutions of Eq. (4.41) on the two sides of the interface must be matched according to a suitable
boundary condition.
The convolution of the well behaved functions φ≶(x, q, ω) with the interaction kernel (4.16) gives a
function with continuous derivative, while the potential generated by the interface charge density ρI(q, ω)
has a discontinuous derivative at x = 0. The discontinuity of the derivative of the potential is therefore
given by
∂xφ>(0, q, ω)− ∂xφ<(0, q, ω) = −4π|q|ρI(q, ω) . (4.43)
Making use of the continuity of the potential on the two sides of the interface
φ>(0, q, ω) = φ<(0, q, ω) , (4.44)


















∂xφ<(0, q, ω) =
qω∆F
Ω0
φ>(0, q, ω) , (4.45)
In the remainder of this section we analyze separately the three relevant cases as done with the LCA
interaction. First of all we solve the general case 0 ≤ ∆ < 2, then we analyze in more detail the case
∆ = 0, and finally we solve separately the singular case ∆ = 2. For each case we calculate transmission
and reflection coefficients for travelling modes and the dispersion relation of bound modes.
Interface between conducting media (0 ≤ ∆ < 2)
For values of ω in the range√
2D0(1 + ∆/2)|q| < |ω| <
√
4D0(1−∆/2)|q| , (4.46)
the solution to Eq. (4.41) is a travelling wave on both sides of the interface. In this region of the q-ω







We look for a solution of the type described in (4.19). Using the boundary conditions (4.44-4.45) we





























The continuum of TIR states lies in the region√


































































1− x2 + ∆
2
√




1− x2 − ∆
2
√
1− 2x2 − ∆
2
= 2xy , (4.56)
This is equivalent to the third degree equation for x2
x6 − 48y
2 + 16y4 + 9∆2
32y2
x4 +











xy > 0 , (4.59)
|4x2 − 3− 2y2| <
√
1− 2∆2 + 12y2 + 4y4 , (4.60)
Eq. 4.57 has at most one acceptable solution x20(y) for a given valuee of y that we calculate numerically.




















































Figure 4.2: Dispersion relation of the bound state (red thcik lines) calculated using Fetter approximate
interaction for different values of the parameter ∆: panel (a) ∆ = 0 and ∆F = 1, panel (b) ∆ = 0.5 and
∆F = 1, panel (c) ∆ = 2 and ∆F = 1. Red dashed lines mark the asymptotic frequency Ω∞ = 2Ω0/∆F ,
blue shaded regions represent the continuum of propagating states, the light-blue shaded region in panel
(b) is the continuum of TIR states, the gray-shaded regions are the regions where the Fetter interaction
fails to represent continuum states. Red dots mark the positions where the bound mode merges into
the continuum. In panel (c) the black dotted line marks the treshold frequency ωT above wich only a
forward-moving mode is present, while the green thin lines represent the bound states at ∆F = 0.
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Homogeneous normal conductivity (∆ = 0)









1− ω24D0|q| − iη
. (4.63)
Where η is given by (4.32).

















that we can rewrite in terms of the dimension-less variables previously defined as√
1− x2
√
1− 2x2 = xy , (4.66)
This is equivalent to






= 0 , (4.67)
under the conditions




The only acceptable solution is therefore
x20(y) =
3 + y2 −
√
1 + 6y2 + y4
4
, (4.70)
which leads to the dispersion relation
ω = sgn(q∆F )
√√√√√D0|q|













2D0|q| |q| → 0
ω∞ |q| → ∞ .
(4.71)
Insulator-conductor interface (∆ = 2)
This section makes contact with Ref. [204] reproducing its calculations. In this case plasmons can
propagate only for x > 0. Travelling states are in the form


































+ xy , (4.75)
















> 0 , (4.77)
For qω∆F < 0 a bound mode exist for |q| < qT and |ω| < ωT, with threshold values given by qT =




The inverse of the full 2D Coulomb interaction kernel is not a simple differential operator. To solve
the resulting integro-differential equation in this case a more advanced mathematical technique due to
Wiener and Hopf is needed. This is discussed in detail in Ref. [130] and in Section 3.1 of this Thesis.
Here we summarize the results for the bound states.
Interface between conducting media (0 < ∆ < 2)








Here, x = ω/
√





















and the function f(x) is defined by the integral




dθ ln(1− x2 sin θ). (4.80)
The latter must in general be evaluated numerically. We note however that f(0) = 0 and f(1) = ln(2) +
4G/π where G ≈ 0.916 is the Catalan constant. We consider only positive values of x since negative fre-
quency solutions are redundant and can be obtained by inverting frequency and wavevector. For positive





Eq. (4.78) has therefore solutions only if the right hand side is larger than b. This happens when






For small values of x the left hand side of (4.78) can be approximated by 1/x. For large values of |q| the





The numerical results for a specific example are shown in Fig. 4.3-b.
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Figure 4.3: Dispersion relation of the bound state (red thcik lines) calculated using the full Coulomb
interaction for different values of the parameter ∆: panel (a) ∆ = 0 and ∆F = 1, panel (b) ∆ = 0.5 and
∆F = 1, panel (c) ∆ = 2 and ∆F = 1. Red dashed lines mark the asymptotic frequency Ω∞ = 2Ω0/∆F ,
blue shaded regions represent the continuum of propagating states, the light-blue shaded region in panel
(b) is the continuum of TIR states. Red dots mark the positions where the bound mode merges into
the continuum. In panel (c) the black dotted line marks the treshold frequency ωT above wich only a
forward-moving mode is present, while the green thin lines represent the bound states at ∆F = 0.
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Homogeneous normal conductivity (∆ = 0)
This particular case can be solved directly without resorting to the Wiener-Hopf technique. We obtain









where x = ω/
√
2D0|q|. Since for positive values of x the left hand side spans the whole interval [0,∞].
This equation has therefore a positive solution for every wavevector such that sgn(q)∆F > 0. For large





The numerical results for a specific example are shown in Fig. 4.3-a.
Insulator-conductor interface (∆ = 2)









Ĩ(x) = − ln(x2/2)/2− f(x)/2, (4.86)
f(x) is defined in (4.80), and x = ω/
√
2D>|q|.
The function on the left hand side vanishes for x = x0 ≈ 0.906. In absence of Berry flux a bound
states exists with ω = x0
√
2D>|q|. The codomain of the left hand side of (4.85) is [−g,+∞] with
g = tanh(2G/π) ≈ 0.525.
This means that for sgn(q∆F ) > 0 Eq. (4.85) always has a solution, while for sgn(q∆F ) < 0 it has
















4.1.5 Impact of a finite damping rate
We now consider the impact on bound modes dispersion and lifetime of a finite damping rate. We








With D(r) and F(r) having the same form as (4.6-4.7). For the sake of simplicity we consider only the






φ≶(x, q, ω) = 0 , (4.91)
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∂xφ<(0, q, ω) =

















We solve explicitely only the case of a physical edge (∆ = 2). In this case the result is








− Γ2 , (4.93)
































Note that the lifetime of this bound mode ranges from γ−1, as for normal bulk plasmons, to half this
value. No effect of “topological protection” can be seen in this situation.
4.2 Conclusions
In this Chapter we developed a general theory of Chiral Berry Plasmons at a generic interface and
using three different types of electron-electron interaction. For the Local Capacitance interaction and for
the Fetter approximated interaction the problem was amenable to the solution of Ordinary Differential
Equations. For the case of the full Coulomb interaction the more advanced Wiener-Hopf technique
described in Section 3.1 was used. The results obtained for the dispersion of the bound modes are
compared in Figs. 4.1-4.2-4.3. The asymptotic frequency of the bound modes ω∞ = 2Ω0/|∆F | is shown
to be independent on the electron-electron interaction.
We moreover calculated reflection and transmission coefficient for propagating modes. These are
shown to depend, at finite incidence angle, on the chirality of the material, and show a non-reciprocal
behavior, as recently pointed out also in Ref. [250].
The lifetime of CBPs was calculated in Sect. 4.1.5 in the simplest approximation and was shown not
to benefit from any topological protection.
Our result are relevant for near-field optical experiments involving topologically non-trivial materials
like narrow-gap Dirac materials [205].
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Appendix A
Plasmons in 2D materials including
retardation
A.1 Constitutive equations
We suppose that our two-dimensional material is positioned in the z = 0 plane. The z < 0 half-space
–from now on region 1– is filled with an homogeneous and isotropic dielectric material with electric
permeability ε1 and magnetic permeability µ1, while the region with z > 0 is occupied by a material
with constants ε2 and µ2. The current response of a 2D system can be described by the two-dimensional
conductivity:
σ2Dij(q, q
′, ω) = (ie2/ω)χ̃Jij(q, q
′, ω) , (A.1)
that relates the current density induced in the two-dimensional material to the total in-plane electric
field. In the following we neglect the coupling between the magnetic field and the spin of the electrons
considering only its effects on orbital motion. For z > 0 and z < 0 the fields are described by Maxwell
equations in a uniform dielectric:[




F(j)(q, z, ω) = 0 ,
[ẑ∂z + iq] · F(j)(q, z, ω) = 0 .
(A.2)
Where F is the electric or the magnetic field in the j region, and n2(j) = εjµj is the corresponding
refraction index. The above equations must be supplemented by boundary conditions at z = 0:
[B(q, 0+, ω)−B(q, 0−, ω)] · ẑ = 0 ,
[E(q, 0+, ω)−E(q, 0−, ω)]× ẑ = 0 ,
[ε2E(q, 0+, ω)− ε1E(q, 0−, ω)] · ẑ =
4π
ω
q · J2D(q, ω) ,[
B(q, 0+, ω)
µ2
− B(q, 0−, ω)
µ1
]





We restrict now to an homogeneous an isotropic 2D material. In this case J2D(q, ω) depends only on
the q Fourier component of the electric field and different in-plane wavevectors are decoupled. Moreover
σ2D(q, ω) can be separated in a longitudinal and a transverse part:










Ej(q, z = 0, ω) ,
(A.4)
109
where longitudinal (transverse) means parallel (orthogonal) to the in-plane wavevector q. Since the
system is symmetric under rotations about the ẑ axis, in the following we can assume that q is in the x̂
direction with no loss of generality.
A.2.1 Confined modes
We can write the electric field of confined modes as:
E(j)(r, t) = a(j)e
iqx±β(j)z−iωt + c.c. , (A.5)
where β(j) =
√
q2 − ω2n2(j)/c2 is the propagation constant along z in the j region and <e[β(j)] > 0. To





where the upper (lower) sign applies to region 1 (2). The in-plane components of a(1) and a(2) must be
equal to satisfy the homogeneous boundary conditions and will be designed simply by ax and ay. The











eiqx+β(j)z−iωt + c.c. ,
(A.7)
Inserting Eqs. (A.4-A.5-A.7) in (A.3) the system of boundary conditions reduces to:[
1 + 4πiσL(q,ω)β1β2ω(ε2β1+ε1β2) 0





= 0 . (A.8)
This system can have two types of non-trivial solutions corresponding to Transverse Magnetic (TM) or
Transverse Electric (TE) field configurations.
TM modes
Modes with ax 6= 0 and ay = 0 have non-vanishing x and z components of the electric field and magnetic
field directed along y. These are called TM modes or longitudinal modes because they are determined




= 0 . (A.9)
An example of such modes is given by the 2D plasmons-polaritons. If in the long-wavelength limit σL








where we introduced the plasmon-polariton characteristic frequency Ωpp = 2D0/c, we obtain a dispersion











This relation can be interpreted as the hybridisation of 2D plasmons with the modes of the electromag-
netic field (i.e. 2D plasmon polaritons). For q  Ωpp/c2 i.e. in the electrostatic limit we recover the 2D
















Figure A.1: Dispersion relation of 2D plasmon-polartiton (green solid line), the blue-dashed line is the
electrostatic plasmon dispersion, while the red thin line marks the boundary of the light cone. Modes
are confined in the z direction only outside the red-shaded region.
It must be noted that all these modes are confined, for a suspended sample, only if q > ω/c, i.e.
outside the lightcone. Inside this region the modes are strongly mixed with the radiation of the far field.
On the other side far-field experiments (trasmission or reflection experiments) can probe only the region














Here ΩInter is the onset of interband optical transitions.
TE modes
Solutions of Eq (A.8) with ax = 0 and ay 6= 0 have the electric field directed along y and magnetic field
with non-vanishing x and z components. These are called TE modes or transverse modes because they
are determined by the behaviour of σT (q, ω). They exist if:
1− 4πiωσT (q, ω)µ1µ2
c2(µ1β1 + µ2β2)
= 0 . (A.13)
In this case if we use a simple Drude expression for the conductivity we get no solution because of the
wrong sign of the imaginary part of σ. This happens because no charge density is induced in the sample
resulting in no Coulomb force sustaining the oscillations of the transverse modes.
Solutions of Eq. (A.13) can be found if a different form of the conductivity is assumed.
One possibility is to consider a 2D electron system with a finite shear modulus [35, 175] S, that is a
conductivity in the form:











S/ (mn̄) is the velocity of a shear wave. In this case we obtain solutions corresponding to
shear waves hybridised with photons. For 2DEGs and graphene the non-interacting shear-wave velocity
is [102, 175] s = vF/2, causing the shear waves to disappear because of Landau damping. The shear waves
can emerge from the electron hole continuum thanks to exchange-correlation effects at very low densities
in parabolic-band 2DEGs (rS > 14) when the electron liquid is approaching Wigner crystallisation.
In graphene TE modes can be sustained by interband effects. Ziegler and Mikhailov [154] showed
that taking into account the inter-band contribution to σT a TE modes must exist near the inter-band
electron-hole continuum.
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A.2.2 Transmission and reflection coefficients
In the region q < niω/c a beam of light arriving at the interface from region 1 at an angle θi with the
z direction is partially transmitted to region 2, partially reflected to region 1 and partially absorbed by
the 2D material at the interface. Here we calculate the transmission and reflection coefficients for the
electric field of the wave as well as the reflection, transmission and absorption coefficient for the energy
carried by the light beam. Results depend on light polarisation. We therefore analyse separately the
cases of TE and TM fields. At θi = 0, that is at normal incidence, the results will be equal.
TE fields
Figure A.2 shows the directions and labelling of field in the case of TE incidence. The transmission












where σT = σT (ωn1 sin(θ1)/c, ω/c). We can calculate the reflection coefficient r = Er/Ei using the
















The reflection coefficient for energy is simply R = |r|2 because the reflected light travels in the same
Figure A.2: Fields direction and labelling for TE incidence



















The trasmission coefficient of energy is instead given by T = n2µ1 cos(θt)|t|2/(n1µ2 cos(θi)). This leads
to:
T =
4n1n2µ1µ2 cos(θi) cos(θt)∣∣∣n2µ2 cos(θt) + n1µ1 cos(θi) + 4πc σT ∣∣∣2 . (A.18)










)]∣∣∣n2µ2 cos(θt) + n1µ1 cos(θi) + 4πc σT (n1ωc sin(θi), ω)∣∣∣2 . (A.19)
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TM fields
Field reflection and transmission coefficients are defined in the same way as in the TE case. Now σL is a
shorthand for σL(ωn1 sin(θ1)/c, ω/c). Labelling an directions of fields are shown in Fig. A.3. The field
Figure A.3: Fields direction and labelling for TM incidence






























We can obtain the reflection, transmission and absorption coefficients from the same relations valid in
the TE case. The results are:
T =
4n1n2µ1µ2 cos(θi) cos(θt)∣∣∣n2µ2 cos(θi) + n1µ1 cos(θt) + 4πc cos(θi) cos(θt)σL∣∣∣2 , (A.22)
R =





c <e [σL]∣∣∣n2µ2 cos(θi) + n1µ1 cos(θt) + 4πc cos(θi) cos(θt)σL∣∣∣2 . (A.24)
Normal incidence
The above formulas simplify for normal incidence. TE and TM fields are identical in this case. We


































Figure A.4: Transmission,reflection and absorption coefficients at normal incidence for a 2D material
described by a Drude conductivity with γ = 0.1 Ωpp.
While the energy coefficients are:
T =
4n1n2µ1µ2∣∣∣n2µ2 + n1µ1 + 4πc σ∣∣∣2 ,
R =




c <e [σ]∣∣∣n2µ2 + n1µ1 + 4πc σ∣∣∣2 .
(A.26)
For a suspended sample of a two-dimensional material described by a Drude conductivity σ = icΩpp/(ω+
iγ) the coefficients become:
R =
Ω2pp








(Ωpp + γ)2 + ω2
.
(A.27)




of inhomogeneous electron systems
B.1 Non-interacting density-density response function of an in-
homogeneous electron liquid
The proper density-density response function of the inhomogeneous 2D electron system under study is
a crucial input for the microscopic calculation of the scattering kernel in Eq. (3.132).
In this Section we first consider a parabolic-band 2D electron gas [35] subject to three different types
of perturbations that break translational and rotational invariance. We calculate the proper density-
density response function within the aforementioned RPA [35]. Our results have the form of a rigorous
expansion in inverse powers of the frequency ω. We calculate the leading and next-to-leading terms of
this expansion. Section B.2 below will be devoted to the case of an inhomogeneous graphene sheet.
The proper density-density response function χ̃nn(q, q
′, ω) is defined in Eq. (3.119). In the RPA,
this complicated function is brutally replaced by the density-density response function χH(q, q
′, ω) of a
formally non-interacting system usually termed the “Hartree system” [35]. In the case of a 2D parabolic-









+ Utot(r) +Z(r) · σ . (B.1)
Here m is the electron band mass, −e the electron charge, c the speed of light,
Utot(r) = Uext(r) + UH(r) (B.2)
is the sum of an external scalar potential Uext(r) and the self-consistent Hartree potential [35] UH(r),
A(r) is an external vector potential, and, finally, Z(r) is an external Zeeman field that couples to spin
degrees of freedom. In Eq. (B.1), σ is a vector of spin-1/2 Pauli matrices, σα with α = x, y, z. Without
loss of generality, we work in the Coulomb gauge for the vector potential, i.e. ∇ ·A(r) = 0. In 2D, the
electron orbital motion is influenced only by the perpendicular component of the magnetic field Bz(r),
while the Zeeman field Z(r) couples to all three components of the electron’s spin.
For homogeneous electron systems UH is cancelled exactly by the background potential and the
Hartree system reduces to the corresponding homogeneous non-interacting electron system [35].
Following Ref. [35], we express χH(q, q









dτ ei(ω+iη)τ 〈[nq(τ), n−q′ ]〉 , (B.3)
where the density operator at time τ is defined via the usual Heisenberg time evolution operator,




In Eq. (B.3), the average must be taken over the ground state of the Hamiltonian (B.1) and [. . . , . . . ]
denotes a commutator. Now, the key point is that this average can be expanded [35] in a Taylor series
for small values of τ :





〈[n(`)q , n−q′ ]〉 , (B.5)
where, for any operator O,
O(0) ≡ O , (B.6)




In the following, we make use of three useful identities involving time derivatives of operators. For
any ` ≥ 1 the expectation value of the `-th time derivative of an operator, calculated over the ground
state (or any other equilibrium state), vanishes:
〈O(`)〉 = i
~
〈HO(`−1) −O(`−1)H〉 = 0 . (B.8)






(HAB −AHB +AHB −ABH) = A(1)B(0) +A(0)B(1) . (B.9)
Combining Eq. (B.8) and (B.9), we obtain the “integration by parts” rule:
〈A(n+1)B(m)〉 = −〈A(n)B(m+1)〉 . (B.10)
After integration over time τ , Eq. (B.5) translates into an expansion of χH(q, q










M (`)(q, q′) ≡ i
`
~S
〈[n(`)q , n−q′ ]〉 . (B.12)
The following reciprocity relations hold for the coefficients M (`)(q, q′):
M (2`)(q, q′) = −[M (2`)(−q,−q′)]∗ , (B.13)
M (2`+1)(q, q′) = [M (2`+1)(−q,−q′)]∗ , (B.14)
and
M (`)(q, q′) = [M (`)(−q′,−q)]t . (B.15)
In Eq. (B.15), [. . . ]t represents time inversion.
We now proceed to calculate the coefficients M (`)(q, q′) of the expansion in Eq. (B.11) up to ` = 3
for the system described by the Hamiltonian (B.1).
For later convenience, we introduce the kinetic momentum operator Π with Cartesian components




The kinetic momentum operator has the same commutation relation with the position operator as the
canonical momentum operator,
[rα,Πβ ] = i~δαβ . (B.17)
However, different Cartesian components of Π do not commute with each other [35]:







where Bz(r) is the magnetic field in the ẑ direction at position r in space. A sum over repeated indices
is intended in Eq. (B.18) and below.




ΠαΠα + Utot(r) + Zα(r)⊗ σα . (B.19)
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B.1.1 Calculation of M (0)
As we have seen above in Eq. (B.6), the zeroeth-order derivative of an operator coincides with the
operator itself: n
(0)
q = nq. Density operators commute among each other because they are functions of
the position operator only,
[nq, n−q′ ] = 0 . (B.20)
We therefore conclude that M (0)(q, q′) vanishes identically.
B.1.2 Calculation of M (1)
The first non-trivial term of the expansion (B.11) is determined by M (1). The time derivative of the







[ΠαΠα, nq] = −iqαJq,α . (B.21)
In deriving the second equality we made use of the fact that the scalar and Zeeman terms of the Hamil-
tonian (B.19) commute with the density operator. In deriving the third equality, we made use of the
following commutator
[Πα, nq] = [pα, nq] = −~qαnq (B.22)




{Πα, nq} , (B.23)
where {. . . , . . . } denotes an anticommutator. Note that Eq. (B.21) is the operator version of the conti-
nuity equation.
Using Eqs. (B.22)-(B.23) we calculate M (1)(q, q′) finding:
M (1)(q, q′) =
i
~S






For q = q′, Eq. (B.11) for ` = 1 and Eq. (B.24) reduce to the usual f-sum rule for homogeneous electron
systems [119, 35].
B.1.3 Calculation of M (2)
Using Eq. (B.21), we immediately see that the second derivative of the density operator is proportional
to the first derivative of the current operator,
n(2)q = −iqαJ (1)q,α . (B.25)
The latter can be calculated by repeated use of the commutation relations (B.17), (B.18), (B.20),
and (B.22) and reads as following:























{{Πα,Πβ}, nq} , (B.27)




{{Πβ , Bz(r)}, nq} , (B.28)
and the spin-density operator
Sq,α ≡ nqσα . (B.29)
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Taking the commutator in Eq. (B.12) with the density operator at wavevector −q′ we obtain the
final result





















In the second step we used the continuity equations (B.21) and the identity (B.8) (the aim of this
manipulation was to put the result in a more symmetric form).
B.1.4 Calculation of M (3)
The calculation of the third moment, M (3)(q, q′), is quite cumbersome. It can be simplified by using an
“integration by parts” described in Eq. (B.10), together with Eqs. (B.25) and (B.21):
M (3)(q, q′) = − i
~S
〈[n(3)q , n−q′ ]〉 =
i
~S





β〈[J (1)q,α, J−q′,β ]〉 . (B.31)
We then evaluate the commutator [J
(1)
q,α, J−q′,β ] by using Eqs. (B.23)-(B.26) and the commutation rules
(B.17), (B.18), (B.20), and (B.22). We find























































{{Πα, ∂βBz(r)}, nq} . (B.33)
B.2 On inhomogeneous 2D electron systems in graphene
The technique used in the previous Section to calculate the density-density response function of an
inhomogeneous parabolic-band electron liquid cannot be applied directly to graphene. The main reason
is that the high-frequency expansion (B.11) is invalidated by the presence of particle-hole excitations of
arbitrarily large energy, which are associated to inter-band transitions [219, 251].
In this case, instead of calculating microscopically the density-density response function of an inho-
mogeneous system of 2D massless Dirac fermions [31], we choose a more humble approach. We find a
semi-phenomenological expression for χH(q, q
′, ω) which is able to capture, even if in an approximate
way, nonlocal effects. The functional dependence of χH(q, q
′, ω) on wavevectors and frequency is chosen
is such a way that it respects the following requirements: (i) it is equivalent to a local spatially-dependent
conductivity [197] at second order in the wavevectors; (ii) it reduces to
χH(q, q
















in the homogeneous limit; (iii) it contains terms O(q4) (i.e. it takes into account nonlocal effects); (iv) it
depends only on the spatially-dependent ground-state electron density n(r).
We propose the following simple expression that meets all the requirements (i)-(iv):
χH(q, q
′, ω) =




F (q − q′)q · q′
4πS
+




















Eq. (B.35) has been successfully used in Ref. [19] to calculate the the transmission coefficient in an




Static density-stress tensor response
of a two-dimensional electron liquid
In this Appendix we calculate the stress tensor of a 2D electron system subject to an external scalar
potential.
We consider Eq. (B.27) with A(r) = 0. The average value of the stress-tensor operator is given, up
to linear order in the external field, by




where 〈. . . 〉0 indicates an average over the ground state of the homogeneous electron liquid, and χαβ(q)








dτe−ηt〈[Tq,αβ(τ), n−q]〉0 , (C.2)
where Tq,αβ(τ) is the stress tensor operator at time τ in the Heisenberg representation—see Sect. B.1—
and the expectation value must be taken over the ground state of the unperturbed interacting electron
liquid.









αβ(q) is the static density-stress tensor response function of the non-interacting electron system
and χ0(q, ω = 0) is the non-interacting static density-density response function [35].
For a non-interacting 2D parabolic-band electron system, the right-hand side of Eq. (C.2) can be


















2 + 2k · q]
〈k|Tq,αβ |k + q〉 , (C.4)
where g = 2 is a spin degeneracy factor, fk = Θ(kF − k) is the usual zero-temperature Fermi step, and
εk = ~2k2/(2m) is the band energy.
Making use of the following matrix element of the stress tensor between plane-wave states,
〈k|Tq,αβ |k + q〉 = EF
(
2k̄αk̄β + q̄αk̄β + k̄αq̄β + q̄αq̄β
)
, (C.5)
where q̄ = q/kF, k̄ = k/kF, and assuming, without loss of generality, that q lies in the x̂ direction, we
121
n ` ψ(n,`)(z)


















Table C.1: Explicit expressions for the functions ψ(n,`)(z). Here λ = sign[<e (z∗
√
z2 − 1)], and the














2k̄2 cos2(θ)δαxδβx + 2k̄
2 sin2(θ)δαyδβy + 2q̄k̄ cos(θ)δαxδβx + q̄
2δαxδβx
q̄




















k̄2 cos(2θ) + k̄q̄ cos(θ) + 12 q̄
2
)
− q̄2 − k̄ cos(θ)
= −N0EF[fs (q̄) δαβ + fa (q̄)σ(3)αβ ] .
(C.6)











z − x cos(θ) . (C.7)
Explicit expressions for these functions are provided in Table C.1.

























































q̄2 − 4 . (C.9)




Mathematical theorems used in the
interface plasmon problem
D.1 Fourier transform theorems
In this paper we used the standard definition for the spatial Fourier transform




We defined also the right (left) Fourier transform




using integration by parts we can derive the property
FR/Lx [∂xf(x)] = iqxFR/Lx [f(x)]∓ f(0). (D.3)
D.2 Complex analysis theorems
i)The right (left) Fourier transform of a function is analytic in the lower (upper) half of the complex
plane, including the real line, its inverse Fourier transform vanishes when its argument is smaller (larger)
than zero.
The converse is also true. If a function is analityc in the lower (upper) half of the complex plane
ii) If two functions A(q) and B(q) are analytical, respectively, for =m(qz) ≥ 0 and =m(qz) ≤ 0, and
satisfy A(q) = B(q) for =m(q) = 0, then there exist a unique function C(q) analytical everywhere which
coincides with A(q) (B(q)) for =m(qz) ≥ 0 (=m(q) ≤ 0).
iii) Given Ã and p ≥ 0 constants (with p an integer), if A(q) is an integral function such that
|A(q)| ≤ Ã|q|p for |q| → ∞, then A(q) is a polynomial of degree ≤ p.
iv) Assume A(qz) to be an analytic function in an open set containing the real line and for |<e(q)| →
∞, |A(q)| < Ã|q|−p (with p > 0 and Ã a constant). Then A(q) can be written as
A(q) = AR(q) +AL(q) , (D.4)

















q′ − q ,
(D.5)
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v) Assume B(q) to be analytic and positive in an open set containing the real line, and such that, for






























From the second line of this equation it is evident that |BR/L(q)| = [|B(q)|]±
1
2 . This theorem is a




details of the two-dimensional
plasmon scattering problem
E.1 Effective interaction
The effective interaction satisfies Eq. (3.140). Assuming that W−1h (q, ω) has only one simple zero at qpl,
the most general solution of this distributional equation is
Wh(q, ω) = P
1
W−1h (q, ω)
+Aδ(q − qpl) . (E.1)
Here P stands for Cauchy principal value, while the constant A must be chosen to satisfy the required
boundary conditions. To see what is the correct choice of A to have an outgoing wave, we look at the
asymptotic behavior of Wh in real space for large r.
To begin with, we can single out the divergent part of the interaction by rewriting Eq. (E.1) as












Since the last term in Eq. (E.2) is regular at q = qpl, it does not affect the asymptotic behavior of the
effective interaction at large distances, i.e. for rqpl(ω) 1. We can therefore write


























where J0(x) and Y0(x) are the first and second kind Bessel functions and H0(x) is the Struve function.
The term in square bracket goes to zero like r−1 for large r, while J0(x) and Y0(x) are oscillating
functions whose amplitudes decay like r−1/2 for large r.
The correct combination for an outgoing (ingoing) cylindrical wave is obtained by setting B = ∓πi,
a choice which yields the first (second) Hankel function H
(1-2)
0 (x) = J0(x)± iY0(x). With this choice of
B the asymptotic behavior of Wh is
W
(±)










±i(qplr−π4 ) , (E.4)
where we dropped all terms decaying faster than r−1/2 and made use of the asymptotic behavior of
Hankel’s functions.
If we neglect the correction W, the effective interaction in real space is
W
(±)













E.2 Real space formulation of the scattering equations
E.2.1 Geometry in Fig. 3.1(a)
To make a connection between the scattering amplitude f(θr, θ, ω) and the solutions of the scattering
equation in momentum space it is useful to rewrite the latter equation in real space. The real-space
version of Eq. (3.133) reads as following:∫





′, ω) , (E.6)
while Eq. (3.138) becomes
Vsc(r, ω) = V
(0)(r, ω) +
∫





′′, ω) . (E.7)
Since the inhomogeneity is localized in a finite region of space of radius a, ∆(r, r′, ω) vanishes if r
or r′ are bigger than a. For r  a, q−1pl we can also approximate |r − r′| ' r − r · r′/r. Setting
V (0)(r, ω) = exp (iqpl · r) we obtain
Vsc(r, ω) ' eiqpl·r +
∫
r′<a





























































C(ω)eiqplrT (qplr̂, θ, ω).
(E.8)
In the second approximate equality we used the asymptotic expression in Eq.(E.4).
Comparing Eq. (3.136) in the main text with the result of Eq. (E.8), we finally obtain Eq. (3.158).
E.2.2 Geometry in Fig. 3.1(b)
The Lippmann-Schwinger equation for this geometry is
Vsc(x, θ, ω) = V
(0)(x, θ, ω) +
∫
















h (q, ω) , (E.10)












qpl cos(θ) + qx
+ P 1
qpl cos(θ)− qx






















The asymptotic behavior for |x|  (qpl cos θ)−1 is completely controlled by the divergent terms in the
first line. Fourier transforming only this part, we obtain the asymptotic behavior:
W
(±)
h (x, qpl sin(θ), ω) ' ∓
iC(ω)
cos(θ)
e±iqpl cos(θ)|x| . (E.12)
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Using Eq. (E.12) in Eq. (E.9), we finally find:
Vsc(x, θ, ω) '
'
{
eiqpl cos θx − iC(ω)cos θ eiqpl cos θx
∫
dx′e−iqpl cos θx 1Lx
∫
dx′′∆(x′, x′′, qpl sin θ, ω)Vsc(x′′, θ, ω), x→ +∞
eiqpl cos θx − iC(ω)cos θ e−iqpl cos θx
∫
dx′e+iqpl cos θx 1Lx
∫







T (qpl cos θ, θ, ω), x→ +∞
eiqpl cos θx − iC(ω)cos θ T (−qpl cos θ, θ, ω)e−iqpl cos θx, x→ −∞ .
(E.13)
Comparing this result with Eq. (3.137) in the main text, we obtain the desired expressions for the
transmission and reflection coefficients listed in Eqs. (3.166) and (3.167).
E.3 Numerical solution of Eq. 3.165
First of all we introduce dimensionless variables defining
t(q, θ, ω) ≡ C(ω)T (qqP, θ, ω) , (E.14)
u(q, q′, θ, ω) ≡ C(ω)U(qqP, q′qP, qP sin(θ), ω) , (E.15)




hom(qPq, ω) , (E.16)
With these substitutions Eq. 3.165 becomes





dq′u(q, q′, θ, ω)w
(√
sin2(θ) + q′2, ω
)
t(q′, θ, ω) . (E.17)
Given a set of N + 2 points q0 . . . qN+1 on the real axis we define N basis function as
φi(q) = ϕ(q − qi, qi − qi−1, qi+1 − qi) , (E.18)
where 1 ≤ i ≤ N , and the tent function is defined by
ϕ(x,∆L,∆R) =

1 + x∆L if −∆L < x < 0
1− x∆R if 0 ≤ x < ∆R
0 otherwise
. (E.19)
We now substitute the functions t and u with their piecewise linear approximations on the gird defined
by the points qi.
t(q, θ, ω) = φi(q)ti(q, θ, ω) , (E.20)
u(q, q′, θ, ω) = φi(q)φj(q
′)uij(θ, ω) . (E.21)
The superposition coefficients can be written as









′)u(q, q′, θ, ω) ≈ u(qi, qj , θ, ω) , (E.22)







































− iπ| cos(θ)| [δ(q
′ − cos(θ) + δ(q′ + cos(θ))] + wreg
(√
q′2 + sin2(θ), ω
)}
(E.25)














+Wreg(q, ω) . (E.26)
E.4 Numerical solution of Eq. 3.203
tmm′(q, ω) ≡ C(ω)qPTmm′(qqP, ω) (E.27)
umm′(q, q
′, ω) ≡ C(ω)qPUmm′(qqP, q′qP, ω) (E.28)





Following the same steps as in the above section gives
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ickaite, F. Koppens, A. Zurutuza, F. Casanova, L. E. Hueso, and R. Hillenbrand, Controlling
graphene plasmons with resonant metal antennas and spatial conductivity patterns, Science 344,
1369 (2014).
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