Traveling waves are commonly observed across the brain. While previous studies have suggested the role of traveling waves in learning, the mechanism is still unclear. We adopted a computational approach to investigate the effect of traveling waves on synaptic plasticity. Our results indicate that traveling waves facilitate learning of distant and indirectly connected network-paths when combined with a reward-based local synaptic plasticity rule. We demonstrate that traveling waves expedite finding the shortest paths and learning nonlinear input/output-mapping, such as the XOR function.
1, Introduction
Waves of neural activity in the brain play an essential role in our recognition and learning (Klimesch, 1996) . Among them, traveling waves are observed at different spatial scales in many brain regions by different recording methods, such as electroencephalogram (EEG) (Burkitt et al., (2000) ; Nunez and Srinivasan, (2006) ; Srinivasan et al., (2006a) ), voltage-sensitive dyes (VSD) (Grinvald et al., (1994) ; Slovin et al. (2002) ), and local field potential (LFP) (Nauhaus et al., (2009) ; ). Traveling wave is typically observed in mild anesthesia (Mohajerani et al., (2010) ; Nauhaus et al., (2009) ), sleep (Massimini et al., (2004) ), or idle (Sakata and Harris, (2009) ).
Cortical traveling waves consist of the upstate and downstate of neurons and propagate these phases in coherence. (Harris and Thiele (2011) ; Petersen et al., (2003) ; Steriade et al., (1993) ; Krull et al., (2019) ) The upstate is defined by relatively large membrane potential fluctuations with a high firing rate, while the downstate is referred to as a phase of small fluctuations with little spikes (Lee et al. (2008) ). The propagation of this up/down state is estimated to be slower than the axonal signal transmission, and the activity spreads both as subthreshold and suprathreshold responses. (Sato et al., (2012) ). Lubenov et al., (2009) suggests that these traveling waves spread along with anatomical structure rather than spatial distance.
The role of traveling waves is still unclear. One hypothesis is that the traveling waves mediate lateral propagation of signal within the cortex (Bringuier et al. (1999) ; Nauhaus et al., (2009) ). Rubino et al. (2006) suggest that the waves mediate information transfer to distant neurons in movement preparation and execution. Another hypothesis is that slow oscillations during sleep contributes to memory consolidation (Rasch et al., (2007) ; Miyamoto et al., (2017) ). Notably, while these works suggest the significance of traveling waves for learning, specific mechanisms are yet to be uncovered.
We conducted computer simulations of neural network models to study this.
To explore the mechanism of how traveling waves contribute to learning, we model synaptic plasticity. Synaptic weight between a pair of neurons changes according to pre-and postsynaptic neural activity and a reward signal (Calabresi et al., (2007) ; Frémaux & Gerstner, (2016) ; Kuśmierz et al., (2017) ). Reward-modulated spike-timing-dependent plasticity strengthens synapses that are contributing to eliciting a spike in the presence of a reward signal (Izhikevich, (2007) ; Klampfl & Maass, (2008) ). While this learning rule tends to increase the probability of reproducing a spike sequence that leads to a reward, it cannot efficiently associate spiking activity among indirectly connected neurons.
Signal transmission between indirectly connected neurons is crucial for task performance (Orsborn & Pesaran, (2017) ) because most of the neurons in the brain are connected indirectly (Bassett & Bullmore, (2016) ).
We hypothesized that a critical role of traveling waves is to propagate neural activity in between distant indirectly connected neurons. Consistently, Lubenov et al. (2009) mention that theta waves in rats' hippocampus assist signal transmission across areas such as to amygdala, hypothalamus, and medial prefrontal cortex, and this is also suggested in humans (Zhang et al., (2018) ; Zhang & Jacobs, (2015) ). Traveling waves could gradually create a repertoire of paths spreading from a wave-initiating site. Once such repertoire is prepared, neurons are coherently activated along the paths so that reward-modulated STDP could select a subset of these paths to perform a task. We simulate computational models of reward-modulated STDP to study if traveling waves enhance learning. To demonstrate our hypothesis, we used relatively small excitatory spiking neural networks (N ~ 100) with a global inhibitory signal and a global dopaminergic signal. Figure 1A explains the scheme of our setting. For the spiking neuron model, we adopted the leaky integrate-and-fire neuron.
2, Results
Dynamics of membrane potential of neuron i are described by
where 0 = −74 mV is resting potential, ℎ is synaptic input from surrounding excitatory neurons, ℎ ext is external input to neuron i, ℎ is a global feedback signal that controls the overall firing rate of the network (see Methods for the expression), and = 10 ms is the membrane time constant. ℎ is updated according to dℎ /d = −ℎ / + ∑ ( − ), with synaptic time constant = 5 ms, excitatory synaptic weight from neuron j to neuron i, spike train of neuron j as a sum of delta functions peaking at neuron j's spike timing, and synaptic transmission delay = 2 ms. The neuron emits a spike when reaches a spiking threshold of −54 mV and, then, is reset to resting potential at −60 mV. In addition, each neuron receives uncorrelated white Gaussian noise . The noise level is controlled by a time-dependent standard deviation ( ), which is modulated by traveling waves as described below. A subset of neurons (stimulated neurons) receives external input as ℎ ext and other neurons receive no external input, ℎ ext = 0 mV. The stimulated neurons receive input pulses at 500
Hz as ℎ ext that enforce them to spike during the first ~100 ms of each learning trial (see below for each task setup).
As a synaptic plasticity rule ( Figure 1B , C), we used a modified version of reward-modulated STDP. In the conventional model (Izhikevich (2007) ), the dopaminergic signal is explained by one variable. However, recent research suggests that the dopaminergic signal has two different timescales: tonic and phasic component (Floresco et al., 2003) . Therefore, we prepared corresponding tonic variable t and phasic variable p to describe these components. Specifically, t corresponds to the baseline dopamine level, while p represents the dopaminergic signal driven by a reward or punishment signal. Both of these dopaminergic components are assumed to be modulated by the novelty (Li et al., (2003) ) of the task. Toward the end of simulations, both t and p declines once task performance improves (see Methods). Note that dopaminergic signals t and p are global variables common to all synapses. The synaptic weight (0 ≦ ≦ max ) from neuron j to i is adjusted according to
where max is a task-dependent maximum synaptic weight (see Methods), = 1 ms is the timescale of the change, and (− max /2 ≦ ≦ max /2) is so-called the STDP eligibility trace (Izhikevich (2007) ) that accumulates the effects of plasticity events with time-constant = 1000 ms.
where is the spike-train of neuron i and ̅ is the running average of with time constant STDP .
Here, STDP follows typical asymmetric window (Bi & Poo, (1998)) with task-dependent amplitude (see Methods) and fixed time-constant STDP = 20 ms ( Figure 1B) . The upper-and lower-bounds of limits the speed of synaptic change.
Regarding the wave, we used a simple custom-made propagation rule. The upstate is defined as a high noise level state ( ( )~5.5 mV), while the downstate is a low noise phase ( ( ) ~ 2 mV). These noise levels roughly reproduce experimentally observed firing rate of 5 Hz in the upstate and 0 Hz in the downstate, respectively (Harris et al., 2010) . The initial upstate spreads from externally stimulated neurons at each trial. Then, the upstate propagates from these neurons to peripheral neurons. The noise level is determined by ( ) = • + 2 mV with influx coefficient and local field , representing the average activity of non-modeled neurons around neuron i. In order to control the noise level, we constrain the range of ( ) between 2 mV to 5.5 mV and the rage of between -1 mV to 100 mV. is updated ( Figure 1D ) by Below, we conducted three tasks to illustrate our points.
Task 1: Selectively reinforcing distant paths
Firstly, we demonstrate that the combination of traveling waves and STDP rule can strengthen a specific path from a stimulated neuron to a target neuron. This task is especially important in large-scale networks like the brains because most neurons are indirectly connected. A local STDP rule only does not efficiently solve this task because coherent activation of distant neurons is rare before learning. Wave signals compensate for this deficiency and facilitate learning of distant paths.
This effect turns out to be evident, especially in the presence of tonic dopaminergic signal t which is not included in the conventional reward-modulated STDP rule. The t signal induces rewardindependent STDP that synergistically work with traveling waves to prepare a repertoire of paths starting from the stimulated neuron (see below). Figure 2 shows the setting and the result of this task. Figure 2A Left shows the initial network setting of this task. The central neuron in the grid (600 m, 600 m) is stimulated by external input.
The goal of this task is to strengthen the path from this stimulated neuron to the target neuron positions at the bottom: (600 m, 100 m). We also prepared three false-target neurons at the left:
(100 m, 600 m), right: (1100 m, 600 m), and top: (600 m, 1100 m), respectively. The central neuron is stimulated during the first 140 ms of each trial. This causes a traveling wave to build up there and spread to surrounding neurons gradually. If the target neuron spikes more than the other three false-target neurons during and after the stimulation, the reward signal p (> 0) is provided to the whole network. On the other hand, if any of the false-target neuron spikes more than the target neuron, the punishment signal p (< 0) is provided. We repeat trials of duration 2.5 s for 80 times in each simulation.
In a successful case, the paths from the stimulated neuron at the center to the target neuron at the bottom are selectively strengthened (Figure 2A) . Figure 2B shows a successful example of firing rate of the target (red) and the false-target neurons' (black). The firing rate of the target neuron is selectively increased. The success rate of each condition is indicated in Figure 2C . The combination of traveling waves and signal improves task performance compared with the conventional model of Izhikevich (2007).
Figure 2
Upstate propagation improves the reinforcement task of distant paths. A, An example of a successful trial. The initial synaptic weights are represented by color (Left) . The path from a stimulated neuron (600 m, 600 m) to a target neuron (600 m, 100 m) is selectively strengthened at the end of the learning (Middle) . The difference between the initial synaptic weights and the final synaptic weights (Right). B, A successful example of this task. The firing rate of the target neuron selectively increases. C, The success rate of each condition (50 simulations averaged). A combination of wave and t signal (red line) shows the best task performance, while the conventional model (black line) fails to complete this task.
Task 2: Finding a shortcut
The combination of wave signal and STDP rule can also be used to find the shortest paths from stimulated neuron to a target. Generally, finding short paths is vital for fast and reliable computation because information transmission through detour paths is slow and also fragile because successful transmission depends on multiple neurons' states, which are unreliable in nature. Finding a shortcut might be difficult without traveling waves because the neurons along the shortcut path would be seldom activated coherently. The wave propagation can significantly increase this probability and accelerate the exploring process. Figure 3 shows the setting and the result of this task. Similar to Task 1, we devised a stimulated neuron and a target neuron. The stimulated neuron is located upper-left at (100 m, 500 m), and the target neuron is located bottom-left at (100 m, 100 m) ( Figure 3A) . The synaptic weights of detour paths (> 6 path-length) are initially set twice as strong as the other synapses. The stimulated neuron receives external input at the beginning of each trial for 100 ms. Initially, the signal is only transferred through the detour path, which takes more than 100 ms to reach the target neuron. On the other hand, it takes less than 60 ms when the signal is transferred through the shortcut paths after learning.
In a successful case, shorter paths are strengthened while the detour paths are preserved ( Figure   3A ). Figure 3B shows the overall performance of this task. The wave condition with tonic dopaminergic signal t outperforms the conventional model. Figure 3C represents the averaged latency for obtaining reward after the trial onset in successful cases. The latency decreases faster than the other conditions with waves and the tonic dopaminergic signal. This result shows that our model successfully reaches the optimum solution by finding a shortcut. 
Task 3: Learning a nonlinear function (XOR)
In this task, we demonstrate that our model is useful for a more practical setting. Here, we show that XOR function can be learned in our model as well. Nonlinear functions like XOR function are essential for complex calculation, but how to realize them efficiently with reward-modulated STDP rule remains to be seen. We propose that our model has an advantage in this task because some nonlinear functions can be created by finding appropriate poly-synaptic paths. Among the various kinds of nonlinear functions, we chose XOR function because of its simplicity and the universality of logic gates (Yang et al., (2011)). It is widely known that implementing XOR function requires a hidden layer in a feed-forward neural network. Therefore, this task is hard for STDP rule because indirect paths have to be learned. Our model can alleviate the difficulty and facilitate the learning process. Figure 4A shows the synaptic weight change in successful case. The relevant connections are selectively strengthened or weakened. Figure 4B shows task performance of each condition. The wave conditions (red and yellow) performs better than the non-wave conditions (green and black). In the wave conditions, the performance is enhanced by learning synaptic weights between the stimulated and middle-layer neurons.
3, Discussion
We have demonstrated that the combination of traveling waves and tonic dopaminergic signals enhances selective reinforcement of poly-synaptic paths. Further, we showed that this combination is also helpful for learning a nonlinear function. The advantage of traveling waves to send signals across distant neurons is effectively utilized in the tasks we explored. Thus, we argue that a possible role of traveling waves in the brain is to aid local learning rules, such as the reward-modulated STDP, to efficiently learn distant paths by inducing coherent activity in neurons along with them.
The advantage of the proposed model over the conventional model is twofold -First, the combination of traveling waves and the tonic dopaminergic signal helps to prepare paths starting from stimulated neurons. In our model, a tonic dopaminergic signal permits reward-independent STDP. In its presence, traveling waves efficiently create a repertoire of poly-synaptic paths spreading from the wave-initiation sites. Second, once a repertoire of paths from the stimulated neurons is prepared, then, a reward-dependent phasic dopaminergic signal can reinforce its subset. These features are consistent with biological evidence of recent studies. Beeler et al. (2010) showed that tonic and phasic dopamine have different roles: Tonic dopamine modulates the degree of learning and its expression, while phasic dopamine is the main source of reinforcement learning. Also, Schultz (2007) suggests that the continuous emission of tonic dopaminergic signals controls the motivation for exploration, while the discrete phasic dopaminergic signal induces the event-related synaptic plasticity. Our model is also testable by examining the relationship between traveling waves and learning under the specific environment such as selectively blockage or enhancement of either the tonic or phasic component of the dopaminergic signal.
Our model suggests a mechanism of memory consolidation during slow-wave sleep. Some experiments observed traveling waves across the entire brain during slow-wave sleep (Massimini et al., (2004) ; Mohajerani et al., (2010) ) and showed their importance in memory consolidation (Miyamoto et al., (2017) ; Rasch et al. (2007) ). Importantly, dopaminergic neurons emit tonic signals during slow wave sleep (Monti & Monti, (2007) ). These works indicate that the combination of traveling waves and tonic dopaminergic signals may consolidate memories. Our results agree with this view supporting that the coherent activation of neurons caused by traveling waves can prepare distant paths for more rapid and reliable signal transmission (c.f. Figure 3) . Studies on the role of traveling waves and dopaminergic signals on poly-synaptic paths during slow-wave sleep likely elucidate the mechanism for memory consolidation.
One limitation of our model is the separation of dynamics between neural activities and wave
propagation. In our model, wave propagation is modeled by the local field without specific relation to the membrane potential of neurons. While this approach is reasonable in our study that involves only a small number of neurons, the local field must be defined by the average activity level of many neurons in reality (Muller et al., 2018) . Thus, future large-scale simulations could model the relation between traveling waves and the membrane potential of neurons in a more realistic manner. Further, the current model only involves global inhibition, but different classes of inhibitory neurons contribute to up-and down-states in distinct ways (Tahvildari et al., (2012) ). More subtle features of traveling waves might arise from such detailed modeling. Despite these limitations, our simple model revealed a synergy of traveling waves and dopaminergic signals to efficiently learn the directionality of information flow and distant neural-network paths in a reinforcement task. This mechanism would be progressively more important for animals with a larger brain because distant and indirect paths are more dominant. Our study underscores the importance of coherent neural activity in the form of waves for coherent learning beyond pairs of neurons.
4, Methods

Simulation environment
We conducted all the simulation with Brian2 simulator(https://brian2.readthedocs.io/en/stable/).
This is an open python library that focuses on spiking neurons' simulation (Stimberg et al., 2019) .
The post analysis of the simulation is performed by custom made python code.
Networks
The network of excitatory neurons is defined task by task (See Figure 2A , 3A, 4A). As described in Results, all excitatory neurons receive a global feedback signal and a dopaminergic signal in common for simplicty ( Figure 1A) . Table 1 , depend on each task because of the difference in the number of neurons and the network structure.
Dopaminergic signal
The tonic dopaminergic signal t and the phasic dopaminergic signal p are essential ingredients of our simulations. t signal is expressed by
with tonic dopamine constant t , and the novelty function Novelty( ) (explained below). We used task-dependent values for t as summarized in Table 1 . The network in Task 1 requires relatively larger baseline synaptic fluctuation compared to Task 2 and 3.
3) is adjusted depending on the performance of each task. p depends on three variables: reward , decay-function Γ for the reward, and novelty variable Novelty ( Figure 5 ). We measured the spike counts of target and false-target neurons by vectors true and false , respectively, in each trial. (These vectors are reset to zero at the end of each trial.) Reward is a function of true and false . For Task 1, = 0 when the total spike-count of the one target and three false-target neurons is less than 5. This adds robustness to the simulation result. Once the total spike-count reaches 5, = 1.0 when the target spike-count is the greatest and = −0.5 when the target spike-count is not the greatest among the four neurons. Namely, = (−0.5 + 1.5 [ true > max( false )])( true + sum( false ) > 5)
where [⋅] is the indicator function that takes 1 if the argument is true and takes 0 otherwise. We mean by max( false ) and sum( false ) the maximum and the sum of the spike counts of the three false-target neurons, respectively.
For Task 2, there are one target neuron and no false-target neuron. Therefore, we used = [ true > 5]
In this task, punishment ( < 0) is not given.
For Task 3, we again consider one target neuron and one false-target neuron. = 1 when the target neuron fires at least more than five spikes than the false target neuron; = −1 when the falsetarget neuron fires at least more than five spikes than the target neuron; and = 0 otherwise. Namely, = ( [ true ≧ false + 5] − [ false ≧ true + 5])
We set this margin of five spikes to induce a clear difference in the number of spikes between the target and false-target neurons.
Next, we introduce reward-decay function Γ . The amount of reward begins to take a non-zero value after the stimulus onset time on , stay fixed until the stimulus offset time off , and then decays exponentially. Namely,
with dopamine decay constant = 200 ms and the initial amplitude p , which is set depending on the tasks (see Table 1 ).
Finally, we assume that dopamine releases increase with novelty (Feenstra et al., (1995) ) and novelty becomes high when prediction error is high. We simply assume that Novelty (0 ≤ Novelty ≤ 1) decreases by 0.2 at the end of a correct trial and increases by 0.2 at the end of a wrong trial within the permitted range. Here, we introduce task-dependent correct and incorrect criteria. In Task 1 and 3, we used > 0 and ≦ 0 at the end of each trial to define a correct and incorrect trial, respectively. In Task 2, we used the latency of signal transmission from the stimulated neuron to the target neuron for the criteria. A latency less than 60 ms is defined correct, and is otherwise wrong.
In our model, the target or false-target neurons occasionally spikes due to noise. In order to suppress phasic dopamine release in response to a noise-induced spike, we introduce a variable .
This value increases by 1 every time a target neuron or a false-target neuron spike, and decays according to
with time-constant = 10 ms. When reaches 1.5, p is incremented with transmission delay of 100 ms by the product • Γ • Novelty, and then is reset to zero. This condition roughly means that a phasic dopaminergic signal is emitted if a target neuron or false-target neurons emit two spikes within 7 ms. This rarely happens due to noise.
Influx coefficient
Regarding the wave, we used a simple custom-made propagation rule. The upstate is defined as a high noise level state ( ( )~5.5 mV), while the downstate is a low noise phase ( ( ) ~ 2 mV).
The noise level is determined by ( ) = • + 2 mV with influx coefficient and local field .
The local field is updated as explained in Results. The influx coefficient quantifies the sensitivity of neuron i's noise level on and is defined by where on is again the trial onset. The coefficient counts the number of local fields that influence in each trial up to time t. Tangent hyperbolic function is introduced for normalization. 
