We study a class of one-sided Hamiltonian operators with spectral measures given by invariant and ergodic measures of dynamical systems of the interval. We analyse dimensional properties of spectral measures, and prove upper bounds for the asymptotic spread in time of wavepackets. These bounds involve the Hausdor dimension of the spectral measure, multiplied by a correction calculated from the dynamical entropy, the density of states, and the capacity of the support. For Julia matrices, the correction disappears and the growth is ruled by the fractal dimension.
1 Introduction.
One-particle Schr odinger operators with almost-periodic potentials display a rich variety of spectral types, including singular continuous spectra. In the latter situation, there is compelling numerical evidence 14, 8, 23, 12, 20] that transport is typically sub-ballistic and anomalous. More precisely, this means that the second moment of the position operator asymptotically grows in time as t 2 where can take any value in 0; 1] depending on the speci c model and on parameter values. Determining the transport exponent from the Hamiltonian is an interesting and important task both from the mathematical and the physical viewpoint. Concerning the latter, let us point out that the metal-insulator transition in quasicrystals occurs by anomalous transport 13] and furthermore that the transport exponent enters in the anomalous Drude formula 25].
On a rigorous level, some connections have been established between dimensional properties of the local density of states (LDOS) and asymptotic transport properties. The asymptotic decay of the time-averaged staying probability at the initial site is ruled by the correlation dimensions of the LDOS 8, 15, 2, 19, 25] . As to the growth of the th moment of the position operator, a general argument bounds it below by d=D where d is the Hausdor dimension of the LDOS and D the dimension of physical space 9, 10, 19, 2, 25] . Obtaining upper bounds and sharp estimates appears to require more detailed information than just the dimensional properties of the LDOS. Improved lower bounds involving the structure of eigenfunctions have been heuristically derived and numerically veri ed in 17].
In general, there cannot be a tight connection between dimensional properties and the behavior of moments of the position operator; for example, there are models with spectra of arbitrarily small Hausdor dimension and ballistic ( = 2) propagation 18], and also models with zero-dimensional spectra which display ballistic motion on arbitrarily large time scales 19, 18, 11] . On the other hand, information about eigenfunctions may be redundant at least in the case of Jacobi matrices, whose generalized eigenfunctions are given by the orthogonal polynomials of the LDOS.
When investigating such issues on a given one-particle Hamilton operator, one is actually confronted with two di erent problems. First, one has to analyse the spectral measures; then, as a second step, comes the derivation of transport properties. These two problems are in principle di erent and have to be tackled separately. It is convenient to circumvent the rst problem by constructing the Hamilton operator as the Jacobi matrix associated with a LDOS prescribed in advance as self-similar fractal measure. This strategy has already lead to numerical results 12] and to further numerical-theoretical analysis 20] . By the very same strategy, we obtain in this paper rigorous upper bounds for transport in purely spectral terms. As a prototype class of self-similar measures, we consider measures constructed by non-linear, disjoint iterated function systems (IFS). The spectral analysis of such measures can be performed relatively easily: the Hausdor dimension of the measure is given by the quotient of the dynamical entropy and the Lyapunov exponent of the associated dynamical system. The corresponding Jacobi matrices are believed to be almost-periodic 20], but a rigorous proof only exists for the special case of Julia matrices, which are known to be limit-periodic 4].
The basic quantity considered here for the study of quantum transport is the minimal carrier of a wave packet originally localized at the origin. It is de ned, at all times, as the radius of the smallest ball centered at the origin and carrying a xed percentage of the time-averaged presence probability at the given time. Upper bounds on its algebraic growth in time translate into upper bounds for the growth of other quantities measuring the spatial extent of wave packets, such as inverse participation ratios 10], entropic widths 10] and (inverse) negative moments of the position operator; however, positive moments are out of reach.
In our approach the dynamical spreading of wavepackets over increasing time scales is controlled by an appropriate "renormalization dynamics" which resolves the spectrum on accordingly decreasing energy scales. It is exactly the existence of a dynamical system generating the spectrum which makes the renormalization dynamics accessible. Our upper bound for the growth exponent of the minimal carrier is then given by the Hausdor dimension of the spectral measure multiplied by a correction factor calculated from the dynamical entropy, the density of states (DOS) and the (logarithmic) capacity of its fractal support. The DOS enters our estimates because it controls the exponential growth of orthogonal polynomials via a formula of the Herbert-Jones-Thouless type. This is the only information about eigenfunctions we use.
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2 Statement of the results.
In this Section, we introduce the operators studied in this work, quickly review some general facts from the theory of orthogonal polynomials, and nally state our main results. 
Spectral measures.
exist -almost surely and are -almost surely equal to the information or Hausdor dimension dim H ( ) of (see Appendix 1 for a proof and references to the literature). Moreover,
where E( ) and ( ) are the dynamical (Kolmogorov-Sinai) entropy and the Lyapunov exponent of the dynamical system (J; S; ). We shall always suppose that the sequences (log( (I N ))=N) N2N are bounded from below, uniformly in 2 L . This assumption holds true in all cases explicitely considered below.
Jacobi Matrices.
Once the measure on J is xed, we construct the Hamiltonian as the Jacobi matrix of . Let P n , n 0, denote the orthogonal and normalized polynomials associated to . They are a Hilbert basis B = (P n ) n2N in L 2 (R; ) and satisfy a three term recurrence relation EP n (E) = t n+1 P n+1 (E) + v n P n (E) + t n P n?1 (E), n 1, and EP 0 (E) = t 1 P 1 (E) + v 0 P 0 (E) where v n 2 R and t n 0 are bounded sequences. Therefore the isomorphism of L 2 (R; ) ontò 2 (N) associated with the basis B carries the operator of multiplication by E in L 2 (R; ) into the self-adjoint nite di erence operator H de ned on`2(N) by: Hjni = t n+1 jn + 1i + v n jni + t n jn ? 1i , n 1 , 
whenever the weak limit of point measures appearing on the right-hand side exists. Conditions for this and interesting consequences thereof follow from the work of Stahl and Totik 26] which we shall review next.
Orthogonal polynomials.
We rst need to review some basic notions from (logarithmic) potential theory (see, e.g. 
(iii) If we introduce the transfer matrices (by convention, t 0 = 0)
then the following Herbert-Jones-Thouless type formula holds:
where the convergence is locally uniform in CnI 0 (a sequence of functions f n converges locally uniformly in an open set G C to a function f if for all z 2 G and sequences z n ! z, one has f n (z n ) ! f(z) ). Moreover, (8) with the equality replaced by holds locally uniformly in C. Thus g J can be seen as the Lyapunov exponent of the one-dimensional lattice Hamiltonian H. Moreover, the spectrum is characterized as the set of points where this Lyapunov exponent vanishes (except for a set of vanishing capacity). Note that the main modi cation with respect to the usual Herbert-Jones-Thouless formula with discrete Laplacian (t n = 1 for all n 1) is the capacity term in (5).
Growth exponents.
Under the dynamics e ?{tH , a wave packet initially localized on the state j0i spreads out over the basis B. To study this spreading, we introduce the minimal carrier as n( ; T) = min log(n( ; T)) log(T ) ,
as well as 0 = lim !0 0 ( ). These transport exponents are linked to the growth exponents of the moments of the position operator in the basis B. For 6 = 0, the latter are de ned by ? P n 0 p n (T ) log(p n (T )) log(T ) .
Finally, we refer the reader to 10] for a de nition of inverse participation ratios and a proof that also their growth exponents are bounded from above by ? 0 .
The lower bound ? 0 dim H ( ) holds for any self-adjoint H and for any Hilbert basis fjnig 9, 10, 19, 2] . In addition, for operators in the class (3) we have the a priori ballistic upper bound + 0
1. One way of deriving this is observing that (3) is a bounded operator in the Banach space X ( > 0) of`2(N)-vectors such that k k = sup n jh jnij exp( n) < 1. Then at any time t, the minimal carrier can be estimated from jhnj exp(?iHt)j0ij 2 exp(?2 n + 2tkHk ), which directly yields the ballistic bound.
Main results.
Our main results give upper bounds on the exponent + 0 .
Theorem 1 Let S be an analytic map and let R c = jI 0 j=2 denote the spectral radius and E c the center of the spectrum. Then
where ? R is the circle of radius R around E c .
Theorem 2 R c = jI 0 j=2 is the spectral radius and is the size of the smallest gap at the rst generation.
Remark 1 When combined with the rigorous lower bound ? 0 dim H ( ) from 9, 10, 19, 2], these results prove that quantum transport in presence of singular continuous spectra can actually be anomalous (as it will become more explicit in the applications presented below). To our knowledge, the only other examples of quantum models in which the motion can be rigorously shown to be other than ballistic or localized are the following: for nite rank perturbation of a localized model, the moments of the position operator diverge at most logarithmically 24]; next, less pathological, the quantum motion is di usive in the Anderson model with free random variables 25] (i.e. the growth exponent of the disorder averaged second moment of the position operator equals 1); the latter hamiltonian model can be identi ed with the coherent potential approximation of the usual Anderson model, and a special case of it is the Wegner n-orbital model in the limit n ! 1 21] . Remark 2 Neither of the bounds (11) and (12) is optimal in general. In the case of (12) this becomes particularly evident when J is a linear Cantor set, see Remark 4 below. Our present proof may possibly be improved at several places; nevertheless, it yields optimal results in the case of Julia sets, as shown in Section 2.6 below.
Remark 3 Using equation (2), the above bounds can be written as the product of the Hausdor dimension of the measure times a correction factor involving the DOS, the dynamical entropy, and the capacity.
Applications and comments.
One class of shift-invariant, ergodic measures on L are the measures for which the n , n 2 N, are independent random variables with same distribution Probf n = lg = p l , l = 1 : : : L, P L l=1 p l = 1. The corresponding measures on J will be called Bernoulli measures with weights p l . For such measures, E( ) = ? P i p i log p i . Our present applications only consider this class. First, we treat Julia matrices. A real Julia set is the fractal J associated to a polynomial mapping S of degree L satisfying the hypothesis imposed in the construction of J. Putting this into (11) and (5), we nd that max z2? R g J (S(z)) L log R at large R. Taking the limit R ! 1, we get the upper bound log(L)= ( ) = dim H ( ) log(L)=E( ) because of equation (2).
The correction factor with respect to the Hausdor dimension disappears if is the maximal entropy measure, for which E( ) = log(L). This is the the Bernoulli measure with equal weights; the corresponding Jacobi matrices are called Julia matrices. Recalling the general lower bound Our proof makes no use of this fact; however, using it considerably simpli es the proof, as explained in Remark 5 in Section 3.2. Nor do we use the fact that the LDOS and the DOS of Julia matrices coincide (i.e., the Forstmann equilibrium measure is the Bernoulli measure with equal weights 6]).
As a second example, we consider the usual Cantor set C in 0; 1] whereŜ 1 (E) = E and S 2 (E) = ? E with > 2. Let us replace this in (12) . We rst note the maximum over branches becomes irrelevant because of symmetry, next that the supremum over E 2 J = C is actually taken when E is the outer border of the Cantor set. Therefore we obtain from (12): The DOS and the capacity can be calculated numerically by standard procedures. Nevertheless a crude estimate of cap(C) (see Remark 6 in Chapter 4) shows that the argument of the second logarithm in (13) grows logarithmically with . This proves that + 0 tends to 0 in the limit ! 1. Remark 4 The bound (13) for the case of linear Cantor sets does not depend on the weights p l , but there is numerical evidence that growth exponents do (for momenta at least) 12]. In addition, as the gaps shrink on decreasing , the bound can become larger than 1, the a priori ballistic bound. Our estimates are therefore far from optimal in this situation.
Apart
Proof of upper bounds.
In this Section we will bound + 0 under a hypothesis formulated in Section 3.2. This hypothesis will be veri ed in the next Section.
3.1 Resolving the spectrum.
In this section we state and prove a general result making no reference to the speci c structure of the Hamiltonian. Then follows a corollary allowing to deduce upper bounds on the dynamics for the Jacobi matrices constructed in Sections 2.1 and 2.2.
Let j i be a vector in some separable Hilbert space H, its spectral measure, J = supp( ), and (jni) n2N a Hilbert basis in the cyclic subspace of . Suppose that, for any integer N, we have a nite covering of J by intervals N j , j = 1; :::n N , with pairwise disjoint interiors and satisfying 0 < lim
where, for given N and E 2 J, N j(E) is the interval containing E. 
and let J N (K) = fj j K \ N j 6 = ;g. Then there are T( ; ) and C 1 ( ; ) so that, for all T > T( ; ), and for any family of indices F N: 
Proof. Because log(1=j N j(E) j)=N is a measurable function of E, it follows from (14) and Lusin's theorem that there is a N( ; ) and a compact K J with (K ) > 1 ? so that e ?N( + ) < j N j j < e ?N( ? ) (17) for all N > N( ; ) and for all j 2 J N (K ). Let us de ne K 1 = K \ K ; then (K 1 ) > 1 ? 2 .
From now on, we shall assume N and T to be related to each other via (15 
We now choose the points E N j so that the latter term can be easily estimated. Let`be the integer part of (1 + exp(N( + )). As all intervals N j , j 2 J N (K 1 ), have length not less than The latter integral yields 2 ` jl . Recalling the de nition of`, and K 1 K, we directly get inequality (16).
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We now restrict to be a fractal measure as constructed in Section 2.1, (jni) n2N the basis of its orthogonal polynomials and H the associated Jacobi matrix. As intervals N j we choose the intervals I N of the Nth generation. As shown by equation (33) in the proof of Theorem 3, in that case equation (14) holds with given by the Lyapunov exponent ( ). Further, we set K = J and F = (n) n n in Proposition 1. Hence we obtain: Corollary 2 Let and H be as constructed in Sections 2.1 and 2. 
then there is a constant C 2 ( ; ) so that, for all T larger than some T( ; ), we have X n>n Z T 0 dt T jhnje ?{tH j0ij 2 < C 2 ( ; ) .
3.2 A bound of quasi-ballistic type.
The aim of this section is determine n( ; N) such that bound (20) holds under the following hypothesis, which will be veri ed in Chapter 4. Let S be the isometric operator de ned in L 2 (R; ) by S = S. Hypothesis: There exist constants 0 < A B and C such that jhnjSjmij exp (?An + Bm + C) . 
We call this a quasi-ballistic bound because it is directly given by the growth rate of the matrix elements in (22) . Apart from hypothesis (22) , the essential ingredient of the proof is that the spectrum contains gaps at all scales (self-similarity). In the next subsection, we set the stage for the proof of Proposition 2. Subsections 3.2.2 and 3.2.3 give technical details which allow to conclude the proof in 3.2.4.
A renormalization operator.
In order to estimate the sum on the left hand side of (20) We hence have to estimate R and for this purpose we introduce the norms k k a = sup n;m 0 e a(n+m) jhnj jmij , a > 0 .
For any a > 0, the set X a = f 2 L 1 j k k a < +1g is a Banach space. Under hypothesis (22), we shall show that P; S; R are continuous operators in S a>a X a for some a, and we shall thereby estimate their norms, nally obtaining the proof of Proposition 5.
The following lemma is based on the well known Combes-Thomas argument. Improving the lower bound on de ned below would lead to a better bound in Theorem 2, because it enters the estimates of Proposition 5. Proof. We have I (E)P m (E) = P n 0
? nm (I)P n (E) in L 2 (R; ). Suppose (I) = 1: then ? nm (I) decays faster than exponentially as n ! 1. Since the theorem in Appendix 2 sets an uniform bound on the exponential growth of P n (E), E 2 I 0 , the series is uniformly convergent in I 0 and its sum is analytic there. This cannot be true, because I (E)P m (E) vanishes in I 0 nI. For 
Remark 5 If we restrict ourselves to Julia matrices (S is a polynomial of degree L and is de ned as the Bernoulli measure with equal weights), a bound on the norm of S can be obtained more directly by using the renormalization property hnjSjmi = n;Lm of the associated orthogonal polynomials 3]. It is then immediate that S has unit norm from X a to X a=L . This considerably simpli es the arguments in Subsection 3.2.4. For the case of Julia matrices, it is even not necessary to go through the developments of Chapter 4.
Conclusion of the proof of the quasi-ballistic bound.
According to (24) , we have 
We now choose a = (A=B) N a 0 with a 0 < minfB; 0 ( )g, so that the bounds (25) and (26) For this, it is in turn su cient that n satis es (23) where the constant C 3 ( ; ) may also depend on A; B; Q, and a 0 , but not on and N.
Upper bound under hypothesis (22).
Replacing (19) in (23), and using de nition (9) of the transport exponent + 0 , one gets:
Proposition 3 Suppose that the orthogonal polynomials of satisfy (22) . Then + 0 log(B=A) ( ) .
4 Asymptotic properties of orthogonal polynomials.
In this Section, we prove two propositions which, when combined with Propostion 3, directly lead to Theorems 1 and 2. We shall use the main results of the work of Stahl and Totik 26] reviewed in Appendix 2. For this purpose, let us rst verify that the capacity of J is positive and that the LDOS is asymptotically regular in the sense of 26]. The de nition of this property is recalled in Appendix 2. Let us point out that the measure on J need not be de ned via an invariant and ergodic measure on the symbolic dynamics.
Lemma 2 Let J be a set constructed as in Section 2.1. Then cap(J) > 0. Lemma 3 The measures on J constructed in Section 2.1 are asymptotically regular.
Knowing that cap(J) > 0 and that is asymptotically regular, the theorem in Appendix 2 directly implies that formulas (6), (7) and (8) 
As long as E 0 ranges in I N?1 (E) nI N (E) , jE ? E 0 j cannot be less than the gaps jG N j of generation N adjacent to I N (E) . From Lemma 4 in Appendix 1, we get jG N j a= N where = max E2J jS 0 (E)j and a is some positive constant. Inserting this in (28), we obtain
which directly implies the result.
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Remark 6 The proof of Lemma 2 yields a lower estimate for the capacity of the Cantor set C in 0; 1] generated with L = 2 andŜ 1 (E) = E,Ŝ 2 (E) = (1 ? E), > 2. In that case, jG N j = ( ? 2) ?N , so equation (29) 
where ? R is the circle of radius R around E c and g J denotes the Green's function of J.
Proof. Using analyticity of S and orthogonality of the polynomials, we rst write
where ? is some integration path around the spectrum with positive orientation. For given R > R c , let us choose ? to be ? R . Furthermore, we apply the Cauchy-Schwarz inequality to the last term and bound (E ? E c ) by R s for E in the spectrum. Thus summing up, we get Proof. We start from the following identity: In this appendix we give a proof that the pointwise dimensions of the IFS measures described in Section 2.1 coincide and are constant -almost surely. Although this can be deduced from more general results in the literature ( 22] , but there probably exist other works), we give here a short, independent proof for the sake of completeness and also because it leads to a slightly more general result, used in Chapter 4. To prove iv), we use the same notations and suppose that the interval of the Nth generation is I ? (the case I + being again similar). Then jI N?1 j = jI + j + jGj + jI ? j. The 
and this concludes the proof.
Appendix 2: the theory of Stahl and Totik.
The following theorem summarizes the main results of 26] used in this work. Let us recall that a sequence of functions f n converges locally uniformly in an open set G C to a function f if for all z 2 G and sequences z n ! z, one has f n (z n ) ! f(z). In a similar way, one de nes a bound f n f to hold locally uniformly in G.
Theorem 26, Theorems 3.1.1 and 4.2.1] Let be a Borel probability measure on R with compact support J = supp( ) and I R be the smallest interval containing J. Furthermore (P n ) n 0 and (t n ; v n ) n 0 denote the associated orthogonal polynomials and coe cients of the Jacobi matrix.
Then the following three assertions are equivalent:
the limit lim
If the above assertions are satis ed, the measure is called asymptotically regular. This also implies that (34) holds locally uniformly in C when the equality is replaced by an inequality . 
