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5.2. Composicio´n automa´tica con sistemas cao´ticos dis-
cretos
En esta seccio´n se aplican los sistemas cao´ticos discretos como generadores de datos del
algoritmo de composicio´n. Estos sistemas discretos usan ecuaciones iteradas y sus carac-
ter´ısticas dina´micas y las caracter´ısticas melo´dicas asociadas difieren de las obtenidas con
los atractores continuos, esto se demuestra estad´ısticamente ma´s adelante.
5.2.1. Generacio´n de melod´ıas con mapas no lineales con dos di-
mensiones
Se uso como generador cao´tico el mapa no lineal de Chirikov-Taylor o mapa esta´ndar y las
siguientes especificaciones musicales de entrada:
Nu´mero de octavas: 3
Octava principal: 2
Escala: re mixol´ıdio
La variable x obtenida al iterar el mapa no lineal de Chirikov-Taylor con condiciones iniciales
x0 = −0,1 y y0 = 0, para´metros k = 0,8 y m1 = m2 = 0; se muestra en la figura 5.13 con
sus respectivas transformaciones. El sistema presenta cambios notorios a lo largo de un gran
nu´mero de iteraciones, por tal razo´n se itero´ el sistema 3000 veces.
Si se realiza un aumento dentro de la primera gra´fica se puede observar que el comportamien-
to encontrado es repetitivo, esto se se muestra en la figura 5.14.
Por otra parte, la variable x presenta grandes regiones con comportamiento similar clara-
mente diferenciables y separadas por regiones de transicio´n ma´s cortas. En la gra´fica 5.15
se delimitan esta´s regiones, la primera regio´n marcada con A se comporta como una regio´n
de transicio´n y se presenta varias veces en la respuesta, la segunda regio´n es ma´s grande y
cubre un rango extenso y la u´ltima regio´n (C) cubre aproximadamente la mitad del rango y
es ma´s corta que la regio´n B.
La variable y presenta muy pocos cambios, tambie´n tiene tres regiones diferenciables, aprox-
imadamente hasta la iteracio´n 1000 se mantiene en un mismo valor, luego entre 1000 y 2000
iteraciones ocurren pequen˜os cambios que conllevan a finalizar en la tercera regio´n que se
mantiene en valores bajos hasta finalizar la iteracio´n del mapa, esto se observa en la figura
5.16.
La accio´n conjunta entre las dos variables muestra que para valores altos de la variable x,
la variable y presenta valores extremos altos o extremos bajos y para valores bajos de la
variable x, la variable y cubre casi todo el rango.
Los ana´lisis hechos de las gra´ficas anteriores se pueden interpretar tambie´n desde la melod´ıa
generada por el atractor. Esta melod´ıa tiene 3000 notas en 1525 compases y una duracio´n
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Figura 5.13: Mapeo a frecuencia y a notas MIDI de la variable x del mapa de Chirikov-Taylor
Figura 5.14: Ampliacio´n de la respuesta de la variable x del mapa de Chirikov-Taylor
Figura 5.15: Regiones de la variable x del mapa de Chirikov-Taylor
de 27 min. 43 seg., por tal razo´n en la figura 5.18 se muestran pequen˜os fragmentos, cada
unos de estos fragmentos hace parte de cada una de las regiones que componen la respuesta
x del mapa no lineal.
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Figura 5.16: Mapeo de la variable y del mapa de Chirikov-Taylor a valores r´ıtmicos en se-
gundos y en beats
Figura 5.17: Retrato de fase del Mapa de Chirikov-Taylor
La gra´fica de piano roll para los primeros 5 minutos, muestra la gran variedad de cambios
y las conmutaciones melo´dicas entre registro grave y agudo, la melod´ıa usa todas las notas
de la escala con mayor predominancia el F] y ocurren transiciones entre todas las notas
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Figura 5.18: Retrato de fase modificado del mapa de Chirikov-Taylor
de la escala pero con mayor proporcio´n la transicio´n entre B − D4, D − F] y el un´ısono
E − E 1. Los intervalos ma´s usados son el de tercera menor y segunda mayor ascendentes
y descendentes, adema´s del un´ısono. Los intervalos de transicio´n ma´s comunes son el de
segunda mayor hacia tercera menor y mayor ascendentes, y segunda mayor y tercera menor
descendente hacia segunda mayor descendente. Predominan la transicio´n y la proporcio´n de
notas con larga duracio´n.
Segu´n los descriptores estad´ısticos mostrados en la tabla 5.3, la densidad de intervalos iguales
es baja, mientras que la densidad de intervalos ascendentes y descendentes es media. La
estabilidad del contorno es media y con pocos intervalos disonantes y poca duracio´n del
climax, adema´s contiene algunos saltos de retorno y poca variedad tonal.
Desde el punto de vista de sus indicadores melo´dicos (tabla 5.4), la melod´ıa es compleja en sus
caracter´ısticas tanto r´ıtmicas como tonales pero conjuntamente producen una complejidad
mayor. La melod´ıa de Chirikov-Taylor es poco original y poco melodiosa.
1La notacio´n con letras para las notas musicales es: C,D,E,F,G,A,B
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Figura 5.19: Gra´fica de pianoroll de la melod´ıa generada con el mapa de Chirikov-Taylor
Figura 5.20: Distribucio´n y transicio´n de pitch class de la melod´ıa generada con el mapa de
Chirikov-Taylor
Descriptor Dasc Digu Ddesc Ec Ecp Ecn Ecc
Valor 0.4335 0.1384 0.4281 0.6692 0.3205 0.3135 0.0354
Descriptor Ct Id Ic Mp Rt Sr Vt
Valor 0 0.0997 0.0116 0.2508 36 0.9750 0.0023
Tabla 5.3: Descriptores estad´ısticos de la melod´ıa generada con el mapa de Chirikov-Taylor
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Figura 5.21: Distribucio´n y transicio´n de los intervalos de la melod´ıa generada con el mapa
de Chirikov-Taylor
Figura 5.22: Distribucio´n y transicio´n de las duraciones de la melod´ıa generada con el mapa
de Chirikov-Taylor
Abreviatura medida cbmp cbmr cbmo mom gm
Valor 5.055 6.5044 5.9391 9.0008 6.2054
Tabla 5.4: Indicadores melo´dicos de la melod´ıa generada con el mapa de Chirikov-Taylor
Finalmente, tambie´n se muestra el retrato de fase modificado en la figura 5.23 del cual
tambie´n se puede generar una melod´ıa automa´ticamente.
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Figura 5.23: Retrato de fase modificado del mapa de Chirikov-Taylor
5.3. Composicio´n de melod´ıas con ciclos l´ımite
Se selecciono´ como sistema dina´mico con ciclos l´ımite el sistema depredador-presa de Lotka-
Volterra, la solucio´n de las variables de este sistema se utilizaron para generar fragmentos
melo´dicos repetitivos y con cara´cter minimalista. Se usaron las las siguientes especificaciones
musicales:
Nu´mero de octavas: 3
Octava principal: 3
Escala musical: menor armo´nica.
To´nica: A
En la figura se presenta la evolucio´n temporal de las variables x y y en donde se pueden
apreciar la periodicidad del sistema. Igualmente se pueden apreciar los ciclos l´ımites en el
retrato de fase del sistema mostrado en la figura 5.24 y en el retrato de fase modificado de
la figura 5.25.
La variable x indica que la altura musical asciende con intervalos mayores a los de descenso,
adema´s llega a su altura ma´xima y permanece all´ı durante poco tiempo antes de comenzar el
descenso melo´dico hasta una nota cercana a la nota inicial. Desde el punto de vista r´ıtmico,
la melod´ıa alcanza el climax melo´dico por notas de duracio´n menor a las usadas en los
descensos melo´dicos.
Adema´s, debido a que para la solucio´n del sistema de Lotka-Volterra se ca´lculo con un
tiempo de integracio´n apropiado para que se generaran so´lo tres ciclos, entonces el fragmento
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(a) Variable x
(b) Variable y
Figura 5.24: Evolucio´n y transformacio´n de las variables del sistema de Lotka-Volterra
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Figura 5.25: Retrato de fase del modelo de Lotka-Volterra
Figura 5.26: Retrato de fase modificado del modelo de Lotka-Volterra)
musical, que es el reflejo de las variable, presenta tres frases similares y seguidas, estas frases
se denominaron frase A,B y C respectivamente y se pueden apreciar en la figura 5.27. Se
nota claramente que las frases musicales, como se esperaba, cumplen las caracter´ısticas de
las variables transformadas mencionadas arriba, por ejemplo que los descensos melo´dicos
son ejecutados con notas de corto valor y que el u´nico ascenso melo´dico existente en cada
frase es alcanzado por notas de mayor duracio´n que las del descenso. Adema´s, se aprecia la
gran similitud entre las tres frases, salvo por pequen˜as variaciones y por el punto de inicio,
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ya que se encuentran desfasadas (n ∗ 6 + 1/4) unidades de tiempo, para (n = 1, 2). De lo
anterior se deduce que el desfase entre la primera y la segunda frase es de 7/4 de unidades
de tiempo, que equivalen a un silencio de negra con doble puntillo, y que el desfase con la
tercera frase es de 13/4, que equivalen a un silencio de blanca con puntillo ma´s un silencio
de semicorchea; finalmente el desfase entre las frases B y C es de un silencio de negra con
puntillo (3/2 de unidades de tiempo).
El contorno melo´dico de cada una de las frases se aprecia en la gra´fica 5.28, esta gra´fica
representa las notas musicales en valor MIDI ejecutadas en cada media unidad de tiempo
(resolucio´n=0.5). El contorno melo´dico revela mejor la similitud existente entre las frases
musicales. Sin embargo es necesario usar medidas de similitud melo´dica para obtener un
valor de similitud cuantificado en una escala de entre 0 y 1.
Se usaron las cinco medidas de similitud melo´dica descritas en la seccio´n 3.7.
Los resultados para cada una de las medidas de similitud melo´dica se muestran en las tabla
5.5 y 5.6.
El contorno melo´dico de las frases tiene una alta similitud entre ellas, sobresaliendo la simil-
itud existente entre la frase B y C que es de 0,9469. La similitud del contorno combinacional
es ma´s alta que la similitud obtenida con el contorno melo´dico. Esto demuestra que existe
gran parecido entre la frases de la melod´ıa en cuanto a su curva melo´dica; esta alta similitud
se debe a que cada una de las frases proviene de un periodo diferente y consecutivo del
sistema de Lotka-Volterra.
Contorno melo´dico Contorno melo´dico
combinacional
Frase A B C A B C
A 1 0,9187 0,9187 1 0,9914 0,9768
B 1 0,9469 1 0,9481
C 1 1
Tabla 5.5: Medidas de similitud melo´dica de contorno de las frases de la melod´ıa de Lotka-
Volterra
La similitud melo´dica de las distribuciones de pitch class, de intervalos y de duraciones mide
la similitud entre las frases desde una perspectiva diferente a la del contorno. La similitud
de distribucio´n de pitch class determina que las notas usadas en la frase A son un poco
diferentes a las usadas en la frase B (0, 7324) pero ma´s parecidas a las usadas en la frase C
(0, 8483). La frase B y C tiene una distribucio´n de pitch class alta (0, 8044) pero no mayor
a la similitud de pitch class estimada entre las frases A y C.
En cuanto a los intervalos usados en las frases, las frases A y B tienen unos intervalos
menos similares a los usados entre las otras parejas de frases, sin embargo la similitud de
distribucio´n de intervalos es relativamente alta, para todas las comparaciones es superior a
0, 6. La similitud r´ıtmica tambie´n es alta pero inferior a la similitud melo´dica, las frases B y
C tiene la similitud r´ıtmica ma´s alta de 0, 8431.
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(a) Frase A
(b) Frase B
(c) Frase C
Figura 5.27: Frases musicales de la melod´ıa del modelo de Lotka-Volterra
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Figura 5.28: Contorno melo´dico de las frases musicales del modelo de Lotka-Volterra
Distribucio´n Distribucio´n Distribucio´n
de pitch class de intervalos de duraciones
Frase A B C A B C A B C
A 1 0,7324 0,8483 1 0,6707 0,7644 1 0,7353 0,7222
B 1 0,8044 1 0,7545 1 0,8431
C 1 1 1
Tabla 5.6: Medidas de similitud melo´dica de distribucio´n de las frases de la melod´ıa de Lotka-
Volterra
En la gra´fica de piano roll (fig. 5.29), se observa mejor la periodicidad de la melod´ıa de
Lotka-Volterra debida a los ciclos l´ımite del sistema.
Se aplicaron los tres me´todos descritos para la segmentacio´n melo´dica; el algoritmo basado
en la Gestalt, la segmentacio´n basada en probabilidad del tono y el modelo de deteccio´n local
de bordes [34]. Los resultados obtenidos con los tres me´todos de segmentacio´n se muestran
en la figura 5.30,aqu´ı se observa nuevamente la divisio´n de las frases debido a la periodicidad
y concuerda con la segmentacio´n manual realizada al figura 5.27.
Basa´ndose en los resultados obtenidos con las estimaciones de la similitud melo´dica y los
me´todos de segmentacio´n, se decide realizar el ana´lisis melo´dica solo a la primera frase de la
melod´ıa ya que los resultados para las otras frases sera´n muy similares y se pueden inferir
una conclusio´n general u´nicamente a partir del ana´lisis individual de la frase A.
La distribucio´n de pitch class muestra que aunque se esta´n usando todas las notas de la
escala de la menor armo´nica, las notas que conforman el acorde del segundo grado (B-D-F)
son melo´dicamente ma´s importantes que las dema´s notas de la escala, llevando a confundirse
con otra escala debido a la superposicio´n de la to´nica. Lo anterior u´nicamente demuestra
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Figura 5.29: Gra´fica de pianoroll de la melod´ıa generada con modelo de Lotka-Volterra
Figura 5.30: Segmentacio´n con el modelo de Lotka-Volterra por tres me´todos diferentes
que la melod´ıa generada por el modelo de Lotka-Volterra no es tonal, algo que es lo´gico y
se esperaba. Adema´s, esto se confirma observando que la transicio´n ma´s importante es la
realizada entre B y D y no entre G] y A, como se esperar´ıa que fuera dentro de la mu´sica
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tonal.
Figura 5.31: Distribucio´n y transicio´n de pitch class de la melod´ıa generada con el modelo
de Lotka-Volterra
La melod´ıa tiene una curva melo´dica suave compuesta por intervalos pequen˜os y predominio
de transiciones entre los mismos. Resalta el predominio de la tercera mayor ascendente y sus
respectivos enlaces interva´licos.
Figura 5.32: Distribucio´n y transicio´n de los intervalos de la melod´ıa generada con el modelo
de Lotka-Volterra
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La frase A de la melod´ıa de Lotka-Volterra tiene una figuracio´n r´ıtmica variada y una com-
binacio´n r´ıtmica amplia.
Figura 5.33: Distribucio´n y transicio´n de las duraciones de la melod´ıa generada con el modelo
de Lotka-Volterra
En la tabla 5.7 se muestran los descriptores estad´ısticos de la melod´ıa de Lotka-Volterra,
sobresalen la estabilidad del contorno (Ec = 0,5957) los movimientos por paso (0,3617) y los
saltos de retorno (Sr = 1), todos estos indica la suavidad de la melod´ıa.
Descriptor Dasc Digu Ddesc Ec Ecp Ecn Ecc
Valor 0.2979 0.3191 0.383 0.5957 0.2391 0.2609 0.1087
Descriptor Ct Id Ic Mp Rt Sr Vt
Valor 1 0.2128 0.5 0.3617 36 1 0.1458
Tabla 5.7: Descriptores estad´ısticos de la melod´ıa generada con el modelo de Lotka-Volterra
La melod´ıa en general no es muy compleja, aunque su complejidad r´ıtmica es alta, sin embar-
go no lo suficiente para aumentar la complejidad conjunta. Posiblemente esta complejidad
r´ıtmica hace que la melod´ıa sea poco original y poco melodiosa.
Abreviatura medida cbmp cbmr cbmo mom gm
Valor 5.0432 7.1223 5.6352 7.8965 6.4681
Tabla 5.8: Indicadores melo´dicos de la melod´ıa generada con el modelo de Lotka-Volterra
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5.4. Composicio´n de melod´ıas cao´ticas microtonales
El algoritmo tiene la capacidad de generar material sonoro con divisiones del tono inferiores
al semitono, esto se hace ajustando el factor de afinacio´n λ < 0,5, donde λ es el nu´mero de
divisiones por tono.
Para probar esto se escogio´ el atractor de Chua y se dividio´ el tono en 7 partes, obteniendo
un factor de afinacio´n λ = 0,143 y generando una escala croma´tica de 84 notas por octava.
Como experimento musical se fracciono´ tambie´n las duraciones de las notas y las dina´micas,
con el fin de entrar a un espacio musical con tendencia a la continuidad. Se creo un vector
de duraciones con valores cortos entre 0-3 seg y espaciados cada 0.001 seg, y se definio´ un
umbral de 0.0002 seg. Par las dina´micas se creo el vector entre 0 y 127 con espaciado de 2 y
umbral de 0.5.
La notacio´n musical para un melod´ıa microtonal de este tipo no esta´ au´n estandarizada, por
tal razo´n se muestra la figura de la sen˜al de audio en lugar de la partitura.
Figura 5.34: Sen˜al de audio de la melod´ıa microtonal de Chua
En la figura 5.34 se muestra la sen˜al de audio de la melod´ıa, y en las gra´ficas de la figura
5.35, la evolucio´n de las variables x, y y z y sus respectivas transformaciones. los retrato de
fase en 2D y en 3D, se muestran en las figuras y respectivamente. Se ve claramente como se
reduce el efecto de la discretizacio´n.
5.5. Composicio´n automa´tica con bifurcaciones
5.5.1. Melod´ıas con la bifurcacio´n de Hopf
El sistema dina´mico con dos dimensiones de la ecuacio´n (5.1), presenta bifurcacio´n tipo Hopf
para el para´metro µ. Con este modelo se generaron dos tipos de melod´ıas, una con µ = 1,2
y la otra con µ = −0,2. Para el valor de µ = 1,2, el sistema se comporta como un ciclo
l´ımite, obteniendo resultados similares a los descritos en la seccio´n 5.3 para el sistema de
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(a) Variable x (b) Variable y (c) Variable z
Figura 5.35: Evolucio´n y transformacio´n de las variables del atractor de Chua microtonal
Figura 5.36: Retratos de fase en 2D del
atractor de Chua microtonal
Figura 5.37: Retratos de fase en 3D del
atractor de Chua microtonal
Lotka-Volterra. Para el valor de µ = −0,2 se crea una espiral estable cuya melod´ıa asociada
se muestra en la figura 5.39.
x˙ = ux− y − x (x2 + y2)
y˙ = x+ uy − y (x2 + y2) (5.1)
Como consecuencia del ciclo l´ımite de la bifurcacio´n, todos los ana´lisis realizados al sistema
de Lotka-Volterra son validos para esta seccio´n.
5.5.2. Melod´ıas con la bifurcacio´n tipo flip
Se uso la matriz de bifurcacio´n de la ecuacio´n log´ıstica descrita en la seccio´n 2.2.1, para
generar el fragmento musical de cara´cter polifo´nico de la figura 5.40. Para este fragmento se
usaron 16 canales, cada canal asignado a un instrumento musical incluyendo una seccio´n de
percusio´n (canal 10). Debido a que la matriz de bifurcacio´n contiene valores iguales en las
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(a) Para´metro µ = 1,2 (b) Para´metro µ = −0,2
Figura 5.38: Retrato de fase originales y transformados de la bifurcacio´n de Hopf
Figura 5.39: Melod´ıa generada con la bifurcacio´n de Hopf
filas para los puntos fijos, estos se ven reflejados en el fragmento en forma de un´ısonos. Para
evitar esto se propone hacer un pre-filtrado a la matriz de bifurcacio´n.
5.6. Fragmentos musicales obtenidos con sistemas cao´ticos
controlados
En esta seccio´n se aplican los me´todos para controlar el caos en sistemas continuos y discretos
con el fin de controlar el resultados musical correspondiente. El me´todo de Pyragas se aplico´ al
atractor de Chen para llevar el sistema a una o´rbita perio´dica inestable de periodo 1, el
me´todo FPIC se aplico´ al mapa no lineal cuadra´tico y el me´todo OGY al mapa no lineal
gaussiano para llevar la solucio´n del mapa a un punto fijo. Las melod´ıas resultantes con los
sistemas controlados son descritas y analizadas.
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Figura 5.40: Melod´ıa generada con la bifurcacio´n tipo flip
5.6.1. Composicio´n de melod´ıas con sistemas continuos controla-
dos con el me´todo Pyragas
Al atractor cao´tico de Chen se le aplico´ el me´todo Pyragas para controlar las o´rbitas perio´di-
cas de τ -periodo inherentes en el sistema. El sistema con la ley de control queda
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x˙ = a (y − x)
y˙ = (c− a)x− xz + cy + u (t)
z˙ = xy − bz
u (t) = K (y (t)− y (t− τ))
(5.2)
donde u (t) es la ley de control, K es la ganancia de perturbacio´n y y (t− τ) es la sen˜al de
salida retardada. Cuando K = 0, la ley de control es eliminada y el atractor conserva su
comportamiento cao´tico.
El disen˜o del me´todo de Pyragas consiste en hallar el valor de τ , que es el periodo de una
o´rbita perio´dica inestable UPO (Unstable Periodic Orbit) de periodo τi, y su ganancia de
perturbacio´n asociada cuando la accio´n de control es igual a cero u (t) = 0. Esto es equivalente
a tener el tiempo de perturbacio´n igual a cero D2 (t) = [y (t)− y (t− τ)]2. Estos periodos
τ corresponden a los mı´nimos locales de la gra´fica del tiempo promedio de perturbacio´n
〈D2 (t)〉, cuando se varia τ y se mantiene un valor de K constante.
Para calcular τ gra´ficamente, se hace K = 0,1 y se gra´fica 〈D2 (t)〉 para diferentes va-
lores de τ , la gra´fica resultante se muestra en la figura 5.41. Los mı´nimos locales son
τ = 0.62, 1,22, 1,84 correspondientes a los periodos uno, dos y tres respectivamente.
Figura 5.41: Tiempo promedio de perturbacio´n para diferentes periodos del sistema de Chen
El siguiente paso consiste en graficar el tiempo promedio de perturbacio´n para diferentes
valores de K, dejando τ fijo en cada una de los valores hallados. En la gra´fica 5.42 los
ma´ximos locales corresponden a las ganancias de perturbacio´n asociadas con los valores de
τ .
Los retratos de fase del sistema controlado se muestra en las figuras 5.43 y 5.44, respectiva-
mente.
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Figura 5.42: Tiempo promedio de perturbacio´n para diferentes valores de K del sistema de
Chen
Figura 5.43: Retrato en 2D del sistema de Chen controlado con Pyragas
Con el sistema controlado se genera nuevamente material musical. El material musical fue
generado con las mismas especificaciones musicales usadas para la melod´ıa del sistema no
controlado mostradas en la seccio´n 5,1,1. En la figura 5.45 se aprecia la primera frase de la
melod´ıa generada por el atractor controlado. La ley de control hace que el sistema permanezca
en un ciclo l´ımite cuyo reflejo musical es una melod´ıa perio´dica.
Las gra´ficas que describen la melod´ıa son halladas para la primera frase de la melod´ıa de
Chen controlada con Pyragas.
En la gra´fica de piano roll se aprecia la periodicidad de la melod´ıa. La melod´ıa fue segmen-
tada con el modelo de deteccio´n de bordes, lo cual permitio´ extraer con mayor facilidad la
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Figura 5.44: Retrato en 3D del sistema de Chen controlado con Pyragas
Figura 5.45: Melod´ıa generada con el atractor de Chen controlado con Pyragas
frase A para continuar con los ana´lisis.
Figura 5.46: Gra´fica de pianoroll de la melod´ıa generada con el modelo de Chen controlado
La distribucio´n de pitch class muestra que la nota con mayor proporcio´n es el B en lugar del
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Figura 5.47: Segmentacio´n de la melod´ıa generada con el modelo de Chen controlado con
Pyragas
C, lo que vuelve a demostrar que la mu´sica cao´tica es atonal, se concluye lo mismo a partir
de la transicio´n de notas, que es mayor entre C-C y B-B y no entre B-C y F-E como lo es
en la mu´sica tonal (fig. 5.48).
Figura 5.48: Distribucio´n y transicio´n de pitch class de la melod´ıa generada con el modelo
de Chen controlado
La melod´ıa esta´ compuesta por intervalos cortos con predominio del un´ısono en proporcio´n
y en transicio´n (fig. 5.49).
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Figura 5.49: Distribucio´n y transicio´n de los intervalos de la melod´ıa generada con el modelo
de Chen controlado
Como se muestra en la partitura de la melod´ıa de Chen controlada con pyragas, y se corrobora
con la distribucio´n de duraciones, la melod´ıa esta´ compuesta con figuras r´ıtmicas de duracio´n
media (corcheas y negras con puntillo).
Figura 5.50: Distribucio´n y transicio´n de las duraciones de la melod´ıa generada con el modelo
de Chen controlado
De la interpretacio´n de los descriptores estad´ısticos de la primera frase de la melod´ıa de
Chen, se deduce que es una melod´ıa con muchos un´ısonos (Digu = 0,5952) y que sube muy
lentamente (Ecp = 0) hacia el climax por medio de semitonos diato´nicos (Mp = 0,2381),
en el cual permanece durante un tiempo moderado (Ic = 0,33) y luego ejecuta un descenso
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melo´dico ma´s ra´pido (Ecc = 0,3659). No tiene saltos grandes en direcciones opuestas (Sr = 1)
y usa todas las notas de la escala con una proporcio´n alta (Vt = 0,1628).
Descriptor Dasc Digu Ddesc Ec Ecp Ecn Ecc
Valor 0.1429 0.5952 0.2619 0.5476 0 0.1951 0.3659
Descriptor Ct Id Ic Mp Rt Sr Vt
Valor 0 0.0714 0.33 0.2381 36 1 0.1628
Tabla 5.9: Descriptores estad´ısticos de la melod´ıa generada con el modelo de Chen controlado
con Pyragas
La melod´ıa no es muy compleja tonalmente (cbmp = 4,5519), pero s´ı ritmicamente (cbmr =
6,2073), sin embargo no lo suficiente para incrementar al complejidad conjunta (cbmo =
4,8676). No es muy original (mom = 6,8015) pero s´ı es algo melodiosa (gm = 3,7857).
Abreviatura medida cbmp cbmr cbmo mom gm
Valor 4.5519 6.2073 4.8676 6.8015 3.7857
Tabla 5.10: Indicadores melo´dicos de la melod´ıa generada con el modelo de Chen controlado
con Pyragas
5.6.2. Composicio´n de melod´ıas con sistemas discretos controla-
dos con FPIC
Se aplico´ la te´cnica FPIC (Control por Induccio´n al Punto Fijo) al mapa no lineal cuadra´tico
para llevarlo a un punto fijo de periodo uno.
El mapa no lineal cuadra´tico descrito por la ecuacio´n (2.19). Con los para´metros a = 4 y
b = 0,5, los puntos fijos (ec. 2.20) y los valores propios (ec. 2.22) quedan dados por
x∗ = (0,25,−0,5) , vp = (4,−2) (5.3)
Con la te´cnica de control FPIC el mapa no lineal cuadra´tico se transforma en
xn+1 =
b− ax2n +Nx∗
N + 1
(5.4)
Para el disen˜o se requiere que N > 4− 1, obteniendo
xn+1 =
b− ax2n + 1
5
(5.5)
Al iterar el mapa transformado se observa que, el sistema se estabiliza ra´pidamente en el
punto fijo igual a 0,25 (fig. 5.51).
En la figura 5.52 se muestra la partitura de la melod´ıa generada por el mapa cuadra´tico
controlado con FPIC. Se observa que desde el cuarto tiempo del primer compa´s la melod´ıa
persiste en la nota B5.
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Figura 5.51: Evolucio´n temporal de mapa no lineal cuadra´tico controlado con FPIC
Figura 5.52: Melod´ıa generada por el mapa no lineal cuadra´tico controlado con FPIC
La melod´ıa queda completamente esta´tica y gobernada por el B5, por tal razo´n de las gra´ficas
de ana´lisis no hay mucho que explicar.
Figura 5.53: Gra´fica de pianoroll de la melod´ıa generada con el mapa cuadra´tico controlado
con FPIC
La melod´ıa al quedar supeditada por la nota B5, hace que la densidad de un´ısonos sea alta
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Figura 5.54: Distribucio´n y transicio´n de pitch class de la melod´ıa generada con el mapa
cuadra´tico controlado con FPIC
Figura 5.55: Distribucio´n y transicio´n de los intervalos de la melod´ıa generada con el mapa
cuadra´tico controlado con FPIC
(Digu=0.8421) lo que conlleva a tener descriptores con valor extremos (ver tabla 5.11).
Los indicadores melo´dicos describen una melod´ıa muy poco compleja r´ıtmicamente y con
compleja tonal moderada, que conjuntamente aportan una complejidad mayor a 1 desviacio´n
esta´ndar por debajo de la media (cbmo=3.9868). La melod´ıa cuadra´tica con FPIC es muy
poco original (mom=9.6823) pero segu´n el grado de melodiosidad propuesto por Euler la
melod´ıa es muy melodiosa (gm=1.8947).
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Descriptor Dasc Digu Ddesc Ec Ecp Ecn Ecc
Valor 0.1053 0.8421 0.0526 0.8421 0.0556 0 0.8333
Descriptor Ct Id Ic Mp Rt Sr Vt
Valor 0.85 0.0526 1 1 36 1 0.15
Tabla 5.11: Descriptores estad´ısticos de la melod´ıa generada con el mapa cuadra´tico contro-
lado con FPIC
Abreviatura medida cbmp cbmr cbmo mom gm
Valor 4.5466 3.7320 3.9868 9.6823 1.8947
Tabla 5.12: Indicadores melo´dicos de la melod´ıa generada con el mapa cuadra´tico controlado
con FPIC
5.6.3. Composicio´n de melod´ıas con sistemas discretos controla-
dos con OGY
El me´todo de control OGY se aplico´ al mapa no lineal gaussiano de dos formas, primero
agregando un para´metro de control para llevar el sistema a un punto fijo de per´ıodo 2 y
segundo usando un para´metro propio del sistema para llevarlo a una o´rbita de per´ıodo 5.
Se agrega un para´metro de control k para iteraciones mayores a u,
xn+1 =
{
e−αx
2
n + β n ≤ u
k · e−αx2n + β n > u (5.6)
Al iterar el mapa con k = 0,1, el cual se activa en las iteraciones superiores a u = 60, se
controla el sistema en un punto fijo de periodo 2, como se muestra en la figura 5.56. El sistema
despue´s de la iteracio´n nu´mero 60 entra en un estado de estabilididad. La estabilizacio´n en
un punto fijo de periodo 2 hace que la melod´ıa tambie´n tenga un comportamiento similar,
es decir, se estabiliza en un intervalo melo´dico (relacio´n entre 2 notas) y continua en e´ste
hasta el final de la frase.
En la partitura de la melod´ıa gaussiana controlada con OGY (fig. 5.57), se observa como en
el cuarto tiempo del cuarto compa´s entra al intervalo de segunda mayor compuesta (C3-D5,
2 octavas ma´s una segunda mayor) que cubre un rango de 26 semitonos y es repetido varias
veces hasta finalizar la melod´ıa.
En la figura de piano roll se observa que la melod´ıa tiene una comportamiento cao´tico hasta
el beat 15 y a partir de este entra al intervalo que representa el punto fijo de periodo 2.
Adema´s se muestra la segmentacio´n obtenida con el modelo de deteccio´n de bordes, donde
el segmento de estabilizacio´n tiene una probabilidad igual a cero que indica un fragmento
homoge´neo de la frase.
Las notas ma´s predominantes en la melod´ıa gaussiana controlada con OGY son: C,D y B. La
nota C y D tienen la mayor proporcio´n ya que que la melod´ıa se estabiliza en e´stas, aprox-
imadamente en el 60 % del fragmento musical. Como se esperaba, las notas que conforman
el intervalo de estabilizacio´n tienen la mayor proporcio´n de transicio´n de pitch class.
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Figura 5.56: Iteraciones y transformacio´n del mapa Gaussiano controlado con OGY
Figura 5.57: Melod´ıa generada con el mapa Gaussiano controlado con OGY
Segu´n sus descriptores, la melod´ıa tiene muchos intervalos ascendentes y descendentes pero
pocos un´ısonos (Digu = 0,01). La estabilidad del contorno es baja indicando una alta vari-
abilidad, lo que lleva a que los movimientos por paso sean bajos (Mp = 0,05) dando prioridad
a los saltos de retorno (Sr = 0,43). El centrado de tonalidad es cero porque en la melod´ıa
se ejecuta la to´nica y la dominante con semicorchea de poca permanencia, adema´s este de-
scriptor usa el algoritmo de Krumhansl-Kessler para estimar la tonalidad y sus resultados
no siempre son correctos.
La melod´ıa desde el punto de vista tonal tiende a ser un poco compleja, pero desde el punto de
vista r´ıtmico tiene una complejidad mayor que afecta la complejidad conjunta aumenta´ndola.
La melod´ıa tiene una originalidad alta (mom=5.7359) debido al contraste entre la frase no
controlada y la frase controlada, sin embargo tiene poca melodiosidad.
Una variacio´n del me´todo OGY consiste en usar pequen˜as perturbaciones o variaciones de
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Figura 5.58: Gra´fica de pianoroll de la melod´ıa generada con el mapa Gaussiano controlado
con OGY
Figura 5.59: Distribucio´n y transicio´n de pitch class de la melod´ıa generada con el mapa
Gaussiano controlado con OGY
uno de los para´metros del sistema, para estabilizarlo en una o´rbita perio´dica intestable
embebida.
Se tiene un valor del para´metro donde el sistema es cao´tico r0, y se van calculando en las
sucesivas iteraciones un nuevo valor del para´metro dependiente de la solucio´n actual Xn
y futura Xn + 1, de la siguiente forma: rp =
Xn
Xn+1−X2n+1 . Por u´ltimo se prueba si el valor
absoluto de la diferencia supera un umbral u, |rp− r0| < u; en caso afirmativo, se modifica
5. Experimentos y Resultados 101
Figura 5.60: Distribucio´n y transicio´n de los intervalos de la melod´ıa generada con el mapa
Gaussiano controlado con OGY
Descriptor Dasc Digu Ddesc Ec Ecp Ecn Ecc
Valor 0.51 0.01 0.48 0.02 0.02 0 0
Descriptor Ct Id Ic Mp Rt Sr Vt
Valor 0 0.08 0.5 0.05 36 0.43 0.0693
Tabla 5.13: Descriptores estad´ısticos de la melod´ıa generada con el mapa gaussiano controlado
con OGY
Abreviatura medida cbmp cbmr cbmo mom gm
Valor 5.9459 7.2065 7.0966 5.7359 7.02
Tabla 5.14: Indicadores melo´dicos de la melod´ıa generada con el mapa cuadra´tico controlado
con FPIC
(perturba) el para´metro propio del sistema. El diagrama de flujo de la figura 5.61 ilustra
mejor lo anterior.
Se aplico´ este algoritmo de control para estabilizar el mapa gaussiano en una o´rbita perio´dica
inestable de per´ıodo 5, obteniendo los siguientes resultados: la figura 5.62 contiene la solucio´n
del mapa iterado en la que se aprecia la estabilizacio´n en una o´rbita de periodo 5 y en la figura
5.63 la partitura de la melod´ıa consecuente. La melod´ıa se estabiliza finalizando el compa´s 37
con un arpegio formado por las notas E,B,G,C,A. Esta´ secuencia se puede considerar como
el arpegio de un acorde de A menor con novena.
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Figura 5.61: Distribucio´n y transicio´n de los intervalos de la melod´ıa generada con el mapa
Gaussiano controlado con OGY
Figura 5.62: Iteraciones y transformacio´n del mapa gaussiano controlado con OGY en una
o´rbita de per´ıodo 5
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Figura 5.63: Melod´ıa generada con el mapa gaussiano controlado con OGY en una o´rbita de
per´ıodo 5
5.7. Fragmentos musicales obtenidos con sistemas lin-
eales controlados
Se aplicara´ la teo´rica cla´sica de control en el disen˜o de un controlador del contorno melo´dico.
5.7.1. Composicio´n de melod´ıas con SLIT en lazo abierto
Inicialmente se aplica el algoritmo de composicio´n en la generacio´n de melod´ıas a partir de la
respuesta escalo´n unitario para diferentes tipos de funciones de transferencia en lazo abierto.
En las gra´ficas de la figura 5.64 se muestran las respuesta al escalo´n unitario para los di-
ferentes tipos de funciones de transferencia dadas en la tabla 5.20. Los diferentes tipos de
funciones de transferencia son seleccionados de tal forma que generen los tipos de respu-
esta temporal t´ıpicos; respuesta subamortiguada, sobreamortiguada, con amortiguamiento
cr´ıtico, no amortiguado u oscilatoria y con amortiguamiento negativo [54]. Esta´s melodias
se aprecian en las figuras 5.66-5.70.
Tipo de respuesta FTLA Polos
Sobre amortiguada G (s) = 30s2+11s+30 s1,2 = −5,−6
Amortiguamiento cr´ıtico G (s) = 36s2+12s+36 s1,2 = −6
Subamortiguada G (s) = 17s2+2s+17 s1,2 = −1± 4j
Oscilatoria G (s) = 4s2+4 s1,2 = ±4j
Amortiguamiento negativo 1 G (s) = 17s2−2s+17 s1,2 = −1± 4j
Amortiguamiento negativo 2 G (s) = 0,01s2−0,2s+0,01 s1,2 = 0,1
Tabla 5.15: Funciones de transferencias con diferentes tipos de respuesta temporal
5. Experimentos y Resultados 104
Figura 5.64: Tipos de respuesta escalo´n de SLIT
Figura 5.65: Melod´ıa sobreamortiguada
Figura 5.66: Melod´ıa con amortiguamiento cr´ıtico
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Figura 5.67: Melod´ıa subamortiguada
Figura 5.68: Melod´ıa oscilatoria
Figura 5.69: Melod´ıa con amortiguamiento negativo polos diferentes
5.7.2. Composicio´n de melod´ıas con SLIT con trayectoria de con-
trol
Como una de las posibles aplicaciones pra´cticas, se va a disen˜ar un controlador proporcional
derivativo para el controlar el contorno melo´dico. Se deja planteada la posibilidad de crear
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Figura 5.70: Melod´ıa con amortiguamiento negativo polos iguales
un sistema de composicio´n automa´tica en tiempo real por medio de un control para el
seguimiento de un fragmento musical, por ejemplo un solo virtuoso de viol´ın, a una distancia
interva´lica predefinida y segu´n patrones melo´dicos especificados.
Se tiene una funcio´n de transferencias cuya caracter´ıstica en lazo abierto y su respectiva
melod´ıa asociada se muestran en la figura 5.71. La respuesta escalo´n tiene las siguientes
caracter´ısticas temporales Mp = 0, ts = 1,5 y la melod´ıa asociada a esta respuesta tiene
las siguientes caracter´ısticas: Intervalo de sobrepaso ma´ximo una segunda menor Imp = 1,
compa´s pico Cp = 0,937, compa´s de establecimiento Cs = 4 e intervalo de estado estacionario
de segunda menor Iss = 1.
Se desea disen˜ar un controlador de tal forma que la melod´ıa tenga un intervalo de sobrepaso
ma´ximo igual a una quinta justa Imp = 7, un compa´s de establecimiento de Cs = 3,5 y un
intervalo de estado estacionario igual a una tercera menor Iss = 2. La melod´ıa se desarrolla
dentro de la escala croma´tica y tiene una signatura de compa´s de 4
4
.
En el disen˜o, primero se deben calcular las especificaciones temporales a partir de las musi-
cales as´ı:
Mp =
(
12
√
27 − 1
)
= 0,4983 (5.7)
con este Mp, se obtiene ζ = 0,219 y con el valor del Cs = 3,5 se obtiene el ts.
ts =
60 · 3, 5 · 4
120
= 7 (5.8)
Con este valor de ts se calcula ωn = 2, entonces la ecuacio´n caracter´ıstica deseada es s
2 +
2ζωns + ω
2
n = s
2 + 0,8s + 4 y los valores de las constantes del controlador, Kp = −0,867
y Kd = −0,34. La funcio´n de transferencias del controlador y el diagrama en bloques del
sistema controlado se muestran en la figura 5.72. Con la accio´n de control se logran las
especificaciones en el tiempo, esto se observa en la respuesta al escalo´n unitaria del sistema
sin controlador y con controlador mostrado en la figura 5.73.
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Figura 5.71: Melod´ıa generada por el sistema sin controlador
Figura 5.72: Diagrama en bloques del sistema controlado
Como el sistema controlado cumple con las especificaciones temporales de disen˜o, por con-
siguiente la melod´ıa asociada a e´ste cumple con las especificaciones musicales asociadas.
La melod´ıa controlada tiene un intervalo de sobrepaso ma´ximo entre las notas C6 y F5 (7
semitonos) que ocurre en al compa´s Cp = 0,875, se estabiliza aproximadamente en la mitad
del tercer compa´s Cs = 3,5 y el intervalo de estado estacionario es de Iss = 1 (ver fig. 5.74).
5.8. Relacio´n entre caracter´ısticas cao´ticas y melo´dicas
5.8.1. Ana´lisis discriminante
Llegado hasta este punto del trabajo y despue´s de los ana´lisis realizados a las melod´ıas
obtenidas en los resultados, se desea saber si existen diferencias entre las melod´ıas cao´ticas
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Figura 5.73: Respuesta escalo´n del sistema controlado
Figura 5.74: Melod´ıa generada por el sistema con controlador PD
continuas y discretas, y entre la mu´sica cao´tica y la mu´sica cla´sica. Adema´s, en caso de
existir diferencias entre estos grupos, definir que variables aportan ma´s a dicha diferencia.
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Se aplico´ el ana´lisis discriminante para clasificar y encontrar las variables relevantes que difer-
encian los tres grupos: grupo de obras cao´ticas discretas (grupo 3), obras cao´ticas continuas
(grupo 2) y el grupo de obras cla´sicas (grupo 1). Se creo una base de datos de 25 melod´ıas
de cla´sicas tomadas como referencias, estas obras cla´sicas fueron seleccionadas dentro de
cada unos de los diferentes per´ıodos de la mu´sica, desde el renacimiento hasta el per´ıodo
contempora´neo (ver tabla C.1 de ape´ndice C).
Se midieron 10 variables para cada uno de los individuos de los 3 grupos. Para el grupo 1,
25 observaciones, para el grupo 2, 13 observaciones y para el grupo 3, 16 observaciones. En
total 54 observaciones. Se uso el paquete estad´ıstico Statgraphics 5.1 y el paquete SPSS 17.0.
En la tabla 5.16 se muestra la primera etapa del resumen las funciones cano´nicas discrim-
inantes calculadas. Se tienen dos funciones discriminantes, las cuales tienen un autovalor
relativamente alto indicando la existencia de una diferencia significativa entre los valores
de las variables de cada grupo. La primera funcio´n discriminante explica el 56,65 % de la
varianza total y la segunda funcio´n discriminante el 43,35 %. Estos son los porcentajes de
explicacio´n de las diferencias existentes entre los sujetos de los grupos aportados por cada
funcio´n discriminante. Para una discriminacio´n ma´s precisa se hace necesario incluir las dos
funciones discriminante que aportan el 100 % de la varianza explicada.
Funcio´n Discriminante Autovalor Porcentaje Relativo Correlacio´n Cano´nica
1 1,758 56,65 0,798
2 1,345 43,35 0,757
Tabla 5.16: Autovalores de las funciones cano´nicas discriminantes
Como la correlacio´n cano´nica de las dos funciones es alta, se deduce que las variables dis-
criminantes permiten diferenciar bien a los grupos.
El estad´ıstico lambda de Wilks Λ, expresa la proporcio´n de variabilidad total no debida a las
diferencias entre los grupos, al contrastar la hipo´tesis nula de que las medias multivariantes
de los grupos (los centroides) son iguales de forma secuencial para los autovalores. Con los
valores obtenidos se concluye que existe una gran diferencia entre los grupos de ana´lisis.
Sin embargo, para ratificar esta conclusio´n se utiliza la transformacio´n del lambda de Wilks
Λ a la distribucio´n χ2 con (p− k) (g − k − 1) grados de libertad, donde p es el nu´mero de
variables independiente o discriminantes, g el nu´mero de grupos y k el nu´mero de funciones
discriminantes.
Para la primera funcio´n discriminante se tiene el estad´ıstico T = 86,802 correspondiente
a un lambda de Wilks igual a 0,155 con un p-valor igual a P (χ220 ≥ 86,802) = 0. Lo que
significa que la funcio´n obtenida es significativa y su poder discriminante es alto debido al
elevado valor de la correlacio´n cano´nica. Se obtienen iguales conclusiones con la segunda
funcio´n discriminante. Las 2 funciones discriminantes con p-valores inferiores a 0,05 son
estad´ısticamente significativas al 95 % de nivel de confianza.
Los coeficientes estandarizados indican la importancia que tiene cada variable en el momento
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Funciones derivadas Λ χ2 Gl p-Valor
1 0,155 86,802 20 0
2 0,426 39,634 9 0
Tabla 5.17: Lambda de Wilks de las funciones cano´nicas discriminantes
de clasificar un individuo del grupo.
Coeficientes Estandarizados
Variables 1 2
Ct 0,310 -0,016
Dc 0,466 0,078
Dasc 489,309 1025
Ddesc 446,394 936,129
Digu 671,687 1406,010
Ic -0,440 -0,007
Id -0,146 -0,181
Mp 0,213 1,047
Sr -0,056 -0,341
Vt 0,397 0,048
Tabla 5.18: Coeficientes estandarizados de la funciones cano´nicas discriminantes
Con los coeficientes estandarizados se obtienen las funciones discriminantes cano´nicas sigu-
ientes:
D1 = 0, 31 · Ct + 0, 466 ·Dc + 489, 309 ·Dasc + 446, 394 ·Ddesc . . .
+671, 687 ·Digu − 0, 44 · Ic − 0, 146 · Id + 0, 213 ·Mp − 0, 056 · Sr + 0, 397 · Vt
D2 = −0, 016 · Ct + 0, 078 ·Dc + 1025 ·Dasc + 936, 129 ·Ddesc + 1406, 010 ·Digu . . .
−0, 007 · Ic − 0, 181 · Id + 1, 047 ·Mp − 0, 341 · Sr + 0, 048 · Vt
La densidad de intervalos ascendente (Dasc), descendente (Ddesc) y un´ısonos (Digu) son las
variables ma´s importantes en la clasificacio´n.
Para hacer una mejor interpretacio´n de los resultados, se tienen en cuenta los centroides de
cada grupo evaluados en las funciones discriminantes. Estos se muestra en la tabla 5.19 junto
con la magnitud y el signo de los coeficientes estandarizados.
El grupo de obras cao´ticas cla´sicas y cao´ticas discretas tiende a tener puntuaciones nega-
tivas en la funcio´n discriminante, mientras que el grupo de obras cao´ticas continuas tiende
a tener puntuaciones positivas. Por consiguiente, un incremento por encima de la media
en las variables Ct, Dc, Dasc, Ddesc, Digu, Mp y Vt, hacen ma´s probable que un individuo
obtenga una funcio´n discriminante positiva, por lo tanto que se ajuste al grupo de las obras
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Funcio´n
grupo 1 2
1 -0,711802 1,04207
2 2,28791 -0,0230682
3 -0,746735 -1,60949
Tabla 5.19: Funciones discriminantes cano´nicas no tipificadas evaluadas en las centroides de
los grupos
cao´ticas continuas. Por el contrario, si no se supera la media, el individuo se asignara´ con
mayor probabilidad a uno de los otros dos grupos. En cuanto a las variables Ic y Id, valores
por encima de la media hacen disminuir la funcio´n discriminante y el individuo sera´ ma´s
caracter´ıstico del grupo 1 o´ 3, pero si esta´ por debajo aumentara´ la funcio´n discriminante y
se inclinara´ ma´s a optar por el grupo 2. Entonces, los individuos del grupo 2 tienden a tener
valores altos en las variables Ct, Dc, Dasc, Ddesc, Digu, Mp y Vt pero bajos en las variables
Ic y Id, inversamente individuos con valores bajos en las variables Ct, Dc, Dasc, Ddesc, Digu,
Mp y Vt, pero altos en las variables Ic y Id, son ma´s aptos para pertenecer a los grupos 1
o´ 3.
Funcio´n
Variables 1 2
Digu ,778 ,042
Ddesc -,674 ,252
Dc ,486 ,209
Dasc -,452 -,287
Id -,355 ,303
Ct -,067 ,040
Mp -,081 ,837*
Ic -,168 ,287*
Vt ,119 ,259*
Sr ,123 ,167*
Tabla 5.20: Matriz de estructura de las funciones discriminantes
Finalmente se muestra la figura de las funciones discriminantes donde se aprecia mejor la
separacio´n entre los tipos de melod´ıas cla´sicas, cao´ticas continuas y cao´ticas discretas.
5.8.2. Ana´lisis de correlacio´n cano´nica
En este punto se desea establecer las relaciones existentes entre las caracter´ısticas propias
de los atractores y las caracter´ısticas de las melod´ıas asociadas, con el fin de encontrar
las caracter´ısticas cao´ticas influyentes en la melod´ıa y sus relaciones. Para 22 atractores se
midio´ el ma´ximo exponente de Lyapunov, el coeficiente de Hurts, la dimensio´n de correlacio´n
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Figura 5.75: Gra´fico de funciones discriminantes
y los descriptores estad´ısticos de las melod´ıas asociadas (ver seccio´n 1.2) 2.
Dado que so´lo el primer p-valor es menor de 0.05 entonces la primera correlacio´n cano´nica
es estad´ısticamente significativa al 95 % de nivel de confianza y es la u´nica que se debe
considerar en el ana´lisis. Lo que significa que la primera correlacio´n cano´nica con una razo´n
de verisimulitud 0,2771, correspondiente a un χ2 = 22,46, que para 9 grados de libertad es
significativa al 0.05. Se puede concluir que hay dependencia entre los grupos de variables de
ana´lisis y que son significativamente ciertas las conclusiones que se obtenga al analizar los
coeficientes tipificados y las correlaciones de las primeras variables cano´nicas.
Correlaciones Cano´nicas
Nu´mero Autovalor Correlacio´n cano´nica Λ χ2 G.l. P-Valor
1 0,5682 0,7538 0,2771 22,46 9 0,0075
2 0,3427 0,5854 0,6417 7,7647 4 0,1006
3 0,0238 0,1544 0,9762 0,4220 1 0,5159
Tabla 5.21: Matriz de estructura de las funciones discriminantes
En las tabla 5.22 se muestran los coeficientes de las variables cano´nicas de las caracter´ısticas
de los atractores y en la tabla 5.23 los coeficientes de las variables cano´nicas para el grupo
de variables melo´dicas.
A partir de los resultados de los coeficientes se formaron 3 series de combinaciones lineales.
La primera serie de combinaciones lineales es
2Para este ana´lisis so´lo se usaron 3 descriptores Vt, Ct y Dc
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E. Lyapunov -0,9384 -0,5028 0,0883
C. Hurst 0,0666 0,8662 0,8051
D. Correlacio´n 0,2754 -1,0755 0,3075
Tabla 5.22: Coeficientes para las Variables Cano´nicas de la Primera serie
V. tonal 0,2430 1,1557 -0,3640
C. tonalidad 0,9866 -0,0980 0,2513
D. contorno -0,1389 -0,3663 1,1873
Tabla 5.23: Coeficientes para las Variables Cano´nicas de la Segunda serie
U1 = −0,9384 · L+ 0,0666 ·H + 0,2754 · C
U2 = 0,2430 · Vt + 0,9886 · Ct − 0,1389 ·Dc
El ana´lisis de las variables cano´nicas de la primera serie revela que atractores con coeficiente
de Lyapunov alto generan melod´ıas con centrado de tonalidad alto pero en un sentido inverso.
Figura 5.76: Gra´fico de variables de correlacio´n cano´nica
5.8.3. Contraste estad´ıstico entre melod´ıas cla´sicas y melod´ıas
cao´ticas
En el apartado anterior se encontraron diferencias significativas entre las caracter´ısticas de
las obras cla´sicas y las obras cao´ticas. A continuacio´n estamos interesados en comprobar si
estas diferencias afectan significativamente las percepciones musicales relacionadas con la
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complejidad, la originalidad y la melodiosidad; de tal forma que se pueda decidir si estas
medidas permiten considerar que las muestra provienen de distribuciones diferentes.
Con el test de Kolmogorov-Smirnov se encontro´ que las muestras no esta´n normalmente
distribuidas, por tal razo´n se aplico´ el U-test de Mann-Whitney, que es el equivalente no
parame´trico del test t-student
Se observaron las siguientes caracter´ısticas para cada grupo: complejidad tonal (v1), comple-
jidad r´ıtmica (v2), complejidad conjunta (tonal y r´ıtmica) (v3), originalidad melo´dica (v4) y
grado de melodiosidad (v5). Con el test de Mann-Whitney se contrastaron dichas muestras
con el fin de decidir si son significativamente diferentes segu´n las variables observadas a
varios niveles de significancia α.
Esto es equivalente a probar que las dos poblaciones provienen de la misma distribucio´n bajo
la siguiente hipo´tesis.
H0 : No hay diferencia significativa entre las melod´ıas cla´sicas y las melod´ıas cao´ticas segu´n
la variable observada vi.
H1 : Existe diferencias significativa entre las melod´ıas cla´sicas y las melod´ıas cao´ticas.
Donde vi con (i = 1, 2 . . . , 5), hace referencia a las cinco variables observadas para cada
muestra.
Los resultados de aplicar el test-U para cada una de las 5 variables observadas y para
diferentes niveles de significancia α = 0,1, 0.05 y 0.01, se muestran en la tabla 5.24,
Nivel de significancia
Variable de hipo´tesis 0.1 0.05 0.01 p-valor
Complejidad tonal Rechaza Rechaza Rechaza 0,0027
Complejidad r´ıtmica Rechaza Rechaza Rechaza 0
Complejidad conjunta No Rechaza No Rechaza No Rechaza 0,4101
Originalidad melo´dica Rechaza Rechaza Rechaza 0
Melodiosidad Rechaza Rechaza No Rechaza 0,0335
Tabla 5.24: Resultados del test de Mann-Whitney para contrastar las caracter´ısticas entre
melod´ıas cla´sicas y cao´ticas
Los resultados revelan la existencia de diferencias significativas en la complejidad individual
(cbmp y cbmr) y la originalidad melo´dica (gm), pero ninguna diferencia en cuanto a la
complejidad conjunta (cbmo).
Partiendo del ana´lisis anterior y de la gra´fica de cajas y bigotes mostrada en la figura 5.77, se
infiere que las melod´ıas cao´ticas son igual de complejas a las melod´ıas cla´sicas en cuanto a su
complejidad conjunta. Pero existen diferencias significativas en cuanto a la complejidad tonal
y la complejidad r´ıtmica. Por otra parte, las melod´ıas cla´sica son ma´s originales y melodiosas
que las melod´ıas cao´ticas, sin embargo esto es algo subjetivo y depende de factores como la
e´poca, la cultura y la regio´n.
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Figura 5.77: Gra´fico de cajas y bigotes de las variables observadas de las melod´ıas cla´sicas y
cao´ticas
Figura 5.78: Gra´fico de medias de las melod´ıas cla´sicas y cao´ticas
Se pueden complementan las conclusiones anteriores observando la gra´fica de ana´lisis de
medias de la figura 5.78. Es notoria la diferencia entre las medias de la melodiosidad y la
orignalidad melo´dica de las melod´ıas cla´sicas y las melod´ıas cao´ticas.
5.9. Aproximacio´n estoca´stica de las secuencias cao´ticas
A continuacio´n se convierte una secuencias cao´tica en una secuencia con funcio´n de distribu-
cio´n gaussiana, quedando pendiente las aproximaciones a las otras distribuciones.
5.9.1. Aproximacio´n a la distribucio´n normal por medio de GSC
Tomando como ejemplo el mapa de la ecuacio´n log´ıstica descrito en la seccio´n 2.2.1,
xn+1 = kxn (1− xn) (5.9)
cuya funcio´n de densidad de probabilidad (FDP) se muestra en la figura 5.79 y esta´ descrita
por [90],
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f (x) =
1
pi
√
1− x (5.10)
Figura 5.79: Funcio´n de distribucio´n de probabilidad de la ecuacio´n log´ıstica
Se calculan la media y la varianza del mapa no lineal de la siguiente manera,
µt =
1∫
−1
xf (x) dx =
1∫
−1
x
pi
√
1− x2dx = 0, i = 1, 2, · · · ,∞ (5.11)
σ2t =
1∫
−1
x2f (x) dx =
1∫
−1
x2
pi
√
1− x2dx =
1
2
(5.12)
Basa´ndose en el teorema central de l´ımite se crea una secuencia cao´tica gaussiana {Y (i)}Li=1,
con la ecuacio´n (2.33),
Y (i) = Bx1 (i) +Bx2 (i) + . . .+BxN (i) , i = 1, 2, · · · , L
Se fija B = 2, L = 50000 y se gra´fica {Y (i)}Li=1 para N = 10 y 50. En la figura 5.80 se
observa la evolucio´n de la secuencia cao´tica gaussiano generada. En la evolucio´n se observa
que las secuencias conservan su comportamiento cao´tico, pero la secuencia con N = 10 tienen
mayor rango.
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(a) Con N = 10 (b) Con N = 50
Figura 5.80: Evolucio´n temporal de la secuencia cao´tica Gaussiana
Para mostrar que la secuencia cao´tica gaussiana tiene una funcio´n de distribucio´n aproximada
a la curva normal se muestra su respectiva histograma en la figura 5.81.
(a) Con N = 10 (b) Con N = 50
Figura 5.81: Histograma de la secuencias cao´tica Gaussiana
En la figura 5.82 se comparan las distribuciones estimada para cada secuencia con la funcio´n
de distribucio´n normal.
(a) Con N = 10 (b) Con N = 50
Figura 5.82: Funcio´n de distribucio´n de la secuencias cao´tica gaussiana y normal
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Se realizaron las pruebas de aleatoriedad y de normalidad a la secuencia cao´ticas Guassianas,
con el test de rachas y el test de Shapiro-Wilks. Los resultados se muestran en la tabla 5.25.
Test de rachas Test Shapiro-Wilks
N 0.01 0.05 0.01 0.05
10 Acepta Acepta Rechaza Rechaza
50 Acepta Acepta Rechaza Rechaza
Tabla 5.25: Pruebas de aleatoriedad y de normalidad para las secuencias cao´ticas Gaussiana
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Conclusiones
1. La transformacio´n del comportamiento cao´tico al espacio musical, aporta un gran in-
tere´s en el desarrollo de la mu´sica contempora´nea. Este intere´s puede ser ampliado
con la diversificacio´n del material musical a partir del uso de ciclos l´ımite, los cuales
pueden ser alcanzados directamente, con bifurcaciones o por medio de te´cnicas para el
control del caos
2. Al contrastar las caracter´ısticas melo´dicas observadas con descriptores estad´ısticos y
con indicadores tonales por medio de te´cnicas estad´ısticas multivariadas, se encon-
tro´ que la mu´sica cao´tica difiere de la mu´sica cla´sica, y que la mu´sica cao´tica continua
es significativamente diferente a su contraparte discreta. La diferencia fundamental
entre la mu´sica cla´sica y la mu´sica cao´tica esta´ representada en la distribucio´n de sus
intervalos. Similarmente la mu´sica cla´sica es ma´s original y melodiosa que la mu´sica
cao´tica aunque no existe una diferencia significativa en cuanto a su complejidad melo´di-
ca conjunta.
3. Con la aplicacio´n de las te´cnicas para el control del caos se puede estabilizar un sis-
tema cao´tico a una o´rbita de periodo n, esto hace que el sistema se salga del caos
segu´n las consideraciones deseadas de disen˜o. El reflejo de esta estabilizacio´n en el es-
pacio musical sirve para que la melod´ıa cambie sus caracter´ısticas melo´dicas realizando
transformaciones hacia una frase musical conformada por arpegios o intervalos. Con
control lineal es posible gobernar la evolucio´n del contorno melo´dico, ampliando as´ı la
paleta de herramientas empleadas en la composicio´n musical.
4. Es posible transformar la funcio´n de distribucio´n de probabilidad de una secuencia
cao´tica en una funcio´n de distribucio´n normal usando la te´cnica de generacio´n de
secuencias cao´ticas gaussiana. Esta´ transformacio´n sirve como primer acercamiento
para abordar la transicio´n sistema´tica de la mu´sica estoca´stica a la mu´sica cao´tica.
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Trabajo futuro
Como trabajo futuro queda planteado:
1. Completar y perfeccionar el algoritmo en cuanto a:
a. Ampliar las posibilidades musicales: Eleccio´n de la signatura de compa´s, eleccio´n
del instrumento musical, posibilidad de eleccio´n de formatos musicales consoli-
dados y no consolidados, uso de ce´lulas r´ıtmicas en lugar de valores temporales,
introducir al algoritmo la facultad de modular y de variar algunos para´metros
musicales durante el proceso.
b. Implementar te´cnicas de s´ıntesis de audio
c. Creacio´n de una interfaz gra´fica de usuario
d. Desarrollar un sistema de composicio´n de melod´ıas cao´ticas en tiempo real.
2. Implementacio´n de sistema dina´micos con multiscroll y sistemas dina´micos con hiper-
caos, que posibiliten la continuidad de la exploracio´n de material musical extra´ıdo de
sistemas dina´micos.
3. Aplicar el material musical generado en la composicio´n de una obra de ca´mara y una
obra minimalista usando ciclos l´ımite.
4. Continuar con el desarrollo de una metodolog´ıa para la la transicio´n de la mu´sica
estoca´stica de Iannis Xenakis a la mu´sica cao´tica.
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Anexo A
Pruebas y me´todos estad´ısticos
En este ape´ndice se describen los me´todos estad´ısticos usados en el desarrollo de este trabajo.
A.1. Pruebas para la aleatoriedad
A.1.1. Test de rachas
En ocasiones es necesario determinar si un conjunto de datos tiene una estructura aleatoria.
Para decidir sobre la aleatoriedad de los datos se usan pruebas no parame´tricas para inferir
sobre el cara´cter aleatorio de la muestra. Existen varios test estad´ısticos que permiten decidir
sobre el cara´cter aleatorio de las muestras, entre estos se encuentra el test de rachas [84].
Si se tiene una secuencia dos s´ımbolos como se observa en A.1.1, entonces una racha se define
como el conjuntos de s´ımbolos ide´nticos y sucesivos que se encuentra entre dos s´ımbolos
diferentes o uno so´lo si se encuentra al inicio o al final de la secuencia.
a a | b b b | a | b b | a a a | a
El test de rachas se basan en la relacio´n existente entre la aleatoriedad y el nu´mero de rachas
existentes en la secuencia. Una secuencia se considera no aleatoria si contiene muchas o pocas
rachas, ya que al tener la secuencia muchas rachas se puede interpretar un esquema c´ıclico
en las muestras y si son muy pocas un esquema de tendencia y por lo tanto sin “cara´cter
aleatorio”.
El conjunto total de s´ımbolos de la secuencias es N y se encuentra dividido en N1 s´ımbolos
1 y N2 s´ımbolos 2, de tal forma que N = N1 + N2 contiene un numeros de rachas V . El
conjunto de todas las rachas presenta una distribucio´n muestral para el estad´ıstico V , el cual
tiene una media y una varianza dadas por la ecuaciones
µv =
2N1N2
N1 +N2
+ 1 (A.1)
σ2v =
2N1N2 (2N1N2 −N1 −N2)
(N1 +N2)
2 (N1 +N2 − 1)
(A.2)
A–1
Conociendo la media y la varianza se puede contrastar la hipo´tesis de aleatoriedad para los
niveles de significacio´n apropiados. Adema´s si N1 y N2 son > 8 la distribucio´n muestral V se
aproxima a las distribucio´n normal obteniendo la variable tipificada z con media 0 y varianza
1.
z =
U − µv
σv
(A.3)
Para probar la aleatoriedad de datos nume´ricos, se deben conservar en su orden original y
operar cada dato con respecto a la mediana de la muestra, si el dato es menor a la mediana
entonces se reemplaza por un s´ımbolo 1, en caso contrario por el s´ımbolo 2. Dado el caso que
un valor coincida con la mediana e´ste sera´ suprimido. Seguidamente se continua normalmente
con el test.
A.2. Pruebas para la normalidad
A.2.1. Test de Shapiro-Wilks
Este test permite comprobar la normalidad de una variable, dicha caracter´ıstica es de gran
intere´s en inferencia estad´ıstica porque algunas pruebas requieren que la muestra tenga una
distribucio´n normal [84].
El test de Shapiro-Wilks se usa para validar la hipo´tesis de normalidad para pequen˜as mues-
tras n < 30, para muestras grandes es preferible usar el test de Kolmogorov-Smirnov.
El procedimiento del test es el siguiente:
1. Se ordenan los n datos en forma ascendente.
2. Se verifica la paridad del taman˜o de la muestra n. Si n es par, es decir n = 2k, se
calcula el valor de k pero si n es impar n = 2k + 1 entonces se debe omitir la mediana
de los datos xk + 1 y se continu´a con el ca´lculo de k el cual se utiliza para hallar el
valor de b,
b =
k∑
i=1
an−i+1 (xn−i+1 − xi) (A.4)
Los coeficientes an−i+1 se obtienen por medio de la tabla A.1 y con los valores de k y
n.
3. Se ca´lcula el valor del estad´ıstico de prueba W
W =
b2
n∑
i=1
(
Xi − X¯
)2 (A.5)
A–2
4. El estad´ıstico calculado Wcal del paso anterior, se compara con el estad´ıstico teo´rico
Wteo que se encuentra en la tabla A.2. Se rechaza la hipo´tesis de normalidad si Wcal <
Wteo.
j\n 2 3 4 5 6 7 8 9 10 11
1 0,7071 0,7071 0,6872 0,6646 0,6431 0,6233 0,6052 0,5888 0,5739 0,5601
2 0,0000 0,1677 0,2413 0,2806 0,3031 0,6134 0,3244 0,3291 0,3315
3 0,0000 0,0875 0,1401 0,0174 0,1976 0,2141 0,226
4 0,0000 0,0561 0,0947 0,1224 0,1429
5 0,0000 0,0399 0,0695
j\n 11 12 13 14 15 16 17 18 19 20
1 0,5601 0,5475 0,5339 0,5251 0,515 0,5056 0,4068 0,4886 0,4808 0,4734
2 0,3315 0,3315 0,3325 0,3318 0,3306 0,329 0,3273 0,3253 0,3232 0,3211
3 0,226 0,226 0,2412 0,246 0,2495 0,2521 0,254 0,2553 0,2561 0,2565
4 0,1429 0,1429 0,1707 0,1802 0,8178 0,1939 0,1988 0,2027 0,2059 0,2085
5 0,0695 0,0695 0,1099 0,124 0,1353 0,1447 0,1109 0,1587 0,1641 0,1686
6 0,0000 0,0000 0,0539 0,727 0,088 0,1005 0,0725 0,1197 0,1271 0,1334
7 0,0000 0,024 0,0433 0,0593 0,359 0,0837 0,0932 0,1013
8 0,0000 0,0196 0,0000 0,0496 0,0612 0,711
9 0,0163 0,0303 0,0422
10 0,0000 0,014
Tabla A.1: Tabla de coeficientes an−i+1 para la prueba de Shapiro-Wilks
A.3. Comparacio´n entre poblaciones
A.3.1. Test de Mann-Whitney
El test de Mann-Whitney tambie´n llamado U-Test o test de suma de rangos de Wilcoxon, es
un prueba estad´ıstica no parame´trica que sirve para decidir si existe alguna diferencia signi-
ficativa entre un par de muestras independientes, o equivalentemente probar si las muestras
proceden de un la misma poblacio´n [84].
Este mismo problema puede ser abordado por medio de la prueba t, sin embargo al ser un
me´todo no parame´trico no se requiere la suposicio´n de que la distribucio´n de las poblaciones
es normal. La aplicacio´n de este test suele estar asociada con la previa prueba de normalidad
de las poblacio´n, si se concluye que la muestra no provienen de una distribucio´n normal
entonces se debe aplicar el U-test en lugar de la prueba t.
El procedimiento para realizar consiste primero en ordenar ascendentemente los valores mues-
trales conjuntamente y asignarles el valor asociado con la posicio´n que ocupa, este valor es
el rango. Si dos o ma´s valores son ide´nticos se les asigna a estos valores un rango igual a
la media de sus rangos iniciales. Seguidamente se halla la suma de los rangos de los grupos
A–3
Nivel de significancia Nivel de significancia
N 0,01 0,05 0,1 N 0,01 0,05 0,1
3 0,753 0,767 0,789 27 0,894 0,923 0,935
4 0,687 0,748 0,792 28 0,896 0,924 0,936
5 0,686 0,762 0,806 29 0,898 0,926 0,937
6 0,713 0,788 0,826 30 0,9 0,927 0,939
7 0,73 0,803 0,838 31 0,902 0,929 0,94
8 0,749 0,818 0,851 32 0,904 0,93 0,941
9 0,764 0,829 0,859 33 0,906 0,931 0,942
10 0,781 0,842 0,869 34 0,908 0,933 0,943
11 0,792 0,850 0,876 35 0,91 0,934 0,944
12 0,805 0,859 0,883 36 0,912 0,935 0,945
13 0,814 0,866 0,889 37 0,914 0,936 0,946
14 0,825 0,874 0,895 38 0,916 0,938 0,947
15 0,835 0,881 0,901 39 0,917 0,939 0,948
16 0,844 0,887 0,906 40 0,919 0,94 0,949
17 0,851 0,892 0,91 41 0,92 0,941 0,95
18 0,858 0,897 0,914 42 0,922 0,942 0,951
19 0,863 0,901 0,917 43 0,923 0,943 0,951
20 0,868 0,905 0,92 44 0,924 0,944 0,952
21 0,873 0,908 0,923 45 0,926 0,945 0,953
22 0,878 0,911 0,926 46 0,927 0,945 0,953
23 0,881 0,914 0,928 47 0,928 0,946 0,954
24 8,884 0,916 0,93 48 0,929 0,941 0,954
25 0,888 0,918 0,931 49 0,929 0,947 0,955
26 0,891 0,92 0,933 50 0,93 0,947 0,955
Tabla A.2: Valores de W para la prueba de Shapiro-Wilks
separados denotados como R1 y R2 respectivamente, adema´s de los taman˜os muestrales N1
y N2 donde N1 corresponde al menor taman˜o.
El test U se fundamenta en que si existe una diferencia entre las sumas de rangos R1 y
R2 significa que existe una diferencia significativa entre las muestras. Para constrastar esta
diferencia se utiliza el estad´ıstico U para la muestra 1 dado por
U = N1N2 +
N1 (N1 + 1)
2
−R1 (A.6)
La distribucio´n muestral U tiene media y varianza
µU =
N1N2
2
(A.7)
σ2U =
N1N2 (N1 +N2 + 1)
12
(A.8)
Para valores de N1 y N2 superiores o iguales a 8 la distribucio´n muestral U se aproxima a la
A–4
distribucio´n normal y por tanto se puede usar la variable tipificada z con media 0 y varianza
1 de para algu´n nivel de significacio´n dado, de la siguiente forma
z =
U − µU
σU
(A.9)
A.4. Me´todos multivariados
A.4.1. Ana´lisis discriminante
El ana´lisis discriminante es una te´cnica multivariante con doble finalidad. Por un lado per-
mite explicar la pertenencia de nuevos casos dentro de grupos previamente definidos segu´n un
conjunto de variables medidas para este nuevo caso. Como segunda finalidad busca describir
las diferencias existentes entre los grupos de acuerdo a sus variables medidas. Estas dos final-
idades de estudio del ana´lisis discriminantes dan lugar a dos ramas: El ana´lisis discriminante
descriptivo y el ana´lisis discriminante predictivo, respectivamente [11].
Se parte de una tabla de datos X, con dimension n × p (n individuos y p variables). Esta
tabla contiene el conjunto de las variables nume´ricas observadas (x1, . . . , xp) para n elementos
previamente definidos y divididos en q grupos {Gi; i = 1, . . . , q}, cada grupo con taman˜os
{nj; j = 1, . . . , q}. Se busca encontrar para cada elemento un conjunto de puntuaciones que
indican el grado de pertenencia dentro de los grupos. Las puntuaciones calculadas (y1, . . . , ym)
debera´n ser funciones lineales de (x1, . . . , xp)
y1 = a11x1 + . . .+ a1pxp + a10
...
ym = am1x1 + . . .+ ampxp + am0
(A.10)
donde m = mı´n (q − 1, p). Las m funciones discriminantes deben separar los q grupos de la
mayor forma posible. Esto se logra con la maximizacio´n de la varianza entre los grupos y
con la minimizacio´n de la varianza dentro de los grupos. Se denota de forma matricial como
y = Xa.
A continuacio´n se describe el modelo para dos grupos, para ma´s grupos se sigue un proced-
imiento similar. Sea la media de los valores de la nueva variable para cada grupo
y¯1 = a
′x¯1
y¯2 = a
′x¯2
(A.11)
siendo x¯i = (x¯i1, . . . , x¯ip)
′ el vector de medias de cada uno de los grupos. Entonces la difer-
encia de las medias es
y¯1 − y¯2 = a′ (x¯1 − x¯2) (A.12)
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por lo tanto se debe maximizar |a′ (x¯1 − x¯2)| sujeto a a′Sa = 1. Donde S es la matriz de
covarianzas dentro de los grupos, y para calcularla se necesita primero los vectores de medias
de cada uno de los grupos X¯ = (x¯1, . . . , x¯g)
′ y la matriz diagonal con los taman˜os muestrales
Dg = diag (ni, . . . , nq). La matriz de covarianzas dentro de los grupos S, esta´ dado por
S =
1
n− qQe =
1
n− qQt −Qh (A.13)
donde Qt = X
′X es la suma de cuadrados total, Qh = X¯′DgX¯ es la sumas de cuadrados
entre los grupos y su diferencia Qe = Qt −Qh expresa la sumas de cuadrados dentro de los
grupos.
Al resolver el problema de maximizacio´n con restriccio´n, se encuentra la solucio´n de los
coeficientes
a = S−1 (x¯1 − x¯2) (A.14)
y la funcio´n discriminante lineal
y = Xa = XS−1 (x¯1 − x¯2) (A.15)
Obtenie´ndose as´ı m funciones discriminantes con varianza 1 e incorrelacionadas entre s´ı. Los
coeficientes de a proporcionan la importancia relativa de discriminacio´n de cada variable,
para poder comparar esta importancia es necesario estandarizar.
Para clasificar un nuevo individuo se calcula el punto de corte discriminante C (ec. (A.16))
y se clasifica en el grupo I si es positivo o en el II si es negativo [45].
C = (x¯1 − x¯2)′ S−1x− 1
2
(x¯1 − x¯2)′ S−1 (x¯1 + x¯2) (A.16)
Pruebas de significancia
1. Coeficiente de correlacio´n cano´nica η
Mide el grado de diferencia de las medidas contenidas en cada funcio´n discriminante.
Valores altos indican alta pertenencia entre las observaciones y la funcio´n discriminante,
valores bajos indica que las observaciones entre los grupos son similares y que las
correlaciones entre e´stas son bajas [43].
2. Estad´ıstico Lambda de Wilks Λ
Se utiliza para medir el poder discriminatorio de cada una de las funciones creadas y de
las que se van construyendo en cada etapa. Permitiendo decidir si es necesario incluir
ma´s funciones para lograr una mejor separacio´n entre los grupos con las funciones
acumuladas hasta esa etapa. Valores cercanos a 0 indican alta discriminacio´n y cercanos
a 1 baja discriminacio´n. Se soporta esta´ decisio´n haciendo uso del estad´ıstico V de
Barlett, que es funcio´n de Λ y tiene una distribucio´n asinto´tica Chi-cuadrado conocida
A–6
y tabulada con (p− k) · (g − k − 1) grados de libertad, para k funciones discriminantes
calculadas [43].
Vk = −
{
(n− 1)− p+ g
2
}
ln Λk (A.17)
Se rechaza la hipo´tesis nula de igualdad entre grupos si Vk es mayor al valor cr´ıtico
teo´rico, y se decide si es necesario incluir ma´s funciones en la discriminacio´n.
A.4.2. Correlacio´n cano´nica
El ana´lisis de correlacio´n cano´nica busca encontrar la relacio´n existente entre dos conjuntos
homoge´neos X y Y, el primer grupo tiene p las variables y el segundo q variables, para aun
total de k variables p+ q = k [43].
Se busca un conjunto de combinaciones lineales de X y Y,
U = αTX = β1X1 + β2X2 + · · ·+ βpXp
V = βTX = β1Y1 + β2Y2 + · · ·+ βqYq (A.18)
Se tiene la matriz de covarianzas total, que contiene las covarianzas entre parejas de variables
Σ =
[
Sxx Sxy
Syx Syy
]
=
[
A C
CT B
]
(A.19)
Entonces se desea maximizar la correlacio´n entre los vectores cano´nicos U y V , que esta´ dada
por
ρ (U, V ) =
cov (U, V )
var (U)1/2 var (V )1/2
(A.20)
Se puede escribir esta correlacio´n en te´rminos de las covarianzas, dado que cov (U, V ) =
αTSyxβ, var (U) = α
TSyyα y var (V ) = β
TSxxβ, de tal forma que se obtiene la correlacio´n
siguiente
ρ (U, V ) =
αTSyxβ
(αTSyyα)
1/2 (βTSxxβ)
1/2
=
αTCβ
(αTBα)1/2 (βTAβ)1/2
(A.21)
Para maximizar ρ (U, V ), se exigen las restricciones var (U) = var (V ) = 1. Lo cual conduce
a solucionar un sistema de dos ecuaciones homoge´neas(
A−1CB−1CT − λbIb
)
β = 0(
B−1CTA−1C− λαIα
)
α = 0
(A.22)
La solucio´n de este sistema es igual a los autovalores de las matrices A−1CB−1CT y B−1CTA−1C.
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Como el nu´mero de autovalores positivos es r = mı´n (p, q), entonces se tienen los autovalores
λ1 ≥ λ2 ≥ . . . ≥ λr que generar los autovectores α1, α2, . . . , αr β1, β2, . . . , βr, que son los
valores requeridos [75].
Las correlaciones de ρ (Uj, Vj) son
√
λj, adema´s tambie´n se tiene que (Ui, Uj), (Ui, Uj) y
(Vi, Vj) no esta´n correlacionados para i 6= j.
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Anexo B
Experimento realizados con otros
modelos
B.1. Modelos continuos con tres dimensiones
B.1.1. Modelo laberinto cao´tico
Escala mu´sica: Do mayor
x˙ = sin (y)
y˙ = sin (z)
z˙ = sin (x)
(B.1)
Figura B.1: Retrato de fase del modelo laberinto cao´tico
A–1
Figura B.2: Melod´ıa generada por el modelo del laberinto cao´tico
B.1.2. Modelo de Lorenz
Escala musical: Escala croma´tica semitonal.
x˙ = 10 (y − x)
y˙ = 28x− y − xz
z˙ = −(8/3)z + xy
(B.2)
Figura B.3: Retrato de fase del modelo de Lorenz
Figura B.4: Melod´ıa generada por el modelo de Lorenz
A–2
B.1.3. Modelo de Rabinovich-Fabrikant
Escala musical: Fa menor melo´dica en 2 octavas.
x˙ = y (z − 1 + x2) + 0,87x
y˙ = x (3z + 1− x2) + 0,87y
z˙ = −2z (1,1 + xy)
(B.3)
Figura B.5: Retrato de fase del modelo de Rabinovich-Fabrikant
Figura B.6: Melod´ıa generada por el de Rabinovich-Fabrikant
B.1.4. Modelo de Ro¨ssler
Escala musical: Re mixolidio.
x˙ = −(y + z)
y˙ = x+ 0,2y
z˙ = 0,2 + z(x− 5,7)
(B.4)
A–3
Figura B.7: Retrato de fase del modelo de Ro¨ssler
Figura B.8: Melod´ıa generada por el modelo de Ro¨ssler
B.1.5. Modelo de Sprott
En 1994 J.C. Sprott publico´ un art´ıculo en la revista Physical Review, en el cual describe
un conjunto de 20 sistemas de ecuaciones diferenciales, tridimensionales, disipativas y no
lineales de tipo cuadra´tico, las cuales constituyen las ecuaciones ma´s sencillas que exhiben
comportamiento cao´tico. Este conjunto de sistemas se muestran en la tabla B.1.
Para generar una melod´ıa se utilizo´ el modelo M con las siguientes especificaciones: Escala
mu´sica: Escala prometeo de Scriabin en do.
A–4
CASOS Variable x Variable y Variable z
Caso A x˙ = y y˙ = −x+ yz z˙ = 1− y2
Caso B x˙ = yz y˙ = x− y z˙ = 1− xy
Caso C x˙ = yz y˙ = x− y z˙ = 1− x2
Caso D x˙ = −y y˙ = x+ z z˙ = xz + 3y2
Caso E x˙ = yz y˙ = x2 − y z˙ = 1− 4x
Caso F x˙ = y + z y˙ = −x+ 0,5y z˙ = x2 − z
Caso G x˙ = 0,4x+ z y˙ = xz − y z˙ = −x+ y
Caso H x˙ = −y + z2 y˙ = x+ 0,5y z˙ = x− z
Caso I x˙ = −0,2y y˙ = x+ z z˙ = x+ y2 − z
Caso J x˙ = 2z y˙ = −2y + z z˙ = −x+ y + y2
Caso K x˙ = xy − z y˙ = x− y z˙ = x+ 0,3z
Caso L x˙ = y + 3,9z y˙ = 0,9x2 − y z˙ = 1− x
Caso M x˙ = −z y˙ = −x2 − y z˙ = 1,7 + 1,7x+ y
Caso N x˙ = −2y y˙ = x+ z2 z˙ = 1 + y − 2z
Caso O x˙ = y y˙ = x− z z˙ = x+ xz + 2,7y
Caso P x˙ = 2,7y + z y˙ = −x+ y2 z˙ = x+ y
Caso Q x˙ = −z y˙ = x− y z˙ = 3,1x+ y2 + 0,5z
Caso R x˙ = 0,9− y y˙ = 0,4 + z z˙ = xy − z
Caso S x˙ = −x− 4y y˙ = x+ z2 z˙ = 1 + x
Caso T x˙ = y y˙ = z z˙ = y2 − x− az
Tabla B.1: Conjunto de sistemas de Sprott
Figura B.9: Retrato de fase del modelo de Sprott (caso M)
A–5
Figura B.10: Melod´ıa generada por el modelo de Sprott (caso M)
B.2. Modelos continuos con dos dimensiones
B.2.1. Modelo de Bernard-Shaw
Escala musical: fa mayor.
x˙ = 10x (0,1− y2) + y
y˙ = −x+ 0,5 sin (2,15t) (B.5)
Figura B.11: Retrato de fase del modelo de Bernard-Shaw
A–6
Figura B.12: Melod´ıa generada por el modelo de Bernard-Shaw
B.2.2. Modelo de Fitzhugh-Nagumo
Escala musical: G] frigio.
x˙ = x (1− x) (x− 0,25)− y + 0,25
y˙ = 0,05 (x− y) (B.6)
Figura B.13: Retrato de fase del modelo de Fitzhugh-Nagumo
A–7
Figura B.14: Melod´ıa generada por el modelo de Fitzhugh-Nagumo
B.2.3. Modelo del giroscopio
Condiciones
iniciales Para´metros Escala To´nica N. Octavas
x (0) = 1 a = 0,5, b = 0,05, croma´tica C 3
y (0) = −1 w = 2, f = 35,5 α = 100
x˙ = y
y˙ = g (x)− ay − by3 + b sin (x) + f sin (wt) sin (x)
g (x) = −α
(
(1−cosx)2
(sinx)3
) (B.7)
Figura B.15: Retrato de fase del modelo del giroscopio
A–8
Figura B.16: Melod´ıa generada por el modelo del giroscopio
B.3. Modelos discretos con dos dimensiones
B.3.1. Mapa de Henon
Escala musical: La mayor.
xn+1 = yn+1 − 1,4x2n
yn+1 = 0,3xn
(B.8)
A–9
Figura B.17: Retrato de fase del mapa de Henon
Figura B.18: Melod´ıa generada por el mapa de Henon
B.3.2. Mapa de Ikeda
Escala musical: Escala blue en do.
xn+1 = 1 + 0,9 (xn cos θ − yn sin θ)
yn+1 = 0,9 (xn sin θ − yn cos θ)
θ = 0,4− 6
(1+x2n+y
2
n)
(B.9)
A–10
Figura B.19: Retrato de fase del mapa de Ikeda
Figura B.20: Melod´ıa generada por el mapa de Ikeda
B.3.3. Mapa de Zaslavskii
Escala musical: Mi locrio.
Para´metros: e = 25, u = 10, r = 2, v = 12.
xn+1 = (xn + v (1 + uyn) + evu cos (2pixn)) mo´d 1
yn+1 = e
−r (yn + ε cos (2pixn))
(B.10)
A–11
Figura B.21: Retrato de fase del mapa de Zaslavskii
Figura B.22: Melod´ıa generada por el mapa de Zaslavskii
B.4. Modelos discretos con una dimensio´n
B.4.1. Mapa de Bernoulli
Escala musical: Hexa´tona en 2
xn+1 = kxn mo´d 1
xn+1 =
{
bxn − a xn > 0
bxn + a xn ≤ 0
(B.11)
A–12
Figura B.23: Retrato de fase del mapa de Bernoulli
Figura B.24: Melod´ıa generada por el mapa de Bernoulli
B.4.2. Mapa cu´bico
Escala musical: Do menor melo´dico.
xn+1 = kxn (1− xn)2 (B.12)
A–13
Figura B.25: Diagrama de bifurcacio´n del mapa cu´bico
Figura B.26: Melod´ıa generada por el mapa cu´bico
B.4.3. Mapa tent
Escala musical: Heptato´nica blues en do.
xn+1 =
{
uxn xn < 1/2
u (1− xn) xn ≥ 1/2 (B.13)
A–14
Figura B.27: Melod´ıa generada por el mapa tent
B.5. Modelos con ciclos l´ımite
B.5.1. Modelo de Duffing
Escala musical: Sol mayor.
x˙ = y
y˙ = x− x3 − 0,25y + 1,5 cos (2t) (B.14)
Figura B.28: Retrato de fase del modelo de Duffing
A–15
Figura B.29: Melod´ıa generada por el modelo de Duffing
B.5.2. Modelo de Van der Pol
Escala musical: Escala desconocida en sol.
x˙ = y
y˙ = −x+ ky (1− x2) (B.15)
Figura B.30: Retrato de fase del modelo de Van der Pol
Figura B.31: Melod´ıa generada por el modelo de Van der Pol
A–16
B.6. Modelos con estructura fractal
B.6.1. Modelo de Gingerbreadman
Escala musical: Escala enigma´tica en do.
xn+1 = 1− yn + |xn|
yn+1 = xn
(B.16)
Figura B.32: Retrato de fase del modelo de Gingerbreadman
Figura B.33: Melod´ıa generada por el modelo de Gingerbreadman
B.6.2. Modelo de Hopalong
Escala musical: Escala desconocida de 7 notas en D[, estructura (4S,1T,2Tm).
Para´metros: a = 0,85, b = 0,4, c = 0,9.
A–17
xn+1 =
{
yn +
√|bxn − c| xn ≥ 0
yn −
√|c− bxn| xn < 0
yn+1 = a− xn
(B.17)
Figura B.34: Escala musical desconocida usada en la melod´ıa de Hapalong
Figura B.35: Retrato de fase del modelo de Hopalong
Figura B.36: Melod´ıa generada con el fractal de Hapalong
A–18
B.6.3. Modelo de Martin
Escala musical: penta´fona mayor en do.
xn+1 = yn − sin (xn)
yn+1 = 3,14− xn (B.18)
Figura B.37: Retrato de fase del modelo de Martin
Figura B.38: Melod´ıa generada por el modelo de Martin
B.6.4. Modelo Mira
Escala musical: penta´fona menor.
xn+1 = yn
yn+1 =
{
yn − 1,05xn xn < 6
yn + 2xn − 6 (1,05 + 2) xn ≤ 6
(B.19)
A–19
Figura B.39: Retrato de fase del modelo mira
Figura B.40: Melod´ıa generada por el modelo mira
B.6.5. Modelo de Tinkerbell
Escala musical: napolitana mayor en do.
xn+1 = x
2
n − y2n + 0,9xn +−0,6013yn
yn+1 = 2xnyn + 2xn + 0,5yn
(B.20)
A–20
Figura B.41: Retrato de fase del modelo de Tinkerbell
Figura B.42: Melod´ıa generada por el modelo de Tinkerbell
A–21
Anexo C
Base de datos de obras cla´sicas
Co´digo Autor Obra
1 Bach Concierto de Brandenburgo No. 5 - Mov 1
2 Beethoven Sonata No 14, “Claro de luna” - Mov. 1
3 Beethoven Sonata en C menor “La Pate´tica” – Mov. 2
4 Beethoven Sonata en C menor “La Pate´tica” – Mov. 3
5 Beethoven Marcha turca de las Ruinas de Atenas
6 Beethoven Sinfonia No 9 Mov. 2
7 Borodin Cuarteto No. 2 en D mayor, Mov. 1
8 Chopin Fantasia - Impromptu en C] menor, Op.66
9 Chopin Preludio Op.28 No 23 en D menor
10 Chopin Preludio Op. 28, No. 15 “Gota de lluvia”
11 Chopin Vals en A menor (1829)
12 Chopin Vals en E[ mayor, Op.18
13 Chopin Vals No.1 en Db, Op.64, “Vals del minuto”
14 Debussy Claro de luna
15 Beethoven Bagatela No 25 en A menor “Para Elisa”
16 Mozart Opera la flauta ma´gica, No. 2. Aria Papageno
17 Paganini Capricho No. 24 en A menor
18 Scarlatti Sonata en C, K 159
19 Scarlatti Sonata en D menor, K 1
20 Schubert Impromptu Op. 90 - N◦ 4
21 Schubert Impromptu Op. 90 - No 2
22 Schubert Marcha militar
23 Vivaldi Concerto en E Mayor for Viol´ın, “La Primavera” – Mov.1
24 Vivaldi Concerto en E Mayor for Viol´ın, “La Primavera” – Mov.2
25 Vivaldi Concerto en E Mayor for Viol´ın, “La Primavera” – Mov.3
Tabla C.1: Melod´ıas contenidas en la base de datos de obras cla´sicas
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