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МАТЕМАТИЧНI ХАРАКТЕРИСТИКИ
БАГАТОКАНАЛЬНИХ IНФОРМАЦIЙНИХ СИСТЕМ
ЗШУМОПОДIБНО КОДОВАНИМИ СИГНАЛАМИ
Вступ
Основним завданням при створеннi систем передачi iнформацii є за-
хист вiд рiзноманiтного роду завад та викривлень. Завдання виявилося
настiльки тяжким,що багато iї аспектiв не вирiшено до цих пiр. Для рзо-
зв’язання цього завдання сформувався новий науковий напрямок, який
здобув назву теорiї iнформацiї або теорiї передачi сигналiв. Було сенсацi-
єю, що iдеальним сигналом для передачi iнформацiї, як довело вiдкри-
ття К. Шеннона, виявляється шум. З формул беззаперечно поставало,
що саме сигнал у формi шума виявляється найбiльш неочiкуваним для
одержувача i тому може бути найефективним для зв’язку.
Развиток телекомунiкацiйних засобiв нової генерацiї заснований на
замiнi звичайних сигналiв на бiльш складнi сигнали, з введенням на-
дмiрностi. Велике розповсюдження набуває використання широкосмуго-
вих сигналiв з великою базою[1]:
Bc = ∆F · T ≫ 1 (1)
Вони також мають назву шумоподiбних. Використання в телекому-
нiкацiйних системах широкосмугових шумоподiбних сигналiв дозволяє
пiдвищити завадостiйкiсть, потаємнiсть, та надiйнiсть передачi iнфор-
мацiї при iснуваннi сильних завад та викривленнях у каналах зв’язку.
Це є важливимфактором при рiшеннi задачi, яка постає пiд час органiза-
цiї системи зв’язку на пiдприємствах в умовах сильних iмпульсних завад
та електромагнiтного поля, вiд потужнього цехового електроустаткуван-
ня. За рахунок розширення смуги частот несущих сигналiв досягається
збiльшення швидкостi передачi iнформацiї, пiдвищується усталенiсть i
надiйнiсть роботи радiоелектронних систем [2].
Часовi дiаграми, якi пояснюють принцип утворення шумоподiбно ко-
дованих сигналiв, зображенi на рисунку 1.
Їх структура вiдображує структуру квазiвипадкових послiдовностей
{ai}Tτ0 . В даному випадку:
{ai}Tτ0 ∈ 101101 = x
5 + x3 + x2 + 1 (2)
де τ0 – довжина елементарного кодового знака; Т – довжина послiдовно-
стi.
Принцип формування полягає в тому, що “одиницi” коду повиннi
вiдповiдати однiй амплiтудi (частотi, фазi), а “нулi” коду – iншiй ам-
плiтудi (частотi, фазi). Таким чином можна сформулювати амплiтудно-
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Рис. 1 – Часовi дiаграми шумоподiбно кодованих сигналiв
манiпульованi вiдеосигнали (АМн-вiдео, часова дорiжка 1), амплiтудно-
манiпульованi радiосигнали (АМн-радiо, часова дорiжка 2), частотно-
манiпульованi радiосигнали (ЧМн-радiо, часова дорiжка 3), фазоманiпу-
льованi радiосигнали (ФМн-радiо, часова дорiжка 4). Алгоритми форму-
вання можна описати таким чином:
для АМн-вiдео “1”→ А вiдео, “0”→ А вiдео = 0;
для АМн-радiо “1”→ А радiо, “0”→ А радiо = 0; (3)
для ЧМн-радiо “1”→ f1, “0”→ f2;
для ФМн-радiо “1”→ ϕ1, “0”→ ϕ2.
Згiдно з рис.1 математичнi моделi зображених ШКС можна записати
таким чином:
U(ФМн) = А sin[ω0t+Θt]
U(ЧМн) = А[sinω01t cosΘt+A sinω02t sinΘt]
U(AМMрадiо) = А sinω0t sinΘt
U(AМMвiдео) = А sin Θt
(3)
де А – амплiтуда сигнала; ω0, ω01, ω02- частоти; Θ(t) = pi {ai}Tτ0 .
При моделюваннi генератора шумоподiбно кодованих сигналiв за до-
помогою пакета прикладних програм Electronics Workbench були здобу-
тi наступнi види сигналiв, якi зображенi на рисунку 4 а) амплiтудно-
манiпульований сигнал; б) частотно-манiпульований сигнал, в) фазома-
нiпульований сигнал.[3]
Найбiльш загальну уяву про властивостi сигналу дає автокореляцiй-
на функцiя комплексної амплiтуди сигналу:
Ba (τ, ω) =
˛˛˛
˛˛+∞R
−∞
→
Um(t)
→
U∗m(t− τ )ejωtdt
˛˛˛
˛˛ (5) де −→Um(t) – комплексна амплi-
туда сигналу,
−→
U∗m(t) – комплексно-сполучена амплiтуда сигналу, щ,ф –
часове i частотне зрушення.
Вiдмiнною рисою шумоподiбно кодованих сигналiв є вигляд їх авто-
кореляцiйної функцiї, яка подiбна до автокореляцiйної функцiї шума:
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Рис. 2 – а) АМн-сигнал; б) ЧМн-сигнал; в) ФМн-сигнал
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вона має один вузький, у порiвняннi iз загальною довжиною сигнала,
центральний пiк та значно меньшi за амплiтудою бiчнi викиди. Якщо
ми маємо меандр шумоподiбно кодованого сигнала (рисунок 3), то отри-
маємо автокореляцiйну функцiю, яка зображена на рисунку 4:
 
Рис. 3 – Фазоманiпульований шумоподiбний сигнал
Рис. 4 – Автокореляцiйна функцiя фазоманiпульованого шумоподiбного
сигнала
Як бачимо з рисунка 4, амплiтуда центрального викида автокореля-
цiйної функцiї Bа (τ, ω) прямо-пропорцiйна довженi сигнала. Часовий iн-
тервал кореляцiї зворотньо-пропорцiйний смузi частот сигнала. Таким
чином Bа (τ, ω) дає змогу говорити про потенцiйну завадостiйкiсть та роз-
подiльчу спроможнiсть за часом,якi забезпечуються сигналом. У випад-
ку, якщо взаємокореляцiйнi функцiї сигналiв Bвз (τ, ω) ∼= 0, тобто, не ма-
ють яскраво вираженихпiкiв, а невеликi викидирозподiленi по вiсi часу,
то Bвз (τ, ω) є еквiвалентом ортогональностi сигналiв. Для ортогональних
сигналiв S1 (t) та S2 (t) має виконуватися умова:
S1 (t) · S2 (t) = 0 (4)
Тобто, осереднений добуток двох сигналiв S1 (t) та S2 (t) дорiвнює ну-
лю. Така властивiсть сигналiв необхiдна при побудовi багатоканальних
систем передачi iнформацiї. Таким чином, функцiї Bвз (τ, ω) та Bа (τ, ω)
дозволяють вирiшуватипитанняпро перспективнiсть сигналiв для ство-
рення багатоканальних систем приймання-передачi.
ISSN 1562-9945 55
“АСАУ” – 7(27) 2004
При органiзацiї багатоканальних iнформацiйних систем необхiдно
уживати ущiльнення каналiв на передаючому боцi та роздiлення ка-
налiв на принiмаючому боцi. Роздiлення та ущiльнення каналiв можна
учинити за частотою, часом та кодом.У нинiшнiй час найбiльше розпо-
всюдження здобули системи якi будувалися з використанням технологiй
з роздiленням загального канала за кодом.
Принцип кодового роздiлення каналiв зв’язку побудований на вико-
ристаннi широкосмугових сигналiв (ШСС), смуга яких значно перевищує
смугу частот, необхiдну для звичайної передачi повiдомлень, наприклад
у вузькосмугових системах з частотним роздiленням каналiв. Тобто кодо-
ве раздiлення базується на використаннiшумоподiбних сигналiв. Расши-
рення спектра частот передаваємих цифрових повiдомлень може вiдбу-
ватися двома методами або їх комбiнацiєю:
1. пряме розширення спектра частот;
2. скачкообразною змiною частоти несущої.
При першому способi вузькосмуговий сигнал (рисунок 5) перемножує-
ться iз псевдовипадковою послiдовнiстю (ПВП) с перiодом повторення Т,
яка мiстить N бiт послiдовностей довжиною to кожний. В цьому випадку
база ШСС численно дорiвнює кiлькостi елементiв ПВП В-Т/tо = N [2]
Рис. 5 – Пряме розширення спектра частот
Скачкообразна змiна частоти несущої (рис. 6), як правило, вiдбуває-
ться за рахунок швидкої перенастройки вихiдної частоти синтезатора у
вiдповiдностi iз законом формування псевдовипадкових послiдовностей.
Але переваги складних сигналiв реалiзовуються тiльки у випадку
узгодженого прийома. Завдання пошуку оптимального метода прийома
зводиться до визначеннятакої iмпульсної реакцiїh(t)приймача, приякiй
досягаєтьсямаксимальне перевищення сигналу над перешкодою на ви-
ходi приймача. Вiдомо,що :
h(t) = 1
2π
+∞R
−∞
H(ω)ejwtdω
H(ω) =
+∞R
−∞
h(t)e−jωtdt
9>>=
>>; (5)
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Рис. 6 – Розширення спектра частот скачкообразною змiною частоти не-
сущої
Тому замiсть iмпульсної реакцiї приймача можна визначити опти-
мальну частотную характеристику приймача H(ω), яка прийме вигляд:
H(ω) = aS∗(ω)e−jωτ (6)
де S∗(ω) - функцiя, комплексноспряжена зi спектром сигналу, τ – час, a
– довiльна комплексна константатанта.
Формула (3) визначає потенцiйнй можливостi сигналу, а формула (5)
показує яким має бути приймач.
Приймач, який є узгодженим зi спектром радiосигнала, називають
оптимальним, тому що вiн забезпечує максимально можливе спiввiдно-
шення сигнал/перешкода на виходi –рmax:
pmax =
2E
N0
(7)
де Е – енергiя сигнала, N0 – спектральная плотнiсть завади на виходi
приймача, яка ураховується у вигляди гауссвого шума.
Приймання ШСС здiйснюється оптимальним приймачем, який для
сигналу з повнiсттю вiдомими параметрами вираховує кореляцiйнуфун-
кцiю.
z =
TZ
0
x(t)u(t)dt (8)
де x(t) – вхiдний сигнал, який являє собою суму користного сигнала
u(t) та завади n(t) (в данному випадку бiлий шум). Потiм величина Z по-
рiвнюється iз порогом zq. Значення кореляцiйного iнтеграла знаходиться
за допомогою корелятора. (Рисунок 7) або узгодженного фiльтра..
Корелятор здiйснює “стиснення” спектраширокосмугового вхiдного си-
гнала шляхом помноження його на еталонну копiю u(t) iз послiдуючою
фiльтрацiєю у смузi 1/Т, що й призводитьдо покращення спiввiдношенн
сигнал/завада на виходi корелятора у В разiв по вiдношенню входа. При
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Рис. 7 – Корелятор
виникненнi затримки мiж прийнятим та опорним сигналами амплiтуда
вихiдного сигналу корелятора зменшується та наближається до нуля, ко-
ли затримка становить довжину елемента ПВП. Ця змiна амплiтуди ви-
хiдного сигнала корелятора визначається видомАКФ – автокореляцiйної
функцiї (якщо спiвпадають вхiдний та опорний ПВП) та ВКФ – взаємо-
кореляцiйної функцiї (якщо вхiдна i опорна ПВП вiдрiзняються).[4]
Поряд зi звичайними кореляцiйними функцiями широко використо-
вують знаковi кореляцiйнi функцiї. Їх розрахунок потребує меньших за-
трат. Технiчнi спрощення при автоматичному розрахунку знаковихкоре-
ляцiйних функцiй досягаються завдяки тому, що процеси якi дослiджу-
ються (один або обидва з кожної порiвнюваної пари процесiв) замiнюють
їх знаками /полярностями/. З цiїю метою використовується функцiя Sgn
x – сiгнум (знак) х, яка обумовленна рiвнянням:
Sgnx =
8<
:
−1якщох〈0
0якщох = 0
1якщох〉0
(9)
Тодi знакова взаємокореляцiйна функцiя випадкових процесiв X та Y:
ιXY (τ ) = М[Sgn
0
X(t)Sgn
0
Y (t− τ )] (10)
у випадку, коли X=Y маємо вираз для знакової автокореляцiйної фун-
кцiї:
ιX(τ ) = М[Sgn
0
X(t)Sgn
0
Х(t− τ )] (11)
При моделюваннi цифрового корелятора [5] за допомогою прикладного
пакета програм Electronics Workbench на виходi корелятора була здобута
автокореляцiйна функцiя, яка зображена на рисунку 8.
Заключення
Застосування широкосмугових шумоподiбних сигналiв забезпечує ви-
соку пропускну спроможнiсть каналiв, дозволяє ослабити вплив бага-
тьох рiзновидiв завад, а також бореться iз впливом багатопромiневого
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Рис. 8 – Автокореляцiйна функцiя шумоподiбно кодованих сигналiв
розповсюдження радiохвиль. Важливою особливiсттю широкосмугових
систем є добре електромагнiтне сполучення з iншими радiоелектронни-
ми засобами за рахунок передавання у ефiр безперервних у часi шумо-
подiбних сигналiв з дуже низькою спектральною щiльнiстю. А кореля-
цiйнi функцiї шумоподiбно кодованих сигналiв дозволяють судити про
потенцiйну завадостiйкiсть системи, яка забезпечується сигналом, та про
розподiльчу спроможнiсть сигналiв за часом що є дуже важливим для
синхронiзацiї системи.
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