This paper presents a dynamic mathematical model of optimal leasing allocation of satellite bandwidth and services in terms of expected revenues and associated risk. This tool meets the need of a Satellite Operator to determine the optimal leasing policy of the available bandwidth. A methodology and a tool for techno-economic evaluation of satellite services are developed. The output of the tool enables the policy decisions to be customized by the attitude toward risk that the company wants to apply at each time period. The study is based on inputs concerning data and services from an existing Satellite Operator and addresses a real situation. Demand and pricing data have been gathered from the international market. The decision making tool is given in the set-up of a decision tree presenting quantified alternative leasing policies and risks. Sensitivity analysis is also performed to measure the efficiency of the model.
Introduction
The evolutionary penetration of the satellite services and demand in the telecommunication market during the last decades has created the need for decision making tools for a satellite operator [1] [2] . There is still an incremental growth to the telecommunication applications and services [3] [4] . A number of studies have proposed methodologies and tools for the techno-economic evaluation of different aspects of satellite communication dealing with physical, operational, design performance and risk parameters [5] . The need for in-depth analysis of the economic feasibility of new telecommunication solutions that take into account both technological and econo-metric characteristics of the applications, has become obvious, both in industrial and academic community. This study deals with the creation and assessment of an optimal business policy of a Satellite Operator. The ability of real time decisions has a significant effect to the viability and profitability of the company in the growing and competitive satellite market. The decision making model presented here is an applied tool for assessment purposes, which deals with real problems and can be used as such, by any Satellite Operator. Limited work has addressed the revenue modeling [6] in terms of market penetration, expected profits and risks, in order to provide a quantitative estimation to the Satellite Operator (after the launching) for the optimal business decision making.
The problem of determining the optimal leasing policy for satellite services, at different time periods is similar to an inventory control problem, with evolution in time, incorporating dynamic and stochastic elements [7] [8], modified accordingly to address the specific application [9] . The purpose of our work is to model and quantify this problem, using heuristic techniques, as well as to evaluate the outcome. The validation of this work results from its usage by the Greek Satellite Operator in the last five years and the development of a new methodology based on stochastic dynamic optimization, presented in [10] with similar results.
We present a model that compares different scenarios of combinations of customers asking to hire satellite capacity. There is a variety of services that a satellite can support. For each of these services requested by a customer, there is a different bandwidth demand, duration of lease, and a different price. The purpose of this work is to find the most profitable case for the incumbent operator. Each scenario leads to a decision tree. This maximization problem is described in terms of real and expected revenues, along with the corresponding probability of getting them. The final outcome leads to optimal enterprise steps that maximize revenues and enable the evaluation of different contingency plans. The decisions are taken successively in a time horizon and thus the presented tool incorporates time evolution. Consequently the model is dynamic.
At the first stage of the work, demand and pricing data have been gathered from the international market. These data provided by the operating Satellite firm i) are statistically processed to produce mean values and standard deviations for each service and each bandwidth demand when needed, and ii) are integrated into a mathematical model, implemented at the second stage, and taking into account all possible states and stages [11] . The model evaluates all probable revenues, along with their associated risks that could result from each alternative decision branch. The concept of the tool gives the benefit of accessing alternative courses of action, to the decision maker. Depending on the company policy at each time period, variant enterprise steps could be followed. Sensitivity analysis is included, in order to determine the impact of small errors in parameters estimates to the final decision. It is performed using both mathematical calculation of the shadow prices and heuristic calculation, providing consistent results.
The paper is organized as follows: Sections 2 and 3 describe the stages of work followed and the main concept of the model. Section 4 formulates the mathematical model and Section 5 presents the sensitivity analysis of the proposed model.
Stages of Work
The first stage of this study involves the recording and the evaluation of the pricing data coming from the international market of leasing satellite capacity as well as their statistical processing. Some charging schemes have been proposed for broadband networks while this work involves real pricing data [12] . A decision making tool that maximizes the profits of a satellite operator, is implemented in the second stage. The goal of the proposed model is to enable the decision maker, to determine the best possible scenario for the satellite operator, which is the scenario with the larger amount of income.
The hypothesis that a satellite operator has different lease demands from different customers is made. Each customer wants to hire satellite capacity with a specified bandwidth, for a given lease period, which has an associated cost. The model output provides guidelines on the combination of customers that is the most profitable for the operator.
A scenario can be customized by entering the characteristics of the customers. C : the corresponding cost of lease, in Euros, for the k-th customer depending on the type of the requested service.
In the structure of the model, the possibility of beginning the hire in different time periods (different months) is included. Table 1 shows an example of the input parameters of the model.
The indicative cost for each service, is calculated using the data collected from the global satellite market. From the gathered data we created a basic classification of the possible services that a satellite operator could offer. These services correspond to different bandwidth demands and are presented in Table 2 . The statistical analysis includes the pricing for the equivalent capacity, per 36 MHz, per month and the duration of lease in months. For each service, the mean value, the standard deviation, and the percentage of difference between standard deviation and mean value of these measures are determined along with their cross-correlation. Similar quantities are calculated for the duration of hire. 
Concept of the Model
The underlying concept of the problem of optimal allocation of the available satellite spectrum is based on a heuristic approach of the inventory control problem [7] . In the context of the proposed work, the model enables the comparison of 10 at most possible incoming customers with maximum required lease duration of 60 months, corresponding to a typical level of satellite demand. However, the model can easily be expanded to compare more customers requiring satellite capacity, for more than 5 years. All the possible combinations of customers are calculated (see Figure 1 Group A), where a description of these combinations is given in terms of feasibility to implement or not. Specifically, there is an indication of Possible, Not Possible or Negotiable Combination for each combination of customers.
A Negotiable Combination is the combination of customers that exceeds by 1 MHz at most the highest possible capacity that a transponder can serve i.e. 36 MHz, which can probably constitute an issue of negotiation between the provider and the consumer. A Possible Combination is the feasible combination of customers from the point of view of the maximum capacity of the transponder and a Not Possible Combination is a not feasible one. The proposed tool gives the benefit of sorting by the Description of combination in order to present all the Possible Combinations (see Figure 1 Group B). The next step is to extract the Possible Combinations that are best to compare, by examining the most promising ones. This is done by selecting the combinations with the highest amount of total occupied capacity, which is the sum of the requested capacity by each customer of the combination (see Figure 1 Group C). Obviously, the more bandwidth is occupied from a transponder, the more profit there will be for the firm. These are the "Real Revenues". This confines the search for the best case scenario to a small number of possible combinations.
The next step is to decide which of these combinations, with high occupied capacity, are more profitable. The criteria that are used to lead to the optimum combination are: a) the amount of Real Revenues, representing the revenues that an operator will gain from hiring the capacity to the customers of each combination, b) the calculation of Additional Expected Future Profits for the satellite operator, taking into consideration the standard deviation of the prices and consequently the corresponding risk.
Each combination has different time of maximum requested capacity hire. Therefore, in order to properly compare different scenarios, it is necessary to reduce them to the same time period i.e. to the same month of maximum hiring. We include to our calculations the additional possible income that can be acquired by this left over-free capacity that is called the "Remaining Capacity" (C Remaining). It is also possible that at specific months, not all the available capacity of the transponder of the satellite will be occupied with each combination. This leads to the undesirable effect of not having maximum occupancy of the transponder of the satellite, at each month. So the satellite operator could probably hire out this available capacity, to other possible future customers that are not included in the combination, and gain more revenues. This is called the "Empty Capacity" (C Empty). These moreover profits, consist the Additional Expected Future Profits. Let us examine the following example involving two cases that a satellite operator may need to compare and decide which one leads to maximum revenues. These are Scenario 1, which includes the combination of the customer number 1, 2, 3, 4 and 5 ( Figure 2) and Scenario 2, which includes the combination of the customer number 6, 7, 8, 9 and 10 ( Figure 3) , with the characteristics shown in Table 1 .
The sum of the occupied capacity of the transponder by the customers of the combinations in Scenario 1 and Scenario 2 are shown in Figure 4 and Figure 5 , respectively. These figures represent the profile of the satellite transponder occupancy.
In Scenario 1, the maximum demand on the transponder's capacity occurs during the 22nd month, while in Scenario 2, it occurs during the 30th month. The additional possible income that can be acquired from this left over free capacity is calculated. This is the "Remaining Capacity" (C Remaining) and appears at the white region in Figure 4 .
Each Scenario does not lead to maximum occupancy of the transponder of the satellite at each month. This "Empty Capacity" (C Empty) is shown as the lined region of Figure 4 and Figure 5 . For instance, in Scenario 1 (Figure 4) there are 21 MHz of unoccupied capacity during the 1st month, 20 MHz during the 2nd month, 5 MHz from the 3rd to the 5th month, 0 MHz between the 5th and the 10th month, etc. These expected profits are included to our calculations. Figure 6 shows the general structure of the model. This was implemented in Microsoft. NET environment in order to meet the need for increased computational burden. All feasible combinations of n objects per n , are
Structure of the Tool
. All feasible combinations of 10 customers per 10, starting from 2 customers per 2 and more, are
It is meaningless to include calculations with only one customer, since this will not result to maximization of the profits for the operator. The tool starts with the input as shown in Table 1 , which is the demand of the customers that arrives to the satellite operator. Then all the combinations of customers are being calculated taking into account the evolution in time. The possible revenues for each scenario resulting from the leasing of the Remaining and the Empty Capacity are computed, using demand and pricing Parameters. 
Calculation of All Combinations of k Customers per k
All the possible combinations of the customers (PCf), 
We assign
, as the total capacity for the (PCf) combination at the j-th month.
Calculation of Revenues from C Empty
For each scenario the possible revenues from the future leasing of the "Empty Capacity" up to the 36 MHz, are calculated.
The Empty Capacity This calculation is categorized depending on the amount of bandwidth that is not used each month by the customers of each combination. This "Empty Capacity" could potentially be hired out and generate revenues. The selected ranges of capacity in MHz are shown in Table 3 , resulting from the gathered data.
We are considering n C { } ( )
as the central value of capacity for each range of the unused bandwidth, corresponding to a certain probability n C P , a mean value 1 n m and a standard deviation 1 n σ . Each range, has a bandwidth of P : the probability of appearance of a customer asking for the n -th range of bandwidth, and A P : the probability of appearance of a customer asking for satellite services. The selected capacity ranges along with the corresponding probability of appearance of a new incoming customer, have been statistically computed by the available gathered data (Figure 7) , and constitute the Parameter data set (Figure 6) .
A decision tree arises for each scenario, as shown in Figure 8 . The Expected Values of theoretical income, resulting from the "Empty Capacity" for each combination, depending on the not-leased bandwidth at each time period, are calculated as:
The standard deviation of the Expected Value, for each combination is:
The probable revenues for each combination, which are called Theoretical Revenues, depending on the number of MHz that are not used, are calculated as:
The Rev C Empty C Empty
While the standard deviation of the Theoretical Revenues for each combination is:
The Rev C Empty PCf , 1 σ 1 C Empty
The Expected Values of Revenues are calculated as intermediate volumes, which are used only for comparison purposes among scenarios. Such revenues incorporate the corresponding risk, and measure the monetary value of each scenario. The values of Theoretical Revenues are the real amounts of money (in Euros) that can be acquired, following each branch of the decision tree.
Calculation of Revenues from C Remaining
We proceed analogously calculating all possible revenues, (Expected Values and Theoretical Revenues) that can result from the leasing of the "Remaining Capacity". This calculation is categorized depending on the type of service (s), using the statistically processed data (Figure 9 ), forming a decision tree (Figure 10 up) .
First, we calculate the remaining time 
The following variables are introduced:
Bs P : the probability of appearance of a customer, in one month, asking for service s. These variables also constitute the Parameter data set and have been statistically calculated by the available gathered data.
The Expected Values of theoretical income for the Remaining Capacity depending on the type of service are:
The standard deviation of the Expected Value for each combination is:
While the Theoretical Revenues for the Remaining Capacity are:
and the standard deviation of the Theoretical Revenues for each combination is:
The Rev C Rem left
All the calculations concerning demand as well as the mean values of the prices of lease and standard deviations of prices are based on statistical computation of the real data coming from the international market and constitute the Parameter data set.
Output Function Formulation
All of these evaluated data are presented in the form of a unified decision tree (Figure 10) , which is the output of the model.
The amount of Total Expected Revenues that will estimate the optimal policy for the firm is the sum of all revenues. This sum consists of the Real Revenues, plus the Expected Value resulting from the leasing of the Empty Capacity, plus the Expected Value resulting from the leasing of the Remaining Capacity, including their standard deviations, which are the Additional Expected Future Profits. The Real Revenues are:
Real Rev , , , , , ,
where ( ) ( )
is the corresponding cost of lease, for the k-th customer, of the f-th combination, requested by the satellite operator, and belongs to the Input Parameters. An indicative cost, for each service, which applies to the international market, has been calculated by the gathered data. These values provide information to the incumbent operator for the current trends of satellite services billing and can be modified accordingly. The Total Expected Revenues give a range of values, defining the best and worst case scenario for the revenues of the satellite operator. 
where:
and
The real amount of money, resulting from each brand of the decision tree that will possibly result to the satellite operator is: 
where: 
This gives the opportunity to the satellite provider to determine which combination is the most profitable, for the present and in the future. The decision is made using the amount of Total Expected Revenues. This is not the real revenue that can be acquired, but it is an intermediate amount, which takes into account the corresponding probabilities, and is used for comparison purposes of the scenarios. The Total Expected Revenues is a decision quantity that incorporates profits and associated risk. This amount gives an estimate of the extent/worthness of the risk.
The decision making process starts from the identification of the highest Real Revenues, then the possible additional revenues are considered with their corresponding standard deviation that measures risk. This result to a range of Total Expected Revenues with central value: The final decision depends on the extent of risk that the firm is willing to take and on the particular policy that wants to apply. For a risk-loving decision maker the policy generating the highest Total Expected Revenues (upper limit) is chosen. A risk-neutral decision maker will take the policy with the central value, whereas for a risk-averse decision maker the policy generating the lowest of Total Expected Revenues (lower limit) will be chosen. The real amount of income that will result from each decision is the amount of Total Revenues of the corresponding scenario.
Sensitivity Analysis
Sensitivity analysis is necessary in validating the efficiency of a model. Due to the stochastic nature of the input parameters, we calculate the variance to the output of the model, caused by small variation of the input. The statistical processing of the pricing data gathered from the international market provided us with pricing and probability parameters. Since these variables may not be very accurate, we study the effect caused by small errors on their values.
These parameters include three categories:
 pricing and demand (probability) data concerning the Remaining Capacity ( ) The sensitivity analysis for these input parameters was performed by creating a small perturbation for each one of them. The value of each parameter was varied by ±2% and the corresponding change in the output, which is the Total Expected Revenues (TER), was measured. The analysis was performed in two different ways: first by theoretical calculation of the shadow prices of the input parameters and second using a heuristic technique, implemented by immediate application of the input-change to the model and observation of the output.
Mathematical Calculation
The shadow prices of the price parameters 1 n m , 2 s m where computed as the derivative of the output function TER, in the traditional sense of calculus: 
The Sensitivity of the Total Expected Revenues with respect to the parameter
PCf , PCf ,
We proceed calculating the Bode Sensitivity function for the demand parameters A P , n C P and Bs P . The
Bode Sensitivity of the function ( ) T k with respect to the parameter k is calculated as:
This normalized sensitivity is more appropriate for the estimations concerning probabilities parameter, expressing the variation ( ) dT k subject to the standard value of T , in relation to the variation dk subject to the value of the parameter k .
The Sensitivity of the Total Expected Revenues with respect to the parameter A P is: 
The Sensitivity of the Total Expected Revenues with respect to the parameter n C P is:
The Sensitivity of the Total Expected Revenues with respect to the parameter Bs P is: 
All parameters ranges, involved in the calculation of the sensitivity analysis are presented in Table 4 , resulting by the statistical analysis. Let us note that we consider a time period of 30 months allocated to the Remaining Capacity and 30 months allocated to the Empty Capacity. We calculated the summation of the Empty Capacity for each combination of customers ( ) PCf , over the total time period of 60 months, presume that for the months allocated to the Empty Capacity, only the 1/8 of the total available capacity of the transponder will be unoccupied. This assumption is compatible with the desirable requirement of choosing combinations of customers, with maximum occupation of the transponder, for the maximum time period. Table 5 , summarizes the change to the output (minimum-maximum value) of the model caused by 2% change of the price and demand parameters considered. The analysis showed very small sensitivity to the demand parameter (probabilities A P , n C P and Bs P ). On the other hand this mathematical calculation determined a wide ranging on the pricing parameters, with higher ranging to the parameter 1 n m . In order to derive limits of bounds of accuracy to the parameters above, we proceed with the heuristic approach.
Heuristic Calculation
The Sensitivity analysis is now performed by immediate application of the variance of each input parameter, by ±2%, to the input of the model, and measuring of the output. A case study of six incoming customers, arriving to the satellite operator has been evaluated.
Two cases were considered. The best case scenario, which is the scenario generating the larger amount of expected revenues. This was identified by choosing for the calculations of the Remaining Capacity those that result from the Media Company Service, since it is the one with the highest pricing. The second case considered was the worst case scenario. This case accordingly resulted from the choice of Broadcast Service for the calculations of the expected revenues of the Remaining Capacity, which is the one with the lowest pricing. For each of these cases the calculations were extended to considering the upper limit and the lower limit of the Total Expected Revenues. A sensitivity analysis was performed for these 4 cases.
Using this small variation for each of the input parameters and for each case, we calculated 20 points of the output of the decision model, corresponding to different percentages of change of the input parameters between the ranges of ±2% of the central value.
For each change of input, the change of the output was calculated. This change has the form of the percentage of difference of the value of the output calculated for each of the 20 points of change to the input, minus the value of the output at the central point (11th point, with zero alteration), normalized to this central value. The results of the sensitivity analysis for the best case scenario are shown in Figures 11-14 . For each of the 20 different input sets we calculated the output on the four most profitable combinations of customers. Scenario1, is the scenario with the higher amount of Total Expected Revenues, Scenario 2 is the one with the second higher amount of Total Expected Revenues and so on. In Scenario 2 (Figure 12 ), we observe a zero sensitivity of parameters Bs P , 2 s m , 1 n m . This is happening because the amounts of the Remaining Capacity, the Table 4 and Table 5 , extended to all of the 4 most profitable combinations, for both the best and worst case scenario. The most characteristic ones were presented. The results turned out to be similar.
The analysis showed very low sensitivity of the output to changes in the input parameters, even to the pricing parameters. The outcome using Heuristic calculations for the Sensitivity analysis were consistent with the outcome from the mathematical calculations. A small change to the pricing and to the demand parameters will not significantly change the output of the model. This is a very desirable feature, resulting from the good balancing of the proposed model. Even if the parameter data are not very accurate, the decision will not be greatly affected.
Conclusions
In this paper, we consider the techno-economic valuation of satellite services. The incremental growth of the satellite market nowadays, makes important the study of the economic feasibility of a satellite operator considering technological aspects of the application.
A dynamic mathematical model addressing the decision needs of an operator that provides satellite services is created. This decision making tool considers different demands of customers that arrive to the satellite operator.
Demand and pricing data have been gathered and statistically processed, from the international market. We present a model that compares different scenarios of combinations of customers with different demands, asking to hire satellite capacity. The model evaluates all probable revenues, along with their associated risks that could result from each decision branch. The tool incorporates all the valuable information that will help the satellite operator to determine the most profitable leasing scenario and allows alternative courses of enterprising steps depending on the company policy.
Sensitivity analysis has been included and showed a very small impact of the uncertainty of the input demand and pricing parameters to the final decision. This analysis could also be extended on simultaneous changes of several combinations of input parameters. This work addresses the real need of optimal satellite business planning. Other analysis was mainly referred to the economic evaluation to the physical layer of satellite planning.
The benefits of the model and of the analysis presented here for any satellite operator are clear. The same benefits may apply to related areas of activity where leasing of specific volumes to customers is the essence of the business enterprise.
Finally, we are currently extending our work, using the dynamic programming formulation, in discrete time and with stochastic elements.
Introduction
Image Segmentation is a fundamental step in analysing and understanding images. It is a process of partitioning the image into multiple segments [1] [2] . It is the first important step in many image processing applications like image analysis, image description and recognition, image visualization and object based image compression. Image segmentation means assigning a label to each pixel in the image such that pixels with same labels share common visual characteristics.
For more than a century, fingerprints were considered to be the identifying mark for the human beings. Fingerprint is a protected human organ and an effective biometric approach to human or personal identification. It acts like living passwords for humans as its texture is stable throughout the human life. Fingerprints are an im-pression left by the friction ridges of human finger.
For several reasons, we need to store these fingerprints in a database and among them one of the main reasons is they are used for analysis of forensic evidence worldwide. For storing several fingerprint impressions a huge database is needed, where the size of the database is also a matter of consideration. A huge database needs a huge amount of memory space. If we can reduce the size of the data then we can store more number of data in the same memory space.
Watershed transformation can be applied to human fingerprints segmentation by taking the idea from friction ridges of human finger and also with an effective storage capacity for the segmented images. Watershed algorithm depends on ridges to perform a proper segmentation, a property that is often fulfilled in contour detection where the boundaries of the objects are expressed as ridges.
In grey scale mathematical morphology the watershed transform, which was originally proposed by [3] and later improved by [4] , was the method of choice for image segmentation [5] . When simulating the watershed transform for image segmentation, two approaches may be used: either one first finds basins, then watersheds by taking a set complement; or one computes a complete partition of the image into basins, and subsequently finds the watersheds by boundary detection.
The basic idea behind watershed algorithm by immersion comes from Geography. It requires that one think of an image as a surface; that bright areas are "high" surfaces and dark areas are "low" surfaces. With surfaces, it is natural to think in terms of catchment basins and watershed lines. Basins, also called catchment basins (Figure  1) , will fill up with water starting at these local minima, and, at points where water coming from different basins would meet, dams are built.
When the water level has reached the highest peak in the landscape, the process is stopped. As a result, the landscape is partitioned into regions or basins separated by dams, called watershed lines or watersheds.
Finally, this paper is organized in sections. Section 2 explained the related work. Watershed algorithmic definitions were discussed in Section 3. While the implementation process in Section 4. Lastly, summary and conclusion is in Section 5.
Related Work
Although the research by [5] is the most related to our research, comprehensive reviews of early segmentation techniques can be found in [7] and [8] . Some classes of segmentation methods are considered below: Gray level thresholding, and region growing/merging techniques.
Gray level thresholding is a generalization of binary thresholding [9] . Binary thresholding works by determining the gray level value that separates pixels in the foreground from pixels in the background, and generating a "threshold image" where pixels are assigned one of two possible values corresponding to "foreground" and "background" depending on whether their gray level is above or below the selected threshold.
The work of Beveridge et al. [10] offers a good example of a procedure that integrates both gray level thresholding and region merging. In their paper, an input image (which can be either grayscale or colour) is divided into sectors of fixed size and fixed location. An intensity histogram is calculated for each sector (and on colour images, for each colour channel), and used to produce a local segmentation. For every sector, information from its neighbors is used to detect clusters for which there may not be enough local support due to the artificially induced partition of the image. After the local segmentations are complete, the sector boundaries are removed by merging together similar regions in neighboring sectors. The above measure is computed for both the complete regions, and a band that is within a fixed, small distance on both sides of the boundary. Two regions are merged if the merge score is below a specified threshold for both the global and local measure.
The last step in the segmentation is region merging; this step uses a merge score composed of a pairwise comparison of several region features. Since the algorithm can only merge regions, the thresholds used during the local, threshold based segmentation stage are selected so that they'll yield a significantly over-segmented image; the merging step is then relied upon to turn the un-segmented image into a reasonable segmentation. Results presented in [10] show that this algorithm produces good segmentations in parts of the image that are reasonably homogeneous, and over-segmented regions when there is texture, significant intensity gradients, or objects with non-uniform coloring. The algorithm is not without problems, as there are several thresholds that must be chosen carefully depending on the image, and the region boundaries themselves have slight artifacts introduced by the sector-based initial segmentation. Even so, the algorithm illustrates what can be achieved with thresholding merging schemes.
The works in the literature showed that many current algorithms are able to produce reasonable results on images of moderate complexity; several of these algorithms are efficient enough that they can be used as a preprocessing stage for higher level vision tasks such as recognition and tracking.
However, there are still several challenges facing some current segmentation algorithms. Computational efficiency is still a concern issue when the processing of large affinity matrices is a part of the segmentation process, ultimately, a segmentation procedure can become impractically slow, or require extremely large amounts of memory. These have limited the size of the images that can be processed using many recent algorithms. However, we expect that the constant increase in computational power and storage capacity of modern computers should progressively reduce these limitations. The definition of a good similarity measure for general images remains an open issue. There is a general consensus that a robust image segmentation algorithm should combine multiple image cues and estimate similarity based on this combination, but so far there are few algorithms that use more than a single cue as a similarity measure, and only recently has a significant effort been dedicated to designing similarity measures based on the statistics of natural images, and human-generated segmentations.
The design of a good similarity measure is tied to the robustness of the segmentation algorithm in dealing with surface markings, lighting artifacts, and image texture. Evaluating the output of segmentation algorithms is still problematic. Therefore, watershed algorithm is adopted in this paper.
Watershed Algorithmic Definition
The diagrammatic descriptions of watershed lines and catchment basins have been presented in Figure 1 . An algorithmic definition of the watershed transform by simulated immersion was given by [2] . Consider a digital grey value image, : f D →  with minimum value min h and maximum value max h of f . We plunge this surface into a lake with a constant vertical speed, with water entering through the holes and flood the surface. Define a recursion with the grey level h increasing from min h to max h , in which the basins associated with the minima of f are successively expanded. Let h X denote the union of the set of basins computed at level h . A connected component of the threshold set The watershed of f is the set of points which do not belong to any catchment basins: 
So the watershed transform of f assigns labels to the points of D , such that i) different catchment basins are uniquely labeled, and ii) a special label W is assigned to all points of the watershed of f .
We assume, from [11] , a geodesic distance Let B A ∈ be partitioned in k connected components i B , 1, , i k =  . The geodesic influence zone of the set i B within A is defined as:
IZ A B is the union of the geodesic influence zones of the connected components of B [12] , i.e., Define the following recursion :
The Implementation Process
A pre-processing plug-in that implements this segmentation process is developed using Java PL. This plug-in would be compatible with an application called Image J [12] , a general purpose image-processing and imageanalysis package. Image J is of choice because it has a public domain licence, it runs on several operating system platforms. This application would apply the watershed flooding algorithm which can be interrupted to a user-specified level. Each particle should have a local maximum (or local minimum when the objects are dark) to define a catchment basin.
The Watershed algorithm by immersion is presented in Table 1 . The SKIZ (skeleton by influence zones) function is the complement of the set ( ) IZ A B (defined in Section 3) within A , and is defined as:
So the SKIZ consists of all points which are equidistant (in the sense of the geodesic distance) to at least two nearest connected components. For a binary image f with domain A , the SKIZ can be defined by identifying B with the set of foreground pixels [11] .
This approach is being implemented on different fingers, where the segmented results are very clear. Figures  2-6 presents the application of the approach on the little finger, the ring finger, the middle finger, grooming finger and thumb finger respectively. In the figures presented, (a) is the original image, (b) is the grey scale image of the original one, (c) shows the overlaid basins of the grey scale image, (d) shows the catchment basins, (e) shows the composite image and finally one gets the segmented image (f) after applying watershed algorithm.
From Table 2 , the entropy for original images with their segmented results has been measured. Entropy is defined as:
where ( ) p x is the probability that X is in the state x and 2 log p p is defined as 0 if 0 p = . The joint en- 
, , , , log , ,
The performance of segmentation algorithm can be measured with the help of entropy and as in term of visual quality of the original image and the resulted image. The image entropy can provide a good level of information to describe a given image.
Low entropy images have very little contrast and large runs of pixels with the same values. An image that is perfectly flat will have entropy of zero. Consequently, they can be compressed to a relatively small size. On the other hand, high entropy images such as an image of heavily cratered areas on the moon have a great deal of contrast from one pixel to the next and consequently cannot be compressed as much as low entropy images.
Comparison with Related Works
As depicted earlier, the research by [5] is a good threshold to adjudge the efficiency of our algorithm. In the end, the case study images selected is random and entropies also become random. However, the images selected by [5] have almost similar entropies to our images and so the percentage of reduction of their original images to segmented images is presented in Table 3 .
The difference comparison is shown in Table 4 .
As shown, we can see that the implementation of watershed algorithm in our scheme offers better computation (and hence, better storage reduction) capacity.
Summary and Conclusions
This approach has provided an easy method of the segmentation of the human fingerprints based on watershed transformation. The concept of watershed algorithm has been used for segmentation purpose. In practical applications, fingerprints are unique feature for identification and verification of humans, and as well as we need to maintain several databases for storing the images of fingerprints and the sizes of the databases are a major concerned issue. We can store the segmented images of fingerprints instead of the original images to reduce the size of the databases. The final result of segmentation depends upon the quality of scanner and the inkpad which we use. Thus method is therefore recommended in achieving the aim of optimizing the size of image database.
Introduction
Often in sample surveys the main variable is highly correlated to another variable called an auxiliary variable and the data on auxiliary variable are either available or can be easily obtained. In this situation to obtain the estimate of the parameters regarding the main variable the auxiliary information can be used to enhance the precision of the estimate. Ratio and Regression Methods and double sampling technique are some examples. When data are collected on the sampled units of the main variable due to one or the other reason, data for all the se-lected units cannot be obtained. This result is an incomplete and less informative sample. This phenomenon is termed as "non response". [1] is the first one to consider this problem. Furthermore, when auxiliary parameters are unknown, they can be estimated from a preliminary large sample. Then a second sample is obtained in which the main and auxiliary, both the variables are measured. Often a second sample is a subsample of the first. In such cases only the main variable is to be measured in the second sample. This technique is called "Double Sampling" or "Two Phase Sampling", [2] - [11] are some who used the auxiliary information in sample surveys.
[10] has worked on the problem in which ratio estimator has been considered for population mean under double sampling in presence of non-response for a univariate population.
In the present paper, we considered combined ratio estimators of the population means of a multivariate stratified population using double sampling in presence of non-response. Compromise allocations at first and second phase of double sampling are obtained by formulating the problems as multi-objective integer non-linear programming problems. Solution procedures are developed by using goal programming and fuzzy programming techniques. A numerical example is also worked out to illustrate the computational details. A comparison of the two methods is also carried out.
When auxiliary information is available, the use of Ratio method of estimation is well known in univariate stratified sampling. Formulae are also available to work out optimum allocations to various strata [12] . In multivariate case finding an allocation that gives optimum results for all the characteristics is not possible due to the conflicting nature of the characteristics. Compromise allocation is used in such situations. Furthermore, if the problem of non-response is also there, the situation becomes more complicated. The paper is structured as below:
In Section 2 of the manuscript combined ratio estimates for the population means of the "p" characteristics in presence of non-response using double sampling are constructed. Section 3 formulates the problem of obtaining compromise allocations for phase-I and phase-II of the double sampling as an integer nonlinear programming problem (INLPP). Sections 4 and 5 show that how these INLPP's can be transformed to apply the Goal Programming Technique (GPT) and the Fuzzy Programming Technique (FPT) to solve the transformed problems. Section 6 provides an application of the techniques through a numerical data. In the last Section 8 gives the conclusion and the future work trend for interested readers. In double sampling for stratification the combined ratio estimate of the population mean of the jth characteristics is given as
The Combined Ratio Estimate in Multivariate Stratified
where "CR" and "DS" stand for "combined ratio" and "double sampling" respectively. The sampling variance of
2 rjh S in (2) is defined as 
where, is the stratum co-variances of the jth characteristics of the non-respondents in the hth stratum [11] .
The total cost of the survey may be given w n may be used as its expected value. The total expected cost Ĉ of the survey is then given as ( )
Formulation of the Problem
In Phase I, we obtain the sample size h n in each stratum by minimizing variance given in (5) for fixed cost given in (7) . At Phase II subsample size from non-respondents group has been obtained by minimizing the sampling variance in (5) for given cost in (7).
Formulation of the Problem at Phase I
Expression (5) can be expressed as
where the terms independent of h n are ignored ( ) * 2 2 2 2 * 1 1 and
The cost constraint (7) 
(see [11] ).
Formulation of the Problem for Phase II
Ignoring the term independent from 
Then the multi-objective formulation of the problem at Phase II becomes 
Further let ( ) 
will give the increase in the variances due to not using the individual optimum allocation for jth characteristics.
Let 0 j d ≥ denote the tolerance limit specified for ( )
We have * ; 1, 2, ,
A suitable compromise criterion to work out a compromise allocation at phase-I will then be to minimize the sum of deviations j d . Therefore the Goal Programming problem at phase-I may be given as ( ) 
(See [13] ). Where 0; 1, 2, ,
are the goal variables. The goal is now to minimize the sum of deviations from the respective optimum variances.
Phase II
Similarly, at phase II Goal Programming formulation of the problem (15) 
Formulation as a Fuzzy Programming Problem
where ( ) 
where 0 δ ≥ is the decision variable representing the worst deviation level. 
Phase II
where 0 δ ′ ≥ is the decision variable representing the worst deviation level. The NLPPs may be solved by using the optimization software [14] . For further information about LINGO one may visit the site: http://www.lindo.com.
A Numerical Example
The data in Table 1 use are from [15] . A population of size 3850 N = is divided into four strata. Two characteristic 1 Y and 2 Y are defined on each unit of the population. Table 2 shows the other data. Each stratum is divided into respondents and nonrespondents as shown in Table 2 .
It is assumed that h v and * h k are known and the preliminary sample size 1000 n′ = . In the last column of Table 2 , 1 l = is for respondents group and 2 l = is for non-respondents group. The total cost for the survey is taken as C 3000 units. Out of which 750 units are for the preliminary sample n′ , 1900 units are for phase-I and 350 units are for phase-II. Table 1 and Table 2 , we compute the individual optimum allocation for each characteristic by using NLPP (11) will be the solution to: For 1 j = 
Compromise Solution Using Fuzzy Programming (Phase II)
Similarly, using data from Table 1 and Table 2 
Summary of the Results
In the following results obtained using Goal Programming Technique and Fuzzy Programming Technique are summarized. Table 3 and Table 4 show the values of the variance of the combined ratio estimates of the population means at Phase-I and Phase-II respectively, for the two characteristics. The figures show that both the approaches the Goal Programming Approach and the Fuzzy Programming Approach give almost same results. However, at Phase-I the Goal Programming Approach is slightly more precise in terms of the trace value (See [16] ). The Goal Programming and Fuzzy Programming technique and some other techniques like Dynamic Programming and Separable Programming can be used to solve a wide variety of mathematical programming problems. These techniques may be of great help in solving multivariate sampling problem also. Like determining the number of strata, strata boundaries and compromise allocations in multivariate stratified sampling. Little work has been done to solve the above mentioned optimization problems in real life situations. For example when the estimates of the population parameters used in formulating the problems are themselves treated as random variables with assumed or known distributions. In such cases the formulated problems becomes a multivariate stochastic programming. Further, apart from a linear cost function, nonlinear functions may be used that may include travel cost, labour cost, rewards to the respondent and incentives to the investigators etc. Interested researchers may expose these situations.
Conclusions

