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Abstract—Electrical network frequency (ENF) is the signature
of a power distribution grid which represents the nominal
frequency (50 or 60 Hz) of a power system network. Due to
load variations in a power grid, ENF sequences experience
fluctuations. These ENF variations are inherently located in a
multimedia signal which is recorded close to the grid or directly
from the mains power line. Therefore, a multimedia recording
can be localized by analyzing the ENF sequences of that signal
in absence of the concurrent power signal. In this paper, a
novel approach to analyze location forensics using ENF sequences
extracted from a number of power and audio recordings is
proposed. The digital recordings are collected from different
grid locations around the world. Potential feature components
are determined from the ENF sequences. Then, a multi-class
support vector machine (SVM) classification model is developed
to validate the location authenticity of the recordings. The
performance assessments affirm the efficacy of the presented
work.
Index Terms—Audio recordings, classifier, ENF, features, loca-
tion forensics, power recordings, root MUSIC
I. INTRODUCTION
Location forensics analysis yields an important tool for anti-
terrorist drives in regard to prevent and prosecute cyber crimes.
Location-stamp verifications can be implemented investigating
the variations of power system network frequency with respect
to its fundamental value. Power system frequency is subject to
instantaneous changes in accordance with load variations and
control methodologies. Electrical network frequency (ENF) is
the base frequency (50 or 60 Hz) of a power distribution sys-
tem and ENF sequences are generated due to the fluctuations
in frequency from the nominal ENF value. Since the ENF
variations are uniform for a particular grid and are separable
from grid-to-grid observation, these ENF sequences contain
recognizable patterns of a power grid. When a multimedia
signal (audio or video) is recorded close to a grid or directly
from the power supply line, power signatures of that specific
grid location are embedded into that recording due to the
electromagnetic interference (EMI). Thereby, the multimedia
recording can be applied for location forensics analysis in the
situation, when the concurrent power recording is absent. Since
ENF sequences carry the power signatures of a distribution
grid, audio or video authenticity can be tested for location-
stamp verification by extracting and analyzing the ENF signals
of the recordings.
In this paper, ENF sequences are extracted from a number
of power and audio signals recorded in different grid regions.
Root MUSIC algorithm [1] is used here to determine the
ENF sequences. To maintain a moderate computational cost
and complexity with considerably high precision, root MUSIC
algorithm is applied in this work. After extracting ENF signals,
potential feature vectors are obtained analyzing the statistical
characteristics of the ENF patterns. Then, a multi-class support
vector machine (SVM) classification model is trained and
tested by these features to locate the regions of recordings.
Thus, a complete location forensics validation framework
based on inspecting power grid frequency variation trends is
substantiated.
There are a number of works in which investigations of ENF
signal recordings and characteristics and their applications
in location-stamp verification are reported. A comprehen-
sive ENF analysis of digital audio recordings for forensics
and security applications is articulated in [2]. Several novel
methodologies on ENF extraction from power and multimedia
signals are proposed in [3] - [10]. However, a number of
location-stamp verification works based on ENF analyses are
reported in [11] - [15].
The proposed location forensic application system is de-
veloped and tested in MATLAB ® and the training and
testing accuracies to locate the regions of the power and audio
recordings are obtained as 91.50 % and 84.00 % respectively.
The major contributions of this research work are as follows.
• Proposes potential and efficient feature components from
extracted ENF sequences embedded in power and audio
recordings captured from different grid locations.
• Implements a custom SVM classification model to local-
ize the recordings effectively.
• Proposes a computationally cost-effective, simple and
similar or more efficient location forensics analysis
framework than those reported in [11] - [14].
This work significantly addresses the location-stamp validation
research work documented in [15]. This paper considers the
same studied recordings database and ENF extraction method-
ology which are considered in [15]. The extracted ENF signals
are decomposed into low outliers and high outliers segments in
[15] before extracting feature vectors and taking into account
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Fig. 1. Work flow of the proposed location forensics analysis system
those ENF segments, classification model is developed. The
main difference between this paper and [15] lies in defining the
feature extraction domain to train the classifier. The proposed
work may be less accurate than the work in [15] to some
extent, but it is computationally more time and cost effective
and less complicated for practical applications.
The remainder of this manuscript is organized as follows.
Section II describes the ENF extraction method and ENF
database generation work flow. Section III explains the pro-
posed feature components. Section IV presents the developed
classification model and its performance evaluations. Finally,
Section V draws conclusion and future scope of the research
paper.
II. LOCATION SPECIFIC ENF DETERMINATION AND
DATABASE GENERATION
There are power and audio recordings collected from nine
different grids in the training dataset [16]. The sampling
frequency of the recordings is 1 kHz. There are three 60 Hz
grids and six 50 Hz grids in the dataset. Table I presents the
grid locations and the associated grid names of the training
dataset. In the following, separation of the recorded power and
audio signals, extraction of ENF sequences and generation of
TABLE I
LOCATION FORENSICS OF THE TRAINING DATASET
Index Grid Location Notation
1 Texas A
2 Lebanon B
3 Eastern U.S. C
4 Turkey D
5 Ireland E
6 France F
7 Tenerife G
8 India H
9 Western U.S. I
* 60 Hz Grids: A, C and I
**50 Hz Grids: B, D, E, F , G and H
ENF database are documented. Fig. 1 presents the systemic
work flow of the proposed ENF based location authenticity
verification framework.
A. Power and Audio Signals Separation
An inputted power or audio recording is segmented into
a number of time frames. The window of each time frame
is empirically taken as 5 min long. The dominant or center
frequency fd of each signal component is determined using
short time Fourier transform (STFT). Then, the signal to noise
ratios (SNRs) are computed considering [fd − fb, fd + fb] as
the power band of each signal. Here fb = 0.5 Hz is the step
size of variation from the nominal frequency. Except this one,
other bands are considered as noisy segments. The band power
values are estimated using Welch power spectrum method.
From the SNR values, the recordings are separated as power
and audio signals. The conclusive derivation is that at the
nominal frequency or harmonics, the SNR values of the power
recordings are greater than those of the audio recordings.
B. ENF Extraction
ENF sequences are extracted from the disaggregated power
and audio recordings applying the following computational
process.
1) Power ENF: Each 5 min long power signal frame is
processed through a 2nd order Butterworth band-pass filter
designed with a frequency band of [40, 70] Hz. The filtered
signal is then segmented into a number of time frames for ENF
approximation. Each ENF time frame is empirically selected as
5 s long. Then, root MUSIC algorithm is applied to determine
the ENF values.
2) Audio ENF: Each 5 min long audio signal frame is
processed through a 2nd order Butterworth band-pass filter
designed with a frequency band of [fd − fb, fd + fb] Hz.
The filtered signal is decomposed into 15 s long time frames,
which overlap with each of the corresponding previous frames
for 10 s. This implies that the overlapping of each frame with
Fig. 2. Sample ENF sequences embedded in power recordings captured from
three 60 Hz grid locations
Fig. 3. Sample ENF sequences embedded in audio recordings captured from
three 60 Hz grid locations
Fig. 4. Sample ENF sequences embedded in power recordings captured from
six 50 Hz grid locations
other is approximately 66.67 %. In this follow-up, root MUSIC
algorithm is applied to extract the ENF values.
Figs. 2 - 5 present the sample ENF sequences extracted from
50 Hz and 60 Hz power and audio recordings from different
grid locations. The operating frequency fluctuations are subject
to time to time load variations and overall power system
control techniques. It is an accepted premise that loads change
instantaneously with an accordance of energy demand and
thereby the system frequency supposedly experiences random
fluctuations. The fluctuations are random but are synchronized
with load change such that if load increases, frequency goes
below its base value and if load decreases, frequency goes
up. If the control techniques are effective and reliable, less
Fig. 5. Sample ENF sequences embedded in audio recordings captured from
six 50 Hz grid locations
fluctuations in frequency are observed which result in less
instabilities in a distribution network. Therefore, it can be
stated that ENF sequences measure the stability index of a
power system.
From Fig. 2, it can be observed that the maximum ENF
variations from the nominal 60 Hz value for power recordings
captured from Texas, Eastern U.S. and Western U.S. lie
within the limits of [+0.02, -0.025] Hz, [+0.02, -0.03] Hz and
[+0.03, -0.025] Hz respectively. For audio recordings collected
from these three grids, the maximum ENF variations can be
observed from Fig. 3 lying within the limits of [+0.05, -
0.1] Hz, [+0.11, -0.12] Hz and [+0.15, -0.1] Hz respectively.
Similar observations can be made for 50 Hz power and audio
ENF signals from Figs. 4 and 5. From the approximated ENF
fluctuation values, it can be implied that 60 Hz grids have
better control methodology and more stable power system
networks in comparison with 50 Hz grids, which are prone
to large frequency variations during operation.
C. ENF Database Generation
From the extracted ENF sequences, 50 Hz and 60 Hz
components are separated by measuring the mean or average
values. Thus, for each power and audio recording 50 Hz and
60 Hz ENF signals are recognized separately and are stored
in dedicated databases.
It is to be noted that the above described power and audio
recordings separation, ENF sequences extraction and ENF
database generation steps follow the approach reported in [15].
III. PROPOSED FEATURE COMPONENTS
This section describes the feature vectors extracted from the
power and audio 50 Hz and 60 Hz ENF sequences. Statistics
and basic signal processing techniques are employed here.
Table II presents the extracted feature components from the
ENF signals.
From experimental analysis, crest factor (CF) and interquar-
tile range (IQR) are found to be potential feature functions.
For an ENF signal, CF is measured as the ratio of the peak
value to the root mean square (rms) value. IQR refers to the
difference between the ENF value below which lie 25 % of
the entire sequence data, and that below which lie 75 % of the
entire sequence data. IQR analyzes the ENF sequence in terms
TABLE II
EXTRACTED FEATURE COMPONENTS FROM THE ENF SEQUENCES
Power Audio
fd = 60 Hz fd = 50 Hz fd = 60 Hz fd = 50 Hz
1. Interquartile Range 1. Mean 1. Log Variance of Auto-
Correlation Sequence
1. Median
2. Log of Variance of Auto-
Correlation Sequence
2. Crest Factor 2. Interquartile Range 2. Power Spectral Density
3. Log of Final Prediction Error H
of AR(4) Model
3. Median 3. Median 3. 2nd Coefficient G2 of AR(4)
Model
- 4. Waveform Length 4. Modified Mean Absolute Value 4. Log of Variance of Auto-
Correlation Sequence
- 5. Interquartile Range - -
- 6. 2nd Coefficient G2 of AR(4)
Model
- -
of quartiles. Quartiles divide the data into four equal parts. The
values that divide each part are called the first (Q1), second
(Q2) and third (Q3) quartiles. Q1 is the middle value of the
first half of the sequence. Q2 is the median value and Q3 is
the middle value of the second half of the sequence. IQR is
equal to Q3 −Q1.
Welch power spectrum method is used to measure the power
spectral density of an ENF sequence, which is proved to be
a good feature component. However, 4th order autoregressive
AR(4) model of an ENF sequence can be expressed as -
f [k] = g1f [k−1]+g2f [k−2]+g3f [k−3]+g4f [k−4]+h (1)
Here g1 - g4 are the AR coefficients and h is the final
prediction error (the variance estimate of the white noise
input to the AR model). In this work, AR parameters are
estimated using Burg method, where g2 and log of h are
analyzed as potential feature components. Waveform length
is a good candidate to extract a potential feature component
Fc,WL, which is measured as -
Fc,WL =
n−1∑
j=1
|f [j + 1]− f [j]| (2)
Here n is the sequence length. However, Another potential
feature vector Fc,MA is derived from the modified mean
absolute value function. It is defined as -
Fc,MA =
n∑
j=1
0.5|f [j]|
n
(3)
Extensive experiments are run to extract and select the promis-
ing feature components. Then Euclidean distance matrices are
computed taking pairs of the features. The higher distance
value of a particular feature from other features makes it
a better feature for selection. All other features those are
extracted in the experiments such as 1st and 3rd coefficients
of AR(4) model, kurtosis, skewness, mode, 5th and 6th order
moments, r.m.s. shape factor, impulse factor and so forth have
very small and inconsiderable Euclidean distances with respect
to the presented features. Therefore, those are not considered
for final features to train the classification model.
TABLE III
TRAINED SVM MODELS FOR 60 HZ AND 50 HZ RECORDINGS
Power Audio
fd = 60 Hz fd = 50 Hz fd = 60 Hz fd = 50 Hz
1. AC 1. BF 1. AC 1. BF
2. AI 2. HF 2. AI 2. DE
3. CI 3. EF 3. CI 3. GH
- 4. DF - -
- 5. GF - -
IV. SVM CLASSIFICATION MODEL AND PERFORMANCE
EVALUATIONS
Based on the extracted feature components, a multi-class
SVM classification model is developed. In this “one-versus-
one” classification approach, radial basis function (RBF) ker-
nel is used. It is to be noted that the classifier algorithms are
very much similar to those applied in [15].
The algorithm for training task is as follows.
• After extracting feature components from the ENF sig-
nals, each feature vector Fc is used in SVM classification
algorithm as an input vector for training the prediction
model.
• Table III presents the trained SVM models. There are 14
trained SVM models in total.
The algorithm for the testing purpose is as follows.
• Let S is the set of trained SVM models.
• Then, based on the signal type (audio or power) and fd,
the most appropriate model is pulled up from S. Let the
pulled up model is Sj .
• Then, each feature vector Fc is fed into Sj .
• The output of Sj is the grid name (GN) associated with
the input signal. Thereby, the input signal is classified as
a particular GN. However, if the posterior probability of
the predicted GN is less than a specified threshold value
(0.6 in this case), then the output of the classifier is NoG.
Class NoG means ‘none of the grids’ implying that the
input is not a sample signal from any of the grids used
for training.
The ground truths of the testing dataset are available in [16].
Table IV presents the classification performance for different
systems. In the training task, all 60 Hz power samples are
TABLE IV
PERFORMANCE EVALUATIONS IN TERMS OF TRAINING AND TESTING
ACCURACIES (%) OF THE DEVELOPED CLASSIFIER
Power Audio
fd = 60 Hz fd = 50 Hz fd = 60 Hz fd = 50 Hz
Train. Test. Train. Test. Train. Test. Train. Test.
100.00 96.00 98.33 95.50 87.05 81.66 83.25 77.27
Power & Audio Training Power & Audio Testing
91.50 84.00
classified correctly, whereas the 50 Hz power samples are
recognized with more than 98 % accuracy. In the testing
scenario, 96 % of 60 Hz power samples are classified correctly,
whereas more than 95 % of 50 Hz power samples are identified
correctly. In the training casework, approximately 87 % of 60
Hz audio signals are localized correctly, whereas around 83 %
of 50 Hz audio signals are classified correctly. In the testing
scenario, more than 81 % of 60 Hz audio samples are classified
accurately, whereas more than 77 % of 50 Hz audio samples
are localized accurately. It can be observed that for both 60
Hz and 50 Hz data, power samples are localized more ac-
curately than the corresponding audio samples. This outcome
is somewhat expected here. For the overall training data, the
system is 91.50 % accurate, whereas for the overall testing
data, the system is 84.00 % accurate, which are considerably
good results for real-time location forensic applications.
V. CONCLUSION & FUTURE WORK
Location forensics analysis is an important tool for security
applications in the modern world. Different types of criminal
and anti-social activities can be prevented and prosecuted
by using location-stamp information of digital recordings.
Therefore, novel and reliable location authenticity verification
methods to investigate power and multimedia signals are
significant.
In this paper, an efficient location forensics analysis method
based on ENF signals of power and audio recordings captured
from different grid locations around the world is presented.
Potential feature components are extracted from the ENF se-
quences and a multi-class SVM classifier is developed to locate
the regions of recordings. The obtained locations are verified
with ground truths of the testing samples and the performance
evaluations underscore the reliability of the proposed work.
The future scope of the presented ENF based location
authenticity system is to employ the research methodologies
for video recordings in absence of concurrent power grid
signals. In addition, more robust ENF extraction technique can
be conceptualized and used for real-time security applications.
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