Fekete's lemma is a well known combinatorial result on number sequences. Here we extend it to the multidimensional case, i.e., to sequences of d-tuples, and use it to study the behaviour of a certain class of dynamical systems.
Introduction
Let f : {1, 2, . . .} → [0, +∞). Fekete's lemma [2, 3, 8] states that, if f (n+ k) ≤ f (n) + f (k) for all n and k, then
exists, and equals inf n≥1 f (n)/n. The consequences of this simple statement are many and deep; for example, the existence of a growth rate for finitely generated groups is a direct consequence.
More recently, we [7] have made use of Fekete's lemma to prove a result on unidimensional, nonsurjective cellular automata. These are presentations of global dynamics in local terms: each state is represented by a 1D configuration, and the global map changes the state of a site only by considering the states of neighboring sites. Nonsurjective ones are characterized by the existence of a configuration of a finite region of the space which has no predecessor according to the evolution rule; this can be restated from another point of view, by saying that nonsurjective cellular automata lose information within finite range. Fekete's lemma (1) then told us that such a cellular automaton must lose, on a finite region large enough, an amount of information essentially proportional to the size of the support itself; since this gives rise to extra channel capacity, we were able to produce a general algorithm to translate from a presentation using an n-inputs, 1-output local map-typical of cellular automata-to one employing n-inputs, n-outputs events, characteristic of a different class of presentations, specifically, that of lattice gases.
In this paper, we state and prove a multivariate version of Fekete's lemma. The motivation for this was to support the conjecture that our translation algorithm could be extended to arbitrary dimension. To prove our generalization, we rearrange a proof of (1) so that it works on sequences of integer d-tuples, after a suitable ordering on these is defined. After that, we use the more general result at our hands to show that the same phenomenon that allowed our conversion in dimension 1, actually occurs in arbitrary finite dimension. Incidentally, we get a criterion for cellular automata surjectivity.
Preliminaries
We indicate as Z + the set {1, 2, . . .} of positive integers.
Let (X i , ≤ i ), i ∈ I, a collection of preordered sets. The product ordering on the product space X = i∈I X i is the preorder ≤ π defined by
A directed set is a preordered set D = (X, ≤) whose preorder relation has the following property: for any two elements x, y ∈ X there exists z ∈ X such that both x ≤ z and y ≤ z. Any totally ordered set is a directed set. If each
Let D = (X, ≤) be a directed set and let f :
while the
We say that f converges to L ∈ R in D and write
Observe that both (3) and (4) exist and belong to R ∪ {+∞, −∞}. Obviously lim inf x∈D f (x) ≤ lim sup x∈D f (x) whatever D and f are. It follows from the definitions that lim
A pattern is a restriction of a configuration to a finite support, i.e., a map
A cellular automaton (briefly, CA) is a quadruple d, Q, N , f where the dimension d > 0 is an integer, the set of states Q is finite and has at least two distinct elements, the neighborhood index N is a finite subset of Z d , and the local evolution function f maps Q N into Q. The local evolution function induces a transformation on the space Q
called the global evolution function. It is easy to verify that the function (6) is continuous in the product topology. In addition, for every finite E ⊆ Z d , and calling
It is well known [1, 4, 5] that F is surjective iff F E is surjective for every finite E; it is also well known [6] that, if F is injective, then it is surjective. A CA is said to be surjective, injective, etc., if its global evolution function is.
Fekete's lemma, multivariate
To extend Fekete's lemma to functions of d variables, we need to find an ordering ≤ on the set Z Since Z + is totally ordered (hence directed) with the natural ordering, and our ultimate goal is to determine the behaviour of CA on patterns as their support "grows indefinitely large in all directions", we make ourselves clear that the "right" structure is given precisely by the product ordering (2). This intuition ultimately proves correct.
for all x 1 , . . . , x n , y j ∈ Z + , j ∈ {1, . . . , d}. Then
exists, and equals
Proof. Because of (7), for all j ∈ {1, . . . , d}, x 1 , . . . ,
with 0 ≤ r i < t i for all i. By applying (9) to all of the x j 's we find
where, in the next k'th line, each occurrence of f has k arguments chosen between the r's and d − k chosen between the t's, and is multiplied precisely by the q's corresponding to the t's. Now, if q is the quotient of the division of x by t, then lim x→∞ q/x = 1/t. It follows that, when we divide by x 1 · · · x d , if all the x j 's are large enough, then the first summand of second-hand term in (10) is very close to f (t 1 , . . . , t d )/t 1 · · · t d , and the other ones are very small: that is, for every ε > 0, there exists (
From this follows lim sup
This is true whatever the t j 's are, hence lim sup
The thesis then follows from the obvious inequality
An application to cellular automata
Let A = d, Q, N , f be a cellular automaton. If A is nonsurjective, then there must exist a support of suitable size where not every possible pattern is reachable, i.e., a part of the information is lost. We need to determine how large in size must this support be to allow a construction like ours [7] . Put q = |Q|. Call d-hypercube of sides s 1 , . . . , s d any set of the form for all x 1 , . . . , x n , y j ∈ Z + , j ∈ {1, . . . , d}. Consequently, the function
is subadditive in each of its arguments (and nonnegative). Let
By Theorem 1, λ f exists, and equals 
and
the last being possible because
which means that, for (x 1 , . . . , x d ) satisfying both (13) and (14), the loss of information is at least the size of the boundary: which is precisely the fact we use in [7] . Moreover, such loss of information can be made larger than any fixed value, provided all of the x j 's are large enough: which gives us a criterion for surjectivity. In particular, if Λ A is bounded, then A is surjective.
