Abstract. Let F be a nonarithmetic probability distribution on (0, oo) and suppose 1 -F(f) is regularly varying at oo with exponent a, 0<aál.
1. Principal theorems. Let A be a probability measure concentrated on [0, oo)(2) and let U be the associated renewal measure defined for any measurable set / by The main results of this paper deal primarily with the differences U(t+h) -U(t) for h>0 fixed, and t -*■ oo. The principal assumption is that Phas the form (1.2) \-F(t) = t~aL(t), t>0,
where O^a^l (fixed) and A is a slowly varying function (3) . Unless otherwise indicated, we also assume A is nonarithmetic; that is, we exclude the possibility that A concentrates the entire mass on the multiples of some positive real number. For a 5¿ 1, the arithmetic versions of Theorems 1 and 2 below were treated by A. Garsia and J. Lamperti, [5] (nothing was known in the case a=l). See §2(ii) for further discussion. Define the "truncated mean" function (1.3) m(t) = f (l-F(x))dx = t(Í-F(t))+ f xF{dx).
Jo Jo and similarly define a_ with inf in place of sup. Following Feller [3, p. 348], we say that z is directly Riemann integrable (dri) if the series defining the upper sum a" converges and a' -<r_->-0asA->0. It follows immediately that a dri function is bounded, measurable and (Lebesgue) integrable. Theorem 3. Let z be a nonnegative dri function on [0, oo) wAi'cA satisfies (1.7) z(t) = 0(1/0, t > 0.
If F has the form (1.2) with \<<xfí 1 then (1.8) ¡toZ(t-y)U{dy}^-m^-)[z(x)dx.
(3) A measurable ultimately positive function L on [0, oo) is regularly varying with exponent P if as t -> oo, L(xt)/L(t) -* x" for all x> 0. When p = 0, i.e., L{xt)¡L(t) -* 1, we also say L is slowly varying. We assume as known the various properties of slowly varying functions as described in [3, pp. 272-274] , or in [6] . Note that the function L in (1.2) must be bounded on bounded subintervals of [0, oo). Remarks. 1. Define a complex valued z to be dri if \z\ is dri as defined above. With this definition it follows readily from Theorem 3 that (1.8) holds for any dri z satisfying (1.7). 2 . Any piecewise continuous function on [0, co) vanishing off a compact interval is dri and certainly satisfies (1.7). In particular, taking z(x) = \ for 0 = x^h, and z(x)=0 elsewhere we have by (1.8) U(t+h)-U(t) = | z(t+h-x)U{dx} CJi
as t -*■ oo. (That m(t+h)~m(t), t ->• oo, h fixed, follows easily from monotonicity and regular variation of m, see Lemma 1.) Thus Theorem 3 is equivalent to Theorem 1 (we use Theorem 1 to prove Theorem 3). Similarly Theorem 4 (with 0 < a ^ %) is equivalent to Theorem 2.
For a generalization of (1.8) to nonintegrable but regularly varying z see §2(iii). § §3-8 of this paper are concerned with the proofs of Theorems 1-4. In §9 we give an application of the special case a -1 to obtain some curious limit theorems for the spent and residual waiting times of a renewal process. (2.1) [10] . When \<a-¿\ (2.1) may also be derived from Theorem 1 (1.4). We shall not do this however. Theorem 1 cannot be proved from (2.1).
(ii) Let A be an arithmetic distribution on (0, oo) which we suppose, without loss of generality, has span 1. (A distribution has span A > 0 if it is concentrated on the multiples of A and A is the largest such number.) The renewal measure U defined by (1.1) is also arithmetic with span 1. Denote by/n and un the mass assigned to the integer n by A and U. If A satisfies (1.2), i.e.,
00
\-E(n) = 2 Á = n-«L{n) n + l for some 0<a< 1 and slowly varying A, then (Lamperti-Garsia, 1962 ) for ^<a< 1
while for 0<aS^ the lim must be replaced by lim inf. However (2.3) does hold when 0<<x^ provided the limit is taken excluding a set of intergers having density 0.
These authors did not consider the case a=l (nor, for that matter, a = 0). The appropriate and true conclusion for a = 1 is
where, as before,
The proof of (2.3) and (2.4) starts with the following representation for un (see [5] n-*oo J9-»oo n-*co J. A. Williamson [11] has extended the results of Lamperti and Garsia [5] to include distributions not necessarily restricted to the positive integers nor to 1-dimension. He does not, however, consider nonarithmetic distributions. He also gives examples showing that (2.3) and its generalization to ¿/-dimensions cannot hold when a¿d/2 without making further assumptions on F. In this connection, see also [5, §3.4] .
(iii) Suppose the positive function z on (0, oo) is nondecreasing and regularly varying with exponent ß > 0. Consider the integral U*z(t) = f z(t-x)U{dx} = Ç z(t(\-y))U{tdy).
Jo Jo
By Theorem 5 U(ty)IU(t)^-y" and it follows that the measure U{tdy}/U(t)
converges weakly as t -*■ oo to the measure with density ay"'1. Furthermore
and the convergence is uniform in y, O^yH, since each ft(y) is monotone in y and the limit function (1 -y)B is continuous. We see therefore that (2.7) U*z(t) rz(t(\-y)) U{tdy) z(t)U(t) -r^^-jw-'* as t ->■ oo. Now iz(r)~(l +ß) §0 z(x) dx by Karamata's theorem on regular variation, [3, p. 273] . Hence using (2.1) we see that (2.7) may be put in the equivalent form
x^-wSwl-aySl«-'"-1* r(a+j8+i)r(2-«)
Notice that the proof of (2.7) and (2.8) did not depend on the renewal nature, (1.1), of U; (2.8) remains true when U>0 is any nondecreasing function regularly varying with exponent a, 0<a^ 1, and m is any function satisfying (2.1).
J. Teugels [10] gave a proof of (2.8) when z>0 is nonincreasing and regularly varying with exponent ß where -1 <ß = 0. The proof is much complicated by the fact that convergence in (2.6) is no longer uniform: when ß<0 the function [September (l-y)ß is not bounded at y=l. (Teugels imposes a supplementary and rather technical condition on U, in addition to regular variation, which seems to me to be unnecessary ; compare the proof in Feller [3, p. 447 ], of a result where similar problems arise.) Again the proof makes no use of the renewal properties of U.
The regular variation of z with exponent ß > -1 and to a lesser extent the monotonicity of z is clearly essential to the proof of (2.8). In particular, the condition ß> -1 cannot be dropped. When ß> -1, the integral j'0 z(x) dx occurring in (2.8) diverges to oo as t -» oo, while for ß < -1, J™ z(x) dx is finite for all large enough A. In this case, ß< -1, Theorem 3, §1, usually applies and leads to results directly opposed to (2.8). For example, let z(t) = t~5, t> 1 and z(i)= 1, t^ 1 (z is regularly varying with exponent ß = -5). Then J"™ z(x) dx=5/4 and, provided a > \, Theorem 3 gives m(t)U*z(t) -> Ca5/4< oo as t -> oo. On the other hand, if (2.8) were true we would get m(t)U*z(t) -> D(a, -5)5/4=co.
One last remark. As noted before, one could prove Theorem 5 from Theorem 1 (and Lemma 1) at least for £<aá 1. Since (2.8) depends only on Theorem 5 for the regular variation of U and since Theorem 3 is equivalent to Theorem 1, we see that (2.8) could be derived from Theorem 3, at least in principle, when the only data given, besides the function z, is that U is the renewal function of a distribution A of the form (1.2). In no way, however, can Theorem 3 be proved from (2.8).
(iv) The classical "strong" and "weak" renewal theorems assert respectively
as f->-oo, for any (nonarithmetic) distribution A on (0, oo) with mean /x^oo (l/fi is interpreted as 0 when fi = co). Since m(t) -> p, as t -»■ oo we may rewrite (2.9) and (2.10) as (v) It should be pointed out that when <x = l in (1.2), i.e., if A has the form 1 -F(t)=L(t)/t for some slowly varying A, then A may or may not have a finite mean. For an example when /¿<oo consider L(t) = [log(t+2)]~3~(logt)'3. For fi=oo, consider L(t) ~const >0.
As noted in (iv), the classical theorems already imply Theorem 1 (and 5) when jii<oo. Hence we shall assume from now on that ju = oo when a= 1 in (1.2).
3. Properties of distributions satisfying (1.2). Let A be of the form (1.2) (when a = 1 we assume in addition that A have infinite expectation, see §2). Let <j> be the characteristic function of A:
License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use Lemma 1. The function m defined by (1.3) is regularly varying with exponent \-a, and as t -> oo
We shall need the following immediate consequence of Lemma 1 : let -r¡ > 0, then provided a > 1 ¡2 and B>0,
Note. The restriction to a > 1/2 in (3.2) partly explains the failure (at least of the proof) of Theorems 1 and 3 when a ^ 1/2. See equation (5.11).
Proof. This lemma is a direct consequence of Karamata's theorem on regularly varying functions, see Lemma 2. y4i 0->O +
H7¡e« a=\ we have in addition to (3.3) rg(x)QÁdx} -r H^eïnm1)dx -*°> as 0^-0 + . Taking g(x) = eix we see that the right-hand side of (3.7) equals -i.
This proves (3.3).
Note. The preceding proof requires only minor changes to apply in the case 0<a<l.
In particular, a term 0(1 ¡Aa) must be added to the right side of (3.7); also QB converges to the measure with density (1 -a)x~a. In (3.7) one lets 8 -> 0 + followed by A -> oo. The remainder of the proof is then an evaluation of an improper integral. To prove (3.4), take real parts in (3.6). Then Re (1-¿(g)) 8L(l¡8)° § <*?m*- For the purposes of the next two lemmas put
Note that IP is positive since Re (1 -</>(x)) = ¡^ (1 -cos xt)F{dt) > 0, and symmetric: W(-x)=W(x). Also, W is unbounded (hence undefined) at all x for which <f>(x) = 1 (in particular at x=0); at all other x Wis continuous.
When a= 1 the constant on the right is replaced by
Remark. The integrability of W over bounded intervals containing the origin is, of course, part of the conclusion. This fact, however, is true for any distribution on (0, oo) (and for some distributions on the entire line) ; see [3, p. 578] .
Proof. A simple calculation using (3.9) and the asymptotic relations (3.3), 
for almost all x. (The exceptional set is at most countable.) Consider 0<e< 1 fixed but arbitrary. By (3.11) there is a A = A(e)>0 such that W(x)$(l±e)ka- t Jo Jo for all 9>0 and it follows that the measure with density qt(y) = (m(t)/t)W(y/t) converges weakly as t -> oo to a measure which when a= 1 is concentrated at the origin with total mass kx=-n/2 and when 0<a<l is absolutely continuous with density (1 -a)kay~a. Whence by the Fourier inversion theorem (5.6) P e-*xya(x)dx = 2TTga(X).
J -00
Clearly we may also apply our inversion formula (4.3) to obtain (5.7) T e~ikxya(x)ptt{dx} = 2m(t) f" e-il<>ga(8+X)W (8) Then hx(9+-n/t)= -h2 (8) where the last equality comes from (3.2) . This completes the proof of (5.15) and hence of (5.11). Let / be a bounded interval and let e > 0 be arbitrary but fixed. We can find continuous functions/+ and/-both with compact support such that Io. Our first task is to show
or, equivalently,
(See remark following the statement of Theorem 2.) Condition (1.2) with 0 < a < 1 is necessary and sufficient for F to be in the domain of attraction of the unique (apart from a scale factor) stable distribution with exponent a concentrated on [0, oo). Thus if a sequence {Bn} is chosen so that 0 < Bn f oo and n(\-F(Bn)) = nB-aL(Bn)^\ as n -*■ oo, then In addition to (7.3) a local limit theorem for nonarithmetic distributions due to C. Stone [9] implies the somewhat stronger result (7.4) A*Xi + A)-AkX0 = (h\Bk)qa(t/Bk) + 8k/Bk where Sfc->0 as k->co uniformly in r>0 ((7.3) only allows Fk'(t+h) -Fk'(t) hBk1qa(tBk1) for t and A fixed). Using (7.4) we prove (7.2) almost exactly as Garsia and Lamperti [5] prove the analogous inequality in the arithmetic case.
Thus from (1.1) and (7. 2°. To complete the proof of Theorem 2 we need the following lemma (also needed in the proof of Theorem 3).
Lemma 9. Let z be any nonnegative integrable (but not necessarily dri) function on [0, oo). Then (7.5) liminfw(í) f z(t-y)U{dy} ^ Ca P z(x) dx (0 «-►co Jo Jo < a Ú 1).
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To finish the proof of Theorem 2 we set z(x) = 1 for O^xSh, z(x)=0 elsewhere. Noting that m(t+h)~m(t) as t-*■ oo we get from (7.5) liminfm ( (cf. [3, p. 273] ). From (7.7), (7.8) , and (7.9) it follows that . From now on in addition to being dri we assume z satisfies (1.7). That is for some constant A < oo (8.3) 0 ^ z(x) ^ b/x, x>0.
We also assume \<a^ 1 in (1.2). Obviously our goal now is to show Í't /*CO z(t-y)U{dy) <, Ca\ z(x)dx. Next from m(t8-h)~m(t9)~ 01-aw(O as f -► oo, wé find a i0 so that for all t^t0 m(t) < 26a'1m(te-h).
Suppose now that t^t0, td-h^s0 and l^k^n.
Noting that t8-h^t-kh, by definition of n, we get m(t) < 28a-im(t8-h) ^ 20"-lfw(i-kh) and 9. An application. In this section we study the asymptotic behavior of the spent and residual waiting times associated with a renewal process whose waiting time distribution has the form (1.2) with a= 1.
A In general when p.=oo the most one can say is Yt -* oo and Zt -*• co in probability. However, if A has the form (1.2) with 0<a< 1, then Lamperti [7] and Dynkin [2] have shown that Yt/t and Zt/t have nontrivial limit distributions:
TT Jy for 0gz<oo and O^y^l. See also Feller [3, p. 447] . These writers show that (1.2) with 0<<x< 1 is in fact necessary and sufficient for YJt and Zt/t to have nontrivial limit distributions. (Dynkin proves that if Yt/ß(t) (or Zt/ß(t)) has a nontrivial limit distribution where ß(t) is regularly varying and approaches infinity as í -s> oo, then (1.2) holds for some 0 < a < 1 and j8(i)/i -* const.)
When a= 1 in (1.2) A may or may not have a finite mean (see §2(v)), but in either case it is quite straightforward to show that Yt/t ->-0 and Zt/t ->-0 in probability (see (9.4 ) for the precise rate). But as noted above if p.=co we also have Yt and Zt -> oo (in probability) so one might expect that some nonlinear normalization such as X(Yt)/ß(t) where A(0, ß(t) -*■ oo will yet produce a nontrivial limit distribution. The limit distribution in (9.2) is just the uniform distribution concentrated on the diagonal of the unit square, consequently we have the following.
Corollary.
(m( Yt) -m(Zt))/m(t) -> 0 in probability as t -> oo, and for 0 < 0 < 1 (9.3) lim PÍ^ á0\= lim p{^ g ö\ = 0.
v ' i-« \m(t) j t-« \m(t) } Remarks. 1. Since Zt and Yt -*■ oo in probability it is clear that the function m in these results may be replaced by any function mx such that mx(t) f oo and mx(t)/m(t) ->k*0 as t-► oo.
2. It should be pointed out that for any F on (0, oo) with a finite mean (9.3) (but not (9. Our last result gives precise information about the distribution of Yt/t and Zt/t for large r. Summing over all n j£ 0 gives (9.7) since 2 Fn' = U. Lemma 10. (i) Let at be defined by (9.5) with 0<a< 1. Then (9.8) at\t -^ 0 but at -»■ oo as t -> oo.
(ii) Lei e, 8 > 0. 7%e/i i/jere is a T>0 such that for all t^T and all \f^yi2t we have (9.9) iZf8<C/(,+S)-í/(,)<l±í8.
(We prove Lemma 10 later.) Let e, S>0 with 0<e<l be fixed but arbitrary. By Lemma 10, at->oo and (t-at)/t-+ 1 as *-* oo. Hence by choosing Tx sufficiently large we may assume that both (9.9) and the inequalities (9.10) ii+108 < t-at < t < 2/-108, at > 1008, and bounded by 1. Consequently by (9.7), (9.11) and (9.12) P{Yt ^ at, Zt > bt} = f f(y)U{dy) â "f/lWAt/* < i±f 2/->fc+1)8
A similar calculation gives
