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 SYNCHRONISATION ET ÉGALISATION D’UN CANAL QUI VARIE 
RAPIDEMENT EN FONCTION DU TEMPS 
 
 
Dinh Bao LE 
 
RÉSUMÉ 
 
Lors du développement d’un système de communication, on essaie d’obtenir une bonne 
performance au récepteur pour la plus grande variété de canaux. L’égalisation et la 
synchronisation jouent un rôle très important qui influence la performance au récepteur.  
 
D’une part, l’interférence entre symbole (IES) est un effet indésirable causé par le 
phénomène de trajets multiples. D’autre part, le comportement d’un canal est inconnu et 
variable en fonction du temps. Alors, l’égaliseur est utilisé pour éliminer l’effet néfaste d’un 
canal. En outre, il doit s’adapter aux variations indésirables d’un canal. Normalement, une 
séquence d’entrainement est utilisée pour obtenir la convergence des coefficients de 
l’égaliseur. Ensuite, le signal de sortie de décision remplace la séquence d’entrainement pour 
corriger un canal pendant le mode de décision. 
 
Au récepteur, lors de la démodulation, la synchronisation de trame permet de démoduler 
correctement les symboles ainsi que les trames de symboles. Dans le cadre de notre travail de 
recherche, tout d’abord, un modèle de canal qui varie rapidement en fonction du temps est 
construit. Ce canal introduit subitement des délais de plusieurs symboles pour modéliser le 
passage d’un mobile d’une situation de communication en ligne de vue directe à sans ligne 
de vue directe. Ensuite, par l’observation des variations des coefficients de l’égaliseur, une 
règle de changement du plus important coefficient pour adapter le changement d’un canal 
sera proposée. Enfin, lorsque l’égaliseur ne peut pas corriger des canaux, une méthode sera 
présentée pour obtenir la synchronisation au récepteur. 
 
Mots-clés : égaliseur, synchronisation de trame, variations des coefficients de l’égaliseur, 
convergence des coefficients 
 

 SYNCHRONIZATION AND EQUALIZATION FOR RAPIDLY TIME  
VARYING CHANNEL 
 
Dinh Bao LE 
 
ABSTRACT 
 
Future telecommunication systems require good performances at the receivers, such as a high 
data rate, low bit error rate (BER), etc. However, the transmitted signal changes when it 
travels from the transmitter to the receiver. It may be affected by the distance between the 
transmitter and the receiver, the environment, and the speed of the mobile. Hence, 
synchronization and equalization play an important role to demodulate received data 
correctly in a mobile system. 
 
On one hand, intersymbol interference (ISI) is an unwanted phenomenon caused by 
multipath fading. As a result, the receiver receives different versions of the same signal. On 
the other hand, the channel characteristics are often unknown and time variant. The equalizer 
is required to remove the ISI and compensate the negative effect of the channel. In addition, 
it must adapt to the channel variations which are undesirable. Normally, a training sequence 
is used to obtain convergence of the equalizer coefficients. Then, the decision directed mode 
benefits the entire transmission band to transmit information. 
 
Another important component is the frame synchronization, which helps to demodulate 
correctly the symbols and the frame of the symbol. As part of our research, the rapidly time 
variant channel is built. Then, by observing the variations of the coefficients of the equalizer, 
the change of the most important coefficient of the equalizer is found. Finally, if the 
equalizer can’t compensate the negative effect of the channel, a method which is based on the 
variation of the most important coefficient of the equalizer is proposed.     
 
Keywords: equalizer, synchronization, variations of the coefficients of the equalizer, 
convergence of the equalizer coefficients 
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 LISTE DES ABRÉVIATIONS, SIGLES ET ACRONYMES 
 
BER  Bit Error Rate 
 
dB Décibel 
 
DD RLS  Decision Directed Recursive Least Square 
 
EQM  Erreur Quadratique Moyenne 
 
IES  Interférences Entre Symboles (ISI- Intersymbol Interference) 
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LMS  Least Mean Square 
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QPSK Quaternary Phase Shift Keying 
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 INTRODUCTION 
 
Problématique 
Le développement des systèmes de communication sans fil est de plus en plus complexe et 
impose de nouvelles exigences, comme l’utilisation d’une bande de fréquence réduite, un 
débit élevé, une excellente qualité de service, etc. D’une part, dans la réalité, le déplacement 
du récepteur est souvent inconnu et variable. D’autre part, l’environnement dans lequel 
transitent les signaux varie en fonction du temps. Donc, le récepteur peut subir l’effet de 
trajets multiples ou délais de quelques symboles. C’est pourquoi la synchronisation et 
l’égalisation jouent un rôle très important. Dans un tel contexte, l’utilisation d’un égaliseur 
permet de corriger l’interférence entre les symboles (IES) et les évanouissements sélectifs en 
fréquence causés par les distorsions et la présence de trajets multiples dans le canal (Proakis, 
2001, p.660). De plus, le récepteur doit éliminer le décalage de la fréquence porteuse et celui 
de la phase. Il doit aussi détecter le symbole transmis par l’émetteur.  
Il y a plusieurs types de synchronisation: synchronisation de la fréquence, synchronisation du 
symbole, synchronisation de trame, etc. Malheureusement, dans quelques cas, si les canaux 
changent rapidement dans le temps, l’égaliseur ne peut pas bien fonctionner et la 
synchronisation peut être perdue au récepteur. 
 
Objectifs  
L’objectif de ce mémoire est de développer des stratégies de communication dans différents 
scénarios de canaux en séries qui changent fortement en fonction du temps. Les valeurs de 
l’erreur quadratique moyenne (EQM) et du taux d’erreur symbole sont calculées pour estimer 
l’efficacité de l’égalisation pendant le temps de chevauchement entre les canaux. 
L’observation des coefficients de RLS, qui contiennent les informations de délai du canal, 
permet de proposer un algorithme de correction des coefficients de RLS quand la 
synchronisation est perdue au récepteur. Sans cette correction, l’adaptation de l’égaliseur 
convergerait à un état où il y aurait perte de synchronisation : une avance ou un retard d’un 
nombre entier de symboles modulés. 
 

 CHAPITRE 1 
 
 
CANAUX DE COMMUNICATION À TRAJETS MULTIPLES 
Dans un système de télécommunication sans fil, la transmission des signaux traverse un 
environnement imprévisible. Malheureusement, pendant le temps de la transmission, il y a 
beaucoup d’effets physiques qui peuvent affecter le signal principal transmis. Alors, 
plusieurs techniques ont déjà été utilisées pour améliorer des performances au récepteur 
comme une technique de modulation, l’égalisation et la synchronisation, etc. « Pour évaluer 
les performances de telles techniques, une modélisation adéquate du canal doit être réalisée »  
(Chen, 2005, p.3). Le canal est un modèle qui peut présenter des effets physiques de 
l’environnement. C’est pourquoi le canal est le phénomène au centre de nos préoccupations.  
 
Dans cette partie, tout d’abord, l’effet de la propagation réaliste sera présenté. Ensuite, un 
modèle du canal qui change rapidement en fonction du temps sera proposé.  
 
1.1 Propagation trajets multiples, le modèle 
1.1.1 Effet de trajets multiples 
Dans un contexte de télécommunication, les signaux sont transmis à travers différents 
environnements. C’est pourquoi il y a réception de plusieurs versions du même signal, avec 
une amplitude et un délai propre à chacune. Ce phénomène rend difficile la détection du 
signal transmis. La Figure 1.1 introduit l’effet de trajets multiples. 
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Figure 1.1 Exemple de l’effet de trajets multiples 
 
Il y a deux types de propagation trajets multiples. Ce sont la vue directe (Line Of Sight : 
LOS) et la vue non directe (Non Line Of Sight : NLOS). Plus clairement, le trajet 1 dans la 
Figure 1.1 est le trajet LOS et les deux trajets 2 et 3 sont les trajets NLOS parce qu’il y a 
phénomène de réflexion dans les trajets deux et trois. Mathématiquement, le signal reçu au 
récepteur est la somme de tous les trajets qui sont donnés par l’équation (1.1) (Proakis, 2001, 
p.802) 
 [ ]( ) ( ) ( )n n
n
x t t s t tα τ= −  (1.1)
avec x  le signal reçu au récepteur; 
 ( )n tα  l’amplitude du trajet nqui varie en fonction du temps; 
 ( )n tτ  le temps de délai du trajet n. 
La réponse impulsionnelle du canal qui varie en fonction du temps est présentée par 
l’équation (1.2) (Proakis, 2001, p.802) 
 [ ]2 ( )( ; ) ( ) ( )c nj f tn n
n
c t t e t tπ ττ α δ τ−= −  (1.2)
avec cf  la fréquence porteuse du signal 
 
1.1.2 Distribution de Rayleigh 
Dans la réalité, le canal varie toujours en fonction du temps parce qu’il y a souvent un 
déplacement entre l’émetteur et le récepteur. Si tous les trajets sont NLOS, la fonction de 
5 
densité d’une distribution des amplitudes des trajets a une distribution de Rayleigh qui est 
donnée par l’équation (1.3): 
 
22
2
1( ) , 0
2
z
p z e zσ
σ
−
= ≥  
(1.3)
avec 2σ  la variance des variables aléatoires;  
 z  l’amplitude du signal reçu au récepteur. 
La moyenne de la distribution est donnée par l’équation (1.4): 
 
0
{ } ( ) 1.25
2
E z zp z dz πσ σ
∞
= = ≈  (1.4)
La Figure 1.2 présente une fonction de densité de probabilité d’une distribution de Rayleigh 
quand la valeur de σ égale à 1. 
 
 
Figure 1.2 Fonction de densité de probabilité d’une distribution 
de Rayleigh quand σ égale à 1 
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1.1.3 Distribution de Rice 
Dans le canal de Rayleigh, il n'existe pas de ligne de vue entre l'émetteur et le récepteur. Au 
contraire, dans le canal de Rice, le signal est composé d’une composante en ligne de vue et 
de composants trajets multiples. En outre, le signal direct est plus puissant que les autres. La 
densité de probabilité des amplitudes des trajets de Rice est donnée par l’équation (1.5) 
 2 2 2( )/2
02 2( ) , 0
r zz rzp z e I zσ
σ σ
− +  
= ≥    
(1.5)
où 2σ  est la variance du signal de trajet multiple; 
 r est l’amplitude du signal en ligne de vue; 
 0I  est la fonction de Bessel modifiée du premier type à l’ordre zéro. 
 
Dans le cas où la valeur de r est nulle, la distribution de Rice devient la distribution de 
Rayleigh. La distribution de Rice est souvent exprimée en fonction du paramètre K, qui est 
calculé par l’équation (1.6): 
 2 2
2 2
/ 2
2
c
a
P r rK
P σ σ
= = =  
(1.6)
avec cP  la puissance cohérence;  
 aP  la puissance aléatoire. 
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La figure 1.3 représente la distribution de Rice avec différentes valeurs de K. Quand la valeur 
de K est plus grande, la moyenne de la distribution est plus proche de r. Quand K est +∞, la 
distribution de Rice devient une distribution Gaussienne. 
 
1.2 Effet de Doppler 
S’il y a un déplacement entre l’émetteur et le récepteur, cela cause des variations de phase 
propres à chaque trajet pouvant générer de l’évanouissement au récepteur. Ce phénomène, 
appelé effet de Doppler, est associé au mouvement entre les radios. Supposons que l’émetteur 
soit fixe, plus le récepteur se déplace rapidement, plus les phases changeront rapidement et 
pourront rencontrer des affaiblissements rapides durant un laps de temps fixé (Parsons, 2000, 
p.109). Le décalage Doppler dépend de la fréquence porteuse ainsi que de la vitesse relative 
entre l’émetteur et le récepteur. On calcule la fréquence Doppler Df par: 
 
1D
vf f
c
 
= +    
(1.7)
L’équation (1.7) montre que la fréquence Doppler est la fréquence perçue par le récepteur. 
On note que si le récepteur se rapproche de l’émetteur, ça veut dire que v>0 et, par 
 
Figure 1.3 Fonction de densité de probabilité d’une distribution 
de Rice avec différentes valeurs de K quand σ égale à 1 
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conséquent Df f> . Au contraire, si le récepteur s’éloigne de l’émetteur, v<0 et, par 
conséquent Df f< . Dans la réalité, le décalage de la vitesse est exprimé comme un vecteur 
qui est calculé par l’équation (1.8) 
 
Tx Rxdv v v
→ → →
= −  
(1.8)
où Txv
→
soit le vecteur de la vitesse de l’émetteur et Rxv
→
soit le vecteur de la vitesse du 
récepteur. La valeur v est calculée par la relation entre le vecteur et le vecteur unitaire, 
partant de l’émetteur et pointant dans la direction du récepteur. 
 
. .cos( ( , ))d d dv v u v v u
→ → → → →
= = ∠  
(1.9)
 
1.3 Canaux à la réponse impulsionnelle étalée 
Il y a deux types de canaux: plat en fréquence et sélectif en fréquence. Pour les distinguer 
l’un de l’autre, on doit comparer la bande de cohérence du canal et la bande du signal. La 
bande de cohérence du canal est l’intervalle de fréquence pendant laquelle le canal est 
constant, c’est-à-dire qu’il ne change pas. Si la bande de cohérence du canal est plus grande 
que la bande du signal, le canal n’a qu’une réponse impulsionnelle non dispersive. Dans ce 
cas-là, le nom du canal est plat en fréquence. Les Figures 1.4 et 1.5 présentent la réponse 
impulsionnelle et la réponse en fréquence d’un canal plat en fréquence. 
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Figure 1.4 La réponse impulsionnelle d’un canal plat en fréquence 
 
 
Figure 1.5 La réponse en fréquence d’un canal  
plat en fréquence 
 
Dans la figure 1.5, la réponse en fréquence d’un canal est une ligne, cela signifie que sa 
valeur est constante. Donc, il n’y a pas d’effet de l’IES.  
 
Au contraire, si la bande de cohérence d’un canal est plus petite que la bande du signal, il y a 
réponse impulsionnelle d’un canal qui s’étale dans le temps. Dans ce cas-là, le canal est 
dénommé sélectif en fréquence. Les Figures 1.6 et 1.7 présentent la réponse impulsionnelle et 
la réponse en fréquence d’un canal sélectif en fréquence. 
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Figure 1.6 La réponse impulsionnelle d’un canal sélectif en fréquence 
 
 
Figure 1.7 La réponse en fréquence d’un canal sélectif en 
fréquence 
 
Dans la figure 1.6, il y a une réponse impulsionnelle selon trois composantes principales. On 
peut comprendre qu’il y a trois trajets ayant chacun leur délai et leur amplitude propres. La 
conséquence de cet effet est que la réponse en fréquence est variable.  
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Figure 1.8 Trois trajets d’un canal de sélectif en fréquence 
 
1.4 Modélisation proposée d’un mobile dans un environnement urbain avec 
passage rapide d’un canal à un autre 
Dans la réalité, le récepteur peut se déplacer avec une grande vitesse, comme dans le cas d’un 
mobile dans une voiture ou un avion, etc. Donc l’environnement de la transmission peut 
changer rapidement en fonction du temps. Par exemple: tout d’abord, une voiture se déplace 
dans un environnement urbain. Pendant ce temps-là, il y a beaucoup d’obstacles, comme des 
maisons, des arbres, etc., qui peuvent causer des difficultés sur la transmission entre 
l’émetteur et le récepteur. Le signal reçu au récepteur subit l’effet de trajets multiples, avec 
un nombre de trajets ainsi qu’un temps de délai qui sont inconnus. Ensuite, si la voiture entre 
dans le tunnel de la montagne, alors, l’environnement de transmission des signaux change 
rapidement. Une conséquence de ce phénomène est que le signal reçu est constitué de 
plusieurs répliques du signal principal avec des caractéristiques en amplitude et en phase 
propres à chacun des trajets. Dans quelques cas, le récepteur ne peut pas éliminer les effets 
néfastes du canal, puisqu’il ne peut pas obtenir précisément le signal désiré. Alors, le système 
de communication ne fonctionne pas correctement. Dans cette partie, un modèle du canal qui 
change rapidement en fonction du temps avec des délais importants sera construit. Ensuite, 
on trouve à quelle condition du canal le récepteur peut avoir une bonne performance ou 
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perdre la synchronisation. La Figure 1.9 présente un scénario du canal qui représente cette 
réalité. 
 
 
Figure 1.9 Scénario du canal dans la réalité 
Tirée de Kyosti et al. (2007, p.29) 
 
Normalement, le canal est caractérisé par beaucoup de facteurs comme le délai, des 
variations de l’amplitude et de la phase, le nombre de trajets, etc. L’égaliseur peut éliminer 
l’effet de trajets multiples. Dans quelques cas, l’égaliseur ne peut pas suivre le changement 
du canal. La Figure 1.10 présente le modèle du canal qui change rapidement en fonction du 
temps. 
 
1( )k n
2 ( )k n
10 t t< ≤
1 2t t t t− Δ < ≤
( )k n
 
Figure 1.10 Modèle du canal qui change rapidement en fonction du temps 
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avec d(n) le signal transmis par l’émetteur;  
 1 ( )k n  le signal de sortie de la fenêtre 1; 
 2 ( )k n  le signal de sortie de la fenêtre 2; 
 k(n) le signal reçu au récepteur. 
 
Un modèle réaliste de canal est présenté à la Figure 1.10. Les signaux de sorties du canal de 
Rayleigh et du canal de Rice sont passés par les fenêtres 1 et 2 qui ont les formes présentées 
dans la Figure 1.11 
 
 
 
Dans ce modèle du canal, tout d’abord, le signal d(n) est transmis par le canal de Rayleigh. 
En effet, la forme de la fenêtre 2 montre qu’elle éliminera tout le signal de sortie du canal de 
Rice pendant l’intervalle de temps[ ]10; t t− Δ . Alors, le signal reçu au récepteur pendant 
l’intervalle de temps [ ]10; t t− Δ  est le signal de sortie du canal de Rayleigh sans délai. 
Ensuite, de 1t t− Δ  à 1t , c’est le temps de chevauchement entre deux canaux. Le signal reçu 
au récepteur pendant ce temps-là est une somme entre le signal de sortie du canal de 
Rayleigh et le signal de sortie du canal de Rice qui sont passés des fenêtres un et deux. Enfin, 
à partir de 1t , le signal reçu au récepteur est le signal de sortie du canal de Rice avec des 
délais.  
 
1t t−Δ 1t 2t
Figure 1.11 Les formes des fenêtres un et deux du canal 

 CHAPITRE 2 
 
 
SYNCHRONISATION ET ÉGALISATION DES SYSTÈMES DE 
COMMUNICATION 
Dans un contexte de télécommunication, le signal principal subit toujours des effets 
indésirables, comme on les a présentés au Chapitre 1. Alors, le signal reçu au récepteur est la 
somme entre l’information principale et des informations interférentes du canal. C’est 
pourquoi, la synchronisation et l’égalisation sont des composantes importantes qui existent 
toujours au récepteur pour assurer que le récepteur démodule correctement le signal reçu. La 
Figure 2.1 présente un modèle simple d’un système de télécommunication. 
 
( )ej w te θ− +
Figure 2.1 Modèle du système de télécommunication 
Adaptée de Du (2010, p.259) 
 
La Figure 2.1 permet d’avoir une vue d’ensemble du système de télécommunication. Tout 
d’abord, des données d(n) sont modulées pour les adapter à la transmission du canal. « D’une 
part, le signal est directement transmis sur le canal avec une modulation en bande de base. 
D’autre part, le signal émis est centré sur une porteuse dans le cas d’une modulation avec 
porteuse » (Aksas, 2003, p.7). Ensuite, elles sont transmises sur le canal qui est caractérisé 
par sa bande passante, des trajets multiples, l’effet de Doppler et le bruit qu’il génère. Les 
données désirables au récepteur sont des données non modifiées par le canal. Cependant, il y 
a toujours une certaine imperfection, cela est dû aux composantes imparfaites, au bruit 
thermique ou aux interférences des autres communications. Alors, l’égaliseur éliminera 
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l’effet néfaste du canal par estimation du canal. La synchronisation du temps sera utilisée 
pour connaître le temps de début des données et du symbole. En outre, la synchronisation de 
la fréquence peut assurer que la fréquence de la porteuse et la fréquence de l’oscillateur local 
sont les mêmes. Le codage de canal n’est pas considéré dans ce mémoire. Le but le plus 
important de ce mémoire est d’estimer le fonctionnement des blocs égalisation et 
synchronisation de trame au récepteur. En supposant que la synchronisation de la fréquence 
et la synchronisation du symbole sont toujours obtenues au récepteur. 
 
2.1 Introduction à la synchronisation 
« Deux séquences d'événements sont synchrones si les événements correspondants dans les 
deux séquences se produisent simultanément » (Paul, 1978, p.3). Plus simplement, dans la 
réalité, le récepteur doit connaître exactement le temps, décalé par un délai de propagation, 
où les données ont été transmises. Alors, la synchronisation est une tâche essentielle et son 
échec cause la perte des performances du système de télécommunication. Une tâche difficile 
au récepteur est de récupérer les informations transmises en estimant bien des 
évanouissements. C’est pourquoi, il y a plusieurs niveaux de la synchronisation.  
 
La première technique de synchronisation est la synchronisation de l’horloge. Le rythme de 
l’horloge au récepteur est conçu pour avoir le même rythme que l’horloge à l’émetteur. 
Deuxièmement, on doit compenser le décalage de phase et de fréquence de la porteuse au 
récepteur, décalage qui existe toujours entre une porteuse de référence locale et une porteuse 
reçue. La boucle de verrouillage de phase est souvent utilisée dans ce cas-ci. Troisièmement, 
la synchronisation du symbole est utilisée pour échantillonner le symbole à l’instant idéal. La 
synchronisation de trame est une technique d’un autre niveau qui dépend des entêtes de la 
trame. En général, pour avoir la synchronisation de trame, la synchronisation de symbole doit 
être maintenue. « Dans quelques cas, la synchronisation de phase est maintenue après la 
synchronisation de trame » (Paul, 1978, p.20). 
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Figure 2.2 Synchronisation de la fréquence avec la boucle de 
verrouillage de phase 
Tirée de Roland (1999, p.42) 
 
La Figure 2.2 est un exemple de la synchronisation de la fréquence avec une boucle de 
verrouillage de phase. Supposons que ω଴ᇱ 	 est la fréquence initiale de la porteuse au 
récepteur. Soit une fréquence désirée, dans ce cas-là, la fréquence d’entrée 1ω . Alors, la 
boucle de verrouillage de phase sera utilisée. Après quelques itérations, le changement de la 
fréquence '0ω  a tendance à diminuer le décalage de la fréquence 0ωΔ . Enfin, après un temps 
Tp, la fréquence régénérée par la boucle a la même valeur que la fréquence de référence 1ω . 
On peut dire que, dans ce temps-là, la boucle de verrouillage de phase est fermée et elle 
conservera ce statut pour assurer que la fréquence ω଴ᇱ  ait toujours la même valeur que la 
fréquence de référence. 
 
Normalement, pour obtenir la synchronisation de trame, des bits connus constituant un entête 
ont été insérés avant les données principales. La Figure 2.3 donne un exemple de la structure 
de trame. 
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Figure 2.3 La structure de trame 
 
Des données préambules ne portent pas des informations, alors sa transmission est une 
dépense d’énergie. Dans ce mémoire, nous supposons que la synchronisation du symbole et 
de la phase sont maintenues, alors une méthode pour maintenir et corriger la synchronisation 
de trame est proposée.  
 
2.2 Introduction à l’égalisation 
Des trajets multiples et un délai du symbole causent l’effet de l’IES. « Alors, à la sortie du 
filtre de Nyquist, après le canal, le symbole qu’on veut extraire se trouve perturbé par 
l’interférence due aux symboles voisins et il n’est généralement pas possible de le détecter » 
(Aksas, 2003, p.24). Théoriquement, si le canal est connu, il est possible d’éliminer 
complètement l’effet de l’IES par utilisation de la méthode de  zero forcing, qui force la 
réponse impulsionnelle composée de tous les filtres de la chaîne à être nulle à tout instant 
sauf à l’instant zéro. 
 
 
Figure 2.4 Exemple d’une fréquentielle d’un canal et d’un égaliseur 
 
La Figure 2.4 présente un exemple de fonctionnement d’un égaliseur. Idéalement, l’égaliseur 
produit un spectre inverse du canal dans le but de corriger le canal. Plus clairement, 
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supposons que la réponse impulsionnelle du canal avec un trajet direct et un trajet secondaire 
est montrée par l’équation (2.1): 
 [1 0 ...0 ]
snT
h γ=  (2.1)
où γ  est la puissance de trajet secondaire qui est plus petite que un. 
La transformation dans un domaine de Z de l’équation (2.1) est donnée par: 
 ( ) 1 snTH z zγ= +  (2.2)
Alors, la réponse impulsionnelle de l’égaliseur est une fonction inverse de H(z) qui est 
exprimée par l’équation (2.3) 
 1
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H z z
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z z z
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γ γ γ
∞
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= = −
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= − + − +
  
(2.3)
L’équation (2.3) exprime une réponse impulsionnelle infinie. Alors, pour corriger le canal 
avec un trajet principal et un trajet multiple, la réponse impulsionnelle de l’égaliseur doit 
avoir minimum de deux coefficients. Cependant, dans la réalité, le nombre de trajets 
multiples est inconnu. Alors, le nombre de coefficients de l’égaliseur est souvent plus grand 
que deux. Dans ce cas-là, des coefficients supplémentaires, pour lesquels aucun écho 
significatif n’est présent, ne sont pas nécessaires pour corriger le canal. Mais plus le nombre 
de coefficients de l’égaliseur est grand, plus il prend du temps pour s’adapter au changement 
du canal. Alors, il n’est pas suffisant de choisir une très grande taille de filtre. La Figure 2.4 
présente une réponse impulsionnelle de l’égaliseur avec cinq coefficients pour un canal avec 
un trajet direct et un trajet secondaire. 
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Figure 2.5 Réponse impulsionnelle d’un égaliseur d’un canal avec un 
trajet principal et un trajet secondaire 
 
 
On remarque, dans la Figure 2.5, d’une part le premier coefficient est le plus grand 
coefficient et d’autre part, parce que la valeur de γ est plus petite que un, le deuxième 
coefficient est le deuxième plus grand coefficient.  
 
Cependant, des égaliseurs classiques, comme l’égaliseur transverse par  zero forcing, 
l’égaliseur à erreur quadratique minimale ou encore l’égaliseur à maximum de 
vraisemblance, souffrent de deux limitations communes: D’une part, ils imposent une charge 
de calcul important, et, d’autre part ces égaliseurs ont un caractère « statique » (Baudoin 
etal., 2002). Dans la réalité, le canal varie toujours en fonction du temps. Alors, il est 
nécessaire de trouver une méthode qui peut assurer que les coefficients d’un égaliseur sont 
mis à jour pour adapter le changement du canal qui est souvent inconnu. Dans ce mémoire, 
deux types d’égaliseurs adaptatifs qui sont classifiés par leurs caractéristiques de la linéarité. 
Ce sont l’égaliseur adaptatif linéaire transverse comme linear transversal equalizer – least 
mean square (LTE-LMS), l’égaliseur linéaire transverse avec adaptation à l’aide de 
l’algorithme des moindres carrés récursifs (LTE-RLS) et l’égaliseur non linéaire transverse, 
comme l’égaliseur linéaire transverse avec adaptation à l’aide de l’algorithme de décision 
directe des moindres carrés récursifs (DD-RLS). 
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« L’égaliseur adaptatif est un filtre transversal composé de ligne de retard kTs » (Aksas, 2003, 
p.33). Après chaque intervalle de temps kTs, chaque coefficient de l’égaliseur est mis à jour 
par un algorithme d’adaptation. Ensuite, une valeur optimale sera calculée par la somme des 
échantillons. Il y a beaucoup de méthodes de calcul des coefficients de l’égaliseur. Chaque 
méthode a ses avantages, mais a aussi ses désavantages. Dans tous les cas, les coefficients de 
l’égaliseur obtiennent des valeurs optimales qui permettent de corriger le canal.  
 
2.2.1 Égaliseur linéaire avec algorithme du gradient stochastique (LTE-LMS) 
L’algorithme LMS est le plus simple et important de la classe des stochastic gradient 
algorithms et il possède deux grands avantages. « Premièrement, il évite de calculer 
précisément une statistique du signal comme covariance, covariance croisée qui sont très 
compliquées et ne peuvent pas être implémentées dans la réalité. Pour résoudre cette 
problématique, cet égaliseur utilise une mécanique d’apprentissage qui peut approximer une 
statistique du signal. Deuxièmement, il utilise une mécanique de poursuite qui peut 
poursuivre une variation de la statistique du signal » (Sayed, 2007, p.163). Une combinaison 
de deux mécaniques permet de prévoir une statistique du signal, et puis il peut adapter le 
changement de l’environnement pour maintenir une bonne performance du système de 
télécommunication. Le LMS est une méthode populaire de stochastic gradient algorithms 
parce qu’il est aussi simple et facile à calculer. On peut diviser par deux composantes 
processus de LMS. Ce sont (Haykin, 2002, p.231): 
 
Processus de filtrage: calcul de la sortie d’un filtre linéaire en réponse à un signal d’entrée, 
estimation d’erreur en comparant cette sortie avec une réponse désirée. 
 
Processus adaptatif: comporte le réglage automatique des paramètres du filtre en conformité 
avec l’erreur d’estimation. 
 
Après quelques itérations,  la valeur de l’erreur ne change pas. À ce moment-là, les 
coefficients de LMS sont convergents. La Figure 2.6 présente le schéma du filtre adaptatif: 
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1z− 1z− 1z−
0w 1w 2w 1Nw −


 
Figure 2.6 LMS algorithme 
Adaptée de Haykin (2002, p.116) 
 
avec 1z −  le délai échantillonnage.  
Mathématiquement, il y a trois étapes de mise à jour des paramètres de LMS: 
1) Calculer la valeur du signal estimé 
 ( ) ( ) ( )Hy n w n r n=  (2.4)
2) Estimer l’erreur entre le signal de sortie du filtre et le signal de référence 
 ( ) ( ) ( )e n d n y n= − (2.5)
3) Mettre à jour les coefficients de LMS qui sont contrôlés par la valeur de l’erreur ( )e n  
 *( 1) ( ) ( ) ( )w n w n r n e nμ+ = +  (2.6)
avec ( )y n  le signal estimé;  
 μ le pas d’adaptation; 
 * ( )e n  la valeur conjuguée de l’erreur e(n); 
 ( )w n  le vecteur coefficient du filtre. 
 
À chaque itération, les coefficients de LMS sont mis à jour pour adapter le changement du 
canal. Si le LMS fonctionne bien, après quelques itérations, les coefficients sont convergents, 
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en supposant que M est le nombre de coefficients de l’égaliseur. Une complexité de  
l’algorithme LMS est analysée par (Sayed, 2008, p.166): 
 
• pour mettre à jour la valeur y(n) de l’équation (2.4) à chaque itération, on doit utiliser M 
multiplications complexes et M-1 additions complexes. Cependant, on a besoin de quatre 
multiplications réelles et de deux additions réelles pour une multiplication complexe. 
Alors, on utilise 4M multiplications réelles et 4M-2 additions réelles pour obtenir chaque 
valeur de y(n); 
• pour calculer la valeur e(n) de l’équation (2.5), on a besoin d’une addition complexe ou 
de deux additions réelles; 
• pour trouver la valeur *( ) ( )r n e nμ , il prend M multiplications complexes. Cela signifie 
qu’on prend 4M multiplications réelles et 2M additions réelles; 
• pour mettre à jour les coefficients de l’égaliseur de l’équation (2.6), on utilise M additions 
complexes ou 2M additions réelles. 
 
En conclusion, l’algorithme de LMS prend 8M+2 multiplications réelles et 8M additions 
réelles par chaque itération.  
 
2.2.2 Égaliseur linéaire avec algorithme des moindres carrés récursifs (LTE-RLS) 
L’algorithme LMS est plus simple et plus facile à implémenter. Cependant, il présente un 
inconvénient. Son temps d’adaptation est lent. «  Alors, si l’application nécessite une rapidité 
de convergence plus importante, on peut utiliser un algorithme du second ordre, comme 
l’algorithme des moindres carrés récursifs » (Haykin, 2002, p.209). Les étapes 
d’implémentation de l’algorithme de RLS sont présentées de cette manière: 
Tout d’abord, on choisit (0) 0w = ; 1(0)P Iδ −=  
1) Calculer une valeur de Kalman 
 ( 1) ( )( )
( ) ( 1) ( )H
P n u nk n
u n P n u nλ
−
=
+ −
 (2.7)
2) Estimer l’erreur entre le signal de sortie du filtre et le signal de référence 
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 ( ) ( ) ( 1) ( )He n d n w n u n= − −  (2.8)
3) Mettre à jour les coefficients de RLS qui sont contrôlés par la valeur d’erreur ( )e n  
 *( ) ( 1) ( ) ( )w n w n k n e n= − −  (2.9)
4) Mettre à jour la matrice P(n) 
 1 1( ) ( 1) ( ) ( ) ( 1)HP n P n k n u n P nλ λ− −= − − −  (2.10)
avec ( )k n  le coefficient du filtre de Kalman;  
 ( )P n  la matrice de corrélation inverse de u(n); 
 ( )d n  le signal de référence; 
 λ le facteur de RLS; 
 ( )e n  l’erreur entre le signal de référence et le signal estimé du filtre. 
 
Avec l’algorithme LMS, une correction est basée sur trois facteurs: le paramètre étape de la 
taille µ, une valeur d’erreur ( )e n  et une valeur d’échantillon du signal d’entrée u(n). Au 
contraire, avec l’algorithme RLS, une estimation constituée de deux facteurs: l’erreur e(n) et 
le coefficient du filtre de Kalman ( )k n  qui contient l’inverse de la matrice de corrélation. 
Alors, le fonctionnement de l’algorithme LMS est basé sur un vecteur. Au contraire, des 
coefficients de l’algorithme de RLS sont mis à jour par la définition d’une matrice. C’est 
pourquoi, l’algorithme RLS est complexe. Si une application prend un long filtre avec 
beaucoup de coefficients, il est difficile, dans la réalité, de faire l’implémentation. 
 
Pour trouver exactement le nombre de multiplications et d’additions ainsi que le nombre de 
divisions, les équations (2.9) et (2.10) sont réécrites par (Sayed, 2008, p.200): 
 * 1 * 1 * 1 *
1 1 1 1 *
1
1( ( )) ( ( )).( ).
1n n n n n n n n n n n n
P u P u P u u P u
u P u
λ λ λ λ
− − −
− − −
−
−
= −
+
 (2.11)
  * 1 * 1 * 1 *
1 1 1 1 *
1
1( ( )) ( ( )).( ).
1n n n n n n n n n n n n
P u P u P u u P u
u P u
λ λ λ λ
− − −
− − −
−
−
= −
+
  (2.12)
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Tableau 2.1 Estimation des nombres de multiplications réelles, additions  
réelles ainsi que le nombre de divisions réelles de RLS 
Tiré de Sayed (2008, p.201) 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 Multiplication Addition Division
1n nu w −  4M 4M-2  
1( ) n nd n u w −−  2  
1 *
nuλ−  2M   
1 *
1n nP uλ −−  24M  M(4M-2)  
1 *
1n n nu P uλ −−  4M 4M-2  
1 *
11 n n nu P uλ−−+   1  
1 *
11 / (1 )n n nu P uλ −−+    1 
1 *
1 1 *
1
1( ).
1n n n n n n
u P u
u P u
λ λ
−
−
−
−
+
 1   
1 *
1 * 1
1 1 1 *
1
( ).
1
n n
n n
n n n
uP uP u
u P u
λλ λ λ
−
−
−
−
− −
−
+
2M   
*
n nP u   2M  
*
1.( ( ) ( )n n n nP u d n u w −−  4M 2M  
nw   2M  
Total 24 16 1M M+ + 24 12 1M M+ −  1 
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2.2.3 Égaliseur non linéaire avec algorithme des moindres carrés récursifs basé sur 
des décisions (DD-RLS) 
 

 
Figure 2.7 Algorithme de décision directe RLS 
Adaptée de Ding (2001, p.24) 
 
L’idée principale d’une méthode de décision directe RLS est d’utiliser le symbole démodulé 
précédent pour éliminer l’effet de l’IES du symbole présent. Il y a deux modes dans cet 
algorithme: le mode d’apprentissage et le mode de décision. Tout d’abord, durant le mode 
d’apprentissage, une séquence de données connues sera utilisée pour calculer l’erreur e(n) 
qui mettra à jour des coefficients de l’égaliseur. Pendant ce temps-là, les coefficients de RLS 
sont modifiés pour minimiser la valeur de l’EQM. À la fin de cette période, la majorité de 
l’IES est supprimée (Ding, 2001, p.39). Cependant, l’utilisation d’une séquence 
d’apprentissage diminue le débit de données ou affecte l’efficacité du système. C’est 
pourquoi un mode de décision est utilisé pour remplacer le symbole démodulé x(n), comme 
le symbole d’apprentissage. Parce qu’il y a le mode de décision, l’égaliseur devient une 
méthode non linéaire. Toutes les étapes de mise à jour des coefficients de l’égaliseur, ainsi 
que le nombre des multiplications réelles, des additions réelles et le nombre des divisions 
réelles sont les mêmes que celles de l’algorithme RLS. 
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2.3 Comparaison des performances des filtres LMS, RLS et DD-RLS 
Tableau 2.2 Comparaison des nombres de multiplications réelles,  
additions réelles et divisions réelles entre LMS, RLS et DD-RLS 
Adapté de Sayed (2008, p.293) 
 Multiplication Addition Division 
LMS 8M+2 8M  
RLS 24 16 1M M+ +  24 12 1M M+ −  1 
DD-RLS 24 16 1M M+ +  24 12 1M M+ −  1 
 
On remarque, dans le tableau 2.2, que RLS exige plus d’étapes de multiplications, 
d’additions ainsi que de divisions que LMS. En effet, supposons que l’égaliseur utilise cinq 
coefficients, à chaque itération, LMS doit implémenter 42 fois des multiplications, 40 fois 
des additions pour obtenir une valeur de sortie y(n) du filtre. Cependant, RLS doit prendre 
181 fois des multiplications, 159 fois des additions et une fois une division. Alors, la 
conséquence de cet algorithme est la complexité du système, le temps de calcul, une grande 
capacité du tampon.  
 
 
Figure 2.8 Comparaison des performances des filtres LMS, RLS  
et DD-RLS 
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La Figure 2.8 montre une comparaison des filtres LMS, RLS et DD-RLS. On remarque dans 
la Figure 2.8 que les vitesses de convergence du RLS et DD-RLS sont plus rapides que LMS. 
En outre, RLS peut obtenir une meilleure performance que LMS. Il n’y a pas beaucoup de 
différences de performances obtenues entre des méthodes de RLS et DD-RLS dans ce cas-là, 
comme le temps d’adaptation, une valeur de l’EQM. 
 
Chaque égaliseur a ses avantages ainsi que ses inconvénients par rapport aux autres. Alors, le 
choix du type de l’égaliseur dépend de beaucoup de spécifications. En effet, si le canal 
change rapidement en fonction du temps, il est préférable de choisir le type de RLS ou  
DD-RLS pour assurer une adaptation rapide. Au contraire, l’utilisation du type LMS nous 
permet d'obtenir une stabilité et une lente convergence ainsi que de profiter de l’avantage 
d’utiliser moins de ressources par rapport à RLS et DD-RLS. L’égaliseur non linéaire peut 
fonctionner sans le signal de référence.  
 
 
 
 
 CHAPITRE 3 
 
 
CONCEPTION D’UN ALGORITHME CORRECTION DES COEFFICIENTS  
DE L’ÉGALISEUR 
Ce chapitre présente les résultats de simulation de l’égaliseur, dont la problématique a déjà 
été vue dans la sous-section 1.4. La première partie de ce chapitre présente la performance de 
l’égaliseur. Ceci implique une simulation de la détection pour générer une séquence reçue qui 
est comparée à celle qui est transmise pour calculer la valeur taux d’erreur symbole (TES). 
Ensuite, des coefficients de l’égaliseur sont observés et analysés. Une méthode pour corriger 
des coefficients d’égalisation est ensuite proposée pour améliorer les performances lorsque la 
synchronisation est perdue due aux variations de la réponse impulsionnelle du canal.  
 
3.1 Performance de l’égaliseur dans la sous-section 1.4 
L’objectif le plus important d’un système de communication est de minimiser l’erreur entre 
l’émetteur et le récepteur, qui est toujours présente dans la réalité. La valeur de l’erreur 
quadratique moyenne (EQM) est souvent calculée pour estimer le fonctionnement et la 
performance d’un égaliseur ainsi que d’un système de communication. La construction du 
scénario du canal est présentée dans la sous-section 1.4 et il est simulé avec un temps 
d’échantillonnage symbole (Ts) de 410− (s) et à une petite valeur de la fréquence Doppler de 
0.01(Hz). Ces paramètres ainsi que ceux qui suivent sont quelque peu arbitraire et choisis 
pour illustrer la technique. L’estimation de la performance de l’EQM dépend de quatre 
paramètres: le pas de l’algorithme, le nombre de coefficients de RLS, le temps de 
chevauchement et une puissance du bruit. La simulation se fait avec Matlab, le nombre de 
coefficients est fixé à cinq, la valeur λ est de 0.99, et le temps de chevauchement égale à 0.2 
seconde. Cela signifie que le canal doit subir l’effet de trajets multiples pendant 0.2 seconde. 
Le canal est quasiment idéal avec le rapport signal sur bruit (SNR) à 30 dB où la puissance 
du signal émise est mille fois plus importante que la puissance d’évanouissement au 
récepteur. La modulation utilisée est la modulation de phase en quadrature, Quadrature 
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Phase Shift Keying (QPSK), le diagramme de constellation comporte donc quatre points, et 
chaque point est codé par deux bits. 
 
Le signal est toujours reçu avec un délai au mieux dû à la propagation de l’onde mais qui 
peut aussi être rallongé par des délais de traitement numérique et analogique. Dans cette 
partie, on considère le canal de trajets multiples avec un trajet principal sans délai, de 
puissance unitaire, et un trajet secondaire, avec un retard de 2 symboles ainsi qu’une 
puissance réduite et constante, qui sont présentés dans la Figure 3.1 
 
 
Figure 3.1 Délai de deux symboles d’un canal 
 
où   α     est la puissance du trajet secondaire qui est plus petite que un. 
La combinaison des trajets multiples et du délai de canal engendre l’effet de l’interférence 
entre symboles (IES). L’égaliseur, tel que celui illustré à la Figure 3.2, peut éliminer l’effet 
de l’IES. Ainsi, un égaliseur adaptatif, après quelques itérations, produit un signal dont la 
valeur de l’EQM par rapport au signal transmis dépend plus du bruit que de la réponse 
impulsionnelle d’un canal. 
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v(n)
^
( )ny − Δ
 
Figure 3.2 Schéma de l’égaliseur au récepteur 
Adaptée de Ding (2001, p.40) 
 
avec Δ une valeur constante qui présente le délai du symbole. 
Un égaliseur des moindres carrés récursifs basé sur des décisions (Decision directed RLS), 
est utilisé dans cette partie. Le schéma de l’égaliseur est présenté dans la Figure 3.2. On note 
que la séquence d’apprentissage est le signal d’entrée du canal avec un délai de quelques 
symboles. 
 
Une valeur de l’EQM, est utile pour comparer plusieurs estimateurs, et est calculée pour 
estimer le fonctionnement d’un égaliseur ainsi que d’un système de communication. La 
définition de l’EQM, dans ce cas, est donnée par l’équation (3.1): 
 2( ) ( ) ( )EQM n E y n d n = −   (3.1)
avec ( )y n  le symbole estimé;  
 d(n) le symbole émis. 
 
L’EQM est donc égale au carré de la valeur de l’erreur e(n). Si l’égaliseur fonctionne bien, 
après quelques itérations, l’EQM convergera vers une valeur constante. 
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Figure 3.3 EQM de l’égaliseur avec un trajet principal  
et un trajet secondaire 
 
La figure 3.3 montre la valeur de l’EQM en fonction du temps, dans un contexte où il y a un 
trajet secondaire. On remarque que, pendant le temps de zéro à 0.4s et de 0.6s à 1s, 
l’égaliseur fonctionne bien avec la valeur moyenne de l’EQM, qui est inférieure à 
-20 dB. Au contraire, pendant le temps de chevauchement, l’EQM augmente rapidement 
pour obtenir la valeur maximale de -15 dB. On peut conclure que les performances de 
poursuite sont faibles pendant le temps de chevauchement. 
 
Supposant que le signal d’entrée du canal est: 
 
( ) ( ) ( )s
k
d t d k t kTδ
∞
=−∞
= −  (3.2)
avec ( ) ( )sd k d kT=  
Le signal de sortie du canal de Rayleigh est obtenu par l’équation (3.3) 
 
1 1( ) ( ) ( )sr t d k h t kT
∞
−∞
= −  (3.3)
De la même façon, le signal de sortie du canal de Rice est donné par l’équation (3.4) 
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2 2( ) ( ) ( )sr t d k h t kT
∞
−∞
= −  (3.4)
Du fait que les deux signaux sont passés par deux fenêtres, F1 et F2, mathématiquement, le 
signal total r(t)est donné par l’équation (3.5): 
 1 2 2
1 1 2
1 1 1 2 2 2( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )
N N N
s s s s
k N N N
IES
r t d k h t kT d k h t kT F d k h t kT F d k h t kT
∞
=−∞
= − + − + − + −   

(3.5)
où 1 ( )h t  et 2 ( )h t  sont des réponses impulsionnelles du canal de Rayleigh et Rice qui 
varient en fonction du temps. 
Les définitions des fenêtres F1 et F2sont les suivantes: 
 
1
1 ; 0 0, 4
5 3 ; 0, 4 0,6
0 ; 0, 6 1
t
F t t
t
< <
= − + ≤ ≤ < ≤
 
(3.6)
et 
 
2
0 ; 0 0, 4
5 2 ; 0, 4 0,6
1 ; 0,6 1
t
F t t
t
< <
= − ≤ ≤ < ≤
 
(3.7)
Pendant le temps de chevauchement, l’EQM est donné par l’équation (3.8): 
 2^
( ) ( ) ( ) ; 0,4 0,6EQM t E y t y t t
 
= − − Δ ≤ ≤  
 
(3.8)
2^
1 2( ) ( )( 5 3) ( ) ( )(5 2) ( )s sE d k h t kT t d k h t kT t y t
 
= − − + + − + − − Δ  
 
En revanche, en l’absence F1 et F2 la valeur 
2^
1( ) ( ) ( )sE d k h t kT y t
 
− − − Δ  
pendant 
l’intervalle de temps de [0,4;0,6]s égale toujours à -20 dB si l’égaliseur fonctionne bien, 
l’EQM converge et obtient toujours une valeur constante. L’équation (3.8) exprime une 
fonction linéaire qui varie en fonction du temps. Ainsi l’EQM pendant le temps de 
chevauchement varie en fonction du temps. La valeur maximale est de -15 dB au temps 
t=0,5s. Ensuite, à partir de 0,6s, l’EQM est donné par l’équation (3.9): 
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 2^
2( ) ( ) ( ) ( ) ; 0,6 1sEQM t E d k h t kT y t t
 
= − − −Δ ≤ ≤  
 
(3.9)
On remarque que, dans cet intervalle de temps, le canal ne subit pas l’effet de l’IES. Donc, le 
symbole est corrigé par l’égaliseur et la valeur dont l’EQM convergevers-20 dB.  
 
3.2 Observation les coefficients de l’égaliseur 
Les coefficients d’un égaliseur jouent un rôle important. En effet, l’observation des 
coefficients d’un égaliseur permet de fournir beaucoup d’information d’un canal. Dans la 
première partie de ce sous chapitre, on trouvera la relation entre l’EQM et les coefficients de 
RLS. Ensuite, un algorithme de variation des coefficients de RLS sera présenté. 
 
3.2.1 Observation les coefficients de l’égaliseur pendant le mode d’apprentissage 
Il y a deux modes dans l’égaliseur comme dans la Figure 3.2. Ce sont le mode 
d’apprentissage et le mode de décision. Dans la simulation, le temps du mode 
d’apprentissage est d’une durée de 0,02s. Cela signifie que 200 symboles sont nécessaires 
pour adapter le récepteur. 
 
z−Δ
1z− 1z− 1z− 1z−( )d n
( )r n
1nw −
( )y n
( )e n  
Figure 3.4 Égaliseur linéaire avec 5 coefficients pendant le mode d’apprentissage 
Adaptée de Sayed (2008, p.170) 
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La Figure 3.4 présente le mode d’apprentissage du canal avec cinq coefficients. À chaque 
itération, le symbole d(n-Δ) est comparé avec le signal de sortie du filtre adaptatif y(n) pour 
obtenir l’erreur e(n) qui ajustera les coefficients du filtre de ωn-1 à ωn (Sayed, 2008, p.170). 
Le signal d(n-Δ) est estimé par le signal y(n). La valeur de Δ peut varier entre 0 et 4 car on 
fixe le nombre de coefficients de l’égaliseur à 5. 
 
 
Figure 3.5 Variations des coefficients de l’égaliseur 
pendant le mode d’apprentissage quand Δ égale à 2 
 
Avec le résultat obtenu dans la Figure 3.5, on note que parmi les coefficients de l’égaliseur, 
le coefficient 2W devient le coefficient le plus important avec la valeur de 0.8. Au contraire, 
les valeurs des autres coefficients sont petites, presque zéro. Pour expliquer ce phénomène, 
un algorithme pour trouver des valeurs de chaque coefficient est présenté. 
 
Pendant le mode d’apprentissage, le signal est transmis seulement par le canal de Rayleigh. 
Ainsi le signal reçu au récepteur r(n) est défini par l’équation (3.10):  
 1( ) ( ) ( ) ( )r n d n h n v n= + (3.10)
Il y a une relation linéaire entre le signal r(n) et le signal y(n) définie par (Sayed, 2008, p.83) 
 *( ) ( )y n w r n=  (3.11)
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où w  est un vecteur colonne qui est mis à jour à chaque itération. 
Supposons que pw est un vecteur qui exprime les coefficients optimaux de l’égaliseur. 
D’après Sayed (2008, p.83), *pw est donné par l’équation (3.12) 
 *p r drw R R=  (3.12)
 
avec *
*
( ) ( )
( ) ( )
dr
r
R E d n r n
R E r n r n
  = −Δ    =  
 
(3.13)
où drR  est la fonction de corrélation entre le signal d(n-Δ) et le signal r(n); 
 rR  est la fonction d’autocorrélation du signal y(n). 
En fixant le nombre de coefficient de RLS à cinq, c’est pourquoi le vecteur d’observation r 
est exprimé comme: { }( ), ( 1), ( 2), ( 3), ( 4)r col r n r n r n r n r n= − − − −  
Mathématiquement, rR  de l’équation (3.13) devient 
 
* * * * * *
( )
( 1)
( ) ( ) ( 2) ( ) ( 1) ( 2) ( 3) ( 4)
( 3)
( 4)
r
r n
r n
R E r n r n E r n r n r n r n r n r n
r n
r n
    
−       = = − − − − −     
−    
−  
 (3.14)
                                
*
* *
* * *
* * * *
(0) (1) (2) (3) (4)
(1) (0) (1) (2) (3)
(2) (1) (0) (1) (2)
(3) (2) (1) (0) (1)
(4) (3) (2) (1) (0)
y y y y y
y y y y y
y y y y y
y y y y y
y y y y y
r r r r r
r r r r r
r r r r r
r r r r r
r r r r r
    =     
 
avec *( ) ( ) ( )yr k E r n r n k = −   (3.15)
D’une part, chacune des variables suivantes ( ), ( 1), ( 2), ( 3), ( 4)d n d n d n d n d n− − − − et ( )v n  
est indépendante. D’autre part, la modulation est QPSK qui est normalisée de 1. Donc: 
 
[ ]
*( ) ( ) 1
( ) ( ) 0
E d n d n
E d n v n
   =  
=
 
(3.16)
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On obtient: 
 [ ]** *1 1( ) ( ) ( ) ( ) ( ) ( ) ( )E d n r n E d n d n h n v n h n   = + =     (3.17)
 [ ]** 1( 1) ( ) ( 1) ( ) ( ) ( ) 0E d n r n E d n d n h n v n  − = − + =     (3.18)
 [ ]** 1( ) ( ) ( ) ( ) ( ) ( ) 1E v n r n E v n d n h n v n   = + =     (3.19)
De la même façon: 
 * * *( 2) ( ) ( 3) ( ) ( 4) ( ) 0E d n r n E d n r n E d n r n     − = − = − =       (3.20)
Chaque composante de la matrice rR est calculée par: 
 [ ]** 1 1 1(0) ( ) ( ) [ ( ) ( ) ( )] ( ) ( ) ( ) ( ) 1yr E y n r n E d n h n v n d n h n v n h n = = + + = +   (3.21)
 [ ]** 1 1(1) ( ) ( 1) [ ( ) ( ) ( )] ( 1) ( 1) ( 1) 0yr E r n r n E d n h n v n d n h n v n  = − = + − − + − =    (3.22)
De la même manière que l’équation (3.22), on obtient: 
 (1) (2) (3) (4) 0y y y yr r r r= = = =  (3.23)
Remplace des équations (3.21), (3.22) et (3.23), l’équation (3.14) devient: 
 
1
1
1
1
1
( ) 1 0 0 0 0
0 ( ) 1 0 0 0
0 0 ( ) 1 0 0
0 0 0 ( ) 1 0
0 0 0 0 ( ) 1
r
h n
h n
R h n
h n
h n
 +  
+  = + 
+  + 
 
(3.24)
Parce que la valeur de Δ égale à deux, donc le vecteur drR  est calculé par: 
 * * * * *( 2) ( ) ( 2) ( 1) ( 2) ( 2) ( ) ( 3) ( 2) ( 4)drR E d n r n E d n r n E d n r n E d n r n E d n r n          = − − − − − − − −           (3.25) 
On a: 
 ** * *
1( ) ( 2 2) ( 2) ( 2) ( 2) ( 2) ( )E r n d n E r n d n E d n r n h n      − + = − − = − − =       (3.26)
 ** * *( ) ( 2 1) ( 1) ( 2) ( 2) ( 1) 0E r n d n E r n d n E d n r n      − + = − − = − − =        (3.27)
 * * *( 2) ( ) ( ) ( 3) ( 2) ( 4) 0E d n r n E d n r n E d n r n     − = − = − − =       (3.28)
L’équation (3.25) devient: 
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 [ ]10 0 ( ) 0 0drR h n=  (3.29) 
Donc le coefficient optimal *pw est donné par l’équation (3.30) 
 
[ ]
1
1
1
*
1 1
1
1
( ) 1 0 0 0 0
0 ( ) 1 0 0 0
0 0 ( ) 0 0 0 0 ( ) 1 0 0
0 0 0 ( ) 1 0
0 0 0 0 ( ) 1
p
h n
h n
w h n h n
h n
h n
− +  
+  = + 
+  + 
 (3.30)
 
1
1
( )0 0 0 0
( ) 1
h n
h n
 
=  
+   
 
Le résultat obtenu pour l’observation des coefficients de l’équation (3.30), on peut conclure 
que le coefficient WΔ  devient toujours le coefficient le plus important pendant le mode 
d’apprentissage. Ensuite, les coefficients de l’égaliseur sont indépendants du signal d’entrée 
et de l’évanouissement au récepteur. Ils dépendent seulement des caractéristiques du canal. 
 
3.2.2 Observation des coefficients de l’égaliseur pendant le mode de décision 
Dans la sous-section 3.2.1, les variations des coefficients de l’égaliseur sont introduites 
pendant le mode d’apprentissage. Si l’égaliseur fonctionne bien, il y a toujours un coefficient 
qui joue le rôle le plus important avec une valeur maximale. Dans cette partie, les variations 
des coefficients de l’égaliseur sont observées durant le mode de décision. Durant ce mode, la 
séquence de données est inconnue, donc on utilise les données décidées par le circuit de 
décision (Aksas, 2003, p.32). Les résultats de la simulation sont présentés dans les cas où Δ 
égale à 2 ou 4. La Figure 3.6 présente des variations des coefficients de RLS dans le cas où Δ 
égale à 2. 
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Figure 3.6 Variations des coefficients de l’égaliseur dans le cas où Δ égale à 2 
 
Dans la Figure 3.6, on remarque que, pendant l’intervalle de temps [0;0,4]s, le coefficient 2W  
est le coefficient le plus important. Dans ce temps-là, le signal d(n) n’est transmis que par le 
canal de Rayleigh sans délai. Ensuite, pendant le temps de chevauchement, il y a beaucoup 
de variations des coefficients de l’égaliseur. En effet, le coefficient 2W diminue sa valeur de 
0,9 à 0,1. D’une part, le coefficient W0 augmente sa valeur de 0 à 0,3 pendant l’intervalle de 
temps de [0,4;0,48]s, pour devenir le deuxième plus grand coefficient. D’autre part, le 
coefficient W4 augmente sa valeur de 0 à 0,6 pendant le temps de chevauchement et il garde 
cette valeur pendant l’intervalle de temps [0,6;1]s. 
 
Le signal reçu au récepteur pendant l’intervalle de temps [0,6;1]s est le signal de trajet 
secondaire avec le délai de deux symboles. Alors, mathématiquement, le signal reçu au 
récepteur pendant ce temps-là est exprimé par l’équation (3.31): 
 2( ) ( 2) ( ) ( )r n d n h n v n= − + (3.31) 
Donc, l’équation (3.13) devient: 
 * *( 2) ( ) ( 4) ( )drR E d n r n E d n r n   = −Δ− = −     (3.32)
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De la même façon, les coefficients optimaux, dans ce cas-là, sont calculés par 
l’équation (3.33): 
 
[ ]
1
2
2
*
2 2
2
2
( ) 1 0 0 0 0
0 ( ) 1 0 0 0
0 0 0 0 ( ) 0 0 ( ) 1 0 0
0 0 0 ( ) 1 0
0 0 0 0 ( ) 1
p
h n
h n
w h n h n
h n
h n
− +  
+  = + 
+  + 
 (3.33)
2
2
( )0 0 0 0
( ) 1
h n
h n
 
=  
+   
 
L’équation (3.33) montre que le coefficient WΔ+délai deviendra le coefficient le plus important 
après le temps de chevauchement. La Figure 3.7 montre des variations des coefficients de 
l’égaliseur dans le cas où Δ égale à 4. 
 
 
Figure 3.7 Variations des coefficients de l’égaliseur dans  
le cas où Δ égale à 4 
 
On remarque, dans la Figure 3.7, qu’il y a aussi des variations des amplitudes des coefficients 
de l’égaliseur dans le cas où Δ égale à 4, mais il n’y a pas de changement du coefficient le 
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plus important pendant l’intervalle de temps de chevauchement et l’intervalle de temps 
[0,6;1]s. En effet, le coefficient W4 devient toujours le coefficient le plus important. 
Mathématiquement, dans le cas où Δ égale à 4, l’équation (3.13) devient:  
 * *( 2) ( ) ( 6) ( )drR E d n r n E d n r n   = −Δ − = −     (3.34)
Mais le coefficient W6 n’existe pas, donc l’équation (3.29) devient: 
 [ ]0 0 0 0 0drR =  (3.35)
L’égaliseur ne peut pas définir le changement du plus grand coefficient ou il ne peut pas 
détecter le délai du canal. La conséquence est que le coefficient W4 sera toujours le 
coefficient plus important. 
 
Pendant le temps de chevauchement, le signal reçu au récepteur est donné par  
l’équation (3.36): 
 1 2( ) ( ) ( )( 5 3) ( 2) ( )(5 2) ( ); 0, 4 0, 6r n d n h n t d n h n t v n t= − + + − + + ≤ ≤ (3.36)
                            1 2( ) ( ) ( 2) ( ) ( )d n l n d n l n v n= + − +  
avec 1 1( ) ( )( 5 3)l n h n t= − +  
 2 2( ) ( )(5 2)l n h n t= +  
Chaque composante de la matrice rR de l’équation (3.13) est calculée par: 
 
[ ]
*
*
1 2 1 2
1 2
(0) ( ) ( )
[ ( ) ( ) ( 2) ( ) ( )] ( ) ( ) ( 2) ( ) ( )
( ) ( ) 1
yr E r n r n
E d n l n d n l n v n d n l n d n l n v n
l n l n
 =  
 = + − + + − + 
= + +
 (3.37)
 
[ ]
*
*
1 2 1 2
*
2 1
(2) ( ) ( 2)
[ ( ) ( ) ( 2) ( ) ( )] ( 2) ( ) ( 4) ( ) ( 2)
( ) ( )
yr E r n r n
E d n l n d n l n v n d n l n d n l n v n
l n l n
 = − 
 = + − + − + − + − 
=
(3.38)
 
[ ]
*
*
1 2 1 2
(1) ( ) ( 1)
[ ( ) ( ) ( 1) ( ) ( )] ( 1) ( ) ( 3) ( ) ( 1)
0
yr E r n r n
E d n l n d n l n v n d n l n d n l n v n
 = − 
 = + − + − + − + − 
=
 (3.39)
De la même manière que l’équation (3.39), on obtient: 
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 (1) (3) (4) 0y y yr r r= = =  (3.40)
Remplace des équations (3.37), (3.38) et (3.39), l’équation (3.14) devient: 
 
*
*
*
( ) 0 ( ) 0 0
0 ( ) 0 ( ) 0
( ) 0 ( ) 0 ( )
0 ( ) 0 ( ) 0
0 0 ( ) 0 ( )
r
n n
n n
R n n n
n n
n n
η χ
η χ
χ η χ
χ η
χ η
    =     
 
(3.41)
avec 1 2( ) ( ) ( ) 1n l n l nη = + +  
 *2 1( ) ( ) ( )n l n l nχ =  
Si la valeur de Δ égale à deux, le vecteur drR  est calculé par 
 * * * * *( 2) ( ) ( 2) ( 1) ( 2) ( 2) ( ) ( 3) ( 2) ( 4)drR E d n r n E d n r n E d n r n E d n r n E d n r n          = − − − − − − − −            (3.42) 
On a : 
 ** * *
1( ) ( 2 2) ( 2) ( 2) ( 2) ( 2) ( )E r n d n E r n d n E d n r n l n      − + = − − = − − =        (3.43) 
 ** *
2( ) ( 2) ( 2) ( 2) ( )E r n d n E d n r n l n    − = − − =      (3.44) 
 * * *( 2) ( 1) ( ) ( 3) ( 2) ( 4) 0E d n r n E d n r n E d n r n     − − = − = − − =       (3.45) 
Les coefficients optimaux de l’égaliseur pendant le temps de chevauchement sont donnés par 
l’équation (3.46): 
 
[ ]
1
* *
2 1
*
*
( ) 0 ( ) 0 0
0 ( ) 0 ( ) 0
( ) 0 ( ) 0 0 ( ) 0 ( ) 0 ( )
0 ( ) 0 ( ) 0
0 0 ( ) 0 ( )
p
n n
n n
w l n l n n n n
n n
n n
η χ
η χ
χ η χ
χ η
χ η
−    =     
 (3.46) 
                     [ ]( ) 0 ( ) 0 ( )n n nα β γ=  
avec 
2*
21
2 3
( ) ( ) ( )( ) ( )( )
2 ( ) ( ) ( ) 2 ( ) ( )
l n n nl n nn
n n n n n
χ ηχ
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χ η η η χ
−
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− −
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χ η η χ η
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L’équation (3.46) montre que pendant le temps de chevauchement, les valeurs des 
coefficients W0, W2 et W4 sont plus grandes que zéro. Au contraire, les valeurs des 
coefficients W1 et W3 sont petites, approximativement zéro. Dans la Figure 3.6, pendant le 
temps de chevauchement, il y a beaucoup de variations des coefficients de l’égaliseur. On 
note que si le coefficient W2 est le coefficient le plus important, le deuxième plus grand 
coefficient est W0 ou W4. Au contraire, le coefficient W0 est toujours le deuxième plus grand 
coefficient pendant le temps de chevauchement dans la Figure 3.7. En conséquence, par 
l’observation le plus grand coefficient et le deuxième plus grand coefficient, le délai du canal 
peut être défini. 
 
On peut conclure que le coefficient WΔ est le plus important coefficient pendant l’intervalle 
de temps du canal de Rayleigh. Ensuite, si la somme entre le délai du canal et la valeur de Δ 
est plus petite que le nombre de coefficient, le coefficient WΔ+délai deviendra le plus grand 
coefficient pendant l’intervalle de temps du canal de Rice. Le coefficient WΔ-délai ou le 
coefficient WΔ+délai devient le deuxième plus grand coefficient pendant le temps de 
chevauchement. Au contraire, si la somme entre le délai du canal et la valeur de Δ est plus 
grande que le nombre de coefficients ou égale à ce nombre, il n’y aura pas de changement du 
plus grand coefficient. Le coefficient WΔ-délai devient toujours le deuxième plus grand 
coefficient. L’analyse des variations des coefficients d’un égaliseur permet de prévoir le délai 
du canal. 
 
3.3 Détection de la transmission 
Pour évaluer la performance d’un système de télécommunication, le TES est calculé. La 
définition de TES est le rapport entre le nombre de symboles démodulés incorrects au 
récepteur et le nombre de symbole transmis à l’émetteur. Dans cette sous-section, le nombre 
d’erreur par bloc de 1000 symboles est calculé par chaque intervalle de temps de 0.1s. Cela 
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signifie qu’on trouvera le nombre de symbole démodulé incorrectement au récepteur par 
chaque 1000 symboles émis par l’émetteur. 
 
3.3.1 Nombre d’erreur par bloc de 1000 symboles dans le cas où Δ égale à deux 
Dans cette partie, le nombre d’erreur par bloc de 1000 symboles sera calculé dans le cas où Δ 
égale à deux. Des variations du canal exigent alors une adaptation automatique de l’égaliseur. 
La Figure 3.6 montre qu’il y de variations des coefficients de l’égaliseur pour s’adapter aux 
changements du canal. Si l’égaliseur peuvent minimiser la distorsion du canal qui causée par 
l’effet de l’IES. Ainsi le TES sera minimisé. La Figure 3.8 montre le nombre d’erreur par 
bloc de 1000 symboles dans le cas où Δ égale à 2. 
 
Figure 3.8 Nombre d’erreur par bloc de 1000 symboles  
au récepteur dans le cas où Δ égale à 2 
 
Dans la Figure 3.8, il est clair que le nombre d’erreur par bloc de 1000 symboles est une 
fonction qui varie en fonction du temps. En effet, dans l’intervalle de temps t= [0,1;0,4]s, le 
nombre d’erreur par bloc de 1000 symboles a une valeur moyenne au moins de 10-3. À 
chaque itération, le symbole y(n-2) est estimé par l’égaliseur. Au contraire, l’égaliseur ne 
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peut pas se synchroniser pendant le temps de chevauchement. L’égaliseur ne peut pas 
corriger l’effet de l’IES du canal dans ce temps-là. Alors le nombre d’erreur par bloc de 1000 
symboles dans ce temps-là est 0,4. Enfin, pendant l’intervalle de temps [0,7;1]s, la 
synchronisation est retrouvée au récepteur et le nombre d’erreur par bloc de 1000 symboles 
moyen est de 210− . L’égaliseur peut éliminer l’effet néfaste du canal et le symbole y(n-4) 
sera estimé au récepteur pendant ce temps-là. Il y a une notation que le nombre d’erreur par 
bloc de 1000 symboles pendant l’intervalle de temps du canal de Rice est plus grand que le 
nombre d’erreur par bloc de 1000 symboles pendant l’intervalle de temps du canal de 
Rayleigh bien que les valeurs de l’EQM sont les mêmes pendant les deux intervalles de 
temps. L’équation (3.30) montre que les coefficients optimaux de l’égaliseur pendant 
l’intervalle de temps du canal de Rice sont nuls sauf le coefficient W4. Cependant, la Figure 
3.6 montre que le coefficient W4 doit partager son énergie avec le coefficient W2 pendant le 
temps du canal de Rice. Alors, le nombre de symbole démodulé incorrectement pendant 
l’intervalle de temps du canal Rice est plus grand que le nombre de symbole démodulé 
incorrectement pendant l’intervalle de temps du canal Rayleigh.  
 
3.3.2 Nombre d’erreur par bloc de 1000 symboles dans le cas où Δ égale à quatre 
 
Figure 3.9 Nombre d’erreur par bloc de 1000 symboles au  
récepteur dans le cas où Δ égale à 4 
0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
10-3
10
-2
10
-1
100
N
om
br
e 
d'
er
re
ur
 p
ar
 b
lo
c 
de
 1
00
0 
sy
m
bo
le
s
Temps [s]
46 
La Figure 3.9 montre le nombre d’erreur par bloc de 1000 symboles dans le cas où Δ égale à 
quatre. On a donc vu que la variation du nombre d’erreur par bloc de 1000 symboles est la 
même dans le cas où Δ égale à 2 pendant l’intervalle de temps [0;0,6]s. Au contraire, pendant 
l’intervalle de temps [0,7;1]s, le nombre d’erreur par bloc de 1000 symboles a toujours une 
valeur moyenne de 0,75. Cela signifie que la synchronisation est totalement perdue au 
récepteur. En effet, pour une modulation QPSK, la probabilité maximale d’erreur est donnée 
par l’équation (3.47) 
 
21
2 4 2QPSK
SNR SNRP erfc erfc
   
= −         
 
(3.47)
Si la valeur de SNR est petite, cela signifie que la puissance d’évanouissement au récepteur 
est plus grande que la puissance du signal transmis. L’équation (3.47) devient: 
 
2
0
1 1lim 1 0.75
2 4 2 4QPSK SNR
SNR SNRP erfc erfc
→
    
= − = − =            
 
(3.48)
 
Alors la probabilité maximale de démoduler incorrectement un symbole est de 0,75. Pour 
justifier la perte de la synchronisation, on trouvera le symbole démodulé au récepteur. 
Pendant l’intervalle de temps [0,7;1]s, il n’y a pas de changement du coefficient le plus 
important, donc le symbole d(n-4) est toujours estimé par l’égaliseur. Cependant, pour 
obtenir l’estimation désirée, le symbole d(n-6) doit être démodulé, comme on a expliqué dans 
la sous-section 3.2.2. 
 
Avec les résultats obtenus dans les Figure 3.9 et 3.10, on peut conclure que si l’égaliseur ne 
peut pas s’adapter aux changements du canal à partir du temps de chevauchement, la 
synchronisation sera perdue au récepteur. 
 
3.4 Algorithme pour recentrer les coefficients de l’égaliseur 
Dans un contexte où un égaliseur ne peut pas corriger le délai du canal, la synchronisation 
sera complètement perdue au récepteur, il est donc nécessaire de trouver une solution qui 
peut assurer qu’une synchronisation sera toujours maintenue au récepteur avec toutes les 
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valeurs de délai. Cela veut dire que l’égaliseur est capable de suivre une variation temporelle 
de la réponse d’un canal (Aksas, 2003, p.26). 
 
3.4.1 Algorithme qui positionne le coefficient central à W2 
 
2z+Δ
Figure 3.10 Algorithme qui positionne le coefficient central à 2W  
 
La figure (3.10) présente un algorithme qui positionne le coefficient central à 2W . Trois blocs 
sont ajoutés dans cette figure: le bloc Calcul du délai, le bloc Recentrage des coefficients et 
le bloc 2z+Δ .  
 
L’idée principale de cette méthode est de situer le coefficient central à 2W  si la somme entre 
la valeur de Δ et le délai du canal est plus grande que le nombre de coefficients de  
l’égaliseur. Tout d’abord, après le mode d’apprentissage, le coefficient WΔ a une valeur 
constante qui ne change pas durant l’intervalle de temps du canal de Rayleigh. Ensuite, 
pendant le temps de chevauchement, la valeur du coefficient WΔ change rapidement. Quand 
la diminution de l’amplitude du coefficient WΔ est plus grande que 0.2, le bloc Calcul du 
délai trouvera le deuxième plus grand coefficient de l’égaliseur pour calculer le délai du 
canal. En supposant que Wj est le deuxième plus grand coefficient de l’égaliseur détecté par 
le bloc Calcul du délai pendant le temps de chevauchement, le délai du canal est calculé par 
l’équation (3.49) 
 { }é ; , 0,1, 2,3, 4d lai j j= Δ − Δ ∈  (3.49)
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avec j le nombre réel qui définit le deuxième plus grand coefficient de l’égaliseur pendant le 
temps de chevauchement. 
 
La valeur de Δ2 est mise à jour à chaque itération par le bloc Recentrage des coefficients. Il 
obtient une valeur de zéro dans le cas où la somme entre la valeur de Δ et le délai du canal est 
plus petite que le nombre de coefficients de l’égaliseur. PourΔ2 plus grand que zéro, 
l’estimation du symbole transmis sera erronée. Le symbole démodulé au récepteur est 
toujours d(n-Δ) sans correction du délai. Cependant, pour obtenir le bon résultat, le symbole 
désiré lors qu’il y a un délai doit être d(n-Δ-délai). Pour obtenir la bonne synchronisation au 
récepteur s’il n’y a pas le changement du plus grand coefficient d’un égaliseur, la valeur de 
Δ2 est donnée par l’équation (3.50): 
 2én n d lai− Δ = − Δ − + Δ (3.50)
Alors, Δ2 est définie précisément par l’équation (3.51): 
 2 éd laiΔ = (3.51)
D’une part, l’égaliseur doit assurer la synchronisation au récepteur, d’autre part, il doit situer 
le coefficient central à 2W . Pour situer le coefficient central à 2W , l’équation (3.12) devient: 
 * *( ) ( ) ( 2) ( )drR E d n m r n E d n r n   = − Δ + = −     (3.52)
où m est le nombre de symbole avancé qui doit être ajouté pour satisfaire la condition que le 
coefficient 2W  devient le coefficient le plus important. Ainsi, la valeur de m est donnée par 
l’équation (3.53)  
 2 2n m n m−Δ+ = − ⇔ = Δ−  (3.53)
Δ2 est la somme entre la valeur de m et la valeur de délai du canal. À partir des équations 
(3.49) et (3.50), la valeur totale deΔ2 est définie par l’équation (3.54): 
 2 é 2d laiΔ = + Δ−  (3.54)
Dans le même moment, Δ2 est plus grand que zéro, les amplitudes des coefficients WΔ et 2W
changent. Plus clairement, le coefficient 2W  devient le coefficient WΔ et le coefficient WΔ est 
le coefficient 2W . Ce changement permet de situer le coefficient le plus important à 2W
.Cependant, le changement soudain du plus important coefficient affectera la valeur de 
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l’EQM au temps tδ . tδ  correspond au temps où Δ2 est plus grand que zéro. Le signal de sortie 
du filtre y(n) sans correction du délai est donné par l’équation (3.55): 
 
[ ]0 1 2 3 4
( )
( 1)
( ) ( 2)
( 3)
( 4)
r n
r n
y n w w w w w r n
r n
r n
  
−  = − 
−  
− 
 
(3.55)
En supposant qu’il y a un changement entre le coefficient W2 et le coefficient WΔ au temps tδ
avec le symbole 1n . Le signal de sortie du filtre 1( )y n est donné par l’équation (3.56)  
 
[ ]
1
1
1 0 1 4 3 2 1
1
1
( )
( 1)
( ) ( 2)
( 3)
( 4)
r n
r n
y n w w w w w r n
r n
r n
  
−  = − 
−  
− 
 
(3.56)
Les équations (3.55) et (3.56) montrent qu’il y a un changement de l’EQM au temps tδ  car le 
signal de sortie du filtre y(n) est changé. Le changement de l’EQM dans le cas où Δ2est plus 
grand que zéro est donné par l’équation (3.57) 
 2
1 2 2 4 4 4 2 2 4( ) ( ) ( )EQM n n n nt EQM n EQM n E w r w r w r w rδ − − − − Δ = − = + − −   (3.57)
où ( )EQM tδΔ  est le changement de l’EQM au temps tδ  quandΔ2 est plus grand que zéro. 
 
3.4.2 Résultat de la simulation 
Dans cette partie, le fonctionnement de l’algorithme dans la sous-section 3.4.1 sera testé dans 
le cas où Δ égale à 4 pendant le mode d’apprentissage. 
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Les Figures 3.11 et 3.12 montrent l’EQM et les variations des coefficients de l’égaliseur avec 
algorithme qui positionne le coefficient central à 2W . Tout d’abord, le coefficient W4 est le 
coefficient le plus important pendant l’intervalle de temps [0;0,4]s. Dans cet intervalle de 
 
Figure 3.11 EQM de l’égaliseur avec l’algorithme qui 
positionne le coefficient central à 2W quand Δ égale à 4 
 
Figure 3.12 Variations des coefficients de  
l’égaliseur avec algorithme qui positionne le  
coefficient central à 2W quand Δ égale à 4 
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temps, la valeur de Δ2 est toujours zéro. Ensuite, au temps tδ =0,43s, le bloc Calcul du délai 
détecte que la valeur de W4 diminue sa valeur de 0,73 à 0.45 et 2W  devient le deuxième plus 
grand coefficient. Ainsi, le bloc Calcul du délai trouve que le délai du canal égale deux 
symboles. Puis, le bloc Recentrage des coefficients détecte que la somme entre le délai du 
canal et la valeur de Δ égale à six et plus grande que le nombre de coefficients de l’égaliseur. 
Alors, il recalcule la valeur Δ2 égale à 4. En même temps, le coefficient W4 devient le 
coefficient 2W et le coefficient 2W obtient la valeur du coefficient W4. Ensuite, le coefficient 
2W  est toujours le coefficient le plus important à partir de 0,5s.  
 
On constate que l’EQM sur la Figure 3.11 est plus grand que l’EQM sur la Figure 3.3 
pendant l’intervalle de chevauchement. Parce qu’il y a le changement soudain la valeur de 
l’EQM quand Δ2est plus grande que zéro comme on l’a expliqué dans la sous-section 3.4.1. 
Cependant, l’EQM sur les Figures 3.12 et 3.1 pendant l’intervalle de temps [0,6;1]s sont les 
mêmes, bien qu’il y ait un changement de la valeur de l’EQM au temps tδ . Le coefficient 2W  
est le coefficient le plus important dans ce temps-là, le symbole à la sortie du filtre y(n) est 
l’estimation du symbole d(n-2). En outre, tous les coefficients de l’égaliseur sont absolument 
convergents, il y a une approximation entre le vecteur w et le vecteur optimal pw . En effet, à 
partir de t=0.6, le coefficient W2  est toujours le coefficient le plus important avec la valeur 
maximale de 0.63 et les valeurs des autres coefficients de l’égaliseur sont petites, 
approximativement zéro. Donc, l’égaliseur peut corriger le délai du canal et obtenir une 
valeur optimale de l’EQM. 
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Figure 3.13 Nombre d’erreur par bloc de 1000 symboles 
 au récepteur avec l’algorithme qui positionne le  
coefficient central à W2 quand Δ égale à 4 
 
La Figure 3.13 présente le nombre d’erreur par bloc de 1000 symboles en fonction du temps 
avec l’algorithme qui positionne le coefficient central à W2 quand Δ égale à 4. On remarque 
que la synchronisation est aussi perdue pendant le temps de chevauchement, comme dans la 
Figure 3.9. Cependant, la synchronisation est retrouvée dans l’intervalle de temps [0,7;1]s 
avec le nombre d’erreur par bloc de 1000 symboles égale à 210− . Le but le plus important de 
cette méthode est de retrouver la synchronisation au récepteur pendant l’intervalle du temps 
du trajet secondaire. L’effet de l’IES pendant le temps de chevauchement ne peut pas être 
corrigé par cette méthode. 
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 CHAPITRE 4 
 
 
ANALYSE DES PERFORMANCES DANS DIFFÉRENTS SCÉNARIOS DE 
CANAUX 
Ce chapitre présente les résultats de simulation de l’égaliseur pour différents scénarios de 
canal. Ceci a pour but de tester le fonctionnement de l’algorithme qui positionne le 
coefficient central à W2 dans les différents canaux. Dans la réalité, le canal est généralement 
non stationnaire. Par exemple, le téléphone cellulaire se déplace dans l’environnement et on 
désire avoir de bonnes performances en tout temps. Plus clairement, le récepteur peut être 
situé dans un milieu urbain ou montagneux, il peut aussi se déplacer à pied ou en voiture. 
L’algorithme qui positionne le coefficient central à W2, comme on l’a vu dans la sous-section 
3.4, doit assurer la synchronisation soit toujours conservée au récepteur. La première partie 
de ce chapitre présentera le fonctionnement de l’égaliseur quand le temps de chevauchement 
est plus grand que 0,2s comme présenté dans la sous-section 1.3. Ensuite, les performances 
d’un récepteur en présence d’un canal comportant de longs délais seront estimées. Enfin, on 
trouvera quelles conditions assurent un bon fonctionnement l’algorithme.  
 
4.1 Modèle du canal avec un temps de chevauchement plus grand 
Tel qu’abordé à la sous-section 3.4, pendant le temps de chevauchement entre deux variantes 
de canal il y a beaucoup de changements indésirables des paramètres de l’égaliseur, tels que 
l’amplitude des coefficients, l’EQM, le TES, etc. En outre, l’algorithme proposé dans la 
sous-section 3.4 cause une grande dégradation de l’EQM à l’intervalle du temps de 
chevauchement. Dans la présente section, le modèle du canal avec un temps de 
chevauchement plus grand sera introduit. Plus clairement, le temps de chevauchement dans 
ce cas-ci est 0.6s. Donc, pendant l’intervalle de temps [0;0,2]s, le signal est transmis 
seulement par le canal de Rayleigh sans délai. Ensuite, pendant l’intervalle de temps 
[0,2;0,8]s, le canal induit l’effet de l’IES. Enfin, à partir de 0,8s, le canal en est un de Rice 
avec le délai de deux symboles. Tous les paramètres de simulation, comme le temps 
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d’échantillonnage, la fréquence de l’effet Doppler, les paramètres de RLS sont les mêmes 
qu’à la sous-section 3.1.  
 
4.1.1 La valeur de Δ égale à 4 pendant le mode d’apprentissage 
Normalement, l’égaliseur permet d’éliminer l’effet de l’IES. Cependant, quand Δ égale à 4, le 
résultat obtenu dans la sous-section 3.3.2 montre que la synchronisation est totalement 
perdue au récepteur avec le modèle du canal comportant un temps de chevauchement égale à 
0,2s. La valeur de Δ sera, ici, égale à 4 durant le mode d’apprentissage quand le temps de 
chevauchement égale à 0.6s.  
 
 
Figure 4.1 EQM quand le temps de chevauchement égale à 0,6s 
et Δ égale à 4 
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Figure 4.2 Variations des coefficients de l’égaliseur quand  
le temps de chevauchement égale à 0,6s et Δ égale à 4 
 
Les Figures 4.1 et 4.2 illustrent l’EQM et les variations des coefficients de l’égaliseur qui 
varient en fonction du temps avec le temps de chevauchement égale à 0,6s. Les résultats 
obtenus sont les mêmes qu’à la Figure 3.3 et la Figure 3.7. En effet, quand le signal émis ne 
doit pas subir l’effet de l’IES, l’EQM est inférieure à -20 dB pendant les intervalles de temps 
suivants: [0;0,2]s et [0,8;1]s. Au contraire, durant le temps de chevauchement, on obtient une 
valeur de l’EQM égale à -15 dB. Cela signifie que la performance est perdue pendant ce 
temps-là. On note qu’il n’y a pas le changement du coefficient le plus grand après le temps 
de chevauchement. En effet, le coefficient W4 est toujours le coefficient le plus important 
parce qu’il manque un coefficient additionnel, W6, pour adapter le changement du canal 
comme on a expliqué dans la sous-section 3.3.2  
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Figure 4.3 Nombre d’erreur par bloc de 1000 symboles  
quand le temps de chevauchement égale à 0,6s et Δ égale à 4 
 
La Figure 4.3 illustre le nombre d’erreur par bloc de 1000 symbole qui varie en fonction du 
temps. On voit que la synchronisation est perdue à partir du temps de chevauchement. En 
effet, le nombre d’erreur par bloc de 1000 symbole augmente rapidement à partir de 0,2s et 
garde une valeur de 0,75 à partir de 0,8s. Le décalage de la réponse impulsionnelle dépasse la 
mémoire de l’égaliseur. Ce dernier a donc “ glissé ” et il fournit les symboles avec un 
décalage de deux par rapport au début de l’expérience. Avec les résultats obtenus, on peut 
conclure que plus le temps de chevauchement est grand, plus il y a de perte de la 
synchronisation au récepteur. En outre, on peut conclure que l’égaliseur ne peut pas corriger 
le canal avec un temps de chevauchement plus grand dans le cas où Δ égale à 4 pendant le 
mode d’apprentissage. 
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4.1.2 Résultat de simulation avec l’algorithme qui positionne le coefficient central  
à W2 du canal avec le temps de chevauchement plus grand 
À la dernière sous-section, l’égaliseur ne fonctionne pas bien quand Δ égale à 4. Par 
conséquent, la synchronisation est totalement perdue au récepteur. C’est pourquoi 
l’algorithme qui positionne le coefficient central à 2W est nécessairement maintenu pour 
corriger le canal et assurer que la synchronisation soit toujours maintenue au récepteur. 
 
Figure 4.4 EQM quand le temps de chevauchement égale à 0,6s et Δ égale  
à 4 avec l’algorithme qui positionne le coefficient central à 2W  
 
La Figure 4.4 montre une variation de la valeur de l’EQM quand le temps de chevauchement 
égale à 0,6s avec l’algorithme qui positionne le coefficient central à W2. On remarque que 
l’EQM pendant les intervalles de temps suivants: [0;0.2]s et [0.8;1]s, est inférieure à -20 dB, 
est la même qu’à la Figure 4.1. Ensuite, il y a aussi le changement soudain de l’EQM pendant 
le temps de chevauchement. Au temps 0.3s, l’EQM augmente sa valeur de -20 dB à -10 dB. 
Après, il obtient une valeur maximale à -4 dB au temps t=0.5s. Cela signifie qu’il y a le 
changement du plus grand coefficient de l’égaliseur. Par conséquent il cause l’augmentation 
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désastreuse de la valeur de l’EQM pendant le temps de chevauchement comme on l’a 
expliqué dans la sous-section 3.4.1 
 
 
Figure 4.5 Variations des coefficients de l’égaliseur quand le temps de chevauchement  
égale à 0.6s et Δ égale à 4 avec algorithme qui positionne le coefficient central à 2W  
 
 
Figure 4.6 Nombre d’erreur par bloc de 1000 symboles quand le temps de chevauchement 
égale à 0.6s et Δ égale à 4 avec algorithme qui positionne le coefficient central à 2W  
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Les Figures 4.5 et 4.6 illustrent une variation des coefficients de l’égaliseur et un nombre 
d’erreur par bloc de 1000 symboles quand le temps de chevauchement égale 0,6s et Δ égale à 
4 avec l’algorithme qui positionne le coefficient central à W2. Au temps t = 0.3s, d’une part, 
le bloc Calcul du délai trouve que la valeur du coefficient W2 est diminuée de 0,85 à 0,7. 
D’autre part, il détecte que le coefficient W2 est le deuxième plus grand coefficient. Alors le 
délai du canal, dans ce cas-là, est deux symboles. Puis, il trouve que la somme entre la valeur 
de Δ et le délai du canal égale six, ce qui est plus grand que le nombre de coefficients. C’est 
pourquoi le bloc Recentrage des coefficients situera le plus grand coefficient à 2W . À partir 
de 0,3s, le coefficient 2W  maintient toujours une valeur maximale. Cependant, pendant le 
temps de chevauchement, le coefficient 2W est le plus grand coefficient, mais il ne converge 
pas. Alors, l’égaliseur ne peut pas corriger le canal pour avoir une bonne valeur de l’EQM 
dans ce temps-là. La Figure 4.6 présente le nombre d’erreur par bloc de 1000 symboles, qui 
varie en fonction du temps. Pendant l’intervalle de temps [0,3;0,8]s, la synchronisation ne 
peut pas être retrouvée au récepteur bien que le coefficient 2W  soit le coefficient le plus 
important. Pour expliquer ce phénomène, on observe que les coefficients de l’égaliseur ne 
convergent pas durant le temps de chevauchement. Donc, la synchronisation est perdue 
durant ce temps-là. Enfin, le nombre d’erreur par bloc de 1000 symboles est de 210−  pendant 
l’intervalle de temps [0,8;1]s. Le paramètre Δ2 a une valeur de 4 à partir de 0,3s quand le 
coefficient 2W  devient le coefficient le plus important. On peut conclure que l’algorithme qui 
positionne le coefficient central à 2W  fonctionne bien dans le cas où un temps de 
chevauchement est plus grand. Cependant, il ne peut pas corriger l’effet de l’IES pendant le 
chevauchement. Donc, la synchronisation est perdue aussi pendant ce temps-là.  
 
4.2 Modèle du canal avec un signal direct et deux signaux de trajets multiples 
Les trajets multiples sont, dans la réalité, indésirables et inconnus. Dans cette sous-section, le 
scénario du canal avec de grands délais sera d’abord introduit. Ensuite, une règle de 
changement du coefficient le plus important, quand il y a beaucoup de délais du canal, sera 
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obtenue. Enfin, dans le cas où l’égaliseur ne peut pas corriger le canal, l’algorithme qui 
positionne le coefficient central à 2W sera testé. 
 
 
 
 
 
Figure 4.7 Modèle du canal avec un trajet principal sans délai  
et deux trajets multiples 
 
La Figure 4.7 introduit le modèle d’un canal plus compliqué que dans la sous-section 1.3. En 
effet, dans ce modèle, en plus d’un trajet multiple avec un délai de deux symboles, le 
récepteur doit subir un trajet multiple avec trois symboles. La puissance du signal direct est 
unitaire, et les puissances des deux signaux de trajets multiples sont les mêmes et plus petites 
que un.  
 
Figure 4.8 Trois fenêtres du canal 
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La Figure 4.8 présente trois fenêtres du canal. Tout d’abord, le signal subit seulement un 
canal de Rayleigh sans délai. Ensuite, pendant l’intervalle de temps [0,4;0,6]s, le signal reçu 
au récepteur est la somme entre le signal direct du canal de Rayleigh et le signal de 
trajetmultiple avec le délai de deux symboles du canal de Rice. Après, il n’y a plus l’effet de 
l’IES pendant l’intervalle de temps [0,6;1]s. Le signal d(n) est toujours transmis sur le canal 
de Rice avec le délai de deux symboles pendant ce temps-là. Puis, de 1s à 1,2s, il y a aussi le 
temps de chevauchement entre le canal de Rice et le canal de Rayleigh avec le délai de trois 
symboles. Enfin, à partir de 1,2s, le signal est transmis seulement sur le canal de Rayleigh 
avec le délai de trois symboles. Mathématiquement, les définitions de trois fenêtres sont 
données par: 
 1 ; 0 0, 4
1 5 3 ; 0, 4 0,6
0 ; 0,6 1,6
t
F t t
t
< <
= − + ≤ ≤ < ≤
 
(4.1)
 0 ; 0 0,4 1,2 1,6
1 ; 0,6 1
2
5 2; 0,4 0,6
5 6; 1 1,2
t ou t
t
F
t t
t t
 ≤ ≤ ≤ ≤
≤ ≤
= 
− ≤ ≤
− + ≤ ≤
 
(4.2)
 0 ; 0 1
3 5 5 ; 1 1, 2
1 ; 1,6
t
F t t
t
 ≤ ≤
= + ≤ ≤ ≥
 
(4.3)
Donc, le signal reçu au récepteur est donné par l’équation (4.4): 
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4.2.1 La valeur de Δ égale à 1 pendant le mode d’apprentissage 
Dans cette partie, tous les paramètres de simulation sont les mêmes que dans la sous-section 
3.1, mais pendant le mode d’apprentissage, le signal d(n-1) sera utilisé pour estimer l’erreur 
e(n). Plus clairement, la valeur de Δ est égale à 1 durant ce temps-là 
 
 
Figure 4.9 EQM avec un signal direct et deux signaux de trajets 
multiples dans le cas où Δ égale à 1 
 
La figure 4.9 montre l’EQM de l’égaliseur avec un signal direct et deux signaux de trajets 
multiples dans le cas où Δ égale à 1. On remarque l’EQM, quand le signal émise ne doit pas 
subir l’effet de l’IES pendant l’intervalle de temps [0;0,4]s, est inférieure de -20 dB. Ensuite, 
l’EQM durant les deux intervalles de temps de chevauchement sont les mêmes, avec la 
valeur moyenne de -5 dB.  
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Figure 4.10 Variations des coefficients de l’égaliseur avec  
un signal direct et deux signaux de trajets multiples dans  
le cas où Δ égale à 1 
 
On remarque, à la Figure 4.10, que la règle de changement du coefficient le plus important 
pendant l’intervalle de temps [0;1]s est la même que dans la sous-section 3.2. En effet, le 
coefficient W1 devient le coefficient le plus important pendant le temps du canal de Rayleigh 
sans délai parce que Δ égale à 1 pendant le mode d’apprentissage. Ensuite, à partir du temps 
de chevauchement de 0,4s à 0,6s, le coefficient W3 est le coefficient le plus important. La 
règle de ce changement a déjà été expliquée clairement dans la sous chapitre 3.2.2. Il faut 
noter que le coefficient W4 devient le coefficient le plus important à partir le temps de 
chevauchement de 1 à 1,2s bien qu’il y ait un délai de trois symboles pendant ce temps-là. 
Pour expliquer ce phénomène, on peut essayer de trouver les valeurs des coefficients de 
l’égaliseur pendant le temps du canal de Rayleigh avec le délai de trois symboles. Plus 
simplement, à partir de 1,2s, parce qu’il y a un délai de trois symboles du canal de Rayleigh, 
le signal reçu au récepteur est calculé par l’équation (4.5): 
 3( ) ( 3) ( ) ( )r n d n h n v n= − + (4.5)
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où 3 ( )h n  est une réponses impulsionnelle du canal de Rayleigh avec un délai de trois 
symboles. 
C’est pourquoi, l’équation (3.13) dans le cas où Δ égale à 1 devient: 
 * * *( 3) ( ) ( 1 3) ( ) ( 4) ( )drR E d n r n E d n r n E d n r n     = −Δ − = − − = −       (4.6)
De la même manière que dans la sous-section 3.3, les coefficients optimaux de l’égaliseur 
dans ce temps-là sont: 
 
* 3
3
( )0 0 0 0
( ) 1p
h nw
h n
 
=  
+ 
 
(4.7)
L’équation (4.7) montre que le coefficient W4 est le coefficient le plus important durant la 
période du canal avec le délai de trois symboles. Cela signifie que l’égaliseur a perçu un délai 
de 1 symbole entre le canal de Rice avec le délai de deux symboles et le canal de Rayleigh 
avec le délai de trois symboles. 
 
 
Figure 4.11 Nombre d’erreur par bloc de 1000  
symboles avec un signal direct et deux signaux  
de trajets multiples dans le cas où Δ égale à 1 
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La Figure 4.11 présente le nombre d’erreur par bloc de 1000 symboles qui varie en fonction 
du temps. On remarque dans la Figure 4.11 que le nombre d’erreur par bloc de 1000 
symboles pendant l’intervalle de temps [1,2;1,6]s est plus grand que le nombre d’erreur par 
bloc de 1000 symboles pendant l’intervalle de temps [0,6;1]s. Cela signifie qu’il y a plus de 
symboles démodulés incorrects au récepteur pendant le temps du canal de Rayleigh avec le 
délai de trois symboles, parce que le canal induit un plus grand plus délai en nombre de 
symboles. Donc, le plus important coefficient doit partager son énergie avec les autres 
coefficients. Supposons que le vecteur kw  présente l’erreur entre le coefficient optimal pw  et 
le coefficient iw  obtenu à itération n. La définition de kw  est donnée donc: 
 k p iw w w= −  (4.8)
À partir de la valeur de kw , on peut calculer l’erreur ( )ae i  qui mesure la différence entre i pu w  
et 1i iu w − . La valeur de ( )ae i  est donnée par l’équation (4.9) 
 1( )a i ke i u w −=  (4.9)
Plus la valeur de ( )ae i  est petite, plus l’estimation entre 1i iu w −  et le signal d(n-Δ) est précise. 
D’après la Figure 4.12, le nombre d’erreur par bloc de 1000 symboles pendant l’intervalle de 
temps [1,2;1,6]s n’est pas meilleure que le nombre d’erreur par bloc de 1000 symboles 
pendant l’intervalle de temps [0,6;1]s bien que les valeurs de l’EQM, durant deux intervalles 
de temps, soient les mêmes. Pour expliquer ce phénomène, on trouve les différences de 
variations des coefficients durant ces deux intervalles de temps là. Premièrement, le vecteur 
des coefficients optimaux pendant l’intervalle de temps [0,6;1]s est donné par l’équation 
* 2
2
( )0 0 0 0
( ) 1p
h nw
h n
 
=  
+ 
. Cela veut dire que toute la puissance du signal se 
concentrera au coefficient W3 et les autres coefficients seront nuls. Cependant, d’après la 
Figure 4.12, le coefficient W3 partage son énergie avec le coefficient W1dȗ au délai de deux 
symboles du canal de Rice. Alors, la valeur de ( )ae i  dépend des valeurs du coefficient W1 et 
du coefficient W3.  
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De la même façon, les coefficients optimaux de l’égaliseur pendant l’intervalle de temps 
[1,2;1,6]s sont * 3
3
( )0 0 0 0
( ) 1p
h nw
h n
 
=  
+ 
, mais le coefficient W4 doit partager son 
énergie avec les coefficients W3, W2 et W1. C’est pourquoi la valeur de ae  pendant l’intervalle 
de temps [1,2;1,6]s est plus grande que la valeur de ae  pendant l’intervalle de temps [0,6;1]s. 
 
4.2.2 La valeur de Δ égale à 4 pendant le mode d’apprentissage 
Les résultats obtenus dans la sous-section 4.2.1 montre que l’égaliseur peut corriger les délais 
du canal dans le cas où Δ égale à 1 pendant le mode d’apprentissage. Dans cette partie, on 
essaie d’estimer une performance au récepteur dans le cas où la Δ égale à 4 pendant le mode 
d’apprentissage. La Figure 4.12 présente la valeur de l’EQM dans le cas où Δ égale à 4. 
 
 
Figure 4.12 EQM avec un signal direct et deux signaux de  
trajets multiples dans le cas où Δ égale à 4 
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On remarque dans la Figure 4.12 que la variation de la valeur de l’EQM dans le cas où Δ 
égale à 4 est la même que la variation de la valeur de l’EQM dans le cas où la valeur Δ égale 
à 1 dans la sous-section 4.2.1. En effet, l’EQM est inférieure à -20 dB pendant les intervalles 
de temps suivants : [0;0.4]s, [0.6;1]s et [1.2;1.4]s. Ensuite, les valeurs de l’EQM durant les 
deux intervalles de temps de chevauchement sont les mêmes, avec la valeur moyenne de -10 
dB. 
 
 
Figure 4.13 Variations des coefficients de l’égaliseur avec  
un signal direct et deux signaux de trajets multiples  
dans le cas où Δ égale à 4 
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Figure 4.14 Nombre d’erreur par bloc de 1000 symboles  
dans le cas où Δ égale à 4 avec un signal direct et deux  
signaux de trajets multiples 
 
Les Figure 4.12 et 4.13 présentent les variations des coefficients de l’égaliseur et le nombre 
d’erreur par bloc de 1000 symboles dans le cas où Δ égale à 4 du canal avec un signal direct 
et deux signaux de trajets multiples. Comme expliqué dans la sous-section 3.3.2, lorsque Δ 
égale à 4, il n’y a pas de changement du coefficient le plus important durant le temps 
chevauchement entre le canal de Rayleigh sans délai et le canal de Rice avec un délai de 
deux symboles. Cependant, on note que le coefficient W4 continue de jouer le rôle du 
coefficient le plus important en tout temps bien qu’il a un délai de trois symboles avec le 
canal de Rayleigh. La conséquence de cet effet est que la synchronisation est complètement 
perdue au récepteur à partir du temps de chevauchement entre les deux canaux. Plus 
clairement, de 0,6s à 1,6s, le nombre d’erreur par bloc de 1000 symboles est toujours de 0,75. 
Ce résultat s’explique par le fait que l’égaliseur ne peut pas suivre les variations du canal. On 
peut conclure que, dans le cas où la somme entre la valeur de Δ et le délai du canal est plus 
grande que le nombre de coefficients, l’égaliseur n’a pas la possibilité d’éliminer l’effet de 
l’IES du canal à partir du temps de chevauchement. 
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4.2.3 Algorithme qui positionne le coefficient central à W2 dans le cas où il y a 
beaucoup de délai du canal 
Avec les résultats obtenus dans la sous-section 4.2.1, le coefficient Wdélai+Δ deviendra le 
coefficient le plus important à partir du temps de chevauchement. Ceci est dû au fait que plus 
grand est le nombre de délai de symboles subis par le canal, plus grand est le nombre de 
coefficients utilisés pour s’adapter à la variation du canal. D’une part, le nombre de 
coefficients qui peut être utilisé est limité. D’autre part, le délai du canal est aléatoire. Alors, 
la possibilité de perdre la synchronisation au récepteur est très grande s’il y a beaucoup de 
délais du canal. Il est donc nécessaire de trouver un algorithme pour s’assurer que la 
synchronisation soit toujours maintenue au récepteur dans le cas de longs délais du canal. 
Une méthode simple pour positionner le coefficient central à 2W , qui est basée seulement sur 
une variation du plus grand coefficient, a déjà été présentée à la sous-section 3.4. Cependant, 
quand il y a de longs délais, le plus grand coefficient doit partager son énergie avec les autres 
coefficients. Donc, la différence entre la valeur du plus grand coefficient et la valeur du 
deuxième plus grand coefficient n’est pas aussi grande que dans le cas où il n’y a pas le délai 
du canal. C’est pourquoi, l’algorithme qui positionne le coefficient central à 2W , dans le cas 
où il y a beaucoup de délais est basé sur deux paramètres. Ceux-ci sont la variation de l’EQM 
et la variation du coefficient le plus grand, qui tous deux varient toujours en fonction du 
temps. Plus clairement, pendant le temps de chevauchement, il y a des changements du plus 
grand coefficient et de la valeur de l’EQM en même temps. Tout d’abord, dénotons _mse std  
et _coef std  comme des valeurs de l’EQM et du plus grand coefficient, après le mode 
d’apprentissage, elles sont constantes. Ensuite, ces valeurs sont mises à jour à chaque 
itération. Pendant le temps de chevauchement, deux conditions doivent être satisfaites pour 
détecter ces valeurs. Ces conditions sont, les suivantes: premièrement, la différence entre la 
valeur de _mse std  et la valeur de e(n) doit être plus grande que 10 dB et, deuxièmement, la 
différence entre la valeur du plus grand coefficient ( )w nΔ  et la valeur de _coef std  doit être 
plus grande que 0,2. Dans ces conditions, le bloc Calcul du délai, montré dans la  
Figure 3.11, détectera le deuxième plus grand coefficient. Puis, il peut calculer le délai du 
canal. Ensuite, si la somme entre le délai du canal et la valeur de Δ est plus grande que le 
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nombre de coefficients, le bloc Recentrage des coefficients situera le plus important 
coefficient à 2W  avec la valeur de Δ2 calculée par l’équation (3.45). Enfin, les valeurs de
_ , _ ,mse std coef std et Δ sont mises à jour à chaque intervalle de temps de chevauchement. 
Cet algorithme est présenté au tableau 4.1 
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Tableau 4.1 Algorithme qui positionne le coefficient central à W2 dans  
le cas où il y a beaucoup de délais d’un canal 
Entrée: numtaps ;Δ ; _N tr ; 1 numtaps≤Δ≤  
Tout d’abord: (0) 0w = ; 1(0)P Iδ −= ; 0.99λ = ; 2 0Δ = ; 
Loop n=1,2…N 
 
( 1) ( )( )
( ) ( 1) ( )H
P n u nk n
u n P n u nλ
−
=
+ −  
2( ) ( 1) ( )Hy n w n u n z +Δ= −  
( ) ( ) ( 1) ( )He n d n w n u n= − −  
*( ) ( 1) ( ) ( )w n w n k n e n= − −  
1 1( ) ( 1) ( ) ( ) ( 1)HP n P n k n u n P nλ λ− −= − − −  
_ ( _ )mse std e N tr=  
_ ( _ )coef std w N trΔ= ; 
If  ( ( ) _ ) 10 ( )abs e n mse std dB− > et ( ( ) _ ) 0, 2abs w n coef stdΔ − >  
[ e1, e2] ( )r r sort w=  
e2( ) e2( 1)delay r numtaps r numtaps= − −  
If ( )delay numtaps+Δ >  
2 é 2d laiΔ = +Δ−  
2 ( ) ( )w n w nΔ=  
( ) e2(1)w n rΔ =  
If ( ( ) _ ) 0 ( )abs e n mse std dB− = et e2( )r numtaps ≠ Δ  
e2( )r numtapsΔ =  
_ ( )mse std e n=  
_ ( )coef std w nΔ=  
 
72 
 
Figure 4.15 EQM de l’égaliseur dans le cas où Δ égale  
à 4 avec l’algorithme qui positionne le coefficient central à 2W  
 
 
Figure 4.16 Variations des coefficients de l’égaliseur dans le cas où  
Δ égale à 4 avec l’algorithme qui positionne le coefficient central à 2W  
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Figure 4.15 et la Figure 4.16 illustrent l’évolution de l’EQM et les variations des coefficients 
de l’égaliseur dans le cas où Δ égale à 4 avec l’algorithme qui positionne le coefficient 
central à 2W . Au temps t=0.45s, le bloc Calcul du délai détecte qu’il y a le changement de 
l’EQM et celle du plus grand coefficient W4. Il détecte que le coefficient 2W  est le deuxième 
plus grand coefficient. En outre, la somme entre la valeur de Δ et celle du délai du canal 
égale à 6, et est plus grande que le nombre de coefficients. C’est pourquoi le bloc 
Recentrage des coefficients situera le plus grand coefficient à 2W . Après, le coefficient W2 
aura une valeur moyenne de 0.7 durant l’intervalle de temps [0,6;1]s. Ensuite, après le temps 
de chevauchement entre le canal de Rice avec le délai de deux symboles et le canal de 
Rayleigh avec le délai de trois symboles, le coefficient W3 joue le rôle du plus important 
coefficient. Cette variation du plus grand coefficient est la même que dans la Figure 4.10. 
Cela signifie que l’égaliseur détecte toujours qu’il y a seulement un délai de 1 symbole entre 
le canal de Rice avec le délai de deux symboles et le canal de Rayleigh avec le délai de trois 
symboles bien que le plus important coefficient soit situé à 2W  pendant le temps de 
chevauchement. Plus clairement, pendant l’intervalle de temps [0,6;1]s, le paramètre Δ2 a une 
valeur +4. Donc, le signal reçu au récepteur est présenté comme dans la Figure 4.17 
 
4z+
 
Figure 4.17 Le signal reçu au récepteur avec l’algorithme qui positionne le 
coefficient central à 2W  pendant l’intervalle de temps [0,6;1]s 
 
Mathématiquement, le signal reçu au récepteur avec l’algorithme qui positionne le coefficient 
central à W2pendant l’intervalle de temps [0,6;1]s est donnée par l’équation (4.10) 
 
74 
 4( ) ( 1) ( )Hy n w n r n z += −  (4.10)
Mais le signal reçu au récepteur du canal de Rayleigh avec le délai de trois symboles est 
calculé par l’équation (4.5). Donc, la valeur de drR de l’équation (3.13) est calculé par: 
 * * *
2( 3 ) ( ) ( 4 3 4) ( ) ( 3) ( )drR E d n r n E d n r n E d n r n     = −Δ − + Δ = − − + = −       (4.11) 
 
Le résultat obtenu de l’équation 4.11 montre que le coefficient W3 deviendra le coefficient le 
plus important pendant l’intervalle de temps du canal de Rayleigh avec le délai de trois 
symboles.  
 
Figure 4.18 Nombre d’erreur par bloc de 1000 symboles dans le cas où 
Δ égale à 4 avec l’algorithme qui positionne le coefficient central à 2W  
 
La Figure 4.18 présente le nombre d’erreur par bloc de 1000 symboles qui évoluera en 
fonction du temps dans le cas où Δ égale à 4 avec l’algorithme qui positionne le coefficient 
central à 2W . Le résultat obtenu dans la Figure 4.18 montre l’efficacité d’utilisation de cet 
algorithme pour réobtenir la synchronisation au récepteur. En effet, pendant deux intervalles 
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de temps [0,6;1]s et [1,2;1,6]s, le nombre d’erreur par bloc de 1000 symboles est de 210− . La 
performance obtenue est semblable à celle obtenue à la Figure 4.11 où l’égaliseur peut 
corriger et couvre le délai du canal automatiquement. Cependant, pendant l’intervalle de 
temps de chevauchement, la synchronisation est toujours perdue au récepteur. 
 
4.3 Condition pour assurer le bien fonctionnement de l’algorithme qui positionne 
le coefficient central à W2 
L’observation des variations des coefficients de l’égaliseur permet de prévoir le délai du 
canal tel que présenté à la sous-section 4.2.3 et la sous-section 3.1. Pendant le temps de 
chevauchement, le bloc Calcul du délai détecte bien le délai du canal. Ensuite, le bloc 
Recentrage des coefficients contrôlera la valeur de Δ2 pour assurer que la synchronisation 
est toujours obtenue au récepteur. Il faut noter que, pendant le temps de chevauchement, le 
coefficient WΔ-délai est le deuxième plus grand coefficient. Le bloc Calcul du délai doit bien 
définir le deuxième plus grand coefficient pour calculer précisément le délai du canal. Dans 
cette section, on cherche la condition sur la somme (Δ-délai) pour assurer que le bloc Calcul 
du délai puisse toujours trouver le deuxième plus grand coefficient.  
 
En supposant que le modèle du canal soit comme dans la sous-section 1.3, avec un canal de 
Rayleigh sans délai et un canal de Rice avec le délai de cinq symboles. Tous les paramètres 
de simulation sont les mêmes que dans la sous-section 3.1. Pendant la simulation, on mesure 
des variations des coefficients de l’égaliseur avec des différentes valeurs de Δ. 
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Figure 4.19 Variations des coefficients de l’égaliseur dans  
le cas où Δ égale à 2 et le canal de Rice avec le délai de 5 symboles 
 
 
Figure 4.20 Variations des coefficients de l’égaliseur dans le  
cas où Δ égale à 4 et le canal de Rice avec le délai de 5 symboles 
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Les Figure 4.19 et Figure 4.20 présentent les variations des coefficients de l’égaliseur dans 
les cas où Δ égale à 2 où 4 et un canal de Rice avec le délai de 5 symboles. On remarque que 
le coefficient WΔ est toujours le coefficient le plus important durant tout le temps. Cependant, 
durant le temps de chevauchement, le deuxième plus grand coefficient ne peut pas être défini 
précisément parce que, à part le plus grand coefficient, tous les autres coefficients ont une 
même valeur. Donc, on peut conclure que l’égaliseur doit couvrir le délai du canal pour 
obtenir une bonne performance au récepteur dans le cas où l’égaliseur peut corriger l’effet 
néfaste du canal. Cela signifie que un délai d’un canal doit être plus petit que un nombre de 
coefficients d’un égaliseur. 
 
 
 

 CONCLUSION 
 
Dans notre travail, nous avons considéré deux approches. Premièrement, le fonctionnement 
d’un égaliseur lorsque le canal change rapidement en fonction du temps, est testé. Ensuite, on 
peut détecter les cas où les symboles sont démodulés correctement au récepteur ainsi que les 
cas où la synchronisation est perdue totalement au récepteur. Deuxièmement, par 
l’observation des variations des coefficients de l’égaliseur, une méthode pour corriger le 
canal est présentée. L’idée principale de cette méthode situera le coefficient central à 2W  
dans le cas où le canal introduit un délai plus grand que la longueur de l’égalisation. Alors 
l’égaliseur ne peut pas adapter les variations d’un canal. 
 
Dans l’étape suivante, le modèle d’un canal plus complexe est construit. Ensuite, une 
méthode pour corriger le canal dans le cas où il y a beaucoup de délai est présentée. Cette 
méthode démontrait une bonne performance ainsi qu’une bonne valeur de TES au récepteur. 
Enfin, une condition pour assurer le bon fonctionnement de cette méthode qui montre une 
condition entre le délai du canal et le nombre de coefficients de l’égaliseur est présentée. 
 
Travaux futurs 
 
Suite à ce travail, voici quelques suggestions de travaux qui peuvent être réalisés dans le 
futur. Ce sont : 
1. Utiliser aux modulations QAM d’ordre supérieur (16, 64, 256) ainsi qu’aux autres types de 
modulation. 
2. Appliquer cette approche aux différents types des égaliseurs comme LMS, égaliseur 
aveugle. 
3. Construire différents modèles du canal qui change rapidement en fonction du temps. 
4. Implémenter et tester en situation réelle à simulateur de canaux. 
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