Understanding the genetic basis of phenotypic adaptation to changing environments is an essential goal of population and quantitative genetics. While technological advances now allow interrogation of genome-wide genotyping data in large panels, our understanding of the process of polygenic adaptation is still limited. To address this limitation, we use extensive forward-time simulation to explore the impacts of variation in demography, trait genetics, and selection on the rate and mode of adaptation and the resulting genetic architecture. We simulate a population adapting to an optimum shift, modeling sequence variation for 20 QTL for each of 12 different demographies for 100 different traits varying in the effect size distribution of new mutations, the strength of stabilizing selection, and the contribution of the genomic background. We then use random forest regression approaches to learn the relative importance of input parameters in determining a number of aspects of the process of adaptation including the speed of adaptation, the relative frequency of hard sweeps and sweeps from standing variation, or the final genetic architecture of the trait. We find that selective sweeps occur even for traits under relatively weak selection and where the genetic background explains most of the variation. Though most sweeps occur from variation segregating in the ancestral population, new mutations can be important for traits under strong stabilizing selection that undergo a large optimum shift. We also show that population bottlenecks and expansion impact overall genetic variation as well as the relative importance of sweeps from standing variation and the speed with which adaptation can occur. We then compare our results to two traits under selection during maize domestication, showing that our simulations qualitatively recapitulate differences between them.
The detailed analysis of a single population adapting to a sudden environmental change helps to build intuition on 158 the dynamics of a specific set parameters, but is far from the complexities of quantitative trait evolution in natural 159 populations. For example, most populations have experienced some form of fluctuation in population size, and traits 160 differ both in the strength of stabilizing selection as well as in their genetic architecture -the frequency and effect size of 161 mutations that cause variation in the phenotype. To understand the effect of these and other variables, we simulated The combination of V S and σ m led to different genetic variances at equilibrium ranging from 0.004 to 0.751, leading to 166 a distance of the new trait optimum between 11.5 and 158.2 z-scores ( Figure S3 ). We calculate V G in every generation 167 during the burn-in and compared it to the expected genetic variance approximated with the House of Cards (HoC) 168 approximation (Turelli 1984) . The majority of simulations are within the regime of HoC, though the approximation 169 underestimated V G for σ m = 0.9 and V S = 1 and overestimated V G for large V S and small σ m . All burn-ins had a mean 170 fitness close to one at equilibrium after 10xN and the mean V G was constant ( Figure S4 and S3)
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To understand the factors driving variation in particular aspects of the data, we employed a random forest machine
Figure 3
Relative parameter importance Relative parameter importance inferred for four parameter categories. 1) Adaptation: parameters describing adaptation speed and potential for future adaptation, 2) Fixations: summary statistics for mutations that were fixed during trait adaptation, and 3) Segregating sites: descriptors of alleles polymorphic in the final generation of the simulations. Top rows indicate prediction accuracy as calculated by 10-fold cross validation and NRMSE. Each bar is the result of an independent random forest learning and each color represents the relative importance of the simulation input parameters (see Methods and Table S1 for summary statistics).
Speed of polygenic adaptation
An important factor for the survival of a population exposed to changing environments 174 is how fast it can adapt to new conditions. Our simulated populations varied widely in the time required to reach the 175 new optimum, from 0.001 to 0.99 N anc generations. A total of 732 of the 120,000 simulations did not reach the new trait 176 optimum within the simulated time of 0.1 ×N anc generations, but all parameter combinations had at least 8 (of 100) 177 replicates reaching the new optimum. In general, simulations that did not reach the new optimum were those with a 178 strong bottleneck (reduction to 1% or 5% of N anc ). In particular, more than 70% of all simulations with the smallest σ m 179 (0.01), no genetic background, 1% bottleneck, and a final size of N anc did not reach the new optimum, regardless of their 180 strength of stabilizing selection (V S ).
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All three adaptation-related summary statistics were well predicted, with cross-validation accuracy over 90%. Overall, 182 the parameter contributing most to this variation is σ m , with a relative importance of > 50% (Figure 4 ). This was followed 183 closely by the proportion of the trait explained by genetic background (ψ) at 31%, while demography and V S were of 184 relatively minor importance (Figure 3 and S5). We find that the rate of phenotypic adaptation was highest for populations 185 with small σ m and large ψ, and these two factors explained the majority of the observed variation ( Figure 4 ). The initial 186 genetic variance, a combination of V S and σ m , was the best predictor for the genetic variance in the final generation, but 187 the strength of the bottleneck and ψ had a relative importance of 11% and 17%, respectively ( Figure S5 ). The genetic 188 variance in the final generation increased with increasing σ m , with declining increase for larger σ m (Figure 4 ).
189
Segregating sites after polygenic adaptation 190 We further investigated segregating sites in the final generation, which correspond to a modern population that has 191 experienced an optimum shift in the past. Cross validation prediction accuracies were for most summary statistics were 192 very high (<0.9). The mean effect size of segregating sites was predicted with less accuracy, however, as all values are 193 concentrated around zero leading to low R 2 values in the CV. The NRMSD, shows that the accuracy for mean effect 194 size of segregating sites was high and that the validation data could be predicted, which allowed to infer parameter The proportion of negative sites segregating in the population was also most strongly influenced by the strength of the 199 bottleneck ( Figure 3 ), but when V G 0 ( Figure S3 ) was used to train the model instead, V G 0 explained most of the variation 200 ( Figure S5 ). As V G 0 is the result of the combination of V S and σ m during the burn-in, this a strong interaction effect 201 between V S and σ m which is partitioned when using V S as feature in the random forest. Not all fixations are due to positive selection, however, and even those that are due to selection would not necessarily 215 reduce linked diversity sufficiently to be detected as a selective sweep. To differentiate between neutral and strongly 216 selected fixations, we compared the fixation time of sites that fixed after the shift in trait optimum to single-locus neutral 217 simulations with identical demography (see Methods). Consistent with the higher total number of fixations exhibited, 218 populations with smaller σ m also showed a higher number of sweeps. While the maximum number of sweeps was almost https://mgstetter.shinyapps.io/quantgensimAPP).
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Maize domestication traits 241
After evaluating a wide parameter space using our machine learning models, we then investigated in more detail two 242 parameter sets that resemble diverging traits during maize domestication. Using simulations with demographic models 243 similar to that inferred for maize (a bottleneck of 0.05 × N anc followed by exponential growth to 10 × N anc , Beissinger 244 et al. 2016), we selected one trait with strong stabilizing selection and small effect mutations (Trait 1; σ m = 0.01 and 245 V s = 1) and one trait with weak stabilizing selection and large effect mutations (Trait 2; σ m = 0.9 and V s = 50).
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The two traits showed notably different patterns of adaptation ( Figure 6 , x-axis on log 10 scale). Trait 1 increased almost 247 linearly for 0.0733 × N anc generations before asymptotically arriving at the new optimum. The genetic variance for this 248 trait declined for the first 0.0169 × N anc generations before it slowly increased, but did not reach the equilibrium value 249 within the 0.1 × N anc generations simulated. Trait 2, on the other hand, adapted rapidly, reaching the optimum in only 250 0.002 × N anc generations. The genetic variance for Trait 2 increased during adaptation to a value higher than V G 0 , then 251 decreased after the optimum was reached but remained higher than V G 0 ( Figure 6A and B) . The number of fixations was 252 100 times higher for trait 1 than for trait 2; the ratio of sweeps per fixation was also higher, and most sweeps in trait 1 253 were hard ( Figure 6C ). Though on average trait 2 exhibited fewer than 2 sweeps per simulation, 94 % of these were from 254 standing variation. The sojourn time for sweeps from standing variation was correlated with the initial allele frequency, 255 but also with the effect size of a mutation. Large effect positive mutations had a low initial frequency but fixed fast, while 256 negative alleles fixed slowly, despite their high initial frequency similar to the trait we described above (Figure 2 ). This 257 observation held particularly true for Trait 2, where only few small or negative effects fixed quickly ( Figure 6 D and E) .
The overall contribution of all sweeps to phenotypic change was also different between the two traits: the summed effect 259 size of all sweeps represents 45 % of the adaptation in trait 2, but only 18 % for trait 2. 260 Figure 5A shows the difference in genetic architecture between the two traits. While the adaptation of trait 1 led to an 261 equal distribution of effect sizes at low frequencies, trait 2 had a larger proportion of both very low frequency mutations 262 from the extreme tail of the distribution and small effect mutations at higher frequencies. Despite these differences the 263 correlation between the genetic architecture matrices was very high (0.96; Figure 5 ). 
Discussion
265
Model choice 266 We use a combination of two different fitness functions to study the quantitative genetics of adaptation to a sudden 
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In our model simulations we fixed the equilibrium optimum to 0 and the new optimum to 10, but change V S and σ m . Rapidly changing environments, such as those faced by changing climate impose a threat to populations with narrow 299 genetic variance for important traits. Quantitative traits inherently provide adaptive potential to a population, because 300 of the genetic variance created by varying effect sizes at a number of alleles (Burger and Lynch 1995). However, the 301 speed and manner in which traits adapt depends on the initial variation and beneficial mutations entering the population 302 once the environment changes. In rapidly changing environments or during new colonization of habitats the time it 303 takes to reach the new optimum is critical as this might determine whether the population is first to occupy a niche.
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We looked at two summary statistics -time to optimum and adaptation rate -to compare the adaptive behavior of 305 different traits. The speed to the optimum shows the absolute speed of a population to reach the new optimum, while the 306 adaptation rate is corrected for the genetic variance present. The absolute speed depends most on σ m , but the adaptation We simulated a quantitative trait under stabilizing selection with an optimum of 0 that adapted to a discrete optimum 461 change to a value of 10. The population was diploid and mated randomly. Phenotypes followed a purely additive 462 model in which the genotypic values at a given locus with an allele of effect size a were 0, 0.5a and a for homozygous 463 ancestral, heterozygous and homozygous derived genotypes. We modeled 20 QTL resembling 50kb regions, each with a 464 4 kb "genic" region centered in a 46 kb "intergenic" region. In the intergenic region mutations that affect the phenotype Fitness We used a Gaussian fitness function in which an individual's fitness w was modeled as:
where z is the trait value of an individual, z opt is the population optimum trait value and V s modulates the possible Turelli 1984) . Scenarios with small σ m and large V S do not reach the expected V G because mutations are too small to "fill up" the variance volume. However, their equilibrium variance is higher than that approximated by Lande (1975) and is between those regimes. 
