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CATEGORIFIED YOUNG SYMMETRIZERS AND STABLE HOMOLOGY
OF TORUS LINKS II
MICHAEL ABEL AND MATTHEW HOGANCAMP
ABSTRACT. We construct complexes P1n of Soergel bimodules which categorify
the Young idempotents corresponding to one-column partitions. A beautiful re-
cent conjecture [12] of Gorsky-Rasmussen relates the Hochschild homology of
categorified Young idempotents with the flag Hilbert scheme. We prove this con-
jecture for P1n and its twisted variants. We also show that this homology is also
a certain limit of Khovanov-Rozansky homologies of torus links. Along the way
we obtain several combinatorial results which could be of independent interest.
1. INTRODUCTION
The computation of Khovanov-Rozansky homology of torus links is a chal-
lenging problem which is made even more interesting by the conjectures in [20,
11] relating these homology groups with certain Hilbert schemes and Cherednik
algebras. It seems a more tractable problem to compute the stable limit of the
homology of the (n,m) torus link as m → ∞. The stable limit of homologies of
Khovanov-Rozansky homology has a longer history, being conjectured to exist by
[4] and proven to exist (in the sl2 case, that is, the original Khovanov homology)
in [25]. Rozansky showed that in the sl2 case, the stable limit can be computed
from a categorified Jones-Wenzl projector [23]. Recently, the second author [15]
proved existence of this stable limit in the triply-graded homology, and proved a
stable version of conjectures in [20, 11].
In this paper we investigate a second kind of stable limit of Khovanov-
Rozansky homology of torus links. In the sl2 setting, the existence of two different
stable limits was due to Rozansky [22]; this second limit computes Hochschild
homology of Khovanov’s ring Hn [16]. In the triply graded case, we will see that
the second stable limit computes a certain kind of Hochschild homology asso-
ciated to polynomial rings. This stable limit is also explicitly related to Hilbert
schemes by a recent conjecture of Gorsky-Rasmussen [12] (see Conjecture 1.8).
For a comparison of stable homologies see §1.2.
Fix an integer n ≥ 1 and letR = Q[x1, . . . , xn] be graded by setting deg(xk) =
2. Note that W := Sn acts on R by permuting variables. Let RW ⊂ R denote the
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2 MICHAEL ABEL AND MATTHEW HOGANCAMP
ring of symmetric polynomials. Observe that f ⊗ g 7→ fg defines an algebra map
R⊗RW R→ R, so that R is a graded R⊗RW R-module.
Definition 1.1. Let R → P∨1n denote an injective resolution of R, thought of as a
graded R⊗RW R-module.
We note for future reference that R⊗RW R is self-injective. The complex P∨1n
is graded infinite, being supported in all non-negative homological degrees. This
complex categorifies the one-column Young symmetrizer in a sense explained
below.
Let Ch(R-mod-R) denote the category of complexes of finitely generated,
graded (R,R)-bimodules. Our first main theorem says that P∨1n is related to a
certain braid group action on Ch(R-mod-R). Associated to each n-strand braid,
Rouquier [21] defines a complex F (β) ∈ Ch(R-mod-R) such that F (β)⊗RF (β′) '
F (ββ′). We have:
Theorem 1.2. Let FT ∈ Ch(R-mod-R) denote the Rouquier complex associated to the
(positive) full twist braid. Then {FT⊗k}∞k=0, after the appropriate grading shifts, can be
made into a direct system with homotopy colimit P∨1n .
Remark 1.3. Dually, one may consider a complex P1n which is defined to be a pro-
jective resolution P1n → R viewed as a graded R ⊗RW R-module. Analogously,
if we let FT−1 denote the Rouquier complex of the negative full twist braid then
{(FT−1)⊗k}∞k=0 can made into an inverse system with homotopy limit P1n , af-
ter the appropriate grading shifts. We will prove in §2.6 that the duality functor
(·)∨ : Ch(R-mod-R)→ Ch(R-mod-R) sends P1n to P∨1n .
Our notation prefers complexes which are bounded above, in order to be
consistent with [15]. However, in this paper the complex P∨1n is often nicer than
P1n , since P∨1n is an algebra in the homotopy categoryK+(R-mod-R), while P1n is
a coalgebra. This is discussed in Remark 1.13. The algebra structure makes writ-
ing our following main results easier. See Example 4.13 for a sample computation
in the non-dual, n = 2 case.
Let us recall the construction of Khovanov and Rozansky’s triply-graded
link homology given in [17]. Hochschild cohomology of bimodules defines a
functor HHH from Ch(R-mod-R) to the category of triply-graded vector spaces,
and HHH(F (β)) is a well-defined invariant of the oriented link βˆ, up to isomor-
phism and overall shift of triply-graded vector spaces. This invariant is called
Khovanov-Rozansky homology, hereafter referred to as KR homology.
Remark 1.4. Actually, in [17] the results are stated in terms of Hochschild homol-
ogy. In this paper, as in [15], we prefer Hochschild cohomology to Hochschild
homology; there is not much difference since for polynomial rings the two are
isomorphic up to regrading. Our convention will ensure that HHH applied to our
projector is a graded commutative algebra, rather than an algebra up to regrad-
ing.
Theorem 1.2 allows us to relate KR homology of torus links with HHH(P∨1n):
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Theorem 1.5. The KR homology of the (n, nk) torus links stablizes as k → ∞. The
stable limit is isomorphic to HHH(P∨1n).
In order to state our results for the (n, nk + m) torus links, we first in-
troduce an action of the symmetric group. Let w ∈ Sn, then for any complex
C ∈ Ch(R-mod-R), let w(C) denote the complex obtained from C by twisting
the right R-action by w−1, that is, f · c · g = fcw−1(g). We refer to w(P∨1n) as a
twisted projector. The connection between this action of the symmetric group and
the action of the braid group by Rouquier complexes is established in §3.2. An
elementary property of Hochschild cohomology implies that HHH(w(P∨1n)) de-
pends only on the conjugacy class (cycle type) of w. Using this, we have:
Theorem 1.6. Fix integers 1 ≤ m ≤ n, and let w ∈ Sn be an n-cycle. The triply-graded
KR homology of the (n, nk + m)-torus links have a stable limit as k → ∞, given by
HHH(wm(P∨1n)). This limit depends only on the number of components gcd(m,n), up
to isomorphism.
Thus, the problem of computing stable homology of torus links reduces to
the computation of HHH(w(P∨1n)) for the appropriate w ∈ Sn. To compute this we
first reduce to the computation of the Hochschild degree zero part HHH0(w(P∨1n)).
Here and below, we use the same notation for both exterior and polynomial alge-
bras, and will distinguish them by declaring the variables as odd or even, respec-
tively.
Proposition 1.7. Let ξk denote an odd variable of degree q−2ka, where we use a to denote
Hochschild degree. If C ∈ Ch(R-mod-R) is a complex whose chain bimodules are direct
sums of copies of R ⊗RW R with shifts, then HHH(C) = Λ[ξ1, . . . , ξn] ⊗Q HHH0(C),
where HHH0(C) is, up to a regrading (see Remark 1.4), the functor which identifies the
left and right R-actions then takes homology. That is, HHH0(C) = H(R⊗R⊗RW R C).
This is proven in §4.2. The following beautiful conjecture was communi-
cated to us by E. Gorsky and J. Rasmussen [12]:
Conjecture 1.8. For each 1 ≤ i < j ≤ n, let vij denote an even variable of degree
deg(vij) = q
2i−2j−2t2. Let E denote the ring E = R[vij ]/J where J is the ideal gener-
ated by the entries of the commutator of the following formal matrices:
X =

x1 1 0 · · · 0 0
0 x2 1 · · · 0 0
0 0 x3 · · · 0 0
...
...
...
. . .
...
...
0 0 0 · · · xn−1 1
0 0 0 · · · 0 xn

, V =

0 v12 v13 · · · v1,n−1 v1n
0 0 v23 · · · v2,n−1 v2n
0 0 0 · · · v3,n−1 v3n
...
...
...
. . .
...
...
0 0 0 · · · 0 vn−1,n
0 0 0 · · · 0 0

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Then up to an overall grading shift, HHH0(w(P∨1n)) is isomorphic to the quotient of E
in which we identify xw(i) with xi for all 1 ≤ i ≤ n.
More generally, to each Young tableau T , Gorsky and Rasmussen [12] asso-
ciate an algebra ET coming from the flag Hilbert scheme on C2. The flag Hilbert
Scheme FHilbn(C2) of n points on C2 is the moduli space of flags of ideals
FHilbn(C2) = {C[x, y] = I0 ⊃ I1 ⊃ · · · ⊃ In|dim(Ik/Ik+1) = 1}.
FHilbn(C2, `) is defined as the subscheme of FHilbn(C2) such that all Ik are set-
theoretically supported on the line x = 0.
There is a naturalC∗×C∗-action on FHilbn(C2, `). The fixed points zT of this
action are parameterized by standard Young tableaux of size n. In [12], Gorsky
and Rasmussen explicitly construct the local algebras ET of zT . They conjecture
that in fact, ET is isomorphic to End(PT ) where PT is the categorified Young
symmetrizer associated to the Young tableau T .
One of the main contributions of this paper is an exact combinatorial de-
scription of the the projector P∨1n (see §2.6 and also §1.3 of this introduction). Us-
ing this description we can prove the above conjecture:
Theorem 1.9. Conjecture 1.8 is true. Furthermore, there are isomorphisms of bigraded
rings
HHH0(P∨1n) ∼= E ∼= End(P∨1n) ∼= R[u2, . . . , un]/I
where I is the ideal generated by the elements
∑j
i=1 uiai,j(x, w(x)) for 1 ≤ j ≤ n,
aij(x,y) are certain polynomials explained below, and End(P∨1n) here denotes the bi-
graded ring of bihomogeneous chain endomorphisms of P∨1n , modulo homotopies. The
degrees are deg(uk) = t2q−2k.
For more of an explanation of the relation between Hochschild cohomology
of P∨1n and its ring of endomorphisms, see §4.3.
The special polynomials aij(x,y) are defined in Definition 2.36, and are es-
sentially the double Schubert polynomials Sw(x,y) (See [19] for more informa-
tion). More precisely, ifwi,n denotes the cycle (n, n−i+1, n−i+2, . . . , n−1) ∈ Sn
and w0 ∈ Sn is the longest word, then ain = (−1)iSwi,n(w0(x),y). In Proposition
4.25 we explicitly give the relation between aij and vij . We state explicitly the
following important special case of torus knots, in which the stable homology is a
free superpolynomial algebra:
Corollary 1.10. If w ∈ Sn is an n-cycle, then
HHH(w(P∨1n)) ∼= R[u2, . . . , un, ξ1, . . . , ξn]/I,
where I = Iw is the ideal generated by xi − xi−1 (1 ≤ i ≤ n − 1). In particular, this
homology is isomorphic to a stable limit of KR homologies torus knots. The degrees are
deg(uk) = t
2q−2k and deg(ξk) = aq−2k.
In [1], we use P1n to give a categorification of the Λn-colored HOMFLYPT
polynomial. This polynomial was first categorified by Webster and Williamson
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using a geometric framework [26]. These two theories are different however, as
the homology of the unknot in the theories are quite different.
We now explore the different pieces of this construction in more detail, in-
cluding a combinatorial description of P∨1n . Along the way we compare our re-
sults to the results of [15].
1.1. Hecke algebras, Young symmetrizers, and categorification. The Hecke al-
gebra of Sn (or briefly Hecke algebra) is a q-deformation of the symmetric group
algebra C[Sn]. The classical Young symmetrizers are certain idempotent elements
pT ∈ C[Sn], indexed by Young tableaux of size n. In terms of representation the-
ory, if T is of shape λ, multiplication by pT is a projection of the regular repre-
sentation C[Sn] onto the irreducible representation Vλ. In Hn there are natural
q-analogues to the Young symmetrizers serving the same role [14, 2], and we will
also denote these by pT . The Young symmetrizers also play an important role in
quantum topology, where “cabling and inserting pT ” defines the λ-colored HOM-
FLYPT polynomial. One also has the central idempotents pλ =
∑
pT , where the
sum is over tableaux with shape λ.
Remark 1.11. For each integer N ≥ 1, one can consider the quotient of Hn by
the ideal generated by the pλ, where λ has more than N parts. We call this the
slN quotient, since the resulting algebra is isomorphic to EndUq(slN )(V
⊗n), where
V is q-deformation of the standard N -dimensional representation of slN . In case
N = 2, this is the Temperley-Lieb algebra. In this way, Young symmetrizers act
as projection operators on V ⊗n. The one-row idempotent p(n) acts as projection
onto the q-symmetric power Symn(V ), while the one-column idempotent p1n acts
as projection onto the q-exterior power Λn(V ), which is zero unless N ≥ n. Note
that p1n is zero in the slN quotient unless N ≥ n. Thus, our projectors relate to
Rozansky’s [22] only in the cases 1 ≤ n ≤ 2 = N .
In this paper, we categorify the Young symmetrizer for the one-column par-
tition p1n . This p1n can be described as the unique multiple of bw0 which is idem-
potent. Here, bw0 is the Kazhdan-Lusztig basis element corresponding to the long-
est word w0 ∈ Sn and can be described in terms of the standard basis of Hn by
bw0 =
∑
w∈Sn q
`(w0)−`(w)Tw. Equivalently, p1n is the unique multiple of bw0 such
that 1− p1n annihilates bw0 from the left and right.
The category SBimn of Soergel bimodules is a certain category of graded
(R,R)-bimodules (explained more in §2.1) which categorifies the Hecke algebra
Hn. Roughly what this means is that to each bounded complex C of Soergel bi-
modules, there is a well-defined Euler characteristic χ(C) ∈ Hn which satisfies a
number of properties. For instance:
(1) χ(C ⊕D) = χ(C) + χ(D)
(2) χ(C ⊗R D) = χ(C)χ(D)
(3) χ(C〈i〉(j)) = (−1)iqjχ(C), where 〈i〉 and (j) are homological and q-degree
degree shifts, respectively.
(4) If C and D are chain homotopy equivalent C ' D, then χ(C) = χ(D)
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(5) Hn is the Q(q)-span of the Euler characteristics.
We will say that a complex categorifies its Euler characteristic, and that a ho-
motopy equivalence C ' D categorifies the identity χ(C) = χ(D), and so on.
Most of the complexes we consider are infinite (but bounded in one direction);
nonetheless, their Euler characteristics will be well-defined as formal power se-
ries. We will not make this precise, as the notion of Euler characteristic serves
only to motivate our use of the word “categorification.”
The indecomposable Soergel bimodules Bw are indexed by permutations
w ∈ Sn, and they categorify the Kazhdan-Lusztig basis {bw} ⊂ Hn. As a special
case, the bimodule Bw0 := R ⊗RW R(−`) categorifes the element bw0 . Here ` =
1
2n(n− 1) is the length of the longest element of Sn, and (−`) is the grading shift
which places 1 ⊗ 1 in degree −`. We will let K−(SBimn) denote the homotopy
category of chain complexes over SBimn which are bounded from above.
Theorem 1.12. There exists a bounded from above chain complex P1n ∈ K−(SBimn)
and a map ε : P1n → R such that
(P1) P1n is homotopy equivalent to a chain complex whose chain bimodules are direct
sums of shifted copies of Bw0 .
(P2) Cone(ε)⊗R Bw0 ' Bw0 ⊗R Cone(ε) ' 0.
(P3) P1n ⊗R P1n ' P1n .
If another pair (P ′, ε′) satisfies conditions (P1) and (P2), then P ′ is canonically homotopy
equivalent to P1n ; the canonical homotopy equivalence Φ : P ′ → P1n is characterized up
to homotopy by ε ' Φ ◦ ε′.
The axioms (P1) and (P2) ensure that ε ⊗ IdP1n and IdP1n ⊗ε are homotopy
equivalences, and thus imply (P3). In the language of [15], such an object is called
a counital idempotent, and a number of important properties follow immediately
from the general theory of such objects (for instance, uniqueness). We prove in
§2.3 that the projective resolution definition from Definition 1.1 satisfies (P1) and
(P2); this gives the existence part of the proof of the above theorem.
1.2. A comparison of stable homologies. Define FT ∈ K−(SBimn) to be the
Rouquier complex associated to the full twist. Suppose we are given a morphism
α : R → G(FT), where G is a grading shift. Tensoring α with Gk(FT⊗k) gives a
map αk : Gk(FT⊗k) → Gk+1(FT⊗k+1). In this way, maps R → G(FT) yield di-
rected systems {Gk(FT⊗k)}∞k=0. One might refer to limits (or, more precisely, ho-
motopy colimits) of such directed systems as “infinite full twists,” since they are
limits of powers of FT with shifts. Motivated by work of Rozansky, one may ex-
pect that infinite full twists should be intimately related with categorified Young
symmetrizers. This is indeed the case.
There is a canonical map R → FT(n(n − 1))〈−n(n − 1)〉 which is the in-
clusion of the degree zero chain group. In [15], the second author showed that
the resulting directed system has a homotopy colimit given by Pn, and that this
complex categorifies the one-row Young symmetrizer.
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In this paper we construct a map R → FT(−n(n − 1)) so that the resulting
homotopy colimit categorifies the one-column Young symmetrizer. Actually this
limit is the dual of P1n ; to obtain P1n one should instead take homotopy limit
of an inverse system involving FT−1 (see below). We will first discuss the n = 2
case. Let F = F (σ1) denote the Rouquier complex associated to the (positive)
elementary braid generator on two strands, so that FT = F⊗2. A straightforward
calculation gives the following, omitting grading shifts for clarity.
F⊗k ' B φ±−−→ B φ∓−−→ · · · φ−−−→ B → R.
Here F⊗k is a complex of length k + 1, the sign alternates between + and − or
± = (−1)k−1, B ∈ SBim2 is the nontrivial indecomposable Soergel bimodule,
and φ± are some endomorphisms ofB. If we shift so thatR appears in homologi-
cal degree zero, then these complexes approach a well defined limit P2 (precisely,
a homotopy colimit). If we instead shift F⊗k so that the left-mostB appears in ho-
mological degree zero, then this sequence does not approach a well-defined limit
because of the alternating differential φ±. However, there are two “convergent
subsequences” which approach the limits (homotopy colimits) P∨12 and s(P
∨
12).
Here ∨ is the duality functor ∨ : K−(SBim2) → K+(SBim2), and s ∈ S2 is the
nontrivial permutation.
Similarly, for negative powers of F , one has
F⊗−k ' R→ B φ−−−→ B φ+−−→ · · · φ±−−→ B.
Various homotopy limits of these complexes will produce P∨2 , P12 , and s(P∨12).
To describe the general situation, first let X = σn−1 · · ·σ2σ1 denote the pos-
itive braid lift of the n-cycle w = (n, n − 1, . . . , 2, 1) ∈ Sn, so that the closure of
X±k is the (n,±k) torus link. The following table summarizes the basic informa-
tion regarding the various stable limits of Khovanov-Rozansky homology:
Projector: (Co)limit of: Boundedness: Algebra structure
Pn hocolimk F (X
k) above algebra
P∨1n hocolimk F (X
nk) below algebra
wm(P∨1n) hocolimk F (X
nk+m) below N/A
P∨n holimk F (X
−k) below coalgebra
P1n holimk F (X
−nk) above coalgebra
wm(P∨1n) holimk F (X
−nk+m) above N/A
Remark 1.13. In the right-most column above, the algebra structure is implied by
the general theory of unital and counital idempotents [15]. The computations of
HHH tend to be nicer to write down in the case of algebras; this is the reason why
Theorem 1.9 is stated in terms of the positive torus links Tn,nk+m, rather than
Tn,−nk−m.
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Recently, the second author in [15] computed the (bounded above) stable
KR homology of the (n, k) torus links:
Theorem 1.14. There is an isomorphism of triply graded algebras
HHH(Pn) ' Q[U1, . . . , Un,Ξ1, . . . ,Ξn]
where the Uk are even indeterminates of tridegree t2−2kq2k and the Ξk are odd indetermi-
nates of tridegree t2−2kq2k−4a. This homology is isomorphic to a colimit of KR homologies
of the torus links (n, k) as k →∞.
Remark 1.15. This algebra is isomorphic to the algebra for HHH(w(P∨1n)) in Corol-
lary 1.10 after regrading. More specifically, introduce new variables q1 = q2,
t1 = t
2q−2, and a1 = aq−2. Then in Theorem 1.14, the even variables in have
degrees q1t1−k1 and the odd variables have degrees a1t
1−k
1 . In Corollary 1.10, the
even variables have degrees t1q1−k1 and the odd variables have degrees a1q
1−k.
Clearly swapping t1 with q1 exchanges these degrees. This demonstrates a mirror
symmetry which is conjectured to exist more generally in [13].
1.3. Combinatorial description of P1n . Recall from the definition that P1n is a
resolution of R by free R ⊗RW R-modules. In §2.6 we are able to construct an
explicit such resolution, which is essential for the computation for HHH(P∨1n). We
briefly discuss this construction in this section.
Put x = {x1, . . . , xn}, y = {y1, . . . , yn} and let I ⊂ Q[x,y] denote the ideal
generated by ek(x) − ek(y), for 1 ≤ k ≤ n, where ek denotes the kth elementary
symmetric function. It will be more convenient to consider (R,R)-bimodules as
Q[x,y]-modules for this section. Note that Bw0 ' Q[x,y]/I up to a grading shift
of −`, where ` = n(n−1)2 is the length of w0.
To motivate the construction, we first remark that the decategorified Young
symmetrizer p1n equals 1[n]!bw0 , where [n]! = [n][n − 1] · · · [2], and [k] = q
k−q−k
q−q−1 is
the quantum integer. This is a q-analogue of a standard identity in the symmetric
group. In other words:
(1.16) p1n = q−`
(1− q−2)(1− q−2) · · · (1− q−2)
(1− q−2)(1− q−6) · · · (1− q−2n)bw0
To categorify this, we will explicitly construct a complex Mn in which Bw0 ap-
pears with graded multiplicity
(1.17) q−`
(1 + tq−2)(1 + tq−2) · · · (1 + tq−2)
(1− t2q−2)(1− t2q−3) · · · (1− t2q−2n)
Factors of the form (1− t2q−2k)−1 correspond to the action of an even vari-
able uk of degree t2q−2k, and factors of the form (1 + tq−2) are captured by odd
variables θi of degree tq−2. Thus, to start with, we consider the bigraded algebra
An := Q[x,y, u1, u2, . . . , un, θ1, θ2, . . . θn]
with variables uk, θk as above. Then we form the quotient Mn = An/IAn, and
we shift the bigradings so that 1¯ ∈ Mn lies in q-degree −2`. By construction,
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the bigraded object Mn will a direct sum of infinitely many copies of Bw0 , with
graded multiplicity (1.17).
Now we put differentials on An and Mn so that An is a differential bi-
graded algebra, and Mn is a differential bigraded An-module. To do this, in Def-
inition 2.36 we introduce polynomials aij(x,y), (1 ≤ i ≤ j ≤ n) such that∑n
j=i aij(x,y)(yj−xj) = 0 modulo I . Then we let dA be the uniqueQ[x,y]-linear
differential on An given by
(1.18)
dA(uk) = 0
dA(θk) =
k∑
i=1
aik(x,y)ui
together with the graded Leibniz rule. Note thatMn is generated as anAn-module
by a single element 1 ∈ Mn, where 1 denotes the image of 1 ∈ An under the
quotient An → Mn. Thus, the differential dM is uniquely determined by dM (1)
together with the graded Leibniz rule for dg modules: dM (am) = dA(a)m ±
adM (m), with the sign given by the homological degree of a. With this in mind,
we let dM be the unique differential on Mn such that
dM (1¯) =
n∑
i=1
(yi − xi)θi1¯
together with the graded Leibniz rule. The proof that d2M = 0 is straightforward,
and relies on the defining property of the aij(x,y).
Theorem 1.19. Mn ' P∨1n .
To prove this we construct explict quasi-isomorphisms Q[x] ∼= M1 →M2 →
· · · → Mn, from which we conclude that Mn is an injective resolution of Q[x],
regarded as a gradedQ[x,y]/I-module. Then the dual of this complex is precisely
P1n , by Remark 1.3.
The presence of odd variables θi and the structure of the differentials dM
and dA give the complex various 2-periodicities. This is a common phenomenon
in commutative algebra [5], and can be encoded with an object called a matrix
factorization. In §4.4 we use this construction to give a proof of Theorem 1.9.
Remark 1.20. There are reduced versions A˜n ' An and M˜n ' Mn, obtained by
setting the variables u1, θ1 equal to zero. This has the effect of canceling the (1−q2)
factors in (1.16) Below, we consider the reduced case.
We now end this section by studying the case n = 3. Let s, t ∈ S3 be the
simple transpositions, so that w0 = sts is the longest word, and set B := Bsts. For
the rest of this discussion let pij = yi − xj . Unpacking the definitions, including
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those from Definition 2.36, we see that the differential on M˜3 is determined by
(1.21)
dM (1¯) = p22θ21¯ + p33θ31¯
dM (θ21¯) = p12u21¯− p33θ2θ31¯
dM (θ31¯) = (p23 + p12)u21¯ + p23p13u31¯ + p33θ2θ31¯
dM (θ2θ31¯) = p12u2θ31¯− p23p13u3θ21¯− (p12 + p23)u2θ21¯
Recall that we have placed 1¯ in q-degree −6. Since B = (Q[x,y]/I)(−3), taking
into account the degrees of θi and ui, we see that M˜3 ∼= P∨13 is the total complex
of the below “perturbed” double complex:
(1.22)
B(−3) B(−5) B(−7) B(−9) B(−11) · · ·
B(−5) B(−7) B(−9) B(−11) B(−13) · · ·
B(−9) B(−11) B(−13) B(−15) B(−17) · · ·
B(−11) B(−13) B(−15) B(−17) B(−19) · · ·
B(−15) B(−17) B(−19) B(−21) B(−23) · · ·
...
...
...
...
...
p22
p33
p12
p33
p22
p33
p12
p33
p22
p33
p22
p23+p12
p23p13
p12
p23p13
p23+p12
p22
p23+p12
p23p13
p12
p23p13
p22
p23p13
p22
p33
p12
p33
p22
p33
p12
p33
p22
p33
p22
p23+p12
p23p13
p12
p23+p12
p23p13
p22
p23+p12
p23p13
p12
p23p13
p22
p23p13
p22
p33
p12
p33
p22
p33
p12
p33
p22
p33
The double-peridiocity which is evident in the above diagram is realized by
the action of the even variables u2, u3. The “fundamental region”
B(−3) p22- B(−5)
B(−5)
p33
?
p22
- B(−7)
p33
?
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is spanned by the products of the odd variables. More precisely, this square is the
image in M˜3 of the exterior algebra Q[x,y, θ2, θ3], which can also be described
as the Koszul complex of the sequence p22, p33 acting on B. To write down the
complex P13 , we reverse the arrows and change all grading shifts (−k) to (k). The
resulting diagram is given explicitly in §2.4.
Remark 1.23. In this paper we also consider twisted projectors w(P1n), which can
be described as follows. Let w ∈ Sn be given. Recall that P1n is a complex whose
chain bimodules are shifted copies of Q[x,y]/I . The differential on P1n can be
represented by matrices whose entries are polynomials q(x,y). We define w(P1n)
to be the complex given by the same underlying bimodule, but replacing q(x,y)
with q(x, w(y)).
1.4. Outline of the paper. Section §2 begins with a recollection of some relevant
facts regarding Soergel bimodules. We then give a set of axioms which charac-
terize P1n , and we construct the dual complex P∨1n as an explicit injective res-
olution. In §3 we show that P∨1n is a homotopy colimit of Rouquier complexes
associated to powers of the full-twist. In §4 we compute HHH(F ⊗ P∨1n) for ar-
bitrary Rouquier complexes F , and prove Conjecture 1.8. In §5 we prove some
combinatorial results which are likely known to experts but difficult to find in
the literature. Their proofs are elementary in any case, so we include them here.
1.5. Acknowledgments. The authors would like to thank E. Gorsky and J. Ras-
mussen for sharing their beautiful work. Our §4 was especially influenced by
their Conjecture 1.8. The authors would like to also thank J. Allman for many
helpful conversations.
2. A CATEGORIFIED YOUNG SYMMETRIZER
In this section we introduce the category SBimn of Soergel bimodules and
describe an idempotent complex P1n ∈ K−(SBimn) which categorifies a Young
symmetrizer.
Notation 2.1. If A is an additive category, we let K(A) denote the homotopy cat-
egory of complexes over A (with differentials of degree +1). We use superscripts
b,+,− to denote the full subcategories of complexes which are bounded, respec-
tively bounded from above, respectively bounded from below. The homological
grading shift of complexes is denoted by 〈k〉, so that (C〈k〉)i = Ci−k. By conven-
tion, the differential on C〈k〉 is (−1)kdC .
2.1. The Soergel category. Here we set up some notation which will be used
throughout this paper. Fix once and for all an integer n ≥ 1, and put W := Sn.
Let w0 ∈W denote the longest word (that is, w0(i) = n+ 1− i) and ` = 12n(n− 1)
its length. Embed Sn−1 into Sn in the standard way, as permutations of {1, . . . , n}
which fix n. Denote the longest word of Sn−1 ⊂ Sn by w1. Its length is `− n+ 1.
Set R := Q[x1, . . . , xn]. Regard R as a graded ring, via deg(xi) = 2 for all i.
Note that W acts on R by permuting variables. For a simple transposition s ∈W ,
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let Rs ⊂ R denote the subalgebra consisting of polynomials f with s(f) = f .
Define a graded (R,R)-bimodule Bs := R ⊗Rs R(−1), where (k) denotes the
functor which shifts grading up by k. That is (M(k))i = Mi−k. Let SBimn denote
the smallest full subcategory of all graded (R,R)-bimodules containing Bs and
closed under direct sum, direct summands, grading shift, and tensor product⊗R.
Objects of SBimn are called Soergel bimodules. We will only briefly recall some
relevant facts about Soergel bimodules, and we refer the reader to [7] for more
details.
The isomorphism classes of indecomposable Soergel bimodules are indexed
by w ∈ Sn. In this paper we are interested only in a few special cases of these
bimodules, which we now describe. For each I ⊂ {1, . . . , n − 1}, let WI ⊂ W
denote the corresponding parabolic subgroup, that is, the subgroup generated
by the simple transpositions (i, i + 1) with i ∈ I . This subgroup has a unique
element of maximum length, which we denote by wI ⊂ WI . Let RI ⊂ R denote
the subalgebra consisting of polynomials such that w(f) = f for all w ∈ WI . It is
well known that the indecomposable Soergel bimoduleBwI admits the following
description:
(2.2) BwI = R⊗RI R(−`(wI))
The following bimodules are the most important special cases:
(1) Bs = R ⊗Rs R(−1). This corresponds to the case I = {i}. The longest
word wI ⊂ WI is the simple transposition s = (i, i + 1) which has length
1.
(2) Bw0 = R ⊗RW R(−`), where RW ⊂ R is the subalgebra of symmetric
polynomials. This corresponds to the case I = {1, . . . , n−1}, so thatWI =
W with longest word wI = w0.
(3) Bw1 = R⊗RSn−1R(−`+n−1). This corresponds to the case I = {1, . . . , n−
2}, so that WI = Sn−1 ⊂ Sn = W .
We will typically denote tensor product over R simply by juxtaposition:
AB := A⊗R B. Tensor product over Q will be denoted by unionsq:
Definition 2.3. Let unionsq : SBimi × SBimj → SBimi+j denote the bilinear functor
M unionsqN = M ⊗Q N . Suppose Ri = Q[x1, . . . , xi] and Rj = Q[x1, . . . , xj ]. Note that
if M is a graded (Ri, Ri)-bimodule and N is a graded (Rj , Rj)-bimodule, then
M ⊗Q N is naturally a graded (Ri+j , Ri+j)-bimodule, since Ri ⊗Q Rj ∼= Ri+j .
Thus, our definition of unionsqmakes sense.
For any M ∈ SBimk with 1 ≤ k ≤ n, we have M unionsqRn−k ∼= M [xk+1, . . . , xn].
The notational conventions ensure that Bw unionsq Rn−k ∼= Bw ∈ SBimn for all w ∈
Sk ⊂ Sn. Thus, we often abuse notation and regard an object of SBimk as an
object of SBimn when there is no possibility of confusion.
Notation 2.4. For any M ∈ SBimk, we often will denote M unionsq Rn−k ∈ SBimn
simply by M .
The bimodule Bw0 tends to absorb Soergel bimodules:
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Proposition 2.5. BwBw0 and Bw0Bw are direct sums of shifted copies of Bw0 , for each
w ∈ Sn. In the special case where w is the longest word of Sk ⊂ Sn, we have
BwBw0
∼= [k]!Bw0 ∼= Bw0Bw
Here [k]! = [k][k − 1] · · · [2][1], and [j] = qj−q−jq−q−1 . We are employing the con-
vention that for any f(q) ∈ N[q, q−1], f(q)M denotes the corresponding direct
sum of shifted copies of M :(∑
a∈Z
caq
a
)
·M :=
⊕
a∈Z
M(a)⊕ca .
Proof. This is proven in [9] and is also a corollary of Theorem 5.1. 
We conclude with a notational convention that we will use to shorten many
expressions later:
Notation 2.6. We have independent sets of variables x := {x1, . . . , xn} and y =
{y1, . . . , yn}. We regard an (R,R)-bimodule as aQ[x,y]-module, where xk acts by
left multiplication by xk, and yk acts via right multiplication by xk. For 1 ≤ k ≤ n,
let Ik ⊂ Q[x,y] denote the ideal generated by elements
ei(y)− ei(x) (1 ≤ i ≤ k) together with yi − xi (k + 1 ≤ i ≤ n)
where ek denotes the elementary symmetric function. Note thatBw0 ∼= Q[x,y]/In
and Bw1 ∼= Q[x,y]/In−1, up to grading shifts. Taking the quotient by yn − xn
defines a canonical map Q[x,y]/In  Q[x,y]/In−1. Dually, there is a canonical
map Q[x,y]/In−1 ↪→ Q[x,y]/In which sends 1 7→
∏n−1
i=1 (yi − xn). This is a well-
defined map of Q[x,y]-modules by Proposition 2.28.
2.2. The ideal I ⊂ K−(SBimn). Recall that p1n ∈ Hn is the unique multiple of
bw0 such that 1 − p1n annihilates bw0 . In §2.3 we will give a categorical analogue
of this characterization. But first we study the categorical analogue of being a
multiple of bw0 .
Definition 2.7. Let I ⊂ K−(SBimn) denote the full subcategory consisting of
complexes whose chain bimodules are isomorphic to direct sums of Bw0 with
shifts.
Proposition 2.8. The subcategory I ⊂ K−(SBimn) is a two-sided tensor ideal. That is
to say, if I ∈ I and A ∈ K−(SBimn) are arbitrary, then IA,AI ∈ I.
Proof. Follows trivially from Proposition 2.5. 
Definition 2.9. Let I⊥ ⊂ K−(SBimn) and ⊥I ⊂ K−(SBimn) denote the full sub-
categories consisting of complexes C such that CBw0 ' 0, respectivelyBw0C ' 0.
Remark 2.10. An easy limiting argument shows that in fact C ∈ I⊥ implies that
CD ' 0 for all D ∈ I, and similarly for ⊥I.
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Even though kernels and images don’t exist in SBimn, it still makes sense
to talk about the homology of C ∈ K(SBimn), regarded as a complex of (R,R)-
bimodules. Our next goal in this section is to show that if C ∈ K−(SBimn) is
acyclic (has zero homology), then C ∈ I⊥ ∩ ⊥I.
Proposition 2.11. The functors Bw ⊗ (−) and (−) ⊗ Bw are exact for all w ∈ Sn. In
particular, if C is a complex of Soergel bimodules, then
H(Bw ⊗R C) ∼= Bw ⊗R H(C) H(C ⊗R Bw) ∼= H(C)⊗R Bw
for all w ∈ Sn.
Proof. Notice that Bs is free as a right (or left) R-module. Each Bw is isomorphic
to a direct summand of a tensor product of Bs’s. Hence each Bw is projective as a
right (or left) R-module. It follows that tensoring with Bw is exact. 
Lemma 2.12. The Soergel bimodule Bw0 is free of rank 1 as a graded module over its
graded endomorphism ring End(Bw0) ∼= R⊗RW R.
Proof. Obvious. 
Lemma 2.13. Suppose C ∈ I is arbitrary. Then C is contractible if and only if C is
acyclic.
Proof. Certainly C being contractible implies that C is acyclic. To prove the con-
verse, suppose C ∈ I is acyclic. Let Ci denote the i-th chain bimodule. By def-
inition of I, up to equivalence we may assume that each Ci is a direct sum of
shifted copies of of Bw0 . Then the R⊗R-action on Ci factors through R⊗RW R =
End(Bw0). So we may regard C as a complex of R⊗RW R-modules. On the other
hand, Bw0 = R ⊗RW R(−`) is free as a R ⊗RW R-module, hence the acyclic com-
plex C is contractible as a complex of R⊗RW R-modules by standard arguments.
The null-homotopy h = (hi : Ci → Ci−1)i commutes with the R ⊗RW R-action,
hence h also commutes with the R ⊗ R-action. That is to say, C is contractible as
a complex of (R,R)-bimodules. 
We have two immediate corollaries. Recall that a chain map f : C → D is
said to be a quasi-isomorphism if f is an isomorphism in homology.
Corollary 2.14. Two complexes A,B ∈ I are homotopy equivalent if and only if they
are quasi-isomorphic.
Proof. Suppose A,B ∈ I, and let f : A → B be a chain map. A well known fact
states that f is a homotopy equivalence if and only if the mapping cone Cone(f) is
contractible. By Lemma 2.13, this holds if and only if Cone(f) is acyclic. Another
well known fact about mapping cones states that Cone(f) is acyclic if and only if
f is a quasi-isomorphism. 
Corollary 2.15. Let Z ∈ K−(SBimn) be a acyclic. Then Z ∈ I⊥ ∩ ⊥I.
Proof. Let Z ∈ K−(SBimn) be acyclic, and let C ∈ In be arbitrary. Proposition
2.11 implies that ZC and CZ are acyclic, and then Lemma 2.13 implies that ZC
and CZ are contractible. 
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2.3. Axiomatics. Recall that there is an algebra map R ⊗RW R → R. The main
object in this paper is the following free resolution:
Definition 2.16. Let P1n
ε→ R denote a resolution of R by free graded R ⊗RW R-
modules.
Theorem 2.17. We have
(P1) P1n is in I.
(P2) Cone(P1n
ε→ R) is in I⊥ ∩ ⊥I.
Furthermore, the pair (P1n , ε) is uniquely characterized by these properties up to canon-
ical equivalence. By this, we mean that if (Q, ν) is another pair satisfying (P1) and (P2)
then there is a unique (up to homotopy) map φ : Q→ P1n such that ν ◦ φ ' ε; this map
is a homotopy equivalence.
Proof. By construction, the chain bimodules of P1n are direct sums of shifted
copies of R ⊗RW R = Bw0(`), so that (P1) clearly holds. Since ε : P1n → R is
by construction a quasi-isomorphism, Cone(ε) is acyclic. Then axiom (P2) holds
by Corollary 2.15.
Suppose Q ∈ I is some complex and ν : Q → R is some chain map such
that Cone(ν)C ' 0 ' C Cone(ν) for all C ∈ I. Then Cone(ν)P1n ' 0, since
P1n ∈ I. This implies that ν ⊗ IdP1n is homotopy equivalence QP1n → P1n . A
similar argument shows that IdQ⊗ε is a homotopy equivalenceQP1n → Q. Thus,
Q ' P1n . Via Corollary 4.23 in [15] one obtains a canonical equivalence. 
Remark 2.18. This is the categorical analogue of the characterization of p1n ∈ Hn.
The complex P1n is a “multiple” of Bw0 , in the sense that its chain bimodules are
sums of Bw0 with shifts. The complex Cone(P1n
ε→ R) should be thought of as
playing the role of the “difference” of R and P1n , and axiom (P2) states that this
complex annihilates Bw0 .
The axioms imply that Cone(ε) annihilatesP1n from the right and left. Equiv-
alently, ε : P1n → R becomes an equivalence after tensoring with P1n on the
right or left. Thus, (Cone(ε), P1n) forms a pair of complementary idempotents in
K−(SBimn), in the sense of [15]. Many properties of P1n can be deduced immedi-
ately from the axioms together with some basic theory of categorical idempotents
developed in [15] (also [3]). For instance:
Proposition 2.19. The idempotents P1n ∈ K−(SBimn) and Cone(ε) are central. That
is, AP1n ' P1nA and ACone(ε) ' Cone(ε)A for any complex A ∈ K−(SBimn), and
this isomorphism is natural in A.
Proof. Follows from the fact that I ⊂ K−(SBimn) is a two-sided tensor ideal and
Theorem 4.10 in [15]. 
2.4. The case n = 2 and n = 3. Note that P11 = R. In this subsection we describe
P12 and P13 . We generalize these to an explicit combinatorial description of all of
the projectors P1n in §2.6.
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The indecomposable bimodules in SBim2 are R and Bs, where s ∈ S2 is
the nontrivial permutation. Note that s is the longest word, and has length 1. The
projective resolution P12
ε→ R is given by
(2.20)
· · · y1 − x2- Bs(7) y2 − x2- Bs(5) y1 − x2- Bs(3) y2 − x2- Bs(1) 1 - R
We emphasize that P12 is the complex consisting of terms to the left of the
dashed arrow.
Now we give a construction of P13 . Let pij = yi − xj , then P13 is the total
complex of the following perturbed double complex supported in a single quad-
rant above the dashed arrows. In S3 there are two simple transpositions, s, t ∈ S3,
where s swaps 1 and 2, and t swaps 2 and 3. The longest word is w0 = sts, and
its length is 3.
(2.21)
...
...
...
...
...
· · · B(27) B(25) B(23) B(21) B(19)
· · · B(19) B(17) B(15) B(13) B(11)
· · · B(17) B(15) B(13) B(11) B(9)
· · · B(13) B(11) B(9) B(7) B(5)
· · · B(11) B(9) B(7) B(5) B(3)
· · · B′(9) B′(7) B′(5) B′(3) B′(1)
p33 p33 p33 p33 p33
p22 p12
p23p13
p22
p23p13
p12
p23p13
p22
p23p13 p23p13
p22 p12
p33
p22
p33
p12
p33
p22
p33 p33
p22 p12
p23p13
p23+p12
p22
p23p13
p23+p12
p12
p23p13
p23+p12
p22
p23p13 p23p13
p22 p12
p33
p22
p33
p12
p33
p22
p33 p33
p22 p12
1
p23+p12
1
p22
p23+p12
1
p12
p23+p12
1
p22
1
p22 p12 p22 p12 p22
where B = Bsts is the bimodule associated to the longest word in S3, and B′ =
Bs ∈ K−(SBim3).
Remark 2.22. For now, ignore the part of the diagram below the dashed lines. To
form the total complex P13 , first order the rows by 0, 1, 2, . . . starting with the row
just above the dashed lines. Then to each horizontal arrow in an odd numbered
row place a minus sign. Also number the columns from right to left, starting at
zero. The total complex has −k-th chain bimodule equal to the direct sum, over
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i ∈ {0, 1, . . . , k}, of terms on the i-th row and the k− i-th column. The differential
is the (signed) sum of arrows indicated by the diagram.
Now, the part of the diagram below the dashed arrows is simply P12 , re-
garded now as an object ofK−(SBim3). The dashed arrows visibly define a chain
map P13 → P12 . Note the following properties of P13 :
• In the horizontal direction, the complex is 2-periodic and each row looks
like P12 except replacing all copies of Bs with Bsts. The extra diagonal
arrow is needed to compensate for the fact p22p21 6= 0 in Bsts.
• In the vertical direction, the complex is 2-periodic. It will be shown that
each column of the augmented complex is acyclic, hence the dashed ar-
rows represent a quasi-isomorphism P13 → P12 .
As mentioned in the introduction, we will construct P1n as an explicit com-
plex in which Bw0 appears with graded multiplicity
(2.23) multiplicity of Bw0 in P1n = q
`
n∏
i=1
1 + t−1q2
1− t−2q2i
where t represents homological degree. The denominator is realized by an action
of the bigraded polynomial ring Q[u1, . . . , un] in which deg(ui) = t2q−2i. This
action generalizes the multiple periodicity evident in our diagrams (2.20) and
(2.21) for P12 and P13 . The “fundamental domain” for this action is a certain cube-
like complexBw0⊗Λ[θ2, . . . , θn], which contributes the numerator in the equation
(2.23). The 2-periodicity of our complex is an instance of a common phenomenon
in commutative algebra [5], and can be encoded with an object called a matrix
factorization. We return to this idea in §4.4.
2.5. An iterated projective resolution construction of P1n . Below, let R(k) =
RSk ⊂ R (1 ≤ k ≤ n) denote the subalgebra of polynomials which are symmetric
in the variables x1, . . . , xk. Note thatR(n) = RW andR(1) = R. By (2.2),R⊗R(k) R
is equal to Bw(`(w)), where w is the longest word of Sk ⊂ Sn. By definition, P1k
is a resolution of R by free graded R⊗R(k) R-modules.
Definition 2.24. Let Jk ⊂ K−(SBimn) denote the full subcategory consisting of
complexes whose chain bimodules are direct sums of shifted copies of R⊗R(k) R.
Definition 2.25. For any complexC ∈ K−(SBimn), aJk-resolution ofC will mean
a complex D ∈ Jk and a quasi-isomorphism φ : D → C. If C ∈ Jk, then C can be
regarded as a complex of graded R⊗R(m) R-modules, for any m ≥ k. In this case,
a Jm-resolution of of C is the same as a resolution of C by free graded R⊗R(m) R-
modules.
Our construction of P1n is inductive, and is based on the following principle:
(1) Assume that we have constructed a Jk−1-resolution εk−1 : P1k−1 → R.
(2) Find an explicit Jk-resolution C → R⊗R(k−1) R.
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(3) General theory of projective resolutions states that we may replace each
copy of R⊗R(k−1) R in P1k−1 by C up to quasi-isomorphism. The result is
a Jk-resolution εk : P1k → R.
In this paper we are interested in explicit formulae, so will spend some time
on (2) above. We first address the case when k = 2. We have the following complex
(2.26) C1 = R(4)
y1 − x2- Bs(3) y2 − x2- Bs(1) 1 - R.
As we will see, this complex is acyclic. By “stringing together” infinitely many
copies of this complex, we recover the expression (2.20) for P12 . More precisely,
there exists a map γ : C1 → C1(4)〈−3〉 defined as follows:
(2.27)
R(4) - Bs(3) - Bs(1) - R
R(8) - Bs(7) - Bs(5) - R(4)
Id
?
By a straightforward short exact sequence argument, Cone(γ) is acyclic. Cone(γ)
has a contractible direct summand
R(4)
1−→ R(4).
Therefore, by Gaussian elimination, Cone(γ) is homotopy equivalent to the com-
plex C2 pictured below:
R(8)
y1 − x2- Bs(7) y2 − x2- Bs(5) y1 − x2- Bs(3) y2 − x2- Bs(1) 1- R
Inductively we can defineC`+1 = Cone(γ` : C` → C1(4`)〈−1−2`〉), where γ`
is defined in a way similar to γ. That is, C` has a copy of R in homological degree
−1 − 2`, and the map γ` sends this copy of R by the identity map onto the copy
of R in C1(4`)〈−1 − 2`〉 in homological degree −1 − 2`. This gives a contractible
summand of the form
R(4`)
1−→ R(4`).
in Cone(γ`). There is a natural map pi` : C`  C`−1 coming from the mapping
cone construction. The colimit of the inverse system {C`, pi`} is an acyclic chain
complex since homology commutes with taking colimits. Moreover, after strip-
ping off the contractible summands in each step, we have a complex which has
a single copy of Bs in every homological degree except in homological degree 0
where we have a single copy ofR. Therefore,C∞ = colim({C`, pi`}) is anR⊗RsR-
free resolution of R; in fact we recover exactly the expression of P12 in diagram
(2.20).
We now describe in a similar fashion construct aJn-resolution ofBw1 , where
w1 ⊂ Sn−1 ⊂ Sn is the longest word. We first ask: how does the acyclic complex
(2.26) generalize to arbitrary n?
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Proposition 2.28. There is an acyclic complex of the form
(2.29)
Z :=
(
Bw1(2n) - Bw0(n+ 1)
1⊗ xn − xn ⊗ 1- Bw0(n− 1) - Bw1
)
Here, the first and third components of the differential are the bimodule maps
(1) Bw0(n− 1)→ Bw1 sending 1⊗ 1 7→ 1⊗ 1,
(2) Bw1(n− 1)→ Bw0 sending 1⊗ 1 7→
∏n−1
i=1 (xn ⊗ 1− 1⊗ xi).
Recall that 1 ⊗ 1 ∈ Bw0 has degree 12n(n − 1) and 1 ⊗ 1 ∈ Bw1 has degree
1
2 (n− 1)(n− 2). The difference of these is n− 1, which explains the grading shifts
above.
Proof of Proposition 2.28. It is known that RI is a Frobenius algebra over RW , and
a pair of dual bases is provided by {(−1)kxkn}n−1k=0 and {en−1−k(x1, . . . , xn−1)}n−1k=0 ,
where ek denotes the elementary symmetric polynomial. For a proof of this fact,
see Theorem 5.1 in §5.1.
In general, suppose k is a commutative ring and S is a Frobenius k-algebra
with trace ∂ : S → k. If {ai} and {bi} are dual bases, in the sense that ∂(aibj) = δij ,
then there is an (S, S)-bilinear map ∆ : S → S ⊗k S sending 1 7→
∑r
i=1 ai ⊗ bi.
This map is independent of the given pair of dual bases. In our present situation,
this gives rise to a map ∆ : RI → RI ⊗RW RI defined by ∆(1) =
∑n−1
i=0 (−1)ixin ⊗
en−i−1(x1, . . . , xn−1).
Below, we will adopt Notation 2.6. We identify RI with a subspace of Q[x],
and we identify RI ⊗RW RI with a subquotient ofQ[x,y]. Let us abbreviate ek :=
ek(y1, . . . , yn−1) and e¯k := ek(y1, . . . , yn). The above discussion gives us a map
RI → RI ⊗RW RI such that
∆(1) =
n−1∑
i=0
(−1)ixinen−1−i =
n−1∏
i=1
(yi − xn)
Consider the following sequence of (RI , RI)-bimodules and bimodule maps
(2.30) RI
d0- RI ⊗RW RI
d1- RI ⊗RW RI
d2 - RI
where d0 = ∆, d1 is multiplication by yn − xn, and d2 is the map which sends
1 7→ 1 (hence sends f(y) − f(x) 7→ 0 for all polynomials f ). We claim that the
above is a chain complex. Clearly d2 ◦ d1 = 0. The identity d1 ◦ d0 = 0 follows
since
∏n
i=1(xn− yi) is symmetric in y1, . . . , yn, hence equals
∏n
i=1(xn− xi) = 0 in
RI ⊗RW RI .
Now we show that the complex is acyclic. By Theorem 5.1, we have RI ∼=⊕n−1
i=0 (−xn)iRW , hence
RI ⊗RW RI ∼=
n−1⊕
i=0
(−xn)i ⊗RI
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as right RI -modules. Thus, we may identify RI ⊗RW RI with (RI)⊕n−1 as right
RI -modules. With respect to this decomposition, the components d0, d1, d2 are
represented by the matrices

en−1
en−2
...
e1
1

,

yn 0 · · · 0 0 −e¯n−1
1 yn · · · 0 0 −e¯n−2
0 1 · · · 0 0 −e¯n−3
...
...
. . .
...
...
...
0 0 · · · 1 yn −e¯2
0 0 · · · 0 1 yn − e¯1

,
[
1 −yn · · · (−1)n−1yn−1n
]
The form of the last column of the middle matrix comes from expressing xnn in
terms of e¯i and xjn for 1 ≤ j < n, using the relation 5.14. After Gaussian elim-
ination, this complex is clearly acyclic, in fact contractible as a complex of left
RI -modules.
Now, to obtain the complex (2.29) from the complex (2.30), apply the functor
R⊗RI (−)⊗RIR. Note thatR is free as a right or leftRI -module, hence this functor
sends acyclic to complexes to acyclic complexes. This completes the proof. 
We will refer to the maps φ : Bw1(n − 1) → Bw0 and ψ : Bw0(n − 1) → Bw1
as the canonical maps in the sequel. In case n = 2 we recover the usual canonical
maps (the “dots” in the Elias-Khovanov diagram category [7]) Bs(1) → R and
R(1)→ Bs.
This Z forms the building block of a Jn-resolution of Bw1 . That is, we con-
sider the following semi-infinite chain complex
A - B
yn − xn- B - A
A - B
yn − xn- B - A
−1
-
· · · yn − xn- B - A
−1
-
where we are omitting the degree shifts, we have abbreviatedB = Bw0 ,A = Bw1 ,
the unlabeled arrows are the canonical maps. This complex can be described as a
colimit as in the discussion at the beginning of this section, and is acyclic. After
Gaussian elimination we obtain:
Proposition 2.31. Let w0 ∈ Sn and w1 ∈ Sn−1 ⊂ Sn denote the longest words. Set
B := Bw0 and A := Bw1 . Let D1 denote the semi-infinite complex
· · · ann- B(3n+ 1) z- B(3n− 1) ann- B(n+ 1) z- B(n− 1) - A - 0,
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and let D2 denote the semi-infinite complex
0 - A - B(1− n) z- B(−1− n) ann- B(1− 3n) z- · · ·.
where the unlabeled arrows are the canonical maps, ann =
∏n−1
i=1 (yi − xn), and z =
yn − xn. Then D1 and D2 are acyclic. In particular D1 represents a Jn-resolution C ε→
Bw1 . 
The polynomial ann(x,y) is a special case of Definition 2.36. We want to now
iterate the above to construct a resolution of R by free graded R⊗RW R-modules,
and thus an explicit construction of P1n . We illustrate this with an example:
Example 2.32 (Construction of P13 ). Let n = 3. The discussion at beginning of this
section gives P12 as a J2-resolution of R. We now replace each copy of Bs with
its J3-resolution given by Proposition 2.31. After doing this we get the following
sequence of complexes:
...
...
...
...
...
· · · B(23) B(21) B(19) B(17) B(15)
· · · B(19) B(17) B(15) B(13) B(11)
· · · B(17) B(15) B(13) B(11) B(9)
· · · B(13) B(11) B(9) B(7) B(5)
· · · B(11) B(9) B(7) B(5) B(3)
· · · B′(9) B′(7) B′(5) B′(3) B′(1)
p33 p33 p33 p33 p33
p22 p12
p23p13
p22
p23p13
p12
p23p13
p22
p23p13 p23p13
p22 p12
p33
p22
p33
p12
p33
p22
p33 p33
p22 p12
p23p13
p22
p23p13
p12
p23p13
p22
p23p13 p23p13
p22 p12
p33
p22
p33
p12
p33
p22
p33 p33
p22 p12
1 1
p22
1
p12
1
p22
1
p22 p12 p22 p12 p22
This a not a double complex, since the horizontal differential does not square to
zero. Thus, in forming the “total complex” (precisely: convolution) it is necessary
to add extra components to the differential, which in this case are certain diagonal
arrows. Doing so gives us the expression for P13 in (2.21).
The existence of the diagonal arrows in the above example is implied by a
standard fact from homological algebra:
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Lemma 2.33 (Functorial projective resolutions). Let X = (X, d) be a chain complex
of objects in an abelian category C. Suppose Pi is a projective resolution of Xi, then we
can replace each Xi with Pi to form a sequence
P (X) = · · · −→ Pi d˜i−→ Pi−1 −→ · · ·
where d˜i is the unique lift (up to homotopy) of di. Let fi : Pi → Xi be the augmentation
map of the projective resolution Pi of Xi. There is a unique convolution Tot(P (X))
and the maps fi determine a quasi-isomorphsm f : Tot(P (X)) → X . The assignment
X 7→ Tot(P (X)) defines a functor K−(C)→ K−(C).
This is proven in many standard homological algebra texts such as Weibel
[27].
Corollary 2.34. For each X ∈ Jk there is a Jk+1-resolution of X , canonical up to
homotopy, denoted P (X) εX→ X . The assignment X 7→ P (X) defines a functor Jk →
Jk+1. 
This result together with Proposition 2.31 gives our construction of P1n .
Construction 2.35. Consider P1n−1 as a Jn−1-resolution of R, and let Φ : Jn−1 →
Jn denote the functor from Corollary 2.34. Then P1n = Φ(P1n−1). More precisely,
each chain module Xi of P1n−1 is a direct sum of shifted copies of Bw1 . Replace
each Xi with the corresponding direct sum of shifted copies of
· · · yn − xn- Bw0(3n− 1)
ann- Bw0(n+ 1)
yn − xn- Bw0(n− 1),
The result is a sequence
P = · · · −→ Pi −→ Pi−1 −→ · · · .
Then Tot(P ) ' P1n as objects of K−(SBimn).
It is clear that in the P1n just constructed, the bimodule Bwn appears with
graded multiplicity
∏n
i=2
q−1+t−1q
q−i−t−2qi . Substituting t = −1 yields 1[n]! (see also §1.3).
2.6. A combinatorial construction of the projector. Now that we have a rough
idea of the structure of P1n , we are ready to describe P1n explicitly. The diago-
nal arrows (see Diagram 2.21) are described by an explicit family of polynomials
aij(x,y), which we define first.
Definition 2.36. Let aij(x,y) (2 ≤ i ≤ j) denote the polynomials defined by
aij(x,y) :=
∑
γ
i−1∏
k=1
(yγk − xγk+i−k)
where the sum is over decreasing sequences γ = (γ1, . . . , γi−1) with j − 1 ≥
γ1 > · · · > γi−1 ≥ 1. Note that the degree aij is i − 1. By convention, we set
a1,j := 1 for all j ≥ 1. We also find it useful to abbreviate pij := yi − xj .
Example 2.37. For 1 < i ≤ j ≤ 4, the aij are given below:
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(1) a22 = p12
(2) a23 = p12 + p23.
(3) a24 = p12 + p23 + p34.
(4) a33 = p13p23.
(5) a34 = p13p23 + p13p34 + p24p34
(6) a44 = p14p24p34.
Note that a22, a23, and a33 appear prominently in our diagrams which de-
fine P12 and P13 (Diagrams (2.20) and (2.21)). Also, one of the differentials in the
complexes from Proposition 2.31 appears as a special case of the aij :
Example 2.38. We have ajj = p1jp2j · · · pj−1,j .
Recall the ideal In ∈ Q[x1, . . . , xn, y1, . . . , yn] generated by ek(x) − ek(y)
(1 ≤ k ≤ n). In §5.2 we prove the following:
Proposition 2.39. The aij(x,y) satisfy
∑n
j=k ai,j(x,y)(xj − yj) = 0 modulo In. In
particular
∑n
j=k ai,j(x,y)(xj − yj) acts by zero on Bw0 .
Using these polynomials we will define a complex (the equation d2 = 0
will follow from Proposition 2.39), and then we will show that this complex is
homotopy equivalent to P∨1n , which is dual to P1n (see Definition 2.50 below).
The reason that P∨1n is easier to describe is that it is naturally a unital algebra in
K+(SBimn), whereas P1n is a coalgebra inK−(SBimn). The language of differen-
tial bigraded (dg) algebras and modules will help make the discussion brief, and
will make manifest the periodicity in our complexes (evident in our expressions
for P12 and P13 ).
Definition 2.40. Let uk denote an even formal indeterminate of bidegree t2q−2k,
and let θk denote an odd formal indeterminate of bidegree t1q−2. Let An denote
the super-polynomial algebra
An := Q[x,y, u1, . . . , un, θ1, . . . , θn]
with Q[x,y, u1, . . . , un]-linear differential determined by dA(1) = 0 and
dA(θk) =
k∑
i=1
ai,k(x,y)ui,(2.41)
for each k = 1, . . . , n, together with the graded Leibniz rule d(ab) = d(a)b +
(−1)|a|ad(b).
Note that the differential dA is defined independently of n. That is, the obvi-
ous inclusion An → An+1 is a chain map for all n ≥ 1.
Definition 2.42. Recall the ideal In ∈ Q[x,y] from Notation 2.6. We define the
An-module Mn := An/InAn. Denote the image of a ∈ An under the quotient
map An Mn by a. Shift Mn so that 1 ∈Mn lies in degree q−2` where ` =
(
n
2
)
as
usual. Define a differential dM on Mn by the rules
24 MICHAEL ABEL AND MATTHEW HOGANCAMP
(1) dM (1) =
∑n
k=1(yk − xk)θk
(2) dM (am) = dA(a)m+ (−1)|a|adM (m)
for all a ∈ A,m ∈M . Here, |a| denotes the homological degree of a homogeneous
element a ∈ A.
We check that the above differential is well-defined, hence makes Mn into
a dg An-module. Since M is generated by 1 ∈ Mn as a left An-module, dM is
unique (if it exists). On the other hand, the formula
dM (a) = d(a1) = dA(a)1 + (−1)|a|
n∑
k=1
(yk − xk)aθk
shows that dM is a well-defined Q[x,y, u1, . . . , un]-linear map Mn → Mn. We
claim that d2M = 0. Given the Leibniz rule (2), it suffices to show that d
2
M (1¯) = 0.
Applying dM to the the equation dM (1¯) =
∑n
i=1(yi−xi)θi1 and using the Leibniz
rule gives
d2M (1) =
n∑
i=1
(yi − xi)dA(θi)1−
n∑
i=1
(yi − xi)θidM (1)
=
n∑
i=1
i∑
j=1
(yi − xi)aji(x,y)uj1−
n∑
i=1
n∑
j=1
(yi − xi)(yj − xj)θiθj
=
n∑
j=1
uj
n∑
i=j
(yi − xi)aji(x,y) + 0
= 0
In the third line we used that the odd variables θi anti-commute and square to
zero. In the fourth line we appeal to Proposition 2.39.
Remark 2.43. We may visualize the complex Mn in the following way. Set Bn :=
Q[x,y]/In. ThenMn ∼= Bn[u1, . . . , un, θ1, . . . , θn] is a direct sum of infinitely many
copies of Bn, indexed by the positive orthant Zn≥0. Multiplication by uk acts by
translating a distance of two units along the k-th axis. The summands corre-
sponding to the “unit cube” {0, 1}n contribute a copy of the exterior algebra
Bn[θ1, . . . , θn] ⊂ An, which then generates all ofAn under the action of the uk. The
differential dM makes the the unit cubeBn[θ1, . . . , θn] into a Koszul complex asso-
ciated to the sequence p11, p22, . . . , pnn ∈ Bn, and the Q[u1, . . . , un]-equivariance
ensures that the translates of the unit cube all have the same internal differential.
There are components between different copies of the unit cube which are
encoded by the algebra differential dA; these are defined in terms of the polyno-
mials aij(x,y).
Remark 2.44. There are reduced versions of An and Mn defined as follows. Set
θ˜k := θk − θ1. Then set A˜n = Q[x,y, u2, . . . , un, θ˜2, . . . , θ˜n] with differential deter-
mined by d(θ˜k) =
∑k
i=2 uiaik(x,y). The reader may check that An ∼= B ⊗Q A˜n,
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whereB = Q[u1, θ1] with differential d(θ1) = u1. ClearlyB ' Q, so thatAn ' A˜n.
Similarly, the reduced version of Mn is M˜n = A˜n/InA˜n with differential deter-
mined by dM (1¯) =
∑
i=2 piiθ˜i. The reader may check that Mn ∼= B ⊗ M˜n ' M˜n.
By Q[x,y, u1, . . . , un]-equivariance, Mn is determined by the dM applied to
a product of θk’s. It is instructive to work these out in the cases n = 2, 3; The n = 3
case is done in §1.3 of the introduction.
After extending scalars, we will regard Ak and Mk as complexes of Q[x,y]-
modules, for all 1 ≤ k ≤ n. For example A1 = Q[x,y, u1, θ1] with differential
dA(θ1) = u1, and M1 = Q[x, u1, θ1] with differential dM (1¯) = p11θ¯1. Clearly
A1 ' Q[x,y] and M1 ' Q[x]. We wish to relate Mn−1 with Mn. The following
is obvious, since the formula for dA(θk) does not involve n:
Proposition 2.45. There is a unique map of dg Q[x,y]-algebras An−1 → An sending
θk → θk for 1 ≤ k ≤ n− 1. 
Thus, by restriction, we regard Mn as a dg An−1-module. We want to con-
struct a canonical map Mn−1 → Mn of dg An−1-modules. First, note that from
Proposition 2.28, there is a well defined Q[x,y]-module map
(2.46) Q[x,y]/In−1 → Q[x,y]/In 1 7→
n−1∏
i=1
(yi − xn)1
Proposition 2.47. There is a unique map φ : Mn−1 →Mn of dgAn−1-modules sending
1 7→∏n−1i=1 (yi − xn)1 ∈Mn.
We remark that φ preserves the bidegrees. This is the reason for choosing
degq(1n) = n− n2, where 1n = 1¯ ∈Mn.
Proof. Uniqueness is clear, since Mn−1 is generated by 1 as an An−1-module. The
map (2.46) extends to a map φ : Mn−1 → Mn of An−1-modules. We must check
that φ commutes with the differentials dMn and dMn−1 . The computation reduces
easily to the computation φ(dMn−1(1)) = dMn(φ(1)), which can be checked di-
rectly:
φ(dMn−1(1)) = φ
( n−1∑
i=1
(yi − xi)φ(θi1)
)
=
n−1∑
i=1
θi(yi − xi)
n−1∏
j=1
(yj − xn)1
=
n∑
i=1
θi(yi − xi)
n−1∏
j=1
(yj − xn)1
= dMn(φ(1))
In the third line we used the fact that
∏n
i=1(yi − xn) is zero in Q[x,y]/In, by
Proposition 5.15 (see also Example 5.13). 
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Lemma 2.48. The map φ : Mn−1 →Mn is a quasi-isomorphism.
Proof. We prove this by constructing a filtration on Cone(φ) whose subquotients
are the acyclic complex D from Proposition 2.31.
First, note that there is an obvious isomorphism
An ∼= Q[x,y, un, θn]⊗Q Q[u1, . . . , un−1, θ1, . . . , θn−1]
as algebras (ignoring the differentials, and also using the usual sign rule for the
tensor product of two superalgebras). Taking the quotient by the ideal generated
by ek(y)− ek(x) gives an isomorphism
(2.49) Mn ∼= (Q[x,y, un, θn]/In)⊗Q Q[u1, . . . , un−1, θ1, . . . , θn−1]
Similarly, we have
Mn−1 ∼= (Q[x,y]/In−1)⊗Q[u1, . . . , un−1, θ1, . . . , θn−1]
We filter each of the above complexes by homological degree on the second tensor
factor. We remark that any homogeneous element c1 ⊗ c2 of any of the above
complexes satisfies degh(c1 ⊗ c2) = degh(c1) + degh(c2). Since degh(c1) ≥ 0, this
means that the filtration degree of any homogeneous element is bounded above
by its homological degree. We will use this fact at the end of this proof.
The differentials respect the filtrations, as does the map φ. With respect to
this filtration we have
(1) dA(1⊗ a2) = 0 + (higher) since we are filtering by homological degree on
the second factor.
(2) dA(θn ⊗ 1) = ann(x,y)un ⊗ 1 + (higher).
(3) dM (1⊗ 1) = (yn − xn)θn ⊗ 1 + (higher).
It is now straightforward to check that the induced filtration on Cone(φ) has as-
sociated graded
gr Cone(φ) ∼= D ⊗Q Q[u1, . . . , un−1, θ1, . . . , θn−1]
where D is the complex
Q[x,y]/In−1
ann- Q[x,y]/In
ym − xm- Q[x,y]/In ann- Q[x,y]/In ym − xm- · · ·
Since D is acyclic, it follows that gr Cone(φ) is acyclic. The following argument
shows that Cone(φ) is acyclic, hence φ is a quasi-isomorphism.
We have a filtration Cone(φ) = F 0 ⊃ F 1 ⊃ · · · whose associated graded
is acyclic. This implies that any class z ∈ H(F k) is homologous to a class in
H(F k+1), as follows from the long exact sequence in homology associated to the
short exact sequence
0→ F k+1 → F k → F k/F k+1 → 0.
In particular, any class z ∈ H(Cone(φ)) is homologous to a class in H(F k) for
all k ≥ 0. On the other hand, by the remark above, the filtration degree of any
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nonzero homogenous element c ∈ Cone(φ) is bounded above by its homolog-
ical degree. It follows that any class z ∈ H(Cone(φ)) is null-homologous. This
completes the proof that Cone(φ) is acyclic. 
Now we show Mn is dual to P1n .
Definition 2.50. IfM is a graded (R,R)-bimodule, setM∨ = HomR(M,R), where
this latter object is the graded space of right R-module maps M → R. Since R is
commutative, this is a graded (R,R)-bimodule via (α · f ·β)(m) = f(βmα) for all
α, β ∈ R, m ∈M , f ∈M∨.
It is well known that if wI ∈ Sn is the longest word of a parabolic subgroup
WI ⊂ Sn (see §2.1), then B∨wI ∼= BwI . In particular, B∨s ∼= Bs, so the duality
functor sends Soergel bimodules to Soergel bimodules. Extending to complexes
gives a contravariant functor K−(SBimn)↔ K+(SBimn).
Proposition 2.51. Suppose C ∈ K+(SBimn) is a complex whose chain bimodules are
direct sums of copies ofBw0 with grading shifts, and suppose there is a quasi-isomorphism
ν : R→ C. Then C∨ ' P1n , with structure map ν∨ : C∨ → R.
Proof. Since Soergel bimodules are free as rightR-modules, (−)∨ is an exact func-
tor. In particular, H(C) ∼= 0 if and only if H(C∨) ∼= 0, and ν : R → C is a
quasi-isomorphism if and only if ν∨ is a quasi-isomorphism. From the remarks
preceding the proposition, the chain bimodules of C∨ are direct sums of shifted
copies of B∨w0
∼= Bw0 , so that C∨ ∈ I. Thus, (C∨, ν∨) satisfies the axioms from
Theorem 2.17, so C∨ ' P1n by uniqueness. 
Theorem 2.52. Mn ' P∨1n .
Proof. Composing the quasi-isomorphisms from Lemma 2.48 gives a quasi iso-
morphism ε : Q[x] = M1 →Mn. Note that ε is a map of dgA1 = Q[x,y]-modules,
that is, complexes of (R,R)-bimodules. Proposition 2.51 now says thatM∨n ' P1n ,
which completes the proof. 
3. THE PROJECTOR AS AN INFINITE FULL TWIST
We introduce the Rouquier complexes, which define an action of the braid
group on the homotopy category of complexes of Soergel bimodules. Upon re-
stricting to I ∈ K−(SBimn) from Definition 2.7, this action factors through the
symmetric group. We then use this fact to show that the projector P1n is a homo-
topy colimit of Rouquier complexes associated to powers of the full twist.
3.1. Action of the symmetric group. In this section we construct a categorical
action of the symmetric group on the ideal I ⊂ K−(SBimn) from Definition 2.7.
Definition 3.1. Given w ∈W , let Rw denote the (R,R)-bimodule which equals R
as a left module, and whose rightR-action is twisted byw. That is, f ·h·g = fhw(g)
for all f, g ∈ R, h ∈ Rw. The bimodules Rw are not Soergel bimodules, but are
often referred to as standard bimodules.
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Note the important difference between superscipts and subscripts: Rs is the
algebra of s-invariant polynomials, whereas Rs is the (R,R)-bimodule whose
right R-action is twisted by s.
Proposition 3.2. We have Bw0Rw ∼= Bw0 for every w ∈ Sn. If f = f(x,y), thought of
as an endomorphism of Bw0 , then the following square comments:
Bw0Rw
f(x,y)⊗ IdRw- Bw0Rw
Bw0
∼=
6
f(x, w−1(y))- Bw0
∼=
6
There is a similar description of the functor Rw ⊗ (−).
Proof. Ignore grading shifts throughout this proof, and identify Bw0 with the
quotient Q[x,y]/In. By abuse of notation, we will denote elements of Bw0 by
g(x,y). Note thatBw0Rw = Q[x,y]/In, but withQ[x,y]-module structure g(x,y)·
1 = g(x, w(y)). With these identifications, it is trivial to check that g(x,y) 7→
g(x, w(y)) defines an isomorphismBw0 → Bw0Rw. The statement regarding com-
mutativity of the square is equally straightforward. 
Proposition 3.2 implies that the functor (−)⊗ Rw gives a right action of the
symmetric group on I. We will give a convenient description of this action.
Definition 3.3. Recall that anyC ∈ I is homotopy equivalent to a complex whose
chain bimodules are direct sums of shifted copies of Bw0 . Note that each compo-
nent of the differential can be regarded a matrix with entries in Q[x,y]. Let w(C)
denote the complex with the same underlying bimodule, but with differential
obtained from dC by applying f(x,y) 7→ f(x, w(y)).
The following is clear:
Proposition 3.4. For each C ∈ I and each w ∈ Sn, we have w(C) ∼= CRw−1 .
Definition 3.5. We will refer to the complexes w(P1n) as twisted projectors.
Remark 3.6. The explicit formulae for P1n also apply to w(P1n), by applying the
transformation f(x,y) 7→ f(x, w(y)) everywhere.
3.2. Action of the braid group. In this section we construct an action of the braid
group on K−(SBimn), originally due to Rouquier (see also [21]). We show that
when restricted to I ⊂ K−(SBimn), this action factors through the symmetric
group. This fact will be used in our argument that P1n is a limit of Rouquier
complexes.
The following is standard in the theory of Soergel bimodules [7]:
Proposition 3.7. We have short exact sequences
(3.8) 0→ Rs(1)→ Bs → R(−1)→ 0
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(3.9) 0→ R(1)→ Bs → Rs(−1)→ 0

The complexes F±s defined below should be thought of as certain kinds of
deformations of Rs. They are quasi-isomorphic but not chain homotopy equiva-
lent to Rs.
Definition 3.10. Define the following complexes of Soergel bimodules:
Fs :=
(
Bs
1- R(−1)
)
F−1s :=
(
R(1)
x1 − y2- Bs
)
where we have underlined the degree zero chain bimodules, and we are using the
conventions of Notation 2.6. Suppose b is a braid word, i.e. a word in (s,±), where
s is a simple transposition. We will denote the corresponding product F±s1 · · ·F±sr
simply by Fb. We call each Fb a Rouquier complex. If w is a word in the simple
transpositions we will denote by F+w , F−w the Rouquier complex associated to the
positive (resp. negative) braid lift of w.
If two braid words b and b′ represent the same braids, then Fb ' Fb′ , and the
homotopy equivalence is canonical up to homotopy [8]
Definition 3.11. Let φs : Rs(1) → Fs denote the chain map induced by the first
map in the short exact sequence (3.8). For any positive braid word β with length
r, let φβ : Rs(r) → F (β) denote the corresponding tensor product of maps φs.
Similarly, let ψs : F−1s → Rs(−1) denote the chain map induced by the second
map in the short exact sequence (3.9), and let ψβ : F (β) → Rs(−r) denote the
coresponding tensor product of maps ψs, where β is a negative braid with length
r.
Proposition 3.12. The maps φβ : Rw(r) → F (β) and ψβ : F (β) → Rw(−r) are
quasi-isomorphisms.
Sketch of proof. First, note that exactness of the sequences (3.8) and (3.9) implies
that φs and ψs are quasi-isomorphisms. A standard homological algebra fact
states that the derived tensor product of two quasi-isomorphisms is a quasi-
isomorphism. Soergel bimodules are free as left or right R-modules, so for com-
plexes of Soergel bimodules, derived tensor product coincides with ordinary ten-
sor product.

As a corollary we obtain the following:
Theorem 3.13. The categorical braid group action on I factors through the symmetric
group. More precisely, let w = (sν11 , . . . , s
νr
r ) denote a braid word (νi = ±1), let w ∈ Sn
denote the permutation represented by w, and let e = ν1 + · · · + νr denote the braid
exponent. Then C 7→ FwC ' RwC(e) and CFw ' CRw(e) for all C ∈ I. This is an
isomorphism of functors I → I.
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Proof. It suffices to show that tensoring with Rs(±1) and F±1s give isomorphic
functors I → I. From Proposition 3.12, φs : Rs(1) → Fs and ψs : F−1s → R(−1)
are quasi-isomorphisms. By Corollary 2.14, these quasi-isomorphisms become
homotopy equivalences after tensoring with any object of I. Thus, φs and ψs de-
fine natural isomorphisms of endofunctors of I. 
3.3. Constructing the projector via infinite full-twists. In this section we show
that P∨1n is a homotopy limit of Rouquier complexes. As a result, HHH(P∨1n) is
a limit of Khovanov-Rozansky homologies of torus links. We will compute the
homology HHH(w(P∨1n)) for all w in subsequent sections.
Remark 3.14. We focus on the dual projector P∨1n for the rest of this section. This
discussion can easily be altered to work for P1n as well. We make this choice
because we focus on P∨1n in the sequel.
Definition 3.15. Fix an integer n ≥ 1 and let HTn = Fw0 denote Rouquier
complex associated to the positive lift of the longest word. This is the half-twist
on n strands, which has ` = 12n(n − 1) crossings. Let FTn := HTn HTn de-
note the Rouquier complex associated to the positive full twist on n-strands. Let
φ : R(2`)→ FTn denote the quasi-isomorphism from Proposition 3.12. The index
n is fixed throughout this section, so we will omit the subscript throughout.
The following is a special case of Theorem 3.13:
Corollary 3.16. For any C ∈ I, the maps IdC ⊗φ : C(2`) → C FT and φ ⊗ IdC :
C(2`)→ FTC are homotopy equivalences. In particular FTP1n ' P1n(2`). 
Example 3.17. The full twist on two strands is homotopy equivalent to the com-
plex
FT2 ' (Bs(1) y1 − x2- Bs(−1) - R(−2))
The chain map φ : R(2)→ FT2 has mapping cone
Cone(φ) ' (R(2) y1 − x2- Bs(1) y2 − x2- Bs(−1) 1- R(−2))
This complex is acylic by Proposition 2.28, hence kills Bs from the left and right
by Corollary 2.15. It is a useful exercise to prove this directly.
Lemma 3.18. Let k ≥ 1 be a given integer. There is a complex X ' HT such that the
chain bimodules of X⊗k in homological degrees < k are direct sums of Bw0 with shifts.
Proof. First, note that HT is supported in non-negative homological degrees, since
it is the Rouquier complex associated to a positive braid. In the case k = 1, we
appeal to the fact (see Theorem 6.9 in [10]) that if F (β) is the Rouquier complex
associated to the positive braid lift of a reduced expression for w ∈ Sn, then strip-
ping off contractible summands yields the minimal complex (F (β))min ' F (β)
whose degree zero chain bimodule is Bw. Setting w = w0 proves the k = 1 case
of the proposition.
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Let X = HTmin, so that the degree zero chain bimodule of X is X0 = Bw0 .
Then the degree j chain bimodule of X⊗k is
(X⊗k)j =
⊕
i1+···+ik=j
Xi1 · · ·Xik
If j < k, then this forces at least one of the indices im to satisfy im = 0, hence at
least one of the factors above equals Bw0 . By Proposition 2.5, this forces (C⊗k)j to
be a direct sum of Bw0 with shifts. 
Now basic idea of stablization is this: by the above, the homological degree
< 2k chain bimodules ofX⊗2k ' FT⊗k form an object of I. By Corollary 3.16, FT
fixes objects of I up to shift, so FT⊗k+1 and FT⊗k are homotopy equivalent in
homological degrees < 2k, up to a grading shift. This is the stablization we seek.
We now make these arguments precise. We first define our directed system, and
the notion of homotopy colimit.
Definition 3.19. f0 = φ(−2`) : R → FT(−2`), where φ is as in Definition 3.15.
For k ≥ 1 set fk := f0 ⊗ Id⊗k : FT⊗k(−2k`)→ FT⊗k+1(−2(k + 1)`).
Definition 3.20. Let {Ak, fk : Ak → Ak+1}∞k=0 be a direct system of chain com-
plexes. The homotopy colimit of {Ak, fk} is by definition the mapping cone
hocolimAk := Cone
( ∞⊕
k=0
Ak
Id−S−→
∞⊕
k=0
Ak
)
Where S :
⊕∞
k=0Ak →
⊕∞
k=0Ak is the chain map with components given by the
fk.
Theorem 3.21. We have P∨1n ' hocolimA⊗k, where {A⊗k, fk} is the directed system
from Definition 3.19.
The proof utilizes several lemmas. First, set P := P∨1n . Let η = ε∨ : R→ P∨1n
be the unit map, and set C := Cone(η)〈1〉. Note that P and C are supported in
non-negative homological degrees. The reader may anticipate that this fact will
be used in an essential way in the proof, since otherwise we might work with P1n
instead of P∨1n . We will utilize the existence of an exact triangle
(3.22) P 〈1〉 → C → 1→ P
in K+(SBimn), where 1 = R is the trivial bimodule, and 〈1〉 denotes the upward
shift in homological degree. Also, the properties of P (Theorem 2.17) ensure that
(3.23) PC ' CP ' 0,
In the language of [15], this means that (P,C) is a pair of complementary idem-
potents in K+(SBimn). An object A ∈ K+(SBimn) is fixed by P if and only if it
is annihilated by the complementary idempotent C, and vice versa. In particlar,
we have:
Lemma 3.24. Bw0C ' 0 ' CBw0 .
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Proof. The proof of Theorem 2.17 (after applying the duality functor) says that
PBw0 ' Bw0 , hence CBw0 ' C(PBw0) ∼= (CP )Bw0 ' 0 by (3.23). A similar
argument shows that Bw0C ' 0. 
Lemma 3.25. HT⊗k C is homotopy equivalent to a complex which is supported in ho-
mological degrees ≥ k.
Proof. Follows easily from Lemma 3.24 and Lemma 3.18. 
Lemma 3.26. Suppose {Nk, fk : Nk → Nk+1} is a directed system of complexes, and
Nk is homotopy equivalent to a complex which is supported in homological degrees ≤ ck,
where ck → −∞ as k →∞. Then hocolimNk is contractible.
Proof. This is a fairly standard argument. See, for instance, Proposition 3.3 in [15].

Proof of Theorem 3.21. We first claim that Cone(fk) is homotopy equivalent to a
complex which is supported in homological degrees≥ 2k−1, hence fk should be
thought of as a homotopy equivalence in degrees < 2k − 1. First, observe that by
Corollary 3.16, Cone(f0)P ' 0. Tensoring the exact triangle (3.22) on the left with
Cone(f0) gives an exact triangle
0→ Cone(f0)C → Cone(f0)→ 0
A standard fact about mapping cones now implies that Cone(f0)C ' Cone(f0).
For k ≥ 0, we have fk = f0 ⊗ Id⊗k, so
Cone(fk) ∼= Cone(f0)⊗ FT⊗k(−2k`) ' Cone(f0)C FT⊗k(−2k`)
Cone(f0) is supported in degrees ≥ −1 (because of the shift in degrees in form-
ing the mapping cone), and C FT⊗k is supported in degrees ≥ 2k by Lemma
3.25, so Cone(fk) is supported in degrees ≥ 2k − 1. Thus, the directed system
{FT⊗k(−2k`), fk} is Cauchy in the sense of Rozansky [23], and the homotopy col-
imit L := hocolim FT⊗k(−2k`) is defined in K+(SBimn).
We now claim that LC ' 0 and LP ' P . Suppose we have shown this.
Tensor the exact triangle (3.22) on the left with L. Since LC ' 0, the result is an
exact triangle LP 〈1〉 → 0 → L → LP , which implies that LP ' L. On the other
hand LP ' P , so P ' L.
To complete the proof therefore, we must show that LC ' 0 and LP ' P . By
definition, L is the homotopy colimit of complexes FT⊗k(−2k`), and so LC is the
homotopy colimit of complexes FT⊗k C(−2k`), which is contractible by Lemma
3.26 and Lemma 3.25. That is to say, LC ' 0.
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Finally, we will show that LP ' P . There is a map of directed systems
(3.27)
P
Pφ- P FT
PφFT- P FT⊗2
PφFT⊗2- P FT⊗3
PφFT⊗3- · · ·
P
P
6
P - P
Pφ
6
P - P
Pφ⊗2
6
P - P
Pφ⊗3
6
P - · · ·
where are abusing notation by denoting IdX by X , for any chain complex X , and
we are omitting all explicit grading shifts. The homotopy colimit of the bottom
row is simply P , and the homotopy colimit of the top row is PL. By Corollary
3.16, each vertical arrow is homotopy equivalence. It is a standard fact (and an
easy exercise) to deduce from this that the induced map P → PL is a homotopy
equivalence. This completes the proof. 
4. COMPUTATIONS OF STABLE HOMOLOGY
In this section we introduce the functor HHH, whose input is a complex
of Soergel bimodules and whose output is a triply graded vector space. We in-
troduce matrix factorizations as a way of expressing P1n (or P∨1n ) via compact
formulae. Using this we compute HHH(w(P∨1n)) for arbitrary permutations w ∈
Sn, proving a conjecture of Gorsky-Rasmussen. In case w ∈ Sn is an n-cycle,
HHH(wm(P∨1n)) is a stable limit of Khovanov-Rozansky homology (or briefly KR
homology in the sequel) of the (n, kn+m)-torus links as k →∞.
4.1. Hochschild cohomology. We refer the reader to [17] and references therein
for more details on Hochschild (co)homology and the connection to link homol-
ogy. We review only a few essential facts here.
Let Re = R ⊗Q R. We will regard graded (R,R)-bimodules as graded left
Re-modules. The Hochschild cohomology of M is defined by
HHk(R;M) =
⊕
i,j
ExtjRe(R(i),M).
We let HH(R;M) denote the bigraded space HH(R;M) =
⊕
k HH
k(R;M). When
R is understood, we omit it from the notation and write HH(M). The degree of a
homogeneous element z ∈ HH(M) will be written multiplicatively, as deg(z) =
qiaj , here a indicates the Hochschild degree. By definition HH0(M) is the graded
of graded bimodule maps R→M . This will be denoted Hom(R,M).
We may regard HH as a functor from the category of (R,R)-bimodules to
the category of R-modules, where all objects are understood to be graded in our
case. The R-action on HH(M) is induced by the R-action on the first argument of
ExtRe(R,M).
Since HH is a linear functor, we can extend to complexes. If C is a complex
of graded (R,R)-bimodules, then HH(C) is the complex such that HH(C)k =
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HH(Ck), with differential dHH(C) = HH(dC). Note that HH(C) is triply graded;
the differential has tridegree (0, 0, 1).
Definition 4.1. If C is a complex of graded (R,R)-bimodules, let HH(C) denote
the complex obtained by applying HH to the bimodules of C. Set HHH(C) :=
H(HH(C)). This is a triply graded vector space. By convention, z ∈ HHHji,k(C)
means that z has q-degree i, and Hochschild degree j, and homological degree k.
In this case we write deg(z) = qiajtk.
Remark 4.2. It is possible to show (see [17] and §3 of [15]) that if β is an n-strand
braid and F (β) is the Rouquier complex associated to β, then HHH(F (β)) de-
pends only on the closure of β up to isomorphism of triply graded vector spaces
and an overall grading shift. The grading indeterminacy can be fixed by a renor-
malization; the resulting link invariant is KR homology. Thus, HHH(P∨1n) com-
putes the stable limit of KR homologies of the (n, nk)-torus links, and similarly
for HHH(w(P∨1n)) where w ∈ Sn.
It is a standard property of Hochschild cohomology that HH(M ⊗R N) ∼=
HH(N ⊗R M), and this isomorphism is natural in M , N . Naturality of this iso-
morphism means we can extend to complexes as well, and we obtain:
Proposition 4.3. Suppose C and D are bounded above complexes of (R,R)-bimodules.
Then HH(C ⊗R D) ∼= HH(D ⊗R C). 
We now turn our attention to the computation of HHH(w(P∨1n)), for w ∈ Sn.
The following simplifies this task:
Corollary 4.4. Letw ∈ Sn be given. Then HHH(w(P∨1n)) depends only on the conjugacy
class (cycle type) of w, up to isomorphism.
Proof. Let Rw be the standard bimodule, so that w−1(P∨1n) := P∨1nRw. Since P∨1n is
central, we have
P1nRw ∼= P∨1nRv−1Rvw ∼= Rv−1P∨1nRvw
Applying HHH(−) gives
HHH(P∨1nRw) ∼= HHH(Rv−1P∨1nRvw) ∼= HHH(P1n∨RvwRv−1) ∼= HHH(P∨1nRvwv−1)
This completes the proof. 
Our next simplification says that HHH(C) is especially simple wheneverC ∈
I, that is, if the chain bimodules of C are direct sums of Bw0 with shifts. Recall
that End(Bw0) = R⊗RW R ∼= Q[x,y]/In (Notation 2.6), so that we can regard the
differential dk : Ck → Ck+1 as a matrix with entries from Q[x,y]/In.
Proposition 4.5. If C ∈ I, then HH(C) ' Λ[ξ1, . . . , ξn]⊗Q HH0(C), where the ξi are
odd variables of degree q−2ia. Furthermore, HH0 is the functor that sends Bw0 7→ R(`)
and End(Bw0) 3 f(x,y) 7→ f(x,x).
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The rest of this section is concerned with proving this proposition. As before,
let R = Q[x], Re = Q[x,y], ` = 12n(n− 1). Write B := Bw0 = Q[x,y]/In, as usual.
Let K denote the Koszul resolution of R by free graded Re-modules.
Below, C will denote a complex whose chain bimodules are direct sums of
B with grading shifts. We use C(i, j) to denote a grading shift in both q and
homological degree:
(C(i, j))k = Ck−j(i).
Lemma 4.6. The Hochschild cohomology of B is isomorphic to a shift of a bigraded
superpolynomial ring with odd variables ξi and even variables xi:
HH(B) ∼= Q[x1, . . . , xn, ξ1, . . . , ξn](`),
where ξi has degree q−2ia and xi has degree q2.
Proof. For this proof it is actually much more convenient to work with Hochschild
homology HH• rather than cohomology HH•. Hochschild homology is defined by
HH−k(M) = TorkRe(R,M). For later convenience, our grading is such that HH•
is supported in negative Hochschild degrees. It is well known that for our graded
polynomial ring R,
(4.7) HH•(R;M) = q−2nan HH•(R;M).
Throughout this proof, we use variables q and a to denote the grading shifts in
those degrees. Now, recall Re = R ⊗ R ' Q[x,y] and q`B ∼= Q[x,y]/In as in
Notation 2.6. It is convenient to compute HH•(q`B) using the Koszul resolution:
K =
n⊗
i=1
(Q[x,y](2i) ei(x)−ei(y)−−−−−−−→ Q[x,y])
where the tensor product is overQ[x,y] and the underlined term is in Hochschild
degree 0. Then HH•(q`B) is computed by identifying the left and right actions on
K—that is, setting yi = xi for 1 ≤ i ≤ n—and taking homology. Identifying the
left and right actions yields
R⊗Re K =
n⊗
i=1
(R(2i)
0−→ R),
If we let ξ∨i be an odd variable of Hochschild degree −1 and q-degree 2i then we
can rewrite this as
R⊗Re K ∼= Q[x, ξ∨1 , . . . , ξ∨n ]
with zero differential. Taking homology gives the computation of HH•(q`B) =
q` HH•(B). Given Equation (4.7), we obtain HH•(B) = q−2n−`anQ[x, ξ∨1 , . . . , ξ∨n ].
It is a trivial exercise to check that this is isomorphic to q`Q[x, ξ1, . . . , ξn] as we
claimed. The isomorphism is essentially the Hodge star operator, which for in-
stance sends ξ∨1 · · · ξ∨n 7→ 1 and 1 7→ ξ1 · · · ξn. 
36 MICHAEL ABEL AND MATTHEW HOGANCAMP
Proof of Proposition 4.5. Suppose C is a complex whose chain bimodules are di-
rect sums of copies of B = Bw0 with shifts. Lemma 4.6 tells us what happens
to the bimodules uppon application of the functor HH. Specifically, HH(B) ∼=
HH0(B)⊗Q[ξ1, . . . , ξn], and HH0(B) ∼= R(`). We need only study how HH acts on
elements of End(B). But every endomorphism of B is given by multiplication by
some f(x,y) ∈ Re. Since HH identifies the left and right R-actions, the induced
endomorphism HH(f) is simply multiplication by f(x,x) (recall that HH(M) is
naturally an R-module). This completes the proof. 
Corollary 4.8. We have HH(w(P∨1n)) ∼= Λ[ξ1, . . . , ξn]⊗QHH0(w(P∨1n)), where deg(ξi)
= q−2ia. 
4.2. Some computations of HHH(w(P∨1n)). In this section we explicitly compute
the Hochschild homology of twisted projectors, HHH(w(P∨1n)), in a few special
cases to give motivation for the results of §4.3 and §4.4. We let (i, j) = (i)〈j〉
denote a shift in q-degree and homological degree.
Example 4.9. [HHH0(P∨12)] By Corollary 4.8, the computation of HHH(P
∨
12) reduces
to the computation of the homology of HH0(P∨12), which we now describe. We
replace every copy of B = Bs with R(1) and replace each yi with xi in the dual
complex of 2.20 to obtain the complex that follows.
(4.10) R
0- R(−2) x2 − x1- R(−4) 0- R(−6) x2 − x1- · · · ,
where the underlined term is in homological degree 0. If we let α = x2 − x1 then
we can write R = Q[α, x1] and R/(α) ' Q[x1]. (4.10) splits into R and the short
chain complexes
R(−2− 4i, 1 + 2i) α−→ R(−4− 4i, 2 + 2i)
We can reduce each of the above chain complexes, obtaining
H(HH0(P12)) ∼= R(−2)⊕
⊕
i≥0
R/(α)(−4− 4i, 2 + 2i).
If we let u2 denote the periodicity map described in §2.6 then it is easy to see that
H(HH0(P12)) ∼= Q[x1, α, u2]/(αu2)
Example 4.11. [HHH0(s(P∨12))] Let s ∈ S2 be the nontrivial permutation. We know,
by Remark 3.6, that HH0(s(P∨12)) is the complex
(4.12) R
x2 − x1- R(−2) 0- R(−4) x2 − x1- R(−8) 0 - · · · ,
Therefore, HH0(s(P∨12)) is a direct sum of complexes of the form
R(−4i, 2i) x2−x1−−−−→ R(−2− 4i, 2i+ 1),
for all i ≥ 0. The homology of each of these short complexes isR/(α)(−2−4i, 2i+
1). Therefore HHH(s(P12)) ∼= Λ[ξ1, ξ2]⊗Q Q[x1, u2](−2, 1).
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Example 4.13. [HHH0(P12)] Let S = Q[x1, x2, u2], with zero differential. Consider
the dg S-module M∞ = Q[x1, x2, u±2 , θ2] with differential d(θ2) = (x1 − x2)u2.
Define the following sub and quotient dg S-modules:
M+ := Q[x1, x2, u2, θ2] ⊂M∞ M− := M∞/u2M+.
Note that M+ and M− are generated by monomials in which u2 appears with
non-negative, respectively non-positive, exponent.
In Example 4.9 we saw that HHH0(P∨12) ∼= H(M+) up to a grading shift. A
similar computation shows that HHH0(P12) ∼= H(M−) up to a grading shift. Note
that HHH0(P12) is not finitely generated over the endomorphism ringQ[x1, x2, u2]/(x1u2 =
x2u2) ∼= End(P12). A similar comparison can be done for HHH(P1n) and HHH(P∨1n).
Example 4.14. [HHH0(w(P∨13)), w = (1, 2, 3)] Recall the complex for P13 from 2.21.
We form the dual complex and twist this complex by the permutation w :=
(1, 2, 3) (see Remark 3.6) by rewriting each pij with pw(i)j . Signs can be placed
in a similar manner to what was done in Remark 2.22.
(4.15)
B(−3) B(−5) B(−7) B(−9) B(−11) · · ·
B(−5) B(−7) B(−9) B(−11) B(−13) · · ·
B(−9) B(−11) B(−13) B(−15) B(−17) · · ·
B(−11) B(−13) B(−15) B(−17) B(−19) · · ·
B(−15) B(−17) B(−19) B(−21) B(−23) · · ·
...
...
...
...
...
p32
p13
p22
p13
p32
p13
p22
p13
p32
p13
p32
p33+p22
p33p23
p22
p33p23
p33+p22
p32
p33+p22
p33p23
p22
p33p23
p32
p33p23
p32
p13
p22
p13
p32
p13
p22
p13
p32
p13
p32
p33+p22
p33p23
p22
p33+p22
p33p23
p32
p33+p22
p33p23
p22
p33p23
p32
p33p23
p32
p13
p22
p13
p32
p13
p22
p13
p32
p13
By Corollary 4.8, when we apply HH to w(P∨13), we can factor out a copy of
the exterior algebra Λ[ξ1, ξ2, ξ3] and we are left with the complex HH0(w(P∨13)).
Recall that HH0 sends B 7→ R(3) and f(x,y) 7→ f(x,x). Set qij = HH(pij) =
xi − xj . Note that qii = 0, so HH0(w(P∨13)) is the total complex of
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(4.16)
R(−6) R(−8) R(−10) R(−12) R(−14) · · ·
R(−8) R(−10) R(−12) R(−14) R(−16) · · ·
R(−12) R(−14) R(−16) R(−18) R(−20) · · ·
R(−14) R(−16) R(−18) R(−20) R(−22) · · ·
R(−18) R(−20) R(−22) R(−24) R(−26) · · ·
...
...
...
...
...
q32
q13 q13
q32
q13 q13
q32
q13
q32 q32 q32
q32
q13 q13
q32
q13 q13
q32
q13
q32 q32 q32
q32
q13 q13
q32
q13 q13
q32
q13
This complex has split into a complex of the form
⊕
i,j≥0A(−4i−6j, 2i+2j),
where A is the complex
(4.17)
R R(−2)
R(−2) R(−4).
q32
q13 q13
q32
SinceR = Q[x1, x2, x3], we have an isomorphismR ∼= Q[q13, q32, x1]. ThenA
is the Koszul complex associated to the regular sequence {q13, q32}, and has ho-
mology isomorphic toR/(q13, q32). Thus, if we let u2 and u3 denote the perodicity
maps from §2.6 then we see
HHH(w(P∨13)) ' Q[ξ1, ξ2, ξ3, x1, u2, u3](−4, 2).
We can extend this pattern to general n; we will see in §4.4 that
HHH(w(P∨1n)) ' Q[ξ1, . . . , ξn, x1, u2, . . . , un](−2n, n),
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where the ui are the periodicity maps from §2.6, ξi are generators of an exterior
algebra with deg ξi = q−2ia.
For general permutations w ∈ Sn, HHH(w(P∨1n)) is not a free superpolyno-
mial algebra. However, in Example 4.9 we were able to describe HHH(P∨12) as a
free superpolynomial algebra modulo certain relations (after grading shifts). This
will be true for all n and w ∈ Sn, as proven in §4.4.
4.3. The flag Hilbert scheme and End(P1n). The q-Young symmetrizers are a
standard collection of primitive idempotents pT ∈ Hn in the Hecke algebra, in-
dexed by Young tableaux. One expects there to be complexes PT ∈ K−(SBimn)
which categorify these elements. If T is the unique one-column tableau, then PT is
our projector P1n , and if T is the unique one-row tableau, then PT is the idempo-
tent complex constructed in [15]. A construction of PT for all T will be proposed
by the second author and Ben Elias in [6].
In [12], E. Gorsky and J. Rasmussen conjecture that HHH(PT ) of the idemo-
tents PT ∈ K−(SBimn) can be described in terms of certain rings associated to
the flag Hilbert scheme. Our work here seems to suggest that their rings are in fact
the homologies of the complexes End(PT ). The relationship between HHH(PT )
and End(PT ) seems to be subtle in general.
In this paper we are concerned with the case where T is the unique tableau
whose shape is the one-column partition 1 + · · ·+ 1 = n, which is usually written
1n. Throughout this section, set P := P1n (n is understood). The purpose of this
section is to prove a conjecture of Gorsky-Rasmussen in this case. Here and below,
we use the following:
Definition 4.18. if M and N are graded bimodules then HomRe(M,N) will de-
note the graded space of all homogeneous bimodule maps. If C and D are com-
plexes of graded bimodules, then HomRe(C,D) will denote the bigraded chain
complex of all bihomogeneous Re-linear maps.
Our main theorem in this section is a computatio of H(Hom(R,P∨1n)), thus a
computation of HHH(P∨1n). The following ring is defined by Gorsky-Rasmussen
in [12].
Definition 4.19. Let x1, . . . , xn denote formal (even) indeterminates of bidegree
q2t0. For all integers 1 ≤ i < j ≤ n, let vij denote formal (even) indeterminates of
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bidegree q2(i−j)−2t2. Let X and V denote the matrices
(4.20)
X =

x1 1 0 · · · 0 0
0 x2 1 · · · 0 0
0 0 x3 · · · 0 0
...
...
...
. . .
...
...
0 0 0 · · · xn−1 1
0 0 0 · · · 0 xn

, V =

0 v12 v13 · · · v1,n−1 v1n
0 0 v23 · · · v2,n−1 v2n
0 0 0 · · · v3,n−1 v3n
...
...
...
. . .
...
...
0 0 0 · · · 0 vn−1,n
0 0 0 · · · 0 0

Let rij ∈ Q[xk, vij ] denote the components of the commutator [X,V ]. Then set
E := Q[xk, vij ]/(rij).
Our main theorem in this section is:
Theorem 4.21. We have isomorphisms of algebras
E ∼= HHH0(P∨1n) ∼= H(Hom(R,P∨1n)) ∼= H(End(P∨)) ∼= H(End(P ))
As a consequence,
HHH(P∨1n) ∼= E ⊗Q Λ[ξ1, . . . , ξn]
where deg(ξi) = aq−2i.
The second isomorphism is by definition, the third isomorphism is by gen-
eral arguments, since P∨1n is a unital idempotent, and the last isomorphism holds
by an application of the duality functor. Thus, the essential content is in the first
isomorphism. The rest of this section is dedicated to the proof of this theorem.
First, we manipulate the definition of E into a workable form.
Proposition 4.22. Let us introduce the extraneous variables vii for 1 ≤ i ≤ n. Then E
is isomorphic to the quotient of Q[x, vij ]1≤i≤j≤n by the relations
vi,j = vi−1,j−1 − (xi−1 − xj)vi−1,j (2 ≤ i ≤ j ≤ n)(4.23)
vii = 0(4.24)
Proof. Straightforward exercise. 
The reader may be wondering why we introduce variables vii and then im-
mediately set them equal to zero. The reason for this will become clear shortly.
First, note that the relation (4.23) allows us to write vii in terms of v11, v12, . . . , v1,n.
The first few examples are
(1) v22 = v11 − q12v12
(2) v33 = v11 − (q12 + q23)v12 + q13q23v13
(3) v44 = v11− (q12 +q23 +q34)v12 +(q13q23 +q13q34 +q24q34)v13 +q14q24q34v14
where qij := xi − xj . The reader may have noticed the similarity between these
coefficients and the polynomials aij(x,y) from Proposition 2.39. This is no acci-
dent.
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Proposition 4.25. Using the relation (4.23) we have
vkk =
k∑
i=1
(−1)i−1aik(x,x)v1i
Proof. Fix k ∈ {2, . . . , n}, and consider the task of simplifying vk,k. Each appli-
cation of the relation (4.23) reduces the first index by 1, and doubles the num-
ber of terms. Thus, k − 1-applications of this relation allows us to write vkk as
a Q[x]-linear combination of the variables v1,i, with 2k−1 terms. We may orga-
nize the terms as follows: let Γ denote a word of length k − 1 in the letters ‘R’
(for “right branch”) and ‘L’ (for “left branch”). An occurence of ‘L’ contributes
a factor of 1, and an occurence ‘R’ in the i-th coordinate contributes a factor of
−(xk−i − xk−i+j+1) where j is the number of occurences of ‘R’ among the first
i − 1 coordinates. For instance, the word RRLLR (corresponding to k = 6 con-
tributes a factor of
(−1)3(x5 − x6)(x4 − x6)(x1 − x4)
More precisely, let i1 < · · · < ij denote the indices such that Γij = ‘R’, and
let |Γ| = j denote the number of occurences of ‘R.’ Then define a “Boltzmann
weight” by
wt(Γ) = (−1)j(xk−i1 − xk−i1+1)(xk−i2 − xk−i2+2) · · · (xk−ij − xk−ij+j)
By construction, we have
vkk =
k−1∑
j=0
(−1)jv1,j+1
∑
|Γ|=j
wt(Γ)
Furthermore, comparison with the formula for aij(x,x) in Definition 2.36 makes
it clear that
∑
|Γ|=j wt(Γ) = (−1)jaj+1,k(x,y). This completes the proof. 
Proof of Theorem 4.21. First, recall the differential bigraded algebra An from Defi-
nition 2.40: An = Q[x,y, u1, . . . , un, θ1, . . . , θn] with Q[x,y, u1, . . . , un]-linear dif-
ferential determined by dA(θj) =
∑k
i=1 uiaij(x,y), together with the graded Leib-
niz rule. Then P∨ ' Mn = An/InAn, with Q[x,y, u1, . . . , un]-linear differen-
tial dM determined by dM (1) =
∑n
i=1(yi − xi)θi and the graded Leibniz rule
dM (am) = dA(a)m+ (−1)|a|adM (m) for all a ∈ An, m ∈ P∨. This complex is then
shifted so that 1 lies in degree q−2`t0.
Note that dM (1) is zero modulo (xi − yi). By Proposition 4.5, the functor
HomQ[x,y](Q[x],−) sends Q[x,y] 7→ Q[x](2`) and f(x,y) 7→ f(x,x). The grading
shifts cancel, and we see that Hom(Q[x],M) is isomorphic to the superpolynomial
ring Q[x, u1, . . . , un, θ1, . . . , θn] with differential determined by
d(uk) = 0 d(θj) =
k∑
i=1
uiaij(x,x)
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together with the graded Leibniz rule. This is the Koszul complex associated to
the sequence
(u1), (u1 + u2a22(x,x)), (u1 + u2a23(x,x) + u3a33(x,x)), · · ·
in Q[x, u1, . . . , un]. It is easy to see that this is a regular sequence, hence the ho-
mology is simply the quotient of Q[x, u1, . . . , un] by the ideal generated by the
above elements. By Proposition 4.22 and Proposition 4.25 it follows that the ho-
mology of HomQ[x,y](Q[x],Mn) is isomorphic to E, via an isomorphism which
sends uk 7→ (−1)k−1v1,k. This proves that H(Hom(R,P∨1n)) ∼= E. The isomor-
phism Hom(R,P∨1n) ∼= H(End(P1n)) follows from general theory of categorical
idempotents (see §5 of [15]). This completes the proof. 
4.4. Homology of twisted projectors. We first state the Gorsky-Rasmussen con-
jecture for twisted projectors. Let xi denote a formal indeterminate of bidegree
q2a and vij denote a formal indeterminate of bidegree q2(i−j)−2t2 as before.
Conjecture 4.26. Recall the ring E from Definition 4.19. Then for each permutation
w ∈ Sn, the homology HHH0(w(P∨1n)) is isomorphic to E/Jw, where Jw is the ideal
generated by the differences xw(i) − xi for all 1 ≤ i ≤ n.
The symmetric group acts on HHH(P∨1n) by conjugation by Rouquier com-
plexes. More precisely, any chain map φ : R → P gives rise to R ' FwF−1w →
FwPF
−1
w for the Rouquier complex Fw associated to the positive braid lift of w.
Since P absorbs Rouquier complexes we have an equivalence FwPF−1w ' P . Pre-
composing with the map FφF inf defines w(φ) : R → P . This gives rise to an
action of Sn on E ∼= HHH0(P∨1n). If w = vwv−1, then φ 7→ v(φ) descends to an
isomorphism E/Jw → E/Jvwv−1 . Thus, both algebras in Conjecture 4.26 depend
only on the conjugacy class of w up to isomorphism.
It will be helpful to encode P∨1n in the form of a Koszul matrix factorization,
the basics of which we now recall. Let S be a commutative ring and z ∈ S a
fixed element. For us, a z-matrix factorization will be a Z/2-graded S-module
M = M0 ⊕M1 together with an S-linear endomorphism d ∈ EndS(M) such that
(1) d is odd. That is, d restricts to S-module maps M0 →M1 and M1 →M0.
(2) d2 = z, where z ∈ S is regarded as an endomorphism of M .
We call z ∈ S the potential.
Remark 4.27. We regard S as Z/2-graded, where each element of S is even. A map
of Z/2-graded objects is called even it preserves parity, and odd if it swaps parity.
A morphism (M,d) → (N, d′) between matrix factorizations with the same
potential is an even S-module map f : M → N such that d′ ◦ f = f ◦ d. If
(M,d) is a z-matrix factorization and (M,d′) is a z′-matrix factorization, then the
tensor productM⊗SM ′ is naturally a (z+z′)-matrix factorization with dM⊗M ′ =
d⊗ IdM ′ ± IdM ⊗d′.
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Now, let a, b ∈ S a pair of elements. We have the basic Koszul matrix factor-
ization
(a|b) := S S
a
b
We regard the left-most S as sitting in even degree 0 ∈ Z/2, and the right-most S
as sitting in odd degree 1 ∈ Z/2. This is a matrix factorization with potential ab.
In general given elements ai, bi ∈ S with 1 ≤ i ≤ r, we define
a1 b1
a2 b2
...
...
ar br
 :=
r⊗
i=1
(
S S
ai
bi
)
The tensor product here is over S. This is a matrix factorization with potential∑r
i=1 aibi ∈ S. If a = (a1, . . . , ar) and b = (b1, . . . , br), then we also write (a,b)
for the corresponding Koszul complex. Usually the ring S will be implicit, but if
we wish to include it in the notation, we will do so with a subscript, as in (a,b)S .
Similarly, if M is an S-module, we denote (a,b)M := (a,b)⊗S M .
Remark 4.28. A Koszul matrix factorization is the super-position of two Koszul
complexes. There is the “forward differential” which is the Koszul differential
associated to the sequence a1, . . . , ar, and there is the “backward differential”
which is the Koszul differential associated to b1, . . . , br. In particular, as an S-
module (a,b) is an exterior S-algebra with r-generators.
Remark 4.29. Here is another description of a Koszul matrix factorization. If a =
(a1, . . . , ar) and b = (b1, . . . , br) are given sequences of elements of S, then the
Koszul matrix factorization (0,b) is a differential graded algebra
(0,b) = Λ[θ1, . . . , θr] with differential dA(θi) = bi
This is simply the usual Koszul complex associated to b1, . . . , br. Let us call this
dg algebra A.
Now, M := (a,b) can be thought of as a dg A-module generated by one
element, with differential dM (1) =
∑r
i=1 aiθi. We leave it to the reader to check
this.
Remark 4.30. We will be primarily interested in the case where S is a bigraded
ring. The degree of a bihomogeneous element a ∈ S is written deg(a) = qitj , and
t is regarded as the homological degree. We will require our matrix factorizations
to be bigraded S modules, with parity given by the mod 2 reduction of homologi-
cal degree, and we require the differential to satsify deg(d) = q0t1. If deg(b) = qitj
and deg(a) = q−it1−j , then we incorporate the grading shifts as follows:
(a|b) =
(
S S(i)〈j − 1〉
a
b
)
S
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so that the right-pointing arrow has degree q0t0 and the left-pointing arrow has
degree q0t1. Note that in this case
(a|b) ∼= q−it1−j(b|a)
Before constructing P∨1n as a matrix factorization, we recall two basic oper-
ations on Koszul matrix factorizations which preserve the isomorphism type of
the matrix factorization. The next two propositions are proven in [18].
Proposition 4.31. Let a = (a1, . . . , an) and b = (b1, . . . , bn) be lists of elements in S.
Let (a,b) be the associated Koszul matrix factorization. The change of basis transforma-
tion  ai bi
aj bj
 −→
 ai bi + λbj
aj − λai bj
 ,
where all other rows are fixed, yields isomorphic matrix factorizations for all λ ∈ S.
Similarly, if λ ∈ S is invertible, then (ai|bi) ∼= (λai|λ−1bi).
Now assume that S is a polynomial ring. We can also simplify Koszul ma-
trix factorizations by canceling rows of the form (0|bi) or (ai|0) (called exclusion
of variables), subject to certain restrictions. Precisely, suppose (a,b) is a Koszul
matrix factorization with potential z =
∑n
i=1(aibi). Let y be a generator of S and
write S = S′[y]. Assume z ∈ S′ and that one of the rows of (a,b) has the form
(0, y − p) for p ∈ S′.
Proposition 4.32. Given the above hypotheses, (a,b)S is homotopy equivalent to the
matrix factorization of potential
∑
(aibi) over S′ where we remove the row (0, y−p) and
substitute p for y everywhere in all other rows.
We have not yet introduced the notion of homotopy equivalence of matrix
factorizations. There will be no need to do so, since we are mostly interested in
the case when the matrix factorization M has zero potential (that is, M is a chain
complex), in which case the notion homotopy equivalence is standard. The basic
idea of exclusion of a variable is that (0|y − p) is the complex
0 - S′ ⊗Q[y] 1⊗ y − p⊗ 1- S′ ⊗Q[y] - 0
This complex is homotopy equivalent to S′ via Gaussian elimination. We will
now specialize to the case of interest.
Definition 4.33. Fix an integer n. Let S = Q[x,y, u1, . . . , un], bigraded so that
deg(uk) = t
2q−2k. Define elements bj ∈ S by bj =
∑j
i=1 uiaij(x,y), where the
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polynomials aij(x,y) are as in Definition 2.36. Consider the Koszul matrix factor-
ization
(4.34) q−2`

p11 b1
p22 b2
...
...
pnn bn
 = q
−2`
n⊗
j=1
(
S S(−2)〈1〉
pjj
bj
)
S
⊗S S¯
Here S¯ is the quotient of S in which we identify ek(x) = ek(y) for all k ∈
{1, . . . , n}, and pij(x,y) = yi − xj . Note that deg(piibi) = q0t1, so that (4.34) is
graded as in Remark 4.30.
The following is clear from the definitions.
Proposition 4.35. The matrix factorization defined in Definition 4.33 is equal to Mn
(from §2.6) as a bigraded chain complex. Therefore the matrix factorization (4.34) is iso-
morphic to P∨1n as a bigraded chain complex by Theorem 2.52.
For the grading shift of q−2`, recall that Bw0 = q−`Q[x,y]/I and the degree
zero chain bimodule of Mn is q−`Bw0 = q−2`Q[x,y]/I (see also Definition 2.42).
Example 4.36. For n = 2, the complex looks like
M2 =
 p11 u1
p22 u1 + p12u2

S¯
After a change of basis (Proposition 4.31) this is isomorphic to p11 + p22 u1
p22 p12u2

S¯
Note that p11 + p22 is zero in S¯, so we obtain
M2 ∼=
 0 u1
p22 p12u2

S¯
' (p22|p12)S¯/(u1)
by exlusion of variables (Proposition 4.32). This is a very compact way of express-
ing Diagram 2.20 (with the arrows reversed).
Example 4.37. For n = 3 we have
M3 =

p11 u1
p22 u1 + p12u2
p33 u1 + (p12 + p23)u2 + p13p23u3

S¯
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After a change of basis we obtain that M3 is isomorphic to
p11 + p22 + p33 u1
p22 p12u2
p33 (p12 + p23)u2 + p13p23u3

which by Proposition 4.31 is isomorphic to
0 u1
p22 p12u2
p33 (p12 + p23)u2 + p13p23u3
 .
An application of Proposition 4.32 yields
M3 '
 p22 p12u2
p33 (p12 + p23)u2 + p13p23u3

S¯/(u1)
,
which is simply the complex from Diagram 2.21, with the arrows reversed.
Now, let w ∈ Sn be given. We wish to compute H(HH0(R,w(P∨1n))). This
homology depends only on the conjugacy class of w, so we may as well assume
that w has the special form (4.38).
(4.38) w = (1, . . . ,m1)(m1 + 1, . . . ,m2) · · · (mr−1 + 1, . . . ,mr)
written in cycle notation, for some integers 1 ≤ m1 < m2 < · · · < mr = n. Ap-
plying the permutation w to Mn simply permutes the variables yi in the formula
(4.34). Taking HH0(R,−) sends B 7→ R(`). Thus HH0 dends Q[x,y]/I 7→ q2`Q[x].
This cancels the shift of q−2` in (4.34) then identifies x with y. The result is:
Lemma 4.39. We have
(4.40) HH0(R,w(Mn)) ∼=

xw(1) − x1 b¯1
xw(2) − x2 b¯2
...
...
xw(n) − xn b¯n

Q[x,u1,...,un]
where b¯j =
∑j
i=1 uiaij(x, w(x)). 
Proposition 4.41. If j1 and j2 are in the same w-orbit, then
ai,j1(x, w(x)) = ai,j2(x, w(x)).
Proof. We are assuming that w has a special form, so j1,j2 are in the same w-orbit
if and only if there is a 1 ≤ k ≤ r such that mk−1 < j1, j2 ≤ mk. So without loss
of generality, assume that j1 = j2 + 1. From the definition of aij(x,y) it is easy to
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see that ai,j+1(x,y)−aij(x,y) is divisible by yj−xj+1, for all 1 ≤ i ≤ j+1, hence
is zero upon specializing yw(i) = xi. This completes the proof. 
We will now simplify the complex (4.40) by focusing on one block at a time.
Let w be as above; for each cycle (m,m+ 1, . . . ,m+ j) of w we have the following
tensor factor of the right-hand side of (4.40):

xm+1 − xm
∑m
i=1 uiai,m(x, w(x))
xm+2 − xm+1
∑m+1
i=1 uiai,m+1(x, w(x))
...
...
xm+j − xm+j−1
∑m+j−1
i=1 uiai,m+j−1(x, w(x))
xm − xm+j
∑m+j
i=1 uiai,m+j(x, w(x))

Set αi = xi−xi+1. Then xm−xm+j = αm +αm+1 + · · ·+αm+j−1. By Proposition
4.41, all of the entries in the right column are equal to one another. Rewriting
gives 
−αm
∑m+j
i=1 uiai,m+j(x, w(x))
−αm+1
∑m+j
i=1 uiai,m+j(x, w(x))
...
...
−αm+j−1
∑m+j
i=1 uiai,m+j(x, w(x))
αm + · · ·+ αm+j−1
∑m+j
i=1 uiai,m+j(x, w(x))

After a change of basis this is isomorphic to

αm 0
αm+1 0
...
...
αm+j−1 0
0
∑m+j
i=1 uiai,m+j(x, w(x))

Applying such transformations to all of the cycles in w, we obtain the following:
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Proposition 4.42. We have
HH0(R,w(Mn)) ∼=

α1 0
...
...
αm1−1 0
0
∑m1
i=1 uiai,m1(x, w(x))
αm1+1 0
...
...
αm2−1 0
0
∑m2
i=1 uiai,m2(x, w(x))
...
...
αmr−1+1 0
...
...
αmr−1 0
0
∑mr
i=1 uiai,mr (x, w(x))

Q[x,u1,...,un]

We are ready to prove our main theorem:
Theorem 4.43. Let w ∈ Sn be a permutation with r-cycles. Then HHH0(w(P∨1n)) is
isomorphic to E/(xi−xw(i)|1 ≤ i ≤ n), shifted so that 1 lies in degree (q−2t)n−r, where
E is as in Definition 4.19. That is to say, Conjecture 4.26 is true.
Proof. Fix w ∈ Sn; without loss of generality, we assume that w has the special
form (4.38). Define the following ideals in Q[x, u1, . . . , un]:
(1) I = (αi), where i ∈ {1, . . . , n} \ {m1, . . . ,mr}.
(2) I ′ = (xi − xw(i)) where 1 ≤ i ≤ n.
(3) J is the ideal generated by
∑mk
i=1 uiai,mk(x, w(x)) where 1 ≤ k ≤ r.
(4) J ′ is the ideal generated by
∑j
i=1 uiai,j(x, w(x)) where 1 ≤ j ≤ n.
(5) J ′′ is the ideal generated by
∑j
i=1 uiai,j(x,x) where 1 ≤ j ≤ n.
It is clear that I = I ′ and I ′ + J ′ = I ′ + J ′′. Proposition 4.41 implies that J = J ′,
so we conclude that I + J = I ′ + J ′′.
The matrix factorization from Proposition 4.42 is clearly isomorphic to the
Koszul complex associated to the sequence {αi : i ∈ {1, . . . , n} \ {m1, . . . ,mr}} ∪
{bm1 , . . . , bmr} ⊂ R[u1, . . . , un], where bj =
∑j
i=1 uiai,j(x, w(x)). This sequence is
easily seen to be regular, so
H(HH0(R,w(Mn)) ∼= Q[x, u1, . . . , un]/(I + J),
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which is isomorphic to Q[x, u1, . . . , un]/(I ′ + J ′′) by the remarks above. On the
other hand, Q[x, u1, . . . , un]/J ′′ ∼= E by Theorem 4.21, so that H(HH0(R,w(Mn))
is isomorphic to E/(xi − xw(i))), as claimed.
Finally, the overall grading shift is due to the fact (see Remark 4.30) that
(αi|0) ∼= q−2t(0|αi). 
Corollary 4.44. Letw be a permutation with r cycles. Then HHH(w(P∨1n)) has Poincaré
series
P(q, a, t) = (q
−2t)n−r(1− t2q−2)r−1∏ni=1(1 + aq−2i)
(1− q2)r∏nj=2(1− t2q−2j)
Furthermore, P(q, a,−1) is the unknot of the 1n-colored HOMFLYPT polynomial.
Proof. Once again, we fix w ∈ Sn and assume w has the special form (4.19). Also
recall that we represent deg(z) by a monomial qiajtk. In the proof of Theorem
4.21, we show that the ideal (I + J) is generated by a regular sequence. A result
of Stanley [24] states the following: If A = Q[z1, . . . , zm] is a graded ring and
I = (a1, . . . , ak) is an ideal generated the regular sequence {a1, . . . , ak}, then the
Poincaré series of R/I is given by
P(A/I) =
∏k
i=1(1− deg(ai))∏m
j=1(1− deg(zj))
.
Therefore, it is easy to see that the denominator of the Poincaré series of
HHH0(w(P∨1n)) is given by (1 − q2)n
∏n
j=1(1 − t2q−2j). As for the numerator, the
regular sequence generating I + J is given by n − r elements of the form αi
and r elements of the form b¯mj . Each αi has degree q2, and each b¯mk has degree
t2q−2. Therefore the numerator has the form (q−2t)n−r(1 − q2)n−r(1 − t2q−2)r,
where (q−2t)n−r takes into account the overall grading shift. The denominator
has the form (1 − q2)n∏ni=1(1 − t2q−2i), corresponding to the generators xi, ui.
The (1− t2q−2) factor cancels with one factor from the numerator, so
P(HHH0(w(P∨1n))) =
(q−2t)n−r(1− t2q−2)r−1
(1− q2)r∏nj=2(1− t2q−2j) .
To compute the Poincaré series for HHH(w(P∨1n)) we multiply by
∏n
i=1(1 +
aq−2i). This is because HHH(w(P∨1n)) ∼= HHH0(w(P∨1n)) ⊗Q Q[ξ1, . . . ξn] and that
deg(ξk) = aq
−2k. We leave checking the second claim to the reader. 
One may check that when P(HHH(w(P∨1n))) is expanded into a Laurent se-
ries that all coefficients are positive, though this is not obvious upon first glance.
This, of course, is expected because the coefficients are dimensions of vector
spaces.
5. COMBINATORIAL RESULTS
In this section we record some combinatorial results necessary for giving an
explict dg-module construction of P1n in §2. These results are known to experts,
but we present elementary proofs of these facts for completeness.
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5.1. The Frobenius extension RW ⊂ RI . Throughout this section, we will let
I := {1, . . . , n − 2}, so that RI = RSn−1 is the algebra of polynomials f ∈
Q[x1, . . . , xn] which are symmetric in x1, . . . , xn−1. In this section we recall the
result that RW ⊂ RI is a Frobenius exension, and we give an explicit dual pair of
basis of RI as a free RW -module. Our main result in this section is the following:
Theorem 5.1. RI is free of rank n over RW . There are two natural ordered bases, given
by
{(−1)ixin}n−1i=0 {en−1−i(x1, . . . , xn−1)}n−1i=0
These bases are dual with respect to the trace pairing (f, g) := ∂1,2,...,n−1(fg), where
∂1,2,...,n−1 denotes a divided difference operator (Definition 5.2). In particularRW ⊂ RI
is a Frobenius extension.
Iterating this, we recover as a corollary the classical result that R is free over
RW of rank n!. If we consider R to be graded with deg xi = q2, and carefully
keep track of gradings, then we can recover Proposition 2.5. Our main use for
this theorem is in the proof of Proposition 2.28, which itself is used in the proof
of Theorem 2.52. The proof of Theorem 5.1 occupies the remainder of this section.
We first introduce the trace RI → RW , which is defined in terms of the divided
difference operators.
Definition 5.2. Let R := Q[x1, . . . , xn], let i ∈ {1, . . . , n − 1} be given, and let
s = (i, i + 1) ∈ Sn denote the simple transposition which swaps i and i + 1. The
divided difference operator ∂i : R→ R is defined by
∂i(f) :=
f − s(f)
xi − xi+1
for each f ∈ R. We may also write ∂s = ∂i, by abuse.
Note that f − s(f) is anti-symmetric in xi and xi+1, hence is divisible by
xi−xi+1. So ∂s(f) is indeed a polyomial. The following basic properties are easily
checked:
Proposition 5.3. The divided difference operators satisfy:
(1) ∂2i = 0
(2) ∂i∂i+1∂i = ∂i+1∂i∂i
(3) if f is symmetric in xi, xi+1, then ∂i(fg) = f∂i(g)
(4) in general, ∂s(fg) = ∂s(f)g + s(f)∂s(g).
Proof. Straightforward. 
The following computation will be very useful:
Proposition 5.4. Fix an integer n ≥ 1, and let R := Q[x1, . . . , xn]. Let ∂1,2,...,n−1 =
∂1 ◦ ∂2 ◦ . . . ∂n−1 denote the composition of divided difference operators. Then
∂1,2,...,n−1(xkn) = (−1)n−1hk+1−n(x1, . . . , xn)
where hk denotes the k-th complete symmetric function.
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Proof. Induction on n ≥ 1. For the base case n = 1, the composition ∂1 ◦ · · · ◦ ∂n−1
is empty, hence ∂1,2,...,n−1 is to be interpreted as the identity. Then the base case
is trivial: xk1 = hk(x1). Since this case is degenerate, let’s also consider the case
n = 2, which will be relevant for the inductive step as well. Compute:
(5.5) ∂1(xk2) = −
xk1 − xk2
x1 − x2 = −(x
k−1
1 + x
k−2
1 x2 + · · ·+ xk−12 )
which equals −hk−1(x1, x2), as desired.
Assume by induction that we have proven
∂1,2,...,n−2(xin−1) = (−1)nhi+2−n(x1, . . . , xn−1)
Compute:
∂1,2,...,n−1(xkn) = ∂1,2,...,n−2(∂n−1(x
k
n))
= −∂1,2,...,n−2
( ∑
i+j=k−1
xin−1x
j
n
)
= −
∑
i+j=k−1
∂1,2,...,n−2(xin−1)x
j
n
= −
∑
i+j=k−1
(−1)nhi+2−n(x1, . . . , xn−1)xjn
= (−1)n−1hk+1−n(x1, . . . , xn)
In the second line we used the formula (5.5), in the fourth we used the induc-
tive hypothesis, and in the last line we used the well-known recursion satisfied
by the complete symmetric functions (see Proposition 5.10). This completes the
inductive step. 
Lemma 5.6. Recall the sequence of inclusions of algebras RW ⊂ RI ⊂ R. As an RW -
module, RI is generated by {1, xn, . . . , xn−1n }.
Proof. Recall thatRI ⊂ Q[x1, . . . , xn] is the algebra of polynomials which are sym-
metric in x1, . . . , xn−1. It is well known that RI is generated, as a unital algebra,
by xn and the (say) elementary symmetric functions ek(x1, . . . , xn−1). The recur-
sion from Proposition 5.10 says that
ek(x1, . . . , xn−1) = ek(x1, . . . , xn)− xnek−1(x1, . . . , xn−1)
Iterating, we can express each partially symmetric function ek(x1, . . . , xn−1) as
ek(x1, . . . , xn−1) =
k∑
i=0
(−1)k−iei(x1, . . . , xn)xk−in
This shows that RI is generated by the powers of xn, as an RW algebra. Recall
from Example 5.13 that in R one has the following identity
xnn = −
n∑
i=1
(−1)n−iei(x1, . . . , xn)xn−in
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hence 1, xn, . . . , xn−1n suffice to generate RI as an RW -module. 
Proposition 5.7. The divided difference operator ∂1,2,...,n−1 : R → R restricts to an
RW -linear map RI → RW .
Proof. By part (3) of Proposition 5.3 it is clear that ∂1,2,...,n−1 is RW -linear. Propo-
sition 5.4 shows that ∂1,2,...,n−1xkn is an element of RW , for each k. Since the xkn
generate RI as an RW -module (Lemma 5.6), the proposition follows. 
We are now ready to prove the main theorem of this section:
Proof of Theorem 5.1. In this proof we will use the brief notation ∂ = ∂1,2,...,n−1.
We will focus on proving that
(5.8) ∂
(
(−1)ixinen−1−j(x1, . . . , xn−1)
)
= δij ,
where δij is the Kronecker delta. Assume for a moment that we have proven this.
A standard linear algebra argument will imply that the set β := {(−1)jxjn}n−1j=0 ⊂
RI is RW -linearly independent, as is β∗ := {ei(x1, . . . , xn)}n−1i=0 . Lemma 5.6 says
that β spans RI as an RW -module. Thus, β forms a basis, and Equation (5.8)
implies that β∗ is the dual basis, up to reordering.
It remains to prove Equation (5.8). For this, consider the two-variable gener-
ating function
F (t, u) :=
∞∑
i,j=0
tiuj(−1)jei(x1, . . . , xn−1)xjn
Observe:
F (t, u) =
∏n−1
i=1 (1 + txi)
1 + uxn
=
∏n
i=1(1 + txi)
(1 + uxn)(1 + txn)
=
( n∑
i=0
tiei(x1, . . . , xn)
)( ∞∑
j=0
(−1)jtjxjn
)( ∞∑
k=0
(−1)kukxkn
)
=
∑
i,j,k
(−1)j+kti+jukei(x1, . . . , xn)xj+kn
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Now, taking ∂ gives
∂(F (t, u)) =
∑
i,j,k
(−1)j+kti+juk∂1,2,...,n−1(ei(x1, . . . , xn)xj+kn )
=
∑
i,j,k
(−1)j+kti+jukei(x1, . . . , xn)∂1,2,...,n−1(xj+kn )
=
∑
i,j,k
(−1)j+kti+jukei(x1, . . . , xn)(−1)n−1hk+j+1−n(x1, . . . , xn)
=
∑
m,k
tmuk
∑
a+b=m+k+1−n
(−1)bea(x1, . . . , xn)hb(x1, . . . , xn)
=
∑
m,k
tmukδm+k,n−1
In the second line we used the fact that the divided difference operators are RW -
linear. In the third line we used Proposition 5.4 to compute ∂(xj+kn ). In the fourth
line we introduced the new indices m = i+ j, a = i, and b = k+ j+ 1−n. Finally,
the last line follows from a well known identity satisfied by the elementary and
complete symmetric functions. This computation gives the desired formula. 
5.2. An explicit family of relations in R⊗RW R. Throughout this section we ig-
nore all grading shifts. Let Ik ⊂ Q[x,y] denote the ideal from Notation 2.6, so that
Bw0
∼= Q[x,y]/In and Bw1 ∼= Q[x,y]/In−1. In this section we prove Proposition
2.39.
First, recall that the elementary symmetric functions ek(x1, . . . , xn) ∈ R and
the complete symmetric functions hk(x1, . . . , xn) ∈ R are defined by their gener-
ating functions:
(5.9)
n∑
k=0
tkek(x1, . . . , xn) =
n∏
i=1
(1 + txi)
∞∑
k=0
tkhk(x1, . . . , xn) =
1∏n
i=1(1− txi)
where t is a formal indeterminate. These expressions make the following recur-
sion relations obvious:
Proposition 5.10. We have the following recursive relations, for 1 ≤ k ≤ n− 1:
(1) ek(x1, . . . , xn+1) = ek(x1, . . . , xn) + xnek−1(x1, . . . , xn).
(2) hk(x1, . . . , xn+1) =
∑k
i=0 x
i
nhk−i(x1, . . . , xn).

Proposition 5.11. Fix integers 1 ≤ m ≤ n. The polynomials
zm,n(xm, . . . , xn, y1, . . . , yn) :=
∑
i+j=m
(−1)jei(y1, . . . , yn)hj(xm, . . . , xn) ∈ Q[x,y]
are zero modulo In.
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Proof. Fix an integer m ∈ {1, . . . , n}, and consider the following formal power
series in t:
Z(t) :=
∏n
i=1(1 + tyi)∏n
j=m(1 + txi)
The numerator is completely symmetric in the variables y1, . . . , yn hence each yk
can be replaced by xk (modulo In). The result is a polynomial of degree m− 1:
(5.12) Z(t) ≡
m−1∏
i=1
(1 + txi) (mod In).
On the other hand, by (5.9) the generating function Z(t) can be written as
Z(t) =
∞∑
k=0
tk
∑
i+j=k
(−1)jei(y1, . . . , yn)hj(xm, . . . , xn)
By (5.12, we see that the coefficient on tk vanishes for k ≥ m, modulo In. That is
to say, for each k ≥ m we have∑
i+j=k
(−1)jei(y1, . . . , yn)hj(xm, . . . , xn) ≡ 0 (mod In)
Specializing to k = m gives the identity in the statement. 
Example 5.13. Setting m = n in Proposition 5.11, we obtain that∑
i+j=n
(−1)jei(y1, . . . , yn)xjn = 0 (mod In)
We can factor this as
∏n
i=1(yi − xn) = 0 (mod In), so we recover the relations
from Proposition 5.11 as a special case. Let I1 ⊂ Q[x1, . . . , xn, y1, . . . , yn] denote
the ideal generated by the differences yi − xi for 1 ≤ i ≤ n. Viewing the above
relation in the quotient R ∼= Q[x1, . . . , xn, y1, . . . , yn]/I1, we find that
(5.14) xnn = −en(x1, . . . , xn)+xnen−1(x1, . . . , xn)−· · ·+(−1)nxn−1n e1(x1, . . . , xn)
in Q[x1, . . . , xn].
The following gives an explicit formula for the relations zm,n in R⊗RW R.
Proposition 5.15. Fix an integer n ≥ 1. The identity,
zm,n =
∑
γ
m∏
i=1
(yγi − xγi+m−i)
,holds in Q[x1, . . . , xn, y1, . . . , yn], where the sum is over sequences of integers γ =
(γ1, . . . , γm) with 1 ≤ γ1 < · · · < γm ≤ n.
Before proving, we give some examples which we hope will illustrate the
formula. First:
Definition 5.16. Set pij = yi − xj ∈ Q[x,y]. In all ocurrences in this paper, the
variables will satisfy 1 ≤ i ≤ j ≤ n.
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Example 5.17. At one extreme, we have z1,n = p11 + p22 + · · ·+ pnn, which equals
e1(y) − e1(x) ∈ Q[x,y]. At the other extreme we have zn,n = p1np2n · · · pnn. The
relations zmn with 2 ≤ m ≤ n ≤ 4 are:
(1) z22 = p12p22
(2) z23 = p12p22 + (p12 + p23)p33
(3) z24 = p12p22 + (p12 + p23)p33 + (p12 + p23 + p34)p44
(4) z33 = p13p23p33
(5) z34 = p13p23p33 + (p13p23 + p13p34 + p24p34)p44
(6) z44 = p14p24p34p44
Proof of Proposition 5.15. Observe:∏
1≤i≤`
m≤j≤`
1 + tyi
1 + txj
−
∏
1≤i≤`−1
m≤j≤`−1
1 + tyi
1 + txj
=
∏
1≤i≤`−1
m≤j≤`−1
1 + tyi
1 + txj
(
1 + ty`
1 + tx`
− 1
)
=
∏
1≤i≤`−1
m≤j≤`−1
1 + tyi
1 + txj
(
t(y` − x`)
1 + tx`
)
=
∏
1≤i≤`−1
m≤j≤`
1 + tyi
1 + txj
t(y` − x`)
Adding up the resulting identities for m ≤ ` ≤ n gives the identity∏
1≤i≤n
m≤j≤n
1 + tyi
1 + txj
−
∏
1≤i≤m−1
(1 + tyi) = t
n∑
`=m
(y` − x`)
∏
1≤i≤`−1
m≤j≤`
1 + tyi
1 + txj
We can rewrite this as∏
1≤i≤n
m≤j≤n
1 + tyi
1 + txj
= t
n∑
`=m
(y` − x`)
∏
1≤i≤`−1
m−1≤j≤`−1
1 + tyi
1 + txj+1
+ (lower)
where (lower) denotes terms of t-degree < m. Iterating this formula, we find that∏
1≤i≤n
m≤j≤n
1 + tyi
1 + txj
= tm
n∑
k1=m
(yk1 − xk1)
k1−1∑
k2=m−1
(yk2 − xk2+1) · · ·
km−1−1∑
km=1
(ykm − xkm+m−1)
plus terms of t-degree 6= m. Comparing the coefficients on tm on either side gives
the identity in the statement. 
Recall the polynomials from Definition 2.36:
(5.18) amj(x,y) :=
∑
γ′
m−1∏
i=1
(yγi − xγi+m−i),
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where 1 ≤ m ≤ j ≤ n. The sum is over sequences of integers γ′ = (γ1, . . . , γm−1)
with 1 ≤ γ1 < · · · < γm−1 < j.
Proposition 2.39. The aij(x,y) satisfy
∑n
j=k ai,j(x,y)(xj − yj) = 0 modulo In. In
particular
∑n
j=k ai,j(x,y)(xj − yj) acts by zero on Bw0 .
Proof. Observe
n∑
j=m
amj · (yj − xj) =
n∑
j=m
∑
γ
(yj − xj)
m=1∏
i=1
(yγi − xγi+m−i)
=
∑
γ
m∏
i=1
(yγi − xγi+m−i)
= zm,n
The first equality holds by definition. In the second, we have reindexed by setting
γ = (γ1, . . . , γm−1, j). The third equality holds by Proposition 5.15. 
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