Recently, a robust new computational technique, based on interval analysis, has been developed for solving the difficult nonlinear problems arising in the modeling of phase behavior.
Introduction
Computational problems such as convergence to a trivial or incorrect root, or to a local rather than global optimum, or failure to converge to a physically feasible solution at all [e.g., 1], are not uncommon difficulties in thermodynamic calculations. Since, in the modeling and design of separation processes, such failures can be critical, many techniques have been developed in attempts to provide increased reliability. However, until now, there has been no general purpose technique that could provide complete reliability for computations of phase behavior.
In this paper we review recent work on the development and use of a robust new computational technique, based on interval analysis, for solving the difficult nonlinear problems arising in thermodynamics. This technique can be used, with mathematical and computational guarantees of certainty, to find the global optimum of a nonlinear function or to find (more precisely to enclose, as discussed in [2] ) any and all roots of a system of nonlinear equations. While this technique has the potential to be applied to a wide variety of thermodynamic calculations important in chemical process design, in this paper we will concentrate on phase stability analysis, using both cubic equation of state models and excess Gibbs energy models, and on the location of homogeneous azeotropes. Since the technique is model independent and completely general, its use can be readily extended to any thermodynamic model in any equilibrium situation.
Methodology

Interval Computations
A real interval, , is defined as the set of real numbers lying between (and including) given upper and lower bounds; i.e., Of particular interest here are interval Newton/generalized bisection (IN/GB) methods. These techniques provide the power to find, with confidence, enclosures of all solutions of a system of nonlinear equations [3, 5] , and to find with total reliability the global minimum of a nonlinear objective function [4] , provided only that upper and lower bounds are available for all variables. (c) If neither of the above is true, then no further conclusion can be drawn.
In the last case, one could then repeat the root inclusion test on the next interval Newton iterate ´ ·½µ , assuming it is sufficiently smaller than ´ µ , or one could bisect ´ ·½µ and repeat the root inclusion test on the resulting intervals. This is the basic idea of interval Newton/generalized bisection methods. A detailed step-by-step description of the basic IN/GB algorithm used here is given by Schnepper and Stadtherr [6] , and additional details are provided by Hua et al. [2] . Our implementation of the IN/GB method for the phase stability problem is based on appropriately modified routines from the packages INTBIS [7] and INTLIB [8] . In this paper, we review the application of the interval method to solve problems in phase stability analysis and in locating homogeneous azeotropes.
Phase Stability Analysis
The determination of phase stability, i.e., whether or not a given mixture can split into multiple phases, is a key step in phase equilibrium calculations, and thus in the simulation and design of a wide variety of processes, especially those involving separation operations such as distillation and extraction. The determination of phase stability is often done using tangent plane analysis. A phase at specified temperature Ì , pressure È , and feed mole fraction Þ is unstable (in this context, unstable refers to both the metastable and classically unstable cases)
if the reduced molar Gibbs energy of mixing surface Ñ ¡ Ñ Ü ÊÌ ever falls below a plane tangent to the surface at Þ. That is, if the tangent plane distance
is negative for any composition Ü, the phase is unstable. The subscript zero indicates evaluation at Ü Þ, and Ò is the number of components. A common approach for determining if is ever negative is to minimize subject to the mole fractions summing to one. It is readily shown that the stationary points in this optimization problem can be found by solving the system of nonlinear equations:
If an equation of state model EOS(Ü Ú) = 0 is used to determine Ñ, then the EOS provides an additional equation and an additional variable, the molar volume Ú.
The Ò ¢ Ò system given by Eqs. (3)- (4) above, or the´Ò · ½µ ¢´Ò · ½µ system that results when an EOS model is used, has a trivial root at the feed composition and frequently has multiple nontrivial roots as well. Thus conventional equation solving techniques may fail by converging to the trivial root or give an incorrect answer to the phase stability problem by converging to a stationary point that is not the global minimum of . Standard methods (e.g., [9] ) for solving the phase stability problem typically rely on the use of multiple initial guesses.
However, these methods offer no guarantee that the global minimum in the tangent plane distance has been found. Because of the difficulties that thus arise, there has been significant recent interest in the development of more reliable methods for solving the phase stability problem.
For example, Sun and Seider [10] apply a homotopy-continuation method, which will often find all the stationary points, and is easier to initialize than Michelsen's approach. However, their technique is still initialization dependent and provides no theoretical guarantees that all stationary points have been found. McDonald and Floudas [11] show that for certain activity coefficient models, the phase stability problem can be reformulated to make it amenable to solution by powerful global optimization techniques. This method does provide a mathematical guarantee that the global minimum of the tangent plane distance has been found.
An alternative approach for solving the phase stability problem is to use the interval method described above to solve Eqs. (3)- (4) for the stationary points of . This was originally sug-gested by Stadtherr et al. [12] , who applied it in connection with activity coefficient models, as later done also by McKinnon et al. [13] . This technique, is initialization independent and can solve the phase stability problem with mathematical certainty, while also dealing automatically with rounding error. Recently Hua et al. [2, 14, 15] extended this method to problems modeled with cubic equation of state (EOS) models, in particular the Van der Waals (VDW), Peng-Robinson (PR) and Soave-Redlich-Kwong (SRK) models with standard mixing rules.
Location of Homogeneous Azeotropes
The determination of the existence and composition of homogeneous azeotropes is important both from both theoretical and practical standpoints in the analysis of phase behavior and in the synthesis and design of separation systems. The nonlinear form of the thermodynamic equations for phase equilibrium makes the computation of azeotropes a particularly difficult problem. It has thus attracted significant attention, as reviewed recently by Widagdo and Seider [16] . Fidkowski et al. [17] have presented a homotopy continuation method for this purpose.
While this method is very reliable, a drawback is that it cannot guarantee that all azeotropes have been found. More recently, Harding et al. [18] have used a global optimization procedure, which, assuming no explicit temperature dependence in the liquid phase activity coefficient models, does provide a mathematical guarantee that all azeotropes have been enclosed. Maier et al. [19] have discussed how the interval method described above can be used to solve the homogeneous azeotrope problem, providing a mathematical and computational guarantee that all azeotropes have been enclosed, even in the case of explicit temperature dependence in the liquid phase activity coefficient models. 
where ÒÞ is the set of nonzero components in question, and we have emphasized the temperature dependence of the pure component vapor pressures È × Ø and liquid phase activity coefficients Ä . This equation, and the constraint that the mole fractions sum to one constitute a´ · ½µ ¢´ · ½µ set of nonlinear equations that can be solved for azeotropic composition(s) and temperature(s). Solving this system, we will obtain all -ary azeotropes for the chosen component set ÒÞ . To find all the azeotropes in the overall Ò component system, a sequence (unordered) of such systems must be solved, one for each combination of components, ¾ Ò. These equation systems may have multiple roots or no roots at all. A solution method is required that is guaranteed to enclose all roots and that is also capable of verifying when none exist. The interval approach discussed above is very well suited to this difficult task [19] .
To model the temperature dependence of È × Ø ´Ìµ we use the Antoine equation. In many cases, the temperature dependence of È × Ø ´Ìµ is significantly stronger than the temperature dependence of Ä ´Ìµ, which arises only in the temperature dependence of the binary interaction parameters in the activity coefficient model used. Thus, as done by Harding et al. [18] , it is not unreasonable to evaluate Ä ´Ìµ at some reference temperature Ì Ê and then treat it as independent of temperature, instead of using a fully temperature dependent Ä ´Ìµ model.
Assuming a good guess of Ì Ê is made, this approach may provide good estimates for the azeotropes in the fully temperature dependent model. However, there is no guarantee of this, and it is possible that the number of azeotropes found in the Ì Ê -based model will not be the same as the number of azeotropes that exist in the fully temperature dependent model, even if a relatively good guess of Ì Ê has been made [19] . Finally, it should be noted that because solutions of the equifugacity equations may not be stable phases (the liquid may split), any solutions enclosed should next be checked for phase stability, as described above.
Results
Phase Stability
Hua et al. [2, 14, 15] have applied the interval approach to solve several phase stability problems using various cubic equation of state models. We consider two such problems here. The first, which has not been presented previously, involves the binary system of carbon dioxide and trans-2-hexen-1-ol. The second is a ternary system of nitrogen, methane and ethane. Stadtherr et al. [12] have also used the interval technique to solve phase stability problems for excess Gibbs energy models. One such problem, not presented previously, is considered here. It is the quaternary system of Ò-propanol, Ò-butanol, benzene and water. In such regions, conventional methods for determining phase stability are prone to difficulty.
For example, on this problem, for the unstable feed of Þ ½ = 0.9991, Michelsen's vapor/liquid flash algorithm, as implemented in LNGFLASH from the IVC-SEP package, a code that in general we have found to be extremely reliable, incorrectly predicts that this mixture is stable.
Results of using the interval approach for this problem are shown in Table 1 . This shows that we are able to locate all five stationary points for this feed and find the global minimum of as being negative at -0.004239, thus demonstrating instability. Two other pressures and feed compositions were also considered and correct solutions were efficiently found as shown in Table 1 . It should be noted that the presence of multiple real volume roots at some conditions in this problem does not present any difficulty, since the solver simply finds enclosures of all roots for the given system. Thus, nothing needs to be done to select the right volume roots. However, as the number of components grows, the computational performance becomes less predictable, with some problems solved efficiently and others requiring unreasonable computation time. This is because, like any technique (e.g., branch and bound) based on a binary tree, the worst-case computational complexity of the method described is exponential. This does not necessarily mean that large problems cannot be solved efficiently (the simplex algorithm for linear programming also has a worst-case complexity that is exponential), but that excessive computation time requirements are a possibility when solving large problems. This is consistent with the previous experience of Schnepper and Stadtherr [6] in applying the interval method to process modeling problems. Some relatively large (over a hundred variables) problems could be efficiently solved, while other smaller problems required much greater computational effort.
Homogeneous Azeotropes
Maier et al. [19] applied the interval algorithm to the solution of several homogeneous azeotrope problems, involving from two to five components and using the Wilson, NRTL and UNIQUAC models with explicit temperature dependence. One such problem is considered here. This is a ternary system modeled using UNIQUAC and consisting of benzene, ethanol, and water at 1 atmosphere. Table 4 shows that the interval method can efficiently find all the homogeneous azeotropes in this system, and also identify when there is no homogeneous azeotrope. Experimentally, this ternary system is known to have homogeneous azeotropes for the benzene/ethanol and ethanol/water binary pairs, and no homogeneous ternary azeotrope.
The computed results for this system match the experimental data well in all respects. However, our computed results differ from those of Harding et al. [18] , in that they compute a ternary azeotrope, while we do not. Presumably, this is due to some difference in the model parameters used in [18] . It should be noted that for the benzene/water binary, there is a solution to Eq. (5), as indicated in Table 4 . However, contrary to what was indicated in [19] , this solution does not represent a homogeneous azeotrope, since the liquid phase will split. This emphasizes the need, discussed above, to check solutions for liquid phase stability.
Concluding Remarks
As seen in the applications here to phase stability analysis and to the location of homogeneous azeotropes, the interval technique described here can solve phase behavior problems with complete reliability, providing a method that can guarantee with mathematical certainty that the correct result is found, thus eliminating computational problems that may potentially be encountered with currently available techniques. The method is initialization independent; it is also model independent, straightforward to use, and can be applied in connection with any equation of state or with activity coefficient model. Ä , liquid-phase activity coefficient. £ This is a solution to Eq. (5), but is not a homogeneous azeotrope, since the liquid phase will split.
