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TURNPIKE PROPERTY FOR TWO-DIMENSIONAL
NAVIER-STOKES EQUATIONS*
S. ZAMORANO1
Abstract. This paper is devoted to the study of the turnpike phenomenon
arising in the optimal distributed control tracking-type problem for the Navier-
Stokes equations. We obtain a positive answer to this property in the case when
the controls are time-dependent functions, and also when are independent of
time. In both cases we prove an exponential turnpike property assuming that
the stationary optimal state satisfy certain properties of smallness.
1. Introduction
In this article, we are dealing with optimal control problem of the incompressible
Navier-Stokes equations in two dimensions, both evolutionary and stationary prob-
lem. We try to understand what is the relationship between the optimal solution
of the nonstationary and the stationary problem, when the times goes to infinity.
Specifically, we want to know the conditions under which the nonstationary optimal
control and state converges to the stationary optimal control and state, respectively.
We consider two cases, when the controls are dependent on time and the case
where are independent on time. In both cases the optimal control problem consists
in minimizing a functional involving both the control and the measure of the dif-
ference between the state and a desired stationary state, and terminal constraint.
Then, the main idea of this paper is to prove that the optimal controls achieve to
get the target state and remains on this situation most of the time.
In the first case, we establish a result of exponential convergence of the optimal-
ity systems associated to the Navier-Stokes equations. We prove, see Theorem 4.1
in Section 5, under some appropriate smallness conditions of the optimal solutions
for the stationary problem, that both optimal evolutionary state and control con-
verge to the respective optimal stationary control and state in a local sense with a
exponential rate.
For the second case, as we consider time-independent controls, using the Γ-
convergence we prove that the accumulation point of a sequence of controls for
the evolutionary optimal control problem is an optimal control for the stationary
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problem, see Theorem 5.3 in Section 6. In this case, we need to ensure the exponen-
tial stabilization of the solution of the nonstationary Navier-Stokes problem to the
solution of the stationary Navier-Stokes equation, under some smallness condition.
The smallness condition for the optimal state of the stationary equations is
because it is well known that the solution of the stationary Navier-Stokes system is
unique when the viscosity is large enough with respect to the right hand side [20].
If we remove this condition we need to work with solutions for which the equation
is locally unique. These solutions are called nonsingular solutions, see, for instance,
Casas et al. [8].
The study of this type of relationship is commonly used in many models of the
fluid mechanics, where the stationary model is considered instead of the evolution-
ary system. Namely, the underlying idea is that when the time horizon is large
enough, the evolutionary optimal control are sufficiently close to the stationary
optimal control.
For example, in aeronautics most of the techniques to solve shape optimization
are based on stationary models. In that case, is assumed or understood that the
optimal shape is close enough to the evolutionary optimal shape, see, for instance,
[14]. There are no results justifying such assumptions, specially for models from
the fluids mechanics, as the Navier-Stokes or Euler equations (see [16]).
A recent answer to this problem is given in [17]. The authors examined such
questions in the context of linear control problems both in the finite dimensional
case as infinite dimensional systems, including the linear heat and wave equations.
They proved, under suitable observability and controllability assumptions, that
optimal controls and state converge exponentially when the time is sufficiently
large, to the corresponding stationary case. Porretta and Zuazua in [17] mentioned
that this type of property in the economy field, specifically in econometry, is known
as the turnpike property, concept introduced by P. Samuelson. In [21], the authors
proved the turnpike property in the case of nonlinear optimal control problem in
the finite-dimensional case.
Also, this type of approach can be observed in optimal design. We mention [3],
where the autohrs proved that when the time tends to infinity, the optimal design
of coefficients of parabolic dynamics converge to those of the elliptic steady state
problem. This approach use the classical Γ-convergence, because they consider
coefficients which are independent of time.
In this work, we consider the Navier-Stokes equations in two dimensions. Navier-
Stokes equations are useful because they describe the physics of many things of
scientific and engineering interest. They may be used to model the weather, ocean
currents, water flow in a pipe and air flow around a wing. The Navier-Stokes system
in their full and simplified forms help with the design of aircraft and cars, the study
of blood flow, the design of power stations, the analysis of pollution, among others.
It is well known that in the three-dimensional cases there are many open problems
connected with smoothness and uniqueness of weak solutions, both nonstationary
as stationary models. Hence, in this paper we restrict our attention to the two-
dimensional case. In particular, we consider incompressible and newtonian fluids.
Namely, the density remains constant within a parcel of fluid that moves with
the flow velocity and constant viscosity, respectively. Obviously, the next step is
consider both Euler as Navier-Stokes equations for compressible and viscous fluids.
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This type of fluids are more realistic in the field of aeronautic (see [15]), but this
models could be much more complex.
The literature of optimal control problem for the Navier-Stokes equations are
very extensive. We mention the work of [2] for evolution optimal control problems
in fluids mechanics in the case of two-dimensional flows. Also, the PhD thesis [13]
and [22] for Navier-Stokes equations. In the stationary case, we refer [1] and [9],
and the references therein.
Since the main result of this paper is in a local sense, for technical reasons, we
need some properties about the linearized Navier-Stokes equations. This equation
is known as Oseen equation or Stokes-Oseen equation. The importance of this
equation for the study of the Navier-Stokes system is fundamental, specially for the
feedback stabilization of the Navier-Stokes problem around an unstable stationary
solution, see [4, 10, 11, 19]. In our case, the Oseen equation is fundamental to
obtain a positive response on the turnpike property for the Navier-Stokes problem.
The outline of the paper is a follows. In Section 2 we introduce some function
space according to the theory for Navier-Stokes equations, and present the basic
result of existence and uniqueness for the state equations, both the evolutionary
problem and stationary. Also, we gives the basic properties of the Oseen equation.
In Section 3 we formulate the optimal control problem for both nonstationary prob-
lem and stationary, and present existence results, first order necessary and second
order conditions. In Section 4, we state and prove the main result of the paper,
see Theorem 4.1. Finally, in Section 5, we prove a turnpike property in the special
case when the controls are independent of time.
2. Mathematical Setting
In this section, we provide some functional analytic background to study the
Navier-Stokes equations. Here, we rely on the book by Temam [20]. The existence,
uniqueness and regularity of weak solutions to the Navier-Stokes equations is com-
pletely understood in the two-dimensional case. Hence, we focus our work to the
two-dimensional case.
Let Ω ⊂ R2 be a bounded and simply connected domain, with boundary ∂Ω of
class C2. Following Temam [20], we set
V = {v ∈ (H10 (Ω))
2 : div v = 0}, H = {v ∈ (L2(Ω))2 : div v = 0, γnu = 0},
where γn denotes the normal component of the trace operator.
The spaces V,H , and V ′ satisfies
V ⊂ H = H ′ ⊂ V ′
with dense and continuous imbedding.
Let us introduce a trilinear form b : V ×V ×V → R as the variational formulation
of the nonlinearity term (u · ∇)v by
b(u, v, w) =
∫
Ω
((u · ∇v)) · wdx.
We know that the trilinear form b satisfies the properties of Lemma 2.1. This
properties are fundamental for the study of the Navier-Stokes equations, and will
be used throughout the paper.
Lemma 2.1 (see Chapter III, [20]).
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(1) b(u, v, w) + b(u,w, v) = 0, ∀u ∈ V , ∀v, w ∈ (H1(Ω)2.
(2) b(u, v, v) = 0, ∀u ∈ V , ∀v ∈ (H1(Ω)2.
(3) b(u, v, w) = ((∇v)Tw, u), ∀u, v, w ∈ (H1(Ω)2.
(4) For all u ∈ V and all v, w ∈ (H1(Ω)2 we have
|b(u, v, w)| ≤ C‖u‖
1/2
L2(Ω)‖u‖
1/2
H1(Ω)‖v‖
1/2
L2(Ω)‖v‖
1/2
H1(Ω)‖w‖H1(Ω).(2.1)
Let A be a operator defined as follows: Ay = −P (∆y), where ∆ is the vector
Laplacian, and P is the orthogonal projector from (L2(Ω))2 onto H , called the
Leray projector. And let B be the nonlinear operator from V into its dual V ′, such
that
〈By, v〉V ′,V = b(y, y, v) =
∫
Ω
((y · ∇)y)vdx, ∀v ∈ V.
Concerning the operator B, we have the following properties for the differentia-
bility that we use throughout this work.
Proposition 2.2 (see [2]).
(1) y → B(y) is differentiable from V into V ′, and we have
〈B′(y)v, w〉 = b(y, v, w) + b(v, y, w).
(2) Let B′(y)∗ denote the adjoint of B′(y) for the duality between V and V ′,
then we have
〈B′(y)∗v, w〉 = b(w, y, v)− b(y, v, w).
2.1. Nonstationary Navier-Stokes Problem. Given T > 0, we denote ΩT =
Ω× (0, T ) and ΓT = ∂Ω × (0, T ). Under the previous framework, we consider the
incompressible Navier-Stokes problem


yt − µ∆y + (y · ∇)y +∇p = u , in QT ,
div y = 0 , in QT ,
y = 0 , on ΓT ,
y(x, 0) = y0(x) , x ∈ Ω,
(2.2)
where the forcing term u is in L2(0, T ;H), the initial data y0 is in H , and the
kinematic viscosity µ > 0.
The Navier-Stokes equations (2.2) in Ω can be written under the following form,
see [20], {
dy(t)
dt
+ µAy(t) +By(t) = u(t) , t ≤ 0,
y(0) = 0 .
(2.3)
This variational formulation, excluding the pressure, of the Navier-Stokes prob-
lem is by now classical. We recall the classical result of existence and uniqueness
of weak solutions related to (2.2).
Theorem 2.3 (see Chapter III, [20]). For any given u ∈ L2(0, T ; (L2(Ω))2) and
y0 ∈ V , there exists a unique weak solution of (2.2) satisfying for all T > 0
(y, p) ∈ (C([0, T ];V ) ∩ L2(0, T ; (H2(Ω))2 ∩ V ))× L2(0, T ;H1(Ω) ∩ L20(Ω)),
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and
yt ∈ L
2(0, T ;H).
Moreover, it satisfies the following energy equality for all t ∈ R+,
1
2
‖y(t)‖2L2(Ω) + µ
∫ t
0
‖∇y(τ)‖2L2(Ω)dτ =
1
2
‖y0‖
2
L2(Ω) +
∫ t
0
〈u(τ), y(τ)〉L2(Ω)dτ.
2.2. Stationary Navier-Stokes Problem. Now we give the basic result for the
existence and uniqueness for the stationary Navier-Stokes problem. We consider
the following problem


−µ∆y + (y · ∇)y +∇p = u , in Ω,
div y = 0 , in Ω,
y = 0 , on ∂Ω,
(2.4)
where u ∈ (L2(Ω))2.
Under certain conditions of smallness, we obtain the following result of existence
and uniqueness of weak solutions of (2.4).
Theorem 2.4 (see Chapter II, [20]). If ‖u‖V ′ ≤ C(Ω)µ2, then the problem (2.4)
has a unique weak solution
y ∈ H2(Ω) ∩ V , p ∈ H1(Ω).
Moreover, y satisfies the following estimate
‖y‖V ≤
1
µ
‖u‖V ′ .(2.5)
Remark 2.5. The constant C = C(Ω) in Theorem 2.4 is given by
C = sup
l,v,w∈V
|b(l, v, w)|
‖l‖V ‖v‖V ‖w‖V
Remark 2.6. The smallness condition on the right hand side guarantees the unique-
ness of solutions of (2.4), see, for instance, Temam [20].
2.3. Oseen equation. We will need in the following some results about the lin-
earized equations. In the literature, this problem is so-called Oseen equation, and
in the Barbu book [5] is called Stokes-Oseen equation. We refer the reader to the
extensive survey [5, 12] and references therein.
Give a state y ∈ (H2(Ω))2∩V , solution of the steady state Navier-Stokes problem
(2.4), we consider the linearized Navier-Stokes equation around the state y


wt − µ∆w + (y · ∇)w + (w · ∇)y +∇p = f , in QT ,
div w = 0 , in QT ,
w = 0 , on ΓT ,
w(x, 0) = w0(x) , x ∈ Ω.
(2.6)
If w0 is in V and f is in L
2(0, T ; (L2(Ω))2), then there exists a unique weak
solution (w, p) in (C([0, T ];V )∩L2(0, T ; (H2(Ω))2 ∩V ))×L2(0, T ;H1(Ω)∩L20(Ω))
of (2.6).
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For technical reason in the proof of the main result, we need to give some prop-
erties for this equation. We define the Oseen operator A as
Av := −µP (∆v) + P [(y · ∇)v + (v · ∇)y],(2.7)
where P is the Leray projector.
This operator is closed and has the domain D(A) = D(A) = (H2(Ω))2 ∩ V ,
where A is the Stokes operator defined at the beginning.
Assuming that the spaces are complex, we denote by ρ(A) the resolvent set of
operator A, namely, the set of λ ∈ C such that the resolvent operator
R(λ,A) ≡ (λI −A)−1
is defined and continuous. Here I is the identity operator. The complement of ρ(A)
is called the spectrum of the operator A and is denoted by Σ(A).
It is well known that for λ ∈ ρ(A), the resolvent of Oseen operator (2.7) is
a compact operator, and the spectrum Σ(A) consists of a discrete set of points.
Moreover, Oseen operator is sectorial.
Now, let us consider the adjoint operator A∗ to Oseen operator
A∗v := −µP (∆v)− P [(y · ∇)v − (∇y)T v],(2.8)
where T denote the transpose of ∇y.
Evidently, A∗ are the same properties than A. Namely, is closed with domain
D(A∗) = (H2(Ω))2 ∩ V . Moreover, A∗ is sectorial with a compact resolvent. Be-
sides, we assume that y ∈ (H2(Ω))2 ∩ V , then ρ(A) = ρ(A∗).
Let σ > 0 be a constant satisfying
Σ(A) ∩ {λ ∈ C : Reλ = σ} = ∅.(2.9)
Denote by X+σ (A) the subspace of H generated by all eigenfunctions and asso-
ciated functions of operator A corresponding to all eigenvalues of A placed in the
set {λ ∈ C : Reλ < σ}. By X+σ (A
∗) we denote analogous subspace corresponding
to adjoint operator A∗. We denote the orthogonal complement to X∗σ(A
∗) in H by
Xσ. Then, we have the following result of Fursikov [11].
Theorem 2.7 (see [11]). Suppose that A is the operator (2.7) and σ > 0 satisfies
(2.9). Then for each w0 ∈ Xσ we have
‖w(t, ·)‖V ≤ c‖w0‖V e
−σt, for t ≥ 0.(2.10)
3. Optimal control problem and existence of solutions
In this section we introduce the optimal control problem for the evolutionary
and stationary Navier-Stokes problem in two dimensions. We show the existence of
optimal solution and state the theorems about the first-order optimality conditions.
Besides, we prove that, in the case when the tracking term is sufficiently small, the
second derivative of the functional to minimize is positive definite.
3.1. Evolutionary optimal control for Navier-Stokes equations. We recall
that our analysis is in two dimension. In this case, see Lemmas 3.2 and 3.3, the rela-
tion between the control and the state is differentiable, which simplifies the analysis
for the optimality conditions. For the three-dimensional case is more complicated
to derive some optimality conditions. A possibility, as in [7], is to work with the
so-called strong solutions of the Navier-Stokes problem. This type of solution is
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well known, see, for instance, [6] Chapter V.2. The advantage of these solutions is
that the uniqueness is known, but the existence is still an open problem.
Let us introduce the optimal control tracking-type problem of the evolutionary
Navier-Stokes equations:
find uT ∈ L2(0, T ;H), yT is the solution of (2.3) associated to uT , minimizing
the functional
JT (u) =
1
2
∫ T
0
‖y(t)− xd‖2L2(Ω)dt+
k
2
∫ T
0
‖u(t)‖2L2(Ω)dt+ q0 · y(T ),(3.1)
where xd ∈ (L2(Ω))2 is desired state, q0 ∈ (L2(Ω))2 and k > 0 is a constant.
Let us remark that the controls u can act on all domain Ω or on a subset of Ω.
We observe that the problem (3.1) is a nonconvex optimization problem because
the mapping u 7→ yu is nonlinear. But we show that if the tracking term, ‖y(t) −
xd‖L2(Ω), is sufficiently small, then the Hessian of J
T is positive definite.
Theorem 3.1. Let y0 ∈ V . There exists at least an element uT ∈ L2(0, T ;H),
and yT ∈ C([0, T ];V ) ∩ L2(0, T ; (H2(Ω))2) such that the functional JT (u) attains
its minimum at uT , and yT is the solution of (2.2) associated to uT .
Proof. The functional JT is bounded from below. Hence, there exists the infimum
of JT . Moreover, let us take a minimizing sequence (yn, un). Since
k
2
∫ T
0
‖un‖L2(Ω)dt ≤ J
T (un) <∞,
we deduce that (un) is bounded in L
2(0, T ;H) and, consequently, (yn) is bounded in
C([0, T ];V )∩L2(0, T ; (H2(Ω))2) as well. Therefore, we can extract a subsequence,
denoted in the same way, converging weakly in
L2(0, T ; (H2(Ω))2)× L2(0, T ;H) to (y∗, u∗).
Now, we need to prove that the pair (y∗, u∗) satisfies the equation (2.2). The
only problem is to pass to the limit in the nonlinear term (yn · ∇)yn. By the result
in Chapter III in [20], we obtain a compactness property, this implies that yn → y∗
strongly in L2(0, T ;H). By Lemma 3.2 Chapter III in [20], we obtain that
b(yn, yn, v)→ b(y
∗y∗, v), as n→∞.
Then, taking into account the linearity and continuity of the other terms in-
volved, the limit (y∗, u∗) satisfies the state equations.
Finally, the objective functional consists of several norms, thus it is weakly semi-
continuous which implies
JT (u∗) ≤ lim inf JT (un) = inf J
T (u).
Therefore, u∗ is an optimal solution, with y∗ the solution of (2.2) associated to
u∗. 
3.1.1. First-Order necessary optimality conditions. We now proceed to derive the
first-order optimality conditions associated with the problem (3.1). This is done by
studying the Gaˆteaux derivative of the functional JT (u).
We will need, in the following, some results about the so-called control-to-state
8 S. ZAMORANO
Lemma 3.2. Let y0 be in V . The mapping u 7→ yu, from L2(0, T ;H) into
L2(0, T ;V ), has a Gaˆteaux derivative ((DyuDu )·h) in every direction h1 in L
2(0, T ;H).
Furthermore, (DyuDu ) · h1 = w(h1) is the solution of the linearized problem{
dw
dt
+ µAw +B′(yu) · w = h1 , t ≤ 0,
w(0) = 0 .
(3.2)
Finally, w is in L∞(0, T ;V )∩L2(0, T ; (H2(Ω))2) and ‖B′(yu)w‖L2(V ′) ≤ c‖yu‖‖w‖.
Lemma 3.3. Let h1 be given in L
2(0, T ;H), and let w(h1) be defined as above.
Then, for every h2 in L
2(0, T ;H) we have∫∫
QT
(h2 · w(h1))(x, t)dxdt =
∫∫
QT
(w˜(h2) · h1)(x, t)dxdt,
where w˜(h2) is the solution of the adjoint linearized problem{
−
dw˜
dt
+ µAw˜ +B′(yu)
∗ · w˜ = h2 , t ≤ 0,
w˜(T ) = 0 .
(3.3)
Remark 3.4. Writing systems (3.2) and (3.3) in a extended way, it is possible to
express w and w˜ as the respective solutions of the following equations:

wt − µ∆w + (yu · ∇)w + (w · ∇)yu +∇p = h1 , in QT ,
div w = 0 , in QT ,
w = 0 , on ΓT ,
w(x, 0) = 0 , x ∈ Ω,
(3.4)
and 

−w˜t − µ∆w˜ + (∇yu)T w˜ − (yu · ∇)w˜ +∇p˜ = h2 , in QT ,
div w˜ = 0 , in QT ,
w˜ = 0 , on ΓT ,
w˜(x, T ) = 0 , x ∈ Ω.
(3.5)
Using the last two Lemmas, Abergel and Temam [2] prove the following first-
order optimality condition for the optimal control problem (3.1). The proof can be
obtained by the usual approach.
Theorem 3.5 (see [2]). Let (yT , uT ) be an optimal pair for problem (3.1). The
following equality holds
uT + q = 0,
where q is the adjoint state that is the solution of the linearized adjoint problem

−qt − µ∆q + (∇yT )T q − (yT · ∇)q +∇p˜ = yT − xd , in QT ,
div q = 0 , in QT ,
q = 0 , on ΓT ,
q(x, T ) = q0 , x ∈ Ω.
(3.6)
Moreover, uT is in L∞(0, T ;V ) ∩ L2(0, T ; (H2(Ω))2).
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3.1.2. Second order conditions. In the following result we assert positive definite-
ness of the Hessian provided that ‖y−xd‖L2(0,T ;V ) is sufficiently small, a condition
which is applicable to tracking type problems.
We observe that in [18] the authors proved that the functional to minimize is
also positive definite at least when the target and the initial data are small enough.
Theorem 3.6. If ‖y − xd‖L2(0,T ;V ) is sufficiently small, then the Hessian J
T (u)′′
is positive definite.
Proof. By Chapter 2 of [13], we have that the second Gaˆteaux derivative of JT is
given by
JT (u)′′v2 =
∫∫
QT
|yv|
2dxdt +
∫∫
QT
|v|2dxdt− 2
∫∫
QT
(yv · ∇)yv · qudxdt,(3.7)
where yv is the solution of the linearized equation{
dyv
dt
+ µAyv +B
′(yu) · yv = v , t ≤ 0,
v(0) = 0 ,
(3.8)
in the direction v, and qu the solution of the adjoint linearized problem{
−
dqu
dt
+ µAqu +B
′(yu)
∗ · qu = yu − xd , t ≤ 0,
qu(T ) = q0 .
(3.9)
Since B is of quadratic nature, we have that the second derivative of B is given
by
B′′(y)y2v = B
′(yv)yv = 2B(yv).
Besides, we known that
‖B′(yv)yv‖L2(0,T ;V ′) ≤ C‖yv‖
2
L2(0,T ;V ).
Moreover, the solution of the linearized equation (3.8) satisfy
‖yv‖L2(0,T ;V ) ≤ C‖v‖L2(0,T ;V ).
For the adjoint linearized problem (3.9) we obtain that
‖qu‖L2(0,T ;V ) ≤ C‖yu − x
d‖L2(0,T ;V ).
Then, we conclude that the second derivative of JT can be estimated as
JT (u)′′v2 ≥
∫∫
QT
|yv|
2dxdt+ (1 − C‖yu − x
d‖L2(0,T ;V ))
∫∫
QT
v2dxdt,
which gives the assertion. 
3.2. Stationary optimal control problem for Navier-Stokes equations. As
for the nonstationary Navier-Stokes equations, our optimal control problem is to
find u, y being the solution of (2.4) associated to u, minimizing the functional
J(u) =
1
2
‖y − xd‖2L2(Ω) +
α
2
‖u‖2L2(Ω),(3.10)
where xd ∈ (L2(Ω))2 is a target and α > 0 is a constant.
We are going to show that the optimal control problem (3.10) has a solution.
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Theorem 3.7. There exists at least an element u ∈ L2(Ω), and y ∈ H2(Ω) ∩ V
solution of (2.4) associated to u, such that the functional J(u) attains its minimum
at u.
Proof. The functional J is bounded below by zero. Then we can take a minimizing
sequence (yn, un). Is easy to see that
α
2 ‖un‖
2 ≤ J(un) < ∞, which implies that
the sequence (un) is uniformly bounded in L
2(Ω).
From the regularity of the Navier-Stokes problem we obtain that the sequence
(yn) is uniformly bounded in H
2(Ω) ∩ V , and then implies that we can extract a
weakly convergent subsequence, denoted in the same way (yn, un), such that
yn ⇀ y
∗ in H2(Ω) ∩ V, un ⇀ u
∗ in L2(Ω).
Now, we need to ensure that (y∗, u∗) is a solution of the Navier-Stokes problem.
For this steep we use the trilinear continuous form b. Thanks to the compact
embedding H2(Ω) ∩ V →֒ V and the continuity of b, we obtain that b(yn, yn, v)→
b(y∗, y∗, v), as n → ∞. Then, we have that (y∗, u∗) satisfies the Navier-Stokes
problem.
Therefore, as J is weakly lower semicontinuous, the result is proved.

3.2.1. First-Order necessary optimality conditions. The following result of J. De los
Reyes [9], shows the first-order optimality conditions in the case of the stationary
Navier-Stokes equations. This theorem is more general, since De los Reyes consider
the constrained optimal control problem. He proved the result based on a result of
Lagrange multipliers.
Theorem 3.8 (see [9]). Let (u, y) be an optimal solution for (3.10), such that
µ > M(y), where M(y) = sup
v∈V
|b(v, v, y)|
‖v‖2V
. Then there exists q ∈ V such that
satisfies the following optimality system in variational sense

−µ∆y + (y · ∇)y +∇p = −q , in Ω,
div y = 0 , in Ω,
y = 0 , on ∂Ω,
−µ∆q − (y · ∇)q + (∇y)T q +∇π = y − xd , in Ω
div q = 0 , in Ω,
q = 0 , on ∂Ω.
(3.11)
Moreover, (q, π) ∈ (H2(Ω))2 ×H1(Ω) and satisfies the estimate
‖q‖V ≤
c
µ−M(y)
‖y − xd‖L2(Ω).(3.12)
Remark 3.9. The assumption µ >M(y) is a sufficient requirement for the satisfac-
tion of the regular point condition, see [23].
3.2.2. Second order conditions. The next result is relevant for our purposes. In
the next section we use this result to prove the turnpike property for a particular
system, the Oseen equation.
Theorem 3.10. Assume that ‖y−xd‖V is sufficiently small and µ >M(y). Then,
the Hessian J(u)′′ is positive definite.
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Proof. By Theorem 3.3 in [8], we have that the second Gaˆteaux derivative of J is
given by
J ′′(u)v2 =
∫
Ω
|yv|
2dx+
∫
Ω
|v|2dx− 2
∫
Ω
(yv · ∇)yv · qvdx,(3.13)
where yv is the solution of the linearized problem

−µ∆yv + (y · ∇)yv + (yv · ∇)y +∇pv = v , in Ω,
div yv = 0 , in Ω,
yv = 0 , on ∂Ω,
(3.14)
in the direction v, and qu the solution of the adjoint linearized problem

−µ∆qu + (∇y)T qu − (y · ∇)qu +∇p˜ = y − xd , in Ω,
div qu = 0 , in Ω,
qu = 0 , on ∂Ω,
(3.15)
Reasoning as in Theorem 3.6, using the Theorem 3.10, we deduce that
J ′′(u)v2 ≥
∫
Ω
|yv|
2dx+ (1− C‖y − xd‖V )
∫
Ω
|v|2dx,
which implies the claim. 
4. Turnpike property for the two-dimensional Navier-Stokes
problem with time-dependent control
In this section we prove a turnpike result for the optimality system of Navier-
Stokes problem, under the condition that the initial and final states are close enough
to the stationary primal and dual state, respectively. Also, we need some assump-
tion of smallness for the solution of the stationary adjoint equation.
As in the paper of Porretta and Zuazua [18], the smallness condition is to ensure
the exponential turnpike property of the linearized optimality system. In [18], the
authors prove under the smallness of the target and the initial condition that the
linearized optimality system satisfies the turnpike property. However, by the qua-
dratic nature of the nonlinear term B, in this paper we only assume the smallness
of the tracking term.
From the results of Section 3, we have the following optimality system for the
nonstationary Navier-Stokes equations (see Theorem 3.5)


yTt − µ∆y
T + (yT · ∇)yT +∇pT = −qT , in QT ,
div yT = 0 , in QT ,
yT = 0 , on ΓT ,
yT (x, 0) = y0(x) , x ∈ Ω,
−qTt − µ∆q
T − (yT · ∇)qT + (∇yT )T qT +∇πT = yT − xd , in QT ,
div qT = 0 , in QT ,
qT = 0 , on ΓT ,
qT (x, T ) = q0 , x ∈ Ω.
(4.1)
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And, for the stationary Navier-Stokes problem, see Theorem 3.8, we obtain

−µ∆y + (y · ∇)y +∇p = −q , in Ω,
div y = 0 , in Ω,
y = 0 , on ∂Ω,
−µ∆q − (y · ∇)q + (∇y)T q +∇π = y − xd , in Ω
div q = 0 , in Ω,
q = 0 , on ∂Ω.
(4.2)
Now, we develop a local analysis around a given steady state optimal control
(y, u).
We consider y = y+z, p = p+η, q = q+ϕ, and π = π+ν. Then, the optimality
system linearized around the stationary solutions takes the form

zt − µ∆z + (y · ∇)z + (z · ∇)y +∇η = −ϕ, in QT ,
div z = 0, in QT ,
z = 0, on ΓT ,
z(x, 0) = z0, in Ω,
− ϕt − µ∆ϕ− (y · ∇)ϕ+ (∇y)
Tϕ+∇ν = z − (∇z)T q
+ (z · ∇)q, in QT ,
div ϕ = 0, in QT ,
ϕ = 0, on ΓT ,
ϕ(x, T ) = ϕ0, in Ω,
(4.3)
where z0 = y0 − y and ϕ0 = q0 − q.
We observe that the right hand side of the equation satisfied by ϕ in (4.3), can
be written using the definition of B as
(∇z)T q − (z · ∇)q = B′(z)∗q.
Since the nonlinear function B is of quadratic nature, we deduce that the deriva-
tive of B′(z)∗q with respect to z is the same function B′(z)∗q. Then, the optimality
system (4.3), in the references case when ϕ0 = 0, can be expressed as a linear qua-
dratic optimal control problem, minimizing the functional
L(u) =
1
2
∫
QT
|z|2dxdt −
∫
QT
[(∇z)T q − (z · ∇)q]dxdt+
1
2
∫ T
0
‖v(t)‖2L2(Ω)dt,
(4.4)
such that (z, ϕ) is the unique solution of

zt − µ∆z + (y · ∇)z + (z · ∇)y +∇η = v , in QT ,
div z = 0 , in QT ,
z = 0 , on ΓT ,
z(x, 0) = z0 , in Ω.
For our purposes, we need to give the basic hypothesis such that the optimal
control problem for Oseen equation (4.4) satisfies the turnpike property. To ensure
this, we will use the result of Porretta and Zuazua [17]. In this paper the authors
prove the turnpike property for linear problems.
THE TURNPIKE PROBLEM 13
Consider the control problem for Oseen equation{
zt +Az = v , in (0, T ),
z(0) = z0 ,
(4.5)
where A is the Oseen operator defined by (2.7) and the control v is in L2(0, T ;H).
It is easy to prove that the Oseen operator satisfies
∃γ, ξ > 0 : 〈Az, z〉V ′,V + γ‖z‖
2
H ≥ ξ‖z‖
2
V , ∀x ∈ V.(4.6)
Also, if we assume that the initial data z0 is in Xσ and σ > 0 satisfies (2.9), we
obtain by Theorem 2.7 that the semigroup associated to the Oseen equation decays
exponentially.
Then, there exists C > 0 such that for every solution z of (4.5) and z0 ∈ Xσ, we
have
‖z(T )‖H ≤ C
(
‖z0‖H +
∫ T
0
‖v(s)‖V ′ds
)
.(4.7)
Besides, from the paper of Fursikov [11] we know that there exists a linear
bounded operator L : V → V such that the control v(t, ·) can be expressed by
v(t, ·) = Lz(t, ·)
with the solution of (4.5) satisfying
‖z(t, ·)‖V ≤ c‖z0‖V e
−σt, for t ≥ 0.(4.8)
Assuming that the tracking term ‖y − xd‖V is sufficiently small, the viscosity
function satisfies µ > M(y), and z0 ∈ Xσ, reasoning as in the proof of Theorem
3.10, we deduce that the functional L is coercive. This implies, by Theorem 3.10
in [17], that the optimality system (4.3) satisfies the turnpike property. Namely,
‖zT (t)‖L2(Ω) + ‖ϕ
T (t)‖L2(Ω) ≤ C(e
−γt + e−γ(T−t)) , ∀t ∈ (0, T ).
Then, as in [17], we can define a linear bounded operator in (L2(Ω))2 as
P (T )z0 = ϕ(0)
such that
‖P (t)− Pˆ‖L((L2(Ω))2,(L2(Ω))2) ≤ Ce
−2γt,(4.9)
for some constant C > 0 and γ > 0. Pˆ being the corresponding operator for the
infinite horizon control problem.
Using the previous turnpike property for Oseen equation, we can state and prove
the main theorem of this paper.
Theorem 4.1. We assume that the tracking term ‖y − xd‖V is sufficiently small,
µ > M(y), and z0 = y0 − y ∈ Xσ. Then, there exists some ǫ > 0 such that for
every y0, q0 with
‖y0 − y‖L2(Ω) + ‖q0 − q‖L2(Ω) ≤ ǫ,
there exists a solution of the optimality system (4.1) such that
‖yT (t)− y‖L2(Ω) + ‖q
T (t)− q‖L2(Ω ≤ C(e
−γt + e−γ(T−t)), ∀t < T,(4.10)
where γ > 0 is the stabilizing rate of the linearized optimality system (4.3).
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Proof. The proof follows the arguments of [17, 18].
The main idea of the proof is to consider a perturbed problem of (4.3) and then
to implement a fixed point argument, which gives the solutions of the optimality
system (4.1).
Let X be the set
X = {(z, ϕ) : ‖z‖V + ‖ϕ‖V ≤M(e
−γt + e−γ(T−t)), ∀t ∈ [0, T ]},
for some M ≤ 1. For (zˆ, ϕˆ) ∈ X , we consider
R1(zˆ) = −(zˆ · ∇)zˆ
and
R2(zˆ, ϕˆ) = (zˆ · ∇)ϕˆ − (ϕˆ · ∇)zˆ.
Note that the terms R1 and R2 can be expressed in an abstract way, namely
R1(zˆ) = −B(zˆ) , R2(zˆ, ϕˆ) = −B
′(zˆ)∗ϕˆ.
Then, using the properties for the nonlinear form B, we obtain that
‖R1(zˆ)(t)‖L2(Ω) ≤ ‖R1(zˆ)(t)‖V ≤ c0M
2(e−2γt + e−2γ(T−t)),
‖R2(zˆ, ϕˆ)(t)‖L2(Ω) ≤ ‖R2(zˆ, ϕˆ)(t)‖V ≤ c1M
2(e−2γt + e−2γ(T−t)),
(4.11)
where c1 depend on ‖y‖V .
Besides, we define the operator
R(zˆ, ϕˆ) = (z, ϕ),(4.12)
where (z, ϕ) solve the problem


zt − µ∆z + (y · ∇)z + (z · ∇)y +∇η = −ϕ+R1(zˆ), in QT ,
div z = 0, in QT ,
z = 0, on ΓT ,
z(x, 0) = z0, in Ω,
− ϕt − µ∆ϕ− (y · ∇)ϕ+ (∇y)
Tϕ+∇ν = z − (∇z)T q
+ (z · ∇)q +R2(zˆ, ϕˆ), in QT ,
div ϕ = 0, in QT ,
ϕ = 0, on ΓT ,
ϕ(x, T ) = ϕ0, in Ω,
(4.13)
Then, we need to prove that the operator R has a fixed point which is a solution
of (4.1) and satisfies the estimate (4.10).
Define h as a solution of the equation

− ht − µ∆h− (y · ∇)h+ (∇y)
Th
+∇ν + P (T − t)h = P (T − t)R1(zˆ) +R2(zˆ, ϕˆ), in QT ,
div h = 0, in QT ,
h = 0, on ΓT ,
h(x, T ) = ϕ0, in Ω.
(4.14)
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Then, it is easy to prove that h satisfies
h = ϕ− P (T − t)z(4.15)
in a weak sense, namely for all test function φ∫
Ω
h(t)φ =
∫
Ω
ϕ(t)φdx −
∫
Ω
z(t)[P (T − t)φ]dx.
We observe that h can be estimated as
h(t) =e−M(T−t)ϕ0 +
∫ T
t
eM(t−s))[P (T − s)R1(zˆ)(s) +R2(zˆ, ϕˆ)(s)]ds
−
∫ T
t
eM(t−s)[Pˆ − P (T − s)]h(s)ds,
whereMv = −µ∆v− (y · ∇)v + (∇y)T v+ Pˆ . We observe that M is exponentially
stable with rate γ. Using the estimates (4.9) and (4.11), we obtain
‖h(t)‖L2(Ω) ≤ e
−γ(T−t)‖ϕ0‖L2(Ω) + cM
2
∫ T
t
eγ(t−s)(e−2γs + e−2γ(T−s))ds
+
∫ T
t
eγ(t−s)e−2γ(T−s)‖h(s)‖L2(Ω)ds
≤ e−γ(T−t)‖ϕ0‖L2(Ω) + cM
2[e−2γt + e−γ(T−t)]
+
∫ T
t
e−2γT+γt+γs‖h(s)‖L2(Ω)ds.
By the Gronwall inequality
‖h(t)‖L2(Ω) ≤ e
−γ(T−t)‖ϕ0‖L2(Ω)
+ cM2[e−2γt + e−γ(T−t)]exp
(∫ T
t
e−2γT+γt+γsds
)
.
The last integral can be estimated easily by 1γ . Therefore
‖h(t)‖L2(Ω) ≤ e
−γ(T−t)[‖ϕ0‖L2(Ω) + cM
2] + cM2e−2γt.(4.16)
From the estimate for h we can find a similar estimate for z and ϕ. Indeed,
observe that z satisfies the following equation
zt − µ∆z + (y · ∇)z + (z · ∇)y + Pˆ +∇η = (Pˆ − P (T − t))z − h+R1(zˆ).
Therefore, we obtain that
z(t) = e−N tz0 +
∫ t
0
e−N (t−s)[Pˆ − P (T − s)]z(s)ds
+
∫ t
0
e−N (t−s)(R1(zˆ)(s)− h(s))ds,
where Nv = −µ∆v + (y · ∇)v + (v · ∇)y + Pˆ . We note that N satisfies the
exponentially decay with rate γ. Again, using the estimate (4.11), (4.9), and (4.16)
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we get
‖z(t)‖L2(Ω) ≤ e
−γt‖z0‖L2(Ω) +
∫ t
0
e−γ(t−s)e−2γ(T−s)‖z(s)‖L2(Ω)ds
+ cM2
∫ t
0
e−γ(t−s)(e−2γ(T−s) + e−2γs)ds
+
∫ t
0
e−γ(t−s)[e−γ(T−s)(‖ϕ0‖L2(Ω) + cM
2) + cM2e−2γs]ds
≤ e−γt‖z0‖L2(Ω) + cM
2[e−2γ(T−t) + e−γt]
+ [‖ϕ0‖L2(Ω) + cM
2]e−γ(T−t)
+
∫ t
0
e−2γT−γt+3γs‖z(s)‖L2(Ω)ds.
Applying again the Gronwall inequality, we obtain
‖z(t)‖L2(Ω) ≤ [‖z0‖L2(Ω) + ‖ϕ0‖L2(Ω) + cM
2](e−γt + e−γ(T−t)).(4.17)
Using now that ϕ = h+ P (T − t)z, we get an estimate for ϕ
‖ϕ(t)‖L2(Ω) ≤ [‖z0‖L2(Ω) + ‖ϕ0‖L2(Ω) + cM
2](e−γt + e−γ(T−t)).(4.18)
Now, we go back on the first equation of (4.13). Observe that
‖ − ϕ(t) +R1(zˆ)(t)‖L2 ≤ [‖z0‖L2 + ‖ϕ0‖L2 + cM
2](e−γt + e−γ(T−t)).(4.19)
Then, by the regularity of the solution of the linearized problem, see Lemma 3.2,
we have that
‖z(t)‖H2(Ω) ≤ [‖z0‖L2(Ω) + ‖ϕ0‖L2(Ω) + cM
2](e−γt + e−γ(T−t)).(4.20)
And, we can conclude that
‖z(t)‖V ≤ [‖z0‖L2(Ω) + ‖ϕ0‖L2(Ω) + cM
2](e−γt + e−γ(T−t)).
Analogously, we obtain the same estimate for ϕ, namely
‖ϕ(t)‖V ≤ [‖z0‖L2(Ω) + ‖ϕ0‖L2(Ω) + cM
2](e−γt + e−γ(T−t)).
Finally, we choose M ≤ 1 such that cM2 ≤ M2 . Then, if we assume that the
initial and final state are close enough to the stationary primal and dual state,
respectively, we obtain that
c[‖z0‖L2(Ω) + ‖ϕ0‖L2(Ω) +M
2] ≤M.
So, we deduce that the spaceX becomes an invariant convex subset of L2(0, T ; (L2(Ω))2).
Besides, we observe that operator R is continuous and compact, then we conclude
the existence of a fixed point (z, ϕ) of R. It is easy to see that (z, ϕ) is a solution
of the optimality system (4.1). Then the proof is complete. 
Remark 4.2. Since we develop a local analysis around the optimal solution for the
stationary problem, the turnpike property for Oseen equation is fundamental in our
work. In this point is fundamental the smallness assumption on the tracking term.
If we remove the last condition, we need to suppose that the optimality system
(4.3) satisfy the turnpike property to ensure our result.
An interesting problem is to prove the necessary and sufficient conditions to
obtain the turnpike property for the linearized optimality systems.
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5. Turnpike property for the two-dimensional Navier-Stokes
problem with time-independent control
In this section we prove a turnpike property for the two-dimensional Navier-
Stokes problem in the particular case when the controls are independent on time.
The proof is different from that given in the previous section when the control
function depends on time. In this case, we obtain the result using the classical
Γ-convergence, and a standard stability property of the Navier-Stokes equation, see
Theorem 5.2, under suitable conditions of smallness of the data.
That technique is a general principle proved by Porretta and Zuazua [18] for
the semilinear heat equation. Of course, can also be employed for a larger class of
semilinear problems enjoying standard exponentially stability.
Let Ω ⊂ R2 be a bounded and simply connected domain, with boundary ∂Ω of
class C2. We consider the Navier-Stokes control problem

yt − µ∆y + (y · ∇)y +∇p = u(x) , in QT ,
div y = 0 , in QT ,
y = 0 , on ΓT ,
y(x, 0) = y0(x) , x ∈ Ω,
(5.1)
with controls u = u(x) independent of time.
We consider the optimal control problem

min JT (u) =
1
2
∫ T
0
‖y(t)− z‖2L2(Ω)dt+
T
2
‖u‖2L2(Ω),
s. a. y solution of (5.1) and u ∈ C,
(5.2)
where C is a closed convex subset of (L2(Ω))2 and z ∈ (L2(Ω))2 denotes the desired
state.
In addition, we consider the analogous stationary optimal control problem

−µ∆y + (y · ∇)y +∇p = u(x) , in Ω,
div y = 0 , in Ω,
y = 0 , on ∂Ω,
(5.3)
together with the corresponding functional

min J(u) =
1
2
(
‖y − z‖2L2(Ω) + ‖u‖
2
L2(Ω)
)
,
s. a. y solution of (5.3) and u ∈ C.
(5.4)
In both cases, we consider that C has the following form
C ≡ Uad := {u ∈ (L
2(Ω))2 : ‖u‖ ≤ c(Ω)µ2, ∀x ∈ Ω}.
Remark 5.1. In view of the Theorems 3.1 and 3.7, we note that in both cases the
optima are achieved. The only difference is that in this case we consider constrains
on the controls. However, since Uad is a convex closed subset of (L
2(Ω))2, we assert
the result using the classical results of convex analysis.
For a given source term u which does not depend on time, we consider a steady
solution (y∞, p∞) ∈ ((H2(Ω))2 ∩ V ) × (H1(Ω) ∩ L20(Ω)) to the stationary Navier-
Stokes problem. Then, the solution (y, p) to (5.1) converge to (y∞, p∞) as t→∞,
under suitable assumptions.
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Theorem 5.2. There exists C > 0 and α > 0 depending only on Ω such that,
under the condition
‖∇y∞‖L2(Ω) ≤ Cµ,
there exists a unique weak solution (y, p) of (5.1) which satisfies
‖y(t)− y∞‖L2(Ω) ≤ ‖y0 − y∞‖L2(Ω)e
−αt, ∀t ≥ 0.(5.5)
Proof. Let (y, p) and (y∞, p∞) be the solution of the evolutionary and stationary
Navier-Stokes problem, respectively. Let y = y∞+w and p = p∞+ q, where (w, q)
solves the problem

wt − µ∆w + (w · ∇)w + (y∞ · ∇)w + (w · ∇)y∞ +∇q = 0, in QT ,
div w = 0, in QT ,
w = 0, on ΓT ,
w(x, 0) = y0(x) − y∞, x ∈ Ω.
(5.6)
Multiplying the equation (5.6) by w and using the definition of b, we obtain∫
Ω
wt wdx − µ
∫
Ω
∇w w + b(w,w,w) + b(y∞, w, w) + b(w, y∞, w) = 0
and by Lemma 2.1, we deduce that
1
2
d
dt
‖w(t)‖2L2(Ω) + µ‖∇w(t)‖
2
L2(Ω) ≤ C‖∇y∞‖L2(Ω)‖w(t)‖L2(Ω)‖∇w(t)‖L2(Ω).
We remind the following Young inequality
x1 · . . . · xn ≤ e1x
p1
1 + . . .+ en−1x
pn−1
n−1 + C(e1, . . . , en−1)x
pn
n ,
where p−11 + . . .+ p
−1
n = 1 and e1, . . . , en−1, x1, . . . , xn. are positive real numbers.
Then, using the Young inequality for x1 = ‖∇y∞‖L2(Ω)‖w(t)‖L2(Ω),
x2 = ‖∇w(t)‖L2(Ω), e1 =
1
2µ , e2 =
µ
2 and p1 = p2 = 2, we obtain
d
dt
‖w(t)‖2L2(Ω) + µ‖∇w(t)‖
2
L2(Ω) ≤ C
1
µ
‖∇y∞‖
2
L2(Ω)‖w(t)‖
2
L2(Ω).
From the Poincare´ inequality for the Stokes operator, we have that
d
dt
‖w(t)‖2L2(Ω) +
(
C1µ−
C
µ
‖∇y∞‖
2
L2(Ω)
)
‖w(t)‖2L2(Ω) ≤ 0.
Provided that
C
µ2
‖∇y∞‖
2
L2(Ω) ≤ C1, we have
d
dt
‖w(t)‖2L2(Ω) + 2α‖w(t)‖
2
L2(Ω) ≤ 0,
which finally gives
‖y(t)− y∞‖
2
L2(Ω) ≤ ‖y0 − y∞‖
2
L2(Ω)e
−2αt, ∀t ≥ 0.

Now, we can prove the following turnpike result for controls independent of time.
Theorem 5.3. Assume that the hypotheses of the Theorems 2.3 and 2.4 holds. Let
(yTn , uTn) be an optimal solution of (5.2) for T = Tn. Then any accumulation
point (y∞, u∞), as n→∞, is an optimal solution of (5.4).
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Proof. The proof is based on arguments similar to those used in [18]. The main
idea of the proof is to use the Γ-convergence, since we consider the control function
independent of time.
Then, let (Tn)n∈N be an increasing sequence of times converging to infinity. For
each n ∈ N, by Theorem 3.1 the optimal control problem (5.2) has at least a
minimizer (yTn , uTn) ∈ Uad. In particular, (uTn) is uniformly bounded in (L2(Ω))2,
so we can extract a subsequence, still labeled by n, such that
uTn ⇀ u∞, weakly in L
2(Ω), as n→∞.
We claim that
(5.7) lim
n→∞
1
Tn
(
1
2
∫ Tn
0
‖yTn(t)− z‖2L2(Ω)dt+
Tn
2
‖uTn‖2L2(Ω)
)
=
1
2
(
‖y∞ − z‖
2
L2(Ω) + ‖u∞‖
2
L2(Ω)
)
,
where y∞ solves

−µ∆y∞ + (y∞ · ∇)y∞ +∇p∞ = u∞(x) , in Ω,
div y∞ = 0 , in Ω,
y∞ = 0 , on ∂Ω.
(5.8)
Observe that the previous limit is equivalent to saying that if we consider ITn
and I the values of the minimizers for the time dependent problem in [0, Tn] and
the steady state, respectively, then
lim
n→∞
ITn
Tn
= I.
Indeed, if ‖∇yTn‖L2(Ω) ≤ Cµ by Theorem 5.2 we have that
‖yTn − yTn‖L2(Ω) ≤ ‖y∞ − y
Tn‖L2(Ω)e
−αt, ∀t > 0,(5.9)
where ∇yTn satisfies

−µ∆yTn + (yTn · ∇)yTn +∇pTn = uTn(x) , in Ω,
div yTn = 0 , in Ω,
yTn = 0 , on ∂Ω.
(5.10)
We observe that from the regularity of the stationary Navier-Stokes problem, we
have that
‖yTn‖H2(Ω) + ‖p
Tn‖H1(Ω) ≤ C(1 + ‖u
Tn‖3L2(Ω)),
and in particular
‖∇yTn‖L2(Ω) ≤ C‖u
Tn‖L2(Ω).
Then, ‖∇yTn‖L2(Ω) ≤ Cµ. By Theorem 5.2, we obtain the estimate (5.9).
Now, we decompose
JTn(uTn)
Tn
− J(u∞) = J
n
1 + J
n
2 ,
where
Jn1 =
JTn(uTn)
Tn
− J(uTn),(5.11)
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and
Jn2 = J(u
Tn)− J(u∞).(5.12)
We study the convergence of Jn1 and J
n
2 as n→∞. First, we analyze J
n
1 :
Jn1 =
1
Tn
(
1
2
∫ Tn
0
‖yTn(t)− z‖2L2(Ω)dt+
Tn
2
‖uTn‖2L2(Ω)
)
−
1
2
‖yTn − z‖2L2(Ω) −
1
2
‖uTn‖2L2(Ω)
=
1
2Tn
∫ Tn
0
‖yTn(t)− z‖2L2(Ω)dt−
1
2
‖yTn − z‖2L2(Ω).
Since uTn is uniformly bounded in (L2(Ω))2, from the regularity of the Navier-
Stokes problem, we obtain that yTn is uniformly bounded in (H2(Ω))2 ∩ V , in
particular, in (L2(Ω))2. Then, using again the exponential stability property (5.9),
we deduce that
In1 → 0 as n→∞.
For In2 we have
In2 = J(u
Tn)− J(u∞)
=
1
2
‖yTn − z‖2L2(Ω) +
1
2
‖uTn‖2L2(Ω) −
1
2
‖y∞ − z‖
2
L2(Ω) −
1
2
‖u∞‖
2
L2(Ω).
Since yTn is bounded in (H2(Ω))2 ∩V , there exists some y∗ ∈ (H2(Ω))2 ∩V and
a subsequence of yTn such that
yTn ⇀ y∗ weakly in H2(Ω) ∩ V.
We know that the injection of V into (L2(Ω))2 is compact, so we have also
yTn → y∗ in the norm of L2(Ω).
Besides, the trilinear function b is continuous and by the Lemma 1.5, chapter II
in [20], we obtain that b(yTn , yTn , v)→ b(y∗, y∗, v), for all v ∈ V . Finally, since uTn
converge to u∞ ∈ Uad, by the uniqueness of the Navier-Stokes problem, we obtain
that y∗ = y∞. Therefore, we conclude that
In2 → 0, as n→∞.
This completes the proof of the claim.
Now, we need to prove that u∞ is an optimal solution of (5.4). Indeed, by the
weak convergence of uTn we obtain that
‖u∞‖L2(Ω) ≤ lim inf
n→∞
‖uTn‖L2(Ω).
Also, we have that yTn weakly converges to y∞, as n→∞. Then,∥∥∥∥∥
∫ Tn
0 y
Tn(t)dt
Tn
− y∞
∥∥∥∥∥
L2(Ω)
≤
∥∥∥∥∥
∫ Tn
0 y
Tn(t)dt
Tn
− yTn
∥∥∥∥∥
L2(Ω)
+ ‖yTn − y∞‖L2(Ω),
and we obtain that ∫ Tn
0
yTn(t)dt
Tn
→ y∞ in L
2(Ω), as n→∞.
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Then, necessarily we have
J(u∞) ≤ lim inf
n→∞
JTn(uTn)
Tn
.
Therefore, using the claim (5.7), we obtain
J(u∞) ≤ I
and finally, u∞ is a minimizer for the steady state problem, with y∞ the associated
state. 
Remark 5.4. We observe that the proof of the Theorem 5.3 uses the exponen-
tial stabilization result (Theorem 5.2) in many ocasions. We know that in the
three-dimensional case this property is also true for strong solutions, but under
more smallness condition of the stationary solutions. This implies that the three-
dimensional case is more complex that the two-dimensional problem.
Remark 5.5. Note that we considered the L2-norm in the tracking term on the
functional to minimize. However, in the three-dimensional case, this choice is not
correct because there is no way to assure the optimal state to be a strong solution
of the evolutionary Navier-Stokes problem. The good choice would be, for instance
[7],
J(u) =
1
8
∫ T
0
(∫
Ω
|y − xd|4dx
)2
dt+
T
2
‖u‖L2(Ω),
with xd ∈ L8([0, T ]; (L4(Ω))3).
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