The classical XY model describes particles in three-dimensional space that carry magnetic moments or spins whose motion is restricted to rotations in a plane. Introduction of an external magnetic field lying in the same plane then generates a system that is anisotropic in the azimuthal angle . We use numerical simulations and integral equation techniques to study this system, producing in the latter case a formalism that is identical to that of the simpler isotropic version having no external field. The basis for this simplification is a generalization E m ͑͒ of the ordinary exponential basis set e im that restores orthogonality in the presence of the external field. We display results of sample calculations obtained with two integral equation closures, reference hypernettedchain and soft mean-spherical approximation, both coupled to the Lovett-Mou-Buff-Wertheim relation, along with results from the numerical simulations for comparison. Construction of the E m ͑͒ is described in an Appendix.
I. INTRODUCTION
The response to internal and external magnetic fields of molecular magnetic moments in a classical fluid is variously modeled as occurring along an axis ͑Ising model͒, on a plane ͑XY model͒, or in space ͑Heisenberg model͒. All of these instances have long been studied using the basic techniques of equilibrium statistical mechanics: Mean field theory ͓1-7͔, integral equations ͓8-16͔, and numerical simulation ͓4,7,11,16-19͔ . In this work, we focus on one of the less studied cases, the XY spin fluid in an external magnetic field, with the purpose of extending to it the integral equation technique based on generalized orthogonal functions that we have previously used for the Heisenberg model ͓10,11͔. We are following on the recent work of Omelyan et al. ͓14, 15͔ , who have presented the first integral equation studies of this model. Academic though this model may appear, it turns out to be useful in the description of superfluid and demixing transitions in 2 He-4 He mixtures ͓20-22͔. The classical XY spin fluid ͑N particles in volume V at temperature T͒ in an external magnetic field B 0 is defined by the canonical partition function
͑1͒
Here ␤ =1/k B T is the inverse Kelvin temperature, with k B Boltzmann's constant, ⌳ the de Broglie thermal wavelength ͑which plays only a dimensional role͒, and the orientation of a magnetic dipole moment that is free to rotate in a plane, denoted the xy plane. The uniform external magnetic field B 0 also lies in that plane and its direction is taken to define the x axis, so that is the azimuthal angle and · B 0 = B 0 cos , 0ഛ ഛ 2. The internal energy of the system is written as pairwise sums of a spherically symmetric potential u 0 ͑r͒ and a spin-spin potential u ss ͑r , 1 , 2 ͒. We follow Omelyan et al. ͓14, 15͔ Here and are dimensionless strength and range parameters, respectively. Finally, the spin-spin interaction tending to align two spins with one another is taken to be of XY form ͓14,15͔, u ss ͑r, 1 , 2 ͒ = − J͑r͒ŝ 1 · ŝ 2 = − J͑r͒cos 12 , ͑6͒
where ŝ is the unit spin vector in the direction of and 12 ϵ 1 − 2 . The formal elements of the calculation are neatly displayed by factoring the partition function Z = Z id Z ex into an ideal part and the excess; we get
͑8͒
where u͑r , 1 , 2 ͒ϵu 0 ͑r͒ + u ss ͑r , 1 , 2 ͒ is the total pair potential. This defines in Eq. ͑8͒ the one-body distribution function f 0 ͑͒ in the noninteracting XY spin system,
In these expressions, I 0 ͑z͒ is the modified Bessel function of order zero.
II. ANISOTROPIC INTEGRAL EQUATIONS

A. One-body and two-body distribution functions
Since the molecules are subject to both one-body and two-body forces, a complete statistical description of the system requires knowing both the one-body and two-body density functions,
͑2͒
2 f͑͒f͑Ј͒g͉͑r − rЈ͉,,Ј͒, ͑12͒ where = N / V is the density and f͑͒ the one-body orientational distribution in the interacting fluid. Equation ͑12͒ defines the generalized pair distribution function g͑r , , Ј͒ of the anisotropic spin system in an external magnetic field. The angular brackets in these definitions denote a canonical ensemble average exemplified in Eq. ͑1͒. The basic equations that determine the distribution functions f͑͒ and g͑r , 1 , 2 ͒ are well known ͓23,24͔. The onebody distribution function f͑͒ can be calculated using the Lovett-Mou-Buff-Wertheim ͑LMBW͒ equation ͓25,26͔,
where c͑r , 1 , 2 ͒ is the anisotropic direct correlation function ͑see below͒. Alternatively, the one-body density, Eq. ͑11͒, can be differentiated with respect to to give the first member of a Kirkwood-Born-Green-Yvon ͑KBGY͒ hierarchy ͓23͔,
Calculation of f͑͒ from these equations requires knowing the pair function c͑r , 1 , 2 ͒ or g͑r , 1 , 2 ͒. In classical liquid state theory, the pair distribution function is obtained from the Ornstein-Zernike ͑OZ͒ equation and a closure relation ͓23,24͔. It is obvious that to actually carry out a numerical version of these procedures with Eqs. ͑13͒-͑16͒, the equations must first be simplified.
B. Tailored exponential functions
Pair functions such as ␥͑r , 1 , 2 ͒ may be expanded in an angle-dependent basis set so that the orientational information they contain might be effectively conveyed by a small set of expansion coefficients. Thus one could write, for example,
where the asterisk denotes complex conjugate and 
for m , mЈ positive or negative integers. We write the expansion coefficients in Eq. ͑18͒ in upper case ⌫ to distinguish them from the distinct set of coefficients written in lower case ␥ to be introduced next. The external field B 0 along the x axis produces a nonuniform distribution f͑͒ that enters the integrand of Eq. ͑20͒ and spoils the orthogonality of the standard exponential functions E m ͑͒. To regain the valuable property of orthogonality and work conveniently with the external field turned on, we introduce new basis functions E m ͑͒ that are orthonormal with weight function f͑͒,
͑21͒
again for m , mЈ positive or negative integers, where
for m ജ 0. Construction of the needed generalized Chebyshev functions T m ͑cos ͒ and V m ͑cos ͒ is described in Appendix A. Equation ͑18͒ is now generalized to read
In Eq. ͑24͒, m 1 and m 2 range as noted over positive and negative integers. With Eq. ͑21͒, its inversion becomes
Coefficients of all pair functions satisfy the symmetries
where m ϵ −m.
A specific expansion needed in the sequel is that of the spin-spin interaction, Eq. ͑6͒, where we have cos 12 = cos 1 cos 2 + sin 1 sin 2 , ͑27͒
while, from Appendix A,
Here the k are quasimoments of f͑͒, defined in Eq. ͑A2͒. Combining these expressions and simplifying, we find
with nonzero coefficients
C. Ornstein-Zernike equation
Numerical evaluation of the Ornstein-Zernike equation is simpler in Fourier transform representation, which deconvolves the direct space integral. In transform space, Eq. ͑15͒ becomes
with one remaining integration. Because the orientations of spins 1 and 2 and that of r 12 are decoupled in the XY model, the transforms may be performed holding the former fixed. A transform pair is then
and the transformed functions may themselves be expanded,
with expansion coefficients ␥ m 1 m 2 ͑k͒ that are directly the Fourier transforms of the corresponding ␥ m 1 m 2 ͑r͒.
We may now begin to garner the profit from the special orthogonality built into the basis set E m ͑͒. Expanding the transforms as in Eq. ͑35͒, we find the final integral in Eq. ͑32͒ can be carried out to yield a relation between expansion coefficients alone,
which can be solved for the ␥ m 1 m 2 ͑k͒; in matrix form,
where ⌫ ͑k͒ and C ͑k͒ are symmetric matrices with elements ␥ m 1 m 2 ͑k͒ and c m 1 m 2 ͑k͒, respectively, and I is the unit matrix. The notable feature of Eq. ͑37͒ is that it is identical to that of an isotropic system with B 0 = 0. All of the anisotropy is built into the basis functions. The closure relation ͑16͒ is also reduced to manipulation of coefficients. For a given r, first the full function g͑r , 1 , 2 ͒ is assembled in Eq. ͑17͒ by performing summations like Eq. ͑24͒ for the terms in its exponent; this is followed by calculation of its coefficients g m 1 m 2 ͑r͒ with an inversion like that of Eq. ͑25͒. Then the c m 1 m 2 ͑r͒ = g m 1 m 2 ͑r͒
One cycle of the iterative ͑numerical͒ solution that yields a converged set of coefficients ͕␥ m 1 m 2 ͑r͖͒ will then consist of four steps:
also simplifies smartly with expansions in the generalized Chebyshev functions. We put
and seek to find the A m . ͑Actually, A 0 is determined by normalization, so we are concerned with A 1 , A 2 ,...͒ Expanding c͑r , 1 , 2 ͒, we first find from Eq. ͑13͒ that
where
It follows then that
We have finally from Eq. ͑43͒,
where in matrix notation R ϵ Q −1 . If it happens that A 1 is much larger than A 2 , A 3 ,..., then we may ignore these higher coefficients in the analysis above to get
where we have used D 11 = 1 2 ͓͑1− 2 ͒ / ͑1−2 1 2 + 2 ͔͒ 1/2 . Then the form of the angular distribution function remains unchanged,
but the effective field in the interacting system becomes
. ͑48͒
We will find that Eqs. ͑47͒ and ͑48͒ are effectively exact in the context of the numerical solutions. We further anticipate the calculations of Sec. IV by noting that the alternative approach based on the KBGY relation, Eq. ͑14͒, although not further discussed here, produces essentially the same effective fields.
III. THERMODYNAMICS
Once the one-body and two-body distribution functions have been determined, it is straightforward to calculate the various thermodynamic quantities. For instance, the internal energy E ‫ץ͑−=‬ ln Z / ‫͒␤ץ‬ and the pressure p = k B T͑‫ץ‬ ln Z / ‫ץ‬V͒ are found as quadratures,
͵ dr g 00 ͑r͒r
in terms of the coefficients of the distribution function g͑r , 1 , 2 ͒ and the pair potentials u 0 ͑r͒ and u ss ͑r , 1 , 2 ͒, while the isothermal compressibility K T is given by
where h = g − 1. Finally, an expression for the Helmholtz free energy is presented in Appendix B. One notes again that expansions in the generalized basis set E m ͑͒ lead to equations that are identical to those of an isotropic system. Further, we can compute the magnetic properties of the XY spin fluid in a uniform magnetic field B 0 . The net magnetization in the direction ␣ = x , y is
and so the magnetic susceptibility components are
͑53͒
Now with B 0 defining the x axis, we get the longitudinal, L ϵ xx , and transverse, T ϵ yy , magnetic susceptibilities as
The off-diagonal elements of vanish, while the magnetization is M = N 1 .
IV. SAMPLE RESULTS
A very thorough integral equation study of the XY spin fluid in an external magnetic field has recently been published by Omelyan et al. ͓15͔ using a soft mean-spherical approximation ͑SMSA͒ and we need not duplicate that scope of data. That work was based on expansions in the ordinary Chebyshev functions T m ͑cos ͒ = cos m and V m ͑cos ͒ = sin m. Here we aim to present just a small sample of additional data to illustrate application of the alternative approach using orthogonal basis functions T m ͑cos ͒ and V m ͑cos ͒ that are specifically tailored to the anisotropic environment created by the external field; aside from the enhanced simplicity of the formal expressions already manifest in the equations displayed above, the most notable difference is found in the results for f͑͒.
The interaction of an individual spin with the external field involves the familiar dipole potential, − · B 0 , and leads to the unperturbed distribution function
For the interacting system, Omelyan et al. ͓15͔ find that in setting
with standard Chebyshev polynomials T m ͑cos ͒, a 2 can be as large as 30% of a 1 and only terms a m with m Ͼ 3 are negligible. In contrast, we find that in setting
with tailored Chebyshev polynomials T m ͑cos ͒, no more than the linear term in the expansion is significant; the coefficients of higher terms ͑A 2 , A 3 , ...͒ are smaller than A 1 by two or more orders of magnitude. Correspondingly, the approximate A 1 of Eq. ͑46͒ differs from the exact A 1 of Eq. ͑45͒ by no more than 0.1%; within the overall precision of a numerical calculation, Eq. ͑46͒ may be treated as exact. Thus f͑͒ retains the same functional form as the unperturbed system,
but with an effective field B given by Eq. ͑48͒. For the sample calculations here, we use both the SMSA and the reference hypernetted-chain ͑RHNC͒ closures, the latter optimized to achieve a minimum in the free energy.
The SMSA closure ͓23͔ is a generalization of the meanspherical approximation that is widely used for potentials with a hard core. Splitting the total potential u͑r , 1 , 2 ͒ = u SR ͑r , 1 , 2 ͒ + u LR ͑r , 1 , 2 ͒ into short-range ͑SR͒ and long-range ͑LR͒ parts, one replaces the formally exact but uncomputable ͓because of the unknown b͑r , 1 , 2 ͔͒ Eq. ͑17͒ with the approximation where 0 is the reference sphere diameter that is varied to attain a minimized free energy ͓31͔. For the modeled hard sphere functions we use the parametrizations of Verlet-Weis ͓32͔ and Henderson-Grundke ͓33͔.
In the RHNC calculation, expansions in m such as Eqs. ͑24͒ and ͑39͒ have been extended through ͉m͉ = 4; reduction to a maximum of ͉m͉ = 3 yields unchanged results. For SMSA, the linearization of the closure in Eq. ͑61͒ limits the nonvanishing terms in all expansions to just those in the potential; i.e., through ͉m͉ = 1. We note that given the symmetries ͑26͒, the number of distinct coefficients in the expansion of a pair function is ͑m max +1͒ 2 for a ͑maximum͉m͉ ϵ m max ͒ =0,1,2,3,4,....
We have set = = 1 in the pair potentials for all calculations reported ͓see Eqs. ͑4͒ and ͑5͔͒. Transform functions of r and k are connected through the fast Fourier transform ͓34͔ and are evaluated on uniform grids r j = j⌬r, k j = j⌬k, j =0,1,2, ... ,N r , with ⌬r⌬k = / N r and N r = 1024, ⌬r = 0.02. Integrals over r and k for thermodynamic quantities are calculated with the trapezoidal rule using the same grid points, while Gauss-Chebyshev quadratures over angle, Eq. ͑A10͒, are carried out with n ജ 10 Gaussian root points.
With regard to the simulation, we have used a standard Monte Carlo method whose only peculiarity is the implementation of orientational single-particle and cluster moves as described in Ref. ͓35͔, with the orientational degrees of freedom restricted to lie in the xy plane. We have used a sample of 864 particles and performed averages over 50 000 configurations. Each configuration implies 864 displacement attempts, with an acceptance ratio of 50%, and either 864 single-particle moves or one cluster move. The initial 20 000 configurations in each run were discarded to attain thermal equilibrium.
Thermodynamic and magnetic properties of the XY spin fluid computed with an RHNC-LMBW combination are presented in Table I . Additionally, in Table II the results obtained using the SMSA-LMBW combination are laid out for just the case of nonzero field. A global assessment of the quality of the closure approximations can be made from inspection of Fig. 1 , in which these results are compared with Monte Carlo simulation data. From this figure, it is clear that the RHNC-LMBW approach is practically exact in the zero field case. At B 0 / = 5, thermodynamic properties from RHNC-LMBW compare well with simulation data and the approach is clearly superior to the SMSA-LMBW. Small discrepancies show up as density increases, especially for the net magnetization M / N = 1 . Interestingly, the simulation data for this quantity are bracketed by the SMSA-LMBW and RHNC-LMBW results. This points to a possible route to improve the quality of the theoretical approach. In the spirit of the Zerah-Hansen HMSA approximation ͓36͔, one might use a continuous interpolation scheme between the SMSA and HNC ͑or RHNC͒ closures to implement a thermodynamically self-consistent approach based on the net magnetization and the longitudinal susceptibility as the key quantities to check for consistency.
To illustrate the structure, we define the functions g 00 ͑r͒ ϵ ͗g͑r, 1 , 2 ͒͘ 1 2 = g 00 ͑r͒, ͑66͒
where the averages are calculated as
Plots of g 00 ͑r͒ and g 11 ͑r͒ for various representative states are shown in Figs. 2 and 3 . The radial coefficient g 00 ͑r͒ is very well reproduced by both approximations; departures in the long-range behavior of g 11 ͑r͒ become apparent at the larger density and nonzero field. This is an immediate consequence of the deviations observed in the calculated magnetization, since
Again, we see that the angular coefficient from the simulation lies within the boundaries formed by the SMSA-LMBW and RHNC-LMBW results.
V. CONCLUSIONS
In summary, we have shown that a general integral equation procedure based on tailored orthogonal basis functions, successfully applied in previous works ͓10,11͔ to describe the Heisenberg spin fluid in an external field, can be readily extended to the classical XY model in an external field. The specific RHNC-LMBW approximation is found to work reasonably well, although some deviations are noticed at high densities and nonzero fields. We speculate that the quality of the theoretical approximation might be improved by implementing self-consistency at the level of the magnetic quantities ͑i.e., magnetic susceptibility vs. magnetization͒. 
APPENDIX A: GENERALIZED CHEBYSHEV FUNCTIONS
In principle, the needed generalization of the type I Chebyshev polynomials T m ͑cos ͒ = cos m can be produced TABLE I. Thermodynamic and magnetic properties of the XY spin fluid in an external magnetic field B 0 at reduced temperature k B T / ⑀ = 10, calculated using the optimized RHNC closure with the LMBW equation; 0 is the optimized sphere diameter of the reference hard sphere system. The excess free energy is defined here as by a straightforward application of the Gram-Schmidt method ͓28͔. Thus we can directly find for the first two generalized Chebyshev polynomials, used earlier in the expansion of the spin-spin potential u ss ͑r , 1 , 2 ͒,
.
͑A1͒
Here and for higher-order polynomials we need the quasimoments
For the distribution
they are readily found to be
In these expressions, I j ͑z͒ is the modified Bessel function of order j. The simple Gram-Schmidt process, however, employs successive subtractions and so risks a progressive loss of numerical precision as higher-order polynomials are generated. This is of particular concern for accurate GaussChebyshev quadratures based on the roots of a polynomial T n ͑x͒ with n = 10 or larger. ͑In this appendix we put x ϵ cos .͒ Thus we have instead followed a robust alternative approach described by Press and Teukolsky ͓37͔. A final normalization then yields the desired generalized Chebyshev polynomials,
The algorithm further generates the roots x 1 , x 2 , ... ,x n of T n ͑x͒ = 0 and the weights w j for n-point Gauss-Chebyshev quadrature,
The quadrature is exact if H͑x͒ is a polynomial of degree less than or equal to 2n −1. A similar procedure could now be followed for the generalization U m ͑cos ͒ of type II Chebyshev polynomials U m ͑cos ͒ ͓28͔, where then V m ͑cos ͒ = sin U m−1 ͑cos ͒. Here however we need the generalizations of V m ͑cos ͒ = sin m only through m =4 ͑in fact, through m = 3 is adequate͒ and for that limited purpose the simpler GramSchmidt orthogonalization suffices. Explicitly, the first two functions, already used above for the pair potential u ss ͑r , 1 , 2 ͒, are V 0 ͑cos ͒ = 0, Collectively, Eqs. ͑A12͒-͑A14͒ give rise to the orthonormalization of E m ͑͒ expressed in Eq. ͑21͒. For B 0 = 0 and f͑͒ = 1 so that k = 0 for all k, the T m ͑cos ͒ and V m ͑cos ͒ generated in the fashion described above are of course just the standard Chebyshev functions T m ͑cos ͒ = cos m and V m ͑cos ͒ = sin m.
APPENDIX B: HELMHOLTZ FREE ENERGY
To calculate the total free energy we use the familiar "charging" process, turning on the interactions with a parameter , 0ഛഛ1. However, as emphasized by Sullivan ͓38͔, the one-body distribution f͑͒ should remain unchanged as the interaction is turned on. Thus we will also adopt an effective external field B 0 ͑͒ designed to maintain fixed the f͑͒ found by calculation, Eq. ͑59͒. Define then the partition function ‫ץ‬ .
͑B6͒
The final integral over in Eq. ͑B6͒ cannot be evaluated in closed form and this term must be approximated. In the hypernetted-chain closure ͓39͔, it is simply neglected. The effect of the RHNC approximation is to replace Eq. ͑B6͒ with the corresponding integral of the reference system, which is then evaluated as 
