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Abstract A well-known model due to J.-M. Lasry and P.L. Lions that presents the evolution
of prices in a market as the evolution of a free boundary in a diffusion equation is modified
in order to show instabilities for some values of the parameters. This loss of stability is
associated to the appearance of new types of solutions, namely periodic solutions, due to
a Hopf bifurcation and representing price oscillations; and traveling waves, that represent
either inflationary or deflationary behavior.
Keywords Mathematical modeling · Reaction-diffusion · Free boundary · Price
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1 Introduction and Summary of Results
A mathematical model for the time evolution of a price in some trading markets, where the
actual price is the location of a free boundary of a nonlinear diffusion problem, was proposed
by J.-M. Lasry and P.-L. Lions [16] in 2007. In that model, the population in the market is
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divided into two groups, namely the buyers (B) and vendors (V ), and described by two
time-dependent densities fB(x, t) and fV (x, t) respectively, where x has the dimensions of
a price and fB(x, y) and fV (x, t) respectively mean the amount of buyers or sellers that
would accept a transaction at price x. The value of x at which the actual transaction takes
place is denoted by p(t), and, by definition, fB(x, t) = 0 for x > p(t) and fV (x, t) = 0 for
x < p(t).
The time evolution of these densities obeys first to a diffusion law, coming from the idea
that both buyers and vendors change their minds on the desired prices following a Gaussian
random process with variance σ 2. And second, when some buyers agree on prices higher
than p(t) and/or some vendors accept prices lower that p(t), then new sales happen, which
produces a change in the location of the free boundary x = p(t). Then, the former buyers
and sellers leave the market with a flux denoted by Λ(t) and immediately re-enter as new
sellers and buyers, respectively, at values of x = p(t) + a and x = p(t) − a, where a > 0 is
the so-called transaction cost.





































With fB(p(t), t) = fV (p(t), t) = 0, fB(x, t) > 0 for x < p(t), fV (x, t) > 0 for x > p(t)
and one also may suppose that both fB(x, t) and fV (x, t) remain bounded as |x| → ∞. We
used the symbol δx0 to mean a Dirac delta function centered at x = x0. These equations have
to be complemented with suitable initial conditions.
Equations (1) can be reduced to a single one with the new unknown f (x, t) = fB(x, t)−











(δp(t)−a − δp(t)+a) (2)
with the additional condition f (p(t), t) = 0 and f (x, t) > 0 for x < p(t) and f (x, t) < 0
for x > p(t).
Taking derivatives with respect to time in the expression f (p(t), t) = 0 and using that













Observe in (3) that the law that governs the time evolution of the free boundary is nonlinear,
and depends on the second derivative of the unknown.
The same equations have also been considered in a bounded domain A0 < x < A1 and
then the conditions at infinity have been replaced by homogeneous Neumann boundary con-
ditions at x = A0,A1. In this Neumann case one easily sees that the two total masses
∫ p(t)
A0
fB(x, t) dx and
∫ A1
p(t)
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remain constant in time.
Both the dynamics of the problem on the whole line and that of the Neumann prob-
lem are actually reasonably well understood by the work done in the last few years by
several authors, like L.A. Caffarelli, L. Chayes, M.d.M. González, M.P. Gualdani, I. Kim,
P.A. Markowich, N. Matevoysan, J.-F. Pietchmann and M.-T. Wolfram [4, 5, 7, 9–11, 17].
Essentially, it has been shown that every solution approaches a single equilibrium when time
tends to infinity. This implies, in particular, that there are no solutions of the form of a trav-
eling wave, something that can also be checked directly. A modification of this model that
considers possible deals outside the fixed price, with a dynamics of a Boltzmann-type col-
lision, has recently been studied by M. Burger, L.A. Caffarelli, P.A. Markowich and M.-T.
Wolfram in [1, 3] (see also [2]).
It is easy to see that the equilibrium solutions of (2) are the piecewise linear functions of





−ρx/a if |x| ≤ a,
ρ if x < −a,
−ρ if x > a,
(4)
and ρ,p0 are parameters, ρ > 0, p0 ∈R.
According to this model, markets always stabilize. One could argue that this is not the
case in real life. Our aim in this paper is to present modifications of the model (1) that
without changing the equilibrium solutions make them to become unstable, at least in some
cases. Our approach is more from a mathematical viewpoint than from a strictly financial
discussion. We would like to exhibit what we think are the simplest possible modifications
on the equations that make instabilities to appear. Nevertheless, we will also present the
meaning of our modifications from the point of view of finance, describing the market be-
havior.
The simplest instability configurations in a dynamical system are mainly of two kinds:
solutions that travel apart from equilibrium in a monotonic way, or in an oscillatory way.
Mathematically, they correspond to the existence of excited modes of the linear part with
a real positive eigenvalue in the first case, and with a couple of non-real eigenvalues with
positive real parts in the second case. Moreover, instability is also associated to the raise,
by bifurcation, of nontrivial permanent states, that in our modification can be traveling wave
solutions, in the first frame, and periodic solutions in the second case. The aim of the present
paper is to present our modified model and to show that these two kind of instabilities appear
depending on the choice of a parameter R.
An inspiring example of destabilization of an equilibrium in a diffusion equation has been
that of P. Guidotti and S. Merino [12]. In that example a kind of heat regulation mechanism
produces oscillations in the temperature when a parameter becomes sufficiently large. These
oscillations appear as a consequence of a Hopf bifurcation.
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with fB(p(t), t) = fV (p(t), t) = 0, fB(x, t) > 0 for x < p(t), fV (x, t) > 0 for x > p(t)
and one also supposes that both fB(x, t) and fV (x, t) remain bounded as |x| → ∞. One can











(δp(t)−a − δp(t)+a) − Rp′(t)(δp(t)−a + δp(t)+a). (6)
In this model, the evolution of the price affects the behavior of the market, and this is
why we say this model may be called trend dependent. As in the case of the thermostat, the
changes made at the level of the free boundary are plugged back into the whole function as a
form of feed-back for the market agents; this transfer of information produces instabilities if
the feed-back has an excessive strength. Note that a reaction term of the form Rp′(t)δp(t)±a
also recalls the nonlinear part of the equation studied in [6] after a suitable transformation.
Here R is a parameter. When R = 0 one recovers the original model (1). The meaning
of R > 0 is that if the prices grow (p′(t) > 0) then some buyers leave the market and at the
same time some people outside the market (perhaps these previous buyers) enter as vendors.
This is somehow the naive idea that when the prices are high it is time to sell, not to buy.
And the contrary if p′(t) < 0. This is a kind of non-local regulatory behavior of the type of
that of [12].
But the case R < 0, being right the contrary, is also meaningful. If p′(t) > 0 (prices
growing) it implies that some people outside the market enter into the game as buyers,
perhaps because they feel that the prices may keep growing for some time, so it is a good
moment to buy. And in the same situation (R < 0 and p′(t) > 0) some vendors leave the
market, perhaps also expecting the prices to keep growing and re-enter into the market as
vendors when the prices become higher. And the contrary, if R < 0 and p′(t) < 0.
In summary, somehow, R > 0 means conservative market, while a more aggressive in-
vestment is represented by R < 0. Without being precise, one can roughly say that our results
with R > 0 will lead to oscillations and periodicity in time and, on the contrary, R < 0 will
lead to an irreversible destabilization of the markets, represented as traveling waves, both
inflationary and deflationary.
The financial interpretation of these instabilities or, more precisely, of these bifurcated
solutions, is not difficult to explain. Oscillatory solutions will produce a periodic evolution
of the price p(t): the price of the good that is being sold increases and decreases above
and below the steady price in a periodic way. Depending on the stability of this bifurcated
solution, the prices can oscillate, but in a permanent form (stable case) or else will oscillate
but with an increasing amplitude (unstable case). But in both cases the successive rise and
fall of the price will be present.
A traveling wave will be a solution of (5) of the form f (x, t) = f (x − ct). The corre-
sponding price function p(t) will have then a constant derivative, p′(t) ≡ c. When c > 0
the price grows continuously, so inflation. When c < 0 the price decreases continuously, so
deflation.
As we said before, the present paper should be mainly seen as a mathematical discussion
of some simple ways to destabilize the original model (1) and we do not make attempt to
have a rigorous financial discussion. A more precise formulation would include a discussion
on the possible reasonable boundary conditions, the review of the ideas under the transaction
cost a > 0, and possible alternatives for the nonlinear reaction term. One could also argue
that there are other places, and not only x = p(t) ± a, to leave or enter the market, but we
think of this as the possibility that makes the simplest model. Introducing a different entrance
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Sect. 2 on the calculation of the spectrum without being very illuminating from the point of
view of the modeling problem.
Let us discuss briefly possible alternative nonlinearities. Numerical experiments show
that when the equilibrium solutions become unstable sometimes happens that the function
f (x, t) solution to (6) loses the right sign near x = p(t) − a or x = p(t) + a, becoming,
respectively, negative or positive and thus, not physically realistic. To avoid this behavior
one can substitute the term
−Rp′(t)(δp(t)−a + δp(t)+a)
in (6) by the new similar expression
−Rp′(t)(f (p(t) − a, t)δp(t)−a − f
(
p(t) + a, t)δp(t)+a
)
or, with more generality, by




p(t) + a, t))δp(t)+a
)
, (7)
where φ(r) satisfies φ(−r) = −φ(r) and φ(r) > 0 when r > 0. Without loss of generality,
we will consider only nonlinearities of the form (7) such that φ(1) = −φ(−1) = 1. In fact





φ1(r) = sign(r), or
φ2(r) = r, or
φ3(r) = tanh(r)/ tanh(1).
(8)
With the choice φ(r) = φ1(r) = sign(r) one recovers the first proposed equation (6). As
we said, the numerical simulations with φ1(r) work well, except that for large values of R
solutions with the wrong sign in some parts appear.
Another factor to take into account in the choice of φ(r) is the possible invariance of the
problem under multiplication by a positive constant. In the original problem by Lasry and
Lions (2) if f (x, t) is a solution, then also μf (x, t) is a solution, for μ > 0. This property
is preserved, and with the same value of R, for φ(r) = φ2(r) = r . Here R just indicates
the proportion of new agents entering/quitting the market. However, φ2(r) = r introduces
densities that grow too fast. For this reason, we introduce the regularization φ3, which avoids
this problem by reducing the influence of large (and unrealistic) behaviors. This last choice
is inspired by [12], and we can say it is the nonlinearity that gives the clearest numerical
results.
Our numerical experiments with these new models show that the equilibrium solutions
become unstable for large values of R, both positive and negative. Also, bifurcated solutions
appear, in the form of periodic oscillations for R > 0, consequence of a Hopf bifurcation,
and solutions in the form of traveling waves when R < 0.
In the present paper we provide analytical arguments that support this instability and
these bifurcations. But we accept from the beginning that some of these analytical argu-
ments are not complete, and deserve further study, with more modeling discussion and more
numerical simulations. Instability and bifurcation in parabolic equations are well-known but
delicate issues (see Henry [14], Chow-Hale [8], Haragus-Iooss [13]), whose analysis relies,
for example, in appropriate choices of the function spaces, which is particularly delicate in
an unbounded domain. The presence of essential spectrum of the linearized second order
operator up to the eigenvalue λ = 0 in the complex plane makes bifurcation analysis even
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λ = 0. The reduction to a bounded domain would simplify the first problem, but not the sec-
ond. And, in particular, it would make the existence of traveling wave solutions something
less clear.
We briefly remind the reader that stability analysis of solutions to (5) in a bounded in-
terval for R = 0 and with Neumann boundary conditions has been performed by Gonzalez
and Gualdani in [10]: the authors show that the linearized operator has discrete spectrum
and a finite dimensional set of eigenfunctions associated with the eigenvalue λ = 0. Hence
standard center manifold techniques allow for stability analysis for the nonlinear problem:
it holds that any solution to (5) for R = 0 converges exponentially fast as time increases
towards the unique steady state wρ(x).
Let us present now our instability results when R = 0. Without loss of generality we




















We rewrite this equation for a new unknown w(x, t) = f (x + p(t), t) that locates the free




wt = wxx + p′(t)wx(x, t) − wx(0, t)[δ−1 − δ1]







w(0, t) = 0, p′(t) = −wxx(0, t)/wx(0, t).
(10)
We also concentrate our attention on the stability and on bifurcation from the equilibrium
w1(x) defined by (4) with ρ = 1. Other equilibrium solutions can be obtained from w1(x)
by a scale factor, that will enter into the equation either as a change in R or in φ(r).
The rest of the paper is organized in two more Sections. Section 2 is devoted to an anal-
ysis of the stability and instability of the equilibrium w1(x) defined above by looking at the
eigenvalues of the corresponding linearization. It is clear that, since the functional frame-
work is not completely fixed, one cannot speak about points of the spectrum that are not
eigenvalues. Even the linearization itself has to be understood in a very naive way. We will
calculate the eigenvalues accepting as a definition that the corresponding eigenfunction is
globally bounded. Without trying to be very rigorous, it is known from other cases that
when one restricts oneself to eigenfunctions that vanish at infinity these eigenvalues do not
longer exist, but at least in some cases they remain in the spectrum as parts of a continuous
spectrum as, for instance, for the spectrum of the Laplacian operator over the real line R.
One should note that the linearization around w1(x) turns out to be the same disregarding
the choice of the nonlinearity φ(r), as long as φ(±1) = ±1.
With these considerations in mind, we can summarize the results of Sect. 2 in the follow-
ing (note that, in (11), X(−1,1)(x) means the characteristic function of the interval (−1,1)).
Theorem 1 Assume that φ(1) = −φ(−1) = 1. The eigenvalues λ of the linear part of (10)
around w = w1, given by
L1g := gxx − gxx(0, t)X(−1,1) − gx(0, t)[δ−1 − δ1] − Rgxx(0, t)[δ−1 + δ1], (11)
satisfy
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 9.36 . . . = (1 − ez0 cos(z0))/z0 and z0 is the root of cos(z) − sin(z) = e−z near
z 
 3.94 . . . . For R = −1 a real eigenvalue becomes positive, and for R = R0 a pair of
simple complex conjugated nonzero eigenvalues cross the imaginary axis from left to right.
Section 3 deals with solutions bifurcating from w1(x) at these values R = −1 and R =
R0. Roughly speaking, for R = −1 the bifurcated solutions are traveling waves, moving
both right and left, and for R = R0 an Andronov-Hopf type bifurcation occurs, giving rise
to periodic oscillations. This is summarized in the following two results:
Theorem 2 For certain ranges of R < 0 a global two-parameter family of traveling waves
exist for the nonlinear problem (10); this family of traveling waves bifurcates from the one-
dimensional family of equilibria and, in particular, it bifurcates from w1(x) at R = −1.
These waves appear in pairs, with velocity c > 0, meaning an inflationary solution, and
with velocity −c, that is deflationary. For the three nonlinearities of (8) they are described
more explicitly. For φ = φ1 they occupy the whole range R ∈ (−∞,0), for φ = φ2 this
continuum of solutions lies entirely in R = −1, while for φ = φ3 it occupies the range
−∞ < R < − tanh(1).
Claim 1 We have numerically observed that at R = R0 a family of periodic solutions does
appear near w1. These numerical simulations show at least that for φ = φ3 the bifurcation
is supercritical, and stable oscillations seem to persist for all R > R0.
Remark Claim 1 is a well supported conjecture for which we do not have a rigorous analyti-
cal proof. To prove the existence of bifurcating periodic solutions for R > 0 one would need
to use center manifold techniques for PDE. However, two new technical but strong difficul-
ties appear: first, the existence of continuous spectrum in the whole (−∞,0], and second,
the difficulty of finding right spaces of bounded functions on the whole real line with the
structure of a convenient Hilbert space. An alternative would be to work in a bounded inter-
val, to avoid the continuous spectrum, but this is still not easily reconciled with the existence
of traveling waves for R < 0. In any case, this is not completely straightforward from the
technical point of view: on one hand, the presence of a zero eigenvalue, which makes more
difficult to apply the known Hopf bifurcation results and, on the other hand, the compli-
cated structure of the function spaces (as in [10, 11]), where a different regularity is needed
near the origin and the rest of the interval this complicated structure is inherited by the ad-
joints of the linear operators involved, and the space-dual pairing, using the eigenfunctions
of the adjoint, seems to be an unavoidable part of the nonlinear analysis related to the Hopf
bifurcation.
2 Analysis of the Linear Problem
We consider the equilibrium solution w1(x) defined in (4). To linearize (10) around it we
write w = w1 + εg, substitute in (10), differentiate with respect to ε and set ε = 0. That
yields to
gt = L1g, (12)
for L1 defined in (11), as long as φ(1) = −φ(−1) = 1, where X(−1,1)(x) = w0x(x)/w0x(0).
Since the function w(x) = w0(x) + εg(x) has to satisfy w(0) = 0 one has also to impose
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To prove Theorem 1 we have to find all the pairs (g(x), λ) such that L1g = λg and g(x)
is a nonzero bounded function defined in −∞ < x < ∞ with g(0) = 0. It is easy to see that
the equation L1g = λg decouples if one splits g(x) into its even and odd part. Thus, we write
g = g1 + g2 where g1 is even and g2 is odd and we substitute g1 + g2 into the eigenvalue
equation. One gets
g1xx − g1xx(0)X(−1,1) − Rg1xx(0)[δ−1 + δ1] = λg1,
g2xx − g2x(0)[δ−1 − δ1] = λg2,
equations that need now to be solved for globally bounded solutions in (−∞,∞) together
with the conditions g1(0) = g1x(0) = 0 in the first case and g2(0) = 0 in the second case. At
a first sight we already see that since the equation for the odd part does not depend on R one
should only expect unstable modes among even functions of x.
Now we proceed to calculate the eigenvalues. We start with the odd eigenfunctions. It is
easy to see that for λ = 0 there exists a single bounded eigenfunction with the same form
as the equilibria (4). It is the natural zero eigenvalue whose eigenfunction is tangent to the
curve of equilibria.





h1(x) = c1eαx + c2e−αx in (−1,1),
h2(x) = d1eαx + d2e−αx in (1,∞),
h3(x) = −d2eαx − d1e−αx in (−∞,−1),
for some constants c1, c2, d1 and d2. Since we seek odd and bounded eigenfunctions, to
solve the above problem in the whole line is equivalent to solve it in the half line with the
additional Dirichlet condition g2(0) = 0. Hence h1, h2 and h3 have to satisfy the following


















c1 + c2 = 0,
d1 + d2e−2α = c1 + c2e−2α,
d1e
α − d2e−α − c1eα + c2e−α = −c1 + c2.
We distinguish now two cases: 	(α) > 0 (i.e. d1 = 0) and 	(α) = 0. The case 	(α) < 0
needs not to be considered if we have already considered 	(α) > 0 since we are only inter-
ested in λ = α2. A simple calculation shows that the possible nontrivial solutions can only
exist with 	(α) = 0. Hence α = ib with b ∈ (0,∞), since as before the cases b < 0 are also
considered in b > 0. Consequently any eigenvalue λ is real and negative. In the particular
cases that αk = 2kπi, k ∈ Z\{0}, the eigenfunction is
gk2(x) =
{
c sin(2kπx), x ∈ (−1,1),
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sin(bx), x ∈ (−1,1),
sin(bx) − sin(b(x − 1)), x ∈ (1,+∞),
sin(bx) − sin(b(x + 1)), x ∈ (−∞,−1),
for d ∈ C. This implies that the set of eigenvalues corresponding to odd eigenfunctions is
exactly the negative half part of the real line (−∞,0]. All of them are of multiplicity one (re-
stricting to odd eigenfunctions). All these eigenfunctions are merely bounded as |x| → ∞,
except when λ = −4k2π2, k = 1,2 . . . , that in these cases the eigenfunctions have compact
support.
Now we seek λ and g1 even function, solutions of the following eigenvalue problem
λg1 = g1xx − g1xx(0)X(−1,1) − Rg1xx(0)[δ−1 + δ1], λ = α2, α ∈C. (13)
As before, we only solve the problem in the half line, with the lateral conditions that g1(0) =
g1x(0) = 0.
First we study the case λ = 0. One may check that if R = −1, there are no possible
eigenfunctions. However, for R = −1 there is a single eigenfunction for the zero eigenvalue,





cx2, x ∈ (−1,1),
c, x ∈ (1,+∞),
c, x ∈ (−∞,−1).
Now we assume that λ = α2, α ∈C\{0}, α = a + ib. Let
g1(x) =
{
h1(x) = c1eαx + c2e−αx + D in (0,1),
h2(x) = d1eαx + d2e−αx in (1,∞).
The constant D takes into account the term g1xx(0)X(−1,1) in the interval x ∈ (0,1). Sub-




















α + d2e−α = c1eα + c1e−α − 2c1,
d1e
α − d2e−α = c1eα − c2e−α + 2Rc1α.
The eigenfunctions read as
g1(x) =
{
eαx + e−αx − 2, in (0,1),
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Since we are looking for bounded eigenfunctions, we distinguish two cases: 	(α) = 0, that
is λ = −b2 with b ∈ (0,∞) and 	(α) > 0. As before, the other cases (b < 0 or 	(α) < 0)
repeat the same solutions.
If 	(α) = 0, λ = −b2, b ∈ (0,∞), then for any R ∈R the eigenfunction is
g1 =
{
cos(bx) − 1, (0,1),
cos(bx)[1 − cos(b) + Rb sin(b)] − sin(bx)[sin(b) + Rb cos(b)], (1,∞).
Thus (−∞,0) is filled again with eigenvalues with even eigenfunctions.
But there are some more eigenvalues with even eigenfunction. If 	(α) > 0, then we
must impose 1 − e−α +Rαe−α = 0. Write α = z+ ib with z > 0, b ∈R, equation 1 − e−α +
Rαe−α = 0 becomes
{
ez sin(b) + Rb = 0,
ez cos(b) − 1 + Rz = 0. (14)
We study now the two places where instability starts: R = −1 and R = R0 
 9.36 (it’s
precise value will be indicated below).
Note that for each R ∈ (−∞,−1] there exists a unique real non-negative solution z of
the equation ez − 1 + Rz = 0. Then λ = λ(R) = z2 ∈ [0,∞) is an eigenvalue with an even
eigenfunction that tends exponentially to zero as |x| → ∞. There are no more real positive
eigenvalues.
We look now at those nonzero α with z = ±b. Such α will correspond to the pure imag-
inary eigenvalues λ, with
λ =
{
2iz2 if z = b,
−2iz2 if z = −b.
Admissible values for z and R are the ones that satisfy the equations




Let us compute now the change of the eigenvalues λ across the line Re(λ) = 0 with respect
to R (we are still considering the case Re(α) > 0): via implicit differentiation of equation








eα + R .









(eα + R)(eα + R) =
4z3R
|eα + R|2 , (16)
from the equation ez sin(z)+Rz = 0. So, we see that if λ is purely imaginary, then 	( dλ
dR
) has
the same sign as R. So, when R > 0 the eigenvalues can go from the stable to the unstable
side, but not conversely, as R increases. And, if R is negative, the other way around. This
proves that if the first crossing for R > 0 happens at R = R0 then there is linear instability
for all R ∈ (R0,∞). Also, we will see that the first non-real crossing for R < 0 happens at
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Fig. 1 A solution to system (15)
is any intersection point of next
two curves. Horizontal variable is
z and the vertical variable is
Argsh(R)
Fig. 2 The corresponding
eigenfunction to λ(z0) for
R = R0 
 9.36
An easy way to analyze (15) is to look at the graphs of the two functions R =
−ez sin(z)/z and R = (1 − ez cos(z))/z, and each intersection (except z = 0) will be a so-
lution. These graphs are represented in Fig. 1, where the horizontal variable is z and the
vertical variable is Argsh(R) instead of R, to keep the figure in a reasonable bound.
In Fig. 1 we see that the first intersection for R > 0 happens at z = z0 
 3.94
and R = R0 
 9.36. More exact values are z0 = 3.940733135692915 . . . and R0 =
9.359088829373068 . . . . For these numbers we obtain λ = λ0 
 31.1i for the eigenvalue.
We also see that there are more (infinitely many more) crossings for larger values of R,
that would be less significant for the dynamics, but would as well give rise to (unstable)
bifurcations of periodic solutions. We also see that the same is true for R < 0 but the first
instability happens at a value R1 
 −116 which is R1 < −1.
For R = R0 one can calculate the eigenfunction q0(s) corresponding to λ(z0), and the
graph of its real and imaginary parts are represented in Fig. 2. With this we finish the proof
of Theorem 1.
3 The Bifurcating Solutions
This section is devoted to the proof of Theorem 2, and the presentation of the numerical
results of Claim 1.
Consider again the nonlinear problem (10) for the function w(x, t) = f (x + p(t), t).
Let us look at its time-independent solutions for x ∈ R, that correspond to traveling wave
solutions with wave speed p′(t) = c for the original problem. First note that for p′ = 0,
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w1(x) = a1 + a2e−cx in (−∞,−1),
w2(x) = b1 + b2e−cx in (−1,1),
w3(x) = d1 + d2e−cx in (1,+∞),
that solve the equation










































First assume that c > 0. We impose the conditions
w(−∞) = ρ > 0, w(x) bounded. (18)
Then all these conditions give that
a1 = ρ, a2 = 0, b1 = ρ1 − ec , b2 =
−ρ
1 − ec ,
d1 = −ρ φ(ρe
−c)
φ(ρ)





φ(ρ) = −ρ/R. (19)
So, the conclusion is that for each value of c > 0 and each value of ρ > 0 there exists
a unique traveling wave with profile wc,ρ that moves with speed c, limx→−∞ wc,ρ(x) = ρ,
limx→∞ wc,ρ(x) = −ρφ(ρe−c)/φ(ρ) and R is given by R = −ρ/φ(ρ). Note that the profile
is constant for −∞ < x ≤ −1 but not for 1 ≤ x < ∞, and that limx→∞ wc,ρ(x) is not −ρ for
most nonlinearities, with the important exception of φ = φ1. Note also that as c → 0 with
fixed ρ the profile wc,ρ(x) approaches the equilibrium profile wρ of (4).
For c < 0, instead of using limx→−∞ w(x) = ρ > 0 as a parameter it is more convenient
to parametrize by the limit at +∞, whose value must now be negative, and will be called −ρ,
where ρ will again be positive. One gets a profile wc,ρ(x) with the property that wc,ρ(x) =
w−c,ρ(−x), and we reduce to the previous case.
What we got is that for each pair (c, ρ) with ρ > 0 there exists a unique traveling wave
profile wc,ρ that moves with velocity c and with the following behavior at infinity: if c > 0
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Fig. 3 The profile for the
traveling wave w2,1
and if c = 0 then
lim
x→−∞w
0,ρ(x) = − lim
x→∞w
0,ρ(x) = ρ.
This is a two-parameter family solutions that one can say that bifurcates from the equilib-
ria w0,ρ , previously called simply wρ .
For the sake of definiteness, let us describe with detail the profiles one obtains with the
first of the nonlinearities defined in (8), namely φ(r) = φ1(r) = sign(r). In this case, the






− 11−ec (e−cx − 1) in (−1,1),
−1 − (1 − ec)e−cx in (1,+∞),





1 − (e−c − 1)e−cx in (−∞,−1),
− 1
e−c−1 (e
−cx − 1) in (−1,1),
−1 in (1,+∞),
when c < 0. The graph of the profile w2,1(x) given above is represented in Fig. 3.
For the general nonlinearity, observe that the formula R = −ρ/φ(ρ) we have obtained,
does not hold for c = 0. For c = 0, every solution is an equilibrium, and exists for all
values of R. But we can take the limit of −ρ/φ(ρ) when we approach w0,ρ0 from wc,ρ .
If ρ0 = 1 and the solution is w0,1 (previously called simply w1) we obtain obviously
R = −1/φ(1) = −1, in accordance with what was predicted with the linear theory in Theo-
rem 1.
Let us describe with more detail the distribution of the possible values of R for which
these solutions exist. For each R these are given by the solutions ρ > 0 of (19). More pre-
cisely, for each solution ρR of this equation there is a whole family wc,ρR of traveling wave
profiles, with c moving freely in c > 0. For this equation to have a solution one needs, first
of all, R < 0, as expected. In the case of the nonlinearity φ1 for each value of −∞ < R < 0
there exists a solution of (19), namely ρR = −R. The case of the nonlinearity φ2(r) = r
is very singular, and solutions of (19) only exist for R = −1. For φ3(r) = tanh(r)/ tanh(1)
a single solution ρR exists in the range −∞ < R < − tanh(1) 
 −0.761. This finishes the
proof of Theorem 2.
The numerical simulations have been done for the problem (10) but only on the bounded
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Fig. 4 The solution w(·, t) at times t = 0, t = 0.0248, t = 0.0496 and t = 0.0744
have discretized the spatial domain into small sub-intervals of a typical size of h = 0.005
and approximated the differential operators by finite differences. The Dirac’s delta functions
have been approximated by Gaussian functions e−x2/(2σ 2)/(
√
2πσ) with standard deviation
σ = .05. We have used the Crank-Nicolson method to integrate the time evolution with a
temporal step of the order of t = 0.0001. Other sizes for the spatial and temporal dis-
cretization have been used to check the independence of the principal features of the results
with respect to these sizes.
If one solves the initial value problem with the nonlinearity φ = φ3 of (8) and an ini-
tial condition not far from the equilibrium one readily approaches a stable periodic solu-
tion for R larger than R0. For R = 12, for example, one gets a periodic solution of pe-
riod T 
 0.1984. The four plots in Fig. 4 are the profiles of the solution at times t = 0,
t = 0.0248, t = 0.0496 and t = 0.0744, that cover a half-period.
The next half-period, that is t = 0.0992, t = 0.1240, t = 0.1488 and t = 0.1736 is plotted
in Fig. 5. From the numerical experiments and an analysis of these plots one gets convinced
that if wp(x, t) is this periodic solution then wp(x, t + T/2) = −wp(−x, t), a symmetry
relation that would deserve an analytical proof.
The evolution of the price p(t) along this periodic solution is represented in Fig. 6.
Similar plots are obtained with the same nonlinearity and larger values of R.
With the nonlinearity φ(r) = φ2(r) = r the situation is quite different: when the equilib-
rium becomes unstable, the perturbations seem to grow with time without bound. This is a
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Fig. 5 The solution w(·, t) at times t = 0.0992, t = 0.1240, t = 0.1488 and t = 0.1736
Fig. 6 Evolution of the
price p(t)
Finally, with φ(r) = φ1(r) = sign(r) stable oscillations seem to exist but only for a cer-
tain range of values of R after instability. Also, along this range some physically unrealistic
behaviors do appear, namely the fact that the periodic profile becomes negative for some
negative values of x and positive for some positive values of x.
4 Conclusions and Future Work
System (1) of the price formation model of J.-M. Lasry and P.L. Lions [16] has been modi-
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instantaneous changes of the prices. This new nonlocal term (7) depends on a parameter R
and on the choice of a suitable function φ(f ). The role of this new parameter R and of its
sign has been analyzed from the point of view of its meaning in modeling the behavior of
the market agents.
The linear stability analysis of the equilibrium solutions has been performed with the
addition of this new term, and it has been shown that the system becomes unstable for
|R| large. For R > 0 it has been shown that the instability appears because two non-real
eigenvalues cross the imaginary axis, while for R < 0 the instability is a consequence of a
real eigenvalue. For the nonlinear problem, the existence of bifurcating solutions in form of
traveling waves, indicating price inflation/deflation, has also been shown (for R < 0). The
existence of nontrivial periodic solutions bifurcating for R > 0 (Hopf bifurcation) indicates
price fluctuations and has been shown to appear in some numerical simulations.
The modification of the model we present is open to improvements from the financial
analysis point of view; it is clear that more of this analysis has to be done before applying it
to reproduce instabilities in prices for real markets. The model needs also more mathematical
analysis, for example in building a complete proof of the Hopf bifurcation; the first thing
that needs to be done in this direction is to define the right function spaces for the solution
in order to have suitable a-priori regularity.
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