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Abstract
A word is called cyclic if each letter occurs in it an even number of times. A cyclic word
X on the n-letter alphabet is called a cyclic 〈m; n〉-word if there is a letter in each subword
of X occurring in it an odd number of times, and in each subword of X of length m all
the letters are distinct. Such words induce 〈m; n〉-enumerations of binary strings (Methods of
Discrete Analysis for Solving Combinatorial, Problems, Vol. 34, Novosibirsk, Russia, 1980, pp.
8). For any positive integers n and m, where m¡n, we build a cyclic 〈m; n〉-word of length
l=m2n−m=2 and give an algorithm of 4nding the corresponding binary string from its number
in the 〈m; n〉-enumeration obtained. ? 2002 Elsevier B.V. All rights reserved.
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0. Introduction
The problem considered was 4rst stated and investigated in [2]. Its formulation was
the following: given n and m; m¡n, build an invertible map f of the set {1; 2; : : : ; 2n}
to the set I n = {0; 1}n of binary strings of length n such that
(f(i); f(j)) = |i − j|
for all i; j∈{1; 2; : : : ; 2n} with |i−j|6m, where  is the Hamming distance on I n. Such
maps were named 〈m; n〉-enumerations. This problem was reduced to that of 4nding
words of length 2n−1 on the n-letter alphabet in which certain subwords are forbidden.
In this paper, such words will be called 〈m; n〉-words. In [2], cyclic 〈m; n〉-words of
length 2n were built for all n and m6 n=2 + 1 excluding n = 4 and m = 3, and the
existence of cyclic 〈mi; ni〉-words of length 2ni was proved for a sequence of values
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mi; ni, in particular, for mi = 7 · 2i + 1; ni = 11 · 2i ; i¿ 0. So, for these values of n
and m the problem was completely solved.
In [4], the following problem was stated. Given the maximal value m = n − 1,
build a 〈n− 1; n〉-word of the largest possible length. In the same paper, an inductive
construction was given for generating cyclic 〈n− 1; n〉-words of length (n− 1)2n=2.
Another method of building cyclic 〈m; n〉-words based on some notions of linear
algebra was oJered in [6]. In [5], this method was used to build cyclic 〈m; n〉-words
of length m2n−m=2.
In this paper, we give a direct construction of a cyclic 〈n − 1; n〉-word of length
(n − 1)2n=2 and generalize it to the case of an arbitrary threshold m. For a number
i of the enumeration induced by this word, an algorithm of 4nding the corresponding
binary string is obtained. It is proved also that if each of 	m=2
 4xed letters occurs
	l=m
 times in a cyclic 〈m; n〉-word of length l, then l6m2n−m=2. For m=n−1, this
fact was proved in [4]. Note that all cyclic 〈m; n〉-words built in [5] have this property.
1. Denitions
A subword of length i; 06 i6 l, of a word X = x1 x2 : : : xl is a word Y consisting
of any i successive letters of X , i.e., Y =xj xj+1 : : : xj+i−1 for some j; 16 j6 l− i+1.
If j = 1, then Y is called a pre4x of X . The pre4x of length i of X is denoted by
hi(X ).
Let m¡n. A word X on the alphabet An = {a1; a2; : : : ; an} is called a 〈m; n〉-word if
(i) all letters of each subword of length m of X are distinct;
(ii) for each subword of X , there exists a letter occurring in it an odd number of times.
Let X be a word on An. A binary string S(X ) = (s1(X ); s2(X ); : : : ; sn(X )) is called the
parity string of X if
si(X ) =
{
0 if ai occurs in X an even number of times;
1 otherwise:
Note that X = YZ implies S(X ) = S(Y )⊕ S(Z), where ⊕ denotes the component-wise
addition modulo 2.
The word is cyclic if S(X )= K0= (0; 0; : : : ; 0). We shall assume that a cyclic word is
written as a cycle, i.e., that the last letter of X is followed by its 4rst letter. A word Y
is called a subword of a cyclic word X if Y =X2 or Y =X3 X1 for some representation
X = X1 X2 X3.
A cyclic word X = x1 x2 : : : xl is called a cyclic 〈m; n〉-word if X satis4es (i) and
x1 x2 : : : xl−1 satis4es (ii).
Let us denote the length of the maximal 〈m; n〉-word by s(m; n), and the length of
the maximal cyclic 〈m; n〉-word by c(m; n).
For each cyclic 〈m; n〉-word X = x1 x2 : : : xl, the map taking each j∈{1; 2; : : : ; l} to
the parity string S(x1 x2 : : : xj) is a cyclic 〈m; n〉-enumeration (see [2]). In [3,4] such
map is called an m-isometric embedding of the set {1; 2; : : : ; l} to the n-dimensional
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hypercube. The corresponding list of binary strings K0; S(x1); S(x1 x2); : : : ; S(x1 x2 : : : xl)
is called also a cyclic 〈m; n〉-code [6].
Note that 〈2; n〉-words (cyclic 〈2; n〉-words) correspond to Hamilton paths (respec-
tively, cycles) in the hypercube and are sometimes called the Gray codes (respectively,
cyclic Gray codes). In what follows, such words will be referred to as 1-paths (respec-
tively, 1-cycles) [3].
Let us denote g(n) = (n− 1)2n=2.
In Section 2, a construction of a cyclic 〈n − 1; n〉-word is given. In Section 3, we
build the cyclic 〈n− 1; n〉-enumeration induced by this word. A generalization of these
results to the case of arbitrary m is given in Section 4. In Section 5, we give an upper
bound for the length of a cyclic 〈m; n〉-word satisfying some restrictions.
2. Construction of cyclic 〈n− 1; n〉-words




i (2) : : : x
n
i ((n− 1)=2) on
the alphabet An \ A(n−1)=2 = {b1; b2; : : : ; b(n+1)=2} built as follows. Let (i(n−1)=2; i(n−3)=2;
i(n−5)=2; : : : ; 
i
1) be the binary representation of i and 
i
(n+1)=2 = 1. We put
xni (j) =
{
bj if ij = 0;
bp( j) otherwise;
(1)
where p(j) is equal to l such that l¿ j; ij+1 = 
i
j+2 = · · ·= il−1 = 0; il = 1.
Let n be an odd number, n¿ 3. Consider the word
Tn =Wn0 W
n






1 : : : W
n
2(n−1)=2−1 (2)
on An, where Wni = a1 x
n
i (1) a2 x
n
i (2) : : : a(n−1)=2 x
n
i ((n − 1)=2); 06 i¡ 2(n−1)=2. Note
that the length of Tn is g(n).
Theorem 1. The word Tn is a cyclic 〈n− 1; n〉-word.






0(k); then k¿ j.
Thus; the word Tn satis4es (i). Let us show that hg(n)−1(Tn) satis4es (ii).
Suppose the contrary. Let M be the subword of hg(n)−1(Tn) such that S(M) = K0.
Since s1(M)= s2(M)= · · ·= s(n−1)=2(M)= 0, one of the two equalities holds for some












⊕ S(X ni+1 X ni+2 : : : X nj−1)⊕ S(xnj (1) xnj (2) : : : xnj (t − 1)) = K0;












⊕ S(X ni+1 X ni+2 : : : X n2(n−1)=2−1 X n0 X n1 : : : X nj−1)
⊕ S(xnj (1) xnj (2) : : : xnj (t − 1)) = K0;
where i; j∈{0; 1; : : : ; 2(n−1)=2 − 1}; j ¿ i, and the number (j − i) is even.
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Consider the 4rst case. The number j can be uniquely represented as
j = i + 2r(2f + 1): (3)
Let us show that the letter br occurs in M an odd number of times.
It follows from (3) that
(ir ; 
i






r−1; : : : ; 
j
1);
and the set of strings
(ir ; 
i











r−1; : : : ; 
j−1
1 )
is the set of all binary strings of length r. Due to (1), for k ∈{i; i + 1; : : : ; j − 1}, the




r−1; : : : ; 
k
1)= (1; 0; 0; : : : ; 0).
So, only one of the words
X ni ; X
n
i+1; : : : ; X
n
j−1
does not contain br , and all the other words contain one its occurrence each. Clearly,
if br occurs in X ni , it occurs also in X
n
j , and the lengths of maximal pre4xes not
containing it coincide. Thus, br has j − i − 1 (i.e., an odd number of) occurrences in
M . This contradicts to the fact that M is cyclic.
In the second case, instead of (3) we have
j + 2(n−1)=2 = i + 2r(2f + 1):
Arguing analogously, we obtain the same contradiction. Theorem 1 is proved.
Corollary 1. If n¿ 3 then
c(n− 1; n)¿ (n− 1)2n=2: (4)
Proof. If n is odd then (4) follows directly from Theorem 1. Let n be even and n¿ 4.
Consider the word Tn−1 from (2). It is evident that the word
Tn =Wn−10 nW
n−1






1 n : : : W
n−1
2(n−2)=2−1n
is a cyclic 〈n − 1; n〉-word and its lengths is equal to (n − 1)2n=2. Thus; the estimate
(4) holds.
Remark. The word Tn can be obtained from Tn−2 by the inductive construction de-
scribed in [4] in the proof of Theorem 2. But there; the structure of Tn is not given
explicitly. Theorem 1 and Corollary 1 elucidate this structure. In what follows; we
use it to give an algorithm of 4nding the binary string from its number in the cyclic
〈n− 1; n〉-enumeration induced by Tn.
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3. Induced cyclic 〈n− 1; n〉-enumeration
Let us present the word Tn in the form Tn = t1 t2 : : : tg(n). Since Tn is a cyclic
〈n − 1; n〉-word, the map taking each i to the binary string S(t1 t2 : : : ti) is a cyclic
〈n − 1; n〉-enumeration [2]. Below we give an algorithm of 4nding S(t1 t2 : : : ti) from
the binary representation of i.
First, let us prove a lemma. Let
"(j) =
{
K0 if j is even;
K1 otherwise:
De4ne by induction on j the following sequence of words on the alphabet {b1; b2;
: : : ; b(n+1)=2}:
Z1 = b1; Zj = Zj−1 bj Zj−1; 26 j6 (n+ 1)=2: (5)
Let KZ (n+1)=2=b(n+1)=2 Z(n+1)=2=z0 z1 : : : z2(n+1)=2−1. Then KZ (n+1)=2 is a 1-cycle correspond-
ing to the standard (or binary reLected) Gray code [1].
Lemma 1. Let i = (n− 1)i1 + i2; where 06 i2¡n− 1. Then
S(t1 t2 : : : ti) = S(z0 z1 : : : zi1−1)⊕ "(i1)⊕ S(hi2 (Wni1 )):
Proof. Let us show that if 06 j¡ 2(n−1)=2 then
S(Wnj ) = K1⊕ S(zj): (6)




k−2 = · · · = j1 = 0; then the letter bk
does not occur in Wnj . In particular; the letter b(n+1)=2 = z0 does not occur in W
n
0 ; i.e.;
S(Wn0 ) = K1⊕ S(z0).
Let j¿ 0. It is shown in [3] that if i = 2q(2j + 1), then zi = bq+1. Thus, the letter
zi does not occur in Wni , i.e., (6) holds. So,
S(t1 t2 : : : ti) = S(Wn0 W
n
1 : : : W
n
i1−1)⊕ S(hi2 (Wni1 ))
= S(z0 z1 : : : zi1−1)⊕ "(i1)⊕ S(hi2 (Wni1 )):
Lemma 1 is proved.
Let a be a letter of the alphabet A. If a= aj, we de4ne by ea the binary vector of
length n with a unique 1 at the jth position.
To describe the algorithm, we de4ne the following function. Let
lrj(k ; k−1; : : : ; 1) =


(0; 0; : : : ; 0) if 1 = 2 = · · ·= j = 0;
ebj1 + ebj2 if j1 = j2 = 1; j16 j¡ j2;
l1+1 = l1+2 = · · ·= j2 = 0
for each binary string (k ; k−1; : : : ; 1) such that k = 1.
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Algorithm 1. (4nding S(t1 t2 : : : ti).)
1. i1:=i=(n− 1).
2. i2:=i (mod (n− 1)).
3. i3:=i2=2.
4. i4:=i2 (mod 2).
5. S1:=S(z0 z1 : : : zi1−1).
6. Compute "(i1).
7. S2:=ea1 ⊕ ea2 ⊕ · · · ⊕ eai3+i4 .
8. S3:=eb1 ⊕ eb2 ⊕ · · · ⊕ ebi3 .






(n−5)=2; : : : ; 
i1
1 ).
10. S(t1 t2 : : : ti):=S1 ⊕ S2 ⊕ S3 ⊕ S4 ⊕ "(i1).
End.
The way of 4nding S(z0 z1 : : : zi1−1) is known (see [1]). The steps 5–9 can be done
simultaneously; and the complexity of each of them is linear on n.
4. Construction of cyclic 〈m; n〉-words
Lemma 2. For each m and n; the inequality holds
c(m; n+ 1)¿ 2c(m; n): (7)
Proof. Let X be a cyclic 〈m; n〉-word. Pick any letter x in X . Let X = X1 x X2. Then
it is not diMcult to see that the word
X1 an+1 X2 X1 an+1 X2
is a cyclic 〈m; n+ 1〉-word. Thus; (7) holds.
Theorem 2. For each m and n; the inequality holds
c(m; n)¿m2n−m=2:
Proof. For m = n − 1 this estimate coincides with (4); and for m = n − k − 1; where
k ¿ 0; Lemma 2 implies
c(m; n) = c(m;m+ 1 + k)¿ 2kc(m;m+ 1)¿ 2n−m−1m2(m+1)=2
=m2n−(m+1−(m+1)=2) = m2n−m=2:
Theorem 2 is proved.
Let us denote l(m; n) = m2n−m=2. We shall show how to build the word Fm;n =
f1 f2 : : : fl(m;n) which is a cyclic 〈m; n〉-word and give an algorithm of 4nding S(f1
f2 : : : fj).
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Let n=m+ 1+ k; Tm+1 = T˜
m+1
a, and let y1 y2 : : : y2k be the standard 1-cycle on
the alphabet {am+2; am+3; : : : ; am+1+k} de4ned by the sequence from (5). Then it can
be easily seen that the word




y2 : : : T˜
m+1
y2k (8)
is a cyclic 〈m; n〉-word.
Algorithm 2. (4nding S(f1 f2 : : : fj).)
1. j1:=j=(m2(m+1)=2).
2. j2:=j (modm2(m+1)=2).
3. j3:=j1 (mod 2).
4. S1:=S(y1 y2 : : : yj1 ).
5. S2:=S(t1 t2 : : : tj2 ).
6. S(f1 f2 : : : fj):=S1 ⊕ S2 ⊕ i3ea.
End.
As was already mentioned; a method of computing S1 can be found in [1]. The binary
string S2 is found with the use of Algorithm 1.
5. An upper bound
By Pnm denote the set of cyclic 〈m; n〉-words X =X1 X2 : : : Xl such that the lengths of
X1; X2; : : : ; Xl are equal to m and there exists a subset of indices IX={j1; j2; : : : ; jm=2} ⊂
{1; 2; : : : ; m} such that the jk th letter of Xi is equal to ak for all 16 i6 l and
16 k6 	m=2
.
Note that the word Fm;n from (8) belongs to Pnm and its length is equal to m2
n−m=2.
The following theorem shows that this set has no longer words.
Theorem 3. The number of letters in every word of the maximum length from Pnm is
equal to m2n−m=2.
Proof. Suppose that m is even. Consider the map ’ such that
’(V ) = (v1; v2; : : : ; vm=2)
for each string V = (v1; v2; : : : ; vn).
Since X is a cyclic 〈m; n〉-word, in the list of binary strings
,= {W1; W2; : : : ; Wl}= {S(x1); S(x1 x2); : : : ; S(x1 x2 : : : xl)}
all strings are diJerent. Consider the list of strings
’(,) = {’(W1); ’(W2); : : : ; ’(Wl)}:
If i∈{1; 2; : : : ; m} \ IX , then for all k; 06 k6 l=m− 1, we have
’(Wkm+i) = ’(Wkm+i−1): (9)
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Since X ∈Pnm, each letter from {a1; a2; : : : ; am=2} occurs in the word X2i−1X2i twice for
every i∈{1; 2; : : : ; l=(2m)}. So,
’(Wi) = ’(Wi−(2n−2)) for i∈{2n− 2; 2n− 1; : : : ; l};
’(Wi) = ’(Wi−(2n−2)+l) for i∈{1; 2; : : : ; 2n− 3}: (10)
It follows from (9) and (10) that there are at most m diJerent strings in the list ’(,).
Since all the strings from , are distinct, and there are 2n−m=2 diJerent strings U ′ for
each string U ∈ Im=2 such that ’(U ′) = U , we have l6m2n−m=2.
Let m be odd. In this case, either there are two neighbour indices in IX , i.e., jk′ =
jk′′ + 1 for some k ′; k ′′ ∈{1; 2; : : : ; (m + 1)=2}, or IX = {1; 3; 5; : : : ; m}. If we change
all subwords of X of the form ak′ ak′′ in the 4rst case, and of the form am a1 in the
second case, to a new letter, then up to renaming letters we obtain a word X ′ from





So, for an arbitrary m we have l6m2n−m=2. But the word Fm;n from the set Pnm is
of the length m2n−m=2. Theorem 3 is proved.
Let us give a table of exact values and lower bounds of the functions c(n − 1; n)
and s(n− 1; n) obtained with the use of a computer.
n 3 4 5 6 7 8 9
c(n− 1; n) 8 12 32 40 100 ¿ 200 ¿ 256
s(n− 1; n) 7 13 31 49 113 ¿ 221 ¿ 397
Note that for n6 6 we have c(n−1; n)=g(n), but already for n=7 this equality does
not hold: g(7) = 96¡c(6; 7). This means that using the methods described in [5] and
here, we do not get the optimal result even for n= 7.
Moreover, g(8)=112, whereas c(7; 8)¿ 200. Note that if n is even and n¿ 8, then
we can obtain the following lower bound for c(n− 1; n) by the inductive construction
used in the proof of Theorem 1 of [4]:
c(n− 1; n)¿ (3=2)g(n):
This bound is obtained with the help of a cyclic 〈7; 8〉-word of length 168.
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