Abstract. We develop a semismoothness concept for nonsmooth superposition operators in function spaces. The considered class of operators includes NCP-function-based reformulations of infinite-dimensional nonlinear complementarity problems, and thus covers a very comprehensive class of applications. Our results generalize semismoothness and -order semismoothness from finite-dimensional spaces to a Banach space setting. Hereby, a new generalized differential is used that can be seen as an extension of Qi's finite-dimensional C-subdifferential to our infinite-dimensional framework. We apply these semismoothness results to develop a Newton-like method for nonsmooth operator equations and prove its local q-superlinear convergence to regular solutions. If the underlying operator is -order semismoothness, convergence of q-order 1+ is proved. We also establish the semismoothness of composite operators and develop corresponding chain rules. The developed theory is accompanied by illustrating examples and by applications to nonlinear complementarity problems.
1.
Introduction. The notion of semismoothness was introduced by Mifflin [34] for realvalued functions defined on finite-dimensional spaces, and extended to mappings between finite-dimensional spaces by Qi [40] and Qi and Sun [42] . The importance of semismooth equations results from the fact that, although the underlying mapping is in general nonsmooth, Newton's method is still applicable and converges locally with q-superlinear rate to a regular solution [39, 40, 42] . For related early approaches to nonsmooth Newton methods we refer to [32, 33, 37] .
Written in a form most convenient for our purposes, a mapping f : R k ! R l is called semismooth at x if f is Lipschitz near x, directionally differentiable at x, and if max M2@f(x+h) kf(x + h) ? f(x) ? Mhk = o ? khk as h ! 0; (1.1) where @f denotes Clarke's generalized Jacobian [11] . Further, f is called -order semismooth, 1 < 1, if the order in (1.1) can be improved to O ? khk 1+ .
The objective of this paper is to extend the notions of semismoothness and -order semismoothness, respectively, to nonlinear superposition operators in function spaces, and to develop a corresponding superlinearly convergent Newton-like method. Motivated by applications arising in mathematical modeling and optimal control, we consider operators of the form : Y ! L r ( ); (y)(!) = ? F(y)(!) ; of , which can be interpreted as a generalization of Qi's finite-dimensional C-subdifferential [41] to operators in function spaces. The estimate (1.3) generalizes (1.1) to the function space setting. We will not require that be directionally differentiable, because this is not needed in the analysis of Newton's method.
Based on (1.3), we develop a locally q-superlinearly convergent Newton method for the nonsmooth operator equation (y) = 0: (1.4) Moreover, in the case where is -order semismooth we prove convergence with q-rate 1 + . In analogy to BD-regularity assumptions for finite-dimensional semismooth Newton methods, we impose a regularity condition on the elements of the generalized differential. Further, as was already observed earlier in the context of related local convergence analyses in function space [30, 52] , we have to incorporate a smoothing step to overcome the nonequivalence of norms. We also will provide an example showing that this smoothing step is indispensable.
Recently, a different semismoothness concept for operator equations was proposed by Chen, Nashed and Qi [10] . We point out that our approach differs significantly from the one in [10] . There, the notion of a slanting function is introduced and a generalized derivative, the slant derivative, is obtained as the collection of all limits of the slanting function as y k ! y.
Semismoothness is then defined by imposing appropriate conditions on the approximation properties of the slanting function and the slant derivative.
Although the differentiability properties of superposition operators with smooth are well investigated, see, e.g., the expositions [6] and [7] , this is not the case for nonsmooth functions . Further, even if is smooth, for operator equations of the form (1.4) the availability of local convergence results for Newton-like methods appears to be very limited.
As an important application of our results, which originally motivated our investigations, we discuss the reformulation of the nonlinear complementarity problem (NCP) posed in function space as an equivalent nonsmooth operator equation of the form (1.4) . This problem consists in finding y 2 L p ( ) such that almost everywhere on holds y 0; Z(y) 0; yZ(y) = 0; (1.5) where the operator Z : L p ( ) ! L r ( ), 1 r < p 1, is given. In order to reformulate (1.5) as a nonsmooth operator equation, we use an NCP-function [47] , i.e., a function : R 2 ! R satisfying (x) = 0 () x 1 0; x 2 0; x 1 x 2 = 0;
to rewrite the pointwise complementarity conditions in (1.5) as equations. Doing this, (1.5) can be written equivalently in form of the operator equation .2). For finite-dimensional NCPs, this approach of reformulating the problem as an equivalent system of equations has been extensively studied in recent years [14, 16, 17, 28, 29, 50] and led to very efficient Newton-like methods, see, e.g., [35] . To avoid imposing a strict complementarity condition, it is advantageous to work with nondifferentiable rather than smooth NCP-functions. by Fischer [19] , many researchers agree that semismooth NCP-functions are a very powerful tool to develop efficient algorithms with strong theoretical properties. There are also close connections between the NCP-function approach and non-interior path-following methods for NCPs [9] , which recently were introduced and analyzed in finite dimensions. Hereby, the NCP-function is embedded in a class of smooth perturbations , where 0 is a parameter. For > 0 the function is smooth, whereas 0 = . For the Fischer-Burmeister function FB , e.g., the functions can be obtained by adding the term under the square root. The main idea of these methods, transcribed to our setting, consists in following the trajectory of solutions to the corresponding perturbed operator equations (y) = 0 as ! 0. Usually, corrector steps are computed by Newton's method. In the asymptotic phase ! 0 the behavior of Newton's method on the unperturbed equation plays a key role in achieving fast local convergence. We therefore believe that the results presented in this paper will also be helpful to investigate path-following methods in a function space setting.
We emphasize that the number of applications fitting in our framework is huge, in particular those involving complementarity, see [15, 18, 21, 22, 31, 36, 38] . Many of these applications arise from infinite-dimensional variational inequalities that model systems being continuous in time and/or space [15, 21, 31, 36] , and therefore are posed in function spaces. Hence, the development and analysis of efficient abstract algorithms for the solution of the infinite-dimensional problem (1.5) is very desirable in order to derive robust, efficient, and mesh-independent methods for the solution of the discretized problem. The nonsmooth Newton method developed in this paper is directly applicable to NCP-function-based reformulations of the NCP (1.5) and can therefore be seen as a generalization of semismooth Newton methods for finite-dimensional NCPs.
For the purpose of illustration, we briefly describe how a particular optimal control problem can be converted to an NCP of the form (1.5). The problem we describe can be shown to satisfy all assumptions that we are going to impose in this work. For details we refer to [51] . Consider the following distributed optimal control problem of an elliptic partial differential equation with upper bounds on the control: We will further discuss this problem in Example 5.5.
For the development of a semismoothness concept we have to choose an appropriate vector-valued generalized differential for the operator . Although the available literature on generalized differentials and subdifferentials is mainly focused on real-valued functions, see, e.g., [8, 11, 12, 45] and the references therein, several authors have proposed and analyzed generalized differentials for nonlinear operators between infinite-dimensional spaces [13, 20, 24, 43, 48] . In our approach, we work with a generalized differential that exploits the structure of . Roughly speaking, our general guidance hereby is to transcribe, at least formally, componentwise operations in R k to pointwise operations in function spaces. To sketch the idea, note that the finite-dimensional analogue of the operator is the mapping f : R k ! R l ; f j (x) = ? F j (x) ; j = 1; : : : ; l with as above and C 1 -mappings F j : R k ! R m . We have the correspondences ! 2 $ j 2 f1; : : : ; lg, y 2 Y $ x 2 R k , and F(y)(!) $ F j (x). Componentwise application of the chain rule for Clarke's generalized gradient [11] shows that the C-subdifferential of f consists of matrices M 2 R l k having rows of the form
Carrying out the same construction for in a purely formal manner suggests to choose a generalized differential for consisting of operators of the form
where the inclusion on the right is meant in the sense of measurable selections. One advantage of this approach, which motivates our choice of the generalized differential @ s , is that it consists of relatively 'concrete' objects as compared to those investigated in, e.g., [13, 20, 24, 43, 48] , which necessarily are more abstract since they are not restricted to a particular structure of the underlying operator. It is not the objective of this paper to investigate the connections between the generalized differential @ s and other generalized differentials.
There are close relationships, but we leave it as a topic for future research. Here, we concentrate on the development of a semismoothness concept based on @ s , a related nonsmooth Newton's method, and the relations to the respective finite-dimensional analogues. As already mentioned, the literature on Newton-like methods for the solution of nonlinear complementarity problems or, closely related, bound-constrained optimization problems posed in function spaces is very limited. Hereby, we call an iteration Newton-like if each iteration essentially requires the solution of a linear operator equation. We point out that in this sense sequential quadratic programming (SQP) methods for problems involving inequality constraints [1, 2, 3, 4, 5, 23, 49] are not Newton-like, since each iteration requires the solution of a quadratic programming problem (or, put differently, a linearized generalized equation) which is in general significantly more expensive than solving a linear operator equation. Therefore, instead of applying the methods considered in this paper directly to the nonlinear problem, they also could be of interest as subproblem solvers for SQP methods.
Probably the investigations closest related to ours are the analysis of Bertsekas' projected Newton method by Kelley and Sachs [30] , and the investigation of affine-scaling interiorpoint Newton methods by Ulbrich and Ulbrich [52] . Both papers deal with bound-constrained minimization problems in function spaces and establish the local q-superlinear convergence of their respective Newton-like methods. In both approaches the convergence results are obtained by estimating directly the remainder terms appearing in the analysis of the Newton iteration. Hereby, specific properties of the solution are exploited, and a strict complementarity condition is assumed in both papers. We develop our results for the general problem class (1.4) and derive the applicability to nonlinear complementarity problems as a simple, but important special case. In the context of NCPs and optimization, we do not have to assume any strict complementarity condition. Further, we organize our analysis of Newton's methods by decomposing it in two parts: First, we develop a semismoothness result that replaces differentiability in ordinary Newton methods. Second, an invertibility condition on the members of the generalized differential is introduced. A detailed treatment of the application of the results developed here to optimal control problems and numerical illustrations can be found in the author's paper [51] . In addition, [51] develops a convenient sufficient condition that can be used to verify our regularity condition.
In Section 2 we review some concepts of finite-dimensional nonsmooth analysis that are important in our context, in particular generalized differentials and semismoothness. Our working assumptions are stated in Section 3. In Section 4 we introduce the generalized differential @ s and investigate some of its properties. In Section 5 a semismoothness and -order semismoothness concept for the operator is proposed and studied in detail. The results are illustrated by applications to nonlinear complementarity problems. In particular, we demonstrate the necessity of our assumptions by several (counter-) examples. In Section 6 we propose a Newton-like method for the solution of the nonsmooth operator equation (1.4) and use our semismoothness results to establish its q-superlinear convergence. In the case of a -order semismooth operator we prove convergence of q-order 1 + . Applications to NCPs are provided as illustrating examples and the computation of smoothing steps is discussed. In Section 7 we show that under appropriate assumptions the composition of semismooth operators is again semismooth and develop two chain rules. Finally, in Section 8, we establish some further properties of our generalized differential. 
Notations

Generalized differentials and semismoothness in finite dimensions.
We begin with an overview of the semismoothness concept in finite dimensions. Let the vector-valued function f : R k ! R l be given. We first collect some notions from nonsmooth analysis.
Assume that f is locally Lipschitz continuous. According to Rademacher's theorem, the set U f R k of all points x at which f fails to be differentiable is a Lebesgue null set. Hereby, the fact that f is a mapping between finite-dimensional spaces is crucial. Using this, generalized Jacobians can be constructed: DEFINITION 2.1. Let f be locally Lipschitz. We define the following generalized Jacobians of f at x:
(a) The Bouligand (B-) subdifferential:
where f 0 denotes the Jacobian of f. Based on Clarke's generalized Jacobian, Qi [40] and Qi and Sun [42] [26, 25] . He introduced the concept of @ f-semismoothness, where @ f is an approximate Jacobian [27] . For the definition of approximate Jacobians we refer to [27] ; in the sequel, it is sufficient to know that an approximate Jacobian of f : R k 7 ! R l is a closed-valued multifunctions @ f : R k R l k and that @ B f, @f, and @ C f are approximate Jacobians. DEFINITION 2.5. Let f : R k 7 ! R l be continuous and let be given an approximate 
where f : R k ! R k is weakly @ f-semismooth or weakly @ f-semismooth of the order 1 + , respectively, at the solution x. For this system of equations, Newton-like methods were developed that converge locally q-superlinearly [25, 39, 40, 42] , see also [32, 33] . A representative result is the following. Proof. Using Lemma 9.1, we first prove (Y ) L q ( ), which follows from
To establish the local Lipschitz continuity, denote by L F the local Lipschitz constant in Assumption 3.1 (b) on the set U and let y 1 ; y 2 2 U be arbitrary. Then, again by Lemma 9.1,
4. An infinite-dimensional generalized differential. For the development of a semismoothness concept for the operator defined in (1.2) we have to choose an appropriate generalized differential. As we already mentioned in the introduction, our aim is to work with a differential that is as closely connected to finite dimensional generalized Jacobians as possible. Hence, we will propose a generalized differential @ s in such a way that its natural finite-dimensional discretization is Qi's C-subdifferential. Proof. By Assumption 3.1 (a) and Lemma 9.1 
The boundedness of @ s (y) follows from (4.3).
We now have everything at hand to introduce a semismoothness concept that is based on the generalized differential @ s . We postpone the investigation of further properties of @ s to the Sections 7 and 8. There, we will establish chain rules, the convex-valuedness, weak compact-valuedness, and the weak graph closedness of @ s .
Semismoothness in function spaces.
In this section, we develop a semismoothness concept for the operator defined in (1.2). Our notion of semismoothness is similar to Jeyakumar's weak semismoothness in Definition 2.5 (a). In place of the finite-dimensional approximate Jacobian we work with the generalized differential @ s . Since we will show in Theorem 8.1 that @ s is convex and closed (even compact) in the weak operator topology, there is no need of taking the closed convex hull of @ s as is done in (2.1). 
This definition is easily extended to general operators between Banach spaces. Of course, an appropriate generalized differential must be available. In this paper, we only deal with the superposition operator and thus we dispense with a more general definition of semismoothness.
In the following main theorem we establish the semismoothness and the -order semismoothness, respectively, of the operator . 
has the following decrease property: Further, (0; h) = 0, (x; 0) = 0. Our aim is to show that (5.3) is equivalent to the condition (f0 < kF(y)k 1 < "g) = O(" ) as " ! 0.
(5.7)
Obviously, this follows easily when we have established the following relation:
f0 < kF(y)k 1 < "g " Having established the equivalence of (5.3) and (5.7), the meaning of (5.3) becomes apparent: The set f0 < kF(y)k 1 < "g on which the decrease rate in measure is assumed is the set of all ! where strict complementarity holds, but is less than ", i.e., 0 < jy(!)j + jZ(y)(!)j < ". In a neighborhood of these points the curvature of is very large since r 2 is big. This requires that jF(y + s)(!) ? F(y)(!)j must be very small in order to have a sufficiently small residual
We stress that a violation of strict complementarity, i.e., y(!) = Z(y)(!) = 0 does not cause any problems since then (F (y)(!); ) = (0; ) 0. Since ?(x) is compact, a subsequence can be selected such that the sequence (ẑ k ), and thus (z k ), converges to someẑ 2 ?(x). Now, using that f is upper semicontinuous and z 2 ?(x), lim sup
Therefore, g is upper semicontinuous at x. Hence, in L t ( ), 1 t < 1, zero is an accumulation point of every subsequence of (a k ). This proves a k ! 0 in all spaces L t ( ), 1 t < 1.
Since the sequence (v k ), v k ! 0, was arbitrary, we thus have proven that for all 1 t < 1 holds kak L t ! 0 as kvk i L q i ! 0:
Now we can use Hölder's inequality to obtain , we obtain, using (5.11) and Lemma 9.1
Again, we have used here the fact that r < q 0 q i , which allowed us to take advantage of the smallness of the set " . If, on the other hand, (1 + )r < q 0 then the third exponent is smaller than the second one for all 0 < < 1 and 0 < . Further, it is not difficult to see that under these constraints the first and third exponent become maximal for = and = + and attain the value 1 + + . Hence, 
Illustrations.
In this section we give two examples to illustrate the above analysis by pointing out the necessity of the main assumptions and by showing that the derived results cannot be improved in several respects.
In order to prevent our examples from being too academical, we will not work with the simplest choices possible. Rather, we will throughout use reformulations of NCPs based on the Fischer-Burmeister function.
The examples address the following items:
Example 5.9 shows the necessity of the norm gap between L q i -and L r -norm. EXAMPLE 5.9 (Necessity of the norm gap r < q i ). We return to the setting of NCPs as described in Example 5.5. Under the assumptions stated there, we obtain from Theorem 5.2 that the estimate (5.5) holds, where 1 r < q 1. Our aim here is to show that the requirement r < q is indispensable in the sense that in general (5.5) is violated for r q.
As we will see in Section 6, the estimate (5.5) at a solution y of the NCP is the main tool for proving fast local convergence of Newton's method. Hence, we will construct a simple NCP with a unique solution for which (5.5) fails to hold whenever r q. Hereby, we use .4). This shows that the value of given in Theorem 5.2 is sharp for all values of (and thus ) at least as long as q 0 (1 + )r, which in the current setting can be written as p (1 + )r. 2 We think that in the case q 0 > (1+ )r our value of could still be slightly improved by splitting in more than the two parts " and c " by choosing different values " k for " that correspond to different powers of kvk i L q i . In order to keep the analysis as clear as possible, we did not pursue this idea any further in th current paper.
Semismooth Newton Method.
We now apply the developed semismoothness results to derive a superlinearly convergent Newton-type method for the solution of the nonsmooth operator equation This shows that (i) M can only be expected to be invertible (between appropriate spaces) if d 1 6 = 0 on 1 , and (ii) Mv is in general not more regular (in the L p -sense) than v and vice versa. Therefore, it is not appropriate to assume that M 2 L(Y; L r ) is invertible as the norm on Y = L p is stronger than on L r . However, it is reasonable to assume that M is an L r -automorphism. This leads to the regularity assumption 6.1 with Y 0 = L r ( ), which can be verified to hold for many NCPs arising in practice, see [51] . In [51] a sufficient condition for regularity is established that is widely applicable and easy to apply.
2 Being aware of the potential gap between Y 0 -and Y -norm, we propose the following Newton method for the solution of (6.1). The algorithm includes a smoothing step to overcome the discrepancy of norms, which will be discussed in Section 6.1. The local convergence proof for Algorithm 6.3 will clarify the role of the smoothing step. which proves convergence with q-order 1 + .
6.1. Remarks on smoothing steps. The Examples 5.9 and 6.2 demonstrate that the incorporation of a smoothing step into the Newton method can not be avoided. However, since the smoothing step is only needed in pathological cases, it well might happen-and this turns out to be quite common in practice-that these bad situations do not occur very often. Since the design of smoothing steps is by no means trivial and its computation usually requires at least an additional evaluation of F, it would be valuable to have criteria at hand that indicate if a smoothing step is needed or not. The underlying idea is to run the algorithm without smoothing step unless the indicator tells us that a smoothing is required. In the following we discuss several aspects of this issue.
1. If the norms on Y 0 and Y are equivalent, then no smoothing step is needed, i.e., y k+1 = y n k+1 can be chosen for all k. (6.5) then at least one of the conditions (6.3), (6.4) is violated. Therefore, if (6.5) occurs and we know from the runtime history of the algorithm that (6.4) is satisfied, we will perform a smoothing step to obtain y k+1 from y n k+1 . If, on the other hand, it is not known if y k satisfies (6.4), we have to return to iteration k and recompute y k from y n k by a smoothing step.
Numerical tests showed that the following simpler rule without backtracking works well in practice: Perform a smoothing step y n k+1 7 ! y k+1 if (6.5) holds and choose y k+1 = y n k+1 , otherwise.
So far, we did not describe how smoothing steps can be obtained. We do this now for the case of NCP reformulations. EXAMPLE 6.6 (Smoothing steps for NCPs). We consider operators arising from nonsmooth reformulations of NCPs as described in Example 5.5 and further investigated in the Examples 5.9 and 6.2. The following construction of a smoothing step follows an idea in [30] , see also [52] . In addition to the assumptions stated in Example 5. and therefore
where L G is the Lipschitz constant of G. This shows that the mapping y n We impose assumptions on 1 , 1 , G, and H to ensure that F and satisfy Assumption 3.1.
Here is one way to do this: 
2
It is straightforward to strengthen these assumptions such that they imply the Assumptions 3.3. For brevity, we will not discuss the extension of the next theorem to semismoothness of order , which is easily established by slight modifications of the assumptions and the proofs. 
Further properties of the generalized differential.
We now establish that our generalized differential is convex-valued, weak compact-valued and weakly graph closed. These properties can provide a basis for future research on the connections between @ s and other generalized differentials, in particular the Thibault generalized differential [48] and the IoffeRalph generalized differential [24, 43] . As weak topology on L(Y; L r ) we use the weak operator topology, which is defined by the seminorms M 7 ! jhw; Mvi j, v 2 Y , w 2 L r 0 ( ), the dual space of L r ( ).
The following result will be of importance. Further, the convexity of @ (x) implies the convexity of K(y). assume that (M ) is contained in a bounded ball B L(Y; L r ). Since, due to the assumed separability of Y , B is metrizable with respect to the weak topology, we see that we can work with sequences instead of nets.
9. Conclusions and future work. In this work, a new semismoothness theory for superposition operators in function spaces was developed. Our semismoothness concept uses a new generalized differential that generalizes Qi's finite-dimensional C-subdifferential. The developed results were shown to be applicable to NCP-function-based reformulations of nonlinear complementarity problems posed in function spaces. Using this semismoothness theory a Newton-like method for nonsmooth operator equations was developed, which, depending on the order of semismoothness of the operator, converges q-superlinearly or with q-order 1 + to a regular solution. Details on the application of this method to the control-constrained optimal control of elliptic PDEs can be found in the author's paper [51] . The numerical results in [51] indicate that the method is efficient and provides mesh-independent performance. We also established the semismoothness of composite operators and developed corresponding chain rules. Furthermore, the multifunction @ s was shown to have several useful properties, in particular weak graph closedness, which can be helpful, e.g., in the development of relationships between @ s and other vector valued generalized differentials.
We plan further investigations in the future. In particular, we will extend the presented Newton method so that it can handle mixed problems of the form (y) = 0; G(y) = 0; where G : Y ! Z is a smooth operator. This problem class includes reformulations of Karush-Kuhn-Tucker conditions for many optimal control and variational inequality problems. In our opinion, the main challenge hereby is the choice of a suitable regularity condition on the operators ? M; G 0 (y) , M 2 @ s (y), and the development of sufficient conditions for regularity that extend the ones given in [50] . Furthermore, it would be interesting to establish the mesh-independence of the proposed semismooth Newton method. We also plan to investigate how our locally convergent Newton method can be made globally convergent in an efficient way. Our preliminary investigations indicate that the merit function y 2 Y 7 ! k (y)k 2 L 2 =2 is continuously differentiable under reasonable assumptions, which are satisfied, e.g., for = FB and q i 2. Therefore, a convergence theory similar to the one developed in [53] for affine-scaling trust-region methods for bound-constrained nonlinear optimization in function spaces should be transferable to our setting. For the finitedimensional analogue of the presented algorithm, globalization techniques were developed in, e.g., [14, 16, 28, 50] . Finally, we plan to evaluate the potential of the investigated class of algorithms by extensive numerical tests. Preliminary numerical results for a free boundary value problem and the elliptic control problem (1.8), the latter reported in [51] 
Appendix.
A consequence of Hölder's inequality. The following estimate is frequently used in our analysis. It follows immediately from Hölder's inequality. Upper semicontinuity and measurability of multifunctions. For convenience, we also provide the definition of upper semicontinuity and measurability of multifunctions [11, 44] 
