In this paper, we consider a discrete-time single-server finite-buffer batch arrival queue in which customers are served in batches according to a general bulk-service rule, that is, at least 'a' customers are needed to start a service with a maximum serving capacity of 'b' customers. The server takes a (single and multiple) vacation as soon as the queue length falls below 'a' at the completion of service. The interarrival times of batches are assumed to be independent and geometrically distributed. The service times of the batches and vacation times of the server are generally distributed and their durations are integral multiples of slot duration. We obtain queue length distributions at service completion, vacation termination, arbitrary, and prearrival epochs. Finally, we discuss various performance measures and numerical results.
Introduction
Discrete time queues with vacations have been studied in the past by many researchers due to their wide applications in the performance analysis of digital communication system and telecommunication networks including the Broadband Integrated Services Digital Network (B-ISDN). The Asynchronous Transfer Mode (ATM) is a multiplexing and switching technology that transmits information including voice, video and data through the network in fixed-size units called cells. Analysis of finite and infinite buffer Geo/G/1 type queues (including batch arrivals) with different vacation policies can be found in Takagi [1] and references therein. Zhang and Tian [2] have studied the Geo/G/1 queue with multiple adaptive vacations and further in [3] they considered G I /Geo/1 queue with multiple vacations. The discrete-time Geo X /G/1 queue under multiple vacations governed by a geometrically distributed timer is analyzed by Fiems and Bruneel [4] . Using a matrix-analytic method a class of discrete-time single-arrival, singleservice vacation models, in which distributions of interarrival-, service-, vacation-and operational-times are of phase type, has been studied by Alfa [5] . Recently, Chang and Choi [6] have analyzed a single-server batch arrival bulk-service queue where customers are served in batches of random size and the server takes multiple vacations whenever queue is empty.
In this paper, we consider a single-server queue in which customers arrive at the system according to a batch Bernoulli process and are served in batches according to a general bulk-service rule, that is, at least 'a' customers are needed to start a service with maximum serving capacity of 'b' customers. After completion of the service of a batch if the server finds the queue length to be less than 'a', he leaves for a vacation of random length. On return from a vacation if he finds n (a ≤ n ≤ b) customers waiting, he takes all of them for service, and if more than 'b' customers are waiting, he takes maximum 'b' of them for service and continues to do so. On the other hand, if he finds fewer than 'a' customers waiting then in the case of a single vacation he remains dormant until the queue length reaches or exceeds 'a', whereas in the case of multiple vacations he immediately proceeds for another vacation and continues in this manner until he finds at least 'a' customers waiting in the queue. The service and vacation times are independently identically distributed (i.i.d.) random variables (r.vs.) and their durations are integral multiples of slot duration. Since the arrivals are in batches and the buffer size is finite, two cases arise according to whether or not the batch size is larger than the available buffer, in which case (i) part of the batch is accepted and the rest is rejected and (ii) the whole batch is rejected. The former one is referred to as partial-batch acceptance strategy (PBAS) and the latter one as whole-batch acceptance strategy (WBAS). As case (i) uses the available buffer space in an optimal way, it is discussed here in detail. Using the supplementary variable and the imbedded Markov chain techniques, we obtain the distributions of the number of customers in the queue at service completion, vacation termination, arbitrary, and prearrival epochs. The performance measures such as loss probability of the first customer, an arbitrary customer and the last customer in a batch, average queue lengths, and average waiting time in the queue for an arbitrary customer have been obtained. We have provided a variety of numerical results in the form of tables and graphs for high and low values of model parameters. The validity of these results has been checked by considering a batch service with fixed batch sizes, i.e., when a = b and the buffer size is large. This is one way to check the validity of our analysis.
The queueing models discussed in this paper have potential applications in slotted digital communication systems such as ATM switching systems, circuit-switched TDMA systems and traffic concentrators. In such systems messages, which consist of several fixed length packets, arrive into the packet switching multiplexers that transmit packets using some service protocol. The protocol may be designed in such a way that it will start transmitting packets only when a minimum fixed number of packets get accumulated. Further, a restriction on the maximum number of packets to be transmitted at a time can also be fixed. If there are not enough packets for transmission the multiplexer remains idle and waits for the arrival of more packets. However, for effective utilization of the multiplexer, it can be assigned to execute some other jobs. A period in which the idle multiplexer executes other jobs can be treated as a vacation.
It may be remarked here that the models and analysis considered in this paper differ significantly from those of Chang and Choi [6] in several ways: (i) they consider a Geo X /G Y /1/K + B queue with random size service capacity whereas we analyze a Geo X /G (a,b) /1/N queue with a general bulk-service rule. Both models have potential applications in the aforementioned areas and one does not derive from the other; (ii) we obtain queue length distributions at service completion, vacation termination, arbitrary, and prearrival epochs, whereas they obtain queue length distributions at departure, arbitrary, and prearrival epochs; (iii) using the imbedded Markov chain technique, Chang and Choi obtain the queue length distribution at the departure epoch in which vacation termination epochs are also considered but only departure epochs are the imbedded points, whereas we consider service completion and vacation termination epochs as the imbedded points; (iv) we obtain arbitrary epoch probabilities using the supplementary variable technique, whereas they obtain it by using the method of semi-Markov process; (v) Chang and Choi analyze the model by considering only a multiple vacations policy, whereas we analyze our model by considering both single and multiple vacation policies. It may be remarked that in several applications the server is not allowed to take more than one vacation and hence analysis of the Geo X /G (a,b) /1/N queue with a single vacation is needed.
The rest of this paper is organized as follows. Section 2 presents the description of the models and equations. Queue length distributions at various epochs are obtained in Section 3. Section 4 discusses various performance measures. Some numerical results along with a graphical analysis are presented in Section 5.
Description of the models and equations
Let us consider a discrete-time single-server finite-buffer batch arrival bulk-service queue of size N excluding the batch in service with single and multiple vacations. We assume that customers arrive at the system according to a batch Bernoulli process with rate λ, where the batch size X is a random variable (r.v.) with probability mass function (p.m.f.) g i = P(X = i), i ≥ 1, probability generating function (p.g.f.) G(z) = ∞ i=1 g i z i and mean batch size g. Let s n (v n ) denote the probability that the service (vacation) time is of length n (n ≥ 1) slots with p.g.f. S(z)(V (z)) and mean service (vacation) time E(S)(E(V )). The admission strategy for batch arrival is a partial-batch acceptance strategy (PBAS) and the customers are served according to the general bulk-service rule described earlier. Let ρ be defined as the carried load (the probability that the server is busy at an arbitrary epoch) and the offered load ρ is defined as usual to be ρ = λg E(S)/b. We define an indicator function (δ m ) as follows: δ m = 0 yields the results for the single vacation policy and δ m = 1 gives the results for the multiple vacations policy. Further, let the time axis be slotted into intervals of equal length with the length of a slot being unity. To be more specific, let the time axis be marked by 0, 1, 2, . . ., t, . . .. Here we discuss the models for a late arrival system with delayed access (LAS-DA) and therefore a potential batch arrival takes place in (t−, t) and a potential batch departure occurs in (t, t+); for details, see Hunter [7] or Chaudhry [8] . The various time epochs at which events occur are shown in Fig. 1 .
The state of the system prior to a potential batch arrival (at t−) is described by the following random variables:
N t− : number of customers in the queue excluding the batch in service, U t− : remaining service time of the batch in service excluding the current service slot, V t− : remaining vacation time of the server excluding the current vacation slot, ξ t− : state of the server, i.e., ξ t− = 2, 1, or 0 corresponding to whether the server is busy, on vacation, or in dormancy, respectively.
Let us define the joint probabilities
In the steady state, we have
We define the p.g.f. of π n (u) and
represents the probability of n customers in the queue when the server is busy [on vacation] at arbitrary epoch. Similarly, γ r represents the probability of r (0 ≤ r ≤ a − 1) customers in the queue when the server is in dormancy at arbitrary epoch.
Let
n be the conditional probability that given a service completion, which leaves at least a customers in the system and n customers have been accepted in the queue during a service time of a batch lasting k slots.
By observing the first slot and the remaining (k −1) slots of a service time of length k slots, we obtain the following recursive relations:
with f
The explanations on the right-hand side of Eqs. (1) and (2) are as follows. In Eq. (1), it represents that no customers arrive during the service time. In Eq. (2), the first term represents that no customers arrive in the first slot and n customers arrive in the remaining (k − 1) slots. The second term represents that a batch of i (1 ≤ i ≤ n) customers arrives in the first slot and the remaining (n − i) customers arrive during (k − 1) slots.
Let h (k) r,n be the conditional probability that given a service completion, which leaves the system with r (0 ≤ r ≤ a − 1) customers and n customers have been accepted in the queue during a vacation time lasting k slots. Using the argument discussed above for f (k) n , we obtain the following recursive relations:
with h (0)
Let f n and h r,n (0 ≤ r ≤ a − 1) denote the probability that n customers have been accepted in the queue during a service time S of a batch and a vacation time V of the server, respectively. Then
Further, let
In the case of a single vacation, let d (k) r,n be the conditional probability that n customers have been accepted in the queue during the dormancy period lasting k slots, given that r (0 ≤ r ≤ a − 1) customers are already present in the queue at the end of the vacation. Following the arguments discussed above, it can be seen that the d (k) r,n 's satisfy the following recursive relations:
r,n , which represents that r (0 ≤ r ≤ a − 1) customers are already present in the queue at the end of the vacation and n customers have been accepted in the queue during the dormancy period. Applying this to the above relations, we have
One may note that the d r,n 's are not needed in the case of multiple vacations. Now we are in a position to analyze the models by developing the necessary equations for both single and multiple vacation policies. Observing the state of the system at two consecutive epochs t− and (t + 1)−, and using the method of supplementary variables, in the steady state we have for u ≥ 1
Notice that Eqs. (14) and (15) will not appear in the case of multiple vacations due to the absence of a dormant state. Multiplying (5) to (13) by z u and summing over u = 1 to ∞, we get
The normalization condition is given by
a−1 n=0 γ n = 1. Now using above equations we first derive a few results in the form of lemmas and theorems, which are used later in deriving other results and relations among the state probabilities at various epochs.
In the case of a single vacation, the right-hand side represents the entering rate to the dormant state, while the left-hand side represents the departure rate from the dormant state.
Proof. Adding Eqs. (14) and (15), after simplification, we get the result.
The right-hand side represents the entering rate to the vacation state, while the left-hand side represents the departure rate from the vacation state.
Proof. Setting z = 1 in Eqs. (21)-(24), we get
Adding the above equations and after simplification, we get the desired result.
These results have probabilistic interpretations: N n=0 π(n, 0) denotes the rate of service completion, and multiplying this by E(S) gives ρ , which is the probability that the server is busy. Similarly, N n=0 ω(n, 0) denotes the rate of vacation termination, and multiplying this by E(V ) yields the probability that the server is on vacation. Therefore, (1 − ρ ) represents the probability that the server is in an unavailable period, which corresponds to the time taken for vacations in the case of multiple vacations, and in the case of a single vacation it is the time taken for a vacation plus dormancy.
Proof. Adding (16) to (20) and using Lemmas 1 and 2, we get
Taking limits as z → 1, yields the first result.
Similarly, adding (21) to (24) and using Lemma 2, we obtain
Taking limits as z → 1 leads to the second result.
Queue length distributions at various epochs
In this section, we obtain the queue length distributions at service completion, vacation termination, arbitrary, and prearrival epochs.
Queue length distribution at service completion and vacation termination epochs
Let π + n (ω + n ) be the probability of n (0 ≤ n ≤ N ) customers in the queue at the service completion (vacation termination) epoch. Applying Bayes' theorem, we have π + n = P{≤ n customers in the queue just prior to service completion epoch and a batch arrives | ≤ N customers in the queue just prior to service completion or vacation termination epoch}
where σ = P{≤ N customers in the queue just prior to service completion or vacation termination epoch}
Applying similar arguments, we can obtain ω + n as
The above results have been obtained by observing the events at epochs t− and t+ of Fig. 1 . It can be seen from (25) and (26) that to get π + n and ω + n we need to find out π n (0) and ω n (0), (0 ≤ n ≤ N ). As π n (0) and ω n (0) are cumbersome to evaluate directly from (14) to (24), we obtain π + n and ω + n using the imbedded Markov chain technique. One may note here that Eqs. (25) + N ] are the stationary probability vectors of the one-step transition probability matrix
The matrix SS refers to a transition from service completion to service completion, the matrix SV refers to a transition from service completion to vacation termination, the matrix VS refers to a transition from vacation termination to service completion, and finally the matrix VV refers to a transition from vacation termination to vacation termination. It may be remarked here that in the case of a single vacation, VV = 0 (null matrix), whereas in the case of multiple vacations VV = SV. These matrices are given by 
with c r,n , 0 ≤ r ≤ a − 1 which are obtained from
Theorem 2. The expression for ρ (probability that the server is busy) is given by
Proof. Let Θ B [Θ I ] be the random variable denoting the busy [unavailable] period and E(Θ B ) [E(Θ I )] be the corresponding mean. From the definition of the carried load ρ (the fraction of time that the server is in a busy period), it can be written as
Using Theorem 1 and (27), we have
. Using (25) and (26) in the above equation, we obtain
Now, from (14) and (15), and using (26), we obtain
Dividing the numerator and denominator of the right-hand side expression of (27) by E(Θ B ) and using (28), we finally get the result of Theorem 2.
Lemma 3. The expression for σ is given as
Proof. Adding all the terms of (25) and using it in the first identity of Theorem 1, we get the result.
Queue length distribution at arbitrary epoch
To obtain arbitrary epoch probabilities we develop below relations among distributions of number of customers in the queue at service completion, vacation termination, and arbitrary epochs. 
Proof. Setting z = 1 in (16)- (19) and (21)- (23), we obtain
Dividing (14), (15) and the above equations by σ , and using (25) and (26), we obtain the desired results.
Remark. One may note here that π N and ω N cannot be obtained from Eqs. (20) and (24), respectively, by setting z = 1. However, we obtain them using Theorem 1 in what follows:
Lemma 5. Let p n denote the probability that there are n customers in the queue at arbitrary epoch. Then
Queue length distribution at prearrival epoch of an arbitrary customer
Let π − n (ω − n ) be the probability that an arbitrary customer of an arriving batch finds n (0 ≤ n ≤ N ) customers in the queue when the server is busy (on vacation). Similarly, γ − r represents that an arbitrary customer of an arriving batch finds r (0 ≤ r ≤ a − 1) customers in the queue when the server is in dormancy.
Lemma 6. The prearrival epoch probabilities π − n , ω − n (0 ≤ n ≤ N ) and γ − n (0 ≤ n ≤ a − 1) of an arbitrary customer in an arriving batch are given by
where g Chaudhry and Templeton [9] ) denotes the probability of k customers ahead of an arbitrary customer in his batch.
Proof. We just prove the derivation of π − n (0 ≤ n ≤ N ), since it is easy to prove the remaining parts. Thus,
P{An arbitrary customer in an arriving batch finds queue size i, server busy and n − i customers ahead in his batch}
P{An arbitrary customer in an arriving batch finds queue size i, server busy and N − i or more customers ahead in his batch}
Performance measures
As the queue length distributions at various epochs are known, one can easily obtain various performance measures such as the average queue length (L q = N n=0 np n ), average queue length when the server is busy (L q2 = N n=0 nπ n ), average queue length when the server is on vacation (L q1 = N n=0 nω n ), and average queue length when the server is in dormancy (L q0 = a−1 n=0 nγ n ) (for a single vacation). Next we obtain the blocking probabilities of the first customer, an arbitrary customer and the last customer of an arriving batch.
Blocking probability of the first customer in a batch
Let PBL F be the probability that the first customer in a batch (and therefore the whole batch) is being lost upon arrival. The first customer is being lost if there is no waiting place, i.e., there have been N customers in the queue upon arrival. Hence, we have Table 1 Queue length distributions at various epochs for the Geo X /G (3, 5) /1/10 queue with λ = 0.2, g = 2.1, E(S) = 8.6, E(V ) = 11.1, ρ = 0.722400 
Blocking probability of an arbitrary customer in a batch
Let PBL A be the probability that an arbitrary customer in a batch is being lost upon arrival. An arbitrary customer in a batch is being lost if he finds n (0 ≤ n ≤ N ) customers in the queue upon arrival and k ≥ N − n customers ahead in his batch. Hence, we have
Blocking probability of the last customer in a batch
Let PBL L be the probability that the last customer in a batch is being lost upon arrival. The last customer in a batch is being lost if he finds n (0 ≤ n ≤ N ) customers in the queue upon arrival and his batch size is k ≥ N + 1 − n. Hence, we have
Finally, the average waiting time in the queue (W q A ) of an arbitrary customer can be obtained using Little's rule, and is given by
is the effective arrival rate.
Discussion of numerical results
In this section, we present some numerical results in the form of self-explanatory tables and graphs for the models under discussion. To obtain the queue length distribution at service completion and vacation termination epochs, we solved the system of equations (π + , ω + ) = (π + , ω + )P with (π + +ω + )e = 1 using the GTH (Grassmann, Taksar and Heyman) algorithm given in Latouche and Ramaswami [10, p. 123] . Various performance measures such as blocking probabilities, probability that the server is busy, probability that the server is in a dormant state (for a single vacation), average queue lengths, and average waiting time in the queue of an arbitrary customer are given at the bottom of the tables. The results for the Geo X /G (3, 5) /1/10 queue with a single vacation (where the service and vacation times Table 2 Queue length distributions at various epochs for the Geo X /G (3, 10) /1/15 queue with λ = 0.2, g = 2.75, E(S) = 2.0, E(V ) = 5.0, ρ = 0.110000 Table 1 . Similarly, in Table 2 results are given for the Geo X /G (3, 10) /1/15 queue with multiple vacations (where the service and vacation times are deterministically distributed with s 2 = 1, v 5 = 1 and the batch size distribution is taken as g 1 = 0.2, g 2 = 0.3, g 3 = 0.15, g 4 = 0.25, g 5 = 0.1). In Fig. 2 , we have plotted the effect of buffer size (N ) on the probability that the server is busy (ρ ) when service is performed in batches of fixed size, i.e., a = b, for the input The service time is deterministic with mean E(S) = 2.0 and the vacation time is geometric with mean E(V ) = 3.333333. It can be seen that ρ in the case of a single vacation is greater than the corresponding multiple vacations for smaller N , and both of them become the same and stable with increasing N . Further, it can be observed from this figure that ρ asymptotically converges to ρ for higher values of N . This is due to the fact that the models behave as infinite buffer queues, hence ρ and ρ become identical. This in a way confirms the validity of our analytic analysis and the accuracy of our results. The effect of traffic load (ρ) on the probability that the server is busy (ρ ) is shown in Fig. 3 , for the input parameters g 1 = 0.4, g 2 = 0.2, g 3 = 0.1, g 4 = 0.2, g 5 = 0.1, g = 2.4, N = 20, b = 5 with various values of a. The service time is geometric with mean E(S) = 5.0 and the vacation time is deterministic with mean E(V ) = 5.0. It can be seen that for fixed a, ρ increases as ρ increases, and for high traffic, it becomes close to 1.0. This is true for both single and multiple vacations. Further, when a increases ρ decreases for all values of ρ.
