Abstract. In this paper, we constructed a customer complaint prediction model by integrating the following methods: time difference processing, the PCA (Principal Component Analysis), Multiple BP (Back Propagation) neural network calculation, predicted value set processing, event impact index algorithm, etc. The model used the time difference processing and principal component analysis to obtain the optimal solution of the independent variable, used the PCA-BP neural network to fit the function relation between the independent variable and dependent variable, and eliminates the randomness of the neural network algorithm after several accumulative calculations. At the same time, the model established event impact index as model factor to optimize the model's ability to deal with special events. This article realized the effective and accurate prediction of the power customer complaints through the application of the model. Furthermore the model can be applied to other power markets and other areas of forecasting.
Introduction
How to deal with complaints effectively and reasonably has always been the top priority of customer-centric enterprises. If the complaint occurred and then we spend a lot of manpower and resources to make amends can only play a little effect. Eliminating the "complaint" is undoubtedly the most ideal measures. How to predict before a large number of complaints comes is the key. At this stage, the prediction of customer complaints is often based on the ARIMA (Autoregressive Integrated Moving Average Model) time series [1] [2] [3] , multiple linear regression [4] [5] [6] [7] and other basic algorithms as the core to build a prediction model. The ARIMA time series algorithm itself cannot predict the irregular, aperiodic and fluctuating data effectively. The multiple linear regression algorithm cannot effectively regress and generalize the relation between the complex independent variable and the dependent variable. Because of its own characteristics, the BP neural network [8] [9] [10] algorithm has strong ability of information processing for the nonlinear and complex information. Moreover, in practical application, BP neural prediction model can optimize the prediction model by adding a variety of "impact index" as a predictive model factor.
In this paper, the "BP neural network" algorithm is taken as the core, the number of complaints by the customers in Jibei is taken as the prediction target, and a complete and reliable complaint prediction model [11] is constructed. At the same time, according to the actual application environment of the model, the simulation test is carried out and the prediction model is optimized.
PCA-BP Neural Network Algorithm Principle

Principles of PCA Principal Component Analysis
Principal component analysis (Principal Component Analysis), referred to as PCA, uses the method of dimensionality reduction to transform a number of mutually independent data sets into independent data sets [12] . These independent data sets are the principal components of the original mutually independent data sets. The principal component is obtained by linear combination of the original data, while the principal component is independent. This ensures that the principal component retains the data characteristics of the original data, but also ensures its independence.
The raw data matrix of p variables and n samples. 
In which:
PCA is the transformation of the above variables into synthetic variables: among which ij a is the main component coefficient.
Basic Principles of BP Neural Network
In a broad sense, the neural network algorithm is artificial simulation of the brain. It constructs the information processing unit similar to the neural network of the brain to carry out the parallel and distributed processing of large amounts of information. It consists of "input layer", "output layer" and "hidden layer". In the course of training, the model adjusts the storage weight and threshold of the neurons continuously by iterative method and makes the predicted value of the model approach the actual value as much as possible, achieves the learning effect of the algorithm model. BP neural network algorithm consists of two processes, one is the forward propagation of data stream, which is the forward calculation of data stream, and the other is the reverse propagation of error signal, which is the reverse calculation of error. In forward propagation, the data transmission direction is the same as that of the basic neural network algorithm. The data in turn pass through the input layer, the hidden layer, the output layer, and each layer of neurons is affected only by the upper layer of neurons. When the output of the output layer is not within the expected range, the error is propagated back. In this cycle, two processes are alternately carried out, and the steepest descent method is used to find the minimum value of the error function in the weight vector space. In this iteration and dynamic retrieval, the information is acquired and remembered.
In Figure 1 , i X is the system input for neuron i ; ji W weights the connection of neurons i and j ; among them, j b is the threshold of neuron j in the system; ( ) f i is the transfer function; j y is the output value of neuron j ; j S is the input value of the neuron j . The neuron j structure diagram is shown in Figure 1 : 
Time Difference Processing
Set n be the difference between the dependent variable (prediction) time and the independent variable time, and the unit is "day". ( ) t n y is the dependent variable predicted value of time difference of n , ( ) n t f x is a predictor function with a time difference of n , L is the best difference between dependent variable time and independent variable time, and the following relation can be obtained: 
The Pearson correlation coefficient is used to represent the linear relationship between the independent variable and the dependent variable at each time difference. Let ( , ) n t n t p x y − be the Pearson correlation coefficient function. It calculates the Pearson correlation function between the t y (the actual value of the t days' dependent variable) and the t n x − ( t n − days' independent variable), [1, 1] n t ∈ − available from above: When L is the best time difference between the forecast sheet and the complaint sheet, that is 1 n − , the following conclusions can be obtained.
That is, when n the time difference between the sequence ( 1) X t − and the sequence ( ) Y t is the time difference index l . The Pearson correlation coefficient between sequence ( 1) X t − and sequence ( ) Y t is the largest.
Calculate the Pearson correlation coefficient in t y and i x in turn, and get the value of the time difference index l .According to the above steps, the time difference index l of all independent variables is calculated, and the time difference index 1 2 , ,..., n l l l of each independent variable 1 2 , ,..., n x x x is obtained.
Principal Component Analysis
According to the time difference index l of each variable obtained above, the value of each variable is determined, and the principal component analysis of each variable x is carried out. The principal component calculation process is as follows: First, the correlation coefficient matrix is obtained: 
Among them, the correlation coefficient between independent variable i x and independent variable j x is ( , 1, 2,..., )
The characteristic roots of the correlation coefficient matrix are obtained Calculate the variance contribution rate:
The proportion of variance of the principal component of i λ , is the ratio of its variance to the total variance. The higher the value, the higher the value of the information of the principal component.
When building a prediction model, the model will select the cumulative contribution rate equal to 90% as the standard, that is, select the reduced dimension data to perform dimensionality reduction and principal component analysis of raw data.In the principal component analysis, the original data set (independent variable group) drop out several dimension principal component i Z . In this paper, IBM SPSS Statistics is used as a tool for principal component analysis.
Operation Analysis of 100 Times Neural Network
In this paper, IBM SPSS Statistics is used as a tool to calculate the BP neural network. Use the reduced dimension raw data, that is, the principal component as the predictive argument, and the complaint volume / week as the predictor dependent variable. The configuration information is shown in Table 1 below. After a hundred neural network calculations, a set of predicted values is obtained. After the minimum 5% and the maximum 5% are removed in the predicted value set, the remaining 90% predicted values are averaged and the final predicted value is obtained.
Instance Verification Actual Model Building
This paper uses the method proposed in this paper, constructs a forecasting model with the total number of complaints received by State Grid JiBei Electric Power Co. Ltd. in a single week. According to the administration of <National Power Grid Corp 95598 customer service business provisions of the measures> , the customer service demand is divided into "information", "consultation", "fault", "complaint", "report", "opinion", "advice", "praise", "service request" and other 9 categories. First of all, the second level work orders for each class of work orders are screened, and the second level work orders with too small data quantity (less than 0.4 of the average daily work order) and incomplete data (no more than one year's data) are screened out. The remaining 25 second level work orders are used as the initial independent variables of the prediction model. This came out of the 25 second level work orders respectively: "high voltage fault", "low voltage fault", "power quality fault", "electricity information change", "Booking service", "production class non-emergency service", "reminder service application" and so on. This model is based on the previous information data of the above work orders, and predicts the total number of "complaints" work orders lists in the next week. The data time interval is from July 2015 to September 2016, and the total amount of data is 1444248 work orders data.
According to the time difference processing method proposed in this paper, 25 initial independent variables are processed. Taking "fault repair -power quality fault" as an example, this paper presents the process of raw data processing and calculates the Pearson correlation coefficients of fault repair power quality fault classes at different time difference L .See Table 2 Principal component analysis of these 25 independent variables is carried out to obtain independent principal components. Then the interval variables are divided according to the ratio of 70% training /30% tests, and interval variables are randomly generated. The relevant configuration information, as shown in Table 1 above, summarizes the calculated predicted values for predicted value set processing and obtains the final predicted value. The predicted value is compared with the actual value, as shown in Figure 5 . The relative error of the predicted value is shown in Table 3: 
Simulation Test
According to the above sort out 25 types of second-level work orders, using the 25 second-level work orders between October -December, 2016 of " State Grid JiBei Electric Power Co. Ltd." as data, model test is carried out according to the actual environment. Take the October 1, 2016 test interval as an example, and the interval division is shown in Table 4 . 
Model Optimization
This chapter will analyse the problems existing in the actual forecast process and optimize the forecasting model. As the actual problems are different, the causes of the problems are different, so this chapter only serves as a reference for the optimization of the model. From the above, a larger error interval can be found from Figure 6 , as shown in Table 6 : October 7, 2016 is the National Day holiday. Because during the national day holiday, the company does not carry out the power failure treatment to the arrears users, as well as the impact of holidays on power related businesses, the number of complaints during the national holidays has plummeted. In this case, the long term holiday impact index, the short holiday impact index and the contribution expenditure impact index are added to the forecast variables, details are shown in Table 7 . Issue a bill of payment on the 25th day of each month.
The same day to 1st of the next month For example: the October 6, 2016 holiday impact index was 2 (including influential dates: October 6th, October 7th).
From October 15, 2016 to October 17, 2016, the number of complaints was not included in the system because of the planned maintenance of the work order system. In view of the special events of this kind, the model will add two kinds of special event impact index, which are "complaints volume surge event" and "complaints volume crash event". If the predictable impact events such as "electricity payment system maintenance" and so on occur, the corresponding impact date is entered before the event occurs. As a factor added to the prediction model, the above impact index will significantly improve the ability of the model to cope with predictable events such as vacation, system maintenance, and so on, and improve the accuracy of model prediction.
Conclusion
In this paper, the method of "time difference processing" is used to process the raw data, the Pearson correlation coefficient is used as the basis for judging the time difference index. At the same time, the principal component analysis is used to filter the original independent variables, which provides reliable, accurate and inter-independent variables for the neural network. By dealing with the set of values obtained by multiple neural networks, the randomness and volatility of the neural network are overcome and the final prediction results are obtained. In the end, the paper studies and analyses the actual problems of the forecast of weekly complaints, sets the relevant event impact index as the factor of the prediction model, optimizes the ability of the model to deal with various events. The reliability and practicability of the model are proved by an example, the accurate forecast of the customer's weekly complaint amount in Jibei is realized. The model can also be applied to other categories of power work orders and other fields of prediction for its high application value.
