than one speaker. One example of application is to analyze audio from forensic ambient recordings, which is a very important investigation technique, especially when the suspects are very careful and do not send classified information using telephone or e-mail. This identification can be carried out by comparing the information extracted from this audio recording with speaker identity information contained in a database.
There are several approaches to the problem of speaker identification [1] [2] [3] . As in any other pattern recognition system, a speaker identification system can be divided into two steps: a training step and a testing step. Usually, the testing step is further divided into two intermediate steps: feature extraction and feature matching. The first intermediate step deals with the extraction of speaker features from the speech signal. The second intermediate step treats the problem of matching these extracted features with those present on the database to find the entry that best matches the features obtained from the audio recording, thus discovering the identity of the speaker.
The problem of feature extraction can be addressed by many approaches, such as Linear Predictive Coding (LPC), Local Discriminant Bases (LDB) [4] , and Mel Frequency Cepstral Coefficients (MFCC) [4, 5] . The MFCC, chosen to be used in this work, is currently the most widely used feature in speech and speaker recognition.
To deal with the feature matching problem, there are also many available approaches [3] , such as Vector Quantization (VQ), Support Vector Machine (SVM), Hidden Markov Models (HMM), and Gaussian Mixture Models (GMM) [5, 6, 14, 15] . GMM has become the de facto standard in speaker recognition, and this is the reason why it is adopted in the present work.
In this paper, we present a technique that receives speech signals from two or more speakers recorded using a microphone array, separates the audio sources (speakers) using a Blind Source Separation (BSS) technique named Convolutive Independent Component Analysis (ICA) [7, 13] , and then applies these files containing the separated sources to a speaker identification system that uses MFCC and GMM. As shown in this paper, the ICA combined with traditional MF-CC-GMM speaker identification provides better results than the regular MFCC and GMM-Based approach. According to [16] , the enhancement of audio recordings to improve speech intelligibility and the audibility of low Signal-to-Noise Ratio (SNR) levels is one of the principal concerns of audio forensics. Such low SNR regimes are common in investigations where the microphones are hidden.
The present work is organized as follows: in Section II, we briefly present traditional MFCC and GMM-Based speaker identification, explaining how it implements the feature extraction and the feature matching parts found in a speaker identification system. Then, in Section III we build upon the content presented in Section II to develop our Convolutive ICA-Based approach to the speaker identification problem. Section IV presents the simulation results. Section V draws the conclusion.
II. MFCC and GMM-Based Forensic Speaker Identification
A speaker identification system can be divided in two steps: a training step and a testing step. In the first step, as shown in Fig. 1 , the mel frequency cepstral coefficients of the training speech signal are calculated, and then GMM technique is used to find the distributions that best match the histograms generated by the MFCC feature extraction. The parameters of these distributions are unique to each individual. These parameters are stored in a database. According to Fig. 2 , at the second step the histograms extracted from a testing speech signal are compared with distributions generated using the parameters of each individual that is in the database. This comparison 29 Silveira et. al is done using a log-likelihood method. At the decision logic block, the individual with the parameters that best match the histograms of the testing speech signal is chosen as the identified speaker. 
A. Feature Extraction using Mel Frequency Cepstral Coefficients
The feature extraction part of a speaker recognition system is crucial to the system's over- As shown in Fig. 3 , the speech signal is windowed and the Short-Time Discrete Fourier Transform (DFT) of each frame is computed. Then, the mel frequency spectrum is calculated using the following approximate formula to estimate the mel correspondent for a given frequency f in Hertz, Inspired by the physiology of the human auditory system, we use a triangular band pass filter bank, a series of band pass filters with constant bandwidth spaced on a mel frequency scale.
At the final step, in order to obtain the mel frequency cepstrum, the log mel spectrum is transformed back to the time domain. This is done by calculating the DCT of the mel spectrum, resulting in the mel frequency cepstral coefficients.
In this paper, we used a triangular filter bank. However, there are several other types of filter banks available, for instance the Gammatone Filter Bank [11, 12] .
B. Feature Matching and Gaussian Mixture Models
A Gaussian Mixture Model is a parametric probability density function represented as a weighted sum of M Gaussian component densities [8] . GMMs are often used as a parametric model of some arbitrary probability distribution. The GMM parameters can be obtained from training data using the Expectation-Maximization (EM) algorithm. with mean vector and covariance matrix . The mixture weights satisfy the constraint . The Gaussian Mixture Model is fully parameterized using the weight mixtures, the mean vectors, and the covariance matrices from all component densities. This set of parameters can be represented by the notation Several techniques exist for estimating parameters of the GMM [8] . The most popular method is the maximum likelihood (ML) estimation. Its main objective is to find the model parameters which maximize the likelihood of the GMM given the training data. The difficulty of this task lies on the nonlinear characteristics of this operation. In this work, the ML parameters are obtained using the well-established expectation-maximization (EM) algorithm [9] . The main idea of the EM algorithm is, starting with an initial set of parameters , to estimate a new model , such that . The new model then becomes the initial model in the next iteration, and this process keeps going on until the difference between the values generated on two consecutive iterations is less than 10 -3 , with a maximum of 10 iterations. When the algorithm converges, the set of parameters found is saved in the database, as shown in Fig. 1 .
C. Identification of N Speakers Using the Log-Likelihood Vector
The set of parameters found by the EM algorithm is used in the feature matching part of the testing step. At this part, the histograms of the testing speech signal are compared with all the models present in the database and a likelihood M -dimensional column vector a is constructed such that the element a i represents the log-likelihood between the model of the i-th individual in the database and the histograms extracted from the testing speech signal.
After the column vector a is generated at the decision logic block shown in Fig. 2 , the individual with the greatest log-likelihood value is chosen as the identified speaker of the testing speech signal.
III. Convolutive ICA-Based Forensic Speaker Identification Using MFCC and GMM
Following the same approach of the previous section, we can divide the speaker identification system proposed in this paper in two steps: training and a testing. In our system, the training step is exactly the same presented in Fig. 1 . The improvements brought by our system are all in the testing step. Fig. 4 shows a block diagram of the system proposed in this work. We can notice that it is essentially the same step presented in Fig. 2 , except for the presence of the ICA part. In our system, we receive N audio files obtained from a microphone array 31 Silveira et. al recording of N speakers. We then use the convolutive ICA technique to separate the speakers, resulting in N testing speech signals, each signal containing essentially the voice of just one speaker. Thereafter, these N signals are applied to the same testing step as the one shown in Fig. 2 . As shown later, there are some small differences between these two testing steps. In the following, in order to have a better understanding of our system, we provide a brief overview of the Convolutive ICA technique.
A. Convolutive Independent Component Analysis (ICA)
Due to reverberant environments which are common for audio applications, the linear ICA [7] should not be applied. Therefore, to deal with time-delayed samples, we use in this paper the convolutive ICA technique [13] . This method can be used to separate convolutive mixtures of narrowband signals, because it corrects the phase shift caused by multiple samples repeated on the environment. Fig. 5 shows a block diagram that gives an overview of how convolutive ICA works. In order to solve the permutation ambiguities for each frequency bin, we apply a permutation matrix, which can be computed based on the adjacent frequency component amplitude also know as envelope [12] . At last, the inverse STDFT is applied, resulting in N testing speech signals.
B. Identification of N Speakers Using the Log-Likelihood Set of Vectors
The system proposed in this paper can give a very good estimate about the identities of N speakers at once. In order to achieve this goal, an M by N log-likelihood matrix is used, instead of the column vector used in the system presented in the previous section. As mentioned in Section II, the rows of this matrix represent the individuals in the database, and the columns represent the testing speech signals.
Also, a change was made in the decision logic. In our ICA-Based system, the decision logic chooses, for each testing speech signal, the individual that is most likely to be the actual speaker. This is achieved by choosing, for each column j of the log-likelihood matrix, the element (i.e. individual) with the greatest loglikelihood value and returning this individual as the identified speaker of the j-th testing signal.
IV. Simulations
In this section, we evaluate the performance of our ICA-based approach in comparison with the performance of traditional MFCC-GMM speaker identification. We evaluate a performance parameter, the success rate, comparing cases where the speech files contain a convolutive mixture of voices with situations where the voices are separated via ICA algorithm.
In Subsection IV-A, we present our experimental environment. In Subsection IV-B, we show the results obtained for noiseless experiments. In Subsection IV-C, we evaluate the performance of our ICA-Based approach in the presence of noise. In Subsection IV-D, we present a comparison of the cepstral coefficients of the training and testing speech signals.
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A. Experimental Environment
The mixture audio can be obtained using an array of microphones, but for our experiment we simulated a convolutive mixture. Applying the ICA algorithm on an audio containing the mixed sound of two people talking, we obtain as output two signals, each one containing the predominant part of the sound of each source. We use these signals as inputs of the MFCC GMM technique to perform the speaker identification and thus evaluate our model.
The MFCC GMM was set to work with 256 samples window having 50 % overlap between each frame, a filter bank of 20 triangular filters equally spaced in the mel frequency domain, and a set of 5 Gaussians to model each cepstral coefficient. All the audios used to perform the experiment were obtained from [10] . From each audio, we extracted around 2 or 3 minutes of speech to use as the training speech signal, and 25 to 40 second to use as testing speech signal. The database contains 7 speakers.
By assuming an array with two microphones, we simulate the channel including time delays and amplitude variations. For one source two samples delay is considered and for the other three samples delay. The delays are performed by including zeros. The amplitude of the first source is multiplied by 1.2 and of the second source by 0.8.
B. Performance Evaluation in Noiseless Experiments
In each run, 200 simulations were performed in order to obtain the Success Rate (SR), defined as
In the first scenario, the voices of two male speakers are mixed. As shown in Table 1 , there is an increase of the success rate for the speaker 7 when ICA algorithm is incorporated.
In the second scenario, the voices of a male and a female speaker are mixed. As we can notice from Table 2 , we can see an increase of the success rate regarding the identification of the person 6 when ICA algorithm is used. 
C. Performance Evaluation in the Presence of Noise
In this Subsection, additive white Gaussian noise (AWGN) is considered during the speaker identification process. The addictive noise used to calculate the SNR was applied to the simulated channels. By analyzing the mixture audio, Speaker 3 can be successfully identified with a noisier channel, but Speaker 7 keeps unidentifiable.
To be able to identify Speaker 7, using ICA algorithm with success rate above 50 %, we need at least a channel 10 dB less noisy. 
D. Cepstral Coefficient Analysis
In this subsection, we show the influence of the convolutive ICA on the cepstral coefficients.
As shown in Fig. 2 , in order to obtain the best match between training and testing samples, the cepstral coefficients extracted from the test audio for test must be as similar as possible to the cepstral coefficients extracted from the training audio restrained in the database.
In Fig. 7 , we have the first cepstral coeffi- 
V. Conclusions
In this paper, we propose a solution to improve speaker identification in environmets with interfering speakers, wich is usually the case in forensic ambient recordings. We show that using only the state-of-the-art MFCC-GMM approach, only one of the speakers can be identified properly; on the other hand, when the ICA algorithm is applied, we can estimate the identity of the N speakers present on the recording, with a considerable success rate. Also, we showed that the proposed ICA-based approach requires a 10 dB less noisy audio input, but gives satisfatory results identifying all the speakers present in the mixture audio.
The ICA-based approach allows the identification of all speakers in a forensic recording, while the standard soltuion can detect only one speaker. Therefore, the proposed scheme is very promising in the field of forensic speaker identification.
