This paper introduces a discrete Urysohn operator for multiple inputs and the technique of its identification by processing input and output signals. It is demonstrated that unknown parameters of the discrete Urysohn operator form a multi-dimensional grid. Moreover, it is shown that there is always an infinity of solutions of the identification problem, which exactly convert the inputs into the output. The suggested iterative identification procedure, however, leads to a unique solution with the minimum norm and requires so few arithmetic operations with grid structure that it is applicable for a real-time identification, running concurrently with data reading. It is also found that, depending on the input signals, the discrete Urysohn operator can be identified partially and used as partially identified, which makes this dynamic model uniquely different from many others. The efficiency of the proposed modelling and identification approaches is demonstrated using one example of a non-linear mechanical system with precise and noisy input-output data.
Introduction
Models in the form of non-linear differential equations are usually derived based on underlying physical principals, which requires deep knowledge of the physics of the object and, possibly, an experimental procedure directed to obtain the structure of the equations. In order to avoid this scrupulous process, engineers often use certain generic forms of modeling [1] , such as the Volterra series, the Hammerstein, the Wiener-Hammerstein, the neural network models or the NARMAX model. The Urysohn model falls into the same category of generic models. It is the generalisation of the Hammerstein model and is based on the integral operator of the Urysohn type.
The major problem with using any generic model of a control object is the identification of the model parameters. There is a number of papers that are dedicated to different aspects of solving the Urysohn integral equation for a given kernel, e.g. [2] [3] [4] [5] . However, literature on the identification of the kernel based on known input and output functions is very limited. To identify the kernel, the Urysohn model is usually approximated by parallel Hammerstein blocks, e.g. [6] [7] [8] [9] [10] [11] , by Lagrange polynomials [12] or by Stancu polynomials [13] . Application-oriented papers, where the Urysohn model identification was performed, include [14] [15] [16] [17] [18] .
In contrast to identification of the Urysohn systems, literature on the identification of the Hammerstein systems is vast and most well-known methods include [19] [20] [21] [22] [23] [24] . However, a detailed discussion of the Hammerstein systems' identification methods is out of the scope of this paper.
In [25] , it was suggested to use discrete Urysohn kernel and to identify it as a grid. Although the idea behind the discrete Urysohn operator is relatively simple, surprisingly, it has not been used in literature since then (to the best knowledge of the authors). This paper picks up the idea of using the
Continuous form of the model
Definition. The continuous Urysohn operator is an integral operator, which transforms function x (t) to function y (t) in the following way: Definition. Function V (s, x) is a function of two arguments and is referred to as the kernel of the continuous Urysohn operator 1 . In the case of control systems, x (t) is the time-dependent input of the control system, y (t) is the time-dependent output of the control system. Argument t − s in (1) describes the causality between action x (t) and reaction y (t) of the object. Parameter T is the time interval, which is sufficiently large for each y (t) to be determined by the input within the interval between t − T and t.
From the geometrical point of view, since function V (s, x) is a function of two arguments, it can be represented as a surface in a 3D space with axis s, x and V . In this case, x (t − s), s ∈ [0, T ], is a function of s, which creates a curve on sx-plane. Furthermore, V (s, x (t − s)) is a 3D curve, which is formed by the intersection of surface V (s, x) and the surface obtained by sweeping curve x (t − s) in the direction normal to sx-plane. The geometrical interpretation of (1) is the area under the projection of curve V (s, x (t − s)) onto sV -plane.
Discrete form of the model
The simplest discrete form of the model is the model with a quantised input. On that reason the most part of the paper is devoted to the quantised input model; however, as shown in section 4.3, this limitation can be relaxed and the identification techniques can easily be generalised for the case of non-quantised input. Definition. The discrete Urysohn operator is an operator, which transforms sequence k i to sequence y i in the following way:
where U is the matrix with indices shown in [·, ·] . Matrix U is referred to as the Urysohn matrix in the rest of the paper. In the case of control systems, y i is the series of output values. Furthermore, the series of quantised input values, x i , from interval [x min , x max ] can be introduced, such that
Thus, each x i is associated with integer k i , which is used for addressing a matrix element. It must be noted that the set of values, which k i can take, defines the set of values, which x i can take. Input x (t − s) in (1) corresponds to the discrete and normalised value of the input k i−j+1 . It can be seen that (2) results from a numerical quadrature of (1) . The implementation of the discrete Urysohn model is very simple and the example of such implementation is provided in appendix E. The geometrical interpretation of the discrete Urysohn operator is shown in figure 1 using a bar plot. The operator in the picture has the size of 5 × 5 for visualisation purposes; for real dynamic systems sizes are larger. The heights of the bars in figure 1 correspond to the values of matrix U . Each row has a single element marked with the red colour. These red elements constitute a subset of U , sum of which equals the value of the output at certain i. For example, if i = 8 and k 8 = 4, k 7 = 4, k 6 = 3, k 5 = 2, k 4 = 3, the value of y 8 is obtained by the sum of the heights of all red bars in figure 1. The next value of the output, y i+1 , is the sum of a different subset, since values of the input are shifted, but the size of the subset is the same and the subset also contains a single element from each row.
Identification of the discrete Urysohn operator
The identification problem for the discrete Urysohn operator consists of finding the unknown elements of matrix U using known discrete input and output sequences. The matrix, however, has an important property -any given input and output sequences do not uniquely determine matrix U . More specifically, the Urysohn matrix of size m × n contains (m − 1) elements that can be selected arbitrarily. Therefore, the following theorem can be introduced.
Theorem. For any given input and output sequences of a Urysohn system (2) and (3), there are infinitely many Urysohn matrices, for which the input sequence is converted exactly to the output sequence. Moreover, when any (m − 1) elements of the Urysohn matrix are prescribed, there is a unique set of remaining (mn − m + 1) elements, such that the discrete Urysohn operator exactly converts the input sequence to the output sequence. In this case, these remaining (mn − m + 1) elements linearly depend on the values of the prescribed (m − 1) elements.
Proof. See appendix A.
Remark. It must be emphasised that the theorem is formulated for input and output sequences of a Urysohn system (2) and (3), i.e. the input is quantised and the output was formed by the discrete Urysohn operator. Thus, there is at least one solution of the identification problem.
To reduce the infinity of possible solutions of the identification problem to a unique solution, additional constraints must be introduced. One of such possible constraints is the minimum Frobenius norm of the Urysohn matrix. In section 3.1, the iterative method is proposed, which converges to the unique solution with such minimum norm.
The iterative method
Algorithm. Algorithm for identification of the discrete Urysohn operator.
1. Assume an initial approximation of matrix U . It can be arbitrary, including the all-zero matrix.
Start with
3. Calculate the model outputŷ i based on the actual input k i and the current approximation of matrix U according to equation (2).
4. Calculate difference D = y i −ŷ i , where y i is the actual recorded output andŷ i is the model output.
5. Modify the Urysohn matrix U , such that αD/m is added to each element that was involved in the calculation ofŷ i .
6. Increase index i by 1 and repeat steps 3-5 until D becomes sufficiently small for sufficiently large number of iterations consecutively.
In step 5 of the algorithm, αD/m is added to elements [j, k i−j+1 ] of matrix U , where j = 1, . . . , m. Parameter α is the stabilisation parameter from interval (0, 1] for suppressing the noise. For near exact data α can be 1, while for a very noisy data it has to be relatively low. This is shown further in the provided numerical example.
The proposed algorithm always converges to a unique solution, provided that the algorithm is started from the same initial approximation, even if completely different input and output sequences (however, of the same system) are used. If the initial approximation for U is the all-zero matrix, the algorithm converges to the solution with the minimum Frobenius norm, i.e. the solution for which the elements of the Urysohn matrix form a minimum-norm vector-column. The convergence to the minimum-norm solution is shown in appendix B. The implementation of the proposed iterative procedure is relatively simple and the example of the implementation in Matlab is provided in appendix E.
Before starting the identification procedure, the user has to decide on the size of the Urysohn matrix. The number of columns of the matrix is simply the number of values that a single element of the input sequence can take. The number of rows of the matrix corresponds to the number of input elements that affect the current output element. Thus, it can be understood as the "memory depth" of the Urysohn operator. Hence, the decision regarding the number of rows must be based on the information regarding the dynamic properties of the modelled object.
The entire block of adjustment operations is computationally inexpensive and can be applied as a real time process in an interval between automatic reading of the measurements of the input and the output of the physical control system. In an automatic identification, it is easy to trace how many times each element of matrix U has been modified. The columns of U that are located at the beginning and at the end of the matrix, which correspond to the values of the control function close to x min and x max , respectively, are expected to be modified fewer number of times compared to the central part of the matrix. In some cases, the extrapolation technique can be used to adjust the edges afterwards, assuming that the matrix elements change gradually.
Relation to the Kaczmarz iterative method
The Kaczmarz iterative algorithm for solving linear system of equations AX = B is as follows [26, 27] :
where A p is the pth row of A, B p is the pth element of B and X i is the approximation of the solution at step i. It is implied that p changes with the iteration number.
The above method is also sometimes called the projection descent method, which results from its geometrical interpretation. The solution of a linear system of equations can be interpreted as finding an intersection point of hyperplanes, which are defined by the equations, in a multidimensional space. Initially, an arbitrary point is taken and, at each iteration, the point is consecutively projected onto a different hyperplane. Each projection operation brings the point closer to the solution -the intersection of the hyperplanes. In equation (4), X i and X i+1 are the points before and after the projection, respectively. The hyperplane, on which this point is projected, is defined by row A p and scalar B p . The distances from the solution point to X i and X i+1 are equal to the lengths of hypotenuse and cathetus, respectively.
Remark. The speed of the convergence significantly depends on the angles between planes. For close to orthogonal set of hyperplanes, the convergence is relatively fast, while for hyperplanes intersecting at sharp angles, the convergence is slow. This can be illustrated by a hypothetical system of two linear equations -a 2D example of two lines intersecting at the right angle. In this case, when an arbitrary point is first projected onto the first line and subsequently projected onto the second line, the solution is exactly recovered, i.e. in just two iterations.
Remark. It is known that for the case of underdetermined system, the Kaczmarz method converges to the solution, which is the closest (in terms of norm) to the initial guess. Thus, in the case when the initial guess is the all-zero vector-column, the solution converges to the minimum norm solution.
In the case of the discrete Uryshon operator, each value of the output is the sum of the specifically selected subset of elements of matrix U . This allows building a system of linear algebraic equations for the identification of matrix U by rearranging its elements into an unknown vector-column:
Recorded output sequence y i is also rearranged in a column in the following way:
MatrixM is introduced, elements of which are determined using known k i as:
where j ∈ {1, 2, . . . , m} 0, otherwise.
In this case, the discrete Urysohn system (2) and (3) can be represented by the following system of algebraic equations:
Thus, in order to find unknown Z, the system of linear equations (5) must be solved. It can be easily seen that by applying the Kaczmarz method to system (5), algorithm of section 3.1 is obtained. Each row ofM contains exactly m elements that are equal to 1, while the rest are zeros. Therefore, the norm of the each row ofM is √ m and, at each iterative step, the modification of only elements, which were involved in the calculation of the corresponding element ofỸ , is performed.
It is very important to mention that the convergence of the Kaczmarz method in application to system (5) is fast, when input changes dynamically. This results from rows of matrixM being either orthogonal or relatively close to being orthogonal, since, for each new input/output element, all non-zero input values ofM are shifted 1 . Remark. The rank of matrixM is (mn − m + 1) or less, due to the theorem on the non-uniqueness of the solution of the identification problem. The rank ofM is strictly less than (mn − m + 1) when the input sequence does not cover all possible input values.
Remark. In [25] , the identification of the discrete Urysohn operator was performed by solution of system (5) using the Tikhonov regularisation. The problem of dealing with the degenerate matrix was avoided in by fixing (m − 1) values of the Urysohn matrix. The disadvantage of this method is that in the case of noisy data, elements of matrixM are slightly misplaced and may be located at adjacent positions, which complicates the solution of system (5) . Furthermore, such approach requires significantly larger memory and cannot be used in real time for model improvement as the new input-output data become available. In [25] , the discrete Urysohn model was used for modelling the dynamic behaviour of diesel engines and an excellent match with the experimental data was achieved. However, the identification was computationally expensive and it was shown that the solution is possible only in the case of certain smoothness of the sought kernel.
Some properties of the Urysohn operator for control systems
The Urysohn model has some useful properties that must be mentioned. In section 4.1, at first, the well-known fact that the Urysohn model is a general form of the Hammerstein and the linear models is summarised. This fact must be mentioned here due to an important consequence -any identification method for the Urysohn model also covers the Hammerstein and the linear models. The type of the identified object can easily be determined from the structure of the Urysohn kernel. Moreover, the continuous Urysohn model is a particular case of the Volterra series model and the discrete Urysohn model is a particular case of the NARMAX model. This is summarised in appendix C. Sections 4.2, 4.3, 4.4 and 4.5 discuss novel, previously unpublished properties of specifically discrete Urysohn operator. It is shown that it can easily be generalised for the systems with multiple inputs and outputs and for the case when input is not quantised. In addition to that it is shown which types of systems can be modelled by such operator.
Relation to the Hammerstein and the linear models
One of the most well-known non-linear models of control systems is the Hammerstein model:
Here, as in the case of the Urysohn model, argument t − s in (6) describes the causality between action x (t) and reaction y (t) of the object. In the case of block-model representation, the Hammerstein model is usually described by two blocks, one of which corresponds to a non-linear static part, and the other is the linear dynamic block. By comparing equations (1) and (6), it can be seen that when the Urysohn kernel, V (s, x), can be decomposed into a product of two functions, h (s) and H (x), the Urysohn model becomes the Hammerstein model. When, in addition to that, function H (x) is linear, the operator turns into the well-known convolution-type linear integral operator:
For control systems described by the linear convolution-type linear integral operator, function h (s) is the impulse response function. The Urysohn model is often represented as a set of parallel Hammerstein models. This can be seen from the fact the when V (s, x) is smooth, it can be Taylor-expanded and each element of the sum can be decomposed into a product of two functions, one depending on s and another on x. This means that in the continuum case, the Urysohn model is the set of infinitely many parallel Hammerstein models.
The discrete Urysohn operator, on the other hand, is the set of a finite number of parallel discrete Hammerstein models. Indeed, the model matrix U can always be replaced by the sum of matrices of the first rank, each of which is an outer product of two vectors and, therefore, can be considered as the discrete Hammerstein model. The elements of the vectors are obtained as quadratures of continuous functions h and H of the continuous Hammerstein model.
Since the geometrical interpretation of the continuous Urysohn operator is a surface in a 3D space, obviously, for a smooth surface, it is possible to construct a linear approximation with respect to x within a small variation of input x. Such smoothness in models usually exists, for example, for physical objects where the dynamic properties are determined by mechanically moving parts. In this case, input x is related to a force and reaction y is related to a velocity of a moving part. Hence, a small difference in the action leads to a small difference in the reaction. Thus, in the case of a variation of the input within a small interval, the Urysohn model can be approximated by the linear model.
Generalisation for multiple-input/output
So far only single-input/output systems were discussed. The multiple-input/output continuous Urysohn model with p inputs and q outputs is structurally similar to the one-dimensional case and is given by the following input-output relation:
where x g , g ∈ {1, 2, . . . , p} are continuous input functions and y d are continuous output functions,
In this section, superscript denotes the number of the output function/sequence. Here V d are the Urysohn kernels,
Analogously to the one-dimensional case, the discrete form of the model can be introduced as
where U d are now multidimensional matrices. In such multidimensional models, the outputs can be identified independently, as U d does not depend on y d . Therefore, even in the general multidimensional case, it is sufficient to develop the identification method for multiple-input single-output model.
Furthermore, the multiple-input discrete Urysohn operator can be transformed into the single-input discrete Urysohn operator by redefinition of the input. In order to do this, additional variable k * is introduced such that
Using this mapping, the multiple-input model becomes the single-input model:
where U * is the Urysohn matrix, which was introduced for the single-input discrete Urysohn operator. Therefore, the identification problem for multiple-input single-output model reduces to the identification problem for the single-input/output system.
It should be noted that the redefinition of the input values above conserves the complexity of the model -every possible combination of inputs uniquely correspond to a certain k * . The components of multidimensional matrix U directly correspond to the components of U * . To facilitate understanding this property, the authors published an elementary C# demo programme at [28] , where the Urysohn operator with two inputs is identified. It can be seen from the code that the logic is similar to the single input case, although the size of the operator is larger, and the code conducting identification comprises a few lines.
Generalisation for non-quantised input
The discrete Urysohn model for quantised input, which was introduced in section 2.2, can easily be generalised for non-quantised input. The Urysohn operator is still discrete, i.e. it is still a matrix, however, the rule for calculating the output changes slightly.
To construct the generalisation, it is assumed that the continuous Urysohn kernel V (s, x) can be approximated by a piecewise linear function with respect to second variable x. This is a valid assumption for differentiable kernels and the accuracy of such approximation is expected to increase with the decrease of the length of the linear segments, i.e. the step size. Following this assumption, the discrete Urysohn operator is obtained by a numerical quadrature of the continuous Urysohn operator.
For non-quantised x i , an additional variable is introduced:
Furthermore, the rounding to the nearest integer values is introduced:
where ⌊·⌋ and ⌈·⌉ are the floor and the ceiling functions, respectively. Finally, the generalised form of the operator can be introduced:
The identification procedure for the non-quantised case also changes slightly. Following the general formula of the Kaczmarz method, equation (4), the following norm is introduced:
In the non-quantised case, only step 5 of algorithm of section 3.1 must be changed. Now, at this step,
of matrix U . It should be emphasised that each element of matrix U is modified by a different value, which contains the corresponding weight. This is schematically illustrated in figure 2.
For clarity of the presentation, the generalisation for non-quantised input was presented for equallyspaced discretisation of the Urysohn operator. The major advantage of this generalisation is revealed in case of non-equally spaced discretisation, i.e. V (s, x) is approximated by a piecewise linear function with respect to second variable x, while the step size in x is not constant. This allows using long linear segments in regions where surface V (s, x) is close to a plane and thereby significantly reduce the number of parameters required to describe the system.
Criteria for describability of a system by the Urysohn operator
The integral models have certain advantages over differential ones. For example, the convolution type linear integral equation can describe an object of any order with a pure delay. Thus, it is useful to provide a criteria for a system to be describable by the Urysohn operator.
The case of quantised input is considered. To introduce the criteria, it is convenient to extend the notation in the following way:
where y i is denoted as a function of m quantised input values from x i−m+1 to x i . Additional vector-rows are introduced: X * is the vector-row of size m, in which all elements are equal to x min , and X * p is the vector-row of size m, in which all elements are equal to x min except element p, which can take arbitrary quantised value.
Theorem. For the system to be describable by the discrete Urysohn operator, it is necessary and sufficient that (a) output y i must be completely determined by last m input values and (b) the following is true
Proof. See appendix D. Part (a) of the theorem means that the Urysohn system must have finite memory. Part (b) of the theorem means that the Urysohn system must have additivity in case when inputs are distinct impulses, i.e. the reaction to the sum of two impulses, which do not coincide in time, equals the sum of reactions to each individual impulse. Of course, since the discrete-time quantised-input case is considered, the impulses are perturbations of only one element of an input series and have finite hight. It must be emphasised that additivity is not fulfilled for arbitrary inputs.
In the case of real applications, it is easy to judge applicability of the discrete Urysohn model to a system. In the case when the above criteria are not strictly fulfilled, the error (deviation from criteria) will give an indication how accurate the discrete Urysohn model can describe the system. If this criteria is almost fulfilled (i.e. not strictly fulfilled, but the error is small) for the system described by a non-linear differential equation, such system is a good candidate for the Urysohn model.
Partially identified Urysohn operator
The discrete Urysohn operator has a unique property -even a partially identified operator is still useful and can be utilised. The operator will be identified partially when input values, which are used for the identification, do not cover the entire range from x min to x max . Thus the notion of "identification range" can be introduced as the range, within which the input varied during the identification. In this case, as evident from the identification procedure, elements of the Urysohn matrix corresponding to the input outside of this range will not be updated and will remain to be initial guesses. However, the "middle" elements of the Urysohn matrix, which correspond to input values within the identification range, will be identified.
Using the proposed identification procedure, it is easy to introduce the counter for every element of U , which stores the number of times that element was updated. Such counter can be useful to determine the identification range and to estimate the accuracy of the identified elements, since the error decreases with the number of updates (due to the convergence of the identification procedure).
When such partially identified operator is applied to a different input sequence, it will still produce the reliable output when the input is varying in the identification range. When input temporarily takes values outside of the identification range, the model does not produce an output; however, when input comes back into the identification range and stays there for a time period, which is greater than the system memory, the model again starts producing a valid output.
Numerical example
The goal of this section is to demonstrate the descriptive capabilities of the discrete Urysohn operator. At first, the non-linear controllable mechanical object is introduced and its model is derived as a non-linear differential equation. Afterwards, the discrete Urysohn operator is identified for the generated accurate input and output sequences. In addition to this, the identification procedure is also tested on noisy data.
The real dynamic systems are often described by non-linear differential equations and it cannot be guaranteed that such description can always be replaced by an integral equation of the Urysohn type. However, in the example that is presented below, the non-linear mechanical object, which is represented by the non-linear differential equation, is relatively accurately described by the discrete Urysohn operator.
Studied system
The considered mechanical system is shown in figure 3a . A bulky object is allowed to move in the horizontal direction. The friction forces are taken into consideration for the modelling. The object is connected to a clamp by a horizontal spring. A second spring is connected by a hinge to the object and also by a hinge to a platform, which can move vertically. The vertical displacement of the platform is the input of the system (control), while the horizontal displacement of the object is the output of the system (observable state variable).
It can be noticed that, although the components of the system (springs) are linear, the static inputoutput response of the system is non-linear due to geometry of the system. In the static case, y decreases with the increase of x up to a point when platform C is parallel to the object. Then y increases with the further increase of x. Thus, the dependence between the input and the output is significantly non-linear. It should also be noted that, although the steady state characteristic of the object is non-linear within the entire variation of input, it is obviously possible to linearise it within the small enough interval of the input.
The mechanical system is described by the following differential equation:
where y and x are the state variable of the system and the control function, respectively; 2ζω is the friction coefficient divided by the mass of the object; ω 2 is the stiffness of the springs divided by the mass of the object; L and H are initial horizontal and vertical distances between the centres of the object and the platform. The specific form of the total force scaled by the mass, f (y, x), results from the projection of the force in spring B onto the horizontal direction. The change of the geometry of spring B is shown in figure 3b .
The numerical solution of equation (18) can be obtained using the Verlet method. It is easy to verify that the discretisation of equation (18) using the Verlet method results in
where ∆t is the time step, and subscript i indicates that a quantity is taken a time step i. For the purpose of this paper, all quantities in the equations are taken to be dimensionless. Since it is possible to perform spatial and temporal scaling of the system, which does not affect the qualitative behaviour of the system, parameters ω and L can be chosen arbitrarily. Parameter H controls the degree of nonlinearity, while parameter ζ controls the oscillatory nature of the system. Numerical parameter ∆t has to be chosen in such way that the numerical results maintain sufficient accuracy and, for oscillatory systems, it is usually selected as a fraction of the period of undamped oscillations. The following values of the parameters are taken: ω = 1, ζ = 1, L = 1, H = 0.5, ∆t = 2π/128. Initially, the system is at rest:
Results of identification
In this section, the discrete Urysohn operator is identified for a number of different control scenarios and for the system with noise.
Discrete control function
Since the discrete Urysohn operator requires certain discretisation of the control function and also certain discretisation in time, the simplest case for the identification is when the control function takes only discrete values and is constant for periods of ∆τ . Thus, the following control function is considered:
k ∈ {1, 2, . . . , n} , i ∈ {1, 2, . . . , Q} , Q = round (t max /∆τ ) .
In this case, the Urysohn matrix contains n columns. The values ∆τ = 2π/8 and ∆x = 0.1 were selected for the described system based on its dynamic properties. It means that ∆τ must be small enough for the system to reveal its dynamic properties. The number of rows in the Urysohn matrix was selected to be m = 8, while the number of columns n = 11 was selected, which gives the maximum value of the control function x max = 1.
Based on the selected parameter values, 8 different realisations of the random input signal x (t) were generated according to equation (23) . The output of the system y (t) was calculated using equations (21) and (22) . The total simulation time (the length of the input and output signal) was taken to be t max = 10 4 ; however, as it is shown below, much smaller signal length is required for the identification of the Urysohn matrix. The small fragment of the input and output signal for one of the realisations is shown in figure 4a .
The Urysohn matrix was identified for each realisation using the identification procedure described in section 3.1 with α = 1. The initial estimates for the Urysohn matrices were the all-zero matrices. Since the computed matrix changes each iteration, it was recorded after each iteration for the subsequent error analysis. The example of the Urysohn matrix, which was obtained after the identification procedure, is illustrated in figure 4d .
To obtain a dataset for validation of the Urysohn matrices, a separate random input signal x (t) of the same length t max was generated. The exact model output, which will be referred to as the reference output, was calculated using equations (21) and (22) . Then the Urysohn matrices, which were obtained during the identification step, were applied to the input signal of the validation dataset and the output, which is referred to as the Urysohn output, was calculated.
The comparison of the reference output and the Urysohn output is shown in figure 4b . It can be seen that the Urysohn output almost perfectly fits the reference output. The difference can be characterised by the L 1 -norm of the difference between the solutions:
whereỹ i is the reference solution taken at the points t = i∆τ , whileŷ i is the Urysohn solution. The maximum absolute static displacement y smax is introduced to obtain the relative error. When the Urysohn solution was obtained using the completely identified Urysohn matrices, the error was e ≈ 0.004. This means that the average output error of the considered system modelled by the discrete Urysohn operator was around 0.4%. The small fluctuations in the output error are related to the randomness of the input sequence. For α = 1, which was used in the identification process, the Urysohn matrix resulting from the identification process is highly affected by last few iterations. To decrease the fluctuations of the output error, parameter α should be decreased.
It is also possible to track the evolution of the error depending on the number of iterations used for the identification of the Urysohn matrix. The Urysohn output and the error was calculated for different Urysohn matrices, where the number of iterations, N , was varied. The error as a function of N was obtained for 8 different realisations, which were used for the identification. The results are plotted in figure 4c . The logarithm of the error decreases linearly depending on N , until the error reaches a plateau. Obviously, since the input of the system was random, the dependence of the error on the number of iterations varies for different realisations. 
Continuous control function
The case that was considered in section 5.2.1 is the most simple case in terms of discretisation of the Urysohn operator. The control function took only specific discrete values and changed its value at specific moments of time, which are divisible by ∆τ . In reality such systems are relatively rare and most systems have a continuous-time control function. In this case, the Urysohn operator has to be discretised accordingly, such that a certain accuracy can be achieved.
For a given system, the Urysohn operator has two discretisation parameters: the discretisation in time, ∆τ , which corresponds to the number of rows of the Urysohn matrix, and the discretisation of the control function, ∆x, which corresponds to the number of columns of the Urysohn matrix. The desired property of any discrete model is the convergence with respect to the discretisation parameters. Thus, the accuracy of the model that is based on the discrete Urysohn operator should increase with the decrease of ∆τ and ∆x.
The convergence of the Urysohn model with respect to the discretisation parameters can be verified by using the example of the object that is presented above. At first, a fine-sampled input is generated and the corresponding fine-sampled output of the system is calculated. For the purpose of this example, these input and output signals can be regarded as the fine-sampled exact behaviour of the system. After this, the coarse-sampled input and output of the system are calculated using the discretisation parameters ∆τ and ∆x by local averaging of the fine-sampled signals. Then the Urysohn matrix is identified based on the coarse-sampled signals. After this, using a separate replication of the input-output relation, the Urysohn matrix is used to reproduce the output signal. The final step is the comparison of the fine-sampled exact output and the Urysohn output of the system. These steps are described in detail below.
As in section 5.2.1, the control function that corresponds to a random input is considered. A bounded continuous-time function x (t), which is the solution of the following SDE:
was selected. In (25) , W (t) is the Wiener process and G is an input parameter. In (25) , the boundaries for x are treated as the perfect reflection. Numerically, equation (25) results in the following discrete values of the control function:
where w i ∼ N (0, 1) are normally distributed random numbers with zero mean and unit variance, ⌊·⌋ is the floor function, and x i = x (t i ). Thus, equation (28) takes into consideration reflection form boundaries 0 and 1. Parameter G controls the rate of change of the control function and has to be selected such that the system reveals its dynamic properties. The value G = 0.05 was selected for the simulations 1 . Based on the selected parameter values, a number of different realisations of the input signal, x, were generated. Then the output of the system, y, was calculated using equations (21) and (22) . The total simulation time (the length of the input and output signal) was taken to be t max = 10
4 . To obtain a dataset for the identification of the Urysohn matrices, the coarse versions of the input and output signals were calculated for various ∆τ and ∆x. It is useful to define N s = ∆τ /∆t, which is an integer for the variation of ∆τ that is presented below. Local averaging is used to obtain the coarse-sampled signals: To obtain a dataset for validation of the Urysohn matrices, separate input signals, x, of the same length t max were generated. The exact model output signals, which is referred to as the reference outputs, were calculated using equations (21) and (22) . The coarse-sampled input and output signals were calculated. Then the Urysohn matrices were applied to the coarse-sampled input signals of the validation dataset and the outputs, which are referred to as the Urysohn outputs, were calculated.
The same comparison as in section 5.2.1, which is based on the L 1 -norm of the error, equation (24), was performed. The results for different discretisation parameters are presented in table 1, where m = T 0 /∆τ and n = 1/∆x+1 are the number of rows and the number of columns in the Urysohn matrix, respectively, and T 0 = 2π. It can be seen that the error decreases with the decrease of ∆τ and ∆x. The average error that is less than 1% can be achieved for small values of the discretisation parameters.
In figure 5 , the fragments of the reference inputs and outputs are presented as well as the output of the Urysohn model for the case of m = 16 and n = 41. It can be seen that the Urysohn model accurately captures the dynamic behaviour of the system. Table 1 : The error of the discrete Urysohn model in % depending on the number of rows, m, and the number of columns, n, in the Urysohn matrix. The number of rows corresponds to the discretisation of the integral operator in time, and the number of columns corresponds to the discretisation of the control function. The averages and the 95% confidence interval are calculated based on 9 replications that were used for the identification of the discrete Urysohn operator. 
System with noisy output
The case that was considered in section 5.2.1 is the ideal case when the output signal does not contain an observation error. However, in real systems, the output signal is often affected by the noise. In this case, the identification procedure should be robust, and still identify the Urysohn matrix accurately.
To demonstrate the effect of noise on the identification procedure, a number of discrete-control examples were considered. The same control function as in section 5.2.1 was considered. Moreover, the same identification and the same validation procedures were employed. However, after the output signal, which was subsequently used for the identification, was calculated, it was mixed with the noise. Thus the Urysohn matrices we identified based on the following output:
where y i is the exact solution and w i ∼ N (0, 1) are normally distributed random numbers with zero mean and unit variance. The total simulation time (the length of the input and output signal) was taken to be t max = 4 · 10 4 . For the identification step, the stabilisation parameter, α was varied. During the validation step, the Urysohn solution was compared with the exact solution of the system.
The results for different noise levels and different values of the stabilisation parameter are presented in table 2. The noise levels are 5%, 10%, and 20% of the maximum static value of the solution, y smax . It can be seen that even for relatively large noise levels, the resulting Uryshon matrix can capture the system behaviour accurately and result in an error around 1% on the validation dataset. For large noise levels, the relatively small value of α has to be used to achieve high accuracy.
System with noisy input and output
It was shown in the previous section that the identification procedure of the discrete Urysohn operator can also be applied to systems with the noisy output and the accuracy can be controlled by parameter α. It is also useful to show that the same is true for the systems with noisy input and output. Table 2 : The error of the discrete Urysohn model in % depending on the noise level, σ, and the stabilisation parameter, α, for the system with noisy output. The averages and the 95% confidence interval are calculated based on 9 replications that were used for the identification of the discrete Urysohn operator. Table 3 : The error of the discrete Urysohn model in % depending on the noise level, σ, and the stabilisation parameter, α, for the system with noisy input and output. The averages and the 95% confidence interval are calculated based on 9 replications that were used for the identification of the discrete Urysohn operator.
The same control function, the same identification and the same validation procedures as in section 5.2.2 were employed. However, before the coarse-sampled signals for the identification were calculated, the noise was added to both input and output:
, where x i and y i are the exact input and output, respectively; v i ∼ N (0, 1) and w i ∼ N (0, 1) are normally distributed random numbers with zero mean and unit variance; x smax = 1 is the maximum value of the control. The discretisation of the Urysohn operator with m = 32 and n = 81 was used. The total simulation time (the length of the input and output signal) was taken to be t max = 4 · 10 4 . For the identification step, the stabilisation parameter, α was varied. During the validation step, the Urysohn solution was compared with the exact solution of the system.
The results for different noise levels and different values of the stabilisation parameter are presented in table 3. The noise levels are 5%, 10%, and 20%. As for the case of the system with the noisy output, the result indicates that the accuracy of the identified Urysohn model can easily be controlled by parameter α and the error decreases with the decrease of α.
Conclusions
The discrete Urysohn operator is a very efficient tool for modelling non-linear control systems. The discrete model is the approximation of the continuous Urysohn model by certain quadrature rules. Using a numerical example, it was shown that there is convergence, i.e. the decrease of the modelling error, with the decrease of the discretisation step.
It was shown that the model can be identified using the iterative algorithm based on the Kaczmarz method for solving linear system of equations. The identification is simple and computationally inexpensive. Furthermore, the identification can be preformed using only observable data, i.e. prescription of specific input function is not required. The method "improves" the model as new input-output data points become available, without collecting long input and output sequences. The method does not require computational power for solving linear systems either. Therefore, the method is ideal for implementation in microelectronic systems with limited resources, such as battery management systems (BMS).
Using the stabilisation parameter, which has been introduced in the identification procedure, the noise of the input and output data can be filtered out. Using a numerical example, it was shown that by reducing the value of this parameter, the accuracy of the obtained Uryshon matrix increases, although the number of iterations that are required to obtain the accurate matrix also increases.
Since the Urysohn model is the general case of the Hammerstein and the linear models, the proposed identification method also covers all three nested models -the Urysohn, the Hammerstein and the linear models. Usually, the suitability criteria for the choice of the model is built on the comparison of the computed and the measured outputs, e.g. [14] . In the case of the Uryshon model, the judgement can be made based on values of the Urysohn matrix.
This paper was focusing on the simplest case -the discrete operator with quantised input. However, generalisation of the model and the identification method for the case of non-quantised input were also proposed. In this case, the number of parameters required to describe the system can be significantly reduced.
The general form of the Urysohn model describes systems with multiple inputs and outputs and the proposed modelling and identification techniques are valid in such multiple-input/output case. The identification of the multiple-input/output discrete Urysohn operator reduces to the problem of identification of the single-input/output operator. The C# implementation of the multidimensional model and the identification algorithm, as well as the demo programme are available at [28] , while as mentioned above, the Matlab codes for single-input/output model are provided in appendix E.
Appendix A Non-uniqueness of the Urysohn matrix Theorem. For any given input and output sequences of a Urysohn system (2) and (3), there are infinitely many Urysohn matrices, for which the input sequence is converted exactly to the output sequence. Moreover, when any (m − 1) elements of the Urysohn matrix are prescribed, there is a unique set of remaining (mn − m + 1) elements, such that the discrete Urysohn operator exactly converts the input sequence to the output sequence. In this case, these remaining (mn − m + 1) elements linearly depend on the values of the prescribed (m − 1) elements.
Remark. Obviously, in (2), first (m − 1) elements of the output sequence are not defined as solutions of the discrete Urysohn system. In the above theorem, it is implied that the input and the output sequences have the same length, however, first (m − 1) elements of the output sequence are not the result of (2) .
Proof. The discrete Urysohn operator is always applied to m successive elements of the input sequence and results in a single element of the output sequence. Therefore, the consideration of the single arbitrary input sequence and the corresponding output sequence of a Urysohn system is equivalent to the consideration of all possible inputs and outputs of the discrete Urysohn operator.
According to (2) , the input sequence of the discrete Urysohn operator consists of m integer numbers, each of which can take a value from 1 to n. The output of the discrete Urysohn operator is a single value. All possible outputs of the operator are denoted as y * i and all possible inputs of the operator are denoted as sequences K i . Elements of these sequences are denoted as K i j . Here i ∈ {1, 2, . . . , N }, where N = n m . Elements of U and y * i are rearranged into columns:
In this case, Y is the product of matrix M m and column Z:
where the elements of M m are given by
Such structure of matrix M m results directly from (2) and (29) . Matrix M m is formed by all possible input sequences and has mn columns. Superscript m in M m indicates the size of the input sequences. In order to prove the statement of the theorem, it has to be proved that M m has exactly (mn − m + 1) independent rows. This is proved by induction.
If m = 1, the input sequences for the discrete Urysohn operator consist of a single integer number. Moreover, all possible input sequences are just numbers from 1 to n. Thus, according to (32), M 1 is either the identity matrix of size n or matrix, which is obtained from the identity matrix by the rearrangement of rows. Therefore, for m = 1, matrix M m has rank n. Now it has to be shown that if matrix M m has exactly (mn − m + 1) independent rows for the Urysohn matrix of size m × n, which was denoted above as U , then matrix M m+1 has exactly (mn − m + n) independent rows for the Urysohn matrix of size (m + 1) × n, which is denoted asŪ .
Due to the inductive assumption, it can also be assumed that matrix M m that corresponds to all possible inputs of the operator with matrix U is already assembled. It is useful to define G q to be a rectangular matrix where elements of column q are equal to 1, while all other elements are equal to 0. Matrix G q has n columns and the same number of rows as matrix M m . For the operator with matrixŪ , the input sequences are longer by exactly one number. Obviously, if K i are all possible inputs of the operator with matrix U , then
are all possible inputs of the operator with matrixŪ . Therefore, according to (32), matrix M m+1 that contains all possible inputs of the operator with matrixŪ is given by
The first block row (which contains matrices G 1 and M m ) has the number of independent rows of (mn − m + 1) due to the inductive assumption. The second block row (which contains matrices G 2 and M m ) adds only one independent row, which is obvious from subtraction of the first block row from the second block row. The same is true for all remaining block rows. This results in
independent rows of matrix M m+1 . Thus, by induction, it has been proved that M m has exactly (mn − m + 1) independent rows. By that the fundamental theorem of linear algebra, this is also the rank of M m . This means that when all possible outputs of the discrete Urysohn operator are fixed, according to (31) , infinitely many solutions of (31) for Z are possible. Moreover, since rank of M m is (mn − m + 1), any (m − 1) elements of Z can be assigned as free parameters, while all other elements of Z will be linearly dependent on these free parameters. End of proof.
Remark. System (31) is consistent, i.e. rank of
is also (mn − m + 1), due to the conditional statement of the theorem -the outputs are of the Urysohn system.
Appendix B Proof of convergence of the iterative method
Theorem. For exact input-output data of a Urysohn system, when the input sequence covers all possible inputs within the desired range and the values of the input sequence from (i − m + 1) to i almost always change 1 with iteration number i, the iterative method presented above converges to a unique solution, for which the elements of the Urysohn matrix form a minimum-norm vector-column.
Proof. As was shown in section A, the Urysohn matrix contains (m − 1) free parameters and the solution of the identification problem is non-unique. Within this proof, U stands for any Urysohn matrix that exactly transforms the input sequence to the output sequence. The consequences of the existence of multiple solutions of the identification problem are unravelled closer to the end of the proof.
First of all, additional notation is introduced. Since the estimated Urysohn matrix changes each iteration, the iteration subscript is added to the estimated matrix and the model output is denoted asŷ i to make the notation consistent with the description of the iterative algorithm,
The actual recorded output is y i , while k i is the input, which can be used instead of x i without loss of generality, according to (3) . Elements of matrices U and U i are rearranged into columns:
The L 2 -norm of Z − Z i is introduced and denoted as e i ,
At each iteration i only a subset of Z i changes. Therefore, to simplify the notation,
are introduced. Elements a i j are the only elements of Z i , which are modified at iteration i. By the iterative algorithm
This leads to
Finally, since a i j are the only elements of Z i , which are modified at iteration i, equation (37) leads to
This means that for α ∈ (0, 2), if the model output is not equal to the exact output, the error e i necessarily decreases. Moreover, it can be seen that the fastest error decrease is achieved at α = 1. Up to now, the non-uniqueness of U has not been used. Due to the theorem of section A, all elements of matrix U depend linearly on free (m − 1) parameters. Therefore, all possible solutions Z of the identification problem form a flat (m − 1)-size subspace of the mn-dimensional space. A numerical solution Z i is a particular point in the mn-dimensional space. Equation (38) shows that the distance between Z i and all points of the flat subspace Z decreases at each iteration, as long asŷ i = y i . This could only mean that at each iteration, ifŷ i = y i then Z i moves towards Z in a direction, which is perpendicular to Z. This is schematically illustrated in figure 6 .
Due to the conditional statement of the theorem, the input sequence for the discrete Urysohn operator changes almost always. Thus,ŷ i = y i almost always, since the exact input and output sequences are considered. Therefore, the iterative method converges to a solution, which has the minimum possible distance to the initial approximation, U m , in the mn-dimensional space. Thus, when the starting point for the iterative algorithm is the all-zero matrix, the method converges to a unique solution, for which Z has the minimum L 2 -norm. End of proof. Appendix C Relation of the Urysohn model to the Volterra series and to the NARMAX model
C.1 Relation to the Volterra series
The continuous Urysohn operator is a particular case of the continuous-time Volterra series. Indeed, the general form of the continuous-time Volterra series is given by
If function U c (s, x) is smooth, U c in (1) can be Taylor-expanded with respect to the second variable, which leads to
This means that when
and P is infinity, the continuous-time Volterra model (39) becomes the continuous Urysohn model (1). The major limiting factor for efficient identification of the Volterra series model is its size. Usually, the model is limited to a relatively small number of terms (either in time domain or in frequency domain). Moreover, additional simplifications are often introduced (i.e. reduction of the number of the parameters to be identified), see e.g. [29] . For the exhaustive overview of the methods the reader is referred to [30] .
C.2 Relation to the NARMAX model
The discrete Urysohn operator is a particular case of the NARMAX model [31] . Indeed, the general form of the NARMAX model is given by 
where x, y, and e are the input, the output and the error sequences, respectively; F is a non-linear function. It is easy to verify that when d = 0, F does not depend on y and e, and F is given by F (x i , . . . , x i−m+1 ) = F 1 (x i ) + . . . + F m (x i−m+1 ) ,
F j (x i−j+1 ) = U j, x max − nx min + (n − 1)
the NARMAX model becomes the discrete Urysohn operator.
Although the discrete Urysohn model is only a particular case of the general NARMAX model, the latter is often simplified and polynomial expansions of the NARMAX model are usually used for identification/modelling purposes. Moreover, as in the case of the Volterra series, the unknown parameters are often narrowed down (so-called "structure detection"). Thus, identification methods may require intervention into the algorithms and expert knowledge of the underlying modelling system.
Appendix D Proof for describability by the Urysohn operator
Theorem. For the system to be describable by the discrete Urysohn operator, it is necessary and sufficient that (a) output y i must be completely determined by last m input values and (b) the following is true y i (X * ) + y i (X * p + X * q − x min ) = y (X * p ) + y (X * q ) , ∀p, q, p = q.
Proof. Necessary condition. Part (a) directly follows from the structure of the discrete model, equation (2) . Part (b) follows from theorem of section 3. Indeed, any (m − 1) elements of the Urysohn matrix can be prescribed arbitrary values. This means that, without loss of generality, elements [2, 1] to [m, 1] of the Urysohn matrix can be prescribed to be equal to element [1, 1] . Furthermore, following the definition of X * p and definition (3) of quantised input, the p-th element of X * p can be expressed as
where k * p is a natural number from 1 to n. Analogously, an expression for the q-th element of X * q can be written. Without loss of generality p < q can be taken. Finally, it can be seen that Sufficient condition. The sufficiency can be proved by first constructing an Urysohn matrix and then showing that any output will be described by an operator with such matrix. Given condition (a) and using the fact that the input is quantised, it follows that the system must be described by at most mn parameters. Assume the following values for matrix U . The first column of matrix U is assigned to be U Using expression for the p-th element of X * p , which was introduced in the first part of the proof, all other elements are assigned to be
. . , n} , p ∈ {1, . . . , m} .
Now any input/output relationship of the system can be described by the constructed Urysohn operator. Indeed, consider output y i and input sequence X i given by
Input sequence can be rewritten as
x min x min . . .
x min x i−m+2
x min . . . x min x min . . .
This shows that the input/output relationship is of the Urysohn system (2). End of proof.
Here x and y are the input and the output sequences, respectively; m and n are the number of rows and columns of the Uryshon matrix, respectively; alpha is the stabilisation parameter; x_min and x_max are the maximum and the minimum values of the input variable, respectively; and U is the Uryshon matrix. For simplicity, the stopping criteria is not used in this implementation, and the iterative procedure loops until the end of the input sequence. Obviously, the stopping criteria can be added based on values of dy for multiple consecutive iterations.
