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Abstract
We present a simple numerical algorithm for solving elliptic equations where the diffusion coefficient,
the source term, the solution and its flux are discontinuous across an irregular interface. The
algorithm produces second-order accurate solutions and first-order accurate gradients in the L∞-
norm on Cartesian grids. The condition number is bounded, regardless of the ratio of the diffusion
constant and scales like that of the standard 5-point stencil approximation on a rectangular grid
with no interface. Numerical examples are given in two and three spatial dimensions.
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1. Introduction
It is crucial, for simulating important processes in the physical and life sciences, to find the
numerical solution of elliptic equations with discontinuities in the diffusion coefficient, the source
term, the solution and its flux. In the case of interfacial flows for example, jump conditions describe
the discontinuity in stress that is balanced by forces at the surface between phases [11]. In the
simulation of protein folding, it is the electrostatic potential that has a jump across the protein’s
Solvent-Excluded Surface [18, 43, 42, 62]. Other examples include solidification of multicomponent
alloys [59, 36, 9] or any diffusion dominated processes with different materials properties. At the
macroscale changes across the surface can only be represented by sharp jumps, hence the need to
numerically represent them as such. Failure to do so introduces errors that change the characteristics
of the problem.
Numerical approximations to solve such problems have been proposed and fall into two cat-
egories, depending on whether the interface is represented explicitly or implicitly. For example,
finite element discretizations approximate the space in which the solution is defined and rely on
a mesh that explicitly describes the surface [4]. It is straightforward to impose boundary condi-
tions in that framework, which is ideally suited for cases where deformations are small. For large
deformations, difficulties associated with the mesh generation process are severe. Consequently, in
this case, implicit representations of the interface have proved to be a better choice; imposing jump
conditions, however, is a difficulty task in that framework. One of the first attempt is the Immersed
Interface Method (IIM), where the jumps conditions are combined with Taylor expansions of the
solution on each side of the interface in order to modify the stencils of grid points adjacent to the
interface. The main difficulties are the need to evaluate high-order jump conditions and surface
derivatives. Several authors have further developed numerical methods within the IIM framework,
e.g. [13, 38, 39, 61, 8, 1, 2, 3, 59]. Another approach is The Ghost Fluid Method (GFM) [20], first
developed to treat shocks and contact discontinuities in compressible flows. The idea is to define a
ghost fluid in the region across the discontinuities by adding the interface jump to the true fluid.
This simple treatment avoids the large error incurred by differentiating discontinuous solutions, and
thus gives an elegant framework to manage jump conditions. The idea of the GFM was used for
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solving the Poisson equation with jump conditions in [40]. In this case, the jump in the normal
derivative of the solution is projected onto the Cartesian directions in order to use a dimension-
by-dimension approach. The authors showed that the normal jump is accurately captured, while
the tangential jump is smeared, which leads to a lack of convergence in the flux. The Voronoi
Interface Method [30] solved that problem by first constructing a local Voronoi mesh adjacent to
the interface and by then considering a GFM treatment. In that case, the solution is second-order
accurate in the L∞-norm with first-order accurate gradients in the same norm. This method has
been applied to electroporation problems [31, 44], where the unknown is the electric potential at
each grid points. While this method produces symmetric positive definite linear systems and only
requires the right-hand side of the linear system to be modified, it requires the generation of a
local Voronoi mesh, which may add some challenges, especially in three spatial dimensions. The
literature on solving elliptic problems with jump conditions is quite vast and we refer the interested
reader to the review [28] and to other approaches, such as cut-cell approaches [16, 50], discontinuous
Galerkin and the eXtended Finite Element Method (XFEM) [37, 32, 46, 17, 7, 45, 33, 21, 29, 60],
the Virtual Node Method [47, 6, 47, 58, 54, 35] or other fictitious domain approaches [15, 14, 23].
In this work, we propose a finite volume discretization for elliptic interface problems in a similar
vein as in [49, 53, 10] for the treatment of Neuman and Robin boundary conditions. To take into
account the jump conditions we adopt the ideas of relating the values of discontinuous functions
using Taylor expansions in the normal direction and employing local least-square interpolations. We
consider a level-set representation of the interface so that the method can be used in free boundary
problems [52, 51, 56, 27].
2. Numerical Discretization
Consider a rectangular domain Ω = [xmin;xmax] × [ymin; ymax] with an immersed irregular in-
terface Γ that splits Ω into two sets Ω− and Ω+ as illustrated in Fig. 1a. We seek a numerical
solution u = u(r), with r = (x, y), to the following problem:
k±u± −∇ · (µ±∇u±) = f±, in Ω±,
[u] = α, on Γ,
[µ∂nu] = β, on Γ,
(1)
(2)
(3)
where the functions k± = k±(r), µ± = µ±(r) ≥  > 0, f± = f±(r), r ∈ Γ are given. We denote
by [Q] the jump of a quantity Q across Γ, i.e. [Q] = Q+ −Q−. For simplicity, we impose Dirichlet
boundary conditions on the boundary of the computation domain, i.e. u+ = g on ∂Ω, where
g = g(r) is given.
(a) (b) (c)
Figure 1: (a) Notation used in this paper. (b) Illustration of a finite volume associated with a grid point (i, j). (c)
Illustration of the projection of a grid point onto the interface Γ
We discretize the domain Ω into a uniform rectangular grid of Nx×Ny points with spatial steps
∆x =
xmax − xmin
nx − 1 , ∆y =
ymax − ymin
ny − 1
2
and associate with each point ri,j = (xi, yj) = (xmin + (i− 1)∆x, ymin + (j − 1)∆y) a finite volume
Vi,j =
[
xi − 12∆x;xi + 12∆x
] × [yj − 12∆y; yj + 12∆y], i ∈ [2;Nx − 1], j ∈ [2;Ny − 1] (see Fig.
1b). The Level-Set Method [52] is used to describe the irregular interface Γ. That is, we use
a Lipschitz-continuous function φ(r) such that Ω+ = {r : φ(r) > 0}, Ω− = {r : φ(r) < 0} and
Γ = {r : φ(r) = 0}.
At the grid points for which the interface Γ does not cross the finite volumes, equation (1) is
discretized using the standard five-point stencil. Let us consider a point ri,j which finite volume
Vi,j is crossed by Γ. Integrating equations (1) over Vi,j and applying the divergence theorem, one
gets the following expression:∑
s=+,−
∫
Ωs∩Vi,j
ksus dΩ︸ ︷︷ ︸
Linear term
−
∑
s=+,−
∫
Ωs∩∂Vi,j
µs∂nsu
s dΓ︸ ︷︷ ︸
Flux between finite volumes
=
∑
s=+,−
∫
Ωs∩Vi,j
fs dΩ︸ ︷︷ ︸
Volumetric generation
+
∫
Γ∩Vi,j
[µ∂nu] dΓ︸ ︷︷ ︸
Surface generation
Following [49, 53], that is, approximating the domain integrals by the integrand value multiplied by
the corresponding volumes, and estimating the fluxes between cells using values at nearest-neighbor
grid points and central difference formulas, one obtains:
∑
s=+,−
ksi,ju
s
i,j |Vsi,j | −
∑
s=+,−
(
µsi− 12 ,jA
s
i− 12 ,j
usi−1,j − usi,j
∆x
+ µsi+ 12 ,j
Asi+ 12 ,j
usi+1,j − usi,j
∆x
+
µsi,j− 12A
s
i,j− 12
usi,j−1 − usi,j
∆y
+ µsi,j+ 12
Asi,j+ 12
usi,j+1 − usi,j
∆y
)
=
∑
s=+,−
fsi,j |Vsi,j |+
∫
Γ∩Vi,j
β dΓ +O (hD) ,
(4)
where D is the problem dimensionality, h = max(∆x,∆y), |V±i,j | denotes the volume of Vi,j ∩ Ω±,
ui,j = u(ri,j), A
±
i± 12 ,j
and A±
i,j± 12
are face areas of V±i,j in the x- and y-directions, respectively. To
compute the boundary and domain integrals required by the proposed discretization we use the
geometric reconstruction approach from [41]. In case when an immersed interface is only piece-wise
smooth the method from [10] can be used.
The discretization given by equation (4) requires that both values of u− and u+ be available at
grid points with a control volume crossed by Γ. However, since the value of u+i,j can be expressed
as a function of u−i,j and the jump conditions (2) and (3), we select the Nx×Ny unknowns to solve
for as:
ui,j =
{
u+i,j , ri,j ∈ Ω+,
u−i,j , ri,j ∈ Ω−.
(5)
We then develop formulas to express u+i,j for ri,j ∈ Ω− and for u−i,j for ri,j ∈ Ω+ as a function of
the unknowns ui,j . This is described next.
Consider a grid point ri,j near the interface Γ and its projection, r
pr
i,j , onto the interface (see
Fig. 1c). Taylor expansion relates the values of u± at ri,j and r
pr
i,j as:
u±i,j = u
±(rpri,j) + δi,j∂nu
±(rpri,j) +O
(
h2
)
, (6)
where δi,j is the signed distance from ri,j to r
pr
i,j (±δi,j > 0 if ri,j ∈ Ω±). The geometrical quantities
n(rpri,j), r
pr
i,j and δi,j are estimated from the level-set function as:
n(rpri,j) = ni,j +O (h) where ni,j =
∇φ(ri,j)
|∇φ(ri,j)| ,
rpri,j = ri,j − δi,jni,j +O
(
h2
)
,
δi,j =
φ(ri,j)
|∇φ(ri,j)| +O
(
h2
)
.
3
Subtracting u−i,j from u
+
i,j given in (6) and taking into account the jump condition (2) one obtains:
u+i,j − u−i,j = α(rpri,j) + δi,j
(
∂nu
+(rpri,j)− ∂nu−(rpri,j)
)
+O (h2) .
Furthermore, eliminating either ∂nu
+(rpri,j) or ∂nu
−(rpri,j) in the above expression using the jump
condition (3) results in the following two equations:
u+i,j − u−i,j =

α(rpri,j) + δi,j
β(rpri,j)
µ+(rpri,j)
− δi,j
µ+(rpri,j)− µ−(rpri,j)
µ+(rpri,j)
∂nu
−(rpri,j)
α(rpri,j) + δi,j
β(rpri,j)
µ−(rpri,j)
− δi,j
µ+(rpri,j)− µ−(rpri,j)
µ−(rpri,j)
∂nu
+(rpri,j)
+O (h2) . (7)
If one approximates either ∂nu
+(rpri,j) or ∂nu
−(rpri,j) using u
±
i,j and {up,q, p ∈ [1, Nx], q ∈ [1, Ny]},
then these formulas can be used to eliminate additional degrees of freedom. To this end, we
approximate derivatives in the normal direction by using a least-squares linear interpolant for u±:
u±I (r) = u
±
i,j + (r − ri,j)T ·
(∇u±)
i,j
+O (h2) ,
where the gradient (∇u±)i,j is found as the least-square solution satisfying the constraints:
ui+p,j+q = u
±
i,j + (ri+p,j+q − ri,j)T ·
(∇u±)
i,j
, (p, q) ∈ N±i,j .
N±i,j denotes the set of neighboring grid points of ri,j , lying in the region Ω
±, that is:
N±i,j =
{
(p, q) : p = −1, 0, 1, q = −1, 0, 1, (p, q) 6= (0, 0), ri+p,j+q ∈ Ω±
}
.
Note also that ui+p,j+q = u
±
i+p,j+q if (p, q) ∈ N±i,j .
Thus, the gradient (∇u±)i,j is the least-squares solution of the following linear system:
X
i,j
W±
i,j
(∇u±)
i,j
= W±
i,j

ui−1,j−1 − u±i,j
ui,j−1 − u±i,j
. . .
ui+1,j+1 − u±i,j
 ,
that is:
(∇u±)
i,j
= D±
i,j

ui−1,j−1 − u±i,j
ui,j−1 − u±i,j
. . .
ui+1,j+1 − u±i,j
 , D±i,j = (XTi,jW±i,jXi,j)−1 (W±i,jXi,j)T ,
where the 3D ×D and 3D × 3D matrices X
i,j
and W
i,j
are given by:
X
i,j
=

(ri−1,j−1 − ri,j)T
(ri,j−1 − ri,j)T
. . .
(ri+1,j+1 − ri,j)T
 and W±i,j =

ω±i,j(−1,−1)
ω±i,j(0,−1)
. . .
ω±i,j(1, 1)
 ,
with
ω±i,j(p, q) =
{
1, (p, q) ∈ N±i,j
0, (p, q) ∈ N∓i,j
.
Estimating the normal derivatives as:
∂nu
±(rpri,j) = n
T
i,j ·
(∇u±)
i,j
+O (h) ,
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yields approximations of ∂nu
±(rpri,j) as linear combinations of u
±
i,j and {up,q, p ∈ [1, Nx], q ∈ [1, Ny]}.
Specifically, let us write the D × 3D matrix D±
i,j
as:
D±
i,j
=
(
d±i,j,−1,−1 d
±
i,j,0,−1 · · · d±i,j,1,1
)
.
Then the normal derivative can be expressed as:
∂nu
±(rpri,j) = c
±
i,ju
±
i,j +
∑
(p,q)∈N±i,j
c±i,j,p,qui+p,j+q +O (h) , (8)
where the coefficients are given by:
c±i,j,p,q = n
T
i,j · d±i,j,p,q, (p, q) ∈ N±i,j , and c±i,j = −
∑
(p,q)∈N±i,j
c±i,j,p,q.
Substitution of (8) into (7) produces formulas expressing u+i,j and u
−
i,j in terms of the selected
Nx ×Ny unknowns {up,q, p ∈ [1, Nx], q ∈ [1, Ny]}. Combining them with the definition (5), we get
the following rules:
• If ri,j ∈ Ω−
u−i,j = ui,j
u+i,j = ui,j + α+ δi,j

β
µ+
− [µ]
µ+
c−i,jui,j + ∑
(p,q)∈N−i,j
c−i,j,p,qui+p,j+q
 .
or
β
µ−
− [µ]
µ−
c+i,j
(
ui,j + α+ δi,j
β
µ−
)
+
∑
(p,q)∈N+i,j c
+
i,j,p,qui+p,j+q
1 + δi,j
[µ]
µ− c
+
i,j
 .
• If ri,j ∈ Ω+
u−i,j = ui,j − α− δi,j

β
µ+
− [µ]
µ+
c−i,j
(
ui,j − α− δi,j βµ+
)
+
∑
(p,q)∈N−i,j c
−
i,j,p,qui+p,j+q
1− δi,j [µ]µ+ c−i,j
 .
or
β
µ−
− [µ]
µ−
c+i,jui,j + ∑
(p,q)∈N+i,j
c+i,j,p,qui+p,j+q
 .
u+i,j = ui,j .
These rules, which are O (h2), contain two formulas for eliminating the additional degrees of free-
dom: one is based on approximating ∂nu
−(rpri,j) (first equations), the other one is based on approx-
imating ∂nu
+(rpri,j) (second equations). Thus, one has a certain flexibility in constructing the final
discretization. For example, one could choose, for each ri,j , the formula based on approximating
∂nu
−(rpri,j) or ∂nu
+(rpri,j) depending on the largest number of neighboring points of ri,j that are
in Ω− or in Ω+ (let us denote this scheme as Random). However, this choice would ignore the
magnitude of the diffusion constants µ− and µ+ and their influence on the condition number of the
linear system. To investigate this issue, we consider two additional schemes: the first one (referred
to as Bias Fast) uses interpolation in the fast-diffusion region (e.g, if µ− > µ+ then the formula
based on ∂nu
−(rpri,j) is used); the second scheme (referred to as Bias Slow) uses interpolation in
the slow-diffusion region (e.g, if µ− > µ+ then we use the formula based on ∂nu+(r
pr
i,j)).
Remarks:
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• In the limiting cases µ−µ+ → ∞ or µ
−
µ+ → 0, only the scheme Bias Slow remains well defined,
thus, we expect it to perform the best and be well-conditioned for any ratio of diffusion coef-
ficients. We will illustrate in section 3 that only the scheme Bias Slow produces a condition
number that is bounded.
• In the limiting case µ−µ+ ≡ 1, the three schemes coincide. Moreover, the matrix associated
with the resulting linear system is the same as for the case when no interface is present (that
is, as for the standard five-point stencil) and only the right-hand is changed to account for
jump conditions.
• The truncation error is the same for all three schemes. Therefore, we expect them to have
similar accuracies. Specifically, the truncation error1 is O (h2) for grid points away from
the immersed interface and O (1) for cells crossed by the interface. Following the results of
[34, 26, 55, 12, 48, 53, 22, 24, 10], we expect the schemes to produce second-order accurate
numerical solutions with first-order accurate gradients.
• In general µ+ 6= µ− case the resulting linear system is nonsymmetric. In the worst case
scenario the computational stencil involves nearest neighbors (both in Cartesian and diagonal
directions) of the standard five-point stencil as illustrated in Fig. 2a. An example of the
matrix associated with the resulting linear system structure is shown in Fig. 2b.
(a)
0 20 40 60 80
0
20
40
60
80
(b)
Figure 2: (a) Computational stencil (the red color indicates additional grid points used in case µ+ 6= µ−). (b) Matrix
structure of the resulting linear system in case of two-dimensional example from Sec. 3.1 on a 82 grid (the red color
indicates additional elements in case µ+ 6= µ−).
3. Numerical tests
To numerically illustrate the properties of the proposed schemes, we study three characteristics:
the order of accuracy of the numerical solution in the L∞-norm, the order of accuracy of the
numerical gradients in the L∞-norm, and the condition number of the linear system, estimated
by the MATLAB condest function. We consider two tests: the first one, the convergence test,
studies the dependence of those three characteristics on the grid resolution. The second one, the
conditioning test, focuses on the dependence of the three characteristics on the ratio, µ
−
µ+ , of
the diffusion coefficients. We perform both tests in two and three spatial dimensions. In all the
examples, we use the implementation of the BiCGStab algorithm provided by PETSc [5] with the
Hypre preconditioner [19].
1After scaling the resulting discretization by the cell volume O (hD) to account for the integration of the PDEs
over a finite volume.
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3.1. Two-dimensional case
Consider an annular region2 with inner and outer radii ri = 0.151 and re = 0.911, and an
immersed star-shaped interface (see Fig. 3a), described by the following level-set function:
φ(x, y) =
√
x2 + y2 − r0
(
1 +
3∑
k=1
βk cos
(
nk
(
arctan
(y
x
)
− θk
)))
,
with parameters:
r0 = 0.483,
n1β1
θ1
 =
 30.1
0.5
 ,
n2β2
θ2
 =
 4−0.1
1.8
 and
n3β3
θ3
 =
 70.15
0
 . (9)
Using the method of manufactured solutions, we take the exact solution to be u− = sin(2x) cos(2y)
and u+ =
(
16
(
y−x
3
)5 − 20 (y−x3 )3 + 5 (y−x3 )) log (x+ y + 3) (see Fig. 3c). For the convergence
test, we set the diffusion coefficients to µ− = 10
(
1 + 15 cos(2pi(x+ y)) sin(2pi(x− y))
)
and µ+ = 1
(see Fig. 3b), and we vary the grid resolution from 2−4 to 2−9. For the conditioning test, we fix
the grid resolution at 2−6 and µ+ = 1 and vary µ− from 10−4 to 104. The results are presented in
Fig. 4 and 5, where each data point represents the maximum value among 10× 10 = 100 different
relative placements of the immersed interface on the computational grid (as done in [10]). The
different placements thus account for cases where the interface defines a control volume that is
arbitrarily small or large, relative to an elementary grid cell. Section 3.3 will draw some conclusions
from these results.
(a) (b) (c)
Figure 3: Problem geometry (a), diffusion coefficients (scaled by 0.1 for visualization) (b) and numerical solution on
a 2562 grid.
3.2. Three-dimensional case
Consider a spherical shell3 with inner and outer radii ri = 0.151 and re = 0.911, and an
immersed star-shaped interface described by the level-set function:
φ(x, y, z) =
√
x2 + y2 + z2 − r0
(
1 +
(
x2 + y2
x2 + y2 + z2
)2 3∑
k=1
βk cos
(
nk
(
arctan
(y
x
)
− θk
)))
,
with the same parameters (9) as for the two-dimensional case. The problem geometry is illus-
trated in Fig. 6. The exact solutions are taken to be u− = sin(2x) cos(2y) exp(z) and u+ =
2We enclose an immersed interface inside another region in order to be able to obtain results for different place-
ments of the immersed interface and the computational grid without changing the problem statement. On the
boundaries of the enclosing region, Dirichlet boundary conditions can be imposed with any of the methods [26, 25, 57]
3As in the two-dimensional case, Dirichlet boundary conditions are enforced on the boundaries of the enclosing
region
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Figure 4: convergence test in two spatial dimensions (each data point represents the maximum value among
10× 10 = 100 different relative placements of an immersed interface on the computational grid).
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Figure 5: conditioning test in two spatial dimensions (each data point represents the maximum value among
10× 10 = 100 different relative placements of an immersed interface on the computational grid).
(
16
(
y−x
3
)5 − 20 (y−x3 )3 + 5 (y−x3 )) log (x+ y + 3) cos(z). In the convergence test, the diffusion
coefficients are set to µ− = 10
(
1 + 15 cos(2pi(x+ y)) sin(2pi(x− y)) cos(z)
)
and µ+ = 1. In the
conditioning test, the grid resolution is fixed at 2−4, µ+ = 1 and µ− is varied from 10−4 to 104.
The test results are presented in Fig. 7 and 8 ,where each data point is obtained as the maximum
(worse) value among 5× 5× 5 = 125 different relative placements of the immersed interface on the
computational grid. Section 3.3 will draw some conclusions from these results.
Figure 6: Illustration of problem geometry in the three-dimensional case.
3.3. Analysis
From the results presented in sections 3.1 and 3.2, it is clear that the numerical schemes have
the same behavior in two and three spatial dimensions. The convergence test results (see Fig. 4
and 7) indicate that, for a moderate diffusion coefficient ratio, all three schemes have comparable
8
0.02 0.03 0.04 0.05 0.06
Grid resolution
10 -3
10 -2
10 -1
So
lu
tio
n 
Er
ro
r
0.02 0.03 0.04 0.05 0.06
Grid resolution
10 -1
10 0
G
ra
di
en
t E
rro
r
0.04 0.05 0.06
Grid resolution
2000
4000
6000
8000
Co
nd
itio
n 
nu
m
be
r
Figure 7: convergence test in three spatial dimensions (each data point represents maximum value among 5×5×5 =
125 different relative placements of an immersed interface and the computational grid).
10 -5 10 0 10 5
Ratio / +
0.02
0.03
0.04
0.05
0.06
0.07
0.08
So
lu
tio
n 
Er
ro
r
10 -5 10 0 10 5
Ratio / +
10 -1
10 0
G
ra
di
en
t E
rro
r
10 -5 10 0 10 5
Ratio / +
10 5
10 10
Co
nd
itio
n 
nu
m
be
r
Figure 8: conditioning test in three spatial dimensions (each data point represents maximum value among 5× 5×
5 = 125 different relative placements of an immersed interface and the computational grid).
convergence properties: the numerical solutions are second-order accurate with first-order accurate
gradients in the L∞-norm. The condition number scales with the grid resolution as h−2, which
is similar to the scaling of the condition number for the standard five-point stencil. The only
difference between the three schemes is the magnitude of the errors and the magnitude of the
condition numbers, with the scheme Bias Slow giving the best results.
On the other hand, the conditioning test in two and three spatial dimensions demonstrate
that the three schemes behaviors are drastically different when the ratio µ
−
µ+ varies (Fig. 5 and 8).
In particular, the condition numbers for the schemes Random and Bias Fast grow unboundedly as
the ratio of the diffusion coefficients either decreases or increases away from 1. As a result, the
magnitude of the errors in the solution and its gradient grow significantly. We also note that, for
approximately µ
−
µ+ > 10 and
µ−
µ+ < 10
−1, the linear solver is not able to invert the resulting linear
system in a given number of iterations (50). In contrast, the condition number for the scheme Bias
Slow converges to finite values as µ
−
µ+ → 0 or µ
−
µ+ → ∞. As a result, the linear solver is able to
invert the resulting linear sytem for any values of µ
−
µ+ (the number of iterations depends only on
the grid resolution). Moreover, the errors of the numerical solutions and their gradients are only
moderately affected by small or large ratios µ
−
µ+ .
4. Conclusions
We have presented a simple numerical method for solving Elliptic equations with jump conditions
across irregular interfaces that are implicitly represented by a level-set function on Cartesian grids.
Second-order accurate solutions and first-order accurate gradients are obtained in the L∞-norm.
The linear system is non-symmetric but the condition number is bounded, regardless of the ratio of
the diffusion coefficients, so that the linear system can be inverted in a constant number of iterations
that depends only on the grid resolution: the condition number scales as O (h−2), similarly to the
linear system obtained from the standard five-point stencil.
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