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The widespread loss and degradation of habitat constitutes the largest threat to biodiversity in 
North America. While regulatory programs such as the Endangered Species Act of 1973 and 
wetland permitting under the Clean Water Act have addressed acute assaults on critical habitat, 
large areas of unprotected uplands have been lost. Urban development, particularly the advent of 
lower density suburban and rural sprawl, has greatly diminished the extent of contiguous patches 
of forest habitat and introduced a host of other undesirable effects on ecosystem function.  This 
study sought to evaluate the extent of urban sprawl and its effects on ecological integrity in 
Florida using Landsat-derived land cover data collected by the Florida Fish and Wildlife 
Conservation Commission (FWC) circa 1987 and 2003.  
Chapter 1 described a novel GIS technique for correcting the systematic errors in the FWC 1987 
and 2003 land cover data and converting those data to a common classification system so that 
they could be used in any ad hoc land cover change analysis.  Comparison to ground-truth 
observations demonstrated a significant improvement in the accuracy of the land cover data 
following the Land Cover Correction Process (LCCP).  Change detection between 1987 and 
2003 using the correct land cover revealed trends in land cover conversion that were very 
different from previously published results derived from the original FWC land cover data. 
Conversion to urban uses in the corrected data was 47,293 ha lower, and conversion to agricultural 
uses was reduced by 196,773 ha, resulting in 244,067 ha less anthropogenic land conversion than had 
been previously estimated. Although the corrected land cover data showed that overall land 
conversion of natural areas was lower compared to the earlier estimate, the corrected data showed 
proportionally greater habitat losses for four important habitat types: Pinelands (-10.08% in the 




6.37%); sandhill (-13.90% versus 11.18%); and scrub (-15.52% versus -9.83%). Given the relatively 
small areal extent of some of these habitats, the larger percent loss estimates over the study period 
revealed by the corrected land cover data are cause for even greater concern by conservation planners 
and policymakers. Now that its utility has been demonstrated, the LCCP technique can be applied to 
any pair of roughly similar land cover mapping datasets provided that their original classification 
systems can be composed by a cross-walk into a single scheme, and that one or more ancillary data 
sets are available to serve in the tie-breaker role performed here by the land use data from Florida’s 
Water Management Districts. The Soil Survey Geographic (SSURGO) and State Soil Geographic 
(STATSGO) soils data of the National Resource Conservation Service, the National Land Cover 
Dataset (NLCD) or the statewide habitat mapping of the USGS GAP Analysis Program could be 
adapted to provide the ancillary tie-breaker data required by the LCCP to conduct change detection 
between disparate land cover data sources heretofore considered too incompatible for that purpose. 
In Chapter 2, measures of urban sprawl, habitat loss and fragmentation in Florida were estimated 
using the corrected land cover data for 1987 and 2003.  The Northwest and North regions of the 
state exhibited significantly higher indices of urban sprawl, habitat loss and habitat 
fragmentation via application of the Moran’s I statistic.  Reducing urban sprawl and habitat 
fragmentation spatial metrics to simple ordination variables through the use of non-metric 
multidimensional scaling produced new measures of urban sprawl and habitat fragmentation that 
correlated strongly with the original FRAGSTATS metrics, but could be more easily mapped and 
interpreted. Urban and Habitat ordination metrics were each spatially autocorrelated (Local 
Moran’s I and K-means grouping analyses) but not correlated to each other using the Procrustes 
analysis PROTEST statistic (m
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(CA, NP, LPI, ED, SHAPE_AM and DCAD) correlated with habitat fragmentation. NP and 
DCAD appeared to be particularly useful in predicting fragmentation, and county governments 
should take measures to reduce establishment of new urban patches to minimize NP and DCAD. 
Chapter 3 explored the relationship between environmental outcomes in habitat loss and 
fragmentation and the quality of county local government comprehensive plans.  The use of 
NMS analysis provided a powerful technique for capturing the intrinsic variability of the Local 
Government Comprehensive Plan (LGCP) plan scoring systems of Brody (2003) and Pannozzo 
(2013) into a pair of variables each that could be used to explore associations with metrics of 
urban sprawl, habitat fragmentation and other county characteristics that influence urban growth 
and development. The geographic distribution of LGCP plan quality favored coastal counties 
with higher quality plans over inland counties, and there was some evidence that plans in Central 
and South regions of Peninsular Florida were superior to those in the North and Northwest 
Panhandle regions.  
Key factors in plan quality, specifically Coordination and Management, were strongly associated 
with urban sprawl or habitat fragmentation outcomes. The resources available to counties in the 
form of tax revenues, whether the county possessed a rural or urban economy, and the county’s 
political makeup also appeared related to LGCP plan quality, urban sprawl or habitat 
fragmentation outcomes. More research will be needed to elucidate the specific causal 
mechanisms behind the implementation of local government planning that resulted in the 
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for Urban Edge Density (ED) were significantly aggregated per Local Moran’s I. Broward (C06) 
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The widespread loss and degradation of habitat constitutes the largest threat to biodiversity in 
North America (Wilcove et al. 1998). While regulatory programs such as the Endangered 
Species Act of 1973 and wetland permitting under the Clean Water Act have addressed acute 
assaults on critical habitat, large areas of unprotected uplands have been lost, including an 
estimated 98% of longleaf pine forest (Noss et al. 1995). Urban development, particularly the 
advent of lower density suburban and rural sprawl, has greatly diminished the extent of 
contiguous patches of forest habitat (Radeloff et al. 2005) and introduced a host of other 
undesirable effects on ecosystem function (Alberti 2005). Although the adverse effects of habitat 
fragmentation often cannot be adequately distinguished from the effects of habitat loss, per se 
(Fahrig 2003, Smith et al 2009), researchers continue to find fragmentation and edge effects on 
ecosystem function that go beyond habitat loss (Harper et al. 2005; Chace and Walsh 2006; 
Wheeler et al. 2005; Villard and Metzger 2014).  
As conservation biologists recognized that existing publicly owned managed lands did not 
adequately protect those parts of the landscape necessary to maintain biodiversity in the US, 
large area “gap analysis” studies have been instituted using satellite remote sensing and 
Geographic Information Systems (GIS) technology (Scott et al. 2000; Dietz and Czech 2005; 
Lowry et al 2007; Boykin et al 2010; USGS 2013). In Florida, the Fish and Wildlife 
Conservation Commission (formerly the Florida Game and Freshwater Fish Commission) 
launched its own gap study, creating the first synoptic habitat map for the state using Landsat 




programs have been effective in identifying the resources to be protected, they have also 
revealed the shortcomings in our strategies to protect those resources. Conservation land 
acquisition programs move slowly, and much of the important habitat is coming under increasing 
urban development pressure.  
The low-intensity, sprawling pattern of modern urban development is as much a threat to 
maintaining natural landscapes as the absolute increase in urban land consumed. Exurban sprawl, 
a type of low-density urban development that is inconsistent with maintaining natural 
biodiversity values, increased from 10.1% to 13.1% of the land area of the US between 1980 and 
2000, a rate of growth 25% greater than that of the US population (Theobald 2005). This trend in 
favor of low density sprawl is also evident in Florida. In its report on urban development 
alternatives for central Florida, the University of Pennsylvania City & Regional Planning School 
of Design (aka the “PennDesign Studio”) found that the 184,834 acres of urban development 
between 1993 and 2000 represented a reduction in gross residential density from 1.56 units/acre 
to 1.44 units/acre, reflecting a preference for suburban sprawl over compact urban development 
(Barnett 2005). The PennDesign team used GIS to model two alternative futures for the region 
for the year 2050. The “Trend” scenario, which continued the current pattern of land use 
development, consumed 64% more land overall, and affected 33% more land identified as 
having high environmental significance, than did the “Alternative” scenario, which relied on 
mass-transit and higher urban densities to achieve more compact growth (Barnett 2005). The 
PennDesign study demonstrated the importance of good land use planning to achieve 




The increasing emphasis on ecosystem management over a reactive, project-by-project, single-
species approach to biodiversity protection has increased the importance of local government 
planning (Lowe 2000; Brody 2003; Brody et al. 2003). In 2005, twenty-one US states required 
that local governments adopt a comprehensive plan, and most mandated a land use element 
(Schwab 2005). Consequently, nearly half of the US had the legal mechanisms to adopt 
ecosystem-friendly land use planning and regulation. As an early adopter of strong growth 
management laws that required local government comprehensive plans (LGCPs), Florida had 
nearly two decades of experience with using land use planning to achieve ecosystem protection. 
As such, it made an ideal test bed for evaluating the efficacy of such plans. 
On paper, Florida’s growth management policy was one of the most stringent in the US. In 1985 
the Florida Department of Community Affairs (DCA) promulgated Rule 9J-5, F.A.C. to 
implement the requirements of the Local Government Comprehensive Planning and Land 
Development Regulation Act (Chapter 163.3164, F.S. in Florida Statutes 2003). Rule 9J-5 
specified the minimum requirements for the comprehensive plans adopted by every city and 
county in the state. The Conservation Element of each plan required local governments to devise 
goals, objectives and policies to protect wetlands, marine resources, endangered and threatened 
species, floodplains and other natural resources. Comprehensive plans were also required to 
adopt policies to curb urban sprawl and ensure that urban services, such as roads, water and 
sewer, were available by the time development occurs, a concept known as “concurrency.”   
Despite these lofty objectives, many counties in Florida continued to lose large amounts of 




“greenfields”) in rural areas were often more attractive to developers because the existing low 
traffic on rural roads made it much easier to comply with roadway level-of-service concurrency 
requirements (Chapin, et al. 2007; Maya 2008). The anti-sprawl provisions of some local 
comprehensive plans and local land development regulations were often too weak to discourage 
much “leapfrog development” into rural areas. Development began to encroach upon, or even 
encircle, public conservation lands, creating habitat islands that might be insufficient to maintain 
viable populations of the plants and animals they were intended to preserve. Finally, the 
increasing pressure to build new roads, or widen existing ones, further fragmented habitat into 
isolated patches and threatened wildlife populations directly with increased road mortality 
(Forman and Alexander 1998; Coffin 2007).  
Recognizing the uneven effectiveness of the current growth management regime, Florida’s 
Governor and Legislature adopted numerous changes to the state’s growth management laws 
during the legislative session in 2005 as part of Senate Bill 360 (Nicholas and Chapin 2007). 
Nonetheless, it was still not clear which (if any) of the growth management plans in effect 
throughout the state had been effective in limiting urban sprawl and protecting natural resources. 
Understanding what constituted a good comprehensive plan, and what mechanisms were 
necessary to see good planning implemented into effective biodiversity protection, would be 
essential to minimizing habitat loss and degradation in Florida. Furthermore, the lessons learned 
in Florida could have widespread applicability to all states which have adopted comprehensive 




The principal objective of this research was to test whether high quality local government 
comprehensive land use plans were good predictors of natural resource protection outcomes. 
Addressing that question involved several ancillary objectives which were addressed in the three 
chapters of this dissertation. Chapter 1 describes the Land Cover Correction Process (LCCP) that 
I developed to normalize the 1987 and 2003 statewide land cover mapping data from the Florida 
Fish and Wildlife Conservation Commission (FWC). That process also corrected the various 
systematic errors in the original FWC that made them unsuitable for reliable assessment of land 
cover change over time. The accuracy of the land cover data generated by my LCCP was 
assessed to determine if it was significantly improved compared to the original FWC data. The 
corrected land cover data were used to conduct statewide change detection in natural community 
types and those results were compared to previously published data to determine if the corrected 
data showed important differences in the magnitude or direction of habitat change over the study 
period. Chapter 1 concludes with discussion of the conservation policy implications of the 
differences identified in habitat loss rates using the corrected land cover data. 
Chapter 2 explains how the improved land cover data were used to measure the changes in 
urbanization and habitat fragmentation that occurred in individual Florida counties between 1987 
and 2003. FRAGSTATS landscape metrics sensitive to urban sprawl were used to characterize 
the trajectory of urban growth patterns in all 67 Florida counties. Non-metric multidimensional 
scaling (NMS) analysis was used to reduce multiple urban sprawl landscape metrics into new 
ordination variables that could be used to rate the character of urban development in each county 
on a simplified scale from low to high sprawl. Spatial autocorrelation analyses using Global and 




NMS ordination and spatial autocorrelation analyses were also performed on the FRAGSTATS 
metrics of habitat fragmentation. The relationship between urban sprawl and resulting habitat 
fragmentation was explored using backwards multiple linear regression to identify which urban 
sprawl metrics correlated to the new habitat fragmentation ordination variables. Knowing which 
measures of urban sprawl contributed the most to predicting habitat fragmentation provided 
guidance on fashioning more efficient measures of urban sprawl, but also illustrated what 
physical characteristics of sprawl development should be the focus of planning efforts to reduce 
adverse effects on the natural environment. Multi-response permutation procedures (MRPP) 
testing was performed to determine if significant differences in urban sprawl or habitat 
fragmentation occurred between different geographic regions of Florida, or between coastal and 
inland counties. The revelation of the same clear regional variations in both urban sprawl and 
habitat fragmentation suggested the presence of one or more common underlying mechanisms 
that would account for both. 
The primary objective of Chapter 3 was to test whether the outcomes of urban sprawl and habitat 
fragmentation identified in Chapter 2 were associated with the quality of local government 
conservation planning at the county level. Previously published research by Brody (2003) and 
Pannozzo (2013) had evaluated the quality of Local Government Comprehensive Plans (LGCPs) 
for peninsular Florida and the entire state, respectively. This study built on that earlier work by 
attempting to determine whether higher LGCP quality translated into less urban sprawl and 
fewer adverse impacts to habitat. Hierarchical cluster analysis was used to group county plans 
based on multivariate analysis of the contributing scores of the Brody and Pannozzo LGCP 




LGCP quality used in both evaluation schemes. MRPP analysis was used to determine if county 
plan quality varied by region or by coastal/inland location. MRPP was also used to determine if 
the LGCP quality groups were significantly different with respect to the urban sprawl and habitat 
fragmentation ordination measures derived in Chapter 2. Backwards multiple linear regression 
was used to identify which of the LGCP plan quality metrics contributed the most to the 
correlation with urban sprawl and habitat fragmentation to provide insight into which aspects of 
LGCP conservation elements might be the most effective. Other sociodemographic variables that 
might explain the geographic variations observed in LGCP quality, urban sprawl and habitat 
fragmentation were evaluated including county tax resources, the county’s historical political 
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CHAPTER ONE – A METHOD FOR NORMALIZING CLASSIFIED LAND COVER 
IMAGERY FOR USE IN CHANGE DETECTION ANALYSIS 
Submitted for Publication as: Michael J. Gilbrook and John F. Weishampel. In review. A Method 




The availability of a long historical record of Landsat satellite imagery made possible the 
development of multi-temporal land cover mapping for large regions. Use of these data sets for 
change detection and other landscape analyses is sometimes hampered by differences in the 
image classification methods employed at different times. To resolve these problems for 1987 
and 2003 land cover data for Florida from the Florida Fish and Wildlife Conservation 
Commission, the authors developed an automated GIS-based technique that relied on 
comparisons between the two land cover data sets themselves as well as ancillary land use data 
from Florida’s five Water Management Districts. This Land Cover Correction Process 
demonstrably improved the overall accuracy of the 1987 and 2003 land cover data by up to 10% 
and permitted more reliable measures of anthropogenic land use changes. The improved habitat 
loss rates estimated for ecologically important vegetative communities such as pinelands (-
9.1%), sandhill (-16.7%) and scrub (-20.2%) using the corrected data provide valuable guidance 





The science of landscape ecology owes its existence in part to the revelations made possible by 
the advent of aerial photography. Only with access to aerial imagery could ecologists begin to 
accurately map and study the patterns of natural vegetative communities and the effects of 
human disturbances (Turner et al. 2001). Collection of aerial imagery for the same areas over 
time provided the means for studying landscape changes, both natural and artificial, but drafting 
land cover maps from aerial photography was a slow and labor intensive process (Ruelland et al. 
2011). The Landsat series of remote sensing satellites which have been collecting medium 
resolution imagery since 1972 dramatically improved our ability to develop land cover maps at 
the regional or continental scale (Irons & Rocchio 2012a, 2012b). Landsat imagery could be 
rendered into the form of a digital land cover map using either supervised or unsupervised image 
classification techniques more cost effectively than was possible for such large areas using 
traditional aerial photo-interpretation techniques (Mosbech & Hansen 1994). As the Landsat 
digital archive grew, opportunities arose to perform land cover change detection between 
months, seasons, years or even decades for any place on the planet, making Landsat a valuable 
tool for conservation biology (Leimgruber et al. 2005).  
Numerous studies have employed Landsat imagery to evaluate anthropogenic changes in land 
cover between time periods spanning a year or more (Boyd & Danson 2005; Fuller 2001; 
Pflugmacher et al. 2012; Rogan et al. 2003; Ruelland et al. 2011; Wang & Moskovits 2001; 
Yang & Lo 2002). Although it is possible to directly compare changes in the raw Landsat 
imagery spectral reflectance values to perform change detection, the preferred approach involves 




map-to-map comparison (Yang & Lo 2002). Researchers who performed their own classification 
of Landsat imagery for map-to-map change detection studies could ensure that the different date 
epochs were classified consistently. The advent of statewide land cover mapping programs in the 
U.S., including those associated with the U.S. Geological Survey Gap Analysis Program (USGS 
2013) provided a source of already classified Landsat imagery that could be used in change 
detection analysis (Caicco et al. 1995; Cox et al. 1994; Laba et al. 2002; Pearlstine et al. 2002; 
Reese et al. 2002). However, inconsistencies in the Landsat imagery classification approach used 
in creating successive land cover maps make direct comparison of these data difficult (Wardlow 
& Egbert 2003; Wilkinson et al. 2008). 
The case in Florida is a good example. The Florida Fish and Wildlife Conservation Commission 
(FWC) developed a statewide land cover map from Landsat data collected during the mid to late 
1980s, then created a new map using a different land cover classification scheme with Landsat 
data from 2003. The period 1987 to 2003 is of interest to conservation biologists and urban 
planners because it represents the first 16 years during which Florida’s land regulation was 
governed by the requirements of the landmark Local Government Comprehensive Planning and 
Land Development Regulation Act of 1985 (Florida Statutes §163.3164). Other readily available 
land cover data sets did not cover this period. The earliest version of the National Land Cover 
Dataset (NLCD) was developed from Landsat imagery circa 1992 (Vogelmann et al. 2001), at 
least five years after the adoption of the earliest local government plans in Florida. The Coastal 
Change Analysis Program (C-CAP) was also established in the early 1990s (Klemas et al. 1993) 




Changes in the FWC land cover between 1987 and 2003 could be used to measure 
anthropocentric changes and their effects on natural ecosystems. However, the disparate land 
cover classification systems used for the two statewide inventories, as well as certain systematic 
errors present in the data, did not allow for direct comparison between them. This paper 
describes a process for normalizing the two land cover datasets to make a valid change detection 
analysis possible. Specific objectives addressed in this chapter include: (1) Can improvements be 
made to the FWC land cover data through the use of automated GIS methods that significantly 
improve the accuracy of those data? (2) Do the corrected land cover data reveal substantive 
differences in the magnitude or direction of change in ecologically important land cover types as 
compared to previously published data? (3) What are the policy implications of improved 






Land Cover Data 
Two sources of statewide land cover data for Florida were obtained from public sources. The 
oldest was developed by the FWC from Landsat imagery collected between 1985 and 1989   
(Cox et al. 1994). For convenience, this dataset will be referred to as the 1987 land cover, 
hereafter abbreviated as LC87. The more recent land cover data were prepared by the FWC from 
Landsat imagery collected in 2003 (Kautz et al. 2007) and will be referred to as the LC03 
dataset. Both land cover datasets were stored in Esri ArcInfo™ raster format at 30 m resolution 
and included all 67 Florida counties. USGS Digital Line Graph (DLG) 1:24,000 county 
boundaries were used to clip both the LC87 and LC03 statewide land cover datasets into county 
raster files. All land cover data were projected to the Florida statewide Albers Equal Area 
Projection established by the Florida Geographic Data Library (FGDL 2012b). 
The FWC classified the LC87 data into 22 land cover classes (Cox et al. 1994), while the LC03 
data were classified into 43 more narrowly defined land cover classes (Kautz et al. 2007). In an 
effort to perform change detection between the two dates the FWC developed a cross-walk 
between the LC87 and LC03 classification schemes to a new 17-class system (Table 1). 
Although these schemes do not follow the hierarchical structure of an Anderson land cover 
classification system (Anderson et al. 1976), it is useful to think of the original 1987 and 2003 
classification schemes as Level 4 and the 17-class system into which they collapse as Level 3 
codes. We established even more generalized Level 2 and Level 1 categories for working with 




Land Cover Issues 
Several systematic issues inherent in the FWC 1987 and 2003 land cover data impeded their use 
in change detection analysis: 
 Confusion between Urban and Barren Lands – The LC87 scheme classified all disturbed 
lands into a single class (Class 22-Urban/barren). Consequently, recently cleared 
agricultural fields or natural vegetative communities containing significant amounts of 
highly reflective sandy soil were assigned the same land cover classification as urbanized 
areas (Figure 1). These same areas were typically assigned a more correct land cover 
designation in the LC03 data, resulting in an apparent change from urban to non-urban 
land cover. The FWC sought to correct this problem in their change  detection analysis 
through use of a series of raster masks employed during data processing (Kautz et al. 
2007). However, this technique only corrected for the problem during the change 
detection analysis itself. A better approach would permanently correct the data sets so 





Table 1. Land cover classifications. The LC03 and LC87 codes were taken from Kautz et al. (2007) and represent the most granular ("Level 4") classifications 
for their respective years. The LC87 codes for Urban/barren (17) and Water (16) were reversed from their original order to simplify some of the land cover 
generalization processing steps. 












Land Cover Level 2 
Description 
Level 2  
Code 
Sand/beach 2 Urban/barren 22 Urban/barren 17 Urban/barren 1 
Bare soil/clearcut 30 Urban/barren 22 Urban/barren 17 Urban/barren 1 
High impact urban 41 Urban/barren 22 Urban/barren 17 Urban/barren 1 
Low impact urban 42 Urban/barren 22 Urban/barren 17 Urban/barren 1 
Extractive 43 Urban/barren 22 Urban/barren 17 Urban/barren 1 
Exotic plants 37 Exotic plants 21 Exotic plants 15 Exotic plants 2 
Australian pine 38 Exotic plants 21 Exotic plants 15 Exotic plants 2 
Melaleuca 39 Exotic plants 21 Exotic plants 15 Exotic plants 2 
Brazilian pepper 40 Exotic plants 21 Exotic plants 15 Exotic plants 2 
Coastal strand 1 Coastal strand 1 Coastal strand 1 Upland, non-forested 3 
Dry prairie 6 Dry prairie 2 Dry prairie 2 Upland, non-forested 3 
Shrub and brushland 28 Shrub and brushland 20 Shrub and brushland 13 Upland, non-forested 3 
Grassland 29 Grassland 19 Grassland/agriculture 14 Upland, non-forested 3 
Improved pasture 31 Grassland 19 Grassland/agriculture 14 Upland, non-forested 3 
Unimproved pasture 32 Grassland 19 Grassland/agriculture 14 Upland, non-forested 3 
Sugarcane 33 Grassland 19 Grassland/agriculture 14 Upland, non-forested 3 
Citrus 34 Grassland 19 Grassland/agriculture 14 Upland, non-forested 3 
Row/field crops 35 Grassland 19 Grassland/agriculture 14 Upland, non-forested 3 
Other agriculture 36 Grassland 19 Grassland/agriculture 14 Upland, non-forested 3 
Pineland 9 Pinelands 3 Pineland 3 Upland, forested 4 
Sand pine scrub 4 Sand pine scrub 4 Scrub 4 Upland, forested 4 
Xeric oak scrub 3 Xeric oak scrub 6 Scrub 4 Upland, forested 4 
Sandhill 5 Sandhill 5 Sandhill 5 Upland, forested 4 
Mixed hardwood forest 7 Mixed hardwood-pine 
forest 
7 Upland forest 6 Upland, forested 4 
Hardwood hammock and 
forest 
8 Hardwood hammocks and 
forests 
8 Upland forest 6 Upland, forested 4 
Cabbage palm-live oak 
hammock 
10 Hardwood hammocks and 
forests 
8 Upland forest 6 Upland, forested 4 
Hydric hammock 21 Hardwood hammocks and 
forests 
8 Upland forest 6 Upland, forested 4 
Tropical hardwood 
hammock 
11 Tropical hardwood 
hammock 
9 Tropical hardwood hammock 8 Upland, forested 4 
Water 27 Open water 18 Water 16 Water 5 
Salt marsh 23 Salt marsh 10 Salt marsh 10 Wetland, non-forested 6 
Tidal flat 26 Salt marsh 10 Salt marsh 10 Wetland, non-forested 6 
Freshwater marsh and wet 
prairie 
12 Freshwater marsh and wet 
prairie 
11 Freshwater marsh 11 Wetland, non-forested 6 
Sawgrass marsh 13 Freshwater marsh and wet 
prairie 
11 Freshwater marsh 11 Wetland, non-forested 6 
Cattail marsh 14 Freshwater marsh and wet 
prairie 
11 Freshwater marsh 11 Wetland, non-forested 6 
Shrub swamp 15 Shrub swamp 15 Shrub swamp 12 Wetland, non-forested 6 
Cypress swamp 17 Cypress swamp 12 Forested wetland 7 Wetland, forested 7 
Cypress/pine/cabbage palm 18 Cypress swamp 12 Forested wetland 7 Wetland, forested 7 
Mixed wetland forest 19 Mixed hardwood swamp 13 Forested wetland 7 Wetland, forested 7 
Hardwood swamp 20 Mixed hardwood swamp 13 Forested wetland 7 Wetland, forested 7 
Bay swamp 16 Bay swamp 14 Forested wetland 7 Wetland, forested 7 
Bottomland hardwood forest 22 Bottomland hardwood 
forest 
17 Forested wetland 7 Wetland, forested 7 
Mangrove swamp 24 Mangrove swamp 16 Mangrove swamp 9 Wetland, forested 7 





 Confusion between Urban and Forested Lands – Land cover classification using Landsat 
imagery is limited by the fact that heavy tree cover may obscure urban lands beneath the 
tree canopies. One consequence of this limitation is that older traditional town centers 
built on a gridded street network planted with canopy trees often were classified as 
forested lands in the FWC data (Figure 2). Similarly, narrow roadway or rail corridors 
with overhanging tree canopies, or even vegetated land cover that occupied a greater 
proportion of a 30 m pixel than an adjacent linear transportation feature, obscured that 
urban feature (Figure 3).  
 Confusion between Uplands and Wetlands – Some naturally vegetated areas identified as 
wetlands in 1987 were sometimes classified as uplands in 2003, or vice versa. These 
classification errors can be attributed to differences in hydroperiod at the times during 
which imagery was collected. The presence of water contributes a very strong absorption 
signature in the near-infrared (Band 4) and mid-infrared (Band 5) bands of Landsat TM 
imagery and are therefore useful in discriminating between wetland and upland 
vegetative communities (Frazier & Page 2000; Harvey & Hill 2001; Ozesmi & Bauer 
2002). However, during times of drought a wetland might have such a low water 
signature as to be spectrally confused with an upland vegetative community (Figure 4). 
Conversely, standing water following a rain or flooding event could make an upland 






Figure 1. Misclassification of agricultural areas.  (A) 1986 Landsat of a recently established orange grove (black outlined 
area); (B) Classification of sandy, highly-reflective cleared land as Urban/barren in FWC 1987 land cover data; (C) 2003 
Landsat image of orange grove with leafy trees growing; (D) Level 2 classification of the orange grove at as Upland, non-
forested in FWC 2003 land cover data; (E) The 0.3 meter resolution natural color imagery of the location for December 2010 




Figure 2. Misclassification of urban areas.  (A) 1986 Landsat image with 4,3,2 band combination showed heavy tree canopy (red) in an established residential 
area (black rectangle); (B) FWC 1987 land cover largely classified the residential area as Upland, forested (green) interspersed with Urban (red) at Level 2; (C) 
2003 Landsat image appeared essentially unchanged from 1986; (D) FWC 2003 land cover still showed the residential area as mostly Upland, forested; (E) The 






Figure 3. Misclassification of linear transportation features.  (A) Narrow two-lane roadways in 1986 Landsat image were represented by pixels that mixed the 
bright signature of the roadway surface with that of the vegetation bordering the roadway; (B) FWC 1987 land cover classified parts of the roadway as Upland, 
forested or Upland, non-forested vegetation, leaving apparent gaps in the continuity of the roadway; (C) Wider four-lane roadway in 2003 Landsat image 
presented a clear urban signature that was two or more pixels across; (D) FWC 2003 land cover correctly classified the wider roadway in this location; (E) The 





 Pixel-Level Heterogeneity Confused as Land Cover Change – Classification of 
Landsat imagery at the pixel level often results in spurious assignment of single 
pixels within a larger area of homogenous land cover to one or more differing 
land cover types (Figure 5). These artifacts, referred to as “speckling” or “salt and 
pepper” effects, result in erroneous change detection results when the spurious 
land cover types in the image of one epoch align with the correct land cover in 
another (Masek et al. 2000). Similarly, even a small registration difference in the 
pixel locations of two images may result in a band of apparent land cover change 
on the boundaries between land cover types (Frazier & Page 2000). Use of 
majority filter and boundary cleaning techniques in GIS can reduce these errors 
(Yang & Lo 2002).  
The presence of these errors did not deter use of the FWC 1987 and 2003 land cover data in a 
number of conservation biology, regional planning and wildlife management studies (Dixon et 
al. 2006; Gilbert et al. 2001; Gilbrook 1989ab; 1989ba; Hoctor et al. 2000; Kautz & Cox 2001; 
Maehr & Cox 2009; Oetting et al. 2006). However, these land cover classification errors would 
be detrimental to accurate assessment of land cover change over time. The following section 
describes the suite of GIS-based remedies that were devised to address each of these sources of 
























Figure 4. Misclassification of wetland areas.  (A) 1986 Landsat image with 4,3,2 band combination of small lake surrounded by natural vegetative cover; (B) 
FWC 1987 land cover classified a mix of upland and wetland forested and non-forested vegetation around the lake; (C) Land use data from aerial photo 
interpretation by the St. Johns River Water Management District (SJRWMD) in 1990 identified a large area of non-forested wetlands around the lake; (D) 2003 
Landsat image shows the area around the lake was essentially unchanged; (E) FWC 2003 classified zones of wetland, non-forested, wetland forested and 
upland forested vegetation very different from the pattern identified in FWC 1987; (F) SJRWMD 2004 land use data showed a wetland pattern that differed 





Figure 5. Speckling in classified Landsat imagery.  (A) A 4,3,2 band combination of Landsat imagery in a built-out 
urban area.  (B) Level 2 classified imagery of the land cover for the same area.  Note the small inclusions of 
Upland, non-forested land cover within the “homogenous” Urban areas, and the Upland, forested and Upland, non-
forested areas within the large Wetland, forested area to the east. (C) A high-resolution (0.3 meter) natural color 
image of the area for December 2010 from DigitalGlobe.  (D) The land cover mapping from panel B shown 
superimposed over the aerial imagery from panel C to better illustrate the speckling of heterogeneous land cover 





Land Cover Correction Process 
The Land Cover Correction Process (LCCP) was developed entirely within the Esri ArcGIS™ 
10.0 software environment. Esri Spatial Modelbuilder™ was used to create the algorithm for the 
LCCP. Many of the geoprocessing tools used in the LCCP required the ArcInfo (ArcGIS 
Desktop Advanced) license level of ArcGIS. Raster functions in the LCCP relied on 
geoprocessing tools within the Spatial Analyst™ extension to ArcGIS. The components of the 
LCCP algorithm were exported from Spatial Modelbuilder to Python 2.6 scripts which were 
modified to facilitate batch processing of the raster land cover data for all 67 Florida counties.  
The LCCP employed three techniques that, working together, sought to address the systematic 
flaws identified in the FWC land cover data: 
 Generalization – Land cover accuracy can be significantly improved by using a majority 
filter technique to eliminate the spurious heterogeneity caused by single pixel 
misclassifications (speckling) and boundary effects (Guerschman et al. 2003; Yang & Lo 
2002). The LCCP used the ArcGIS Majority Filter and Boundary Clean functions to 
reduce speckling and smooth borders between land cover types. Use of a 3 x 3 pixel 
moving window in the Majority Filter produced output data with an effective minimum 
mapping unit of 90 m (Stow et al. 1990). 
 Superposition of Transportation Networks – The spectral signatures of many roads and 
railroads in the FWC land cover data were obscured at times by adjacent or overhead 
vegetation, even in some densely urbanized areas. The LCCP converted 




them over the original FWC land cover data to restore the integrity of linear 
transportation networks. In areas with dense urban street grids under heavy tree canopies 
this also had the effect of replacing an inappropriate forested land cover type with a more 
accurate urban land cover designation.  
 Land Cover Logical Comparison – This was the most powerful of the three techniques 
employed to correct land cover errors. From a matrix of all possible combinations of 
LC87 to LC03 land cover change there were many pairings that were improbable, such 
as LC87 Urban changing to LC03 Upland, forested. In many such cases, resolving the 
conflict was easy. In this example, since urban areas typically do not transition to upland 
forests in less than two decades, most likely the correct land cover type in the LC87 data 
should have been Upland, forested. Land cover pairings for which there was no a priori 
reason to favor one type over another (e.g., LC87 Wetland, forested to LC03 Upland, 
forested) could be resolved through reference to ancillary near-contemporaneous land 
use data from a third party. For example, if 2004 vector land use data from the local 
Water Management District indicated that Wetland, forested was the correct land cover 
type, then the LC03 value of Upland, forested was most likely in error. The LCCP used 
lookup tables and a series of raster algebra techniques to make these comparisons and 
perform the appropriate corrections (Appendix A). 
The LCCP was developed as two interlocking models. The first component was the Land Cover 
Generalization Model (LCGM), which performed the generalization and transportation network 
superposition steps described above. A detailed description of the LCGM, including lists of all 




appears in Appendix A. Appendix B provides the Python 2.6 code used to automate the 
production of the LCGM.  
The outputs of the LCGM served as inputs to the Land Cover Correction Model (LCCM), which 
performed the geoprocessing steps that repaired misclassifications identified in either the LC87 
or LC03 land cover layers. The fundamental idea behind the LCCM was that some land cover 
changes were unreasonable, and therefore represented likely misclassifications. For example, 
although it was not unexpected that pasture in 1987 would become urbanized by 2003, it was 
very unlikely that urbanized land in 1987 would become pasture in 2003. The LCCM was 
designed to detect this and other similarly unlikely land cover changes, and compare the land 
cover data at those locations to ancillary land use data which would decide which of the two land 
cover inputs (1987 or 2003) was correct.  
The evaluation to determine whether an original FWC land cover classification required 
correction relied on a confusion matrix which contained all possible combinations of the two 
input land cover rasters from 1987 and 2003, plus a third “tie breaker” layer developed from 
near-contemporaneous land use data prepared by Florida’s five Water Management Districts 
(WMDs) and made available on Florida’s statewide GIS data depository (FGDL 2012a). Since 
the confusion matrix for the 17 Level 3 land cover classes from three sources was unreasonably 
large (17
3
 = 4,913 combinations), the land cover data were evaluated using the simpler Level 2 
classification system which entailed only seven classifications, and a much smaller number of 
combinatorial outcomes (7
3




and reclassified to the Level 2 classification scheme for each of the 67 Florida counties to 
provide a check on the 1987 and 2003 FWC raster data, respectively. 
The most likely correct LC87 or LC03 land cover type for many of the 343 combinations in the 
confusion matrix were assigned a priori based on a logical evaluation. For example, a matrix 
value indicating an LC87 class of Urban, an LC03 type of Upland, non-forested and a WMD 
1990 land cover type of Upland, non-forested was almost certainly a misclassification of the land 
cover in 1987; the corrected LC87 land cover value for this combination was set to Upland, non-
forested. These initial logical assignments of corrected land cover were evaluated and revised as 
needed following visual assessment of the original Landsat imagery from 1987 and 2003 as well 
as DigitalGlobe high-resolution (0.3 meter) natural color imagery from December 2010 
(Appendix A). The final results were lookup tables that identified when the land cover data from 
one year should be replaced with the more correct value from the other year. Note that in this 
process new land cover values from the WMD data were never substituted for either of the 
original FWC land cover values. This approach ensured that the LCCM algorithm only made 
choices between the original data collected by the FWC, and did not introduce new information 
that wasn’t present in either the FWC data from 1987 or 2003. 
The final steps in preparing the binary logic that would assign corrected land cover values in the 
LCCM algorithm involved creating the reclassification instructions that would be used to 
generate “mask layers” in the LCCM model. For each county analyzed by the LCCM, these 
mask layers would contain only two values, 100 or 0. A cell value of 100 indicated that the 




output raster, while a pixel value of 0 meant that the land cover code from the other year (e.g., 
2003) should be output to the final raster. This process is illustrated for a small area of Madison 





Figure 6. Illustration  of the Land Cover Correction Process for a 4 km x 3 km area in Madison County.  (A) The original 1987 land cover data at Level 3; (B) The Mask Raster placed a value of 0 (gray) at every pixel for which 
the land cover change matrix indicated that the 2003 land cover data had the more correct land cover value, and a value of 100 (tan) at every pixel that was properly classified in the 1987 data; (C) The Minimum Raster generated 
by performing a minimum raster analysis between the Mask Raster and the original 1987 land cover placed a 0 value (black) at every pixel that was 0 in the Mask Raster, and the original land cover classification at every pixel 
for which the Mask Raster had a value of 100;  (D) The final 1987 corrected land cover raster was generated by replacing every pixel with a 0 value in the Minimum Raster with the land cover classification for that pixel from the 
original 2003 land cover raster. Steps (E) through (H) illustrate the same process performed for the 2003 land cover data.   





Land Cover Accuracy Assessment 
Congalton and Green (2009) established the importance of assessing the accuracy of land cover 
classifications through the use of the confusion matrix, and they provided guidelines for the 
collection of valid ground reference data for such assessments. To assess the accuracy of the land 
cover data output from the Land Cover Correction Process, the corrected 1987 and 2003 land 
cover data for six counties in east central Florida (Brevard, Lake, Orange, Osceola, Seminole and 
Volusia) were generated by the LCCP for evaluation. Although these counties were 
conterminous, they represented a wide variety of the land cover types common throughout 
Florida, from coastal estuaries to xeric highlands. A set of ground-reference sample points were 
generated within each county (Figure 7) using the ArcGIS Create Random Points function in 
keeping with findings that simple or stratified random sampling were the most accurate ways to 
collect ground reference locations for evaluating land cover data derived from remote sensing 
(Congalton 1991). The Create Random Points process was applied with an option to maintain a 
minimum distance of 1 km between sample points to reduce the effects of spatial autocorrelation 
(Congalton 1988). The process also excluded placement of sample points within water bodies ≥ 
100 ha in size. Larger water bodies were easily classified, and excluding them ensured that 
sample points would be distributed primarily in upland areas which would provide a better test of 
the Land Cover Correction Process. Two hundred sample points were generated for five of the 
six counties. Only 150 points were selected for Seminole County due to its small size; one point 
fell at an edge location for which land cover data were missing, leaving 149 valid points for that 
county. The sample size of 1,149 ground reference points exceeded the worst-case multinomial 


















Figure 7. Randomly selected ground reference points for evaluating land cover accuracy in six central Florida 





Three undergraduate students with no prior exposure to the FWC land cover data were recruited 
to collect ground reference data. Each reviewer was provided 1987 and 2003 Landsat TM 
imagery for two counties in several different band combinations: Natural color (bands 3,2,1), 
false-color infrared (4,3,2), wetland enhanced (4,5,3) and vegetation enhanced (7,4,2). Ancillary 
GIS data provided to assist the reviewers in land cover interpretation included SSURGO soils 
data of the National Conservation Resources Service (FGDL 2012b), 1990 and 2004 land use 
data from the WMDs (ibid.), and recent high-resolution (0.30 m resolution) natural color 
imagery from DigitalGlobe. For each of the randomly selected points, each reviewer chose the 
Level 2 and Level 3 land cover types (Table 1) present at that location for 1987 and 2003. After 
the ground reference reviewers had completed their assessments, GIS techniques were used to 
extract the land cover data value from the FWC and corrected land cover rasters for both 1987 
and 2003 at each of the sample points. The tabular data from those county point feature classes 
were concatenated into a single table which was used to generate confusion matrices (Congalton 
& Green 2009; Foody 2002) and kappa statistics (Gwet 2001) for evaluating the accuracy of the 
FWC and corrected land cover data sets.  
As a further check of the efficacy of the LCCP, the land cover assignments of the original FWC 
and corrected land cover data for each of the six central Florida counties were compared to the 
near-contemporaneous WMD land use data on a pixel-by-pixel basis. The Level 2 FWC and 
corrected land cover data for 1987 were each combined by raster overlay techniques with the 
WMD 1990 land use data at Level 2 to calculate a confusion matrix. The process was repeated 
for the 2003 FWC and corrected land cover data and the 2004 WMD land use data. Over 18.8 




Land Cover Change Analyses 
Land cover change between the final corrected 1987 and 2003 land cover rasters was performed 
by county for both the Level 3 and Level 2 classification schemes. For the Level 2 data, the 1987 
land cover raster values for each pixel were multiplied by a constant value of 10 then added to 
the 2003 land cover value, resulting in a raster which contained the 1987 and 2003 land use 
codes for every pixel. The same approach was used for the Level 3 data, except that a constant 
value of 100 was used on account of the two digit Level 3 land cover codes. By this method, not 
only the magnitude of land cover change (summarized as the count of pixels), but the identity of 
the land cover types that had undergone conversion were preserved. The tabular land cover 
change data from each county were imported into spreadsheets for disaggregation into their 1987 
and 2003 land cover classifications for analysis. The Level 3 data were also re-organized for 






Results and Discussion 
Land Cover Accuracy Assessment 
The use of confusion matrices has become a staple in the assessment of land cover accuracy 
(Congalton 1991; Congalton & Green 2009; Foody 2010). A detailed discussion of the confusion 
matrices comparing the original FWC land cover data and the corrected land cover data to the 
ground reference data at 1,149 randomly selected sample locations appears in Appendix D. The 
percent overall accuracy and the kappa statistic are the two metrics which are most useful for 
evaluating the agreement between classified land cover data and the ground reference data in 
confusion matrices (Congalton & Green 2009). The overall accuracy represents the fraction of all 
observations of land cover data that were in perfect agreement with the ground reference data, as 
indicated by those observations that fell into the diagonal cells of the confusion matrix. Although 
overall accuracy is easy to compute and readily understood, the kappa statistic is a better 
measure of the strength of agreement in land cover data because it is also sensitive to the extent 
and distribution of the errors of omission or commission represented by the counts in the off-
diagonal cells of the confusion matrix (Congalton 1991). As was explained by Congalton and 
Green (2009): “The Kappa analysis is a discrete multivariate technique used in accuracy 
assessment to statistically determine if one error matrix is significantly different from another… 
[The] measure of agreement is based on the differences between the actual agreement in the error 
matrix…and the chance agreement that is indicated by the row and column totals (i.e., the 





Figure 8. Comparison of percent agreement and kappa statistic for confusion matrix accuracy assessments of 
original FWC and corrected land cover data for two different periods (1987, 2003) and two different levels of land 







The percent accuracy and kappa scores from the confusion matrices used to assess the accuracy 
of the original and corrected land cover data against the ground reference data are summarized in 
Figure 8. In each pairwise comparison of the original FWC land cover versus corrected land 
cover for a given year (1987, 2003) and land classification scheme (Level 2, Level3), both the 
percent accuracy and the kappa score was higher for the corrected data. The improvement in 
overall accuracy for the corrected 1987 Level 3 land cover data was substantial, increasing from 
33.8% to 42.6%, an increase of 26.3%. Improvements for the other pairwise comparisons ranged 
from a difference of 6.6% (a 14.2% improvement) for the 2003 Level 3 data, to 9.7% (an 18.6% 
improvement) for the 1987 Level 2 land cover. Landis and Koch (1977) established a scale for 
the strength of inter-rater agreement based on the kappa statistic, where kappa values from 0.21 -
0.40 represented Fair agreement, and those ranging from 0.41 to 0.60 indicated Moderate 
agreement. Based on that scale, the strength of accuracy assessments for both original FWC and 
corrected Level 3 land cover data were mostly only Fair, while most of the Level 2 land cover 
comparisons were rated Moderate. Nonetheless, the improvements in accuracy for the corrected 
land cover data over their uncorrected counterparts as measured by the kappa statistic were 
statistically significant (α = 0.05) for all comparisons as indicated by the 95% confidence 
intervals (Figure 8). 
The data in Figure 8 exhibit two other trends besides the consistent improvement in accuracy for 
corrected land cover over the original FWC land cover. The 2003 datasets were consistently 
more accurate than their 1987 counterparts. This can be attributed to the more sophisticated land 
cover classification process used to develop the original FWC 2003 data, including the use of 




agricultural lands (Kautz et al. 2007; Stys et al. 2004). Additionally, Level 2 classifications were 
consistently more accurate than the comparable Level 3 data in keeping with the observation of 
Congalton (1991) that two or more detailed land cover categories that can be collapsed into a 
single more general category will produce higher accuracies than are reported for the individual 
categories.  
Figure 9 summarizes the results of confusion matrices between all pixels in the original FWC 
and the corrected land cover for 1987 and 2003 for six counties (Brevard, Lake, Orange, 
Osceola, Seminole and Volusia) versus the Water Management District land use data for 1990 
and 2004 (Appendix D). These results corroborate the findings of the comparison using 
randomly selected ground reference locations. The overall accuracy of the corrected 1987 land 
cover data increased to 77.6% from 66.2% for the original FWC data, an improvement of 17.2%. 
Overall accuracy for corrected 2003 land cover increased from 67.3% to 77.6%, a gain of 15.3%. 
The kappa statistic for the corrected land cover data increased by 31.8% over the uncorrected 
FWC data for 1987, and by 20.5% for the 2003 data. The kappa statistic improvements were 
statistically significant (p < 0.01) for both time periods. Furthermore, the strength of the 
agreement as measured by the kappa improved from a rating of Moderate (between 0.41 to 0.60) 
for the original FWC land cover data to Substantial (0.61 to 0.80) per the rating scale of Landis 







Figure 9. Comparison of percent agreement and kappa statistic for confusion matrix accuracy assessments of 
original FWC and corrected land cover data for two different periods (1987, 2003) at Level 2 against Water 






The accuracy assessments demonstrated that the Land Cover Correction Model clearly improved 
the quality of the land cover data for both the 1987 and 2003 periods, and the comparison of 
original to corrected land cover data show that those improvements were significant. 
Consequently, those corrected land cover data provided better source material for analysis of 
land cover change over time than the original land cover data from which they were derived. 
Land Cover Change Analysis 
A change detection analysis for all 67 Florida counties was performed for both the original FWC 
and the corrected land cover data and the percent change in each Level 3 land use category was 
calculated (Table 2). Marked differences were evident between the areal extent of many of the 
FWC and corrected land cover classes. A chi-square test (GraphPad Software 2014) applied to 
the normalized areal proportions of the land cover data  showed that these differences were 
significant (p < 0.0001). A confusion matrix between the corrected 1987 and 2003 land cover 






Table 2. Statewide land cover change at Level 3 between 1987 and 2003 for original FWC and corrected land cover data. The 1987 and 2003 land cover area values are the marginal totals from 
confusion matrices for the FWC and corrected land cover data and represent the net change in each land cover type. The marginal land cover totals for the corrected data appear in Tables 3 and 4. 
The 0.19% reduction in overall land area between 1987 and 2003 in the FWC land cover data was due to differences in the area of the county boundaries used for the two years.  
 
FWC Land Cover Corrected Land Cover 




(%) 1987 (ha) 2003 (ha) Change (ha) Change (%) 
1-Coastal strand                           4,368                         4,595  227 5.19%                       5,917                        5,653  -264 -4.46% 
2-Dry prairie                       679,998                     554,128  -125,869 -18.51%                   634,252                    599,371  -34,880 -5.50% 
3-Pineland                    2,236,938                  2,238,703  1,764 0.08%                2,692,444                 2,447,959  -244,484 -9.08% 
4-Scrub                       155,083                     127,413  -27,670 -17.84%                   164,834                    131,569  -33,265 -20.18% 
5-Sandhill                       315,694                     287,819  -27,875 -8.83%                   345,500                    287,800  -57,700 -16.70% 
6-Upland forest                       623,432                     391,961  -231,472 -37.13%                   525,010                    429,556  -95,453 -18.18% 
7-Forested wetland                    1,676,349                  2,241,244  564,895 33.70%                2,176,268                 2,268,321  92,053 4.23% 
8-Tropical hardwood hammock                           5,085                         5,985  900 17.70%                       5,523                        5,621  98 1.77% 
9-Mangrove swamp                       228,477                     243,012  14,536 6.36%                   248,265                    255,016  6,751 2.72% 
10-Salt marsh                       170,796                     166,613  -4,183 -2.45%                   178,846                    168,736  -10,110 -5.65% 
11-Freshwater marsh                       934,957                  1,029,836  94,879 10.15%                   974,634                 1,031,248  56,614 5.81% 
12-Shrub swamp                       251,796                     304,162  52,366 20.80%                   275,120                    242,872  -32,248 -11.72% 
13-Shrub and brushland                    1,435,546                     550,548  -884,998 -61.65%                1,005,642                    548,204  -457,438 -45.49% 
14-Grassland/agriculture                    2,521,370                  2,624,980  103,609 4.11%                2,834,419                 2,826,754  -7,665 -0.27% 
15-Exotic plants                         18,488                       18,494  6 0.03%                     17,427                      15,635  -1,792 -10.28% 
16-Water                    1,797,904                  1,915,638  117,735 6.55%                1,798,125                 1,837,369  39,243 2.18% 
17-Urban/barren                    2,761,256                  3,082,965  321,710 11.65%                1,952,098                 2,732,638  780,540 39.98% 







Table 3. Confusion matrix of changes in corrected land cover from 1987 to 2003 for land cover classes 1 through 9. Row totals are for LC87 land cover summed across all LC03 land 
cover types.  
 
Corrected LC03 Level 3          
 Corrected LC87 Level 3 1 2 3 4 5 6 7 8 9 Row Total 
Row Change 
% 
1-Coastal strand 4,818.2 19.6 33.9 4.3 1.3 12.9 16.7 9.4 102.8 5,916.7 18.6% 
2-Dry prairie 4.5 398,345.9 22,130.4 1,243.4 164.2 2,253.2 8,582.8 1.7 34.9 634,251.9 37.2% 
3-Pineland 162.1 25,355.6 2,055,121.9 5,563.0 20,996.0 75,255.6 115,252.3 124.4 231.1 2,692,443.6 23.7% 
4-Scrub 31.2 2,508.8 10,734.8 115,538.0 4,636.4 2,111.9 852.6 1.0 5.3 164,834.2 29.9% 
5-Sandhill 0.1 209.0 28,508.4 4,254.1 251,649.9 3,768.5 1,419.2 0.0 0.0 345,499.7 27.2% 
6-Upland forest 13.4 5,873.2 93,428.6 1,982.4 2,275.7 291,634.3 47,968.7 833.6 1,202.6 525,009.5 44.5% 
7-Forested wetland 2.3 6,983.6 51,260.8 484.4 496.2 19,509.2 2,013,110.8 7.9 747.7 2,176,267.8 7.5% 
8-Tropical hardwood hammock 43.4 5.3 255.7 0.0 0.0 107.6 126.5 4,028.7 397.7 5,522.7 27.1% 
9-Mangrove swamp 32.2 37.1 100.7 7.6 0.0 148.6 197.2 211.2 232,953.1 248,265.1 6.2% 
10-Salt marsh 17.7 104.5 276.5 5.9 0.5 283.0 919.9 21.8 12,020.0 178,846.3 16.2% 
11-Freshwater marsh 9.5 16,235.1 4,302.0 195.0 160.2 1,029.0 28,108.5 126.5 619.9 974,634.2 14.6% 
12-Shrub swamp 3.7 1,505.9 5,917.3 51.3 29.4 743.3 14,357.2 35.6 119.3 275,119.6 44.5% 
13-Shrub and brushland 297.8 41,132.7 110,398.6 1,375.7 3,592.4 16,323.3 21,226.6 3.7 88.6 1,005,641.9 62.2% 
14-Grassland/agriculture 10.8 97,684.5 58,955.0 490.7 3,282.9 14,077.1 11,520.2 14.9 29.7 2,834,419.4 18.4% 
15-Exotic plants 17.2 153.6 660.5 0.5 0.0 263.8 407.8 70.6 250.7 17,426.9 49.2% 
16-Water 147.3 342.5 251.6 10.9 15.2 108.9 1,622.7 46.8 5,991.7 1,798,125.5 3.7% 
17-Urban/barren 41.6 2,874.5 5,622.8 361.7 500.0 1,926.5 2,631.4 83.0 221.3 1,952,098.1 2.2% 
Column Total 5,653.0 599,371.5 2,447,959.4 131,568.9 287,800.2 429,556.3 2,268,320.9 5,620.7 255,016.4 12,843,601.1 81.1% 







Table 4. Confusion matrix of changes in corrected land cover from 1987 to 2003 for land cover classes 10 through 17. Row totals are for LC87 land cover summed across all 
LC03 land cover types. 
 
Corrected LC03 Level 3          
 Corrected LC87 Level 3 10 11 12 13 14 15 16 17 Row Total 
Row Change 
% 
1-Coastal strand 68.8 0.2 0.1 58.1 21.2 0.0 208.3 541.3 5,916.7 18.6% 
2-Dry prairie 250.7 18,870.9 2,404.4 6,514.1 129,587.1 1,573.7 9,854.1 32,435.8 634,251.9 37.2% 
3-Pineland 729.5 6,521.3 11,099.6 73,185.0 25,630.4 238.1 5,463.2 271,514.6 2,692,443.6 23.7% 
4-Scrub 41.9 355.3 109.0 1,338.5 655.0 1.2 331.7 25,581.6 164,834.2 29.9% 
5-Sandhill 0.3 207.9 105.1 3,795.7 3,282.5 0.0 257.9 48,041.2 345,499.7 27.2% 
6-Upland forest 734.4 1,912.6 1,624.4 11,949.8 9,801.1 1,337.1 2,777.5 49,660.2 525,009.5 44.5% 
7-Forested wetland 210.1 19,843.0 12,006.4 11,757.4 7,984.4 85.4 7,157.8 24,620.5 2,176,267.8 7.5% 
8-Tropical hardwood hammock 50.9 22.2 6.2 0.3 1.7 0.5 49.2 426.9 5,522.7 27.1% 
9-Mangrove swamp 6,501.0 279.4 11.3 41.7 49.1 23.2 7,096.3 575.6 248,265.1 6.2% 
10-Salt marsh 149,928.8 7,507.7 370.2 188.3 30.3 3.8 6,005.7 1,161.8 178,846.3 16.2% 
11-Freshwater marsh 2,161.1 831,987.5 44,694.3 3,969.4 18,039.3 143.8 13,696.9 9,156.2 974,634.2 14.6% 
12-Shrub swamp 582.8 88,183.0 152,742.3 3,321.0 2,928.1 308.9 1,747.6 2,542.8 275,119.6 44.5% 
13-Shrub and brushland 504.4 5,104.8 4,119.8 380,025.9 308,508.6 958.4 13,686.8 98,294.0 1,005,641.9 62.2% 
14-Grassland/agriculture 64.3 16,345.3 6,679.2 50,225.5 2,311,571.8 1,685.5 24,921.8 236,860.5 2,834,419.4 18.4% 
15-Exotic plants 72.4 239.8 388.8 20.6 873.6 8,856.5 368.3 4,782.3 17,426.9 49.2% 
16-Water 6,057.7 29,410.0 4,414.7 292.6 976.5 21.3 1,731,629.9 16,785.2 1,798,125.5 3.7% 
17-Urban/barren 777.3 4,457.6 2,096.1 1,520.5 6,813.4 397.4 12,115.5 1,909,657.6 1,952,098.1 2.2% 
Column Total 168,736.1 1,031,248.4 242,871.8 548,204.1 2,826,753.9 15,635.0 1,837,368.5 2,732,638.0 12,843,601.1 81.1% 





In the original FWC data, class 17-Urban/barren had the largest coverage in both 1987 
(2,761,256 ha) and 2003 (3,082,965 ha), while in the corrected land cover the most extensive 
coverage was in class 14-Grassland/agriculture (2,835,419 ha and 2,826,754 ha for 1987 and 
2003, respectively). In fact, in the corrected land cover data, 17-Urban/barren had only the fourth 
largest coverage in 1987 following 14-Grassland/agriculture, 3-Pineland, and 7-Forested wetland 
(Table 2). By 2003, the corrected 17-Urban/barren had become the second largest land cover 
type (2,732,638 ha) at a little over 100,000 ha behind 14-Grassland/agriculture in size. The 
overestimation of 17-Urban/barren land cover in the original 1987 FWC data was important 
because it masked the true magnitude of urban growth in Florida between 1987 and 2003. The 
areal extent of 17-Urban/barren increased by 11.65% in the original FWC land cover data, while 
the corrected land cover data showed an increase of 39.98% over the same time period (Table 2). 
The latter growth rate in urban area is more consistent with the 42% increase in Florida’s 
population between 1987 and 2003 (FOEDR 2014) 
The areal extent of several other key land cover classes in the corrected data also differed 
substantially from those in the original FWC data. Coastal strand is a critically endangered 
vegetative community that is home to several endemic threatened or endangered species 
(Johnson et al. 1992; Mann 1995). The 1-Coastal strand class in the corrected data for 1987 
(Table 2) measured 35.4% greater in area (5,917 ha) than in the uncorrected FWC data (4,368 
ha). More importantly, the trend from 1987 to 2003 in the original FWC data showed a 5.19% 
increase in coastal strand, whereas the corrected data showed a -4.46% decrease in this 
community (Table 2), a finding consistent with the assessment that coastal strand was among the 




in coastal strand (541 ha, 9.1% of the original coastal strand coverage) was attributable to 
conversion to 17-Urban/barren land cover, while 208 ha (3.5%) of the coastal strand decline 
involved conversion to open water (Table 4).  
The longleaf pine-wiregrass ecosystem is a fire-climax community that is home to a number of 
rare plant and animal species (Noss et al. 1995). Longleaf-pine forest coverage in North America 
has been reduced by more than 98% from its historical extent (Noss 1989), and includes 
extensive losses to urbanization and silviculture in Florida (Carr et al. 2010; Diemer 1986; FNAI 
1990; Means et al. 1996; Van Lear et al. 2005). Consistent with the historic trend in longleaf pine 
habitat loss, the corrected land cover data showed a -9.08% decline in the 3-Pineland class 
between 1987 (2,692,444 ha) and 2003 (2,447,959 ha), with most of the decline (271,515 ha) 
occurring as conversion to 17-Urban/barren (Table 2, Table 4). In contrast, the uncorrected FWC 
data remained nearly unchanged from 1987 (2,236,938 ha) to 2003 (2,238,703 ha), an increase of 
+0.08% (Table 2). The corrected land cover data for pinelands appeared to more accurately 
capture the decline of this critical habitat during the study period than the original uncorrected 
data, and would be a more suitable basis for guiding pineland habitat conservation and 
management decisions.  
The turkey oak-longleaf pine association captured by the 5-Sandhill class is another rapidly 
disappearing fire-dependent Florida community that is home to a number of endemic species 
(Breininger et al. 2011; Carr et al. 2010; Diemer 1986; FNAI 1990; Kautz & Cox 2001; Menges 
& Hawkes 1998). The uncorrected FWC data recorded a -8.83% (-27,875 ha) decline in 5-




twice as large (-16.70%, 57,700 ha). The more extensive loss of sandhill habitat shown by the 
corrected land cover data would be of interest to policymakers concerned with conservation of 
this vegetative community and its associated endemic species. 
Wetland area also changed substantially in the corrected land cover data. The areal coverage of 
the 7-Forested wetland class for 1987 was over half a million hectares larger in the corrected 
land cover data (2,176,268 ha) than in the original FWC uncorrected data (1,676,349 ha), while 
the 2003 values were nearly identical for the FWC (2,241,244 ha) and corrected (2,268,321 ha) 
data sets (Table 2). As a consequence of its lower coverage estimate for 1987, the areal extent of 
7-Forested wetland increased by 33.7% between 1987 and 2003 in the FWC land cover data 
(Table 2). Given the demonstrated difficulty of restoring or creating forested wetlands (Stanturf 
et al. 2001), it is unlikely that any agency in Florida was responsible for the restoration or 
establishment of more than 500,000 ha of forested wetlands during this time period. In contrast, 
the corrected land cover data indicated that the area of 7-Forested wetland remained essentially 
unchanged. A static or slightly increasing coverage by forested wetlands could be attributed to 
the modest successes of wetland mitigation measures, particularly restoration of wetlands in 
“mitigation banks,” pursuant to  the “no net loss” of wetlands policy instituted at the federal level 
in 1989 (Brown & Lant 1999; Reiss et al. 2009). 
Conversion of coastal salt marsh to mangrove forest has been observed throughout south Florida 
and has been attributed to multiple factors including sea level rise, a warming climate, and 
anthropogenic changes in estuarine salinity (Ball 1980; Krauss et al. 2011; Raabe et al. 2012). 




original FWC and corrected land cover data, but the magnitude of the changes differed. The 
uncorrected FWC data showed a 6.36% increase in the 9-Mangrove swamp class from 228,477 
ha in 1987 to 243,012 ha in 2003, while 10-Salt marsh declined by 2.45% from 170,796 ha in 
1987 to 166,613 in 2003 (Table 2). Conversely, in the corrected land cover data the 9-Mangrove 
swamp cover increased by only 2.72% (6,271 ha), from 248,265 ha in 1987 to 255,016 ha in 
2003, while 10-Salt marsh declined by –5.65% from 178,846 ha to 168,736 ha. The confusion 
matrix for examining land cover change in the corrected data showed that 4.7% (12,020 ha) of 
the total 9-Mangrove swamp class in 2003 was formerly 10-Salt marsh (Table 4). Given the 
relatively small differences in the areal extent of both mangrove swamp and coastal salt marsh 
between the original FWC and the corrected land cover data sets, it isn’t clear whether which 
data provided the better results for these classes. Detailed examination of the changes in specific 
stands of vegetation with reference to high-resolution overhead imagery could settle the 
question.  
The coverage of the 11-Freshwater marsh class increased in both the original FWC and the 
corrected land cover data (Table 2). The baseline area for freshwater marsh in 1987 was nearly 
50,000 ha larger in the corrected data (974,634 ha) than in the uncorrected data (934,957 ha), 
while the 2003 area for the two data sets differed by only 1,412 ha. Consequently, the absolute 
and percentage increase in freshwater marsh was nearly twice as large in the uncorrected data 
than in the corrected data (Table 2). Although the overall trend for freshwater marsh coverage in 
Florida has been negative, as it has been for the nation as a whole, some artificial ponds and 
wetlands have increased in area (Hefner & Brown 1984; Zedler & Kercher 2005). Spot 




wetlands associated with newly constructed stormwater treatment facilities might account for 
much of the increase in the freshwater marsh class in Florida.  
Comparison to Previous Change Detection Analysis 
Kautz et al. (2007) relied on a number of remedial measures applied during the change detection 
process to correct for known deficiencies in the original FWC land cover data, after which the 
data were used to estimate the amount of anthropogenic land conversion to urban and 
agricultural uses between circa 1987 and 2003 (Table 5). They reported that 9,855,179 ha of 
Florida’s natural and semi-natural land cover was converted either to urban uses (611,845 ha, 
6.21%) or agricultural uses (703,292 ha, 7.14%) for a total loss of 1,315,138 ha (13.34%). 
Estimates computed using the corrected land cover data (Table 5) show 9,232,253 ha of natural 
land reduced by 564,552 ha (6.12%) for urban uses and  506,519 ha (5.49%) for agricultural 





Table 5. Comparison between the land cover conversion data of Table 3 in Kautz et al (2007) and the same conversion estimates using the corrected land cover data. For the corrected land cover data the amount of land converted to Urban/barren (Class 17) and 
Grassland/agriculture (Class 14) was derived from the change detection confusion matrix in Table 4. Total Conversion for both data sets represents the total of conversion to either Urban and Agriculture uses 
  Land Cover Change Data from Kautz et al (2007) Land Cover Change Using Corrected Data 
Land Cover Type 





Developed (ha) % 
Conversion to 










Developed (ha) % 
Conversion to 





Pineland 2,645,854     156,146  5.90       87,361  3.30     243,508   9.20   2,692,444  271,515  10.08      25,630    0.95    297,145       11.04  
Shrub and brushland 1,654,021     223,953  13.54     376,030  22.73     599,983  36.27   1,005,642    98,294    9.77    308,509  30.68    406,803       40.45  
Forested wetland 1,535,713       26,628  1.73       18,836  1.23       45,464   2.96   2,176,268    24,620    1.13        7,984    0.37      32,605         1.50  
Upland forest 1,152,370       73,379  6.37       57,112  4.96     130,491  11.32      525,010    49,660    9.46        9,801    1.87      59,461       11.33  
Freshwater marsh 1,095,282       26,897  2.46       37,812  3.45       64,709   5.91      974,634      9,156    0.94      18,039    1.85      27,196         2.79  
Dry prairie    554,929       38,450  6.93     102,726  18.51     141,176  25.44      634,252    32,436    5.11    129,587  20.43    162,023       25.55  
Sandhill    344,515       38,528  11.18       14,829  4.30       53,356  15.49      345,500    48,041  13.90        3,282    0.95      51,324       14.85  
Shrub swamp    272,424         3,393  1.25         4,027  1.48         7,420   2.72      275,120      2,543    0.92        2,928    1.06        5,471         1.99  
Mangrove swamp    221,263         1,389  0.63      59  0.03         1,448   0.65      248,265         576    0.23     49    0.02   625         0.25  
Salt marsh    196,489         5,065  2.58      68  0.03         5,133   2.61      178,846      1,162    0.65     30    0.02        1,192         0.67  
Scrub    170,817       16,796  9.83         4,412  2.58       21,208  12.42      164,834    25,582  15.52   655    0.40      26,237       15.92  
Tropical hardwood hammock        6,178    648  10.48      19  0.31    667  10.79  5,523         427    7.73       2    0.03   429         7.76  
Coastal strand        5,324    573  10.77       -    -      573  10.77  5,917         541    9.15     21    0.36   562         9.51  
Total (natural and semi-natural) 9,855,179     611,845  6.21    703,291  7.14 1,315,136  13.34  9,232,253  564,552    6.12    506,519    5.49         1,071,071       11.60  
Grassland/agriculture 2,535,856     355,437  14.02       355,437  14.02   2,834,419  236,860    8.36      236,860         8.36  






The  differences between the values derived from Kautz et al. (2007) versus those for the 
corrected land cover data (Table 5) show the effects of the LCCP on estimates of anthropogenic 
land cover change. The total of all natural or semi-natural land cover in Florida circa 1987 was 
622,926 ha less for the corrected land cover data (Table 5). Conversion to urban uses in the 
corrected data was 47,293 ha lower, and conversion to agricultural uses was reduced by 196,773 
ha, resulting in 244,067 ha less anthropogenic land conversion than had been previously 
estimated by Kautz et al. (2007).  
Although the corrected land cover data showed that overall land conversion of natural areas was 
lower compared to the earlier estimate, the corrected data showed proportionally greater losses to 
urban development for four important habitat types. Pinelands cover was converted to urban uses 
by 10.08% in the corrected land cover as compared to 5.90% , upland forest was developed by 
9.46% versus 6.37%, sandhill losses to urban development amounted to 13.90% versus 11.18%, 
and scrub converted to urban uses by 15.52% compared to 9.83% (Table 5). Conversion of all 
four of these habitat types to agricultural use was lower in the corrected land cover data, but the 
greater impact of urban development resulted in a Total Conversion estimate that was higher in 
the corrected data for pineland (297,145 ha  versus 243,508 ha) and scrub (26,237 ha versus 
21,208 ha).  The areal estimate of Total Conversion for sandhill in the corrected data was nearly 
the same as that for the original data (51,324 ha vs. 53,356 ha) and much lower for upland forest 







According to the corrected land cover data, a proportionally greater share of the loss of for four 
ecologically important habitat types (pineland, upland forest, scrub and sandhill) was due to 
conversion to urban, rather than agricultural use (Table 5). This has important policy 
implications for both land development regulation and conservation reserve planning. While 
agriculture adversely affects native habitat through direct loss and edge effects (Ries & Debinski 
2001; Yahner 1988), the edge effects may be mitigated (Boutin & Jobin 1998) and agricultural 
areas may even be restored, albeit with difficulty (Flinn & Vellend 2005). In contrast, because 
conversion of natural land cover to urban uses tends to be permanent, the magnitude and rate of 
urban changes should warrant greater concern among conservation planners. Policymakers 
already tend to underestimate the areal extent of land need for conservation purposes by as much 
as two-thirds the amount indicated by evidence-based scientific analysis (Svancara et al. 2005), 
even in the face of evidence that larger reserves provide substantial advantages for protecting 
multiple ecosystems or species (Schwartz 1999; Scott & Sullivan 2000). Underestimates of 
habitat loss rates in Florida may contribute to a loss of urgency in protecting the remaining 
natural areas through either land acquisition or appropriate regulation of urban development. 
Limitations on the Research and Future Research Needs 
The LCCP significantly improved the accuracy of FWC land cover data from 1987 and 2003. 
Nonetheless, several caveats should be considered when using the new, corrected land cover 
data. First, although the corrected land cover data were output at the same 30 m pixel resolution 




increased the minimum mapping unit of the data to a 90 x 90 m pixel with an area of 0.81 ha. 
The corrected land cover data may not reliably show individual features smaller than about 1 ha 
in size. The exception would be the linear road and railroad features that were added to the 
corrected land cover data at 30 m resolution after the Majority Filter step (Appendix A). 
Since the LCCP was only able to select a land cover type for each pixel from the original FWC 
1987 and 2003 land cover data inputs for that pixel the output might still be in error where 
neither of the land cover inputs was correct. The likelihood of this kind of error will be higher in 
the more detailed Level 3 classifications than in the more general Level 2 data, as illustrated by 
the proportionally higher off-diagonal errors in the confusion matrices (Appendix D). 
Misclassifications will also be more evident when dealing with small areas. The corrected land 
cover data should not be employed for analyses of areas much smaller than about 10,000 ha. 
The corrected land cover data were used in this study to estimate anthropogenic loss of natural 
habitat at the statewide level. The aggregation of these data for the entire state undoubtedly 
masked important regional and local variations in land cover change, such as the migration of the 
citrus industry from central to south Florida and the conversion of the former agricultural lands 
to either urban or silvicultural uses (Kautz et al. 2007), or the successional changes between 
mangrove and salt marsh (Ball 1980; Krauss et al. 2011). Analysis of the corrected land cover 
data at the regional, county or even sub-county level will be necessary to elucidate the patterns of 






The Land Cover Correction Process outlined here significantly improved the accuracy of two 
statewide mapping products generated from Landsat imagery over 15 years apart and made it 
possible to perform change detection analyses with a greater degree of confidence. Now that the 
1987 and 2003 land cover datasets are more directly comparable they can be used to further 
explore the patterns of urban development, habitat loss and forest fragmentation throughout 
Florida during a time when growth was rampant, but also when important new growth 
management controls were in place. However, the value of the LCCP model is not limited to 
these two land cover data sets in Florida. This same technique can be applied to any pair of 
roughly similar land cover mapping datasets provided that their original classification systems 
can be composed by a cross-walk into a single scheme, and that one or more ancillary data sets 
are available to serve in the tie-breaker role performed here by the near-contemporaneous land 
use data from Florida’s WMDs. The Soil Survey Geographic (SSURGO) and State Soil 
Geographic (STATSGO) soils data of the National Resource Conservation Service have been 
used in GIS analyses to reconstruct historical pre-settlement vegetative cover (Stetler et al. 2003) 
and could easily be adapted to provide the ancillary tie-breaker data required by the LCCP. 
Similarly, the National Land Cover Dataset (NLCD) or the statewide habitat mapping of the 
USGS GAP Analysis Program provide readily available sources of ancillary land cover data 
(Wardlow & Egbert 2003). Applying the Land Cover Correction Process using these ancillary 
data may provide opportunities to conduct change detection between disparate land cover data 




Performing change detection between the corrected 1987 and 2003 land cover data sets revealed 
that the original FWC land cover data had grossly overestimated the amount of urban/barren land 
in Florida in 1987 which resulted in a massive underestimate of growth in urbanization during 
the study period. The corrected land cover data restored the size of the 1987 urban footprint to a 
more realistic value, leading to an estimate of urbanization that was much more consistent with 
the 40% growth in Florida’s population between 1987 and 2003. The corrected land cover data 
also identified urbanization, and not agriculture, as the primary source of anthropogenic loss of 
several important habitats. The larger habitat loss rates associated with urbanization identified 
with the corrected land cover data should be heeded by planners devising regulatory or land 
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CHAPTER TWO – EVALUATION OF THE ASSOCIATION BETWEEN URBAN 
SPRAWL, HABITAT LOSS AND FOREST FRAGMENTATION  
IN FLORIDA,1987 TO 2003 
Abstract 
Urban densities (persons per developed ha) in the continental US have decreased while urban 
population sizes have increased. This urban sprawl threatens biodiversity because natural land 
cover is lost to development, habitat is fragmented, and edge effects reduce ecological value of 
natural remnants. Florida land cover in ~1987 and 2003 were evaluated for urban sprawl trends 
among counties and the effects of that sprawl on habitat loss and fragmentation. Twelve 
FRAGSTATS landscape metrics representing urban development patterns and six for habitat 
fragmentation were reduced to non-metric multidimensional Urban and Habitat ordination axis 
scores for each of 67 counties. Most urban development occurred in the Florida Panhandle and 
upper Peninsula regions but occurred at significantly lower urban densities than other Florida 
regions. Urban and Habitat ordination metrics were each spatially autocorrelated (Local Moran’s 
I and K-means grouping analyses) but not correlated to each other using the Procrustes analysis 
PROTEST statistic (m
2
 = 0.952, p = 0.061). Multiple linear regression of individual urban sprawl 
metrics with Habitat Axis 1 revealed six (CA, NP, LPI, ED, SHAPE_AM and DCAD) that were 
significantly correlated, and which are among those most frequently cited by the literature as 
good indicators of urban sprawl. The strong correlation of the NP and DCAD (F = 14.4, p < 
0.001) with habitat fragmentation illustrated that leapfrog development that allows establishment 





The widespread loss and degradation of habitat constitutes the largest threat to biodiversity in 
North America (Wilcove et al. 1998). While regulatory programs such as the Endangered 
Species Act of 1973 and wetland permitting under the Clean Water Act have addressed acute 
assaults on critical habitat, large areas of unprotected uplands have been lost, including an 
estimated 98% of longleaf pine forest (Noss et al. 1995). Urban development, particularly the 
advent of lower density suburban and rural sprawl, has greatly diminished the extent of 
contiguous patches of forest habitat (Radeloff et al. 2005) and introduced a host of other 
undesirable effects on ecosystem function (Alberti 2005). Although the adverse effects of habitat 
fragmentation often cannot be adequately distinguished from the effects of habitat loss, per se 
(Fahrig 2003, Smith et al 2009), researchers continue to find fragmentation and edge effects on 
ecosystem function that go beyond habitat loss (Harper et al. 2005; Chace and Walsh 2006; 
Wheeler et al. 2005; Villard and Metzger 2014). The seriousness of the problem is underscored 
by the finding that exurban sprawl, a type of low-density urban development implicated in 
habitat fragmentation, increased from 10.1% to 13.1% of the land area of the US between 1980 
and 2000, a rate of growth 25% greater than that of the US population (Theobald 2005).  
There has been considerable discussion over the definition of “urban sprawl” and how to 
characterize it. Ewing (2008) noted that many definitions of sprawl agree on four archetypical 
characteristics (low density development, strip development, scattered development and leapfrog 
development), but failed to provide clear insight into how to quantify those conditions. Some 
definitions of sprawl include sociodemographic considerations or evaluations of social costs and 
benefits that cannot be assessed by objective evaluations of the urban land cover pattern (Bhatta 
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et al 2010). Jaeger et al (2010a) proposed 13 suitability criteria that should be met by candidate 
urban sprawl metrics, and identified three quantifiable landscape metrics (amount of urban area, 
proximity of urban patches, and contagion between patches) meeting those conditions. Other 
landscape metrics proposed as indicators of urban sprawl include patch density, mean patch size, 
mean perimeter to area ratio, number of patches, edge density, and largest patch index (Herold et 
al 2003, Ji et al 2006, Irwin and Bockstael 2007). Although some researchers developed their 
own metrics of urban sprawl that could be computed through use of GIS (Hasse and Lathrop 
2003, Theobald 2005, Jaeger et al 2010b), many relied on the established toolkit of landscape 
metrics available from the FRAGSTATS program (McGarigal 2014). Issues that may interfere 
with the application of landscape metrics to urban sprawl research include spatial and thematic 
accuracy of the input land cover data, and consistency of spatial domain or scale between the 
landscapes that are compared (Herold et al 2003, Dramstad 2009, Bhatta et al 2010). 
Landscape spatial metrics were originally developed as a means to advance the quantitative 
science of landscape ecology (Turner 1989, Gustafson 1998), but have gained popularity as both 
researchers and policymakers look for indicators of environmental change that “simplify… 
something very complex” and distills large amounts of quantitative landscape data into a more 
efficient form for comparing landscapes across space or time (Dramstad 2009). Landscape 
metrics are generally not useful except in a relative way when used to look at changes in a single 
landscape over time, or between different landscapes (Gustafson 1998). Studies of the responses 
of the various landscape metrics available in FRAGSTATS (McGarigal 2014) for both real and 
artificial (neutral) landscapes have demonstrated the utility of these metrics to quantify the 
various changes in spatial configuration that occur with habitat loss and fragmentation (Hargis et 
al 1998, Wu et al 2002, Neel et al 2004, Kupfer 2012). However, the utility of landscape metrics 
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comes with caveats. In particular, some spatial metrics are unreliable when comparing 
landscapes of different grain size (pixel resolution) or areal extent (Wu et al 2002). 
The availability of land cover data for the state of Florida from Landsat imagery classified in 
1985-89 (Cox et al. 1994) and 2003 (Kautz et al 2007) provided an opportunity to examine the 
relationship of different urban growth patterns in Florida’s counties to the resulting habitat loss 
and fragmentation effects. Each of Florida’s 67 counties offered a natural experiment for 
assessing the extent and pattern of urban development and relating that to both quantitative 
measures of habitat loss and spatial metrics of changes in habitat configuration. FRAGSTATS 
landscape metrics would be used to both characterize the extent of urban sprawl in each county, 
and the associated changes in the natural land cover. The use of non-metric multidimensional 
scaling (NMS) was an ideal tool for identifying patterns of association in these multivariate data, 
since it avoided assumptions of normality of the input data or the presence of linear relationships 
among variables (Kruskal 1964, McCune et al 2002), while providing the ability to discern 
relationships between variables based on rank-order distances within the data (Clarke 1993). 
The specific objectives evaluated in Chapter 2 include: (1) Which FRAGSTATS spatial metrics 
contribute most strongly to development of new ordination variables for urban sprawl and habitat 
fragmentation? (2) Do urban sprawl and habitat fragmentation significantly differ between 
Florida’s geographic regions, or between interior (inland) and coastal counties? (3) Which urban 






Land Cover Data 
Two sets of statewide land cover data for Florida were used in this study. The oldest was 
developed by the Florida Fish and Wildlife Conservation Commission (FWC) from Landsat 
imagery collected between 1985 and 1989 (Cox et al. 1994), hereafter abbreviated as LC87. 
Land cover data prepared by the FWC from Landsat imagery collected in 2003 (Kautz et al. 
2007) will be referred to as the LC03 dataset. Both land cover datasets were stored in Esri 
ArcGIS™ raster format at 30 m resolution and included all 67 Florida counties.  
The FWC originally classified the LC87 data into 22 land cover classes (Cox et al. 1994), while 
the LC03 data were classified into 43 more narrowly defined land cover classes (Kautz et al. 
2007). In order to perform change detection between the two dates the FWC developed a cross-
walk between the LC87 and LC03 classification schemes to a new 17-class system (Table 1). 
Although these schemes do not follow the hierarchical structure of an Anderson land cover 
classification system (Anderson et al. 1976), it is useful to think of the original 1987 and 2003 
classification schemes as Level 4 and the 17-class system into which they collapse as Level 3 
codes. A more generalized Level 2 scheme was established for use in this study (Table 6). 
The original FWC data contained a number of systematic errors in land cover classification that 
reduced their value in evaluating land cover change over time (Chapter 1). We developed a GIS-
based model to identify and correct those errors (Appendices A, B and C) which was shown to 
significantly improve the accuracy of the land cover classifications (Chapter 1). These corrected 
Level 2 land cover data were used for all subsequent analysis.
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Table 6. Level 3 land cover classes into which the original land cover types for the 1987 
(LC87) and 2003 (LC03) FWC data were converted to make them comparable for 
change detection analysis. Level 3 land cover was aggregated to Level 2 classes for this 
study.  
Level 3 Description 
Level 3 
Code Level 2 Description 
Level 2 
Code 
Coastal strand 1 Upland, Non-Forested 3 
Dry prairie 2 Upland, Non-Forested 3 
Pineland 3 Upland, Forested 4 
Scrub 4 Upland, Forested 4 
Sandhill 5 Upland, Forested 4 
Upland forest 6 Upland, Forested 4 
Forested wetland 7 Wetland, Forested 7 
Tropical hardwood hammock 8 Upland, Forested 4 
Mangrove swamp 9 Wetland, Forested 7 
Salt marsh 10 Wetland, Non-Forested 6 
Freshwater marsh 11 Wetland, Non-Forested 6 
Shrub swamp 12 Wetland, Non-Forested 6 
Shrub and brushland 13 Upland, Non-Forested 3 
Grassland/agriculture 14 Upland, Non-Forested 3 
Exotic plants 15 Exotic plants 2 
Water 16 Water 5 






Many counties in Florida have substantial federal, state or locally owned public conservation 
lands which are not under the jurisdiction of the county government (Figure 10). To evaluate the 
effect this might have on the analyses a separate “No Parks” version of the LC87 and LC03 data 
sets was generated for each county by masking out park lands with a recent GIS layer of 
managed conservation areas (FNAI 2010). Land cover for the entire county, including all land 
area within parks and conservation areas, will be referred to as the “With Parks” data sets.   
Landscape Analysis 
A simple raster overlay change detection process was applied to the LC87 and LC03 data for 
each county to compute the land cover change in hectares and as percent change for each of the 
Level 2 classes. This analysis was conducted for both the With Parks (Appendix E, Tables 47 
and 48) and No Parks (Appendix E, Tables 49 and E50) land cover data sets. The No Parks 





Figure 10.Distribution of parks and conservation areas in Florida. (A) Actual geographic boundaries of the 
Federal, state, local and private conservation areas obtained from the FGDL data depository in 2010; (B) The 





Landscape metrics were calculated for the natural land cover in each county for each scenario 
(i.e., LC87 and LC03, With Parks and No Parks) using FRAGSTATS 4.2 in batch mode 
(McGarigal et al 2012). Since many of the metrics calculated by FRAGSTATS are normalized 
by the total area of the landscape, the LC03 data sets were clipped to the limits of each LC87 
county to ensure valid comparison between the 1987 and 2003 data. All LC87 and LC03 Level 2 
land cover rasters were exported to ERDAS Imagine (*.img) files for compatibility with 
FRAGSTATS 4.2 which could not process Esri raster files under ArcGIS 10.2.  
Thirteen FRAGSTATS landscape metrics were chosen for analysis of the 1987, 2003 and 
percent change natural habitat land cover data (Table 7). The Class 1-Urban, Class 2-Exotic 
Plants, Class 3-Upland, Non-forested and Class 5-Water land cover types were all assigned as 
Background for the computation of habitat landscape metrics. FRAGSTATS treats any land 
cover type assigned to Background as part of the landscape matrix for the purpose of calculating 
spatial metrics. Assigning these land cover types to Background ensured that they would not be 
included in the habitat fragmentation analysis. Furthermore, the calculation of Edge Density and 
Disjunct Core Area Density would rely on the edge formed between the natural land cover types 
and the Background. The Level 2 Class 3-Upland, Non-forested land cover was included in the 
Background because it largely consisted of disturbed Level 3 land cover types such as Class 14-
Grassland/agriculture and Class 13-Shrub and brushland (Table 6), which could not be reliably 
distinguished from the Class 2-Dry Prairie land cover type. This analysis generated the Habitat 




Table 7. FRAGSTATS landscape metrics used to analyze natural land cover. The High Value Interpretation column 
shows which metrics were expected to indicate fragmented habitat by a high value, and which indicate more connected 




PNAT87 Connected Percent Natural Area 1987 
PNAT03 Connected Percent Natural Area 2003 
PNATPCT Connected Percent Natural Area, Percent Change 
PD87 Fragmented Patch Density 1987 
PD03 Fragmented Patch Density 2003 
PDPCT Fragmented Patch Density, Percent Change 
LPI87 Connected Largest Patch Index 1987 
LPI03 Connected Largest Patch Index 2003 
LPI_PCT* Connected Largest Patch Index, Percent Change 
ED87 Fragmented Edge Density 1987 
ED03 Fragmented Edge Density 1987 
EDPCT Fragmented Edge Density 1987 
LSI87 Fragmented Landscape Shape Index 1987 
LSI03 Fragmented Landscape Shape Index 2003 
LSIPCT Fragmented Landscape Shape Index, Percent Change 
AREA_AM87 Connected Area Weighted Mean Patch Size 1987 
AREA_AM03 Connected Area Weighted Mean Patch Size 2003 
AREA_AM_PCT* Connected Area Weighted Mean Patch Size Percent Change 
GYRATE_AM Connected Area Weighted Radius of Gyration 1987 
GYRATE_AM Connected Area Weighted Radius of Gyration 2003 
GYRATE_AM_PCT* Connected Area Weighted Radius of Gyration, Percent Change 
SHAPE_AM87 Fragmented Area Weighted Mean Patch Shape Index 1987 
SHAPE_AM03 Fragmented Area Weighted Mean Patch Shape Index 2003 
SHAPE_AM_PCT* Fragmented Area Weighted Mean Patch Shape Index, Percent Change 
CIRCLE_AM87 Fragmented Area Weighted Mean Related Circumscribing Circle 1987 
CIRCLE_AM03 Fragmented Area Weighted Mean Related Circumscribing Circle 2003 
CIRCLE_AMPCT Fragmented Area Weighted Mean Related Circumscribing Circle, Percent Change 
CONTIG_AM87 Connected Area Weighted Mean Contiguity Index 1987 
CONTIG_AM03 Connected Area Weighted Mean Contiguity Index 2003 
CONTIG_AMPCT Connected Area Weighted Mean Contiguity Index, Percent Change 
PAFRAC87 Fragmented Perimeter Area Fractal Dimension 1987 
PAFRAC03 Fragmented Perimeter Area Fractal Dimension 2003 
PAFRACPCT Fragmented Perimeter Area Fractal Dimension, Percent Change 
TCA87 Connected Total Core Area 1987 
TCA03 Connected Total Core Area 2003 
TCAPCT Connected Total Core Area, Percent Change 
DCAD87 Fragmented Disjunct Core Area Density 1987 
DCAD03 Fragmented Disjunct Core Area Density 2003 
DCADPCT Fragmented Disjunct Core Area Density, Percent Change 
CORE_AM87 Connected Area Weighted Mean Core Area 1987 
CORE_AM03 Connected Area Weighted Mean Core Area 2003 
CORE_AM_PCT* Connected Area Weighted Mean Core Area, Percent Change 
CAI_AM87 Connected Area Weighted Mean Core Area Index 1987 
CAI_AM03 Connected Area Weighted Mean Core Area Index 2003 
CAI_AMPCT Connected Area Weighted Mean Core Area Index, PCT 
PROX_AM87 Connected Area Weighted Mean Proximity Index 1987 
PROX_AM03 Connected Area Weighted Mean Proximity Index 2003 
PROX_AMPCT Connected Area Weighted Mean Proximity Index, Percent Change 
CONTAG87 Connected Contagion Index 1987 
CONTAG03 Connected Contagion Index 2003 
CONTAGPCT Connected Contagion Index, Percent Change 
PLADJ87 Connected Percent of Like Adjacencies 1987 
PLADJ03 Connected Percent of Like Adjacencies 2003 
PLADJPCT Connected Percent of Like Adjacencies, Percent Change 
IJI87 Fragmented Interspersion and Juxtaposition Index 1987 
IJI03 Fragmented Interspersion and Juxtaposition Index 2003 
IJIPCT Fragmented Interspersion and Juxtaposition Index, Percent Change 
MESH87 Connected Effective Mesh Size 1987 
MESH03 Connected Effective Mesh Size 2003 
MESH_PCT* Connected Effective Mesh Size, Percent Change 
SPLIT87 Fragmented Splitting Index 1987 
SPLIT03 Fragmented Splitting Index 2003 
SPLITPCT Fragmented Splitting Index, Percent Change 
MSIEI87 Connected Modified Simpson's Evenness Index 1987 
MSIEI03 Connected Modified Simpson's Evenness Index 2003 






FRAGSTATS class metrics were calculated for the single Class 1-Urban/barren land cover type 
for LC87 and LC03 to provide measures of changes in urban land form over time (Table 8). For 
these metrics all classes except the one for urban land were set as Background. This analysis 
generated the Urban metrics for quantifying urban sprawl conditions. 
Most of the landscape metrics chosen were those whose values were independent of the size of 
the landscape, such as those which were area weighted, thereby providing validity for 
comparisons between counties as well as between years for a single county (Gustafson 1998, 
McGarigal et al 2012). In order to evaluate whether habitat fragmentation was worsening, 
staying the same or improving, both the magnitude and direction of change in landscape metrics 
was important. Consequently, percent change from 1987 to 2003 was calculated for all 
FRAGSTATS landscape metrics. 
Decreasing urban density, expressed as persons per hectare of urban land, has been identified as 
a good indicator of urban sprawl (Fonseca & Wong 2000, Anthony 2004, Theobald 2005, Ewing 
2008). County population data for 1987 and 2003 obtained from the Florida Office of Economic 
and Demographic Research (FOEDR 2014) were divided by the area of Class 1-Urban/barren to 
obtain population density in persons per hectare for 1987 and 2003 for both the With Parks and 
No Parks scenarios. The difference and percent difference in the raw population and population 






Table 8. FRAGSTATS landscape metrics used in analysis of urban land cover. The High Value Interpretation 
column shows which metrics indicate urban sprawl with a high value, and which indicate more compact urban 




CA87 Sprawl Class Area 1987 
CA03 Sprawl Class Area 2003 
CA_PCT* Sprawl Class Area, Percent Change 
NP87 Sprawl Number of Patches 1987 
NP03 Sprawl Number of Patches 2003 
NP_PCT* Sprawl Number of Patches, Percent Change 
LPI87 Sprawl Largest Patch Index 1987 
LPI03 Sprawl Largest Patch Index 2003 
LPI_PCT* Sprawl Largest Patch Index, Percent Change 
ED87 Sprawl Edge Density 1987 
ED03 Sprawl Edge Density 2003 
EDPCT* Sprawl Edge Density, Percent Change 
AREA_MN87 Compact Mean Patch Size 1987 (Excluding Background) 
AREA_MN03 Compact Mean Patch Size 2003  (Excluding Background) 
AREA_MN_PCT* Compact Mean Patch Area,  Percent Change  (Excluding Background) 
GYRAM87 Sprawl Area Weighted Radius of Gyration 1987 
GYRAM03 Sprawl Area Weighted Radius of Gyration 2003 
GYRAM_PCT* Sprawl Area Weighted Radius of Gyration, Percent Change 
SHAPEAM87 Sprawl Area Weighted Mean Patch Shape Index 1987 
SHAPEAM03 Sprawl Area Weighted Mean Patch Shape Index 2003 
SHAPE_AM_PCT* Sprawl Area Weighted Mean Patch Shape Index, Percent Change 
CONTIGAM87 Compact Area Weighted Mean Contiguity Index 1987 
CONTIGAM03 Compact Area Weighted Mean Contiguity Index 2003 
CONTIG_AM_PCT* Compact Area Weighted Mean Contiguity Index, Percent Change 
DCAD87 Sprawl Disjunct Core Area Density 1987 
DCAD03 Sprawl Disjunct Core Area Density 2003 
DCAD_PCT* Sprawl Disjunct Core Area Density, Percent Change 
PROXMN87 Compact Mean Proximity Index 1987 
PROXMN03 Compact Mean Proximity Index 2003 
PROX_MN_PCT* Compact Mean Proximity Index, Percent Change 
CLUMPY87 Compact Clumpiness Index 1987 
CLUMPY03 Compact Clumpiness Index 2003 
CLUMPY_PCT* Compact Clumpiness Index, Percent Change 
CONNECT87 Compact Connectance Index 1987 
CONNECT03 Compact Connectance Index 2003 
CONNECT_PCT* Compact Connectance Index, Percent Change 
MESH87 Compact Effective Mesh Size 1987  (Including Background) 
MESH03 Compact Effective Mesh Size 2003  (Including Background) 
MESH_PCT* Compact Effective Mesh Size, Percent Change  (Including Background) 
SPLIT87 Sprawl Splitting Index 1987 
SPLIT03 Sprawl Splitting Index 2003 
SPLIT_PCT* Sprawl Splitting Index, Percent Change 
NLSI87 Sprawl Normalized Landscape Shape Index 1987 
NLSI03 Sprawl Normalized Landscape Shape Index 2003 







Percent change in land cover was mapped at the county level in ArcGIS 10.2.2 and tested for 
spatial autocorrelation using Global Moran’s I, after which the Local Moran’s I statistic (Anselin 
1995) was used to identify counties included in clusters that significantly departed from a 
random spatial distribution.  
A non-metric multidimensional scaling (NMS) analysis in PC-ORD 6.08 was used to derive new 
ordination variables (McCune et al 2002, McCune and Mefford 2011). The NMS runs were 
conducted separately for both the Urban and Habitat analyses. NMS runs used the Euclidean 
distance measure which was compatible with input data containing negative values. Each run 
was begun with a random seed based on the computer system clock, maximum number of 
iterations set to 500, and maximum allowed axes set to 6. Multiple NMS runs were conducted for 
each data set to eliminate input variables which demonstrated only weak correlations with the 
resulting ordination axes. 
The Procrustes Test known as PROTEST (Jackson 1995) was used to measure the strength of the 
association between the Urban and Habitat NMS ordination variables. The test was performed 
with the two-dimensional ordination values of the Urban NMS as the Reference, the Habitat 
NMS values as the Target, and n = 67 counties. The number of permutations for PROTEST was 
set to 1,000. 
The NMS ordination values in turn were also evaluated geographically in ArcGIS 10.2.2 with the 
Global Moran’s I and Local Moran’s I statistics (p ≤ 0.05) to assess spatial autocorrelation 
patterns in their geographic distributions. The ArcGIS Grouping Analysis function using K-
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means grouping (Jain 2010) under the “no spatial constraint” option was used to identify 
counties that belonged to n natural groups based on the commonality in their NMS ordination 
values. 
Tests for differences between two sets of a priori regions were also evaluated. Each county was 
identified according to whether it was Coastal or Inland (Figure 11), and according to its 
economic region (FDEO 2014, Figure 11). Multi-response Permutation Procedures (MRPP) were 
used to determine whether groups of counties revealed by multi-axis NMS solutions were 
significantly different from one another for these a priori regions. MRPP is a non-parametric 
technique for evaluating whether the separation in the values of two or more groups is 
significantly greater than their within-group variability, and is well suited for distance measures 
derived from NMS ordination (Mielke et al 1976, McCune and Grace 2002). MRPP was used 
here to test for differences in the Coastal and Inland county groups, as well as the Florida regions 
(Northwest, North, Central and South) for both the Urban and Habitat NMS ordination results. 
MRPP analyses were conducted using the Euclidean distance measure option for consistency 
with the distance measure choice made for NMS analysis.   
A p ≤ 0.05 significance level was used for single pairwise MRPP tests. For multiple pairwise 
MRPP comparisons, the Bonferroni correction of α/n was employed, where α = 0.05 (the desired 
significance level) and n = the number of pairwise comparisons. Use of the Bonferroni correction 
provides a conservative approach to ensuring the family-wise Type I error for a collection of 
pairwise comparisons does not exceed the desired overall significance level, although its 
application in the ecological literature has been inconsistent (Cabin and Mitchell 2000). 
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A backwards multiple linear regression using the PROC REG routine in SAS 9.4 was used to 
determine which of the original 15 urban fragmentation spatial metrics treated as independent 
variables were significantly correlated with Habitat Axis 1 as the dependent variable. A 
significance level of p ≤ 0.10 was the threshold set to identify whether an input variable should 
be discarded from the regression model. 
For other statistical tests, the non-random selection of sample units (counties) and the non-
normal distribution of FRAGSTATS metrics ruled out the use of parametric statistics. The non-
parametric Kruskal-Wallis multiple comparison test was used for tests of differences between 
coastal and geographic regions for non-NMS data. The non-parametric Kendall’s tau rank-order 





Figure 11.Counties identified by economic region as established by FDEO (2014). Coastal counties are those with 
any frontage on the Atlantic Ocean or Gulf of Mexico. Counties are identified by name and by their FGDL (2012) 







Trends in Urban Land Cover Change 
Before analyzing the trends in land cover change through time and comparing those trends across 
counties it is first necessary to understand the distribution of urban centers in Florida. By the 
year 2000, substantial urban areas had developed in south Florida in the vicinity of Miami, in the 
counties around Tampa Bay, in central Florida near Orlando, and in north Florida near 
Jacksonville, Tallahassee and Pensacola (Figure 12A).  The extent of urban development as a 
percentage of the total landscape as derived from the LC03 data mirrored that spatial 
distribution, but also demonstrated how much of the landscape was devoted to urban uses 
(Figure 12B).  
There was no obvious spatial pattern evident in the distribution of county Population Increase 
and the Global Moran’s I (I = 0.0294, p > 0.635) confirmed that there was no significant 
aggregation or dispersion of counties for this variable (Figure 13A). In other words, population 
increases throughout Florida were essentially random with respect to county location. A Local 
Moran’s I test for clusters identified only Putnam County (C54) as an outlier of low population 
increase surrounded by counties with higher increases in population (Figure 13A). In contrast, 
counties with large values for Urban Land Increase occurred primarily in the Northwest and 
North regions of the state, while areas of minimal increase in urban land area appeared primarily 
in the South Florida region (Figures 13B and 14B).  
Dividing each county’s population by the land area occupied by the urban land in that county 
provided the Urban Density, expressed as persons per hectare, for each county. The change in 
Urban Density between 1987 and 2003 varied considerably between counties (Figure 13C). The 
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mean change in Urban Density was 1.5%, with a maximum density increase of 115% in Flagler 
County (FGDL County Code C18) and a maximum decrease in density of -54.5% in Taylor 
County (C62). The spatial distribution of Urban Density Change was significantly clumped 
(Global Moran’s I = 0.351, p < 0.001), with clusters of declining Urban Density Change in the 
Florida Panhandle (Northwest) region, and clusters of increasing Urban Density in South Florida 
(Figures 13C and 14C). 
Using Spatial Metrics to Characterize Urbanization Development Patterns 
FRAGSTATS 4.2 was used to characterize the spatial characteristics of the urban land cover in 
1987 (Appendix F, Figures 32 and 33) and in 2003 (Appendix F, Figures 34 and 35). To 
determine the trends in urban development for each county over time between 1987 and 2003, 
the percent change in each metric was calculated. The spatial distributions for the twelve 
FRAGSTATS metrics evaluated for urban land cover appear in Appendix F, Figures 36 and 37. 
The Global Moran’s I test revealed statistically significant aggregation of counties (I > -0.0151, p 
≤ 0.05) for eight of the twelve FRAGSTATS metrics:  Total Urban (Class) Area (CA), Urban 
Edge Density (ED), Area Weighted Mean Contiguity Index (CONTIG), Splitting Index (SPLIT), 
Number of Urban Patches (NP), Mean Urban Patch Area (AREA_MN), Disjunct Urban Core 
Area Density (DCAD), and Urban Connectance Index (CONNECT).  Two additional 
FRAGSTATS metrics were marginally significant for aggregation: Clumpiness Index 
(CLUMPY), I = 0.179, p = 0.051, and Largest Urban Polygon Index (LPI), I = 0.156, p = 0.078. 
Seven of those metrics possessed statistically significant clusters of counties in the North and 
Northwest regions as determined by Local Moran’s I (Appendix F, Figures 38 and 39). 
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Figure 12.Distribution of urban lands in Florida. (A) Census Urban Areas identified by the 2010 US Census; (B) 





Figure 13.Distribution of population and urban land changes from 1987 to 2003. (A) Increase in population by county exhibited no spatial autocorrelation as 
indicated by a non-significant value for the Global Moran’s I.Index. (B) Increase in urban land area by county. This distribution possessed significant clumping 
as indicated by a large, positive Global Moran’s I Index. (C) Changes in urban density measured as persons per urban area (ha) from 1987 to 2003. The 
standard deviation classification highlights those counties with urban density changes greater than or less than the mean value of between -11.9% to 15.0%. 





Figure 14.Spatial autocorrelation in the change of population and urban land area from 1987 to 2003. (A) The statewide distribution of county population 
increases was random. Local Moran’s I revealed one county (C54 – Putnam) as a significantly low outlier amidst counties with higher population change 
values. (B) Local Moran’s I revealed a cluster of counties with significantly higher amounts of percent urban land area growth in the Big Bend and Panhandle 
regions of north Florida. Charlotte County (C08) lay at the center of a cluster of southwest Florida counties with low percent urban change. (C) Significant 
clusters of counties in which urban densities declined occurred in the Panhandle area. The Charlotte Harbor area of southwest Florida was the focus of a cluster 




Trends in Habitat Land Cover Change 
Direct increase in the footprint of urban lands, and the concomitant habitat loss, was evaluated 
by the percent change in land cover between 1987 and 2003 (Appendix E, Tables 48 and 50). 
The percent change in Class 1-Urban land cover for the With Parks scenario (Table 48) provided 
insight into the amount of each county that was converted to urban uses during the study period 
(Figure 15A). As was noted previously, the greatest increases in urban development were most 
prevalent in the North and Northwest regions of Florida, with growth in urban area ranging from 
50% to over 140%. Most counties in South Florida experienced urban growth footprint 
expansion of 30% or less, while counties in the Central region generally fell between those 
extremes. 
Because the data from the No Parks scenario did not provide the expected advantages in 
analyzing either urban sprawl or habitat fragmentation, all references to those data have been 
relegated to the Appendices and only the With Parks scenario will be discussed here. The percent 
change in Class 4-Upland, Forested land cover for the With Parks scenario was generally largest 
in South and Central Florida, and lower in the North and Northwest regions (Figure 15B). The 
smaller baseline amounts of Upland, Forested cover in the South (mean per county of 36,052 ha) 
and Central (mean 43,352 ha) regions largely account for the larger percent loss as compared to 
the North (mean 65,791 ha) and Northwest (75,296 ha) regions. Even though the actual area of 
Upland, Forested habitat lost in the South (mean change per county of -3,764 ha) was less than 
that in the North (mean -6,154 ha) and Northwest (mean -9,678 ha) regions, the lower 1987 


















Figure 15. Percent change in land cover, 1987 to 2003, for With Parks scenario. (A) Percent change in Urban Area was significantly 
clustered by county. Higher urban increases occurred in the North and Northwest regions, and lower change in Central and South 
Florida regions. (B) Percent change in Upland Forested land cover was significantly clustered, with greater losses in Central and 
South Florida. (C) Percent change in Wetland Non-Forested land cover was significantly clustered by county and greatest in the 
counties around Orlando, Tampa and Pensacola. Gains in Wetland Non-Forested occurred in the North, Northwest and South 
regions. (D) Percent change in Wetland Forested land cover was randomly distributed. Losses in Wetland Forested habitat were most 
prevalent in Central and South Florida. Large gains in Wetland Forested cover were located in the Panhandle (Northwest) region, 
several counties in the center of the North region, Brevard County(C05) on the east coast, Glades (C22) and Okeechobee (C47) 





Percent changes in Class 6-Wetland, Non-Forested cover by county under the With Parks 
scenario appear in Figure15C. Areas of high losses in non-forested wetland habitat were 
scattered around the state, with the highest losses occurring in the counties associated with the 
urban areas around Tampa, Orlando and Pensacola. In some cases the large percent loss was 
again the result of starting with a loss baseline in 1987. This was the case in Pinellas County near 
Tampa and Escambia near Pensacola which lost 176 ha and 129 ha of non-forested wetlands, 
respectively (Table 48), but had only started with 470 ha and 580 ha in 1987 (Table 47). Non-
forested wetland coverage actually increased in over half (36, 54%) of the state’s counties 
(Figure 15C, Table 48).  
Only 14 (20.9%) of Florida’s counties suffered losses in Class 7-Wetland, Forested land cover 
between 1987 and 2003 under the With Parks scenario (Figure 15D, Table 48). In all but three 
counties the forested wetland losses were less than 5%, and in four counties the losses were less 
than 1%. The large magnitude losses observed in St. Lucie County (-5.28%) and Pinellas County 
(-10.95%) were the result of relatively small changes (-361 ha and -711 ha, respectively) from a 
small baseline in 1987.  In contrast, the -11.7% reduction in forested wetlands in Hendry County 
was due to a large reduction in habitat (-3,479 ha) from a relatively large baseline (29,799 ha) in 
1987 (Table 48).  Only in Collier County did forested wetland losses (-8,384 ha) exceed those in 
Hendry. In all other counties, forested wetland losses remained below 1,000 ha. 
The spatial distribution of these land cover changes were significantly clumped as indicated by 
the Global Moran’s I index (Appendix F, Figure 40). The Local Moran’s I analysis revealed 
significant clusters of urban land increases in the North and Northwest region (Figure 40A). No 
clusters of declining upland forested land cover were identified, but a cluster of counties in 
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which upland forested land cover was increasing or decreasing only slightly was identified in the 
North region between Tallahassee and Jacksonville (Figure 40B).  Similar clusters of increasing 
non-forested wetlands were identified in the North region southwest of Jacksonville (Figure 
40C). The spatial distribution of percent change in wetland forested land cover was not 
significantly different from a random distribution (Figure 40C, I = 0.096, p = 0.236). Gadsden 
County to the northwest of Tallahassee was an outlier of large increases in forested wetland 





Using Spatial Metrics to Characterize Habitat Change Patterns 
FRAGSTATS 4.2 was used to characterize the spatial characteristics of the natural land cover in 
1987 and 2003. Only six out of the original 22 FRAGSTATS metrics chosen for evaluation 
(Table 7) passed the correlation matrix pre-screening for further evaluation: Largest Polygon 
Index (LPI), Area Weighted Mean Patch Size (AREA_MN), Area Weighted Radius of Gyration 
(GYRATE_AM), Area Weighted Mean Shape Index (SHAPE_AM), Area Weighted Mean Core 
Area (CORE_AM), and Effective Mesh Size (MESH). Maps showing the 1987 and 2003 
distributions of the six FRAGSTATS metrics appear in Appendix F for the With Parks scenario 
(Figures 43 and 44) and the No Parks scenario (Figures 45 and 46). 
To determine the trends in habitat changes for each county over time between 1987 and 2003, 
the percent change in each metric was calculated. The spatial distributions for the six 
FRAGSTATS metrics evaluated for natural land cover under the With Parks scenario appear in 
Figure 16. The Global Moran’s I test revealed statistically significant aggregation of counties (I 
> -0.015152, p ≤ 0.05) for five of the six FRAGSTATS metrics; only the percent change in LPI 
was randomly distributed at the county level (Figure 16A). All six metrics possessed statistically 
significant clusters of counties in one or more regions as determined by Local Moran’s I (Figure 
47). A cluster of low values occurred in the Northwest region for all metrics for the With Parks 
scenario (Figure 47). With the exception of SHAPE_AM, for which lower values indicate habitat 
patches with simpler edges, lower values of these metrics denote greater habitat fragmentation 
over time. The AREA_AM, GYRATE_AM, CORE_AM and MESH metrics also exhibited a 
cluster of low values along the Gulf coast in South Florida (Figures 47B, 47C, 47E and 47F) 
indicating a trend for habitat fragmentation over time in that area. Clusters of high values were 
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less consistently represented. A cluster of high values indicating increase in LPI over time 
appeared in the Northwest region in the vicinity of Madison County. Two clusters of increasing 
MESH values appeared in South Florida, one centered on Highlands County in and the other 
encompassing Monroe and Miami-Dade Counties at the tip of the Peninsula (Figure 47F). 
Clusters of increasing SHAPE_AM indicative of increasing habitat shape complexity appeared 
in South Florida in two locations, one focused on Indian River and Okeechobee Counties, and 
















Figure 16.Changes in FRAGSTATS habitat landscape metrics from 1987 to 2003 for the With Parks scenario. (A) Change in the Largest Polygon Index (LPI) metric. Higher values indicate counties in which the relative 
size of the largest polygon of contiguous natural  land cover increased over the study period. Counties showed no significant difference from a random distribution for this metric based on Global Moran’s I Index, p > 
0.307. (B) Change in the Area Weighted Mean Patch Size (AREA_AM) metric. Higher values indicate counties in which the mean size of natural land cover patches increased during the study period. This distribution was 
significantly aggregated per the Global Moran’s I Index.  (C) Change in the Radius of Gyration (GYRATE) metric. Higher values indicate counties with increases in habitat landscape contiguity. Counties were significantly 
aggregated per the Global Moran’s I Index.  (D) Change in the Area Weighted Mean Shape Index (SHAPE) metric. Large values indicate greater increases in the shape complexity of habitat patches over time, while smaller 
values indicate more compact, less sinuous habitat patches. This distribution was significantly aggregated per the Global Moran’s I Index. (E) Change in Area Weighted Mean Core Area (CORE) metric. Larger values 
indicate increasingly less distance between adjacent patches of habitat area over time. Counties were significantly aggregated per the Global Moran’s I Index. (F) Change in the Effective Mesh Size (MESH) metric. Larger 





Using Non-metric Multidimensional Scaling on Urban Spatial Metrics 
Non-metric multidimensional scaling (NMS) analysis was employed to reduce the many 
FRAGSTATS metrics used to characterize urban development patterns to a few new ordination 
variables. The goal was to capture all the information inherent in multiple FRAGSTATS metrics 
into a fewer number of variables that would be easier to interpret and to correlate with measures 
of habitat loss and fragmentation. The 15 FRAGSTATS urban landscape metrics chosen for 
NMS analysis following pre-screening with a correlation matrix appear in Table 8, which also 
provides guidance on how each metric was interpreted in this study as an indicator of urban 
sprawl conditions. The NMS analysis generated a two-axis solution for the urban landscape 
metrics data. The strength of the associations between each of the input variables and the two 
NMS axes are indicated by the Pearson product moment correlation coefficient (r), the 
coefficient of determination (r
2





Table 9. Correlation coefficients (r, r
2
 and Kendall’s tau) between each urban landscape metric and the Axis 1 and Axis 2 ordination variables derived from 
NMS analysis of those metrics.  
Run #02 - Manual Urban-Only Land Cover NMS Urban Axis1 Urban Axis 2 
Urban Metric Description r r2 tau r r2 tau 
CA_PCT Class Area, Percent Change -0.467 0.218 -0.388 -0.859 0.738 -0.725 
NP_PCT Number of Patches, Percent Change -0.952 0.906 -0.892 -0.228 0.052 -0.240 
LPI_PCT Largest Patch Index, Percent Change -0.246 0.060 -0.211 -0.983 0.966 -0.883 
ED_PCT Edge Density, Percent Change -0.734 0.539 -0.592 -0.624 0.390 -0.461 
AREA_MN_PCT Mean Patch Area,  Percent Change  (Excluding Background) 0.880 0.774 0.686 -0.174 0.030 -0.082 
GYR_AM_PCT Area Weighted Radius of Gyration, Percent Change 0.493 0.243 0.376 0.087 0.008 0.076 
SHAPE_AM_PCT Area Weighted Mean Patch Shape Index, Percent Change 0.098 0.010 0.161 -0.117 0.014 0.037 
CONTIG_AM_PCT Area Weighted Mean Contiguity Index, Percent Change -0.323 0.105 -0.266 -0.743 0.552 -0.615 
DCAD_PCT Disjunct Core Area Density, Percent Change -0.952 0.906 -0.892 -0.228 0.052 -0.240 
PROX_MN_PCT Mean Proximity Index, Percent Change -0.064 0.004 -0.113 -0.954 0.911 -0.801 
CLUMPY_PCT Clumpiness Index, Percent Change -0.180 0.032 -0.186 -0.728 0.529 -0.552 
CONNECT_PCT Connectance Index, Percent Change 0.893 0.797 0.765 -0.007 0.000 0.023 
MESH_PCT Effective Mesh Size, Percent Change  (Including Background) -0.225 0.050 -0.214 -0.989 0.977 -0.895 
SPLIT_PCT Splitting Index, Percent Change 0.295 0.087 0.214 0.907 0.822 0.895 




The new ordination variables generated by NMS correlated strongly with 12 of the 15 original 
urban landscape metrics; only the percent change in GYRATE_AM, SHAPE_AM and 
CLUMPY did not correlate with either Urban Axis 1 or Urban Axis 2 with an r value of 0.50 or 
better (Table 9). Strong inverse correlations were evident for Urban Axis 1 and NP (Number of 
Patches), ED (Edge Density), DCAD (Disjunct Core Area Density), and NLSI (Normalized 
Landscape Shape Index). Large values in Urban Axis 1 would be associated with small values in 
those metrics, and vice versa. Since each of those metrics would get larger as urban land forms 
became more disaggregated, low values of Urban Axis 1 should be a good indicator or urban 
sprawl conditions. Conversely, Urban Axis 1 values were positively correlated with percent 
change in AREA_MN (Mean Patch Area) and CONNECT (Connectance Index). Larger values 
of Urban Axis 1 would thereby be correlated with larger average sizes for urban patches, and 
greater connectivity between urban patches. For these metrics, increases in Urban Axis 1 values 
are consistent with conditions that represent more compact and contiguous urban development 
patterns. 
The Urban Axis 2 variable exhibited strong inverse correlations with percent change in the CA 
(urban Class Area), LPI (Largest Patch Index), and ED (Edge Density) metrics (Table 9). 
Increases in these metrics would be indicators of expanding urban areas with more complex, 
irregular edges, while reductions in these metrics would be consistent with fewer, smaller and 
more compact urban development patches. Again, increases in Urban Axis 2 values would 
appear to correlate with compact development, while smaller Urban Axis 2 values would be 




However, inverse correlations occurred for the CONTIG (Contiguity Index), PROX (Proximity 
Index) and MESH (Effective Mesh Size) metrics which should increase in value to represent 
more compact and contiguous development (Table 9). An inverse correlation with Urban Axis 2 
for these metrics is the opposite of what was expected if larger values of Urban Axis 2 were to be 
interpreted as indicators of less urban sprawl. Likewise, the SPLIT (Splitting Index) and NLSI 
(Normalized Landscape Shape Index) were positively correlated with Urban Axis 2. Larger 
values of these two metrics would be indicative of more disaggregated urban landscapes with 
more complex urban boundary interfaces. A positive correlation with Urban Axis 2 runs counter 
to interpretation of that ordination variable as an indicator of compact urban development 
patterns.  
The Urban Axis 1 NMS variable was weakly correlated with measures of population, urban land 
area and urban population density calculated from the 1987 and 2003 land cover data (Table 10). 
However, Urban Axis 1 did not correlate well with the measures of percent change in population, 
urban area or urban density over time. Urban Axis 2 had a strong inverse correlation with percent 
urban land area change, but did not correlate with any other population or density measure. 
Maps of the spatial distribution of Urban Axis 1 and Urban Axis 2 scores (Figure 17) indicated 
that counties in the Northwest and Northwest regions exhibited greater urban sprawl tendencies 
than those counties in the Central or South regions. Plotting the location of each Florida county 
in a two-axis space formed by the Urban Axis 1 and Axis 2 variables provided a visual means to 





Figure 17.Spatial distributions of the Urban Lands Change NMS ordination variables derived from FRAGSTATS 
landscape metrics for urban lands. (A) Distribution of the Urban Lands Change Axis 1 ordination values. Larger 
values are associated with more compact and contiguous urban development, while lower values denote areas with 
landscape metrics characteristic of urban sprawl. (B) Distribution of the Urban Lands Change Axis 2 ordination 
values. Larger values are associated with more compact and contiguous urban development, while lower values 
denote areas with landscape metrics characteristic of urban sprawl. (C) The spatial distribution of Urban Lands 
Change Axis 1 values was significantly aggregated, Global Moran’s I = 0.4743, p < 0.001.  Centers of low Axis 1 
clusters identified by Local Moran’s I included Jefferson County (C33) near Tallahassee, Gilchrist County (C21) 
in the western North region, and Flagler (C18) and St. Johns (C55) Counties south of Jacksonville. Clusters of 
high Axis 1 values appeared in Orange County around Orlando, Hillsborough and Pinellas Counties around 
Tampa, and Broward and Palm Beach Counties north of Miami. (D) There were no significant clusters of counties 





Labeling counties according to their coastal or inland location and plotting a convex hull around 
those groupings (Figure 18) revealed that Inland counties varied less in ordination space than 
coastal counties. The Coastal and Inland counties were significantly different groups according 
to MRPP analysis of the Urban ordination variables (T = -2.41, A = 0.0173, p = 0.032), but as 
the two groups overlapped extensively the difference was not meaningful.  
The same graphical analysis performed for geographic regions suggested that North and 
Northwest regions were similar, and largely distinct from the similarly grouped South and 
Central regions, although there was also considerable overlap between groups (Figure 19). This 
deduction was borne out by MRPP multiple-comparison analysis (Table 11) which revealed that 
the North and Northwest groups were not significantly different, and the Central and South 
regions were not significantly different from one another. However, both northern regions were 
significantly different from the Central and South regions at p ≤ 0.001, which exceeded the 




Table 10. Correlation coefficients (r, r
2
 and Kendall’s tau) between measures of population growth and density and the Axis 1 and Axis 2 
ordination variables derived from NMS analysis of urban landscape metrics per Table 9 and Figure 28.  
  Urban Axis1 Urban Axis 2 
Urban Metric Description r r
2
 tau r r
2
 tau 
POP87 Population 1987 0.581 0.337 0.413 0.277 0.077 0.215 
POP03 Population 2003 0.602 0.363 0.413 0.266 0.071 0.197 
POPPCT Population Change, Percent -0.098 0.010 0.123 -0.124 0.015 -0.100 
URB87 Urban Land Area 1987, ha 0.563 0.317 0.388 0.326 0.106 0.231 
URB03 Urban Land Area 2003, ha 0.529 0.279 0.326 0.222 0.049 0.115 
URBPCT Urban Land Area Change, Percent -0.459 0.211 -0.359 -0.818 0.669 -0.709 
DEN87 Urban Density 1987, Persons per ha 0.584 0.341 0.340 0.277 0.077 0.174 
DEN03 Urban Density 2003 Persons per ha 0.648 0.420 0.400 0.317 0.100 0.256 















Figure 18.Symbolization of counties in two-dimensional ordination space generated from NMS analysis of 
urban landscape metrics. Convex hulls surround those counties which are Inland and Coastal. 
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Figure 19.Symbolization of counties in two-dimensional ordination space generated from NMS 
analysis of urban landscape metrics. Convex hulls surround counties by the geographic region 
(Northwest, North, Central and South) to which they belong. 
 
 
Low Urban Sprawl 
High Urban 
Sprawl 





Table 11. Pairwise MRPP comparisons of counties in Florida’s four 
geographic regions for 2-axis ordination values derived by NMS on 
Urban landscape metrics. T = Test statistic, A = Chance-corrected 
within-group agreement. Comparisons with p ≤ 0.008 were significant 
using the Bonferroni correction method for controlling family-wise 
Type I error. 
Pairwise Comparison T A p 
North vs. Northwest Region -0.746 0.009 0.188 
North vs. Central Region -10.3 0.157 < 0.001 
North vs. South Region -15.5 0.220 < 0.001 
Northwest vs. Central Region -6.79 0.106 < 0.001 
Northwest vs. South Region -9.84 0.131 < 0.001 





Using Non-metric Multidimensional Scaling on Habitat Spatial Metrics 
NMS analysis was also used to identify new ordination variables to capture the information 
inherent in the habitat FRAGSTATS. Originally 21 FRAGSTATS landscape metrics were 
chosen for NMS analysis of natural land cover following pre-screening with a correlation matrix 
(Table 7). FRAGSTATS metrics with low (r < 0.50) correlation on the ordination axes derived 
from NMS analysis were dropped from subsequent runs. The final list of six FRAGSTATS 
metrics included in NMS analysis for the With Parks scenario appears in Table 7. As a guide to 
interpretation of the ordination axes, Table 7 indicates how each metric should be interpreted in 
this study as an indicator of habitat fragmentation. High values of each metric except 
SHAPE_AM indicate landscapes in which habitat patches were compact and contiguous with 
low edge density and relatively large internal core areas. For SHAPE_AM, large values indicate 
landscapes in which the average habitat patch had more complex shapes, while lower values of 
SHAPE_AM indicated landscapes whose habitat patches had less irregular edge boundaries.   
The NMS analysis generated a two-axis solution for habitat landscape metrics. The strength of 
the associations between each of the input variables and the two NMS axes are indicated by the 
Pearson product moment correlation coefficient (r), the coefficient of determination (r
2
), and the 
non-parametric Kendall’s tau (Table 12). All six of the FRAGSTATS metrics were strongly and 
positively correlated with Habitat Axis 1 (Table 12), indicating that larger Habitat Axis 1 values 
would be consistent with increasing habitat contiguity and reduced fragmentation. 
The positive correlation of the percent change in the SHAPE_AM metric (r = 0.805) with Habitat 
Axis 1 and the other FRAGSTATS metrics ran contrary to expectations. The SHAPE_AM 
metric measures the complexity of a habitat patch shape to a square patch of the same area 
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(McGarigal 2014). As habitat patches become fragmented due to land conversion, SHAPE_AM 
would be expected to increase. Counties in which extensive habitat fragmentation had occurred 
would expected to undergo an increase in SHAPE_AM value, resulting in a positive percent 
change in this metric over time. The fact that the SHAPE_AM metric is strongly and positively 
correlated with Habitat Axis 1 and the other five FRAGSTATS metrics, all of which should 
increase as habitat fragmentation declines, suggests that the expected interpretation for this 
metric may not be the correct one. That is, it may be that decreasing shape complexity is a sign 
of habitat fragmentation in the Florida land cover data. If decreasing rather than increasing 
SHAPE_AM was actually an indicator of habitat fragmentation, then the interpretation of the 
regional variation in that metric would fall more into line with the other metrics that indicated 
greater fragmentation in Northwest and North counties, and less fragmentation in Central and 







Table 12.Correlation coefficients (r, r
2
 and Kendall’s tau) between each habitat landscape metric and the Axis 1 and Axis 2 ordination variables derived from 
NMS analysis of those metrics for the With Parks scenario land cover data. 
   Habitat Axis1 Habitat Axis 2 
Habitat Metric Description r r
2
 tau r r
2
 tau 
LPI_PCT Largest Patch Index, Percent Change 0.921 0.849 0.679 -0.688 0.473 -0.600 
AREA_AMP_PCT Area Weighted Mean Patch Size Percent Change 0.993 0.985 0.929 -0.469 0.220 -0.370 
GYRATE_AM_PCT Area Weighted Radius of Gyration, Percent Change 0.951 0.905 0.788 -0.331 0.110 -0.256 
SHAPE_AM_PCT Area Weighted Mean Patch Shape Index, Percent Change 0.805 0.647 0.595 -0.060 0.004 -0.047 
CORE_AMP_PCT Area Weighted Mean Core Area, Percent Change 0.992 0.984 0.919 -0.473 0.224 -0.372 







In contrast to Habitat Axis 1, all the FRAGSTATS metrics were inversely correlated with 
Habitat Axis 2 (Table 12). Most of the correlations were weak, with only one (LPI, r = -0.688) 
exceeding an r value of ±0.50. Nonetheless, the consistent inverse relationship between Habitat 
Axis 2 and the input FRAGSTATS metrics provides explanatory power for interpreting the two-
axis NMS graphs of counties (Appendix G, Figures 50 through 55). In the graphs, counties with 
the greatest increases in habitat fragmentation would appear towards the upper left (low Habitat 
Axis 1 and high Habitat Axis 2), while those counties with less habitat fragmentation would 
appear in the lower right (high Habitat Axis 1 and low Habitat Axis 2).  
Mapping the spatial distribution of county Habitat Axis 1 values from the With Parks scenario 
(Figure 20) revealed a familiar pattern. With few exceptions, most counties in the Northwest and 
North regions exhibited low Habitat Axis 1 values, while counties in the Central and South 
regions were generally high on Habitat Axis 1 scores (Figure 20A). The band consisting of 
Collier, Hendry and Broward Counties formed a prominent exception to the high Habitat Axis 1 
scores in South Florida (Figure 20A). These counties were typically part of a cluster denoting 
greater habitat fragmentation for several of the original FRAGSTATS metrics (Figure 16).  
The distribution of counties on Habitat Axis 1 showed significant spatial clumping (Global 
Moran’s I = 0.217508, p = 0.015716). A map of the Z-scores for Local Moran’s I illustrated 
where counties where clumped (high positive Z-scores) and where there was evidence of non-
random dispersion or disaggregation between adjacent counties (high negative Z-scores). The 
clusters identified by Local Moran’s I appear in Figure 20C. Two clusters of low Habitat Axis 1 
scores were identified, one in the Northwest focused on Bay and Washington Counties, and one 
in the South region centered on Collier County. Two clusters of high Habitat Axis 1 scores 
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appeared in South Florida, one at Okeechobee County and one encompassing Monroe and 
Miami-Dade Counties.  
ArcGIS K-means Grouping Analysis identified two common groups of counties based on their 
Habitat Axis 1 values (Figure 20D). Counties grouped into Group 2 with low Habitat Axis 1 
scores (mean = -0.8621, sd = 0.4855) were nearly entirely restricted to the Northwest and North 
regions of Florida except for the cluster of three South region counties. All but one Central 
region county (Citrus) and most of the South region counties were included in Group 1 (mean = 
0.5467, sd = 0.6822). These two groups capture the spatial patterns common to most of the 






Figure 20.Spatial distribution of the NMS Habitat Axis 1 ordination variable derived from FRAGSTATS 
landscape metrics for natural land cover under the With Parks scenario. (A) Distribution of the Habitat 
Axis 1 ordination scores by county. High Habitat Axis 1 values were associated with landscape metrics 
denoting large contiguous patches of natural land cover with minimal fragmentation or edge effects. Low 
values were associated with increasing fragmentation of natural land cover into smaller patches with 
greater edge density and more complex shapes. (B) Global Moran’s I indicated significant spatial 
clustering of Habitat Axis 1 scores. Local Moran’s I Z-scores denoted counties with Axis 1 scores above 
and below the mean. (C) Centers of low Habitat Axis 1 clusters identified by Local Moran’s I included 
one in North Florida (Bay and Washington Counties) and one in South Florida (Collier County). Clusters 
of high Axis 1 values occurred in Okeechobee County and in extreme South Florida (Miami-Dade and 
Monroe Counties). (D) Counties of high and low Axis 1 scores grouped using K-means cluster analysis. 
Counties belonging to the Low Axis 1 group were almost entirely restricted to North and Northwest 






Associations of Urban Development and Habitat Fragmentation Variables 
If changes in habitat fragmentation over time as represented by Habitat Axis 1 and Axis 2 were 
the result of urban development, an association between measures of population growth or urban 
expansion might be expected. However, Habitat Axis 1 and 2 were only very weakly correlated 
with estimates of population, urban area or urban density for the With Parks scenario data set 
(Table 13). A similar lack of strong association was observed correlation of Habitat Axis 1 and 2 




Table 13.Correlation coefficients (r, r
2
 and Kendall’s tau) between measures of population growth and density and the Axis 1 and Axis 
2 ordination variables derived from NMS analysis of habitat landscape metrics for With Parks scenario land cover data.  
   Habitat Axis1 Habitat Axis 2 
Metric Description r r
2
 tau r r
2
 tau 
POP87 Population 1987, persons 0.101 0.010 0.143 -0.066 0.004 0.033 
POP03 Population 2003, persons 0.096 0.009 0.147 -0.077 0.006 0.020 
POPPCT Population Change, Percent -0.052 0.003 -0.005 0.016 0.000 -0.007 
URB87 Urban Area 1987, ha 0.094 0.009 0.100 -0.023 0.001 0.013 
URB03 Urban Area 2003, ha 0.053 0.003 0.044 -0.021 0.000 0.026 
URBPCT Urban Area Change, Percent -0.296 0.087 -0.196 -0.087 0.007 -0.026 
DEN87 Urban Density 1987, persons/ha 0.179 0.032 0.148 0.053 0.003 0.077 
DEN03 Urban Density 2003, persons/ha 0.201 0.040 0.185 0.013 0.000 0.047 
DENPCT Urban Density Change, Percent 0.133 0.018 0.119 0.027 0.001 -0.019 
 
Table 14. Correlation coefficients (r, r
2
 and Kendall’s tau) between measures of population growth and density and the Axis 1 and Axis 2 
ordination variables derived from NMS analysis of habitat landscape metrics for No Parks scenario land cover data. 
 
Habitat Axis1 Habitat Axis 2 
Metric Description r r2 tau r r2 tau 
POP87 Population 1987, Persons 0.136 0.019 0.078 0.214 0.046 0.163 
POP03 Population 2003, Persons 0.154 0.024 0.107 0.190 0.036 0.167 
POPPCT Population Change, Percent 0.089 0.008 0.047 -0.064 0.004 -0.086 
URB87 Urban Area 1987, ha 0.111 0.012 0.084 0.173 0.030 0.069 
URB03 Urban Area 2003, ha 0.101 0.010 0.067 0.123 0.015 0.064 
URBPCT Urban Area Change, Percent -0.164 0.027 -0.111 -0.208 0.043 -0.122 
DEN87 Urban Density 1987, Persons/ha 0.152 0.023 0.088 0.255 0.065 0.215 
DEN03 Urban Density 2003, Persons/ha 0.204 0.042 0.125 0.232 0.054 0.214 





The strongest associations for the With Parks data were between Habitat Axis 1 and Percent 
Urban Area Change (r = -0.296) and Urban Density 2003 (r = .201) (Table 14). Despite the 
weakness of the correlation, the sign of the r values is of interest. Large increases in urban area 
over time as measured by Percent Urban Area Change could be associated with establishment of 
low density suburban or exurban development, which would tend to exacerbate habitat 
fragmentation. In that case, Habitat Axis 1 which increases with reduced habitat fragmentation 
would be expected to be inversely correlated with Percent Urban Area Change. Similarly, 
increased Urban Density reflects a trend towards establishing more people within a smaller urban 
footprint over time. That trend would serve to reduce sprawl-like urban development and would 
be expected to be positively associated with the Habitat Axis 1 metric. 
Plotting Florida counties in the two-dimensional space formed by Habitat Axis 1 and Habitat 
Axis 2 provided a means to identify spatial relationships. MRPP analysis confirmed that the 
coastal and inland groups were not significantly different (T= -0.241, A = 0.002, p = 0.269).  
Plotting geographic regions hinted at a clinal variation from north to south, although there was 
considerable overlap between groups and no clear visual segregation based on the regional labels 
(Figure 21). MRPP analysis showed that the Northwest region grouping was significantly 
different from both the Central and South regions, and the North region was significantly 







Figure 21.Symbolization of counties in two-dimensional ordination space generated from NMS analysis of habitat landscape metrics for With Parks land 










Table 15. Pairwise MRPP comparisons of counties in Florida’s four 
geographic regions for 2-axis ordination values derived by NMS on 
Habitat landscape metrics. T = Test statistic, A = Chance-corrected 
within-group agreement. Comparisons with p ≤ 0.008 were significant 
using the Bonferroni correction method for controlling family-wise 
Type I error. 
Pairwise Comparison T A p 
North vs. Northwest Region -1.032 0.017 0.126 
North vs. Central Region -4.271 0.078 0.006 
North vs. South Region -2.114 0.028 0.045 
Northwest vs. Central Region -6.476 0.159 0.001 
Northwest vs. South Region -4.272 0.074 0.006 






If the habitat fragmentation observed in each county was a function of urban sprawl, I expected 
strong correspondence between the Urban and Habitat NMS ordination variables.  The 
Procrustes Test, or PROTEST (Jackson 1995) was used to evaluate the strength of the 
relationship between the Urban and Habitat ordination variables. The PROTEST m
2 
statistic 
ranges from 0 to 1 and measures the remaining lack of fit between two or more ordination 
matrices (Peres-Neto and Jackson 2001, Schneider and Borlund 2007). PROTEST indicated very 
low correspondence between the Urban and Habitat NMS ordination variables (m
2
 = 0.952, p = 
0.061). 
More useful results were obtained from the backwards multiple linear regression of the original 
15 urban fragmentation spatial metrics treated as independent variables against Habitat Axis 1 as 
the dependent variable.  Six of the urban sprawl metrics were significant at p ≤ 0.10 which was 
the threshold set to identify whether an input variable should be discarded from the regression 
model (Table 16). The six urban sprawl metrics that most strongly contributed to the Habitat 
Axis 1 measure included the percent change in Total Urban Area (CA, Class Area), Number of 
Urban Polygons (NP), Largest Urban Polygon Index (LPI), Urban Edge Density (ED), Urban 
Area Weighted Shape Index (SHAPE_AM), and the Urban Disjunct Core Area Density 
(DCAD).  The regression of the same urban sprawl metrics against Habitat Axis 2 found none of 




Table 16. Results of backwards multiple linear regression performed on the 15 urban 
sprawl metrics used to generate the Urban Sprawl Axis 1 and Urban Sprawl Axis 2 
ordination variables in NMS as the independent variables and Habitat Axis 1 as the 
dependent variable. The analysis eliminated independent variables whose F values 
were not significant at p ≤ 0.10 until all remaining variables met that criterion.  
Analysis of Variance 
Source DF 
Sum of Mean 
F Value Pr > F Squares Square 
Model 6 20.56096 3.42683 4.9 < 0.001 
Error 60 42.00377 0.70006   
Corrected Total 66 62.56473       
      
Variable 
Parameter Standard Type II  
SS F Value Pr > F Estimate Error 
Intercept 0.390 0.303 1.158 1.65 0.203 
CA_PCT 0.096 0.037 4.606 6.58 0.013 
NP_PCT 20.434 5.378 10.107 14.44 < 0.001 
LPIPCT -0.069 0.025 5.200 7.43 0.008 
EDPCT -0.080 0.033 4.135 5.91 0.018 
SHAPEAMPCT 0.081 0.036 3.579 5.11 0.027 






Land Cover Change 
Previous analyses of land cover change in Florida between 1987 and 2003 were conducted at the 
state level (Kautz et al 2007, Chapter 1). Those studies provided valuable information on the 
overall magnitude of the loss of valuable native habitats, but did not give any indication of where 
those changes were occurring. By analyzing land cover change at the county level, this study 
provided insight into spatial patterns of urban development, habitat modification and the relation 
between them. These data begin to fill a lacuna in the availability of land use and habitat loss 
outcomes needed to monitor the effectiveness of local government planning efforts (Brody and 
Highfield 2005, Pannozzo 2013). 
The calculations of change in Urban Density (person per ha) by county between 1987 and 2003 
revealed a distinct spatial pattern. With a few exceptions, the counties that experienced 
decreasing urban densities were in the North and Northwest regions of the state, while those with 
increasing density were in the South. Counties in the Central region fell between those extremes, 
with only modest decreases or increases in density between -11.9% and 15%. Many researchers 
treat such areas of declining urban density, where the rate of growth in the urban area footprint 
exceeds the growth rate in the human population, as a de facto indicator of urban sprawl 
(Theobald 2005). The application of FRAGSTATS landscape metrics to characterize the spatial 
pattern of Florida’s urban development during the study period bore out that conclusion. For 
nearly every metric, clusters of counties in the northern parts of the state shared values indicative 
of urban sprawl conditions, while clusters of low sprawl (when they occurred) appeared in the 
Central and South regions of the state.  
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Direct losses in habitat, measured as change in Upland Forested, Wetland Non-Forested and 
Wetland Forested land cover, mostly did not conform to the spatial pattern common to urban 
development. Habitat losses measured as percent change from the 1987 condition were generally 
largest around most of the state’s largest established urban areas, particularly metropolitan 
Tampa, Orlando and the counties north of Miami-Dade along the east coast. In these areas the 
amount of natural land cover had already been reduced to a relatively low extent, sometimes well 
less than 1,000 ha (Appendix E). In such areas even a relatively small absolute loss in habitat 
would appear as a very large percentage loss of the remaining available natural land cover. 
Underdeveloped but rapidly growing counties started with a higher baseline of available habitat, 
and could therefore absorb greater losses of habitat without a large percentage change.  
Surprisingly, increases in natural habitat cover occurred for a number of counties. Increases in 
Upland Forested cover occurred in the Central, North and Northwest regions in areas that 
included the Ocala, Osceola and Blackwater National Forests, respectively. Routine replanting of 
clearcuts in the silvicultural areas of these public forests could account for the observed increase 
in Upland Forested cover in several counties. Similar reforestation on privately held silvicultural 
lands was likely responsible for Upland Forested land cover increases elsewhere. For example, 
Lake County lost 89% of its orange grove crop due to freezes in 1983 and 1985 (Miller and 
Glantz 1988), and much of that former orange grove was replanted in slash pine, resulting in a 
net increase in “forested” lands for that county between 1987 and 2003.   
Increases in Wetland Non-Forested coverage could be accounted for in part by differences in 
hydroperiod. During periods of higher rainfall, ephemeral marshes and vernal ponds may appear 
(Brooks 2004) in areas that previously were classified as an upland habitat type. Additionally, 
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the establishment of artificial ponds and wetlands, often in the form of agricultural ponds or 
stormwater treatment areas for urban development, contribute to the increase coverage of the 
Wetland Non-Forested habitat type (Hefner & Brown 1984; Zedler & Kercher 2005). Spot 
inspection of the county LC87 and LC03 land cover data and the original Landsat imagery 
suggested that emergent wetlands associated with newly constructed stormwater treatment 
facilities might account for much of the increase in the freshwater marsh class in Florida 
(Chapter 1). 
The large number of counties in which Wetland Forested habitat increased was less easily 
explained. Once again, hydroperiod differences could have played a role if forests originally 
classified as upland in 1987 appeared wet in 2003. The land cover accuracy assessment for the 
corrected LC03 data found that areas of wetland forest were misclassified as upland forest in 
16.3% of sample locations (Appendix D, Table 36). Of course, some of the increase in Wetland 
Forested could be due to natural recruitment and successional change over the study period. For 
all the changes in habitat land cover, a finer-grained inspection of the land cover data and 
original Landsat imagery for each county at a larger scale would be useful in elucidating the 
actual mechanisms involved in producing the results observed at the county-wide scale. 
Habitat Fragmentation Spatial Metrics 
Evaluating the percent change over time in FRAGSTATS landscape metrics for Florida’s 67 
counties produced generally consistent results. Counties in North and Northwest Florida 
possessed FRAGSTATS values that were indicative of habitat fragmentation or reduce habitat 
connectivity, while counties in the Central and South regions typically expressed values indicate 
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of less habitat fragmentation. The three counties in South Florida (Collier, Hendry and Broward) 
for which FRAGSTATS metrics indicated higher fragmentation were the exception to this trend.  
The Area Weighted Mean Shape Index (SHAPE_AM) produced anomalous results inconsistent 
with the other FRAGSTATS metrics. Larger values of the SHAPE_AM metric indicate greater 
tendency for habitat patches to have highly irregular borders (McGarigal 2014) and was 
interpreted as a measure of habitat fragmentation on the assumption that borders of natural land 
cover types would become more irregular as they were fragmented by roads, agriculture or urban 
development. However, mapping the SHAPE_AM produced a result almost the inverse of all 
other FRAGSTATS metrics. Areas of high SHAPE_AM values that presumably indicated high 
fragmentation appeared in Central and South region counties, and low values indicative of 
undisturbed habitat patches appeared in the North and Northwest regions. Egbert et al (2002) 
found that shape complexity as measured by the mean shape index for Conservation Reserve 
Program lands in Kansas decreased as natural land cover was lost to anthropogenic changes 
along straight property lines or other jurisdictional boundaries. The same effect may be at work 
here, but detailed examination of individual land cover changes at the sub-county scale would be 
necessary to discern that conclusively. 
Urban Sprawl Spatial Metrics 
The use of FRAGSTATS landscape metrics to characterize urban sprawl has become 
commonplace (Herold et al 2003, Ji et al 2006, Irwin and Bockstael 2007, Jaeger et al (2010a). 
However, the use of ordination techniques to aggregate multiple spatial metrics of urban pattern 
to one or a few new measures appears to be relatively untried. Hess et al (2001) used principal 
components analysis (PCA) to reduce six urban sprawl metrics to a single ordination variable, 
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and Malpezzi and Guo (2001) used PCA to extract three new principal components measures 
from 12 urban sprawl metrics, but I could find no other studies involving use of non-metric 
multidimensional scaling (NMS) analysis with urban sprawl landscape metrics. NMS was 
successful in this study for reducing the FRAGSTATS landscape metrics for urban sprawl into 
simpler ordination scores with a two-axis solution. The strong correlations between the input 
FRAGSTATS metrics and the NMS ordination scores demonstrated that the ordination variables 
captured the range of variation in each of those metrics. When mapped, the Urban Axis 1 and 
Urban Axis 2 variables clearly expressed the regional spatial variation that had been evident in 
the individual contributing FRAGSTATS metrics. Similarly, the NMS ordination for the Habitat 
FRAGSTATS metrics revealed strong correlations between the derived ordination variables and 
the original FRAGSTATS metrics.  
Regional Variations in Sprawl and Fragmentation 
MRPP analysis for differences between Florida’s economic regions corroborated the spatial 
autocorrelation results of Local Moran’s I by verifying that the North and Northwest regions 
formed a group in the two-dimensional space formed by Urban Axis 1 and Urban Axis 2 scores 
that was significantly different than the shared by the Central and South regions, which were not 
different from one another. Clearly the counties of the Florida Panhandle and northern peninsula 
were operating under conditions that favored urban sprawl-like development, while Central and 
South Florida counties performed better at containing sprawl.  The MRPP analysis of Florida 
regions in the two-dimensional space formed by Habitat Axis 1 and Habitat Axis 2 also found 
that the Northwest region was significantly different from the Central and South regions, while 
the two northern regions were not significantly different from one another, and the Central and 
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South regions were not significantly different. The North and Central regions were significantly 
different for the habitat fragmentation ordination variables, but the North and South regions were 
not different, most likely due to the three southwest Florida counties with indications of higher 
urban sprawl and greater habitat fragmentation.   
The MRPP comparisons of coastal and inland counties showed that inland and coastal counties 
formed significantly different groups with respect to the Urban Axis 1 and Urban Axis 2 
measures of sprawl, but the difference was in the degree of variability present in the two groups 
and not their position along the urban sprawl axes. Coastal counties exhibited a wide variation in 
both Urban Axis 1 and Urban Axis 2 scores, including the most extreme values for both 
ordination variables.  In contrast, the inland counties occupied a tight group near the center of the 
two-dimensional space formed by Urban Axis 1 and Urban Axis 2. The coastal counties included 
both those that scored low on the urban sprawl metrics, such as Broward (C06) and Pinellas 
(C52) and those that were high for urban sprawl, such as Jefferson (C33) and Bay (C03). These 
extremes among coastal counties accounted for the wide variability in urban sprawl metrics 
observed.  The habitat fragmentation metrics were not significantly different between coastal and 
inland counties.  
Relationship Between Urban Sprawl and Habitat Fragmentation 
Given the strong visual similarity between the maps of the Urban Axis 1 and Habitat Axis 1 
ordination variables, I expected the Urban and Habitat ordination matrices to be strongly 
correlated. However, correspondence between the two ordination variables as measured by the 
Procrustes Test PROTEST was low (m
2
 = 0.952, p = 0.061).  The very high m
2 
value indicated 
that less than 0.05 of the variability in the Urban 2-axis ordination was accounted for by the 
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Habitat ordination scores. This indicated that although the geographic pattern of urban 
development within Florida counties was similar to the spatial pattern of habitat loss and 
fragmentation outcomes, ordination scores derived from urban sprawl FRAGSTATS metrics 
were not a good predictor of habitat fragmentation expressed as ordination scores.  In other 
words, NMS was a good technique for reducing multiple measures of urban sprawl and habitat 
fragmentation to a few ordination variables for comparisons of counties, but those ordination 
scores were not useful as a means to explore the relationship of urban sprawl patterns on habitat 
fragmentation outcomes. 
The six urban sprawl metrics that contributed most strongly to the multiple linear regression with 
Habitat Axis 1 (CA, NP, LPI, ED, SHAPE_AM and DCAD) were among those most frequently 
cited by the literature as good metrics for urban sprawl (Bhatta et al 2010, Jaeger et al 2010). 
These spatial metrics are readily interpretable in the context of urban development patterns. 
Large increase in Total Urban Area (CA) relative to population is recognized as one of the most 
prominent and reliable indicators of sprawl. The Largest Urban Polygon Index (LPI) would, all 
else being equal, be higher for counties whose urban footprint has expanded faster than its 
population. The Urban Edge Density (ED) would be a good indicator of linear sprawl along 
roadway corridors that would increase the amount of urban edge relative to the overall county 
landscape. Complex urban shapes characteristic of non-contiguous, non-compact urban 
development would tend to decrease the Area Weighted Shape Index (SHAPE AM).  
The Disjunct Urban Core Area Density (DCAD) metric and the Number of Polygons (NP) were 
strongly related to habitat fragmentation (F =14.4, p < 0.001). NP is a sound measure of sprawl 
because it would be sensitive to increases in the number of individual urban patches established 
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outside the urban core area. A large NP indicated many separate urban areas throughout the 
county which would be characteristic of leapfrog development. DCAD, like the NP metric, 
would also be a good indicator of the degree to which a county’s urban land was separated into 
multiple small patches. Unlike the NP, which was merely a count of urban polygons, the DCAD 
was an area weighted measure that was more appropriate for use in comparing counties of 
different sizes. Both measures worked equally well as predictors of habitat fragmentation, but as 
the simplest to calculate NP would be the more efficacious measure for local governments to 
monitor and use as a metric of sprawl. 
Policy Implications 
This study demonstrated that spatial metrics are an effective means of characterizing both the 
pattern of urban development in a county and the effect of that development on the configuration 
of natural land cover. Use of NMS reduced multiple metrics of urban sprawl and habitat 
fragmentation into a single measure (Urban Axis 1 and Habitat Axis 1, respectively) by which 
each county could be rated and compared. This technique could prove valuable for developing a 
time series of urban sprawl and habitat fragmentation measures for use in evaluating county 
development trends over time. 
A clear regional trend in the pattern of urban sprawl and habitat fragmentation was revealed by 
this study. Counties in the Florida Panhandle and North Florida witnessed greater urban sprawl 
and more severe habitat fragmentation over the study period compared to counties in Central and 
South Florida. Federal, state and regional managers of conservation lands acquisition programs 
should take note of this trend when setting acquisition priorities. The Florida Water and Land 
Conservation Initiative which was passed as Amendment 1 to the Florida Constitution in 
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November 2014 (Ballotpedia 2014) provided a dedicated funding source for the state’s Land 
Acquisition Trust Fund for the next 20 years. Some of those funds should be dedicated to 
protecting intact biological reserves in those north Florida counties at risk for losing habitat to 
urban sprawl.  
The strong correlation of the NP and DCAD with habitat fragmentation illustrated that leapfrog 
development that allows establishment of small urban patches outside the urban core was the 
greatest contributor to habitat fragmentation. To minimize habitat fragmentation effects, county 
Local Government Comprehensive Plans and Land Development Regulations should strongly 
discourage new development that is not contiguous with the urban core, and monitor the number 
of urban polygons (NP) that they allow to become established. Preventing leapfrog development 
into greenfield areas should reduce the growth of urban NP and DCAD over time and the 
concomitant habitat fragmentation that results.  
Limitations on the Research and Future Research Needs 
The measures of urban sprawl and habitat fragmentation used in this study were derived from the 
percent change in spatial metrics over the period 1987 to 2003 for the corrected Florida statewide 
land cover data developed in Chapter 1. Different results might occur using a different source of 
land cover data. I think the likelihood that the results would be substantially different using land 
cover data from another source such as the Water Management Districts, NLCD or C-CAP is 
low. By aggregating the land cover data to seven Level 2 classes the difference between the 
various statewide land cover sources would be diminished. However, results could be very 
different if using data from starting and end dates other than 1987 and 2003. The magnitude of 
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land cover change over time would be sensitive to both the starting date and the length of time 
over which land cover was allowed to change.  
This study found that urban sprawl was significantly but weakly correlated with habitat 
fragmentation. This suggests that other factors besides the urban sprawl characteristics analyzed 
here must be at work to explain the variability in the habitat fragmentation outcomes in each 
county. It would be valuable to obtain more detailed information from each county on how it 
implemented both its land use regulations and any environmental protection programs it might 
have. For example, what is the size and expertise of each county’s planning staff?  Which 
counties promulgate and enforce their own local environmental regulations, and what are the 
size, funding and expertise of the county environmental protection department? Which counties 
maintain a local conservation lands acquisition program, and how well does it work? The 
answers to these questions would provide valuable additional factors that could be included in a 





The rate of urbanization throughout Florida varied substantially, with significantly greater 
growth in the formerly lightly settled areas of north Florida, particularly in the Panhandle 
(Northwest) and northern Peninsular Florida (North) regions. Not only were growth rates higher 
in these counties, but the growth in the urban area footprint expanded more than the population, 
resulting in comparatively lower urban population densities in this part of the state. Lower 
population densities and expanding urban areas are both indicators suggestive of urban sprawl 
conditions. Use of FRAGSTATS landscape metrics demonstrated that northern counties 
possessed many of the spatial characteristics considered diagnostic of urban sprawl. 
Furthermore, analysis of changes in the spatial metrics of the natural habitat land cover revealed 
that conditions suggestive of habitat fragmentation followed the same spatial pattern as urban 
sprawl. Reducing both the urban and habitat landscape metrics to simple ordination variables 
through the use of non-metric multidimensional scaling produced new measures of urban sprawl 
and habitat fragmentation that correlated strongly with the original FRAGSTATS metrics, but 
could be more easily mapped and interpreted. However, despite their strong apparent similarity 
in spatial pattern, the urban and habitat ordination values were not strongly correlated. In 
contrast, individual urban sprawl metrics (CA, NP, LPI, ED, SHAPE_AM and DCAD ) 
correlated with habitat fragmentation. NP and DCAD appeared to be particularly useful in 
predicting fragmentation, and county governments should take measures to reduce establishment 
of new urban patches to minimize NP and DCAD. Other factors besides the observed urban 
landscape patterns must be responsible for the variations in habitat loss and fragmentation in 
Florida. Attempting to identify those factors will be the next challenge in understanding the 
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CHAPTER THREE – RELATIONSHIP BETWEEN THE QUALITY OF LOCAL 
GOVERNMENT PLANS AND ENVIRONMENTAL OUTCOMES  
IN FLORIDA, 1987 TO 2003 
Abstract 
The Local Government Comprehensive Planning and Land Development Regulation Act and 
subsequent implementing regulations adopted in Florida in 1985 required each county and city to 
develop a Conservation Element in their comprehensive plans to specifically address these 
issues. To evaluate whether the quality of county Local Government Comprehensive Plans 
(LGCPs) was a good predictor of environmental outcomes, I examined land cover from all 67 
Florida counties for circa 1987 and 2003. Non-metric multidimensional scaling (NMS) analysis 
identified strong multivariate correlations of FRAGSTATS 4.2 landscape metrics measuring 
habitat fragmentation that were inversely correlated with urban population density and urban 
patch shape complexity which are both good measures of urban sprawl. The use of NMS analysis 
captured the intrinsic variability of the LGCP plan scoring systems of Brody (2003) and 
Pannozzo (2013) into new ordination variables that were used to explore associations with 
metrics of urban sprawl, habitat fragmentation and other county characteristics that influenced 
urban growth and development. Multi-response permutation procedures (MRPP) revealed 
significant differences (p < 0.001) in the LGCP quality of Florida’s four economic regions. 
Multiple linear regression analysis showed that counties that adopted superior Conservation 
Elements in their Local Government Comprehensive Plans saw more favorable outcomes in the 
control of urban sprawl and the concomitant reduction in habitat fragmentation. LGCP quality 
metrics for Goals and Management were significantly though weakly correlated with the habitat 
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fragmentation ordination variable (F = 3.92, p = 0.025, r
2
 = 0.111). The Management plan 
quality metric provided the strongest contribution (F = 7.76, p = 0.007) followed by Goals (F = 
3.45, P = 0.068).  More research will be needed to elucidate the specific causal mechanisms 






The increasing emphasis on ecosystem management over a reactive, project-by-project, single-
species approach to biodiversity protection has increased the importance of local government 
planning (Lowe 2000; Brody 2003a; Brody 2003b; Brody 2003c; Brody 2003d; Brody et al. 
2003). Data from a national survey of states from 1982 to 1997 reported up to a 33% reduction in 
urban sprawl in states with growth management plan requirements compared to those without 
(Anthony 2004). In 2005, twenty-one US states required that local governments adopt a 
comprehensive plan, and most mandated a land use element (Schwab 2005). Consequently, 
nearly half of the US had the legal mechanisms to adopt ecosystem-friendly land use planning 
and regulation. As an early adopter of strong growth management laws that required local 
government comprehensive plans (LGCPs), Florida had nearly two decades of experience with 
using land use planning to achieve ecosystem protection. As such, it made an ideal test bed for 
evaluating the efficacy of such plans. 
On paper, Florida’s growth management policy was one of the most stringent in the US. In 1985 
the Florida Department of Community Affairs (DCA) promulgated Rule 9J-5, F.A.C. to 
implement the requirements of the Local Government Comprehensive Planning and Land 
Development Regulation Act (Chapter 163.3164, F.S. in Florida Statutes 2003). Rule 9J-5 
specified the minimum requirements for the comprehensive plans adopted by every city and 
county in the state. The Conservation Element of each plan required local governments to devise 
goals, objectives and policies to protect wetlands, marine resources, endangered and threatened 
species, floodplains and other natural resources. Comprehensive plans were also required to 
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adopt policies to curb urban sprawl and ensure that urban services, such as roads, water and 
sewer, were available by the time development occurs, a concept known as “concurrency.”   
Despite these lofty objectives, many counties in Florida continued to lose large amounts of 
natural land cover to urban development each year. Unfortunately, the raw land (or 
“greenfields”) in rural areas were often more attractive to developers because the existing low 
traffic on rural roads made it much easier to comply with roadway level-of-service concurrency 
requirements (Chapin, et al. 2007; Maya 2008). The anti-sprawl provisions of some local 
comprehensive plans and local land development regulations were often too weak to discourage 
much “leapfrog development” into rural areas. Development began to encroach upon, or even 
encircle, public conservation lands, creating habitat islands that might be insufficient to maintain 
viable populations of the plants and animals they were intended to preserve. Finally, the 
increasing pressure to build new roads, or widen existing ones, further fragmented habitat into 
isolated patches and threatened wildlife populations directly with increased road mortality 
(Forman and Alexander 1998; Coffin 2007).  
Recognizing the uneven effectiveness of the current growth management regime, Florida’s 
Governor Jeb Bush and Legislature adopted numerous changes to the state’s growth management 
laws during the legislative session in 2005 as part of Senate Bill 360 (Nicholas and Chapin 
2007). Nonetheless, it was still not clear which (if any) of the growth management plans in effect 
throughout the state had been effective in limiting urban sprawl and protecting natural resources. 
Understanding what constituted a good comprehensive plan, and what mechanisms were 
necessary to see good planning implemented into effective biodiversity protection, would be 
essential to minimizing habitat loss and degradation in Florida. Furthermore, the lessons learned 
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in Florida could have widespread applicability to all states which have adopted comprehensive 
planning as a means to foster better management and conservation of natural resources.  
The principal objective of this research was to test whether strong local government land use 
policies were a good predictor of natural resource protection outcomes. I investigated this 
question by using spatial analysis techniques and landscape metrics to evaluate the extent to 
which natural landscapes were disturbed in Florida’s 67 counties between 1987 and 2003, and 
evaluated whether lower levels of disturbance were significantly associated with higher levels of 
LGCP quality, as determined by established LGCP scoring mechanisms. Specific objectives for 
this chapter include: (1) Do the ordination variables derived from LGCP quality assessment data 
of Brody (2003) and Pannozzo (2013) show geographic differences between Florida’s economic 
regions and between coastal versus inland counties? (2) Are counties assigned to groups based 
on their LGCP plan quality significantly different with respect to urban sprawl and habitat 
fragmentation? (3) Which LGCP quality metrics are most strongly correlated with urban sprawl 
and habitat fragmentation metrics? (4) Are sociodemographic characteristics of counties (county 
per capita tax revenue, agricultural employment and political preference) correlated with either 





Land Cover Data 
This study made use of two sets of statewide land cover data for Florida originally developed by 
the Florida Fish and Wildlife Conservation Commission (FWC) from Landsat imagery collected 
between 1985 and 1989 (Cox et al. 1994) and in 2003 (Kautz et al. 2007).  Those data sets were 
subsequently improved to correct a variety of systematic errors in a process described elsewhere 
(Chapter 1, Appendices A through D). Both land cover datasets were stored in ERDAS Imagine 
(*.img) raster format at 30 m resolution and included all 67 Florida counties. For this study the 
corrected land cover data were reduced from 17 to 7 classes: Class 1-Urban/barren, Class 2-
Exotic plants, Class 3-Uplands, non-forested, Class 4-Uplands, forested, Class 5-Water, Class 6-
Wetlands, non-forested and Class7-Wetlands, forested. 
Urban Sprawl and Habitat Fragmentation Metrics 
Land cover change detection analysis (Chapter 2) produced data on the extent of urban 
development and direct habitat loss in each county. Analysis using FRAGSTATS 4.2 
(McGarigal et al 2012) generated landscape metrics sensitive to urban sprawl and habitat 
fragmentation (Chapter 2). The percent change in landscape metrics between 1987 and 2003 
provided a measure of the magnitude and direction of urban sprawl and habitat fragmentation in 
each county. Non-metric multidimensional scaling (NMS) analysis using PC-ORD 6.08 
(McCune et al 2002) reduced the many landscape metrics generated by FRAGSTATS to a pair 
of two-axis ordination solutions, one for urban sprawl (Urban Axis 1, Urban Axis 2) and one for 
habitat fragmentation (Habitat Axis 1, Habitat Axis 2). These ordination variables provided the 
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metrics of environmental outcomes for evaluating the effectiveness of conservation planning 
each county.   
Local Government Comprehensive Plan Quality Assessments 
This study sought to determine if reduced urban sprawl and better ecological outcomes in Florida 
counties were associated with better conservation policies in Local Government Comprehensive 
Plans (LGCPs) adopted by the counties. Two independent efforts have been put forward to 
quantify the quality of conservation planning in LGCPs in Florida.  Brody (2003) evaluated the 
conservation elements of the LGCPs of 30 counties in Peninsular Florida on 174 measures of 
plan quality. Those measures were summarized into six scores: Plan Basis, Goals, 
Intergovernmental Coordination, Policy, Implementation and an overall Total score (Appendix 
H, Table 51). Similarly, Pannozzo (2013) evaluated the conservation elements of plans from all 
67 Florida counties and evaluated them on six metrics: Biodiversity, Goals, Intergovernmental 
Coordination, Conservation Reserves, Conservation Management and the Total score (Appendix 
H, Table 52).  
The Brody and Pannozzo data sets were used independently to search for associations between 
LGCP plan quality, urban sprawl and environmental outcomes in counties. New ordination 
variables were developed for both LGCP plan quality data sets using NMS in PC-ORD 6.08 
(McCune et al 2002, McCune and Mefford 2011). NMS runs used the AutoPilot mode with the 
Sorensen (Bray-Curtis) distance measurement and began each run with a random seed based on 
the computer system clock, the maximum number of iterations set to 200, and maximum allowed 
axes set to 4. The input data for each run appear in Appendix H (Tables 51 and 52). Initial 
attempts to produce an NMS ordination on the Pannozzo data were unsuccessful due to the 
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presence of an outlier in the input data. A multivariate outlier analysis performed in PC-ORD 
6.08 revealed that the average distance in ordination space for Alachua County (county C01) was 
3.98 standard deviations higher than the mean. NMS analysis of the Pannozzo data was 
successful following removal of the data for Alachua County from the input.  Alachua County 
had previously been identified as an outlier in the original LGCP quality scoring analysis by the 
author (Pannozzo 2013).  
Both the Brody and Pannozzo data sets were continuous across their ranges from minimum to 
maximum values. Consequently, it was easy to identify counties which scored very high or very 
low on each index, but there was no clear demarcation between low quality LGCP scores and 
intermediate scores, or between intermediate scores and high scores. Hierarchical cluster analysis 
using a Euclidean distance measure and Ward’s group linkage method (McCune et al 2002) was 
used to objectively identify distinct groups of counties in the Brody and Pannozzo data. Three 
clusters were identified for the Brody data that corresponded to Low, Moderate and High Quality 
county comprehensive plans. Ordinal values of 1, 2 and 3 hereafter referred to as the Brody Rank 
were assigned to the 30 counties in the Brody data set to designate Low, Moderate and High 
Quality plans. Four groups of counties designated Very Low, Low, Moderate and High Quality 
were identified by cluster analysis of the Pannozzo plan quality data and were designated by 
ordinal values of 1 through 4 respectively for the Pannozzo Rank.  The groups identified by these 
analyses were used to flag counties for subsequent analyses and visualization in charts and maps. 
Multi-response Permutation Procedures (MRPP) were used to determine whether groups of 
counties revealed by multi-axis NMS solutions were significantly different from one another for 
a priori groupings. MRPP is a non-parametric technique for evaluating whether the separation in 
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the values of two or more groups is significantly greater than their within-group variability, and 
is well suited for distance measures derived from NMS ordination (Mielke et al 1976, McCune 
and Grace 2002).  MRPP was used here to test for differences in the Coastal and Inland county 
groups, as well as the Florida regions (Northwest, North, Central and South), and the two ordinal 
ranking values for county comprehensive plan quality (the Brody Rank and the Pannozzo Rank) 
treated as categorical values. MRPP analyses were conducted using the Euclidean distance 
measure option compatible with the negative distance measures used as input from the ordination 
variables (Chapter 2).   
A p ≤ 0.05 significance level was used for single pairwise MRPP tests. For multiple pairwise 
MRPP comparisons, the Bonferroni correction of α/n was employed, where α = 0.05 (the desired 
significance level) and n = the number of pairwise comparisons. Although its application in the 
ecological literature has been inconsistent (Cabin and Mitchell 2000), use of the Bonferroni 
correction provided a conservative approach to ensuring the family-wise Type I error for a 
collection of pairwise comparisons did not exceed the desired overall α = 0.05 significance level. 
Backwards multiple linear regression was used to evaluate the strength of the association 
between individual LGCP plan quality metrics and the NMS ordination variables generated for 
urban sprawl and habitat fragmentation. Regression analyses were run using the PROC REG 
routine in SAS 9.4 with p ≤ 0.10 as the decision criterion for retaining an independent variable in 
the regression model. Analyses were performed using the principal ordination variable values for 
urban sprawl (Urban Axis 1) and habitat fragmentation (Habitat Axis 1) as the dependent 
variables in separate models with the Brody and Pannozzo LGCP quality scores as the 
independent variables. The analysis with the Brody LGCP data used only the Urban Axis 1 and 
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Habitat Axis 1 values from the 30 counties originally included in the Brody (2003) analysis. The 
regression with the Pannozzo LGCP quality scores used all counties except for Alachua County, 
which had previously been identified as an outlier for other analyses (Chapter 2). The Total plan 
quality scores were not included in the analyses due to their strong autocorrelation with the other 
LGCP plan quality metrics.  
Sociodemographic Factors 
Several sociodemographic variables were examined to test whether they might explain the 
geographic differences in environmental outcomes in Florida’s counties between 1987 and 2003 
(Appendix I). The extent to which a county’s economy relied on agriculture was used as a proxy 
for estimating its reliance on urban growth and development as an economic driver. Total and 
agricultural employment data for 2003 for each county was obtained from the University of 
Florida Bureau of Economic and Business Research (BEBR 2014a, BEBR 2014b).  The percent 
agricultural employment was calculated for each county then normalized on a scale of 0 to 100 to 
produce an Agricultural Employment Index.   
To evaluate the relationship between political conservatism and environmental outcomes, the 
U.S. Presidential election data obtained from the Florida Department of State, Office of Elections 
for each general election held from 1988 to 2004 (FDOS 2014) were used to create a Political 
Preference Index. Presidential election data in the latter part of the 20
th
 century have been shown 
to be a good proxy for overall political preference at the county or congressional district level 
(Levendusky et al 2005).  The Political Preference Index was calculated for each county by 
totaling the number of votes for the Republican candidate across all Presidential elections from 
1988 to 2004, dividing by the total number of Republican and Democratic voters, and 
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normalizing the result on a 0 to 100 scale. A value of 100 on this scale indicated the county that 
was most politically conservative in its voting behavior while a score near 0 indicated counties 
that were least politically conservative. 
Available financial resources were another factor that might have influenced the efficacy of local 
government planning and environmental resource protection at the county level. Counties with 
higher per capita tax revenues may have had additional financial resources that could be applied 
to land use planning, environmental regulation or conservation lands acquisition. To determine 
the financial resources of each county, the ad valorem property tax reports for 1987 and 2003 
were obtained from the Florida Department of Revenue web site (FDOR 2014). The County 
Government Operating Levy for 1987 and 2003 was extracted from these reports and divided by 
the total population for their respective years to determine county revenue per capita for each 
year. The percent change in that figure between 1987 and 2003 was also calculated to determine 
if county revenues increased, decreased or remained flat over the study period. 
The Agricultural Employment Index, Political Preference Index, Per Capita Tax Revenue 1987, 
Per Capita Tax Revenue 2003 and Percent Change in Per Capita Tax Revenue were included as 
independent variables in three backwards multiple linear regressions in SAS 9.4 with the 
ordination variables Habitat Axis 1, Urban Axis 1 and Pannozzo Axis 1 as the dependent 
variables. A significance level of p ≤ 0.10 was the threshold set to identify whether an input 





Comparison of LGCP Quality Indices 
The LGCP quality indices of Brody (2003) and Pannozzo (2013) were developed independently 
using different quality metrics, different plan reviewers, and county plans written nearly 10 years 
apart. Nonetheless, the two approaches showed generally good agreement in a simple linear 
correlation of normalized Total Plan quality scores for the 30 counties which they had in 
common using the non-parametric Spearman’s rank-order correlation coefficient (rs = 0.407, p = 
0.013, Figure 22). However, a test of Intraclass Correlation (ICC) for rater agreement (Portney 
and Watkins 1993) indicated that the two rating systems were significantly different (ICC = 
0.3525, F = 7.67, p = 0.00967) even after the ranks of the two systems were normalized to a 0 to 
100 scale to make the different numerical ranges of the two scales more directly comparable. 
NMS Analysis of LGCP Quality Indices 
Although both the Brody and Pannozzo plan quality metrics were summarized by a Total Plan 
Quality measure, non-metric multidimensional scaling (NMS) analysis was used to capture the 
information of the multivariate factors contributing to each LGCP plan quality metric into new 
ordination variables. The new ordination variables reflected the variability in LGCP plan quality 
within groups of counties with similar Total Plan Quality scores as well as the differences 
between groups. For example, two counties with identical Total Plan Quality scores might have 
arrived at those totals with very different contributions from the contributing metrics. The 
information about their differences would be lost with the calculation of the Total Plan Quality 
score. In contrast, NMS captured the differences as well as the similarities between two counties 
in two or more new ordination variables. 
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Figure 22. Linear correlation of normalized Total LGCP quality scores from Brody (2003) vs. 
Pannozzo (2013). The correlation was significant, Spearman’s rank correlation coefficient r s = 0.4069, 
p = 0.0127. The Intraclass Correlation Coefficient indicated that the two scoring systems were 
significantly different, ICC = 0.3525, p = 0.00967. 
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The correlation of the separate plan quality metrics for the Brody and Pannozzo LGCP rating 
systems appears in Tables 17 and 18, respectively. Each of the metrics in the Brody data (Table 
17) were strongly inversely correlated with Brody Axis 1 except for PlanBase, which was 
strongly correlated with Body Axis 2. The assignment of sign to the NMS metrics was arbitrary 
and in this case indicated that smaller values of the Brody Axis 1 ordination variable were 
associated with higher Brody LGCP plan quality scores. Similarly, the negative correlation 
between Brody Axis 2 and the PlanBase input indicated that smaller values of Brody Axis 2 
would be associated with LGCP plans that rated higher on the quality of their planning basis 
background data.  
Similar results were generated for the Pannozzo data (Table 18). All input metrics possessed 
strong inverse correlations with Pannozzo Axis 1. Additionally, all input metrics were also 
inversely correlated on Pannozzo Axis 2. Consequently a low value on either Pannozzo Axis 1 or 
Pannozzo Axis 2 indicated a high quality LGCP, while high values of those ordination variables 
indicated low quality plans. The Biodiversity scores for conservation elements in LGCPs were 





Table 17. Correlation coefficients (r, r
2
 and Kendall’s tau) between each LGCP plan quality 
metric from Brody (2003) and the Axis 1 and Axis 2 ordination variables derived from NMS 
analysis of those metrics. 
 
Brody Axis1 Brody Axis 2 
Metric r r2 tau r r2 tau 
PlanBase -0.479 0.229 -0.400 -0.781 0.610 -0.561 
Goals -0.832 0.693 -0.671 0.111 0.012 0.054 
Coord -0.830 0.688 -0.661 0.234 0.055 0.158 
Policy -0.830 0.689 -0.627 0.096 0.009 0.090 
Implement -0.813 0.661 -0.630 0.384 0.148 0.301 
Total -0.942 0.888 -0.959 0.024 0.001 -0.002 
 
Table 18. Correlation coefficients (r, r
2
 and Kendall’s tau) between each LGCP plan quality 
metric from Pannozzo (2013) and the Axis 1 and Axis 2 ordination variables derived from 
NMS analysis of those metrics 
 
Pannozzo Axis1 Pannozzo Axis 2 
Metric r r2 tau r r2 tau 
BioDiv -0.652 0.425 -0.456 -0.378 0.143 -0.246 
Goals -0.840 0.705 -0.688 -0.677 0.458 -0.497 
Coord -0.642 0.412 -0.514 -0.926 0.857 -0.810 
Reserve -0.839 0.704 -0.709 -0.777 0.603 -0.622 
Manage -0.877 0.770 -0.754 -0.820 0.672 -0.695 





Plotting the new Brody Axis 1 and Brody Axis 2 variables in two-dimensional space (Figure 23) 
revealed a clear gradation of county LGCP plan quality from high (left) to low (right). The 
convex hulls containing each quality group (i.e., Low, Moderate and High) as identified via the 
hierarchical clustering analysis formed distinct groupings within the 30 counties represented. 
MRPP analysis (Table 19) revealed that all three Brody Rank groups were significantly different 
from one another using the Bonferroni correction for multiple comparisons of α/n, which = 
0.0167 for three pairwise comparisons for a family-wise error rate of 0.05.  
Table 19. Pairwise MRPP comparisons of 30 Florida counties in 2-axis 
ordination space formed by the Brody Axis 1 and Brody Axis 2 variables 
and grouped according to the Brody Rank of LGCP quality (Low, Moderate 
or High). T = Test statistic, A = Chance-corrected within-group agreement. 
Pairwise comparisons with p ≤ 0.0167 were significant using the Bonferroni 
correction method for controlling family-wise Type I error. 
Pairwise Comparisons T A p 
Moderate vs. Low Quality -10.30 0.210 < 0.001 
Moderate vs. High Quality -9.67 0.306 < 0.001 
Low vs. High Quality -10.30 0.450 < 0.001 
 
Clearly disjunct groups also appeared in the NMS two-dimensional plot for the Pannozzo Axis 1 
and Pannozzo Axis 2 ordination variables (Figure 24). The four groups of counties identified by 
hierarchical cluster analysis and designated as Very Low, Low, Moderate and High LGCP plan 
quality were all significantly different from one another at p ≤ 0.0083 per the Bonferroni 










Figure 23.NMS ordination of 30 Peninsular Florida counties by their LGCP quality per Brody (2003). Note that the NMS axis values were inverted with 
respect to LGCP plan quality values. Low values of Brody Axis 1 appear to the left and denote higher plan quality, and lower values of Brody Axis 2 
denoting higher plan quality appear  towards the bottom of the graph.  Convex hulls surround counties with the same Brody Rank as determined by 
hierarchical cluster analysis of the original LGCP quality scores. 
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Figure 24.NMS ordination of 66 Florida counties by their LGCP quality per Pannozzo (2013). 
Note that the NMS axis values were inverted with respect to LGCP plan quality values. Low 
values of Pannozzo Axis 1 appeared to the left and denoted higher plan quality, and lower values 
of Pannozzo Axis 2 denoting higher plan quality appeared towards the bottom of the graph.  
Convex hulls surround counties with the same Pannozzo Rank as determined by hierarchical 
cluster analysis of the original LGCP quality scores. 
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Table 20. Pairwise MRPP comparisons of 66 Florida counties in 2-axis ordination 
space formed by the Pannozzo Axis 1 and Pannozzo Axis 2 variables and grouped 
according to the Pannozzo Rank of LGCP quality (Very Low, Low, Moderate or 
High). T = Test statistic, A = Chance-corrected within-group agreement. Pairwise 
comparisons with p ≤ 0.0083 were significant using the Bonferroni correction 
method for controlling family-wise Type I error. 
Pairwise Comparisons T A p 
Very Low vs. Moderate Plan Quality -20.78 0.489 < 0.001 
Very Low vs. Low Plan Quality -17.84 0.259 < 0.001 
Very Low vs. High Plan Quality -18.11 0.567 < 0.001 
Moderate vs. Low Plan Quality -20.36 0.304 < 0.001 
Moderate vs. High Plan Quality -14.93 0.291 < 0.001 
Low vs. High Plan Quality -20.96 0.485 < 0.001 
 
Geographic Distribution of New LGCP Ordination Variables 
Mapping the primary scores for the two plan quality assessments (i.e., Brody Axis 1 and 
Pannozzo Axis 1) geographically provided a window on the spatial distribution of the counties in 
each quality group.  Most of the high quality plans identified by Brody Axis 1 (Figure 25A) were 
coastal, with Lake County (C35) northwest of Orlando being the only exception. Conversely, the 
plans with the worst LGCP quality ratings were inland. Although Global Moran’s I did not 
reveal any statistically significant departure from a random distribution among these counties (I 
= 0.006, p = 0.810), MRPP analysis of the 30 counties categorized by their Coastal or Inland 
status (Chapter 2, Figure 11) confirmed a significant difference in the two groups (T = 3.09, A = 
0.055, p = 0.016). The coastal vs. inland pattern was similar for counties classified according to 
their hierarchical group ranks (Figure 25B), but that spatial distribution also showed no departure 
from random (I= -0139, p = 0.550). The Brody data included all counties in the South and 
Central regions, but only two counties from the North region and none from the Northwest. The 
ordination values plotted by Brody Axis 1 and Brody Axis 2 were not significantly different in 

















Figure 25.NMS scores and Plan Quality Ranks. (A) NMS scores for LGCP plan quality data from Brody (2003). Lower scores denote higher plan quality. (B) 
Brody Ranks assigned to counties according to hierarchical cluster analysis of original LGCP plan quality scores from Brody (2003). (C) NMS scores for LGCP 
plan quality data from Pannozzo (2013). Lower scores denote higher plan quality. (D) Pannozzo Ranks assigned to counties according to hierarchical cluster 




Unlike the Brody data, which included only 30 counties in Peninsular Florida, the Pannozzo data 
included all 67 counties in the state, less Alachua County (C01) which had been identified as an 
outlier and removed from further analysis (Figure 25C). Like the Brody Axis 1 data, Pannozzo 
Axis 1 classified nearly all coastal counties in the Peninsula as high quality, and the lowest 
quality plans were associated with the inland counties of Polk (C53), Hardee (C25), Okeechobee 
(C47), Glades (C22) and Hendry (C26) Counties (Figure 24, Figure 25C). The group of low-
rated counties in the Brody Axis 1 data that extended across South Florida from Lee and Collier 
counties on the Gulf coast to Broward on the Atlantic were rated higher in the Pannozzo Axis 1 
data (Figure 25C). Conversely, Miami-Dade County which had rated high on the Brody Axis 1 
metric (Figure 25A) was classified in the next to last quintile by the Pannozzo Axis 1 data 
(Figure 25C). MRPP analysis on the coastal and inland county groups verified that the two 
groups were significantly different with respect to their locations in the 2-axis Pannozzo LGCP 
ordination space (T = -7.45, A = 0.071, p < 0.001) 
Counties in the North and Northwest regions of the state generally rated low or very low on the 
Pannozzo Axis 1 scale (Figure 25C). Only a few counties in the Northwest Panhandle area, Bay 
(C03) and Washington (C67) midway between Pensacola and Tallahassee, and Madison (C40) 
east of Tallahassee, received Pannozzo Axis 1 scores of -0.18 or lower which placed them in the 
second highest quality quintile. The coastal counties of Duval (C16) at Jacksonville and St. Johns 
(C55, south of Duval) were highly rated by the Pannozzo Axis 1 metric (Figure 25C). MRPP 
analysis of the multiple comparisons between Florida regions revealed clearly significant 
differences between the North vs. Central and North vs. South regions, as well as the Northwest 
vs. Central region comparison (Table 21). The difference in Northwest and Central region 
groupings were marginally significant (p = 0.011) if one discounts the possibly overly 
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conservative decision criterion (p ≤ 0.0083) established by the Bonferroni correction for multiple 
pairwise comparisons.  
Table 21. Pairwise MRPP comparisons of 66 Florida counties in 2-axis ordination 
space formed by the Pannozzo Axis 1 and Pannozzo Axis 2 variables and grouped 
according to Florida economic region. T = Test statistic, A = Chance-corrected 
within-group agreement. Pairwise comparisons with p ≤ 0.0083 were significant 
using the Bonferroni correction method for controlling family-wise Type I error. 
Pairwise Comparisons T A p 
North vs. Northwest Region -0.89 0.013 0.153 
North vs. Central Region -5.48 0.115 0.002 
North vs. South Region -5.98 0.108 0.001 
Northwest vs. Central Region -3.93 0.086 0.008 
Northwest vs. South Region -3.65 0.070 0.011 
Central vs. South Region 0.56 -0.012 0.640 
 
Despite the visually distinct appearance of Northwest and North Florida compared to the Central 
and South regions of the state, the distribution of Pannozzo Axis 1 was not spatially clustered 
(Global Moran’s I = 0.068, p = 0.413).  However, the same data when re-grouped according to 
the hierarchical cluster Pannozzo Rank assignments was significantly clustered (Figure 25D, I = 
0.265, p = 0.005). Local Moran’s I identified a cluster of low plan quality in the North region 
west of Jacksonville, and clusters of high quality around Tampa, southwest Florida around 
Charlotte Harbor, and in Martin County on the east coast. Collier and Okeechobee Counties were 




Multivariate Correlations of Plan Quality, Sprawl and Habitat Metrics 
I had hypothesized that differences observed in the urban sprawl and habitat fragmentation 
metrics of Florida’s counties could be explained by differences in the quality of the conservation 
elements in their adopted Local Government Comprehensive Plans. Analysis of multiple 
pairwise comparisons using MRPP found no significant difference in the Brody Rank groups for 
either the urban sprawl ordination (Table 22) or the habitat fragmentation ordination space 
(Table 23) for the 30 counties in peninsular south Florida. MRPP detected a significant 
difference in urban sprawl metrics between counties with a Pannozzo Rank of High Quality and 
those rated Low or Very Low Quality (Table 24). However, there were no significant differences 
between Pannozzo Rank groups for habitat fragmentation metrics (Table 25).  
Since analysis of a priori plan quality ranks were ineffective in showing patterns between sprawl 
and fragmentation metrics, backwards multiple linear regression was used to reveal associations 
between the original Brody and Pannozzo plan quality metrics and the ordination variables for 
habitat fragmentation and urban sprawl. None of the individual LGCP quality criteria of Brody 
(2003) was significant at p ≤ 0.10 for either Urban Axis 1 or Habitat Axis 1. The Pannozzo 
(2013) metrics for Goals and Management were significantly though weakly correlated with 
Habitat Axis 1 (F = 3.92, p = 0.025, r
2
 = 0.111). The Management plan quality metric provided 
the strongest contribution (F = 7.76, p = 0.007) contributing a partial r
2
 of 0.110 to the overall 
model r
2
 of 0.111, while Goals contributed significantly to the correlation (F = 3.45, P = 0.068) 
but explained only a small part of the variability (r2 = 0.001) in Habitat Axis1 (Table 26). Only 
Pannozzo’s Intergovernmental Coordination (Coord) metric was significantly correlated with 
Urban Axis 1 (F = 13.84, p < 0.001), but again the correlation was weak (r
2
 = 0.178, Table 27).   
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Table 22. Pairwise MRPP comparisons of counties in the three Brody Rank 
groups (Low, Moderate and High Quality) within the 2-axis ordination space 
derived by NMS on Urban sprawl metrics. T = Test statistic, A = Chance-
corrected within-group agreement. Comparisons with p ≤ 0.0167 were significant 
using the Bonferroni correction method for controlling family-wise Type I error. 
Pairwise Comparisons T A P 
Moderate vs. Low Quality 0.70 -0.015 0.730 
Moderate vs. High Quality -1.05 0.028 0.135 
Low vs. High Quality -0.18 0.005 0.350 
 
Table 23. Pairwise MRPP comparisons of counties in the three Brody Rank groups 
(Low, Moderate and High Quality) within the 2-axis ordination space derived by 
NMS on Habitat fragmentation metrics. T = Test statistic, A = Chance-corrected 
within-group agreement. Comparisons with p ≤ 0.0167 were significant using the 
Bonferroni correction method for controlling family-wise Type I error. 
Pairwise Comparisons T A P 
Moderate vs. Low Quality 0.13 -0.003 0.417 
Moderate vs. High Quality 0.47 -0.010 0.599 






Table 24. Pairwise MRPP comparisons of counties in the four Pannozzo Rank 
groups (Very Low, Low, Moderate and High Quality) within the 2-axis ordination 
space derived by NMS on Urban sprawl metrics. T = Test statistic, A = Chance-
corrected within-group agreement. Comparisons with p ≤ 0.00833 were significant 
using the Bonferroni correction method for controlling family-wise Type I error. 
Pairwise Comparisons T A P 
High vs. Very Low Plan Quality -3.72 0.064 0.008 
High vs. Moderate Plan Quality -0.87 0.015 0.155 
High vs. Low Plan Quality -3.65 0.051 0.007 
Very Low vs. Moderate Plan Quality -0.76 0.013 0.173 
Very Low vs. Low Plan Quality 0.19 -0.002 0.479 
Moderate vs. Low Plan Quality -0.57 0.007 0.220 
 
Table 25. Pairwise MRPP comparisons of counties in the four Pannozzo Rank 
groups (Very Low, Low, Moderate and High Quality) within the 2-axis ordination 
space derived by NMS on Habitat fragmentation metrics. T = Test statistic, A = 
Chance-corrected within-group agreement. Comparisons with p ≤ 0.00833 were 
significant using the Bonferroni correction method for controlling family-wise 
Type I error. 
Pairwise Comparisons T A P 
High vs. Very Low Plan Quality -1.15 0.022 0.117 
High vs. Moderate Plan Quality -0.64 0.012 0.189 
High vs. Low Plan Quality -0.93 0.012 0.143 
Very Low vs. Moderate Plan Quality 0.44 -0.009 0.552 
Very Low vs. Low Plan Quality 0.83 -0.014 0.961 






Table 26. Results of backwards multiple linear regression performed on the five LGCP 
quality metrics of Pannozzo (2013) as the independent variables and the Habitat Axis 1 
habitat fragmentation ordination variable derived from NMS as the dependent variable. 
The analysis eliminated independent variables whose F values were not significant at p 
≤ 0.10 until all remaining variables met that criterion. 
Analysis of Variance 
Source DF 
Sum of Mean 
F Value Pr > F Squares Square 
Model 5 6.912 3.456 3.92 0.025 
Error 63 55.604 0.883 
  Corrected Total 65 62.516       





 F Value Pr > F Estimate Error 
Intercept 0.099 0.361  0.07 0.786 
Goals -0.410 0.221 0.001 3.45 0.068 
Management 0.571 0.205 0.110 7.76 0.007 
    Model r
2
 0.111     
 
Table 27. Results of backwards multiple linear regression performed on the five LGCP 
quality metrics of Pannozzo (2013) as the independent variables and the Urban Axis 1 
urban sprawl ordination variable derived from NMS as the dependent variable. The 
analysis eliminated independent variables whose F values were not significant at p ≤ 
0.10 until all remaining variables met that criterion. 
Analysis of Variance 
Source DF 
Sum of Mean 
F Value Pr > F Squares Square 
Model 1 5.264 5.264 13.84 < 0.001 
Error 64 24.335 0.380 
  Corrected Total 65 29.600       





 F Value Pr > F Estimate Error 
Intercept -0.958 0.270  12.58 0.001 
Coordination 0.192 0.052 0.178 13.84 < 0.001 
    Model r
2





Evaluation of Sociodemographic Factors 
Three sociodemographic factors were evaluated to determine whether they had any explanatory 
power in the understanding the distribution of LGCP plan quality and the outcomes for urban 
sprawl and habitat fragmentation. These factors included Percent Change in Per Capita Tax 
Revenue (Figure 26A), an Agricultural Economy Index based on agricultural employment 
(Figure 26B), and a Political Preference Index that measures the political conservatism in Florida 
counties using Presidential election data (Figure 26C). The spatial distributions of the tax 
revenue and agricultural employment indices did not depart from random, but the political index 
revealed significant aggregation (Global Moran’s I = 0.389, p < 0.001).  More counties with a 
strong preference for conservative politics appeared in North and Northwest Florida, while less 
conservative counties appeared more frequently in Central and South Florida. 
MRPP analysis was conducted on the county groups formed for each sociodemographic metric 
according by the quantile classes in Figure 26. There was no significant difference in the groups 
formed for the Per Capita Revenue Change or the Agricultural Index using the p ≤ 0.0167 
decision criterion for three pairwise comparisons per the Bonferroni correction. However, MRPP 
analysis of the Political Index ranks revealed that the group of counties rated highly conservative 
was significantly different from those rated as less conservative (Table 28). 
Table 28. Pairwise MRPP comparisons of 67 Florida counties in 2-axis ordination 
space for urban sprawl grouped according to Political Index. T = Test statistic, A = 
Chance-corrected within-group agreement. Pairwise comparisons with p ≤ 0.0167 were 
significant using the Bonferroni correction method for controlling family-wise Type I 
error. 
Pairwise Comparison T A p 
Low vs. High Political Conservatism -3.38 0.037 0.011 
Low vs. Moderate Political Conservatism -0.61 0.006 0.210 




Figure 26.Sociodemographic factors analyzed for correlation with Urban Axis 1 and Habitat Axis 1 NMS scores. (A) Per capita property tax revenue in 2003. (B) Agricultural Economy Index calculated from employment data for 2003.  Higher values indicate greater 
reliance on agriculture for employment. Values were normalized to a 0 to 100 scale. (C) Political Preference Index calculated based on the proportion of votes recorded for the conservative candidate in all U.S. Presidential elections from 1988 to 2004. Values were 






The backwards multiple linear regression of the sociodemographic variables against the Habitat 
Axis 1 ordination variable was not significant at p ≤ 0.10 for any of the independent variables. 
The Political Index as significant against Urban Axis 1 (F = 4.38, P = 0.04), although the 
predictive power of that correlation was weak (r
2
 = 0.063, Table 29). The Agricultural Index was 
the only sociodemographic variable that was significant against the Pannozzo Axis 1 ordination 
variable (F = 9.35, p = 0.003), with an r
2
 = 0.126 (Table 29).   
When the backwards multiple linear regression was performed with both the Pannozzo (2013) 
plan quality metrics and the sociodemographic factors as independent variables and Habitat Axis 
1 as the dependent variable the Goals and Management variables that were previously significant 
(Table 26) were joined by the Tax Per Capita 2003 (F = 4.09, p = 0.047, Table 30). The overall 
strength of the correlation was increased (r
2
 = 0.165), with the Tax Per Capita 2003 factor 
contributing substantially (partial r
2
 = 0.054). Adding the sociodemographic variables did not 
change the outcome of the backwards linear regression on Urban Axis 1; the only significant 
variable was Coordination as was previously shown for the correlation without 





Table 29. Results of backwards multiple linear regression performed for the sociodemographic variables as 
independent variables against Habitat Axis 1, Urban Axis 1 and Pannozzo Axis 1 ordination scores as dependent 
variables. The analysis eliminated independent variables whose F values were not significant at p ≤ 0.10 until all 










 F Value Pr > F 
Urban Axis 1  Political Index -0.00838 0.00400 0.063 4.38 0.040 
Pannozzo Axis 1 Agricultural Index -0.01910 0.00625 0.126 9.35 0.003 
 
 
Table 30. Results of backwards multiple linear regression performed for the Pannozzo (2013) 
plan quality metrics and the sociodemographic variables as independent variables against 
Habitat Axis 1 as dependent variable. The analysis eliminated independent variables whose F 
values were not significant at p ≤ 0.10 until all remaining variables met that criterion. Only 
those independent variables that were significant are shown. 
Analysis of Variance 
Source DF 
Sum of Mean 
F Value Pr > F Squares Square 
Model 3 10.348 3.449 4.16 0.009 
Error 63 52.216 0.829     
Corrected Total 66 62.565       





 F Value Pr > F Estimate Error 
Intercept 0.826 0.490  2.84 0.097 
Goals -0.553 0.219 0.002 6.38 0.014 
Management 0.706 0.210 0.110 11.35 0.001 












Geography and Plan Quality 
This study sought to address the search for data demonstrating a link between good conservation 
planning at the local government level and observable outcomes in the form of better habitat 
protection in the landscape (Theobald 2003, Brody and Highfield 2005, Pannozzo 2013). Brody 
and Highfield (2005) noted that the principal difficulties in evaluating the success of local 
government planning efforts lay in how best to measure the long term success of a plan, and the 
availability of suitable longitudinal data sets for use in such an evaluation. They sought to 
address those questions by examining wetland loss permitting and its conformance to local 
comprehensive planning requirements over a 10 year period in Florida. This study provided an 
opportunity to look at the problem more comprehensively by comparing statewide metrics of 
urban sprawl and habitat fragmentation obtained from land cover data in Florida over a 15+ year 
period against previously published measures of local plan quality. 
This study relied on existing measures of local government comprehensive plan quality from 
previously published research by Brody (2003) for 30 counties in Peninsular Florida and 
Pannozzo (2013) for all 67 counties statewide. In previous use of the Brody LGCP plan quality 
data to evaluate watershed plans, coastal watersheds were reported to have higher Total Plan 
Quality scores than inland watersheds and several explanatory variables were identified to 
account for the greater investment in good planning in coastal communities, including higher 
population, greater community wealth, and higher educational attainment, all of which were 
strongly correlated with Total Plan Quality (Brody et al, 2003b). However, it was not clear 
whether any of these correlates were causal mechanisms. Pannozzo (2013) reported significant 
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differences in Total Plan Quality scores between coastal and inland counties and suggested that 
diffusion of ideas and planning concepts between adjacent counties or those belonging to the 
same Regional Planning Council could explain the similarity in the quality of their LGCP 
Conservation Elements. Brody (2003c) observed the same phenomenon with respect to sharing 
of planning concepts between local governments that shared a jurisdiction such as a common 
Water Management District or National Estuary Program. This study confirmed the difference in 
LGCP plan quality between coastal and inland counties via MRPP analysis on their Pannozzo 
LGCP ordination scores.  However, the differences in plan quality were not associated with 
significant differences in habitat fragmentation within coastal and inland counties. Coastal and 
inland counties had previously been found to significantly differ on urban sprawl metrics 
(Chapter 2, Figure 18), but that difference was due more to the wide variability in sprawl values 
for coastal counties than any clear distinction in the amount of urban sprawl observed within the 
two groups.  
Differences in Florida’s geographic regions with respect to urban sprawl and habitat 
fragmentation metrics were previously identified in Chapter 2. The groups of counties of the 
Northwest and North regions were significantly different in their positions in ordination space 
for Pannozzo LGCP metrics than those from the Central and South Florida counties. This trend 
mirrored similar trends observed previously in the metrics of urban sprawl and habitat 
fragmentation (Chapter 2), as well as the pattern of LGCP plan quality data originally reported 
by Pannozzo (2013). In general, a larger proportion of Northwest and North counties were rated 
as having lower quality local plans and experienced greater amounts of urban sprawl and habitat 
fragmentation, while those in the Central and South regions tended to have higher quality plans, 
less sprawl and less habitat fragmentation. 
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Plan Quality, Urban Sprawl and Habitat Fragmentation 
Plan quality as measured by Pannozzo (2013) was significantly poorer in the northern part of the 
state as compared to Central and South Florida. Likewise, the northern counties exhibited greater 
tendency to urban sprawl, and greater habitat fragmentation. Given the observed similarities in 
the coarse regional trends, I expected clear signals that high quality local government 
comprehensive plans led to more compact urban growth patterns, or that reduced urban sprawl 
led to reduced habitat fragmentation effects. However, several tests of the association between 
LGCP plan quality, urban sprawl and habitat fragmentation were equivocal. Significant 
differences in urban sprawl or habitat fragmentation were not detected among groups of counties 
sharing the same Brody Rank for LGCP quality. None of the LGCP plan quality data of Brody 
(2003) correlated significantly with either urban sprawl or habitat fragmentation metrics. The 
High Quality plans group designated by Pannozzo Rank was significantly different than the Low 
and Very Low quality groups in the 2-dimensional urban sprawl ordination space, but there was 
no difference in Pannozzo Rank groups for habitat fragmentation.  
Use of multiple linear regression revealed some important relationships. The Coordination 
component of plan quality from Pannozzo (2013) correlated strongly with the Urban Axis 1 
sprawl metric. The factors that contributed to a high Coordination component score included in 
almost equal measures a commitment to intergovernmental coordination across jurisdictional 
boundaries and a commitment to close cooperation within county government (Pannozzo 2013). 
The reliance on intergovernmental coordination, in particular, could contribute to adoption of 
more progressive urban sprawl policies through diffusion from other local governments and 
agencies (Brody et al 2003). The Goals and Management metrics from Pannozzo (2013) 
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correlated significantly with the Habitat Axis 1 ordination variable, with Management 
contributing nearly all the explanatory power. Pannozzo (2013) noted that Management scores in 
local plans were generally low for most counties, and that the management policies specified in 
LGCPs were generally directed at site specific issues and not landscape-level biodiversity 
objectives. Nonetheless, the positive correlation here with Habitat Axis 1 suggests that counties 
with better Management objectives in their LGCPs maybe more effective in implementing 
policies that reduce habitat fragmentation. 
Sociodemographic Factors 
Additional sociodemographic variables were sought that might explain the observed regional 
differences in urban sprawl and habitat fragmentation, beginning with the relative wealth of each 
county as measured by its operating revenue. A study of home rule counties in Florida found that 
they tended to have higher tax revenues and, in turn, spent more on “regional” initiatives, 
including those involving environmental protection, as a result (Benton 2003). Using median 
home value as a proxy for county wealth, wealthier counties were significantly more likely to 
have high LGCP plan quality (Brody et al, 2004).  It should be obvious that counties with higher 
per capita incomes, all else being equal, will be in a better position to afford the additional staff 
and other resources necessary to support a more pro-active planning program, local 
environmental protection department, or conservation land buying program. For example, 
Pannozzo (2013) found that counties in the Central and South Florida regions were much more 
likely to have established a local conservation lands acquisition program (25 out of 31 counties, 
80.6%) than were counties in the North and Northwest regions (7 out of 36 counties, 19.4%). 
Although the tax revenue measures did not significantly correlate with either Urban Axis 1 or 
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Habitat Axis 1 when treated in isolation, Tax Revenue Per Capita 2003 did correlate with Habitat 
Axis 1 when included as a co-variate with the Pannozzo (2013) LGCP quality metrics (Table 
30). This provides support for the expectation that wealthier counties have the resources to 
support better planning and environmental programs, which in turn foster better environmental 
outcomes over time, and is consistent with Pannozzo’s finding that county revenue was an 
important factor in Total County Resources in predicting LGCP plan quality (Pannozzo 2013).  
The Agricultural Economic Index was based on the proportion of each counties total 
employment that was dependent on the agricultural sector. As such it was considered a good way 
to distinguish between predominantly urban and rural counties, and might therefore be a useful 
proxy to identify counties desirous of more urban development associated with non-agricultural 
jobs. Conversely, the more urban counties might be expected to have more “sophisticated” 
planning staff and elected officials who would support implementation of more aggressive 
planning approaches to control urban sprawl and protect natural resources..  The Agriculture 
Economic Index was inversely correlated with Pannozzo Axis 1 indicating that as a county’s 
economy relied less on agriculture (lower Agricultural Economic Index), its LGCP plan quality 
improved (lower Pannozzo Axis 1 score). This finding was consistent with the expectation that 
urban counties would support better plans. However, the Agricultural Economic Index did not 
correlate with either the urban sprawl or habitat fragmentation ordination variables. 
Since the mid-1980s, the proportion of Republican representatives in Congress who routinely 
supported environmental legislation declined, and the support of American citizens for 
environmental protection spending among those who identify as politically conservative has 
been substantially lower than that for those who identify as liberals (Dunlap et al 2001). With 
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that in mind, a Political Preference Index was developed for this study and it clearly 
demonstrated geographic differences in the magnitude of conservative political preference. The 
spatial pattern of high conservative leanings in the North and Northwest regions, and more 
liberal politics in Central and South Florida aligned well with the regional variations in urban 
sprawl metrics, habitat fragmentation indices, and LGCP plan quality. Furthermore, the Political 
Preference Index was inversely correlated with Urban Axis 1 indicating that counties that were 
politically conservative (high Political Preference Index) had lower values of Urban Axis 1 
(greater urban sprawl). The demonstration of this relationship between party politics, local 
government planning and urban development patterns provides fodder for future investigation to 
tease out the causal mechanisms at work. 
Policy Implications 
The north-to-south geographic similarity in the trends of LGCP plan quality, urban sprawl and 
habitat fragmentation suggest that these factors are interrelated, but the evidence for the 
connection between them remains weak. Nonetheless, this study has clearly identified that a 
large number of Florida’s counties are experiencing greater urban sprawl and habitat loss or 
fragmentation which threaten the long-term persistence of large, intact forest ecosystems and 
their associated flora and fauna. These trends should serve as a warning to Federal, state and 
local conservation scientists and planners of the need to focus on those counties going forward. 
The positive association between better urban sprawl and habitat fragmentation outcomes with 
higher LGCP plan quality, notably the Management and Coordination components, indicated 
that efforts to improve the composition of those plans may pay off in better results later. Given 
that financial resources were identified as a factor in counties with reduced habitat 
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fragmentation, state and Federal programs to assist local governments with planning or land 
acquisition could be important to future success in containing sprawl and minimizing the loss of 
habitat in counties as they develop.  
Limitations on the Research and Future Research Needs 
Several factors contribute to uncertainty in the findings of this research. Uncertainty over the 
accuracy of the Florida land cover data, or in the derivation of urban sprawl and habitat 
fragmentation metrics from those data, were addressed in Chapters 1 and 2. This study’s reliance 
on the LGCP quality data of Brody (2003) and Pannozzo (2013) was a possible weakness. The 
Brody data were more nearly contemporaneous with period of land cover change under 
investigation, but those data were also restricted to the 30 counties in Central and South Florida 
which left out the counties that exhibited the greatest urban sprawl and habitat fragmentation 
effects. In contrast, the Pannozzo LGCP data were collected nearly 10 years after the most recent 
land cover mapping was generated; changes in policies over that time may have made these data 
sets incompatible. Furthermore, the data from Pannozzo (2013) were only published last year 
and have not undergone the extensive scrutiny in peer reviewed journals to which the Brody data 
have been subjected.   
Future research should focus on the implementation phase of local government planning and 
regulation that affects land development and land conservation. What is needed now is a better 
understanding of the local government programs that implement (or, fail to implement) the 
conservation goals, objectives and policies codified in each comprehensive land use plan. 
Specifically, what actions are north Florida counties taking (or failing to take) that result in so 
much more urban sprawl and habitat fragmentation? What regulatory programs, or land 
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conservation programs, do successful counties have that are missing from those that are 





The use of NMS analysis provided a powerful technique for capturing the intrinsic variability of 
the LGCP plan scoring systems of Brody (2003) and Pannozzo (2013) into new ordination 
variables that could be used to explore associations with metrics of urban sprawl, habitat 
fragmentation and other county characteristics that influence urban growth and development. 
The analyses here and in Chapter 2 demonstrated that there were clear and common geographic 
patterns in the distribution of urban sprawl, habitat fragmentation and LGCP plan quality. Key 
factors in plan quality, specifically Coordination and Management, were strongly associated with 
urban sprawl or habitat fragmentation outcomes. The resources available to counties in the form 
of tax revenues, whether the county possessed a rural or urban economy, and the county’s 
political makeup also appeared related to LGCP plan quality, urban sprawl or habitat 
fragmentation outcomes. More research will be needed to elucidate the specific causal 
mechanisms behind the implementation of local government planning that resulted in the 
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The Land Cover Correction Process outlined in Chapter 1 significantly improved the accuracy of 
two statewide mapping products generated from Landsat imagery over 15 years apart and made 
it possible to perform change detection analyses with a greater degree of confidence. Now that 
the 1987 and 2003 land cover datasets are more directly comparable they can be used to further 
explore the patterns of urban development, habitat loss and forest fragmentation throughout 
Florida during a time when growth was rampant, but also when important new growth 
management controls were in place. However, the value of the LCCP model is not limited to 
these two land cover data sets in Florida. This same technique can be applied to any pair of 
roughly similar land cover mapping datasets provided that their original classification systems 
can be composed by a cross-walk into a single scheme, and that one or more ancillary data sets 
are available to serve in the tie-breaker role performed here by the near-contemporaneous land 
use data from Florida’s WMDs. The Soil Survey Geographic (SSURGO) and State Soil 
Geographic (STATSGO) soils data of the National Resource Conservation Service have been 
used in GIS analyses to reconstruct historical pre-settlement vegetative cover (Stetler et al. 2003) 
and could easily be adapted to provide the ancillary tie-breaker data required by the LCCP. 
Similarly, the National Land Cover Dataset (NLCD) or the statewide habitat mapping of the 
USGS GAP Analysis Program provide readily available sources of ancillary land cover data 
(Wardlow & Egbert 2003). Applying the Land Cover Correction Process using these ancillary 
data may provide opportunities to conduct change detection between disparate land cover data 




Performing change detection between the corrected 1987 and 2003 land cover data sets revealed 
that the original FWC land cover data had grossly overestimated the amount of urban/barren land 
in Florida in 1987 which resulted in a massive underestimate of growth in urbanization during 
the study period. The corrected land cover data restored the size of the 1987 urban footprint to a 
more realistic value, leading to an estimate of urbanization that was much more consistent with 
the 40% growth in Florida’s population between 1987 and 2003. The corrected land cover data 
also identified urbanization, and not agriculture, as the primary source of anthropogenic loss of 
several important habitats. The larger habitat loss rates associated with urbanization identified 
with the corrected land cover data should be heeded by planners devising regulatory or land 
conservation remedies to protect Florida’s remaining biodiversity.  
The findings in Chapter 2 showed that the rate of urbanization throughout Florida varied 
substantially, with significantly greater growth in the formerly lightly settled areas of north 
Florida, particularly in the Panhandle (Northwest) and northern Peninsular Florida (North) 
regions.  Not only were growth rates higher in these counties, but the growth in the urban area 
footprint expanded more than the population, resulting in comparatively lower urban population 
densities in this part of the state. Lower population densities and expanding urban areas are both 
indicators suggestive of urban sprawl conditions.  
This study demonstrated that spatial metrics are an effective means of characterizing both the 
pattern of urban development in a county and the effect of that development on the configuration 
of natural land cover. Use of NMS reduced multiple metrics of urban sprawl and habitat 
fragmentation into a single measure (Urban Axis 1 and Habitat Axis 1, respectively) by which 
each county could be rated and compared. This technique could prove valuable for developing a 
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time series of urban sprawl and habitat fragmentation measures for use in evaluating county 
development trends over time. 
A clear regional trend in the pattern of urban sprawl and habitat fragmentation was revealed by 
this study. Counties in the Florida Panhandle and North Florida witnessed greater urban sprawl 
and more severe habitat fragmentation over the study period compared to counties in Central and 
South Florida. Federal, state and regional managers of conservation lands acquisition programs 
should take note of this trend when setting acquisition priorities. The Florida Water and Land 
Conservation Initiative which was passed as Amendment 1 to the Florida Constitution in 
November 2014 (Ballotpedia 2014) provided a dedicated funding source for the state’s Land 
Acquisition Trust Fund for the next 20 years. Some of those funds should be dedicated to 
protecting intact biological reserves in those north Florida counties at risk for losing habitat to 
urban sprawl.  
Despite their strong similarity in spatial pattern, the urban and habitat ordination values were not 
strongly correlated. Other factors besides the observed urban landscape patterns must be 
responsible for the variations in habitat loss and fragmentation in Florida. It would be valuable to 
obtain more detailed information from each county on how it implements both its land use 
regulations and any environmental protection programs it might have. For example, what is the 
size and expertise of each county’s planning staff?  Which counties promulgate and enforce their 
own local environmental regulations, and what is the size, funding and expertise of the county 
environmental protection department? Which counties maintain a local conservation lands 
acquisition program, and how well does it work? The answers to these questions would provide 
180 
 
valuable additional factors that could be included in a multivariate model to predict urban sprawl 
and habitat fragmentation outcomes. 
In Chapter 3, the use of NMS analysis provided a powerful technique for capturing the intrinsic 
variability of the LGCP plan scoring systems of Brody (2003) and Pannozzo (2013) into new 
ordination variables that could be used to explore associations with metrics of urban sprawl, 
habitat fragmentation and other county characteristics that influence urban growth and 
development. The north-to-south geographic similarity in the trends of LGCP plan quality, urban 
sprawl and habitat fragmentation suggest that these factors are interrelated, but the evidence for 
the connection between them remains weak. Nonetheless, this study has clearly identified that a 
large number of Florida’s counties are experiencing greater urban sprawl and habitat loss or 
fragmentation which threaten the long-term persistence of large, intact forest ecosystems and 
their associated flora and fauna. These trends should serve as a warning to Federal, state and 
local conservation scientists and planners of the need to focus on those counties going forward. 
The analyses in Chapters 2 and 3 demonstrated that there were clear and common geographic 
patterns in the distribution of urban sprawl, habitat fragmentation and LGCP plan quality. Key 
factors in plan quality, specifically Coordination and Management, were strongly associated with 
urban sprawl or habitat fragmentation outcomes. The resources available to counties in the form 
of tax revenues, whether the county possessed a rural or urban economy, and the county’s 
political makeup also appeared related to LGCP plan quality, urban sprawl or habitat 
fragmentation outcomes. More research will be needed to elucidate the specific causal 
mechanisms behind the implementation of local government planning that resulted in the 
observed environmental outcomes. 
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APPENDIX A:  




GIS Software Environment 
The Land Cover Correction Process (LCCP) was developed entirely within the Esri ArcGIS™ 
10.0 software environment. Workstation ArcInfo was used to convert US Geological Survey 
Digital Line Graph (USGS DLG) roadway network data from their original format to Esri 
Coverage format. Those roadway coverages were imported into an Esri File Geodatabase 
(fGDB) format for later use in geoprocessing. Other spatial data, including county boundaries, 
railroad centerlines, and major roadway centerlines obtained from the Florida Geographic Data 
Library (FGDL 2012) were also converted to fGDB format. Raster land cover data for circa 1987 
and 2003 developed by the Florida Fish and Wildlife Conservation Commission (FWC) were 
clipped to 1:24,000 county boundaries and stored in ArcInfo™ GRID format. 
The Esri Spatial Modelbuilder™ was used to create the algorithm for the LCCP. Editing of 
Spatial Modelbuilder models occurred in both the ArcMap™ and ArcCatalog™ environments. 
Many of the geoprocessing tools used in the LCCP required the ArcInfo license level of ArcGIS, 
which included the full set of spatial operators available within ArcGIS. Raster functions in the 
LCCP relied on geoprocessing tools within the Spatial Analyst™ extension to ArcGIS. The 
components of the LCCP algorithm were exported from Spatial Modelbuilder to Python 2.6 
scripts which were modified to facilitate batch processing of the raster land cover data for all 67 
Florida counties. Those scripts were developed, debugged and run using the Python IDLE editor. 
LCCP Conceptual Workflow 
The LCCP was developed as two interlocking models. The first component was the Land Cover 
Generalization Model (LCGM).The purpose of the LCGM was to perform several steps that 
would smooth and simplify the input FWC land cover to make it more suitable for change 
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detection comparisons between the 1987 and 2003 periods. Some of the steps employed in the 
LCGM removed the single pixel inclusions of heterogeneous land cover common to Landsat-
derived land cover often referred to as “speckling” or “salt and pepper” effect. Other steps 
smoothed the boundaries between adjacent land cover types. Finally, the LGCM employed steps 
to incorporate linear urban features (i.e., roads and railroads) into the land cover data where such 
features appeared incomplete or disjunct in the FWC’s original Landsat image classification 
process. 
The outputs of the LCGM served as inputs to the Land Cover Correction Model (LCCM), which 
performed the geoprocessing steps that repaired misclassifications identified in either the 1987 or 
2003 FWC land cover layers. The fundamental idea behind the LCCM was that some land cover 
changes were unreasonable, and therefore represented likely misclassifications. For example, 
although it was completely ordinary for land that was pasture in 1987 to become urbanized by 
2003, it was very unlikely that urbanized land in 1987 would become pasture in 2003.The 
LCCM was designed to detect this and other similarly unlikely land cover changes, and compare 
the land cover data at those locations to ancillary land use data which would decide which of the 
two land cover inputs (1987 or 2003) was correct. The LCCM used a series of raster 
geoprocessing steps to generate new land cover layers for both 1987 and 2003 which repaired the 
misclassifications detected in the original FWC input data. 
The following sections provide detailed descriptions of the algorithm logic used in both the Land 




Land Cover Generalization Model (LGCM) 
The graphical representation of the LGCGM algorithm created in ArcGIS Spatial Modelbuilder 
appears in Figure 27.The blue ovals represent inputs to the model, the yellow boxes depict 
geoprocessing or data handling steps, and the green ovals represent outputs of spatial data. The 
LCGM required seven input files and five ASCII text lookup files (Table 31), involved 36 data 
processing steps, and generated 37 output files, of which all but the last two were intermediate 
products that were overwritten or discarded after each run of the model. The model was designed 
to process the 1987 and 2003 land cover data for a single Florida county. To improve the 
legibility of the model, its various components have been reproduced in separate figures which 




Table 31.  Input data files required by the Land Cover Generalization Model (LCGM).The Model Layer Name is 
the name that appears in the LCGM Spatial Modelbuilder diagrams in Figures 28 through 30. 
Model Layer Name Data File Name Data Source Description 
County Boundary Cnty_??, where ?? equal to 





Major Roads 1987 majrds_1987 Florida Geographic 
Data Library 
1:24,000 major 
highway network  
USGS Roads 1990 rds_cnty_c??, where ?? equal 
to counties 01 through 67 
Florida LABINS 
(Land and Boundary 
Information System) 
1:24,000 Digital Line 
Graph roads converted 
from DLG format 
USGS Roads 2000 rds24_??, where ?? equal to 
counties 01 through 67 
Florida Geographic 
Data Library 
1:24,000 Digital Line 
Graph roads in 
shapefile format 
USGS Road Codes LUT_USGS_DLG.xls\ROAD$ US Geological Survey MINOR1 road codes 
from USGS DLG 
metadata in Excel 
lookup table 
Florida Rails rails_2007 Florida Geographic 
Data Library 
1:100,000 rail network 
from USDOT Bureau 
of Transportation 
Statistics 
LC 2003 Level 4 lc03_??, where ?? equal to 




statewide raster land 
cover for Florida. 
LC 1987 Level 4 lc87_??, where ?? equal to 
counties 01 through 67 
Florida Fish and 
Wildlife Conservation 
Commission 
Statewide raster land 
cover circa 1985 – 
1989 by county. 
LC 2003 LV3 Table Reclass_LC03_LV3.txt Kautz, et al. (2007) ASCII text lookup 
table for converting 
LC03 raster data from 
Level 4 to Level 3 
LC 1987 LV3 Table Reclass_LC87_LV3.txt Kautz, et al. (2007) ASCII text lookup 
table for converting 
LC87 raster data from 
Level 4 to Level 3 
Restore LC LV3 
Codes 
Reclass_BC2.txt Not applicable - 
Developed for this 
study 
ASCII text lookup 
table for restoring 
original Level 3 raster 




Reclass_BC1.txt Not applicable - 
Developed for this 
study 
ASCII text lookup 
table for placing Level 
3 raster land cover 
codes in priority order 










 As noted in the conceptual workflow above, a key element in the LCGM was the series of steps 
by which linear urban features (i.e., roads and railroads) were added to the input FWC land cover 
data to correct locations where those features were incomplete. Two mechanisms likely 
accounted for discontinuities in linear urban features. Mature tree canopies, especially in older 
residential neighborhoods, can obscure urban street networks. Even where no tree canopy 
existed, the reflectance signature of a relatively narrow roadway or railroad could be 
overwhelmed by that of adjacent cover types, resulting in single pixel or larger breaks in the 
linear feature. To correct for these effects, the LGCM rasterized vector railroad and roadway 
features from a time period nearly coincident with that of the Landsat imagery collected for the 
FWC land cover data and superimposed those raster linear features onto the land cover files. No 
roadway data exists that directly corresponds to the 1985 – 1989 time period of the Landsat data 
used by the FWC to generate the circa 1987 land cover data. The most contemporaneous street 
data were from the USGS Digital Line Graph (DLG) roadway network released for 1990.The 
USGS DLG data contained all the roadways present in the Landsat imagery and introduced few 
new roads not found in the Landsat data from 1985 – 1989.Similarly, the USGS DLG roadway 
network from 2000 captured most of the roadways present in the Landsat 2003 imagery used by 
the FWC to create the 2003 land cover data. The LGCM only used centerlines from the 2000 
DLG data to avoid insertion of two sets of linear features in areas where the spatial registration 
of the 1990 and 2000 USGS DLG roadway data sets did not perfectly align. Geoprocessing 
techniques were used to extract those 2000 roads which were present in 1990 and used those year 




Figure 28 shows the steps which process the USGS Digital Line Graph (DLG) roadway network 
centerlines to prepare them for input into the land cover data. Input data sources are identified by 
the letter “I” followed by a two-digit identification number inside a circle. Connections between 
one part of the LCGM and other are shown by the letter “C” and two-digit identifier inside a box. 
The process began with a vector County Boundary (I-01) used to perform a Clip on the Major 
Roads 1990 layer (I-02).The Major Roads 1990 was derived from a current Major Roads layer 
downloaded from FGDL; all roads with construction dates later than 1990 were removed from 
this file. The Clip operation created a new layer, County Major Roads. The USGS 1990 vector 
roads (I-03) for the current County were converted by the Make Features Layer function into a 
layer capable of undergoing automated edits in its tabular attributes. The Add Join function 
joined the attributes of the USGS 1990 Roads to a USGS Roads Codes lookup table stored in 
Microsoft Excel® 2007 format according to the values of the DLG MINOR1 attribute field that 
designated the roadway type for each roadway segment in the roadway network (USGS, 1990). 
The USGS Roads Codes file contained a Road Code (RD_CODE) field for each MINOR1 
roadway type: 1 = roadway types that were unpaved or too small to be rasterized; 2= local 
roadways; and 3 = major divided highways. The Select function created a new Urban Roads 
layer that included only those roads of RD_CODE types 2 and 3.The Simplify Line function 
smoothed the geometry of the Urban Roads by eliminating vertices closer than 10 meters to 
create the Simplified Roads layer; the smoothing was necessary to ensure successful creation of a 









At this stage of the LCGM, a 50 m Buffer was generated around both the Major Roads and the 
Urban Roads. The roadway buffers were joined into a single layer with the Union function to 
create Roads Buffers, and then subjected to a Dissolve function to eliminate superfluous polygon 
boundaries in the final Dissolved Road Buffers. The Dissolved Road Buffers would later be used 
to capture all the USGS 2000 road centerlines that were in the vicinity of USGS roads that 
existed in 1990. The USGS 2000 DLG roadway network underwent the same initial steps used 
on the USGS 1990 roads. The USGS 2000 Roads (I-05) for the current County were converted 
by the Make Feature Layer and joined to the same USGS Roads Code lookup table (C-02) used 
on the USGS 1990 roads. The output Roads 2000 Coded layer underwent a Select function to 
eliminate the small (RD_CODE = 1) roads to create the Roads 2000 Selected layer. At this point 
the process differed from that used on the 1990 roads. The Add Field function added the numeric 
field VALUE to the roads layer, and the subsequent Calculate Field function assigned the integer 
value of “17” to all the roadways in the layer which denoted “Urban” in the Level 3 land cover 




Figure 29. Rasterization and reclassification of roadway centerlines in the LCGM prior to their insertion into 
land cover raster data. 
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The 1990 Dissolved Roads Buffers (C-03) were used to Clip the Urban Roads 2000 to create the 
Urban Roads 1990 layer. This Polyline to Raster function generated a 30 m resolution raster 
layer, Raster Roads 1990, in which all roadways were represented by pixels with a VALUE of 
“17.”The Raster Roads 1990 were Reclassified to generate the Road Reclass 1990 raster, in 
which roads were still coded with a VALUE of “17” and all non-road pixels coded as “No Data” 
were changed to a value of “0.”Similarly, the vector Urban Roads 2000 for the County were 
converted to raster (C-05), then underwent a Reclassify to create Roads Reclass 2000 in which 
roads were coded with a VALUE of “17”and non-road areas formerly coded as “No Data” were 
recoded to “0.”In both cases, the non-road areas of the roads rasters were reclassified to “0” so 
that they could be later combined with land cover data; without this reclassification, ArcGIS 
would generate a “No Data” value in output rasters at any location for which there was a “No 
Data” pixel in the roads rasters. 
Railroad rights-of-way constitute another linear disturbance that fragments the natural landscape. 
The LCGM included steps to add railroad centerlines to the corrected FWC land cover data to 
ensure that all railroads appeared as continuous features. The process began with a statewide 
vector layer of Florida Rails (I-06) obtained from FGDL.A Clip with the County Boundary (C-
01) generated the County Rails layer, followed by the Polyline to Raster to create the Raster 
County Rails. A Reclassify function recoded the rail lines to the urban VALUE of “17” and 
recoded the background, non-rail pixels from “No Data” to “0” prior to combination with other 




 Figure 30 illustrates the final steps in the LCGM process. At this stage there were two identical 
algorithms, one for the circa 1987 FWC land cover and the other for the 2003 land cover. 
Consequently, both can be described with the same narrative. The process began with input of 
the original FWC land cover data, referred to as Level 4 data (I-07, I-11) for the current County 
Boundary. The 1987 Level 4 land cover data consisted of 22 land cover classes, while the 2003 
data consisted of 43 unique land cover types. Both land cover rasters were recoded using the 
Reclass by ASCII File process using ASCII text files (I-08, I-12) that related the original Level 4 
land cover classes to one of the 17 land cover classes in the Level 3 classification scheme (Table 
1) derived from Kautz et al. (2007). The output rasters represented the original FWC land cover 
data aggregated to the Level 3 classification system for 1987 (LC 1987 Level 3 Start) and 2003 
(LC 2003 Level 3 Start).The 2003 land cover data were combined with the USGS 2000 roadway 
data (C-06) and the county railroad data (C-10) in a Cell Statistics (MAXIMUM) function to 
create LC 2003 With Roads. The MAXIMUM function replaced any non-urban VALUE in the 
input raster with the urban VALUE of “17” from the roads and railroads layers; everywhere else, 
the original land cover VALUE was greater than the “0” VALUE contributed by the roads or 
railroads layers, and would persist into the output raster. The same steps were taken for the 1987 





Figure 30. Land cover generalization steps in the LGCM using the Major Filter and Boundary Clean processes. 
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At this point in the LCGM process, the land cover rasters had only undergone reclassification to 
a simpler, common classification scheme and had the linear road and railroad features added 
where those features might have been obscured. The subsequent LCGM steps used two raster 
processing techniques to generalize and simplify the geometry of land cover patches in the data 
files. For simplicity, only the steps for the 2003 land cover data will be described. First, the Land 
Cover 2003 With Roads layer was input to a 3 x 3 pixel Majority Filter analysis. The Majority 
Filter is a Focal raster function that examines each individual pixel (raster cell) and the eight 
pixels that border it on all four sides and on the four diagonal corners. The Majority Filter 
determines which raster value is most common among the eight border cells and replaces the 
VALUE in the focal cell with the VALUE of the majority. In cases where all eight border cells 
were different, the focal cell remained unchanged. Similarly, where the majority of border cells 
had the same VALUE as the focal cell, the focal cell again remained unchanged. The result of 
the Majority Filter was to create an output raster (LC 2003 Majority) with less heterogeneity, 
particularly through the removal of single-pixel artifacts, effectively creating land cover patches 
consistent with a minimal mapping unit of 90 meters (3 x 3 pixel moving window on 30 m 
pixels). The generalization imposed on the land cover rasters by the Majority Filter process could 
introduce breaks in the linear road and railroad features, which were nominally only one pixel 
wide. To ensure that these features remained continuous, the Road Reclass 2000 layer (C-07) and 
Rails Reclass layer (C-11) were combined with the LC 2003 Majority layer using the Cell 
Statistics MAXIMUM function so that the rail and road centerline pixels with urban VALUE 
codes of “17” would replace any non-urban cells along those centerlines to urban. The result was 
the LC 2003 Major Roads layer. 
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The second major step in the generalization process entailed use of the ArcGIS raster function 
Boundary Clean. Boundary Clean smoothed and simplified the borders between adjacent land 
cover patches. Before using Boundary Clean, the input rasters were reclassified using a Reclass 
by ASCII File (I-10) so as to give a higher raster VALUE to those land cover types which should 
predominate over other values (Table 32). During the Boundary Clean, each land cover patch (or 
“region” to use the ArcGIS nomenclature) was expanded by a single raster cell in all directions. 
The VALUE of each cell in the expanded border was then compared to the original VALUE into 
which the patch was expanded. If the original VALUE of the cell was larger (i.e., has higher 
priority) than the expanding patch VALUE, then the expanded patch retreated from that cell and 
the original VALUE remained. In those cases where the expanded border cell VALUE was 
larger than the original cell VALUE, the expanded cell VALUE would remain. The NO SORT 
option was applied so that no priority was given by Boundary Clean to any patch on the basis of 
size. The result was land cover patches with smoother borders where different land cover types 
met; the final effect was similar to that of applying a larger minimum mapping unit for 
classifying land cover. The output from the Boundary Clean (LC 2003 Clean) was reclassified 
again using an ASCII file that restored the original Level 3 land cover classification values (I-
09).The final output was the generalized 2003 land cover layer at Level 3 (LC 2003 LV3 Final, 
O-01).The generalization process for the 1987 land cover data followed the same process, except 
for the unique input (I-12) required for the reclassification from the original Level 4 
classification scheme for 1987 land cover data to the Level 3 classification scheme.
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Table 32. The priority assigned to land cover data classes in the Boundary Clean function. Land cover types with a 
larger reclassified VALUE were given higher priority in the Boundary Clean process. 
Original Land 
Cover VALUE 
Reclassified Land  
Cover VALUE 
Land Cover  
Description 
17 17 Urban/barren 
16 16 Water 
15 15 Exotic plants 
1 14 Coastal strand 
2 13 Dry prairie 
14 12 Grassland/agriculture 
13 11 Shrub and brushland 
8 10 Tropical hardwood hammock 
9 9 Mangrove swamp 
7 8 Forested wetland 
12 7 Shrub swamp 
10 6 Salt marsh 
11 5 Freshwater marsh 
5 4 Sandhill 
4 3 Scrub 
3 2 Pineland 





Land Cover Correction Model (LCCM) 
The heart of the LCCM involved comparing the 1987 and 2003 land cover values at each pixel 
and determining whether either of the original Level 3 values required correction. That 
evaluation relied on a confusion matrix which contained all possible combinations of the two 
input land cover rasters from 1987 and 2003, plus a third “tie breaker” layer developed from 
near-contemporaneous land use data supplied by Florida’s Water Management Districts 
(WMDs).Since the confusion matrix for the 17 Level 3 land cover classes from three sources was 
unreasonably large (17
3
 = 4,913 combinations), the land cover data were evaluated using the 
simpler Level 2 classification system which entailed only seven classifications, and a much 
smaller number of combinatorial outcomes (7
3
 = 343). 
The confusion matrix was developed in a Microsoft Excel spreadsheet. A small part of that 
matrix appears in Table 3. The first three columns of the spreadsheet (LC87, LC03 and WMD) 
represented the existing Level 2 land cover values from the 1987, 2003 and WMD input raster 
layers, respectively. Those columns were populated with the values one through seven to 
generate all 343 of the possible combinations. A fourth column (PLUS3) concatenated those 
three individual values to create a single value that encoded the three input values. For example, 
if the Level 2 land cover code for 1987 was “4,” the 2003 code was “6,” and the WMD code was 
“7,” the combined value in the PLUS3 column was “467” (Table 33).This combination was 
interpreted as follows: The 1987 land cover was “Upland, forested” (land cover code = 4), the 




Table 33. A subset of the Microsoft Excel confusion matrix spreadsheet for Land Cover 1987 (LC87), Land Cover 
2003 (LC03) and Water Management District (WMD) land cover values at Level 2 classification. 










4 6 1 461 4 4 100 0 461 : 100 461 : 0 
4 6 2 462 4 6 100 100 462 : 100 462 : 100 
4 6 3 463 4 4 100 0 463 : 100 463 : 0 
4 6 4 464 4 4 100 0 464 : 100 464 : 0 
4 6 5 465 6 6 0 100 465 : 0 465 : 100 
4 6 6 466 6 6 0 100 466 : 0 466 : 100 
4 6 7 467 6 6 0 100 467 : 0 467 : 100 
 
1
The PLUS3 value contained the concatenation of the three land cover input values. RC_LC87 represented the 
corrected 1987 land cover value applied for each PLUS3 combination of inputs; RC_LC03 contained the corrected 
2003 land cover value output for the PLUS3 combination. 
2
Mask 1987 and Mask 2003 contained the values 100 or 0 that indicated whether the original land cover input for 
that year should be preserved (100) or changed to that of the other year (0). 
3
Reclass87 and Reclass03 contain the values used by the ArcGIS Reclass by ASCII File function for 1987 and 2003 
land cover rasters, respectively. 
 
Many of the PLUS3 combinations represented reasonable land cover changes, such as “Upland, 
non-forested” in 1987 becoming “Urban” in 2003.Many combinations represented changes that 
were possible but unlikely over the time elapsed between the 1987 and 2003 Landsat imagery 
collections. Some were simple classification errors between two spectrally similar Landsat 
signatures. Due to the strong water signature present in both land cover types, “Wetland, non-
forested” might be spectrally confused with “Wetland, forested.” Under dry hydrologic 
conditions, “Wetland, forested” could be confused with “Upland, forested.” However, some 
apparent land cover changes between 1987 and 2003 represented systematic errors in the original 
land cover classifications. For example, it was unreasonable that “Urban” land in 1987 could 
become “Grassland/agriculture” in 2003; more likely, judging from visual inspection of the 
original Landsat imagery, those areas classified as “Urban” in 1987 were recently tilled 
agricultural fields whose spectral signature was confused with that of urban uses.  
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The data from a near-contemporaneous WMD land cover raster provided guidance on which of 
the values (1987 or 2003) was correct. Vector WMD land cover data for 1990 and 2004 were 
rasterized and reclassified to the Level 2 classification scheme for each of the 67 Florida counties 
to provide a check on the 1987 and 2003 FWC raster data, respectively.The1987 and 2003 land 
cover types which appeared to be the most likely correct value for each combination of the three 
land cover sources represented by the PLUS3 values in the Excel spreadsheet were recorded in 
the RC_LC87 and RC_LC03 columns (Table 33).The correction value for many of the PLUS3 
combinations were assigned a priori based on a logical evaluation. For example, a PLUS3 value 
of “133” indicating a 1987 land cover class of “Urban,” a 2003 land cover type of “Upland, non-
forested” and a WMD 1990 land cover type of “Upland, non-forested” was almost certainly a 
misclassification of the land cover in 1987; the RC_1987 value for this PLUS3 triplet was set to 
“3.” Similarly, a PLUS3 value of  “365” which indicated 1987, 2003 and WMD 1990 values of 
“Upland, non-forested,” “Wetland, non-forested” and “Water” yielded a RC_LC87 value of  “6,” 
since the wetland land cover type from 2003 was more consistent with the WMD water signature 
than the upland land cover recorded in 1987.In all cases the correction values placed in the 
RC_1987 and RC_2003 fields represented one of the two original FWC land cover values from 
1987 or 2003.A new land cover value from the WMD data was never substituted for either of the 
original FWC land cover values. This approach ensured that the LCCM algorithm only made 
choices between the original data collected by the FWC, and did not introduce new information 
that wasn’t present in either of the FWC datasets from 1987 and 2003. 
RC_LC87 and RC_LC03 values could not be reliably assigned for all of the PLUS3 
combinations based on logic alone. To provide an empirical basis for assigning values, ArcGIS 
was used to combine the Orange County (County C48) Level 2 FWC raster land cover data for 
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1987 and 2003 with the WMD 2004 Level 2 raster land cover to create a new raster with 3-digit 
PLUS3 values for every pixel in the county. The raster zones comprising each of the 3-digit 
values in the Orange County raster were visually compared to Landsat imagery from 1987 and 
2003 to determine which of the FWC land cover values best conformed to the actual land cover. 
Landsat 30 m multi-band image files were generated in several band combinations (natural color 
= 3,2,1; false color infrared = 4,3,2; wetland enhancement = 4,5,3 and 7,4,3) to aid visual 
interpretation. Recent high-resolution (1 m or better) natural color imagery from ArcGIS Online 
was also used. Each zone (patch) of raster data with a given 3-digit PLUS3 value was compared 
to the overhead imagery to determine which land cover type was most consistent with that 
PLUS3 value. Usually the land cover type associated with a particular 3-digit code was 
unambiguous. Where there were multiple land cover types represented by many zones of similar 
size, the land cover type that most frequently occurred was assigned to the PLUS3 code. For 
cases where some of the zones were much larger (representing many pixels), the actual land 
cover that corresponded to those large zones was assigned to the PLUS3 3-digit code. 
The final steps in preparing the binary logic that would assign corrected land cover values in the 
LCCM algorithm involved creating the reclassification instructions that would be used to 
generate “mask layers” in the ArcGIS Spatial Modelbuilder model. For each county analyzed by 
the LCCM, these mask layers would contain only two values, “100” or “0.” A cell value of 
“100” indicated that the current value of an input land cover raster (e.g., that from 1987) should 
persist to the corrected output raster, while a pixel value of “0” meant that the land cover code 
from the other year (e.g., 2003) should be output to the final raster. These mask values were 
assigned in the Excel matrix through a simple comparison of the original Level 2 land cover 
value (e.g., LC87) and the proposed corrected value (RC_LC87).Where the two values were 
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equal, the mask value (in this case, Mask 1987) would be set to “100”; when the two values did 
not match, the mask value was set to “0” (Table 33).Using this information in ArcGIS required 
generation of an ASCII reclassification lookup table with the format “Old Value : New Value” 
and sorted from low to high on “Old Value.”A concatenation formula in Excel generated the 
Reclass1987 and Reclass2003 columns (Table 33), which were exported to separate ASCII text 
files (called Reclass_Mask87_LV3.txt and Reclass_Mask03_LV3.txt) for later use in the LCCM 
Spatial Modelbuilder model.  
Once the logic for the land cover correction was encoded into the mask reclassification files, the 
LCCM was developed. The LCCM required seven inputs including the two Reclass_Mask*.txt 
files and not counting fixed constants (Table 34), and performed 15 raster geoprocessing 




Table 34. Input data files required by the Land Cover Correction Model (LCCM). Model Layer Name is the name 
that appears in the LCCM Spatial Modelbuilder diagrams in Figure 31. 
Model Layer Name Data File Name Data Source Description 
LC 1987 LV3 lc87_??_lv3, where ?? stands 
for counties 01 through 67 
Not applicable – 
These data developed 
for this study 
Generalized Level 3 
land cover for 1987 
output from LCGM 
LC 2003 LV3 lc03_??_lv3, where ?? stands 
for counties 01 through 67 
Not applicable – 
These data developed 
for this study 
Generalized Level 3 
land cover for 2003 
output from LCGM 
Reclass LV3 LV2 Reclass_LC_LV3_LV2.txt Not applicable – 
These data developed 
for this study 
ASCII text lookup 
table for converting 
land cover data from 
Level 3 to Level 2 
WMD 90 LV2 lu90_??_lv2, where ?? stands 




District 1990 vector 
land use data 
rasterized and 
aggregated to Level 2 
WMD 04 LV2 lu04_??_lv2, where ?? stands 




District 2004 vector 
land use data 
rasterized and 
aggregated to Level 2 
Reclass LC87 Mask Reclass_Mask87_LV3.txt Not applicable – 
These data developed 
for this study 
ASCII text lookup 
table for converting 
1987 land cover raster 
to mask raster based 
on the PLUS3 
confusion matrix 
Reclass LC03 Mask Reclass_Mask03_LV3.txt Not applicable – 
These data developed 
for this study 
ASCII text lookup 
table for converting 
2003 land cover raster 
to mask raster based 










The LCCM generated 13 intermediate raster files that were overwritten for each new County. 
The algorithm began with the input of the generalized 1987 Level 3 land cover (LC 1987 LV3, 
O-01) and 2003 Level 3 land cover (LC 2003 LV3, O-02) rasters generated by the LCGM model. 
A series of simple mathematical operations was used to create a raster that combined the FWC 
1987 Level 2 land cover, the 2003 Level 2 land cover and the WMD Level 2 land cover. First, 
the LC 1987 LV3 raster was reclassified to Level 2 by an ASCII text file (Reclass LV3 LV2) to 
create the LC 1987 LV2 raster. The values for every cell in that raster were multiplied by the 
fixed constant of 10 to create a new raster (LC 1987 LV2 X 10) in which the land cover code 
appeared in the tens value and the ones value was zero. The LC 2003 LV3 raster was also 
reclassified to Level 2 to generate LC 2003 LV2, which was then added to the LC 1987 LV2 X 
10 raster to create a change detection raster (LC LV2 Change). In LC LV2 Change, each of the 
2-digit values encoded both the 1987 and 2003 land cover. For example, a value of “41” 
indicated a 1987 land cover value of “4” indicating “Upland, forested” was changed to a 2003 
land cover type of “1” indicating “Urban.” The LC LV2 Change raster was multiplied by the 
constant numeric value “10” to create the Change X 10 raster preparatory to combining it with 
the WMD land cover rasters. 
At this point, the LCCM took two parallel paths whose logic was identical for both 1987 and 
2003 land cover data sets. For convenience, only the 1987 path will be described here; the same 
steps took place for the 2003 land cover data. The process began with the input of the 1990 
WMD Level 2 raster land cover data (WMD 90 LV2) and reclassifying it to generate a new layer 
(WMD 90 Zero) in which any original “No Data” pixels were changed to values of “0.” This 
ensured that any differences in the spatial extent or boundaries of the WMD and FWC land cover 
datasets did not result in inadvertent data loss, since by default any “No Data” pixels in any of 
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the input rasters would result in a “No Data” value for those cells in the output rasters. The cell 
values of the WMD 90 Zero raster were added to those of the Change X 10 raster to create a new 
change detection raster (LC 87 Delta) whose 3-digit values were consistent with those in the 
PLUS3 column of Table 33. A Reclass by ASCII File function was performed using LC 87 Delta 
as the input raster and the previously described Reclass LC87 Mask ASCII text file (I-16) for the 
reclassification values. The resulting LC87 Mask raster contained only the values “100” and “0” 
to indicate that the original 1987 Level 3 land cover data values should be preserved, or replaced 
by those in the 2003 land cover data, respectively. The LC 87 Mask was combined with the LC 
1987 LV3 raster (O-01) using the Cell Statistics MINIMUM function. For each cell in which LC 
87 Mask contributed a value of “100,” the smaller value contributed by LC 1987 LV3 was output 
to the LC 87 Minimum raster; for those cells in which LC 87 Mask was “0,” the value of “0” was 
output. In the final step, the LC 87 Minimum raster was compared to the LC 2003 LV3 raster 
using a Raster Calculator function that substituted the value from LC 2003 LV3 in any place 
where a “0” value appeared in LC 87 Minimum. The result was the final LC87 LV3 Correct 
raster (O-03). 
The data flow followed the same steps for the 2003 Level 3 land cover (0-02), but used WMD 
land cover data from 2004 (I-15) and the appropriate Reclass LC03 Mask ASCII text file (I-17). 
The final result was the LC03 LV3 Correct raster (O-04) for the current County. For both the 
1987 and 2003 corrected land cover rasters it is important to note that the LCCM algorithm did 
not make any corrections that did not entail a change in land cover type at the Level 2 
classification level. For example, if the 1987 land cover value was “Pineland” (Level 3 code = 3) 
and the 2003 land cover was “Sandhill” (Level 3 code = 5), the LCCM model would not have 
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made any change since the Level 2 land cover code would have been “4” (Upland, forested) for 
both years. 
The initial testing of the LCGM and LCCM models for the six counties in east central Florida 
(Brevard, Lake, Orange, Osceola, Seminole and Volusia) relied on the ArcGIS Spatial 
Modelbuilder models. To facilitate more efficient production of corrected land cover data for all 
67 Florida counties, the LCGM and LCCM models were exported from Spatial Modelbuilder to 
Python geoprocessing scripts. These scripts were modified to automate the processing for a list 
of all 67 counties. The LCGM algorithm was embodied in the LC_Step_01_ Generalization.py 
Python script (Appendix B), and the logic of the LCCM model was captured in the 
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APPENDIX B:  






# Created on: 2012-06-28 17:28:52.00000 
# (generated by ArcGIS/ModelBuilder) 
# 
# Description:  
# FWC 1987-2003 Land Cover Change Analysis, Step 1, Land Cover Generalization. This 
# model reclassifies the original FWC 1987 and 2003land cover data to the common 
# classification system published in Kautz, et al (2007), "burns" in roads and railroads that were 
# extant at the time of the Landsat imagery, and performs Majority and Boundary Clean analyses 
# to generalize the land cover and reduce single pixel land cover heterogeneity. 
# 
# Modification History: 
# 
# 2012-06-29 - Revise script to read cntyNum from cntyList.txt file and perform processing on 
# each selected county in turn in for loop. Unresolved error with line feed in path of raster name 
# in "Reclass input FWC 1987 Level 4 land cover data" line 
# 
# 2012-07-01 - All script errors resolved. Script successfully tested on Cnty_02 and Cnty_03. 
# Run time per county ~8 minutes. 
# 
# 2012-07-02 - Problems with "Invalid Topology" errors in UNION of road buffers. Revise 




# Set the necessary product code 
import arcinfo 
 
# Import arcpy module 
import arcpy, sys, string, os, time 




# Set start time 
timeStart = time.time() 
timeNow = time.asctime() 
print "Start LC_Step_01_Generalizaton.py script at " + timeNow 
 
# Check out any necessary licenses 
arcpy.CheckOutExtension("spatial") 
 
# Set Geoprocessing environments 











arcpy.env.rasterStatistics = "STATISTICS 1 1" 
arcpy.env.pyramid = "PYRAMIDS -1 NEAREST DEFAULT 75" 
arcpy.env.cellSize = "30" 
arcpy.env.workspace = "C:\\LGCP\\LGCP_MG_20120619\\04_Vector\\gdb\\Workspace.gdb" 
arcpy.env.derivedPrecision = "HIGHEST" 
arcpy.env.overwriteOutput = "True" 
 
# Open list of county FGDL code numbers to process... 
cntyList = open("C:\\LGCP\\LGCP_MG_20120619\\09_Scripts\\cntylist.txt", "r") 
 
# Perform for loop through cntylist to perform processing for all counties in cntyList... 




# Print confirmation of start of processing for cntyNum... 
cntyNum = cntyNum.strip() 
print "Land cover generalization started for County " + cntyNum 
print "" 
 
# Set map extent for current county... 
arcpy.env.extent = "C:\\LGCP\\LGCP_MG_20120619\\05_Raster\\Cnty_" + cntyNum + 
"\\lc87_" + cntyNum 
print "Set map extent for County " + cntyNum 
 
# Set values of variable parameters using cntyNum for current County number... 
County_Boundary = 
"C:\\LGCP\\LGCP_MG_20120619\\04_Vector\\gdb\\Census_County_2000.gdb\\Cnty_" + 
cntyNum # Census 2000 County boundary input 
USGS_Roads_1990 = 
"C:\\LGCP\\LGCP_MG_20120619\\04_Vector\\gdb\\USGS_DLG_1990_FGDL.gdb\\rds_cnty_c
" + cntyNum # USGS DLG 1990 Roads input 
USGS_Roads_2000 = 
"C:\\LGCP\\LGCP_MG_20120619\\04_Vector\\gdb\\USGS_DLG_2000_FGDL.gdb\\rds24" + 
cntyNum # USGS DLG 2000 Roads input 
lcPath = "C:\\LGCP\\LGCP_MG_20120619\\05_Raster\\Cnty_" + str(cntyNum) + "\\" # Path to 
county raster layers 
#print "Path to raster layers is set to " + lcPath 
LC_1987_Level_4 = lcPath + "lc87_" + str(cntyNum) #Original FWC 1987 raster land cover 
data 
#print "Input FWC 1987 raster land cover layer set to " + LC_1987_Level_4 
LC_2003_Level_4 = lcPath + "lc03_" + str(cntyNum) #Original FWC 2003 raster land cover 
data 
#print "Input FWC 2003 raster land cover layer set to " + LC_2003_Level_4 
LC_1987_LV3_Final = lcPath + "lc87_" + str(cntyNum) + "_lv3" # Generalized 1987 land cover 
using Level 3 (FWC 17-class) classification scheme 
#print "Output generalized FWC 1987 raster land cover set to " + LC_1987_LV3_Final 
LC_2003_LV3_Final = lcPath + "lc03_" + str(cntyNum)+ "_lv3" # Generalized 2003 land cover 
using Level 3 (FWC 17-class) classification scheme 
#print "Output generalized FWC 2003 raster land cover set to " + LC_2003_LV3_Final 




# Set local variables... 
Coded_1990_Roads = "usgs_90_roads" 
County_Major_Roads = "maj_rds_clip" 
County_Rails = "rails_clip" 
Dissolved_Roads_Buffers = "usgs_90_dissolve" 
Distance_50_meters = "50 Meters" 

































Major_Roads_Buffer = "maj_rds_buffer" 
Merged_Roads_1990 = "merged_roads_1990" 

















Roads_2000_Coded = "usgs_00_roads" 
Roads_2000_Selected = "usgs_00_select" 
Roads_Buffers = "usgs_90_union" 
Simplified_Roads = "usgs_90_simplify" 
Simplify_Points = "usgs_90_simplify_pnt" 
Urban_Roads = "usgs_90_select" 
Urban_Roads_1990 = "usgs_90_final" 
Urban_Roads_2000 = "usgs_00_select" 
Urban_Roads_Buffer = "usgs_90_buffer" 
Urban_VALUE_Added = "usgs_00_select" 
USGS_1990_Rds = USGS_Roads_1990 
USGS_1990_Rds_Lyr = "usgs_90_roads" 
USGS_2000_Rds = USGS_Roads_2000 





print "Setting of local variables completed..." 
print "" 
 
# Start processing of linear transportation features 
print "Start processing of linear transportation features..." 
 
# Process: Make Feature Layer for USGS 1990 Roads 
arcpy.MakeFeatureLayer_management(USGS_Roads_1990, USGS_1990_Rds_Lyr, "", "", 
"OBJECTID OBJECTID VISIBLE NONE;Shape Shape VISIBLE NONE;FNODE_ FNODE_ 
VISIBLE NONE;TNODE_ TNODE_ VISIBLE NONE;LPOLY_ LPOLY_ VISIBLE 
NONE;RPOLY_ RPOLY_ VISIBLE NONE;LENGTH LENGTH VISIBLE 
NONE;RDS_CNTY_C01_ RDS_CNTY_C01_ VISIBLE NONE;RDS_CNTY_C01_ID 
RDS_CNTY_C01_ID VISIBLE NONE;MAJOR1 MAJOR1 VISIBLE NONE;MINOR1 
MINOR1 VISIBLE NONE;Shape_Length Shape_Length VISIBLE NONE") 
print "Make Feature Layer for USGS 1990 Roads..." 
 
# Process: Add Join of USGS Roads Codes to USGS 1990 Roads layer 
arcpy.AddJoin_management(USGS_1990_Rds_Lyr, "MINOR1", USGS_Roads_Codes, 
"MINOR1", "KEEP_ALL") 
print "Add Join of USGS Roads Codes to USGS 1990 Roads layer..." 
 
# Process: Select all USGS 1990 Roads with MINOR1 road code values not equal to 1 
arcpy.Select_analysis(Coded_1990_Roads, Urban_Roads, "\"ROAD$.RD_CODE\" <> 1") 
print "Select all USGS 1990 Roads with MINOR1 road code values not equal to 1..." 
 
# Process: Simplify Line on USGS 1990 Roads to reduce complexity that may hinder later buffer 
analysis 
CA.SimplifyLine(Urban_Roads, Simplified_Roads, "BEND_SIMPLIFY", 10, 
"RESOLVE_ERRORS", "NO_KEEP", "NO_CHECK") 






# Process: Clip statewide Florida Rails layer by current County boundary 
arcpy.Clip_analysis(Florida_Rails, County_Boundary, County_Rails, "") 
print "Clip statewide Florida Rails layer by current County boundary..." 
 
# Process: Convert County Rails from Polyline to Raster 
arcpy.PolylineToRaster_conversion(County_Rails, "Value", Raster_County_Rails, 
"MAXIMUM_LENGTH", "NONE", "30") 
print "Convert County Rails from Polyline to Raster..." 
 
# Process: Reclassify County Rails to VALUE of 17 (Urban) 
arcpy.gp.Reclassify_sa(Raster_County_Rails, "VALUE", "17 17;NODATA 0", Rails_Reclass, 
"DATA") 
print "Reclassify County Rails to VALUE of 17 (Urban)..." 
 
# Process: Make Feature Layer for USGS 2000 Roads 
arcpy.MakeFeatureLayer_management(USGS_Roads_2000, USGS_2000_Rds_Lyr, "", "", 
"OBJECTID OBJECTID VISIBLE NONE;Shape Shape VISIBLE NONE;LENGTH LENGTH 
VISIBLE NONE;MAJOR1 MAJOR1 VISIBLE NONE;MINOR1 MINOR1 VISIBLE 
NONE;MAJOR2 MAJOR2 VISIBLE NONE;MINOR2 MINOR2 VISIBLE NONE;DESCRIPT 
DESCRIPT VISIBLE NONE;Shape_Length Shape_Length VISIBLE NONE") 
print "Make Feature Layer for USGS 2000 Roads..." 
 
# Process: Add Join of USGS Roads Codes to USGS 2000 Roads layer 
arcpy.AddJoin_management(USGS_2000_Rds_Lyr, "MINOR1", USGS_Roads_Codes, 
"MINOR1", "KEEP_ALL") 
print "Add Join of USGS Roads Codes to USGS 2000 Roads layer..." 
 
# Process: Select all USGS 2000 Roads with MINOR1 road code values not equal to 1 
arcpy.Select_analysis(Roads_2000_Coded, Roads_2000_Selected, "\"ROAD$.RD_CODE\" <> 
1") 
print "Select all USGS 2000 Roads with MINOR1 road code values not equal to 1..." 
 
# Process: Add VALUE Field to USGS 2000 Roads 
arcpy.AddField_management(Roads_2000_Selected, "value", "SHORT", "", "", "", "", 
"NULLABLE", "NON_REQUIRED", "") 
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print "Add VALUE Field to USGS 2000 Roads..." 
 
# Process: Calculate VALUE Field for Urban 2000 Roads to 17 (Urban)  
arcpy.CalculateField_management(Urban_VALUE_Added, "value", "17", "VB", "") 
print "Calculate VALUE Field for Urban 2000 Roads to 17 (Urban)..." 
 
# Process: Clip the statewide Major Roads 1990 layer by the County boundary to create County 
Major Roads 
arcpy.Clip_analysis(Major_Roads_1990, County_Boundary, County_Major_Roads, "") 
print "Clip the statewide Major Roads 1990 layer by the County boundary to create County 
Major Roads..." 
 
# Process: Merge Simplified 1990 Roads with Major 1990 Roads... 
arcpy.Merge_management([Major_Roads_1990, Simplified_Roads], Merged_Roads_1990) 
print "Merge Simplified 1990 Roads with Major 1990 Roads..." 
 
# Process: Buffer Merged 1990 Roads by 50 meters to create 1990 Merged Roads Buffer... 
arcpy.Buffer_analysis(Merged_Roads_1990, Merged_Roads_Buffer, Distance_50_meters, 
"FULL", "ROUND", "ALL", "") 
print "Buffer Merged 1990 Roads by 50 meters to create 1990 Merged Roads Buffer..." 
 
# Process: Clip Urban Roads 2000 with the 1990 Roads Buffers to find all roads that existed in 
1990 
arcpy.Clip_analysis(Urban_Roads_2000, Merged_Roads_Buffer, Urban_Roads_1990, "") 
print "Clip Urban Roads 2000 with the 1990 Roads Buffers to find all roads that existed in 
1990..." 
 
# Process: Perform Polyline to Raster conversion on Urban Roads 1990 to create Raster Roads 
1990 
arcpy.PolylineToRaster_conversion(Urban_Roads_1990, "value", Raster_Roads_1990, 
"MAXIMUM_LENGTH", "NONE", "30") 





# Process: Reclassify Raster Roads 1990 to set NoData values to zero (0) 
arcpy.gp.Reclassify_sa(Raster_Roads_1990, "VALUE", "17 17;NODATA 0", 
Road_Reclass_1990, "DATA") 
print "Reclassify Raster Roads 1990 to set NoData values to zero (0)..." 
 
# Process: Perform Polyline to Raster conversion on Urban Roads 2000 to create Raster Roads 
2000 
arcpy.PolylineToRaster_conversion(Urban_Roads_2000, "value", Raster_Roads_2000, 
"MAXIMUM_LENGTH", "NONE", "30") 
print "Perform Polyline to Raster conversion on Urban Roads 2000 to create Raster Roads 
2000..." 
 
# Process: Reclassify Raster Roads 2000 to set NoData values to zero (0) 
arcpy.gp.Reclassify_sa(Raster_Roads_2000, "VALUE", "17 17;NODATA 0", 
Road_Reclass_2000, "DATA") 
print "Reclassify Raster Roads 2000 to set NoData values to zero (0)..." 
 
# Complete processing of linear transportation features 
print "Complete processing of linear transportation features..." 
print "" 
 
# Start processing FWC 1987 land cover data 
print "Start processing FWC 1987 land cover data..." 
 
 # Process: Reclass input FWC 1987 Level 4 land cover data by ASCII File to convert to FWC 
Level 3 (17 class) classification scheme 
arcpy.gp.ReclassByASCIIFile_sa(LC_1987_Level_4, LC_1987_LV3_Table, 
LC_1987_LV3_Start, "DATA") 
print "Reclass input FWC 1987 Level 4 land cover data by ASCII File to convert to FWC Level 
3 (17 class) classification scheme..." 
 
# Process: Perform Cell Statistics MAXIMUM to add rail and USGS 1990 roads to LC87 Level 
3 land cover 
arcpy.gp.CellStatistics_sa([LC_1987_LV3_Start, Rails_Reclass, Road_Reclass_1990], 
LC_1987_With_Roads, "MAXIMUM", "DATA") 
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print "Perform Cell Statistics MAXIMUM to add rail and USGS 1990 roads to LC87 Level 3 
land cover..." 
 
# Process: Perform Majority Filter on LC87 Level 3 to remove single pixel anomalies in land 
cover 
arcpy.gp.MajorityFilter_sa(LC_1987_With_Roads, LC_1987_Majority, "EIGHT", "HALF") 
print "Perform Majority Filter on LC87 Level 3 to remove single pixel anomalies in land 
cover..." 
 
# Process: Perform Cell Statistics MAXIMUM to re-insert rail and USGS 1990 roads to LC87 
Level 3 land cover 
arcpy.gp.CellStatistics_sa([LC_1987_Majority, Rails_Reclass, Road_Reclass_1990], 
LC_1987_Major_Roads, "MAXIMUM", "DATA") 
print "Perform Cell Statistics MAXIMUM to re-insert rail and USGS 1990 roads to LC87 Level 
3 land cover..." 
 




print "Reclass LC87 Level 3 by ASCII File Reclass_BC1.TXT to prepare for Boundary Clean..." 
 
# Process: Perform Boundary Clean on LC87 Level 3 to smooth land cover boundaries 
arcpy.gp.BoundaryClean_sa(LC_1987_Priority, LC_1987_Clean, "NO_SORT", "ONE_WAY") 
print "Perform Boundary Clean on LC87 Level 3 to smooth land cover boundaries..." 
 
# Process: Reclass LC87 Level 3 by ASCII File Reclass_BC2.TXT to restore classifications after 
Boundary Clean  
arcpy.gp.ReclassByASCIIFile_sa(LC_1987_Clean, Restore_LC_LV3_Codes, 
LC_1987_LV3_Final, "DATA") 
print "Reclass LC87 Level 3 by ASCII File Reclass_BC2.TXT to restore classifications after 
Boundary Clean..." 
 
# Complete processing FWC 1987 land cover data to create LC87_LV3 





# Start processing FWC 2003 land cover data 
print "Start processing FWC 2003 land cover data..." 
 
# Process: Reclass input FWC 2003 Level 4 land cover data by ASCII File to convert to FWC 
Level 3 (17 class) classification scheme 
arcpy.gp.ReclassByASCIIFile_sa(LC_2003_Level_4, LC_2003_LV3_Table, 
LC_2003_LV3_Start, "DATA") 
print "Reclass input FWC 2003 Level 4 land cover data by ASCII File to convert to FWC Level 
3 (17 class) classification scheme..." 
# Process: Perform Cell Statistics MAXIMUM to add rail and USGS 2000 roads to LC03 Level 
3 land cover 
arcpy.gp.CellStatistics_sa([LC_2003_LV3_Start, Rails_Reclass, Road_Reclass_2000], 
LC_2003_With_Roads, "MAXIMUM", "DATA") 
print "Perform Cell Statistics MAXIMUM to add rail and USGS 2000 roads to LC03 Level 3 
land cover..." 
 
# Process: Perform Majority Filter on LC03 Level 3 to remove single pixel anomalies in land 
cover 
arcpy.gp.MajorityFilter_sa(LC_2003_With_Roads, LC_2003_Majority, "EIGHT", "HALF") 
print "Perform Majority Filter on LC03 Level 3 to remove single pixel anomalies in land 
cover..." 
 
# Process: Perform Cell Statistics MAXIMUM to re-insert rail and USGS 2000 roads to LC03 
Level 3 land cover 
arcpy.gp.CellStatistics_sa([LC_2003_Majority, Rails_Reclass, Road_Reclass_2000], 
LC_2003_Major_Roads, "MAXIMUM", "DATA") 
print "Perform Cell Statistics MAXIMUM to re-insert rail and USGS 2000 roads to LC03 Level 
3 land cover..." 
 




print "Reclass LC03 Level 3 by ASCII File Reclass_BC1.TXT to prepare for Boundary Clean..." 
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# Process: Perform Boundary Clean on LC03 Level 3 to smooth land cover boundaries 
arcpy.gp.BoundaryClean_sa(LC_2003_Priority, LC_2003_Clean, "NO_SORT", "ONE_WAY") 
print "Perform Boundary Clean on LC03 Level 3 to smooth land cover boundaries..." 
 
# Process: Reclass LC03 Level 3 by ASCII File Reclass_BC2.TXT to restore classifications after 
Boundary Clean  
arcpy.gp.ReclassByASCIIFile_sa(LC_2003_Clean, Restore_LC_LV3_Codes, 
LC_2003_LV3_Final, "DATA") 
print "Reclass LC03 Level 3 by ASCII File Reclass_BC2.TXT to restore classifications after 
Boundary Clean..." 
 
# Complete processing FWC 2003 land cover data to create LC03_LV3 
print "Complete processing FWC 2003 land cover data to create LC03_LV3..." 
print "" 
 
# Calculate elapsed run time for current County 
timeEnd = time.time() 
timeNow = time.asctime() 
print "Land cover generalization started for County " + cntyNum + " at " + timeNow 
print "Elapsed runtime currently = " + str((timeEnd - timeStart) / 60) + " minutes" 
print "" 
  
# Calculate run time for entire script 
timeEnd = time.time() 
timeNow = time.asctime() 
print "Finish LC_Step_01_Generalization.py scrip at " + timeNow 





APPENDIX C:  






# Created on: 2012-06-28 17:29:44.00000 
#(generated by ArcGIS/ModelBuilder) 
# 
# Description:  
# Converts LC LV3 input for 1987 and 2003 to LC LV2.Combines with WMD LV2 to create  
# change comparison matrix raster. Reclassification of the comparison matrix generates a "mask"  
# raster which flags whether the 1987 or 2003 land cover should prevail. Output generates a  
# corrected 1987 and 2003 land cover raster at LV3 detail. 
# 
# Modification History: 
# 
# 2012-07-02 - Develop script from Modelbuilder model, revise with code from Step 01. 
#Test script on County 01 and 02.Problem encountered with Con() statement. 
# 
# 2012-07-05 - Obtained revised syntax for Con() statement from Esri Tech Support. Script 
#tested successfully on County 01 and put into production. Average run 
#time per county ~5 minutes. 
# --------------------------------------------------------------------------- 
 
# Set the necessary product code 
import arcinfo 
 
# Import arcpy module 
import arcpy, sys, string, os, time 
 
# Set start time 
timeStart = time.time() 
timeNow = time.asctime() 
timeLast = timeStart 
print "Start LC_Step_02_Correction.py script at " + timeNow 
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# Check out any necessary licenses 
arcpy.CheckOutExtension("spatial") 
 





arcpy.env.newPrecision = "DOUBLE" 
arcpy.env.rasterStatistics = "STATISTICS 1 1" 
arcpy.env.pyramid = "PYRAMIDS -1 NEAREST DEFAULT 75" 
arcpy.env.cellSize = "30" 
arcpy.env.mask = "" 
arcpy.env.derivedPrecision = "HIGHEST" 
arcpy.env.overwriteOutput = "True" 
 
# Open list of county FGDL code numbers to process... 
cntyList = open("C:\\LGCP\\LGCP_MG_20120619\\09_Scripts\\cntylist.txt", "r") 
 
# Perform for loop through cntylist to perform processing for all counties in cntyList... 
for cntyNum in cntyList: 
 
# Print confirmation of start of processing for cntyNum... 
cntyNum = cntyNum.strip() 
print "Land cover correction started for County " + cntyNum 
print "" 
 
# Set map extent for current county... 
arcpy.env.extent = "C:\\LGCP\\LGCP_MG_20120619\\05_Raster\\Cnty_" + cntyNum + 
"\\lc87_" + cntyNum 





# Set values of variable parameters using cntyNum for current County number... 
LC_1987_LV3 = "C:\\LGCP\\LGCP_MG_20120619\\05_Raster\\Cnty_" + str(cntyNum) + 
"\\lc87_" + str(cntyNum) + "_lv3" 
LC_2003_LV3 = "C:\\LGCP\\LGCP_MG_20120619\\05_Raster\\Cnty_" + str(cntyNum) + 
"\\lc03_" + str(cntyNum) + "_lv3"  
WMD_90_LV2 = "C:\\LGCP\\LGCP_MG_20120619\\05_Raster\\Cnty_" + str(cntyNum) + 
"\\lu90_" + str(cntyNum) + "_lv2" 
WMD_04_LV2 = "C:\\LGCP\\LGCP_MG_20120619\\05_Raster\\Cnty_" + str(cntyNum) + 
"\\lu04_" + str(cntyNum) + "_lv2"  
LC87_LV3_Correct = "C:\\LGCP\\LGCP_MG_20120619\\05_Raster\\Cnty_" + str(cntyNum) + 
"\\lc87_" + str(cntyNum) + "_lv3c" 
LC03_LV3_Correct = "C:\\LGCP\\LGCP_MG_20120619\\05_Raster\\Cnty_" + str(cntyNum) + 
"\\lc03_" + str(cntyNum) + "_lv3c" 
print "Setting of variables to current County number completed..." 
 
# Set local variables... 
Change_X10 = "lc_plus_x10" 
LC_04_Delta = "lc04_delta" 
LC_1987_LV2 = "C:\\LGCP\\LGCP_MG_20120619\\05_Raster\\Cnty_" + str(cntyNum) + 
"\\lc87_" + str(cntyNum) + "_lv2" 
LC_1987_LV2_X_10 = "lc87_x10" 
LC_2003_LV2 = "C:\\LGCP\\LGCP_MG_20120619\\05_Raster\\Cnty_" + str(cntyNum) + 
"\\lc03_" + str(cntyNum) + "_lv2"  
LC_87_Delta = "lc87_delta" 
LC_LV2_Change = "lc_change"  
LC03_Mask = "lc03_mask" 
LC03_Minimum = "lc03_min" 
LC87_Mask = "lc87_mask" 
LC87_Minimum = "lc87_min" 
Multiply_By_10 = "10" 












WMD_04_Zero = "wmd90_rc0" 
WMD_90_Zero = "wmd04_rc0" 
print "Setting of local variables completed..." 
print "" 
 
# Process: Reclass LC 2003 LV3 by ASCII File to create LC 2003 LV2... 
arcpy.gp.ReclassByASCIIFile_sa(LC_2003_LV3, Reclass_LV3_LV2, LC_2003_LV2, 
"DATA") 
print "Reclass LC 2003 LV3 by ASCII File to create LC 2003 LV2..." 
 
# Process: Reclass LC 1987 LV3 by ASCII File to create LC 1987 LV2... 
arcpy.gp.ReclassByASCIIFile_sa(LC_1987_LV3, Reclass_LV3_LV2, LC_1987_LV2, 
"DATA") 
print "Reclass LC 1987 LV3 by ASCII File to create LC 1987 LV2..." 
 
# Process: Multiply LC 1987 LV2 by 10... 
arcpy.gp.Times_sa(LC_1987_LV2, Multiply_By_10, LC_1987_LV2_X_10) 
print "Multiply LC 1987 LV2 by 10..." 
 
# Process: Add LC 2003 LV2 raster to LC 1987 LC2 X 10 raster to perform change detection... 
arcpy.gp.Plus_sa(LC_2003_LV2, LC_1987_LV2_X_10, LC_LV2_Change) 
print "Add LC 2003 LV2 raster to LC 1987 LC2 X 10 raster to perform change detection..." 
 
# Process: Multiply LC 2003 / LC 1987 LV2 change detection raster by 10 to create 
Change_X10 raster... 
arcpy.gp.Times_sa(LC_LV2_Change, Multiply_X_10, Change_X10) 




# Process: Reclassify NoData values in WMD 1990 LV2 to zero (0) to create WMD 1990 Zero 
raster... 
arcpy.gp.Reclassify_sa(WMD_90_LV2, "VALUE", "0 0;1 1;2 2;3 3;4 4;5 5;6 6;7 7;NODATA 
0", WMD_90_Zero, "DATA") 
print "Reclassify NoData values in WMD 1990 LV2 to zero (0) to create WMD 1990 Zero 
raster..." 
 
# Process: Add WMD 1990 Zero raster to Change_X10 raster to create LC_87_Delta change 
detection raster... 
arcpy.gp.Plus_sa(Change_X10, WMD_90_Zero, LC_87_Delta) 
print "Add WMD 1990 Zero raster to Change_X10 raster to create LC_87_Delta change 
detection raster..." 
 
# Process: Reclass LC 87 Delta by ASCII File (Reclass LC87 Mask) to create LC87_Mask 
raster... 
arcpy.gp.ReclassByASCIIFile_sa(LC_87_Delta, Reclass_LC87_Mask, LC87_Mask, "DATA") 
print "Reclass LC 87 Delta by ASCII File (Reclass LC87 Mask) to create LC87_Mask raster..." 
 
# Process: Perform Cell Statistics MINIMUM to create the LC87_Minimum raster... 
arcpy.gp.CellStatistics_sa([LC87_Mask, LC_1987_LV3], LC87_Minimum, "MINIMUM", 
"DATA") 
print "Perform Cell Statistics MINIMUM to create the LC87_Minimum raster..." 
 
# Process: Use Raster Calculator to create LC87_LV3_Correct using LC2003 LV3 values where 
LC87_Minimum = 0... 
arcpy.gp.Con_sa(LC87_Minimum, LC_2003_LV3, LC87_LV3_Correct, LC_1987_LV3, 
"\"VALUE\" = 0") 
print "Use Raster Calculator to create LC87_LV3_Correct using LC2003 LV3 values where 
LC87_Minimum = 0..." 
 
# Process: Reclassify NoData values in WMD 2004 LV2 to zero (0) to create WMD 2004 Zero 
raster... 
arcpy.gp.Reclassify_sa(WMD_04_LV2, "VALUE", "1 1;2 2;3 3;4 4;5 5;6 6;7 7;NODATA 0", 
WMD_04_Zero, "DATA") 




# Process: Add WMD 2004 Zero raster to Change_X10 raster to create LC_04_Delta change 
detection raster... 
arcpy.gp.Plus_sa(Change_X10, WMD_04_Zero, LC_04_Delta) 
print "Add WMD 2004 Zero raster to Change_X10 raster to create LC_04_Delta change 
detection raster..." 
 
# Process: Reclass LC 03 Delta by ASCII File (Reclass LC03 Mask) to create LC03_Mask 
raster... 
arcpy.gp.ReclassByASCIIFile_sa(LC_04_Delta, Reclass_LC03_Mask, LC03_Mask, "DATA") 
print "Reclass LC 03 Delta by ASCII File (Reclass LC03 Mask) to create LC03_Mask raster..." 
 
# Process:Perform Cell Statistics MINIMUM to create the LC03_Minimum raster.. 
#arcpy.gp.CellStatistics_sa("C:\\LGCP\\LGCP_MG_20120619\\05_Raster\\Workspace\\Worksp
ace.gdb\\lc03_mask;C:\\LGCP\\LGCP_MG_20120619\\05_Raster\\Cnty_01\\lc03_01_lv3", 
LC03_Minimum, "MINIMUM", "DATA") 
arcpy.gp.CellStatistics_sa([LC03_Mask, LC_2003_LV3], LC03_Minimum, "MINIMUM", 
"DATA") 
print "Perform Cell Statistics MINIMUM to create the LC03_Minimum raster..." 
 
# Process: Use Raster Calculator to create LC03_LV3_Correct using LC1987 LV3 values where 
LC03_Minimum = 0... 
arcpy.gp.Con_sa(LC03_Minimum, LC_1987_LV3, LC03_LV3_Correct, LC_2003_LV3, 
"\"VALUE\" = 0") 
print "Use Raster Calculator to create LC03_LV3_Correct using LC1987 LV3 values where 
LC03_Minimum = 0..." 
 
# Calculate elapsed run time for current County 
timeEnd = time.time() 
timeNow = time.asctime() 
timeRun = timeEnd - timeLast 
 
print "" 
print "Land cover correction for County " + cntyNum + " completed at " + timeNow 
print "Elapsed runtime for County " + cntyNum + " = " + str(timeRun / 60) + " minutes" 
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print "Elapsed runtime for all counties currently = " + str((timeEnd - timeStart) / 60) + " 
minutes" 
print "" 
timeLast = timeEnd 
  
# Calculate run time for entire script 
timeEnd = time.time() 
timeNow = time.asctime() 
print "Finish LC_Step_02_Correction.py script at " + timeNow 







APPENDIX D:  




The confusion matrix for comparison of the original FWC LC 87 Level 3 land cover data to the 
Landsat land cover interpretations at 1,149 randomly selected sample locations appears in Table 
35. The classes for the FWC LC 87 Level 3 land cover data are aligned in a column on the left, 
and those from the ground reference data are arrayed in a row across the top. Each cell in the 
resulting matrix is populated with the number of sample locations for which a given combination 
of land cover values was observed. The values in the shaded cells along the diagonal represent 
the number of locations at which there was agreement between the FWC LC 87 Level 3 land 
cover data and the ground reference data. The land cover in the FWC LC 87 Level 3 data 
matched that of the ground reference data at only 388 (33.8%) of the 1,149 reference locations, 
with a free-marginal kappa statistic of 0. 257499 (Table 35). The kappa statistic is a measure of 
inter-rater agreement between the land cover and ground reference observations, normalized to 
range between 0 to 1.0, with higher values indicating more perfect agreement (Congalton 1991; 
Congalton & Green 2009). Both the overall percent accuracy and kappa statistic indicate poor 




Table 35. Confusion matrix of original 1987 FWC land cover at Level 3 versus Ground Reference Classifications assessed at 1,149 random locations within the six-county east central Florida region. Shaded cells provide the 
count of reference locations that agreed with the land cover mapping at that location. Row totals and percentages provide the user’s accuracies. Column totals and percentages provide the producer’s accuracies. The overall 
accuracy measured 33.8% with a kappa of 0.257499. 
 
Ground Reference Classification 
                FWC LC87 Level 3 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 Row Total Row % 
1 - Coastal strand 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.0% 
2 - Dry prairie 0 3 9 1 0 9 5 0 0 0 6 0 35 14 0 0 14 0 96 3.1% 
3 - Pineland 0 1 18 4 0 36 11 0 0 0 6 3 6 6 0 1 14 0 106 17.0% 
4 - Scrub 0 2 4 0 0 17 0 0 0 0 0 1 2 0 0 0 5 0 31 0.0% 
5 - Sandhill 0 1 4 0 0 3 0 0 0 0 0 0 2 0 0 0 4 0 14 0.0% 
6 - Upland forest 0 2 1 3 0 19 16 1 1 0 5 4 0 1 0 2 18 1 74 25.7% 
7 - Forested wetland 0 0 6 0 1 26 61 0 0 0 30 15 3 4 0 1 10 0 157 38.9% 
8 - Tropical hardwood hammock 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.0% 
9 - Mangrove swamp 0 0 0 0 0 0 0 0 0 2 0 0 0 0 0 0 0 0 2 0.0% 
10 - Salt marsh 0 0 0 0 0 0 0 0 1 3 1 0 0 0 0 0 2 0 7 42.9% 
11 - Freshwater marsh 0 1 2 0 0 4 6 0 0 0 41 6 8 20 0 6 5 0 99 41.4% 
12 - Shrub swamp 0 0 0 0 0 2 6 1 0 0 24 3 1 0 0 2 3 0 42 7.1% 
13 - Shrub and brushland 0 7 8 2 0 22 8 0 1 0 11 2 11 25 0 0 66 0 163 6.7% 
14 - Grassland/agriculture 0 4 1 0 0 7 2 0 0 0 4 2 18 96 0 2 53 0 189 50.8% 
15 - Exotic plants 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.0% 
16 - Water 0 0 0 1 0 0 1 0 1 0 5 0 0 0 0 26 1 0 35 74.3% 
17 - Urban/barren 1 1 0 1 0 3 0 0 0 0 3 0 3 13 0 2 107 0 134 79.9% 
18 - Indeterminate 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.0% 
Column Total 1 22 53 12 1 148 116 2 4 5 136 36 89 179 0 42 302 1 388 33.8% 
Column % 0.0% 13.6% 34.0% 0.0% 0.0% 12.8% 52.6% 0.0% 0.0% 60.0% 30.1% 8.3% 12.4% 53.6% 0.0% 61.9% 35.4% 0.0% Kappa = 0.257499 




Anderson et al. (1976) established an overall percent accuracy of 85% as the standard for 
determining the validity of land cover mapping and that standard has been widely accepted, 
although there is no clearly established theoretical basis for that value, and accuracies both 
higher and lower may be acceptable in different circumstances (Congalton & Green 2009). 
Indeed, a number of factors may reduce the observed overall accuracy below the accuracy that a 
land cover data set might otherwise deserve. In an analysis of simulated data in which the actual 
land cover accuracy was known, (Foody 2010) determined that random chance in the selection of 
sample locations may reduce the overall accuracy by more than 15%. (Congalton & Green 2009) 
noted that performing accuracy assessments on a single pixel location, as was done here, may 
result in land cover misclassification (and, hence, reduced accuracy assessment) in comparison to 
results obtained when assessing land cover on the basis of polygon or even a small patch of 
pixels. Although the land cover data for this study were first subjected to techniques to reduce 
single-pixel speckling and produce more homogenous patches, areas that appeared to one of the 
human reviewers to have a homogenous land cover at a reference location may still have had 
small inclusions of heterogeneous land cover in the classified Landsat imagery that would reduce 
the accuracy measure if such areas occurred at the randomly sampled pixel locations. 
The column percentages along the bottom of Table 35 represent the probability of a randomly 
sampled reference location being correctly classified in the FWC LC 87 imagery. This so-called 
“producer’s accuracy” is therefore a measure of errors of omission in the land cover 
classification (Congalton 1991). For instance, 18 of the 53 reference locations identified as 3-
Pinelands land cover by the Landsat imagery review team indicate that this land cover type was 
correctly classified in the FWC LC 87 Level 3 data only 34% of the time (Table 35). Conversely, 
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the probability that locations that were actually 3-Pinelands were incorrectly classified in the 
FWC LC 87 land cover was 66%, a substantial error of omission.  
The row percentages at the extreme right in Table 35 are “user’s accuracies,” which represent 
errors of commission as the probability that pixels assigned to a particular land cover class in the 
FWC LC 87 Level 3 were, in fact, that class (Congalton 1991). For example, only three of the 96 
random sample locations classified as 2-Dry prairie in the FWC LC 87 Level 3 land cover data 
were verified to be 2-Dry prairie, resulting in a user’s accuracy of only 3.1% (Table 35). In 
contrast, 107 out of 134 sample sites that fell on FWC LC 87 land cover representing 17-
Urban/barren were classified as such by the reviewers for a user’s accuracy of 79.9%. The user’s 
accuracies indicate the relative reliability of each land cover classification.  
The confusion matrix for the corrected LC 87 Level 3 data showed an overall improvement in 
percent accuracy (42.6%) and kappa (0.349135) as compared to the uncorrected FWC data 
(Tables 35 and 36). Producer’s and user’s accuracies generally showed improvement for the 
corrected data versus the original FWC data. The original FWC LC 03 Level 3 data were found 
to have an overall accuracy of 46.6% and a kappa of 0.384008 (Table 37), but the corrected LC 




Table 36. Confusion matrix of the corrected 1987 cover at Level 3 versus Ground Reference Classifications assessed at 1,499 random locations within the six-county east central Florida region. Shaded cells provide the count 
of reference locations that agreed with the land cover mapping at that location. Row totals and percentages provide the user’s accuracies. Column totals and percentages provide the producer’s accuracies. The overall accuracy 
measured 42.6% with a kappa of 0.349135. 
 
Ground Reference Classification 
                Corrected LC87 Level 3 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 Row Total Row % 
1 - Coastal strand 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.0% 
2 - Dry prairie 0 4 10 1 0 17 7 0 0 0 6 0 38 20 0 0 12 0 115 3.5% 
3 - Pineland 0 1 22 3 0 33 7 0 0 0 4 2 4 4 0 0 9 0 89 24.7% 
4 - Scrub 0 1 4 2 0 14 0 0 0 0 0 1 2 0 0 0 2 0 26 7.7% 
5 - Sandhill 0 1 3 0 0 4 0 0 0 0 0 0 0 0 0 0 3 0 11 0.0% 
6 - Upland forest 0 1 1 2 0 8 5 0 0 0 0 0 1 0 0 0 6 0 24 33.3% 
7 - Forested wetland 0 1 4 0 1 27 82 2 0 0 34 22 3 2 0 2 7 1 188 43.6% 
8 - Tropical hardwood hammock 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.0% 
9 - Mangrove swamp 0 0 0 0 0 0 0 0 3 2 0 0 0 0 0 0 0 0 5 60.0% 
10 - Salt marsh 0 0 0 0 0 0 0 0 0 2 1 1 0 0 0 0 2 0 6 33.3% 
11 - Freshwater marsh 0 1 1 0 0 2 3 0 0 0 41 4 5 9 0 2 2 0 70 58.6% 
12 - Shrub swamp 0 0 0 0 0 0 2 0 0 0 22 3 0 1 0 2 2 0 32 9.4% 
13 - Shrub and brushland 0 7 6 2 0 18 4 0 0 0 9 2 10 20 0 1 34 0 113 8.8% 
14 - Grassland/agriculture 0 3 0 0 0 10 3 0 0 0 9 1 22 115 0 2 55 0 220 52.3% 
15 - Exotic plants 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.0% 
16 - Water 0 0 0 1 0 0 1 0 1 0 7 0 1 0 0 31 1 0 43 72.1% 
17 - Urban/barren 1 2 2 1 0 15 2 0 0 1 3 0 3 8 0 2 167 0 207 80.7% 
18 - Indeterminate 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.0% 
Column Total 1 22 53 12 1 148 116 2 4 5 136 36 89 179 0 42 302 1 490 42.6% 
Column % 0.0% 18.2% 41.5% 16.7% 0.0% 5.4% 70.7% 0.0% 75.0% 40.0% 30.1% 8.3% 11.2% 64.2% 0.0% 73.8% 55.3% 0.0% Kappa = 0.349135 





Table 37. Confusion matrix of original 2003 FWC land cover at Level 3 versus Ground Reference Classifications assessed at 1,499 random locations within the six-county east central Florida region. Shaded cells provide the 
count of reference locations that agreed with the land cover mapping at that location. Row totals and percentages provide the user’s accuracies. Column totals and percentages provide the producer’s accuracies. The overall 
accuracy measured 46.6% with a kappa of 0.384008.  
 
Ground Reference Classification 
                FWC LC03 Level 3 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 Row Total Row % 
1 - Coastal strand 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 100.0% 
2 - Dry prairie 0 3 8 0 0 4 2 0 0 0 2 0 25 16 0 1 20 0 81 3.7% 
3 - Pineland 0 7 25 6 0 11 5 0 0 1 4 2 9 8 0 0 31 0 109 22.9% 
4 - Scrub 0 3 5 3 0 3 0 0 0 0 0 0 3 1 0 0 2 0 20 15.0% 
5 - Sandhill 0 1 3 2 0 1 0 0 0 0 0 0 1 0 0 0 1 0 9 0.0% 
6 - Upland forest 0 1 2 1 0 15 2 0 1 0 3 0 5 4 0 0 24 0 58 25.9% 
7 - Forested wetland 0 1 10 2 0 17 79 2 0 0 23 18 7 6 0 2 9 0 176 44.9% 
8 - Tropical hardwood hammock 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.0% 
9 - Mangrove swamp 0 0 0 0 0 0 0 0 1 2 0 0 0 0 0 0 1 0 4 25.0% 
10 - Salt marsh 0 0 0 0 0 0 0 0 1 2 1 1 0 0 0 0 0 0 5 40.0% 
11 - Freshwater marsh 0 2 0 1 0 1 6 0 0 0 47 7 5 12 0 4 2 1 88 53.4% 
12 - Shrub swamp 0 2 1 1 0 8 5 0 0 0 13 4 5 4 0 0 7 0 50 8.0% 
13 - Shrub and brushland 0 8 3 1 0 4 0 0 0 0 0 1 5 4 0 0 21 0 47 10.6% 
14 - Grassland/agriculture 0 5 0 1 0 4 2 0 0 0 3 0 25 112 0 2 48 0 202 55.4% 
15 - Exotic plants 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.0% 
16 - Water 0 0 1 0 0 0 1 0 1 0 21 0 1 4 0 33 6 0 68 48.5% 
17 - Urban/barren 0 2 1 1 0 7 1 0 0 0 3 0 2 8 0 1 205 0 231 88.7% 
18 - Indeterminate 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.0% 
Column Total 1 35 59 19 0 75 103 2 4 5 120 33 93 179 0 43 377 1 535 46.6% 
Column % 100.0% 8.6% 42.4% 15.8% 0.0% 20.0% 76.7% 0.0% 25.0% 40.0% 39.2% 12.1% 5.4% 62.6% 0.0% 76.7% 54.4% 0.0% Kappa = 0.384008 





Table 38. Confusion matrix of the corrected 2003 cover at Level 3 versus Ground Reference Classifications assessed at 1,499 random locations within the six-county east central Florida region. Shaded cells provide the count of 
reference locations that agreed with the land cover mapping at that location. Row totals and percentages provide the user’s accuracies. Column totals and percentages provide the producer’s accuracies. The overall accuracy 
measured 53.2% with a kappa of 0.448359. 
 
Ground Reference Classification 
                Corrected LC03 Level 3 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 Row Total Row % 
1 - Coastal strand 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 100.0% 
2 - Dry prairie 0 5 10 1 0 9 3 0 0 0 6 0 36 27 0 1 19 0 117 4.3% 
3 - Pineland 0 6 28 4 0 9 2 0 0 0 1 2 3 5 0 0 10 0 70 40.0% 
4 - Scrub 0 5 4 3 0 4 1 0 0 0 0 0 4 0 0 0 1 0 22 13.6% 
5 - Sandhill 0 2 3 1 0 1 0 0 0 0 0 0 0 0 0 0 1 0 8 0.0% 
6 - Upland forest 0 0 1 0 0 6 1 0 0 0 0 0 0 0 0 0 4 0 12 50.0% 
7 - Forested wetland 0 2 7 2 0 23 83 2 0 0 31 21 4 5 0 1 8 0 189 43.9% 
8 - Tropical hardwood hammock 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.0% 
9 - Mangrove swamp 0 0 0 0 0 0 0 0 2 2 0 0 0 0 0 0 0 0 4 50.0% 
10 - Salt marsh 0 0 0 0 0 0 0 0 0 3 2 1 0 0 0 0 1 0 7 42.9% 
11 - Freshwater marsh 0 0 0 0 0 0 4 0 0 0 47 4 4 6 0 3 3 1 72 65.3% 
12 - Shrub swamp 0 0 0 0 0 2 2 0 0 0 14 3 1 3 0 2 0 0 27 11.1% 
13 - Shrub and brushland 0 5 4 2 0 5 3 0 0 0 2 1 7 4 0 1 8 0 42 16.7% 
14 - Grassland/agriculture 0 8 0 2 0 7 2 0 0 0 5 1 29 119 0 2 46 0 221 53.8% 
15 - Exotic plants 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.0% 
16 - Water 0 0 0 1 0 1 1 0 1 0 9 0 1 1 0 32 4 0 51 62.7% 
17 - Urban/barren 0 2 2 3 0 8 1 0 1 0 3 0 4 9 0 1 272 0 306 88.9% 
18 - Indeterminate 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.0% 
Column Total 1 35 59 19 0 75 103 2 4 5 120 33 93 179 0 43 377 1 611 53.2% 
Column % 100.0% 14.3% 47.5% 15.8% 0.0% 8.0% 80.6% 0.0% 50.0% 60.0% 39.2% 9.1% 7.5% 66.5% 0.0% 74.4% 72.1% 0.0% Kappa = 0.448359 




Aggregating the land cover data from Level 3 (17 classes) to Level 2 (7 classes) resulted in 
substantial improvements not only in overall accuracy and kappa statistics, but in the marginal 
user’s and producer’s accuracies (Tables 39, 40, 41 and 42). Like the Level 3 data, the 2003 data 
exhibited more accuracy than the 1987 data, and the corrected data for both periods were better 
than their uncorrected counterparts.  The confusion matrices for the pixel-to-pixel comparison of 
the land cover data to the WMD land use data show the strong agreement between the corrected 




Table 39. Confusion matrix of original 1987 FWC land cover at Level 2 versus Ground Reference Classifications assessed at 1,499 random locations 
within the six-county east central Florida region. Shaded cells provide the count of reference locations that agreed with the land cover mapping at that 
location. Row totals and percentages provide the user’s accuracies. Column totals and percentages provide the producer’s accuracies. The overall 
accuracy measured 52.0% with a kappa of 0.397618. 
 
Ground Reference Classification 
     FWC LC87 Level 2 1 2 3 4 5 6 7 Row Total Row % 
1 - Urban/barren 107 0 19 3 2 3 0 134 79.9% 
2 - Exotic plants 0 0 0 0 0 0 0 0 0.0% 
3 - Upland, non-forested 134 0 212 59 2 21 20 448 47.3% 
4 - Upland, forested 42 0 22 109 3 12 37 225 48.4% 
5 - Water 1 0 1 0 26 5 2 35 74.3% 
6 - Wetland, non-forested 10 0 33 8 8 67 22 148 45.3% 
7 - Wetland, forested 10 0 7 33 1 32 76 159 47.8% 
Column Total 304 0 294 212 42 140 157 597 52.0% 
Column % 35.2% 0.0% 72.1% 51.4% 61.9% 47.9% 48.4% Kappa = 0.397618 





Table 40. Confusion matrix of corrected 1987 land cover at Level 2 versus Ground Reference Classifications assessed at 1,499 random locations 
within the six-county east central Florida region. Shaded cells provide the count of reference locations that agreed with the land cover mapping at that 
location. Row totals and percentages provide the user’s accuracies. Column totals and percentages provide the producer’s accuracies. The overall 
accuracy measured 61.6% with a kappa of 0.515822. 
 
Ground Reference Classification 
     Corrected LC87 Level 2 1 2 3 4 5 6 7 Row Total Row % 
1 - Urban/barren 167 0 14 18 2 4 2 207 80.7% 
2 - Exotic plants 0 0 0 0 0 0 0 0 0.0% 
3 - Upland, non-forested 102 0 240 64 3 22 17 448 53.6% 
4 - Upland, forested 21 0 15 95 0 5 14 150 63.3% 
5 - Water 1 0 3 0 31 6 2 43 72.1% 
6 - Wetland, non-forested 6 0 16 3 4 66 13 108 61.1% 
7 - Wetland, forested 7 0 6 32 2 37 109 193 56.5% 
Column Total 304 0 294 212 42 140 157 708 61.6% 
Column % 54.9% 0.0% 81.6% 44.8% 73.8% 47.1% 69.4% Kappa = 0.515822 





Table 41. Confusion matrix of original 2003 FWC land cover at Level 2 versus Ground Reference Classifications assessed at 1,499 random locations 
within the six-county east central Florida region. Shaded cells provide the count of reference locations that agreed with the land cover mapping at that 
location. Row totals and percentages provide the user’s accuracies. Column totals and percentages provide the producer’s accuracies. The overall 
accuracy measured 59.4% with a free-marginal kappa of 0.492199. 
 
Ground Reference Classification 
     FWC LC03 Level 2 1 2 3 4 5 6 7 Row Total Row % 
1 - Urban/barren 205 0 13 8 1 3 1 231 88.7% 
2 - Exotic plants 0 0 0 0 0 0 0 0 0.0% 
3 - Upland, non-forested 90 0 203 25 3 6 4 331 61.3% 
4 - Upland, forested 59 0 42 77 0 8 10 196 39.3% 
5 - Water 6 0 5 1 33 21 2 68 48.5% 
6 - Wetland, non-forested 9 0 31 11 4 64 24 143 44.8% 
7 - Wetland, forested 10 0 15 29 2 23 101 180 56.1% 
Column Total 379 0 309 151 43 125 142 683 59.4% 
Column % 54.1% 0.0% 65.7% 51.0% 76.7% 51.2% 71.1% Kappa = 0.492199 





Table 42. Confusion matrix of corrected 2003 land cover at Level 2 versus Ground Reference Classifications assessed at 1,499 random locations 
within the six-county east central Florida region. Shaded cells provide the count of reference locations that agreed with the land cover mapping at that 
location. Row totals and percentages provide the user’s accuracies. Column totals and percentages provide the producer’s accuracies. The overall 
accuracy measured 68.1% with a free-marginal kappa of 0. 590417. 
 
Ground Reference Classification 
     Corrected LC03 Level 2 1 2 3 4 5 6 7 Row Total Row % 
1 - Urban/barren 272 0 16 12 1 3 2 306 88.9% 
2 - Exotic plants 0 0 0 0 0 0 0 0 0.0% 
3 - Upland, non-forested 74 0 240 40 4 13 10 381 63.0% 
4 - Upland, forested 17 0 24 64 0 1 6 112 57.1% 
5 - Water 4 0 3 1 32 9 2 51 62.7% 
6 - Wetland, non-forested 4 0 14 2 5 67 14 106 63.2% 
7 - Wetland, forested 8 0 12 32 1 32 108 193 56.0% 
Column Total 379 0 309 151 43 125 142 783 68.1% 
Column % 71.8% 0.0% 77.7% 42.4% 74.4% 53.6% 76.1% Kappa = 0.590417 





Table 43. Confusion matrix of pixel-to-pixel comparison of the original 1987 FWC land cover at Level 2 versus rasterized 1990 Water Management District 
(WMD) land cover at Level 2 for the six-county east central Florida region. Shaded cells provide the count of pixels in the WMD land cover data that agreed 
with the FWC land cover mapping. Row totals and percentages provide the user’s accuracies. Column totals and percentages provide the producer’s accuracies. 
The overall accuracy measured 62.2%. 
 
Ground Reference From WMD LU90 Level 2 
     FWC LC87 Level 2 1 2 3 4 5 6 7 Row Total Row % 
1 - Urban/barren 1,051,424  7  500,871  92,391  31,154  37,860  18,760  1,732,467  60.7% 
2 - Exotic plants 0  0  0  0  0  0  0  0  0.0% 
3 - Upland, non-forested 1,094,087  10  4,327,169  711,642  56,178  387,549  212,852  6,789,487  63.7% 
4 - Upland, forested 498,351  0  624,289  1,597,693  33,128  204,097  653,152  3,610,710  44.2% 
5 - Water 21,095  0  14,307  8,138  2,122,785  88,751  13,753  2,268,829  93.6% 
6 - Wetland, non-forested 83,804  0  466,662  127,239  142,675  1,083,730  137,883  2,041,993  53.1% 
7 - Wetland, forested 51,472  1  192,682  329,078  37,560  234,350  1,527,972  2,373,115  64.4% 
Column Total 2,800,233  18  6,125,980  2,866,181  2,423,480  2,036,337  2,564,372  11,710,773  62.2% 
Column % 37.5% 0.0% 70.6% 55.7% 87.6% 53.2% 59.6% Kappa = 0.525068 





Table 44. Confusion matrix of pixel-to-pixel comparison of the corrected 1987 land cover at Level 2 versus rasterized 1990 Water Management District 
(WMD) land cover at Level 2 for the six-county east central Florida region. Shaded cells provide the count of pixels in the WMD land cover data that agreed 
with the corrected 1987 land cover mapping. Row totals and percentages provide the user’s accuracies. Column totals and percentages provide the producer’s 
accuracies. The overall accuracy measured 75.5%. 
 
Ground Reference From WMD LU90 Level 2 
     Corrected LC87 Level 2 1 2 3 4 5 6 7 Row Total Row % 
1 - Urban/barren 1,835,537  11  392,982  215,926  37,528  33,389  45,666  2,561,039  71.7% 
2 - Exotic plants 0  0  21  23  0  0  0  44  0.0% 
3 - Upland, non-forested 715,468  7  5,039,247  560,679  46,640  302,267  156,218  6,820,526  73.9% 
4 - Upland, forested 158,162  0  248,146  1,728,115  8,633  36,950  136,934  2,316,940  74.6% 
5 - Water 31,373  0  18,483  12,154  2,256,005  131,732  23,664  2,473,411  91.2% 
6 - Wetland, non-forested 23,424  0  314,587  49,318  33,151  1,212,646  74,885  1,708,011  71.0% 
7 - Wetland, forested 35,660  0  109,722  299,023  34,982  316,601  2,125,280  2,921,268  72.8% 
Column Total 2,799,624  18  6,123,188  2,865,238  2,416,939  2,033,585  2,562,647  14,196,830  75.5% 
Column % 65.6% 0.0% 82.3% 60.3% 93.3% 59.6% 82.9% Kappa = 0.691902 





Table 45. Confusion matrix of pixel-to-pixel comparison of the original 2003 FWC land cover at Level 2 versus rasterized 2004 Water Management District 
(WMD) land cover at Level 2 for the six-county east central Florida region. Shaded cells provide the count of pixels in the WMD land cover data that agreed 
with the FWC land cover mapping. Row totals and percentages provide the user’s accuracies. Column totals and percentages provide the producer’s accuracies. 
The overall accuracy measured 67.3%.  
 
Ground Reference From WMD LU04 Level 2 
     FWC LC03 Level 2 1 2 3 4 5 6 7 Row Total Row % 
1 - Urban/barren 2,191,549  0  270,966  196,251  50,730  53,056  49,019  2,811,571  77.9% 
2 - Exotic plants 114  0  168  437  2  0 47  768  0.0% 
3 - Upland, non-forested 662,290  0  3,655,630  542,331  36,388  307,915  121,882  5,326,436  68.6% 
4 - Upland, forested 457,416  0  673,128  1,286,432  23,020  134,320  320,598  2,894,914  44.4% 
5 - Water 74,451  0  45,929  28,069  2,331,306  258,447  48,038  2,786,240  83.7% 
6 - Wetland, non-forested 90,465  0  296,478  118,213  124,242  1,327,136  330,751  2,287,285  58.0% 
7 - Wetland, forested 53,050  0  159,907  232,271  33,434  382,389  1,914,139  2,775,190  69.0% 
Column Total 3,529,335  0 5,102,206  2,404,004  2,599,122  2,463,263  2,784,474  12,706,192  67.3% 
Column % 62.1% 0.0% 71.6% 53.5% 89.7% 53.9% 68.7% Kappa = 0.60045 





Table 46. Confusion matrix of pixel-to-pixel comparison of the corrected 2003 land cover at Level 2 versus rasterized 2004 Water Management District 
(WMD) land cover at Level 2 for the six-county east central Florida region. Shaded cells provide the count of pixels in the WMD land cover data that agreed 
with the corrected 2003 land cover mapping. Row totals and percentages provide the user’s accuracies. Column totals and percentages provide the producer’s 
accuracies. The overall accuracy measured 77.6%. 
 
Ground Reference From WMD LU04 Level 2 
     Corrected LC03 Level 2 1 2 3 4 5 6 7 Row Total Row % 
1 - Urban/barren 2,990,151  0  313,908  305,125  48,158  52,019  70,766  3,780,127  79.1% 
2 - Exotic plants 51  0  57  402  1  1  9  521  0.0% 
3 - Upland, non-forested 358,268  0  4,404,986  534,875  57,623  396,462  153,153  5,905,367  74.6% 
4 - Upland, forested 102,825  0  226,321  1,312,033  1,943  32,416  191,837  1,867,375  70.3% 
5 - Water 47,548  0  11,118  21,289  2,409,976  153,182  31,352  2,674,465  90.1% 
6 - Wetland, non-forested 11,390  0  74,325  18,658  57,649  1,311,216  122,091  1,595,329  82.2% 
7 - Wetland, forested 18,366  0  70,378  209,772  22,313  516,959  2,213,754  3,051,542  72.5% 
Column Total 3,528,599  0 5,101,093  2,402,154  2,597,663  2,462,255  2,782,962  14,642,116  77.6% 
Column % 84.7% 0.0% 86.4% 54.6% 92.8% 53.3% 79.5% Kappa = 0.723508 
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APPENDIX E:  
LEVEL 2 LAND COVER DATA FOR 1987 AND 2003 





Table 47. Level 2 land cover data for each county for 1987 and 2003 under the With Parks scenario. Land cover types include URB = Urban, EXO = Exotic, UNF = Upland, Non-Forested, UFO = Upland, Forested, WAT = Water, WNF = Wetland, Non-
Forested, and WFO = Wetland, Forested. Year of data indicated by 87 = 1987 and 03 = 2003.  
FGDL Code County URB_87C EXO_87C UNF_87C UFO_87C WAT_87C WNF_87C WFO_87C URB_03C EXO_03C UNF_03C UFO_03C WAT_03C WNF_03C WFO_03C Total 
C01 Alachua 27,815.0 
 
91,988.3 88,307.3 11,640.9 14,123.3 17,485.9 41,280.3 
 
74,095.8 89,953.4 10,709.6 15,755.9 19,565.6 251,360.6 
C02 Baker 9,447.0 1.3 18,275.2 70,774.9 817.9 4,430.8 48,934.4 14,881.4 0.9 16,930.8 65,901.6 989.1 4,076.2 49,901.5 152,681.5 
C03 Bay 21,478.7 1.3 19,457.5 118,779.4 42,388.6 7,284.7 30,125.0 42,622.2 0.9 14,931.5 98,501.2 41,133.6 8,145.9 34,179.7 239,515.0 
C04 Bradford 8,308.7 
 
23,965.7 29,867.0 1,682.9 189.7 13,871.3 11,877.5 
 
17,161.9 30,891.5 1,804.1 256.8 15,893.6 77,885.4 
C05 Brevard 55,718.8 4.5 85,234.0 38,908.5 87,779.3 66,207.2 15,342.8 71,575.3 42.0 76,229.7 27,404.2 90,629.4 64,382.0 18,932.4 349,195.1 
C06 Broward 77,523.0 3,532.1 27,633.6 974.6 15,395.4 188,438.0 6,816.4 94,171.5 1,941.9 11,302.6 278.8 9,857.9 194,983.2 7,777.3 320,313.2 
C07 Calhoun 6,392.3 
 
25,024.6 81,471.2 1,406.3 897.2 33,667.0 12,455.5 
 
22,406.9 74,639.5 1,562.0 1,067.6 36,727.2 148,858.7 
C08 Charlotte 37,586.7 26.6 78,651.3 29,248.4 34,805.7 16,533.2 17,060.0 43,348.9 64.5 73,580.8 26,016.9 36,701.7 17,291.1 16,908.0 213,911.9 
C09 Citrus 35,532.7 
 
25,761.0 57,301.2 25,044.8 21,720.6 15,962.0 48,420.4 
 
20,266.1 50,011.7 25,262.5 19,913.8 17,447.9 181,322.3 
C10 Clay 22,175.1 0.1 26,752.7 82,502.7 10,890.0 1,179.3 23,387.0 38,207.2 
 
18,737.5 72,558.2 10,683.4 1,881.1 24,819.6 166,886.8 
C11 Collier 39,719.0 258.7 67,164.8 35,325.2 33,229.2 68,484.7 312,895.7 54,541.1 186.8 59,680.1 28,804.5 34,688.3 74,664.6 304,511.9 557,077.2 
C12 Columbia 17,384.3 
 
66,786.7 82,374.3 1,246.7 2,182.3 37,785.8 29,164.5 
 
48,992.8 86,207.9 1,586.2 2,386.0 39,422.8 207,760.1 
C13 Miami-Dade 101,177.2 9,993.6 45,459.3 6,763.1 55,141.9 302,217.8 26,629.8 116,730.7 10,704.1 32,038.0 5,579.4 54,131.7 295,124.3 33,074.6 547,382.7 
C14 DeSoto 8,410.4 
 
124,883.5 5,996.0 4,013.7 9,722.7 12,564.5 10,658.0 
 
123,317.1 5,279.0 2,313.5 11,330.5 12,692.8 165,590.8 
C15 Dixie 9,370.8 
 
27,234.6 66,630.3 13,482.8 10,467.9 68,664.0 20,369.8 
 
24,462.2 56,378.8 13,608.9 10,684.1 70,346.7 195,850.4 
C16 Duval 67,550.7 
 
27,425.9 60,544.5 25,687.9 15,106.0 28,317.4 89,011.0 
 
18,246.0 47,405.3 26,171.7 15,033.8 28,764.6 224,632.4 
C17 Escambia 37,492.9 
 
31,306.3 74,420.5 31,365.5 940.6 27,496.2 48,276.6 
 
27,506.3 66,333.6 31,886.5 783.1 28,235.9 203,022.0 
C18 Flagler 17,776.4 
 
23,545.7 46,176.2 7,936.9 5,144.9 32,978.5 26,482.1 
 
24,343.7 36,748.2 8,304.0 5,207.3 32,473.4 133,558.7 
C19 Franklin 10,286.3 0.2 6,568.5 75,122.0 78,692.8 15,963.1 32,189.6 17,481.2 
 
6,880.2 66,676.1 78,197.5 18,187.3 31,400.1 218,822.4 
C20 Gadsden 11,976.3 
 
28,162.4 75,877.8 3,121.0 164.9 17,724.8 17,551.4 
 
24,824.5 64,792.5 3,399.8 196.6 26,262.5 137,027.3 
C21 Gilchrist 6,493.1 
 
46,677.2 28,657.1 889.4 574.2 8,830.4 12,029.0 
 
36,533.7 30,917.3 1,038.0 672.3 10,931.1 92,121.3 
C22 Glades 7,167.1 6.3 136,968.8 31,583.7 27,051.4 45,923.5 6,951.7 9,074.8 10.7 126,994.1 33,308.3 28,590.9 49,048.6 8,625.0 255,652.4 
C23 Gulf 8,345.2 
 
13,748.8 70,156.4 29,400.6 4,137.5 46,735.8 11,836.5 
 
12,144.1 65,872.5 29,494.4 4,248.0 48,928.7 172,524.2 
C24 Hamilton 16,738.3 
 
40,563.8 56,891.3 1,676.0 1,625.4 17,074.4 27,448.7 
 
28,522.6 54,365.3 3,898.6 1,783.3 18,550.5 134,569.1 
C25 Hardee 7,561.9 
 
119,410.6 10,862.0 675.5 6,226.9 20,748.3 13,132.2 
 
113,483.2 10,029.4 2,499.9 5,756.7 20,583.9 165,485.3 
C26 Hendry 16,854.7 16.9 212,175.0 16,405.4 7,604.2 25,534.4 29,799.4 20,610.9 146.1 214,444.4 10,915.6 8,380.2 27,572.7 26,320.1 308,389.9 
C27 Hernando 30,891.5 
 
23,703.3 48,427.0 10,872.8 5,770.2 15,242.6 41,306.5 
 
21,446.0 40,440.4 11,014.5 5,395.3 15,304.7 134,907.4 
C28 Highlands 28,354.3 1.4 180,209.2 25,910.7 20,511.7 18,304.6 13,618.8 36,323.8 0.2 173,636.2 19,832.0 21,420.8 20,625.1 15,072.5 286,910.6 
C29 Hillsborough 83,165.0 1.7 128,610.3 17,336.3 55,821.2 5,321.3 34,974.5 117,238.8 2.3 95,737.4 15,540.4 58,200.7 4,422.0 34,088.8 325,230.3 
C30 Holmes 9,950.1 1.0 38,590.4 53,097.9 1,443.4 267.0 23,476.0 13,994.9 1.0 37,918.0 46,885.6 1,632.4 239.5 26,154.5 126,825.8 
C31 Indian River 18,198.5 235.4 71,825.6 8,255.4 12,267.0 21,489.7 8,684.2 22,772.3 40.0 66,884.9 6,297.4 16,288.1 19,821.7 8,851.2 140,955.7 
C32 Jackson 19,926.6 
 
106,716.3 87,165.9 4,883.2 1,130.1 27,634.9 27,148.8 
 
101,450.2 79,940.1 4,986.1 1,128.8 32,803.2 247,457.1 
C33 Jefferson 8,276.0 
 
37,960.0 61,484.8 2,831.9 3,926.5 45,706.1 13,810.9 
 
34,488.7 56,280.4 2,740.0 4,512.2 48,353.2 160,185.3 
C34 Lafayette 7,016.0 
 
25,883.9 61,420.4 830.6 4,401.8 42,417.9 15,096.2 
 
22,124.7 50,348.4 1,076.7 7,677.8 45,646.8 141,970.7 
C35 Lake 30,125.5 
 
118,156.7 41,134.0 37,669.4 18,365.1 54,113.2 46,568.3 
 
98,132.2 39,809.4 41,668.8 17,627.5 55,757.7 299,563.9 
C36 Lee 81,213.3 1,239.7 49,602.8 32,226.1 74,110.3 4,464.1 39,189.7 99,247.4 223.1 39,689.1 21,877.2 76,162.7 4,810.4 40,036.1 282,046.0 
C37 Leon 26,918.9 
 
34,244.9 83,503.4 4,223.9 9,638.5 23,474.8 48,852.3 
 
30,408.0 64,365.5 4,173.7 9,947.8 24,257.2 182,004.4 
C38 Levy 23,240.5 
 
62,640.5 129,430.4 25,263.2 22,053.7 53,491.7 42,314.5 
 
59,404.4 110,338.0 25,948.4 22,564.0 55,550.7 316,120.0 
C39 Liberty 9,107.9 
 
15,193.0 104,234.7 1,803.3 25,207.1 63,039.3 13,817.8 
 
14,863.6 92,747.5 1,766.4 31,210.2 64,179.8 218,585.3 
C40 Madison 12,767.9 
 
60,500.2 65,056.9 994.9 2,977.6 43,149.5 24,400.4 
 
48,741.7 62,909.5 1,302.8 2,781.1 45,311.5 185,446.9 
C41 Manatee 26,643.5 1.6 123,289.4 15,111.8 31,530.6 7,550.7 17,277.4 41,460.7 3.4 111,967.6 12,009.7 31,872.9 6,885.7 17,205.1 221,405.0 
C42 Marion 59,357.9 
 
126,621.5 194,550.1 12,716.7 11,445.5 26,295.3 88,318.6 
 
115,976.5 175,287.2 13,257.6 10,623.6 27,523.4 430,987.0 
C43 Martin 20,694.2 55.4 83,097.9 18,628.6 36,276.4 12,469.2 5,569.3 26,104.5 41.0 81,703.1 15,206.1 36,278.9 12,083.4 5,373.9 176,791.0 
C44 Monroe 11,254.9 36.3 612.9 6,679.1 357,434.0 69,938.5 163,609.4 12,218.8 15.0 305.1 4,397.6 354,609.2 66,128.5 171,890.8 609,565.0 
C45 Nassau 14,115.1 
 
23,108.8 82,772.8 9,101.6 13,056.5 34,577.6 24,394.1 
 
19,316.3 75,178.0 10,391.8 12,281.0 35,171.1 176,732.3 
C46 Okaloosa 34,052.0 
 
31,940.0 137,849.0 21,196.5 579.7 37,228.6 44,926.1 
 
29,929.6 126,870.9 21,458.3 450.9 39,210.0 262,845.8 
250 
 
FGDL Code County URB_87C EXO_87C UNF_87C UFO_87C WAT_87C WNF_87C WFO_87C URB_03C EXO_03C UNF_03C UFO_03C WAT_03C WNF_03C WFO_03C Total 
C47 Okeechobee 10,464.0 0.1 155,898.5 9,242.3 30,099.7 17,760.9 7,758.2 12,447.3 0.1 150,671.3 6,307.5 30,938.1 22,046.1 8,813.2 231,223.6 
C48 Orange 58,966.7 
 
96,588.8 26,923.6 25,524.7 10,366.5 41,805.8 88,126.5 
 
73,110.4 18,771.3 28,088.7 9,370.7 42,708.4 260,176.1 
C49 Osceola 20,038.1 
 
229,527.3 14,573.3 35,340.1 35,511.1 55,775.9 30,717.3 
 
219,815.8 13,441.6 38,633.9 30,123.7 58,033.5 390,765.8 
C50 Palm Beach 111,495.8 1,642.0 232,780.3 22,716.6 73,501.7 122,226.9 15,541.4 131,359.2 2,165.7 212,571.5 20,014.5 75,312.4 122,783.6 15,697.9 579,904.7 
C51 Pasco 37,743.0 
 
82,988.4 30,896.6 16,894.4 7,350.6 32,112.7 54,362.5 0.1 69,059.3 27,794.5 16,374.9 8,347.9 32,046.4 207,985.6 
C52 Pinellas 54,657.9 2.5 6,300.5 3,749.5 55,006.2 477.5 6,496.8 62,248.0 5.6 1,967.4 1,826.9 54,555.8 301.7 5,785.7 126,691.0 
C53 Polk 102,488.4 
 
233,302.2 42,230.9 41,099.1 34,510.4 67,153.3 132,066.7 
 
204,251.8 39,589.3 45,275.6 33,068.6 66,532.4 520,784.4 
C54 Putnam 20,158.5 
 
38,185.6 87,579.7 24,994.2 5,372.3 38,096.8 34,540.0 
 
33,286.1 76,851.5 24,782.9 5,588.9 39,337.6 214,387.0 
C55 St. Johns 21,082.0 
 
31,031.1 62,947.7 24,297.6 9,558.5 34,273.0 34,469.9 
 
27,532.1 51,672.9 24,958.4 9,110.0 35,446.5 183,189.8 
C56 St. Lucie 30,889.9 368.0 94,290.3 10,663.1 12,337.8 4,394.6 6,839.6 37,660.4 39.5 90,649.3 7,167.1 13,590.1 4,198.6 6,478.4 159,783.3 
C57 Santa Rosa 28,073.4 
 
40,404.6 144,685.5 33,543.2 5,009.9 45,382.9 40,140.2 
 
37,633.1 134,649.8 33,993.7 4,444.8 46,237.9 297,099.5 
C58 Sarasota 42,516.2 
 
61,097.9 21,088.0 18,998.6 9,725.5 10,539.6 55,681.4 
 
51,542.2 16,551.5 19,127.9 10,331.0 10,731.9 163,965.9 
C59 Seminole 24,947.6 
 
22,329.8 10,025.4 10,367.2 5,703.0 16,152.0 35,011.6 
 
14,474.5 6,768.9 10,684.6 5,413.1 17,172.3 89,525.1 
C60 Sumter 10,782.5 
 
66,966.0 25,531.8 3,464.3 7,963.1 32,480.3 17,636.3 
 
62,313.1 23,937.8 4,351.6 6,937.7 32,011.6 147,188.1 
C61 Suwannee 19,199.6 
 
95,797.4 61,235.2 1,277.0 349.0 1,725.8 32,353.5 
 
73,421.4 69,195.0 1,627.0 306.1 2,681.2 179,584.1 
C62 Taylor 15,773.1 
 
35,446.0 122,934.9 15,070.0 11,333.5 85,000.1 38,101.1 
 
29,703.7 96,756.5 15,519.7 11,461.8 94,014.8 285,557.6 
C63 Union 4,918.0 
 
19,286.7 28,961.0 791.9 92.8 10,781.1 6,999.4 
 
14,912.6 28,634.4 883.4 190.5 13,211.2 64,831.5 
C64 Volusia 54,049.1 
 
58,320.0 75,040.6 50,968.7 17,813.0 81,266.4 72,085.1 
 
50,678.5 60,034.4 53,828.6 17,236.1 83,595.1 337,457.8 
C65 Wakulla 8,703.0 
 
16,120.8 74,245.1 12,742.6 24,085.9 34,350.0 19,052.7 
 
12,433.7 64,487.3 13,152.2 25,041.7 36,079.7 170,247.4 
C66 Walton 21,860.7 
 
49,547.4 158,280.2 28,422.6 1,858.0 42,569.6 33,526.4 
 
49,559.9 141,891.6 29,035.9 1,893.3 46,631.5 302,538.6 





Table 48. Level 2 land cover change data for each county for 1987 and 2003 under the With Parks scenario. Land cover types include URB = Urban, EXO = Exotic, UNF = Upland, Non-Forested, UFO = Upland, Forested, WAT = Water, WNF = Wetland, Non-
Forested, and WFO = Wetland, Forested. Arithmetic differences between the 1987 and 2003 values are indicated in the columns labeled DIF. Percent change between the 1987 and 2003 values are indicated in the columns labeled PCT. The PCTURB_87 column 
contains the values of Percent Urban in 1987 calculated as the area for URB_87 divided by the Total county area. PCTURB_03 was calculated the same way using URB_03 as the numerator. 
FGDL Code County URB_DIF EXO_DIF UNF_DIF UFO_DIF WAT_DIF WNF_DIF WFO_DIF URB_PCT EXO_PCT UNF_PCT UFO_PCT WAT_PCT WNF_PCT WFO_PCT PCTURB_87 PCTURB_03 
C01 Alachua 13,465.4 0.0 -17,892.5 1,646.1 -931.2 1,632.5 2,079.7 48.41% 0.00% -19.45% 1.86% -8.00% 11.56% 11.89% 11.07% 16.42% 
C02 Baker 5,434.4 -0.4 -1,344.4 -4,873.3 171.2 -354.6 967.1 57.52% -28.57% -7.36% -6.89% 20.93% -8.00% 1.98% 6.19% 9.75% 
C03 Bay 21,143.5 -0.4 -4,525.9 -20,278.2 -1,255.0 861.2 4,054.7 98.44% -28.57% -23.26% -17.07% -2.96% 11.82% 13.46% 8.97% 17.80% 
C04 Bradford 3,568.8 0.0 -6,803.7 1,024.5 121.2 67.1 2,022.2 42.95% 0.00% -28.39% 3.43% 7.20% 35.34% 14.58% 10.67% 15.25% 
C05 Brevard 15,856.5 37.5 -9,004.2 -11,504.3 2,850.1 -1,825.2 3,589.7 28.46% 834.00% -10.56% -29.57% 3.25% -2.76% 23.40% 15.96% 20.50% 
C06 Broward 16,648.5 -1,590.2 -16,331.0 -695.8 -5,537.5 6,545.3 960.8 21.48% -45.02% -59.10% -71.39% -35.97% 3.47% 14.10% 24.20% 29.40% 
C07 Calhoun 6,063.2 0.0 -2,617.6 -6,831.7 155.6 170.4 3,060.2 94.85% 0.00% -10.46% -8.39% 11.06% 18.99% 9.09% 4.29% 8.37% 
C08 Charlotte 5,762.2 37.9 -5,070.5 -3,231.5 1,896.0 757.9 -152.0 15.33% 142.23% -6.45% -11.05% 5.45% 4.58% -0.89% 17.57% 20.26% 
C09 Citrus 12,887.6 0.0 -5,494.9 -7,289.5 217.6 -1,806.8 1,486.0 36.27% 0.00% -21.33% -12.72% 0.87% -8.32% 9.31% 19.60% 26.70% 
C10 Clay 16,032.1 -0.1 -8,015.2 -9,944.5 -206.6 701.8 1,432.6 72.30% -100.00% -29.96% -12.05% -1.90% 59.51% 6.13% 13.29% 22.89% 
C11 Collier 14,822.1 -71.9 -7,484.8 -6,520.7 1,459.1 6,179.9 -8,383.8 37.32% -27.80% -11.14% -18.46% 4.39% 9.02% -2.68% 7.13% 9.79% 
C12 Columbia 11,780.2 0.0 -17,793.9 3,833.5 339.5 203.7 1,637.0 67.76% 0.00% -26.64% 4.65% 27.23% 9.33% 4.33% 8.37% 14.04% 
C13 Miami-Dade 15,553.5 710.5 -13,421.3 -1,183.8 -1,010.3 -7,093.4 6,444.7 15.37% 7.11% -29.52% -17.50% -1.83% -2.35% 24.20% 18.48% 21.33% 
C14 DeSoto 2,247.6 0.0 -1,566.4 -717.0 -1,700.2 1,607.8 128.3 26.72% 0.00% -1.25% -11.96% -42.36% 16.54% 1.02% 5.08% 6.44% 
C15 Dixie 10,999.0 0.0 -2,772.5 -10,251.5 126.1 216.2 1,682.7 117.38% 0.00% -10.18% -15.39% 0.94% 2.07% 2.45% 4.78% 10.40% 
C16 Duval 21,460.3 0.0 -9,179.9 -13,139.3 483.8 -72.2 447.2 31.77% 0.00% -33.47% -21.70% 1.88% -0.48% 1.58% 30.07% 39.63% 
C17 Escambia 10,783.7 0.0 -3,800.0 -8,086.9 520.9 -157.5 739.7 28.76% 0.00% -12.14% -10.87% 1.66% -16.74% 2.69% 18.47% 23.78% 
C18 Flagler 8,705.6 0.0 797.9 -9,428.0 367.1 62.5 -505.1 48.97% 0.00% 3.39% -20.42% 4.63% 1.21% -1.53% 13.31% 19.83% 
C19 Franklin 7,194.9 -0.2 311.8 -8,445.9 -495.3 2,224.2 -789.5 69.95% -100.00% 4.75% -11.24% -0.63% 13.93% -2.45% 4.70% 7.99% 
C20 Gadsden 5,575.1 0.0 -3,337.9 -11,085.3 278.8 31.7 8,537.7 46.55% 0.00% -11.85% -14.61% 8.93% 19.21% 48.17% 8.74% 12.81% 
C21 Gilchrist 5,535.8 0.0 -10,143.5 2,260.2 148.6 98.1 2,100.8 85.26% 0.00% -21.73% 7.89% 16.71% 17.08% 23.79% 7.05% 13.06% 
C22 Glades 1,907.7 4.4 -9,974.6 1,724.6 1,539.5 3,125.1 1,673.3 26.62% 70.00% -7.28% 5.46% 5.69% 6.80% 24.07% 2.80% 3.55% 
C23 Gulf 3,491.4 0.0 -1,604.7 -4,283.8 93.8 110.5 2,192.9 41.84% 0.00% -11.67% -6.11% 0.32% 2.67% 4.69% 4.84% 6.86% 
C24 Hamilton 10,710.5 0.0 -12,041.2 -2,525.9 2,222.6 157.9 1,476.2 63.99% 0.00% -29.68% -4.44% 132.62% 9.71% 8.65% 12.44% 20.40% 
C25 Hardee 5,570.3 0.0 -5,927.4 -832.6 1,824.4 -470.3 -164.4 73.66% 0.00% -4.96% -7.67% 270.06% -7.55% -0.79% 4.57% 7.94% 
C26 Hendry 3,756.2 129.2 2,269.3 -5,489.8 776.0 2,038.3 -3,479.2 22.29% 763.30% 1.07% -33.46% 10.20% 7.98% -11.68% 5.47% 6.68% 
C27 Hernando 10,415.0 0.0 -2,257.3 -7,986.6 141.7 -374.9 62.1 33.71% 0.00% -9.52% -16.49% 1.30% -6.50% 0.41% 22.90% 30.62% 
C28 Highlands 7,969.5 -1.2 -6,573.0 -6,078.7 909.1 2,320.6 1,453.7 28.11% -86.67% -3.65% -23.46% 4.43% 12.68% 10.67% 9.88% 12.66% 
C29 Hillsborough 34,073.7 0.6 -32,872.9 -1,795.9 2,379.4 -899.3 -885.8 40.97% 36.84% -25.56% -10.36% 4.26% -16.90% -2.53% 25.57% 36.05% 
C30 Holmes 4,044.8 0.0 -672.4 -6,212.3 189.0 -27.5 2,678.5 40.65% 0.00% -1.74% -11.70% 13.09% -10.31% 11.41% 7.85% 11.03% 
C31 Indian River 4,573.9 -195.4 -4,940.6 -1,958.0 4,021.1 -1,668.0 167.0 25.13% -83.02% -6.88% -23.72% 32.78% -7.76% 1.92% 12.91% 16.16% 
C32 Jackson 7,222.1 0.0 -5,266.2 -7,225.8 102.9 -1.4 5,168.3 36.24% 0.00% -4.93% -8.29% 2.11% -0.12% 18.70% 8.05% 10.97% 
C33 Jefferson 5,534.9 0.0 -3,471.3 -5,204.3 -92.0 585.6 2,647.1 66.88% 0.00% -9.14% -8.46% -3.25% 14.91% 5.79% 5.17% 8.62% 
C34 Lafayette 8,080.2 0.0 -3,759.2 -11,072.0 246.1 3,276.0 3,228.9 115.17% 0.00% -14.52% -18.03% 29.62% 74.42% 7.61% 4.94% 10.63% 
C35 Lake 16,442.7 0.0 -20,024.5 -1,324.5 3,999.4 -737.6 1,644.5 54.58% 0.00% -16.95% -3.22% 10.62% -4.02% 3.04% 10.06% 15.55% 
C36 Lee 18,034.1 -1,016.6 -9,913.7 -10,348.9 2,052.4 346.3 846.4 22.21% -82.00% -19.99% -32.11% 2.77% 7.76% 2.16% 28.79% 35.19% 
C37 Leon 21,933.4 0.0 -3,836.9 -19,138.0 -50.2 309.3 782.4 81.48% 0.00% -11.20% -22.92% -1.19% 3.21% 3.33% 14.79% 26.84% 
C38 Levy 19,074.0 0.0 -3,236.0 -19,092.4 685.2 510.3 2,059.0 82.07% 0.00% -5.17% -14.75% 2.71% 2.31% 3.85% 7.35% 13.39% 
C39 Liberty 4,709.9 0.0 -329.4 -11,487.2 -36.9 6,003.1 1,140.5 51.71% 0.00% -2.17% -11.02% -2.05% 23.82% 1.81% 4.17% 6.32% 
C40 Madison 11,632.4 0.0 -11,758.5 -2,147.4 308.0 -196.5 2,162.0 91.11% 0.00% -19.44% -3.30% 30.96% -6.60% 5.01% 6.88% 13.16% 
C41 Manatee 14,817.2 1.8 -11,321.8 -3,102.1 342.3 -665.0 -72.3 55.61% 111.11% -9.18% -20.53% 1.09% -8.81% -0.42% 12.03% 18.73% 
C42 Marion 28,960.7 0.0 -10,644.9 -19,262.9 540.9 -821.9 1,228.1 48.79% 0.00% -8.41% -9.90% 4.25% -7.18% 4.67% 13.77% 20.49% 
C43 Martin 5,410.4 -14.4 -1,394.8 -3,422.4 2.5 -385.8 -195.4 26.14% -25.97% -1.68% -18.37% 0.01% -3.09% -3.51% 11.71% 14.77% 
C44 Monroe 963.9 -21.2 -307.8 -2,281.5 -2,824.8 -3,810.0 8,281.4 8.56% -58.56% -50.22% -34.16% -0.79% -5.45% 5.06% 1.85% 2.00% 
C45 Nassau 10,279.0 0.0 -3,792.4 -7,594.8 1,290.2 -775.4 593.6 72.82% 0.00% -16.41% -9.18% 14.17% -5.94% 1.72% 7.99% 13.80% 
252 
 
FGDL Code County URB_DIF EXO_DIF UNF_DIF UFO_DIF WAT_DIF WNF_DIF WFO_DIF URB_PCT EXO_PCT UNF_PCT UFO_PCT WAT_PCT WNF_PCT WFO_PCT PCTURB_87 PCTURB_03 
C46 Okaloosa 10,874.2 0.0 -2,010.4 -10,978.1 261.7 -128.8 1,981.4 31.93% 0.00% -6.29% -7.96% 1.23% -22.22% 5.32% 12.96% 17.09% 
C47 Okeechobee 1,983.2 0.0 -5,227.1 -2,934.8 838.4 4,285.3 1,055.0 18.95% 0.00% -3.35% -31.75% 2.79% 24.13% 13.60% 4.53% 5.38% 
C48 Orange 29,159.8 0.0 -23,478.4 -8,152.3 2,564.0 -995.8 902.6 49.45% 0.00% -24.31% -30.28% 10.05% -9.61% 2.16% 22.66% 33.87% 
C49 Osceola 10,679.2 0.0 -9,711.4 -1,131.8 3,293.7 -5,387.4 2,257.7 53.29% 0.00% -4.23% -7.77% 9.32% -15.17% 4.05% 5.13% 7.86% 
C50 Palm Beach 19,863.5 523.7 -20,208.9 -2,702.2 1,810.7 556.6 156.5 17.82% 31.90% -8.68% -11.90% 2.46% 0.46% 1.01% 19.23% 22.65% 
C51 Pasco 16,619.5 0.1 -13,929.0 -3,102.0 -519.5 997.3 -66.3 44.03% 0.00% -16.78% -10.04% -3.07% 13.57% -0.21% 18.15% 26.14% 
C52 Pinellas 7,590.1 3.1 -4,333.1 -1,922.6 -450.5 -175.9 -711.1 13.89% 121.43% -68.77% -51.28% -0.82% -36.83% -10.95% 43.14% 49.13% 
C53 Polk 29,578.3 0.0 -29,050.5 -2,641.6 4,176.4 -1,441.8 -620.9 28.86% 0.00% -12.45% -6.26% 10.16% -4.18% -0.92% 19.68% 25.36% 
C54 Putnam 14,381.6 0.0 -4,899.4 -10,728.2 -211.3 216.6 1,240.7 71.34% 0.00% -12.83% -12.25% -0.85% 4.03% 3.26% 9.40% 16.11% 
C55 St. Johns 13,388.0 0.0 -3,499.0 -11,274.8 660.9 -448.5 1,173.5 63.50% 0.00% -11.28% -17.91% 2.72% -4.69% 3.42% 11.51% 18.82% 
C56 St. Lucie 6,770.5 -328.5 -3,641.0 -3,496.1 1,252.3 -196.0 -361.2 21.92% -89.26% -3.86% -32.79% 10.15% -4.46% -5.28% 19.33% 23.57% 
C57 Santa Rosa 12,066.8 0.0 -2,771.5 -10,035.7 450.5 -565.1 855.0 42.98% 0.00% -6.86% -6.94% 1.34% -11.28% 1.88% 9.45% 13.51% 
C58 Sarasota 13,165.2 0.0 -9,555.8 -4,536.5 129.2 605.5 192.2 30.97% 0.00% -15.64% -21.51% 0.68% 6.23% 1.82% 25.93% 33.96% 
C59 Seminole 10,064.0 0.0 -7,855.3 -3,256.5 317.4 -289.9 1,020.2 40.34% 0.00% -35.18% -32.48% 3.06% -5.08% 6.32% 27.87% 39.11% 
C60 Sumter 6,853.8 0.0 -4,652.9 -1,594.1 887.3 -1,025.4 -468.7 63.56% 0.00% -6.95% -6.24% 25.61% -12.88% -1.44% 7.33% 11.98% 
C61 Suwannee 13,153.9 0.0 -22,376.1 7,959.8 350.0 -42.9 955.4 68.51% 0.00% -23.36% 13.00% 27.41% -12.30% 55.36% 10.69% 18.02% 
C62 Taylor 22,328.0 0.0 -5,742.3 -26,178.4 449.7 128.3 9,014.7 141.56% 0.00% -16.20% -21.29% 2.98% 1.13% 10.61% 5.52% 13.34% 
C63 Union 2,081.4 0.0 -4,374.2 -326.6 91.5 97.7 2,430.1 42.32% 0.00% -22.68% -1.13% 11.56% 105.33% 22.54% 7.59% 10.80% 
C64 Volusia 18,036.0 0.0 -7,641.5 -15,006.2 2,859.9 -576.9 2,328.7 33.37% 0.00% -13.10% -20.00% 5.61% -3.24% 2.87% 16.02% 21.36% 
C65 Wakulla 10,349.7 0.0 -3,687.1 -9,757.8 409.7 955.8 1,729.7 118.92% 0.00% -22.87% -13.14% 3.22% 3.97% 5.04% 5.11% 11.19% 
C66 Walton 11,665.6 0.0 12.5 -16,388.6 613.3 35.4 4,061.9 53.36% 0.00% 0.03% -10.35% 2.16% 1.90% 9.54% 7.23% 11.08% 






Table 49. Level 2 land cover data for each county for 1987 and 2003 under the No Parks scenario. Land cover types include URB = Urban, EXO = Exotic, UNF = Upland, Non-Forested, UFO = Upland, Forested, WAT = Water, WNF = Wetland, Non-
Forested, and WFO = Wetland, Forested. Year of data indicated by 87 = 1987 and 03 = 2003. 
FGDL Code County URB_87C EXO_87C UNF_87C UFO_87C WAT_87C WNF_87C WFO_87C URB_03C EXO_03C UNF_03C UFO_03C WAT_03C WNF_03C WFO_03C Total 
C01 Alachua 27,129.7 
 
88,498.7 69,370.3 10,126.5 6,667.8 12,219.8 39,675.2 
 
71,318.3 72,606.7 9,326.3 7,682.5 13,404.0 214,012.9 
C02 Baker 7,012.1 1.3 15,062.0 42,880.2 59.0 141.6 19,989.8 11,905.4 0.9 13,658.0 39,142.7 214.3 285.0 19,939.7 85,145.9 
C03 Bay 18,619.2 1.0 16,879.6 104,715.1 41,280.2 6,256.3 26,266.6 37,483.2 0.7 12,735.2 87,191.5 40,338.8 6,739.2 29,529.4 214,017.9 
C04 Bradford 8,112.8 
 
22,760.2 27,150.4 1,681.8 175.5 10,649.1 11,627.9 
 
16,159.8 28,191.7 1,791.1 245.4 12,513.9 70,529.8 
C05 Brevard 49,388.6 1.4 56,911.0 22,669.2 60,605.6 19,236.7 8,599.5 64,352.3 14.9 50,129.7 14,659.6 61,654.0 16,232.4 10,369.2 217,411.9 
C06 Broward 75,703.3 3,002.0 25,142.8 606.8 7,216.8 7,680.6 5,559.8 92,200.8 1,094.8 9,836.6 104.0 8,069.6 7,810.2 5,796.2 124,912.1 
C07 Calhoun 6,356.0 
 
24,942.5 80,414.1 1,405.7 893.3 32,416.4 12,397.7 
 
22,325.4 73,655.6 1,561.0 1,064.6 35,423.7 146,428.0 
C08 Charlotte 36,394.7 13.3 49,195.0 13,118.0 33,164.8 5,487.7 5,130.3 41,873.4 61.3 44,873.8 9,973.4 34,397.3 6,349.6 4,975.0 142,503.8 
C09 Citrus 33,837.1 
 
22,404.0 33,416.2 17,405.3 7,440.1 7,131.4 45,645.6 
 
16,996.2 27,114.5 17,810.1 6,227.3 7,840.4 121,634.1 
C10 Clay 16,786.4 0.1 20,930.2 45,135.0 8,985.8 801.2 13,709.4 29,281.1 
 
13,908.2 38,668.2 8,733.7 1,517.2 14,239.6 106,348.1 
C11 Collier 34,683.6 182.9 63,389.4 23,536.2 9,751.7 11,077.2 38,783.0 49,389.6 62.9 55,725.6 14,057.6 10,702.0 10,255.9 41,210.4 181,403.9 
C12 Columbia 15,403.5 
 
62,939.3 54,429.8 910.4 767.2 16,338.4 26,553.8 
 
46,973.6 57,696.9 1,163.1 874.7 17,526.4 150,788.5 
C13 Miami-Dade 97,102.3 7,626.2 38,835.7 1,316.7 26,918.4 17,161.7 2,050.0 111,624.0 7,615.0 26,154.4 336.0 26,206.0 16,406.9 2,668.8 191,011.1 
C14 DeSoto 8,291.4 
 
115,456.5 4,915.9 2,675.0 6,089.3 11,787.9 10,484.6 
 
113,722.1 4,400.1 1,900.3 6,866.9 11,842.1 149,216.0 
C15 Dixie 8,399.2 
 
24,007.7 55,726.2 12,445.1 2,222.8 48,772.8 17,812.5 
 
21,385.9 48,003.8 12,606.5 2,201.8 49,563.3 151,573.8 
C16 Duval 63,748.5 
 
24,331.1 46,762.5 20,516.5 4,484.8 21,802.7 84,190.5 
 
15,497.0 34,579.4 21,118.2 4,235.3 22,025.6 181,646.0 
C17 Escambia 34,428.4 
 
29,821.7 70,339.6 19,263.1 470.6 18,270.7 44,742.4 
 
26,358.7 62,662.8 19,611.4 404.7 18,814.1 172,594.1 
C18 Flagler 17,403.1 
 
21,309.3 40,934.8 8,027.3 3,996.5 28,060.4 25,368.8 
 
22,273.4 32,216.2 8,349.2 3,947.0 27,576.7 119,731.3 
C19 Franklin 5,660.7 
 
1,653.8 12,540.7 32,330.9 3,256.2 3,825.5 7,355.4 
 
1,462.5 11,020.7 32,207.7 3,493.4 3,728.2 59,267.9 
C20 Gadsden 11,694.5 
 
27,605.2 69,908.9 3,069.4 159.7 16,414.4 17,176.9 
 
24,295.3 59,573.2 3,334.5 187.9 24,284.2 128,851.9 
C21 Gilchrist 6,273.1 
 
46,296.4 26,807.2 850.1 567.1 8,053.6 11,732.6 
 
36,297.9 29,206.4 1,001.3 666.0 9,943.2 88,847.5 
C22 Glades 6,632.7 6.3 123,196.4 26,934.4 25,531.7 29,756.0 2,851.6 8,502.3 10.7 113,367.4 29,165.2 27,208.5 32,409.2 4,245.8 214,909.1 
C23 Gulf 7,713.7 
 
12,392.6 68,471.6 28,706.4 3,008.0 31,864.9 11,105.6 
 
10,708.0 64,815.5 28,806.8 3,034.8 33,686.6 152,157.2 
C24 Hamilton 16,380.4 
 
39,042.3 49,858.4 1,603.5 1,597.3 16,079.8 26,760.4 
 
27,755.8 46,979.0 3,772.2 1,763.3 17,530.9 124,561.6 
C25 Hardee 7,518.4 
 
118,913.9 10,772.8 671.4 6,205.7 20,126.7 13,087.3 
 
112,984.8 9,941.0 2,497.1 5,722.7 19,976.0 164,209.0 
C26 Hendry 14,151.3 16.8 164,708.5 10,871.2 7,037.0 13,276.3 16,305.8 17,714.3 138.6 166,067.6 6,385.5 7,439.3 13,830.3 14,791.1 226,366.8 
C27 Hernando 29,267.8 
 
21,120.2 32,338.8 7,700.1 2,619.8 2,224.8 38,789.4 
 
18,602.2 25,430.7 7,830.2 2,369.2 2,250.0 95,271.6 
C28 Highlands 25,413.7 1.4 156,547.9 14,621.2 20,091.1 12,029.4 9,473.6 32,149.4 0.2 150,896.9 9,601.3 20,787.1 14,405.8 10,337.5 238,178.2 
C29 Hillsborough 79,659.5 0.9 111,784.9 11,661.6 54,043.9 3,732.7 20,162.0 112,818.7 0.8 80,078.3 9,715.2 56,200.1 3,033.5 19,198.7 281,045.3 
C30 Holmes 9,891.5 1.0 38,541.2 52,129.6 1,264.2 267.0 19,201.0 13,917.4 1.0 37,877.4 46,035.3 1,434.1 239.5 21,790.8 121,295.4 
C31 Indian River 17,676.3 168.7 58,811.9 6,296.1 6,535.4 3,779.6 5,024.9 22,116.5 27.3 56,213.1 4,900.9 7,213.3 2,556.0 5,265.8 98,292.9 
C32 Jackson 19,673.8 
 
105,987.9 83,833.1 4,516.9 987.0 24,275.7 26,837.3 
 
100,759.0 77,875.8 4,672.2 934.0 28,196.2 239,274.5 
C33 Jefferson 7,316.8 
 
32,044.2 43,639.4 2,486.1 2,083.7 28,605.2 11,936.0 
 
28,269.8 41,559.3 2,314.1 2,568.1 29,528.1 116,175.3 
C34 Lafayette 6,561.2 
 
24,053.5 53,718.7 789.8 1,521.6 30,958.0 12,813.9 
 
20,499.5 45,329.1 1,012.0 3,004.1 34,944.1 117,602.7 
C35 Lake 27,006.2 
 
100,188.2 12,853.2 35,812.8 14,829.7 25,056.5 42,917.6 
 
83,117.6 12,801.2 38,234.1 12,983.6 25,692.5 215,746.6 
C36 Lee 79,645.5 768.8 45,225.7 24,795.1 71,701.1 2,452.1 18,597.7 97,594.4 175.8 35,140.4 15,356.3 73,573.4 2,514.5 18,831.2 243,185.9 
C37 Leon 23,950.4 
 
25,376.8 49,412.8 3,585.2 3,358.4 14,151.5 40,753.4 
 
20,581.3 37,304.0 3,432.4 3,719.7 14,044.3 119,835.1 
C38 Levy 22,085.8 
 
60,950.8 100,192.8 21,940.0 7,315.7 31,324.9 39,039.1 
 
57,237.8 84,550.1 22,130.8 8,105.0 32,747.1 243,809.9 
C39 Liberty 4,470.8 
 
8,110.3 42,494.7 1,229.5 1,925.7 22,443.4 5,962.4 
 
7,349.0 39,169.3 1,266.8 2,753.5 24,173.4 80,674.3 
C40 Madison 12,568.1 
 
59,470.7 61,556.9 980.6 2,885.4 41,619.5 23,699.0 
 
48,237.2 59,503.1 1,274.4 2,699.6 43,667.9 179,081.3 
C41 Manatee 26,148.4 1.5 109,865.9 11,383.7 31,157.0 6,004.8 13,413.4 40,536.0 3.3 98,457.2 8,739.2 31,513.2 5,492.0 13,233.8 197,974.7 
C42 Marion 54,501.3 
 
117,875.4 87,657.5 8,937.9 5,935.9 11,421.4 76,724.0 
 
108,072.5 75,568.9 8,923.9 5,175.0 11,865.2 286,329.3 
C43 Martin 19,392.1 8.9 63,325.6 11,965.0 35,331.9 7,068.2 2,828.2 24,549.8 13.1 61,404.8 8,825.7 35,340.8 6,998.0 2,787.6 139,919.9 
C44 Monroe 8,986.5 21.4 97.5 1,147.5 80,930.3 595.3 3,950.5 9,682.5 6.6 19.4 808.6 80,557.9 414.6 4,239.5 95,729.0 
C45 Nassau 13,784.7 
 
22,284.8 77,344.0 8,941.8 12,633.6 32,123.8 23,743.4 
 
18,527.1 70,205.3 10,226.1 11,836.5 32,574.2 167,112.6 
C46 Okaloosa 19,760.9 
 
22,367.1 49,132.0 16,028.5 388.5 15,396.1 26,308.4 
 
19,813.7 44,104.5 16,175.1 255.5 16,415.8 123,073.0 
254 
 
FGDL Code County URB_87C EXO_87C UNF_87C UFO_87C WAT_87C WNF_87C WFO_87C URB_03C EXO_03C UNF_03C UFO_03C WAT_03C WNF_03C WFO_03C Total 
C47 Okeechobee 10,062.9 0.1 132,700.1 7,912.1 29,245.9 10,754.3 6,784.1 12,118.1 0.1 129,065.0 5,267.4 29,838.2 13,599.6 7,571.0 197,459.4 
C48 Orange 58,628.7 
 
86,122.4 19,691.7 24,675.6 2,782.9 29,430.3 87,387.7 
 
62,686.2 12,829.1 26,922.6 2,868.0 28,638.0 221,331.5 
C49 Osceola 18,973.1 
 
179,397.7 11,567.2 33,694.2 26,458.1 43,292.3 29,775.2 
 
171,942.1 9,855.1 36,458.6 20,496.9 44,854.7 313,382.5 
C50 Palm Beach 105,989.9 959.2 193,634.9 7,147.4 69,571.7 7,031.8 2,086.2 125,991.3 1,399.3 176,722.8 4,359.0 69,900.5 6,191.4 1,856.9 386,421.1 
C51 Pasco 36,282.9 
 
69,637.2 21,320.3 13,152.1 4,533.1 16,538.4 52,634.1 0.1 56,964.6 17,332.6 13,017.8 5,159.6 16,355.3 161,464.0 
C52 Pinellas 53,810.1 2.4 5,368.0 2,408.4 49,878.0 356.5 2,843.8 61,060.0 4.9 1,225.9 601.0 49,402.6 201.1 2,171.8 114,667.2 
C53 Polk 98,477.6 
 
184,259.3 22,059.8 39,809.8 24,810.6 37,849.7 126,681.8 
 
157,042.3 19,044.7 43,754.2 23,810.5 36,933.3 407,266.8 
C54 Putnam 18,958.6 
 
34,080.9 64,199.6 22,997.4 3,691.8 22,971.6 32,107.1 
 
29,045.6 55,268.5 22,951.0 3,745.9 23,781.9 166,900.0 
C55 St. Johns 19,358.7 
 
29,080.3 53,312.6 18,985.1 3,572.8 26,332.2 31,842.5 
 
25,566.3 43,209.1 19,437.4 3,322.6 27,263.8 150,641.7 
C56 St. Lucie 30,385.9 329.7 86,809.9 9,082.0 11,720.4 3,350.7 4,773.0 37,067.0 26.2 82,964.2 5,887.4 12,968.1 3,119.0 4,419.7 146,451.5 
C57 Santa Rosa 23,712.1 
 
37,070.5 78,596.6 31,196.5 2,599.3 19,374.6 33,908.9 
 
34,377.5 70,734.7 31,485.8 2,111.9 19,930.9 192,549.5 
C58 Sarasota 41,453.2 
 
41,361.9 10,348.3 16,531.9 4,794.4 4,908.0 54,279.8 
 
32,220.2 6,261.3 17,258.5 4,496.0 4,881.9 119,397.7 
C59 Seminole 24,732.0 
 
19,707.8 7,736.6 9,514.6 2,163.6 9,857.4 34,720.6 
 
12,330.0 5,028.6 9,901.3 1,746.4 9,985.3 73,712.1 
C60 Sumter 10,222.5 
 
60,611.0 15,975.5 3,220.5 5,568.0 9,685.4 16,613.8 
 
55,423.8 15,151.3 3,955.3 4,817.6 9,320.9 105,282.7 
C61 Suwannee 18,454.1 
 
94,127.8 55,296.5 1,203.6 319.7 1,561.5 30,904.5 
 
72,188.8 63,716.1 1,543.6 275.2 2,334.9 170,963.1 
C62 Taylor 15,239.8 
 
33,849.7 111,637.4 14,098.8 3,163.7 69,194.0 37,031.5 
 
28,345.2 88,581.8 14,520.7 3,247.3 75,456.9 247,183.4 
C63 Union 4,703.3 
 
18,519.7 27,423.9 791.6 92.8 10,383.0 6,740.5 
 
14,257.8 27,150.3 877.0 190.2 12,698.6 61,914.2 
C64 Volusia 51,432.8 
 
45,857.4 52,175.2 41,044.1 5,869.5 47,665.2 67,155.1 
 
39,059.2 40,534.7 42,959.0 5,866.4 48,469.9 244,044.2 
C65 Wakulla 5,900.5 
 
11,863.4 29,406.3 11,308.2 2,415.2 10,111.1 13,162.6 
 
8,132.9 25,740.1 11,779.0 2,150.4 10,039.8 71,004.7 
C66 Walton 17,300.6 
 
41,496.6 97,635.5 27,677.8 955.0 23,201.6 26,594.6 
 
39,762.7 87,003.2 28,148.3 884.1 25,874.1 208,267.0 






Table 50. Level 2 land cover change data for each county for 1987 and 2003 under the With Parks scenario. Land cover types include URB = Urban, EXO = Exotic, UNF = Upland, Non-Forested, UFO = Upland, Forested, WAT = Water, WNF = Wetland, Non-
Forested, and WFO = Wetland, Forested. Arithmetic differences between the 1987 and 2003 values are indicated in the columns labeled DIF. Percent change between the 1987 and 2003 values are indicated in the columns labeled PCT. The PCTURB_87 column 
contains the values of Percent Urban in 1987 calculated as the area for URB_87 divided by the Total county area. PCTURB_03 was calculated the same way using URB_03 as the numerator. 
FGDL Code County URB_DIF EXO_DIF UNF_DIF UFO_DIF WAT_DIF WNF_DIF WFO_DIF URB_PCT EXO_PCT UNF_PCT UFO_PCT WAT_PCT WNF_PCT WFO_PCT PCTURB_87C PCTURB_03 
C01 Alachua 12,545.6 0.0 -17,180.5 3,236.4 -800.3 1,014.7 1,184.1 46.24% 0.00% -19.41% 4.67% -7.90% 15.22% 9.69% 12.68% 18.54% 
C02 Baker 4,893.3 -0.4 -1,404.1 -3,737.5 155.3 143.5 -50.1 69.78% -28.57% -9.32% -8.72% 263.51% 101.34% -0.25% 8.24% 13.98% 
C03 Bay 18,864.0 -0.3 -4,144.4 -17,523.6 -941.4 482.9 3,262.8 101.31% -27.27% -24.55% -16.73% -2.28% 7.72% 12.42% 8.70% 17.51% 
C04 Bradford 3,515.1 0.0 -6,600.4 1,041.3 109.3 69.9 1,864.8 43.33% 0.00% -29.00% 3.84% 6.50% 39.85% 17.51% 11.50% 16.49% 
C05 Brevard 14,963.7 13.4 -6,781.2 -8,009.6 1,048.4 -3,004.3 1,769.7 30.30% 931.25% -11.92% -35.33% 1.73% -15.62% 20.58% 22.72% 29.60% 
C06 Broward 16,497.5 -1,907.3 -15,306.1 -502.8 852.8 129.6 236.4 21.79% -63.53% -60.88% -82.87% 11.82% 1.69% 4.25% 60.61% 73.81% 
C07 Calhoun 6,041.7 0.0 -2,617.1 -6,758.5 155.3 171.3 3,007.4 95.06% 0.00% -10.49% -8.40% 11.04% 19.17% 9.28% 4.34% 8.47% 
C08 Charlotte 5,478.7 48.0 -4,321.2 -3,144.6 1,232.5 861.9 -155.3 15.05% 360.14% -8.78% -23.97% 3.72% 15.71% -3.03% 25.54% 29.38% 
C09 Citrus 11,808.5 0.0 -5,407.7 -6,301.7 404.8 -1,212.8 709.0 34.90% 0.00% -24.14% -18.86% 2.33% -16.30% 9.94% 27.82% 37.53% 
C10 Clay 12,494.8 -0.1 -7,022.1 -6,466.8 -252.1 716.0 530.2 74.43% -100.00% -33.55% -14.33% -2.81% 89.37% 3.87% 15.78% 27.53% 
C11 Collier 14,706.0 -120.0 -7,663.9 -9,478.5 950.3 -821.3 2,427.4 42.40% -65.60% -12.09% -40.27% 9.75% -7.41% 6.26% 19.12% 27.23% 
C12 Columbia 11,150.3 0.0 -15,965.6 3,267.2 252.6 107.6 1,188.0 72.39% 0.00% -25.37% 6.00% 27.75% 14.02% 7.27% 10.22% 17.61% 
C13 Miami-Dade 14,521.8 -11.3 -12,681.4 -980.7 -712.3 -754.8 618.8 14.96% -0.15% -32.65% -74.48% -2.65% -4.40% 30.18% 50.84% 58.44% 
C14 DeSoto 2,193.1 0.0 -1,734.4 -515.8 -774.7 777.6 54.2 26.45% 0.00% -1.50% -10.49% -28.96% 12.77% 0.46% 5.56% 7.03% 
C15 Dixie 9,413.4 0.0 -2,621.8 -7,722.4 161.4 -21.1 790.5 112.08% 0.00% -10.92% -13.86% 1.30% -0.95% 1.62% 5.54% 11.75% 
C16 Duval 20,442.0 0.0 -8,834.0 -12,183.1 601.7 -249.5 222.9 32.07% 0.00% -36.31% -26.05% 2.93% -5.56% 1.02% 35.09% 46.35% 
C17 Escambia 10,314.0 0.0 -3,463.0 -7,676.8 348.3 -65.9 543.4 29.96% 0.00% -11.61% -10.91% 1.81% -14.00% 2.97% 19.95% 25.92% 
C18 Flagler 7,965.7 0.0 964.1 -8,718.6 321.9 -49.5 -483.7 45.77% 0.00% 4.52% -21.30% 4.01% -1.24% -1.72% 14.54% 21.19% 
C19 Franklin 1,694.7 0.0 -191.3 -1,520.0 -123.2 237.2 -97.4 29.94% 0.00% -11.57% -12.12% -0.38% 7.29% -2.55% 9.55% 12.41% 
C20 Gadsden 5,482.4 0.0 -3,309.8 -10,335.7 265.1 28.3 7,869.8 46.88% 0.00% -11.99% -14.78% 8.64% 17.70% 47.94% 9.08% 13.33% 
C21 Gilchrist 5,459.5 0.0 -9,998.5 2,399.2 151.2 98.9 1,889.6 87.03% 0.00% -21.60% 8.95% 17.79% 17.44% 23.46% 7.06% 13.21% 
C22 Glades 1,869.6 4.4 -9,829.0 2,230.8 1,676.8 2,653.2 1,394.2 28.19% 70.00% -7.98% 8.28% 6.57% 8.92% 48.89% 3.09% 3.96% 
C23 Gulf 3,391.8 0.0 -1,684.6 -3,656.2 100.4 26.8 1,821.7 43.97% 0.00% -13.59% -5.34% 0.35% 0.89% 5.72% 5.07% 7.30% 
C24 Hamilton 10,380.1 0.0 -11,286.5 -2,879.4 2,168.6 166.0 1,451.2 63.37% 0.00% -28.91% -5.78% 135.24% 10.39% 9.02% 13.15% 21.48% 
C25 Hardee 5,568.8 0.0 -5,929.1 -831.8 1,825.7 -483.0 -150.7 74.07% 0.00% -4.99% -7.72% 271.93% -7.78% -0.75% 4.58% 7.97% 
C26 Hendry 3,563.0 121.8 1,359.2 -4,485.7 402.3 554.0 -1,514.6 25.18% 723.53% 0.83% -41.26% 5.72% 4.17% -9.29% 6.25% 7.83% 
C27 Hernando 9,521.6 0.0 -2,518.0 -6,908.1 130.1 -250.7 25.2 32.53% 0.00% -11.92% -21.36% 1.69% -9.57% 1.13% 30.72% 40.71% 
C28 Highlands 6,735.8 -1.2 -5,651.0 -5,019.9 696.1 2,376.4 863.9 26.50% -86.67% -3.61% -34.33% 3.46% 19.75% 9.12% 10.67% 13.50% 
C29 Hillsborough 33,159.2 -0.1 -31,706.6 -1,946.3 2,156.1 -699.1 -963.3 41.63% -10.00% -28.36% -16.69% 3.99% -18.73% -4.78% 28.34% 40.14% 
C30 Holmes 4,026.0 0.0 -663.8 -6,094.4 169.8 -27.5 2,589.8 40.70% 0.00% -1.72% -11.69% 13.43% -10.31% 13.49% 8.15% 11.47% 
C31 Indian River 4,440.2 -141.4 -2,598.8 -1,395.3 678.0 -1,223.6 240.9 25.12% -83.83% -4.42% -22.16% 10.37% -32.37% 4.79% 17.98% 22.50% 
C32 Jackson 7,163.5 0.0 -5,228.9 -5,957.3 155.2 -53.0 3,920.5 36.41% 0.00% -4.93% -7.11% 3.44% -5.37% 16.15% 8.22% 11.22% 
C33 Jefferson 4,619.2 0.0 -3,774.4 -2,080.1 -172.0 484.4 923.0 63.13% 0.00% -11.78% -4.77% -6.92% 23.25% 3.23% 6.30% 10.27% 
C34 Lafayette 6,252.8 0.0 -3,554.0 -8,389.5 222.2 1,482.5 3,986.1 95.30% 0.00% -14.78% -15.62% 28.14% 97.43% 12.88% 5.58% 10.90% 
C35 Lake 15,911.4 0.0 -17,070.6 -51.9 2,421.3 -1,846.1 635.9 58.92% 0.00% -17.04% -0.40% 6.76% -12.45% 2.54% 12.52% 19.89% 
C36 Lee 17,948.9 -593.0 -10,085.3 -9,438.8 1,872.3 62.5 233.5 22.54% -77.14% -22.30% -38.07% 2.61% 2.55% 1.26% 32.75% 40.13% 
C37 Leon 16,802.9 0.0 -4,795.5 -12,108.8 -152.8 361.4 -107.2 70.16% 0.00% -18.90% -24.51% -4.26% 10.76% -0.76% 19.99% 34.01% 
C38 Levy 16,953.3 0.0 -3,713.0 -15,642.7 190.8 789.4 1,422.3 76.76% 0.00% -6.09% -15.61% 0.87% 10.79% 4.54% 9.06% 16.01% 
C39 Liberty 1,491.7 0.0 -761.3 -3,325.4 37.4 827.7 1,730.0 33.36% 0.00% -9.39% -7.83% 3.04% 42.98% 7.71% 5.54% 7.39% 
C40 Madison 11,130.8 0.0 -11,233.5 -2,053.8 293.9 -185.8 2,048.4 88.56% 0.00% -18.89% -3.34% 29.97% -6.44% 4.92% 7.02% 13.23% 
C41 Manatee 14,387.6 1.8 -11,408.7 -2,644.5 356.2 -512.8 -179.6 55.02% 117.65% -10.38% -23.23% 1.14% -8.54% -1.34% 13.21% 20.48% 
C42 Marion 22,222.7 0.0 -9,803.0 -12,088.6 -14.0 -760.9 443.8 40.77% 0.00% -8.32% -13.79% -0.16% -12.82% 3.89% 19.03% 26.80% 
C43 Martin 5,157.7 4.2 -1,920.8 -3,139.3 8.9 -70.2 -40.6 26.60% 47.47% -3.03% -26.24% 0.03% -0.99% -1.44% 13.86% 17.55% 
C44 Monroe 696.0 -14.9 -78.1 -338.9 -372.4 -180.6 289.0 7.74% -69.33% -80.15% -29.54% -0.46% -30.34% 7.32% 9.39% 10.11% 
C45 Nassau 9,958.7 0.0 -3,757.7 -7,138.7 1,284.3 -797.0 450.5 72.24% 0.00% -16.86% -9.23% 14.36% -6.31% 1.40% 8.25% 14.21% 
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FGDL Code County URB_DIF EXO_DIF UNF_DIF UFO_DIF WAT_DIF WNF_DIF WFO_DIF URB_PCT EXO_PCT UNF_PCT UFO_PCT WAT_PCT WNF_PCT WFO_PCT PCTURB_87C PCTURB_03 
C46 Okaloosa 6,547.6 0.0 -2,553.4 -5,027.5 146.6 -133.0 1,019.7 33.13% 0.00% -11.42% -10.23% 0.91% -34.24% 6.62% 16.06% 21.38% 
C47 Okeechobee 2,055.2 0.0 -3,635.1 -2,644.7 592.4 2,845.4 786.9 20.42% 0.00% -2.74% -33.43% 2.03% 26.46% 11.60% 5.10% 6.14% 
C48 Orange 28,759.0 0.0 -23,436.2 -6,862.7 2,247.0 85.1 -792.3 49.05% 0.00% -27.21% -34.85% 9.11% 3.06% -2.69% 26.49% 39.48% 
C49 Osceola 10,802.1 0.0 -7,455.6 -1,712.1 2,764.4 -5,961.2 1,562.5 56.93% 0.00% -4.16% -14.80% 8.20% -22.53% 3.61% 6.05% 9.50% 
C50 Palm Beach 20,001.4 440.1 -16,912.1 -2,788.5 328.8 -840.4 -229.3 18.87% 45.88% -8.73% -39.01% 0.47% -11.95% -10.99% 27.43% 32.60% 
C51 Pasco 16,351.2 0.1 -12,672.6 -3,987.7 -134.3 626.5 -183.2 45.07% 0.00% -18.20% -18.70% -1.02% 13.82% -1.11% 22.47% 32.60% 
C52 Pinellas 7,249.9 2.4 -4,142.1 -1,807.4 -475.4 -155.4 -672.0 13.47% 100.00% -77.16% -75.04% -0.95% -43.60% -23.63% 46.93% 53.25% 
C53 Polk 28,204.2 0.0 -27,217.1 -3,015.1 3,944.4 -1,000.1 -916.4 28.64% 0.00% -14.77% -13.67% 9.91% -4.03% -2.42% 24.18% 31.11% 
C54 Putnam 13,148.6 0.0 -5,035.3 -8,931.2 -46.4 54.1 810.3 69.35% 0.00% -14.77% -13.91% -0.20% 1.47% 3.53% 11.36% 19.24% 
C55 St. Johns 12,483.8 0.0 -3,514.0 -10,103.5 452.2 -250.2 931.6 64.49% 0.00% -12.08% -18.95% 2.38% -7.00% 3.54% 12.85% 21.14% 
C56 St. Lucie 6,681.1 -303.5 -3,845.7 -3,194.6 1,247.7 -231.8 -353.3 21.99% -92.06% -4.43% -35.17% 10.65% -6.92% -7.40% 20.75% 25.31% 
C57 Santa Rosa 10,196.7 0.0 -2,693.0 -7,861.9 289.3 -487.4 556.3 43.00% 0.00% -7.26% -10.00% 0.93% -18.75% 2.87% 12.31% 17.61% 
C58 Sarasota 12,826.6 0.0 -9,141.8 -4,087.0 726.6 -298.4 -26.1 30.94% 0.00% -22.10% -39.49% 4.39% -6.22% -0.53% 34.72% 45.46% 
C59 Seminole 9,988.6 0.0 -7,377.8 -2,708.0 386.6 -417.2 127.9 40.39% 0.00% -37.44% -35.00% 4.06% -19.28% 1.30% 33.55% 47.10% 
C60 Sumter 6,391.4 0.0 -5,187.1 -824.1 734.9 -750.4 -364.5 62.52% 0.00% -8.56% -5.16% 22.82% -13.48% -3.76% 9.71% 15.78% 
C61 Suwannee 12,450.4 0.0 -21,938.9 8,419.6 340.0 -44.5 773.4 67.47% 0.00% -23.31% 15.23% 28.25% -13.91% 49.53% 10.79% 18.08% 
C62 Taylor 21,791.7 0.0 -5,504.5 -23,055.7 421.9 83.6 6,262.9 142.99% 0.00% -16.26% -20.65% 2.99% 2.64% 9.05% 6.17% 14.98% 
C63 Union 2,037.2 0.0 -4,261.9 -273.6 85.4 97.4 2,315.5 43.31% 0.00% -23.01% -1.00% 10.79% 104.95% 22.30% 7.60% 10.89% 
C64 Volusia 15,722.3 0.0 -6,798.2 -11,640.5 1,914.9 -3.1 804.7 30.57% 0.00% -14.82% -22.31% 4.67% -0.05% 1.69% 21.08% 27.52% 
C65 Wakulla 7,262.1 0.0 -3,730.5 -3,666.2 470.8 -264.8 -71.4 123.08% 0.00% -31.45% -12.47% 4.16% -10.96% -0.71% 8.31% 18.54% 
C66 Walton 9,294.0 0.0 -1,733.9 -10,632.3 470.5 -70.9 2,672.6 53.72% 0.00% -4.18% -10.89% 1.70% -7.43% 11.52% 8.31% 12.77% 
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Figure 36.Changes in FRAGSTATS urban landscape metrics from 1987 to 2003. (A) Change in Total Urban Area (Class Area, CA). Green colors indicate values lower than the median urban area growth, while orange and red indicate higher urban area growth. The 
distribution of counties was significantly aggregated per the Global Moran’s I Index.  (B) Change in the Largest Polygon Index (LPI) metric. Higher values indicate counties in which the relative size of the largest urban land polygon increased over the study period. 
(C) Change in the Urban Edge Density (ED) metric. Higher values indicate counties with increases in the ratio of urban edge to total edge over time. Counties were significantly aggregated per the Global Moran’s I Index.  (D) Change in the Contiguity Index 
(CONTIG). Large values indicate greater increases in the size of contiguous urban patches over time. This distribution was significantly aggregated per the Global Moran’s I Index. (E) Change in Proximity Index (PROX). Larger values indicate increasingly less 
distance between adjacent patches of urban area over time. (F) Changes in Clumpiness Index (CLUMPY). Larger values indicate increasingly greater aggregation of urban area patches. This distribution was significantly aggregated as indicated by the Global Moran’s 
I Index at p = 0.051.  (G) Change in the Effective Mesh Size (MESH) metric. Larger values indicate an increasingly larger urban patch size. (H) Splitting Index (SPLIT) metric. Larger values indicate an increasingly disaggregated urban area over time, while smaller 







Figure 37.Changes in FRAGSTATS urban landscape metrics from 1987 to 2003. (A) Change in the Number of 
Patches (NP) metric for urban areas. Larger values denoted increasing numbers of discrete urban area patches over 
time. Counties were significantly aggregated per the Global Moran’s I Index. (B) Mean Patch Area (AREA_MN) 
metric for urban areas.  Larger values indicated increasing mean urban patch size over time, while smaller values 
indicate a decline in the mean urban patch size. Counties were significantly aggregated per the Global Moran’s I 
Index. (C) Changes in the Disjunct Urban Area Density (DCAD) metric for urban areas. High values denoted 
increasing numbers of discrete urban area patches over time, while low values indicated increasingly fewer 
disjunct urban area patches. Counties were significantly aggregated per the Global Moran’s I Index.  (D) 
Connectance Index (CONNECT) for urban areas.  Larger values indicated increasing connectedness between 






Figure 38.Spatial autocorrelation in the change of FRAGSTATS urban landscape metrics from 1987 to 2003. (A) Local Moran’s I revealed a cluster of counties in the Big Bend (North) and Panhandle (Northwest) regions of Florida with significantly higher values for 
percent increase in Total Urban Area over time. Miami-Dade (C13) and Monroe (C44) Counties in south Florida were part of a cluster of counties with low percent increase over time. (B) Miami-Dade (C13) and Monroe (C44) Counties in south Florida were part of a 
cluster of counties with low percent increase in the LPI over time. (C) Counties in north and northwest Florida with increasing values for Urban Edge Density (ED) were significantly aggregated per Local Moran’s I. Broward (C06) and Palm Beach (C50) Counties 
formed the core of a cluster of counties with very low or decreasing values for ED. (D) A group of eight counties in the Big Bend region of north Florida formed a significant cluster of high increases in the urban lands Contiguity (CONTIG) index. (E) Wakulla County 
(C65) was an outlier with larger increases in Mean Proximity Index (PROX) than the counties around it. (F) A group of three counties in north Florida formed a cluster of high percent increase in the Clumpiness Index (CLUMPY) for urban lands between 1987 and 
2003 per Local Moran’s I. (F) No counties were part of a cluster of high or low values for changes in urban area Effective Mesh Size (MESH). (H) Miami-Dade, Monroe and Charlotte Counties in the South region formed clusters of high percent increase in Splitting 





Figure 39.Spatial autocorrelation in the change of FRAGSTATS urban landscape metrics from 1987 to 2003. (A) 
Clusters of increasing value in the Number of Patches (NP) metric for urban areas occurred in counties between 
Tallahassee and Jacksonville in the North and Northwest regions of Florida per Local Moran’s I analysis.  A 
significant cluster of decreasing values occurred in Hillsborough (C29) and Pinellas (C52) Counties around 
Tampa. (B) Clusters of decreasing value for Mean Patch Area (AREA_MN) took place in Flagler (C18) and St. 
Johns (C55) Counties south of Jacksonville. Increases in urban Mean Patch Area occurred in the urban areas near 
Orlando and Tampa. Taylor County (C62) was the focus of an outlier cluster of increasing Mean Patch Area in 
northwest Florida. (C) The cluster pattern for Disjunct Core Area Density (DCAD) was the same as that shown in 
(A) for Number of Urban Patches. (D) Clusters of increasing values for Connectance Index (CONNECT) occurred 
















Figure 40.Cluster analysis of land cover change, 1987 – 2003, for With Parks scenario using Local Moran’s I analysis. (A) Local 
Moran’s I revealed a cluster of counties in the Big Bend (North) and Panhandle (Northwest) regions of Florida with significantly 
higher values for Percent Change in Urban Area over time. Charlotte County (C08) in south Florida was part of a cluster of counties 
with low percent increase in urban land over time. (B) A significantly distinct cluster of counties whose Upland Forested land cover 
increased over time appeared in North Florida. Okeechobee County in South Florida was part of a cluster of counties with substantial 
losses in Upland Forested habitat. Glades County was an outlier of Upland Forested land cover increase among several counties whose 
forest cover decreased over time. (C) Wetland Non-Forested land cover increased over time in a cluster in North Florida that included 
Bradford (C04), Clay (C10) and Gilchrist (C22) Counties. Baker County (C02) was a significant outlier of high Wetland Non-Forested 
habitat loss in this area. (D) The distribution of Wetland Forested land cover change was random (Global Moran’s I p > 0.236), but 
Local Moran’s I analysis identified Gadsden County (C20) northwest of Tallahassee as an outlier of large Wetland Forest habitat 





Trends in Habitat Land Cover Change – No Parks Scenario 
The evaluation of percent change in Class 1-Urban land cover under the No Parks scenario 
(Figure 41A) looked little different from the results for the With Parks scenario (Figure 41A). 
This is not surprising considering that the conservation areas removed from the No Parks 
analysis have little urban development located within them, by design.  
In contrast, the results for Class 4-Upland, Forested land cover under the No Parks scenario 
(Figure 41B) looked quite different from the respective changes for the With Parks scenario 
(Figure 41B).  A total of 13 counties (19.4%) under the With Parks scenario had upland forest 
losses of 22% or greater (Figure 46B), while 36 counties (53.7%) were included in that quintile 
class under the No Parks scenario (Figure 41B). In particular, many of the counties in South 
Florida with very large conservation lands holdings (Figure 41) show very high losses of forested 
uplands under the No Parks scenario. These differences illustrate that the actual loss of upland 
forested habitat in those South Florida counties which was under the jurisdiction of local 
government development regulations was much higher than the results under the With Parks 
scenario revealed. The protection afforded to upland forested habitat under the With Parks 
scenario masked much of the habitat losses actually occurring in these counties 
Outside of South Florida, the pattern of change in upland forested habitat for the No Parks 
scenario was essentially the same as that of the With Parks scenario. In North Florida, only 
Duval County around Jacksonville slipped from the second quintile to the lowest quintile with 
losses in upland forests exceeding -22%. In Central Florida, coastal Volusia County northeast of 
Orlando moved from the second quintile to the lowest quintile with a -22.3% upland forested 
loss rate (Figure 41B, Table 50). A row of counties between Tampa and Orlando (Hillsborough, 
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Polk and Osceola) fell by one or more quintile classifications (Figure 15B, Figure 41B), 
reflecting substantial losses in upland forested habitat in the No Parks scenario that was not 
evident in the With Parks data.  
Changes in Class 6-Wetland, Non-Forested cover under the No Parks scenario showed similar, 
but less dramatic, changes from the With Parks condition. From the west coast south of Tampa to 
the east coast the counties of Sarasota, Charlotte, Lee, Collier, Monroe, Miami-Dade, Palm 
Beach and Indian River were all reduced by one or more quintile classifications in their measure 
of wetland non-forested habitat loss in the No Parks scenario as compared to the With Parks data 
(Figure 15C, Figure 41C). Similarly, in the Central region, Lake and Marion Counties northwest 
of Orlando, Seminole County to the north, and Brevard County to the east experienced non-
forested wetland losses of greater than -8%, putting them in the lowest quintile classification. 
Several counties showed improvement in non-forested wetland changes under the No Parks 
scenario, including Orange, Volusia, Alachua, Levy and Leon Counties.  
The map of changes in Class 7 – Wetland, Forested land cover under the No Parks condition 
(Figure 41D) looked very similar to that of the With Parks scenario (Figure 15D). Several 
counties throughout the state experienced greater losses (or smaller increases) of forested 
wetland habitat under the No Parks scenario including Orange and Lake in the Central region, 
Leon and Baker in the Northwest and North regions, and Sarasota, Collier, Broward and Palm 
Beach Counties in South Florida (Figure 15D, Figure 41D). Other counties showed larger 
percent increases in forested wetland cover during the study period including Walton, 




The spatial distribution of land cover changes under the No Parks scenario showed little variation 
from the With Parks condition. The urban, upland forested and wetland non-forested maps for 
No Parks contained significant clumping as indicated by the Global Moran’s I index (Figure 42), 
the same as for the With Parks condition. The Local Moran’s I analysis revealed significant 
clusters of urban land increases in the North and Northwest region (Figure 42A), but also 
identified a cluster of low change in urban land area in extreme South Florida that was not 
present under the With Parks scenario (Figure 40A). A significant cluster of counties showing 
increases in upland forested cover appeared in North Florida under the No Parks scenario (Figure 
23B); this cluster was similar in location to the one identified in the With Parks scenario, but 
varied slightly in the membership of counties identified. A cluster denoting loss in upland 
forested habitat appeared in South Florida focused on Palm Beach and Broward Counties that 
had not occurred under the With Parks scenario (Figure 42B, Figure 40B).  
As in the With Parks scenario, a cluster of increased non-forested wetland cover occurred in 
North Florida southwest of Jacksonville in the No Parks data (Figure 42C).  A second, disjunct 
cluster centered on Gilchrist County visible in the With Parks data (Figure 15C) did not appear 
under the No Parks scenario (Figure 42C). Although the overall spatial distribution of wetland 
forested cover by county did not significantly differ from random (Global Moran’s I = 0.136906, 
p = 0.113138), a significant cluster of forested wetland losses was identified by Local Moran’s I 





Figure 41.Percent change in land cover, 1987 to 2003, for No Parks scenario. (A) Percent change in Urban Area 
was significantly clustered by county. Higher urban increases occurred in the North and Northwest regions, and 
lower change in Central and South Florida regions. This distribution is nearly identical to the With Parks scenario 
in Figure 20. (B) Percent change in Upland Forested land cover was significantly clustered. Compared to the With 
Parks scenario, a much larger number of counties in the South Florida region recorded substantial loss of Upland 
Forested habitat. Duval County (C16) in North Florida and Volusia County(C64) in the Central region also 
experienced larger losses in Wetland Forested habitat when park lands were not included. (D) Losses in Wetland 
Non-Forested habitat were significantly clustered by county. The overall pattern was similar to that for the With 
Parks scenario, but with greater losses in habitat in Lake (C35) and Marion (C42) counties in the area northwest of 
Orlando. Several counties in the South region showed greater Wetland Non-Forested losses than were evident in 
the With Parks scenario, including Collier (C11), Miami-Dade (C13) and Palm Beach (C50). (D)  The spatial 
pattern of Wetland Forested habitat change was random (Global Moran’s I = 0.137, p > 0.113) and little different 
than the pattern under the With Parks scenario. Counties with greater losses of Wetland Forested habitat without 





Figure 42.Cluster analysis of land cover change, 1987 – 2003, for No Parks scenario using Local Moran’s I 
analysis. (A) The distribution of counties included in clusters of high percent change in Urban Area was similar to 
that of the With Parks scenario. A cluster of low urban change in South Florida was not present in the With Parks 
scenario. (B) The cluster of counties with large increases in Upland Forested habitat was similar to that of the With 
Parks scenario. The cluster of counties with losses in Upland Forested habitat in the South region did not occur in 
the With Parks scenario. Glades County was an outlier of increased Upland Forested land cover in both scenarios. 
(C) The North region cluster of counties with increasing Wetland Non-Forested land cover was identical to the 
With Parks scenario except for Baker County, which was formerly an outlier with large Wetland Non-Forested 
cover loss under the With Parks scenario and is included in the cluster of habitat gains in the No Parks scenario. 
(D) Gadsden County in North Florida remains an outlier of Wetland Forested land cover increase in the Non Parks 
scenario. Hillsborough (C29) and Pinellas (C52) Counties at Tampa were part of a cluster of counties with high 
Wetland Forested habitat losses. The pattern of Wetland Forested cover gain and loss for Glades (C26) and Hendry 
(C22) Counties respectively was not different from the With Parks scenario in Figure 21, but the Local Moran’s I 























































































Figure 47.Cluster analysis of changes in FRAGSTATS habitat landscape metrics, 1987 – 2003, for With Parks scenario using Local Moran’s I analysis. (A) Local Moran’s I revealed a cluster of counties with high values 
for change in Largest Polygon Index (LPI) centered on Madison County (C40) in Northwest Florida. A significant cluster of counties including Bay (C03) and Washington (C67) possessed a negative trend in LPI over 
time. (B) Two clusters of decreasing AREA_MN appeared, one in North Florida (Bay and Washington Counties) and one in South Florida (Collier County). (C) Two clusters of decreasing GYRATE appeared, one in 
North Florida including Bay, Washington and Gulf (C23) Counties, and one in South Florida (Collier County). (D) A cluster of decreasing habitat shape complexity as measured by the SHAPE index appear in Northwest 
Florida, including Bay, Gulf, and Franklin (C19) Counties. Two clusters of increasing SHAPE habitat patch complexity appeared in South Florida, one involving Indian River (C31) and Okeechobee Counties, and the 
other including Miami-Dade and Monroe Counties. (E) Two clusters of counties exhibited negative trends in habitat CORE size including one in North Florida (Bay and Washington Counties) and one in South Florida 
(Collier County). (F) Two clusters of counties exhibited downward trends in habitat MESH size including one in North Florida (Bay and Washington Counties) and one in South Florida (Collier County). Two clusters 





Using Spatial Metrics to Characterize Habitat Change Patterns – No Parks Scenario 
The maps of percent change over time for FRAGSTATS metrics under the No Parks scenario 
appeared very similar to those for the With Parks data (Figure 48). In general, lower values 
denoting trends towards greater habitat fragmentation were more prevalent in the North and 
Northwest regions for all metrics except SHAPE_AM, whose higher values in the northern 
counties indicated a trend for less complex habitat patch shapes consistent with less 
fragmentation. The Central and South regions exhibited mostly higher values for the five metrics 
other than SHAPE_AM, indicating reduced tendencies toward habitat fragmentation over the 
study period. 
Only three of the No Parks scenario maps were significant for non-random spatial distributions at 
the p ≤ 0.05 level for the Global Moran’s I Index: LPI, AREA_AM and CORE_AM.  However, 
Local Moran’s I analysis revealed statistically significant clusters for all six metrics (Figure 49). 
As was seen in the With Parks scenario, clusters of low values appeared in the Northwest region 
for all metrics. Clusters of increasing values for LPI, AREA_AM and CORE_AM appeared in 
the Central region (Figures 27A, 27B). A cluster of high values for GYRATE_AM focused on 
Hardee County along the northern tier of counties in the South region (Figure 49C), and a similar 

















Figure 48.Changes in FRAGSTATS habitat landscape metrics from 1987 to 2003 for the No Parks scenario. (A) Change in the Largest Polygon Index (LPI) metric. The pattern of changes was similar to that in the With Parks scenario with a few 
key exceptions. Palm Beach County in South Florida exhibited a large percent change in LPI under the With Parks scenario, but a large percent decrease under No Parks. Conversely, Broward County showed a large decrease in LPI under With 
Parks and an increase in LPI over time under the No Parks scenario. This distribution was significantly aggregated per the Global Moran’s I Index. (B) Change in the Area Weighted Mean Patch Size (AREA_AM) metric. The overall distribution 
appeared similar to the With Parks scenario. Two counties in South Florida (Broward, Collier) that showed reductions in AREA_AM over time under With Parks exhibited increases under No Parks. The trend in Palm Beach County reversed 
from strongly positive under With Parks to strongly negative under No Parks. This distribution was significantly aggregated per the Global Moran’s I Index.  (C) Change in the Radius of Gyration (GYRATE) metric. Several South Florida 
counties (Broward, Collier, Miami-Dade) with negative trends in GYRATE under the With Parks scenario exhibited increases over time under the No Parks scenario. Counties were randomly distributed per the Global Moran’s I Index.  (D) 
Change in the Area Weighted Mean Shape Index (SHAPE) metric. The change in this metric over time for the No Parks scenario resembled the With Parks scenario for most counties. Habitat in Broward and Collier Counties showed increasing 
shape complexity over time in the No Parks scenario in contrast to the trend of decreasing shape complexity in the With Parks scenario. This distribution was randomly distributed per the Global Moran’s I Index. (E) Change in Area Weighted 
Mean Core Area (CORE) metric. The trend in CORE for Lake County in Central Florida changed from negative under the With Parks scenario to positive in the No Parks scenario. In South Florida, Broward and Collier Counties changed from a 
downward trend in CORE under With Parks to a positive trend over time under No Parks. Palm Beach County switched from a positive trend in CORE under With Parks to a negative trend over time under No Parks. Counties were significantly 
aggregated per the Global Moran’s I Index. (F) Change in the Effective Mesh Size (MESH) metric. In South Florida, Broward and Collier Counties changed from a downward trend in MESH under With Parks to a positive trend over time under 
















Figure 49.Cluster analysis of changes in FRAGSTATS habitat landscape metrics, 1987 – 2003, for No Parks scenario using Local Moran’s I analysis. (A) Local Moran’s I revealed a cluster of counties with high values for change in Largest 
Polygon Index (LPI) in Northwest Florida including Madison and Hamilton (C24) Counties. Orange County (C48) was at the center of a cluster of counties with increasing LPI over time. Two clusters of declining LPI appeared in Northwest 
Florida, one including Bay and Washington Counties, and the other centered on Leon County. Dixie (C15) and Lafayette (C34) Counties were high and low trending outliers for LPI, respectively. (B) One cluster of decreasing AREA_MN 
appeared in North Florida (Bay and Washington Counties). A cluster of increasing AREA_MN values appeared in Central Florida and included Osceola (C49), Brevard (C05) and Seminole (C59) Counties. Two counties were high outliers for 
AREA_MN, Collier in South Florida and Dixie in the North region. Lafayette County was a significant low value outlier in North Florida. (C) One cluster of decreasing GYRATE index appeared in North Florida including Bay and Washington 
Counties.  A cluster of increasing GYRATE values appeared in South Florida centered on Hardee County (C25). Outliers of decreasing GYRATE values included Levy (C38) and Hendry (C26) Counties. Collier County was an outlier of 
increasing GYRATE values. (D) Two clusters of decreasing habitat shape complexity as measured by the SHAPE index appeared in Northwest Florida, one including Bay and Washington Counties and the other focused on Taylor County (C62). 
One clusters of increasing SHAPE habitat patch complexity appeared in South Florida in Broward County. Collier and Glades Counties were outliers for increasing SHAPE values, while Hendry County located between them was an outlier for 
decreasing SHAPE values. (E) One cluster of counties exhibited negative trends in habitat CORE size over time in North Florida (Bay and Washington Counties). A cluster of increasing CORE values appeared in Central Florida and included 
Osceola, Brevard and Seminole Counties. Dixie (C15) and Lafayette (C34) Counties were high and low trending outliers for CORE, respectively. (F) Two clusters of counties exhibited increasing trends in habitat MESH size including one in 
North Florida (Hamilton County) and one in South Florida (Highlands County). One cluster in North Florida (Bay and Washington Counties) exhibited decreasing MESH size over time. Lafayette and Levy Counties in the North Florida region 




APPENDIX G:   
GRAPHICAL OUTPUT FROM NON-METRIC MULTIDIMENSIONAL  






































APPENDIX H:   
LOCAL GOVERNMENT COMPREHENSIVE PLAN QUALITY SCORES 





Table 51. Local Government Comprehensive Plan Quality Scores from Brody (2003) for 30 counties in Peninsular 
Florida. 
FGDL CODE County PlanBase Goals Coord Policy Implement Total 
C05 Brevard 0.6783 3.2353 5.5263 5.0000 5.4545 14.8944 
C06 Broward 0.4070 3.8235 3.1579 3.9744 3.1818 10.5702 
C08 Charlotte 5.5039 4.1176 4.7368 4.4872 0.0000 14.3584 
C11 Collier 0.3488 2.3529 4.4737 3.8462 0.9091 8.0846 
C13 Miami-Dade 0.6977 4.1176 5.7895 3.5897 3.6364 14.2412 
C14 DeSoto 0.2326 1.7647 2.1053 3.4615 2.2727 6.3753 
C22 Glades 2.3643 1.7647 3.1579 3.2051 1.8182 9.1051 
C25 Hardee 0.2907 3.5294 3.1579 2.5641 1.8182 8.7962 
C26 Hendry 2.5969 2.0588 4.2105 3.7179 2.7273 11.5935 
C28 Highlands 3.8178 3.2353 3.1579 4.8718 2.2727 12.4837 
C29 Hillsborough 4.7481 4.7059 2.3684 3.8462 0.4545 12.2769 
C31 Indian River 5.3101 2.9412 5.2632 5.1282 6.3636 19.8780 
C35 Lake 1.4535 7.0588 6.8421 6.5385 6.3636 21.7181 
C36 Lee 0.5814 2.3529 3.6842 6.0256 3.1818 9.8004 
C41 Manatee 0.4651 5.2941 6.5789 5.8974 5.0000 17.3382 
C42 Marion 0.2907 4.7059 3.9474 5.6410 4.0909 13.0349 
C43 Martin 3.6628 8.2353 6.5789 7.0513 10.0000 28.4770 
C44 Monroe 5.8721 4.4118 5.2632 5.5128 8.1818 23.7288 
C47 Okeechobee 0.2907 1.1765 2.1053 1.2821 0.0000 3.5724 
C48 Orange 3.3140 2.9412 5.2632 3.5897 0.9091 12.4274 
C49 Osceola 4.5543 2.3529 4.4737 4.2308 2.7273 14.1082 
C50 Palm Beach 1.7248 6.1765 7.6316 7.5641 7.2727 22.8056 
C51 Pasco 1.1434 2.9412 4.2105 5.8974 0.4545 8.7497 
C52 Pinellas 6.2791 7.6471 10.0000 7.6923 10.0000 33.9261 
C53 Polk 0.0000 2.0588 4.2105 1.5385 2.2727 8.5421 
C54 Putnam 1.0271 2.0588 2.6316 3.3333 0.4545 6.1721 
C56 St. Lucie 4.2054 5.2941 3.6842 4.3590 0.0000 13.1838 
C58 Sarasota 4.9612 2.3529 2.8947 4.2308 0.0000 10.2089 
C59 Seminole 1.4535 4.1176 4.2105 3.8462 5.0000 14.7817 





Table 52. Local Government Comprehensive Plan Quality Scores from Pannozzo (2013) for 67 counties in 
Florida. 
FGDL Code County BioDiv Goals Coord Reserve Manage Total 
C01 Alachua 2.73 5.00 8.33 5.00 3.70 24.76 
C02 Baker 1.36 1.40 2.50 1.43 0.56 7.25 
C03 Bay 1.36 3.40 5.83 2.14 1.11 13.85 
C04 Bradford 1.82 2.40 3.33 1.07 1.30 9.92 
C05 Brevard 1.36 2.40 5.00 2.14 1.85 12.76 
C06 Broward 1.36 2.20 5.00 1.43 1.48 11.47 
C07 Calhoun 0.91 2.20 3.33 1.43 0.56 8.43 
C08 Charlotte 1.36 3.60 5.83 3.93 1.30 16.02 
C09 Citrus 1.82 2.40 5.83 1.43 1.48 12.96 
C10 Clay 1.36 1.20 4.17 1.79 1.30 9.81 
C11 Collier 3.18 2.80 6.67 6.07 2.78 21.50 
C12 Columbia 1.36 2.00 3.33 1.07 0.74 8.51 
C14 DeSoto 1.82 2.00 6.67 1.79 1.67 13.94 
C15 Dixie 1.36 2.20 5.00 1.07 1.30 10.93 
C16 Duval 2.27 3.60 7.50 2.86 2.59 18.82 
C17 Escambia 1.82 1.80 4.17 0.71 1.48 9.98 
C18 Flagler 1.82 2.40 3.33 1.79 0.93 10.26 
C19 Franklin 0.45 1.00 5.00 0.36 1.11 7.92 
C20 Gadsden 0.91 2.00 4.17 2.14 1.30 10.51 
C21 Gilchrist 1.36 2.00 4.17 1.43 1.11 10.07 
C22 Glades 0.91 1.60 5.00 1.07 0.37 8.95 
C23 Gulf 0.45 1.20 5.00 0.00 0.19 6.84 
C24 Hamilton 1.36 1.80 2.50 1.07 0.74 7.48 
C25 Hardee 0.45 1.80 3.33 0.71 0.00 6.30 
C26 Hendry 0.91 1.20 4.17 1.07 0.56 7.90 
C27 Hernando 1.36 2.80 5.83 3.21 1.67 14.88 
C28 Highlands 1.36 2.00 6.67 2.50 1.67 14.20 
C29 Hillsborough 1.36 2.60 5.83 4.64 2.41 16.85 
C30 Holmes 0.91 1.40 2.50 0.36 0.56 5.72 
C31 Indian River 1.82 3.40 4.17 2.50 2.59 14.48 
C32 Jackson 1.36 2.00 4.17 2.86 0.74 11.13 
C33 Jefferson 0.00 1.00 3.33 1.43 0.56 6.32 
C34 Lafayette 1.36 2.00 3.33 1.07 0.93 8.69 
C35 Lake 3.64 4.40 5.83 4.29 3.33 21.49 
C36 Lee 0.91 3.80 6.67 3.93 2.59 17.90 
C37 Leon 0.91 2.20 6.67 2.14 1.48 13.40 
C38 Levy 0.91 1.80 5.83 1.79 1.67 11.99 
C39 Liberty 1.82 1.20 4.17 2.86 0.74 10.78 
C40 Madison 1.82 2.60 4.17 2.14 1.30 12.02 
C41 Manatee 0.91 1.60 8.33 2.50 1.48 14.82 
C42 Marion 0.91 2.40 2.50 1.43 1.30 8.53 
C43 Martin 2.27 3.60 7.50 3.21 2.59 19.18 
C13 Miami-Dade 0.45 2.60 5.00 1.07 1.85 10.98 
C44 Monroe 3.18 2.40 5.83 3.21 4.07 18.70 
C45 Nassau 0.00 1.40 4.17 2.50 0.37 8.44 
C46 Okaloosa 1.36 1.80 6.67 1.07 1.30 12.20 
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FGDL Code County BioDiv Goals Coord Reserve Manage Total 
C47 Okeechobee 0.91 1.00 4.17 0.71 0.19 6.98 
C48 Orange 1.36 2.60 5.83 3.21 1.67 14.68 
C49 Osceola 1.82 2.60 6.67 3.21 2.41 16.71 
C50 Palm Beach 1.36 2.60 5.83 2.86 2.04 14.69 
C51 Pasco 0.45 2.40 5.83 3.57 1.85 14.11 
C52 Pinellas 1.36 2.60 7.50 2.86 2.59 16.91 
C53 Polk 0.91 1.40 3.33 0.71 0.56 6.91 
C54 Putnam 0.91 1.80 5.00 1.79 1.30 10.79 
C57 Santa Rosa 0.45 1.20 4.17 1.07 0.37 7.26 
C58 Sarasota 0.45 4.00 9.17 4.64 3.70 21.97 
C59 Seminole 0.91 2.00 4.17 1.79 1.11 9.97 
C55 St. Johns 1.36 3.20 5.83 3.21 1.85 15.46 
C56 St. Lucie 4.09 3.20 5.83 2.86 2.04 18.02 
C60 Sumter 0.00 1.80 5.00 2.14 0.93 9.87 
C61 Suwannee 1.36 2.00 4.17 1.79 1.30 10.61 
C62 Taylor 1.36 2.00 5.00 1.07 0.93 10.36 
C63 Union 1.82 2.40 2.50 1.07 0.93 8.72 
C64 Volusia 1.36 2.80 4.17 2.50 1.67 12.50 
C65 Wakulla 1.82 1.60 5.00 1.43 0.56 10.40 
C66 Walton 2.27 1.60 6.67 1.43 1.48 13.45 
C67 Washington 0.91 3.00 5.83 2.50 1.48 13.72 
 
Table 52 (continued). Local Government Comprehensive Plan Quality Scores from Pannozzo 
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Table 53. Secondary sociodemographic factors correlated with NMS ordination variables created for Local Government Comprehensive Plan Quality 
assessments of Brody (2003) and Pannozzo (2013). Coastal codes are I = Inland and C = Coastal. Regions are identified as NW = Northwest, NO = 
North, CE = Central and SO = South. TAXCAP87 and TAXCAP03 are the per capita property tax assessment levied by each county in those years. 
TAXCAPPCT = Percent change in taxes per capita between 1987 and 2003. AGRINDX = Agricultural employment index normalized on a 0 to 100 
scale, where 0 = Minimum agriculture employment and 100 = Maximum agriculture employment. POLINDX = Political index normalized on a 0 to 
100 scale, where 0 = Least conservative voting record on Presidential elections from 1988 to 2004 and 100 = Most conservative voting record for that 
time period. 
FGDL Code County Name COASTAL REGION TAXCAP87 TAXCAP03 TAXCAPPCT AGRINDX POLINDX 
C01 Alachua I NO $144.96  $188.66  30.14 0.90 20.51 
C02 Baker I NO $69.44  $107.56  54.90 13.46 86.12 
C03 Bay C NW $100.85  $179.18  77.67 0.00 81.70 
C04 Bradford I NO $68.03  $123.56  81.63 41.68 67.47 
C05 Brevard C CE $102.50  $118.17  15.29 1.71 57.84 
C06 Broward C SO $159.53  $247.96  55.43 1.70 6.34 
C07 Calhoun I NW $116.11  $113.66  -2.10 4.43 57.42 
C08 Charlotte C SO $141.15  $218.13  54.54 2.83 51.08 
C09 Citrus C CE $210.59  $246.42  17.01 0.01 49.64 
C10 Clay I NO $140.05  $199.54  42.47 9.63 95.51 
C11 Collier C SO $294.26  $376.61  27.99 10.00 79.34 
C12 Columbia I NO $97.81  $140.92  44.08 1.86 65.09 
C14 DeSoto I SO $210.90  $204.71  -2.93 0.43 55.34 
C15 Dixie C NO $140.16  $150.12  7.10 3.27 56.88 
C16 Duval C NO $141.61  $151.06  6.67 16.20 57.19 
C17 Escambia C NW $228.10  $251.84  10.41 11.62 73.07 
C18 Flagler C NO $132.43  $171.12  29.22 10.20 38.70 
C19 Franklin C NW $208.65  $230.78  10.61 11.18 48.32 
C20 Gadsden I NW $295.91  $496.62  67.83 8.54 0.00 
C21 Gilchrist I NO $69.02  $125.86  82.34 3.87 64.67 
C22 Glades I SO $156.29  $145.62  -6.83 0.42 48.81 
C23 Gulf C NW $337.11  $250.65  -25.65 0.70 62.52 
C24 Hamilton I NO $229.83  $325.60  41.67 7.26 46.54 
C25 Hardee I SO $183.97  $232.17  26.20 78.33 69.89 
C26 Hendry I SO $172.22  $253.48  47.18 100.00 56.80 
C27 Hernando C CE $244.06  $228.65  -6.31 1.36 39.09 
C28 Highlands I SO $163.97  $206.29  25.81 36.78 61.11 
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FGDL Code County Name COASTAL REGION TAXCAP87 TAXCAP03 TAXCAPPCT AGRINDX POLINDX 
C29 Hillsborough C CE $169.90  $197.05  15.98 5.23 46.03 
C30 Holmes I NW $201.60  $207.50  2.93 4.82 84.05 
C31 Indian River C SO $72.88  $99.67  36.76 17.59 65.54 
C32 Jackson I NW $206.86  $208.91  0.99 4.79 57.36 
C33 Jefferson C NW $72.14  $105.69  46.51 36.85 26.44 
C34 Lafayette I NO $90.61  $159.62  76.16 73.89 75.82 
C35 Lake I CE $132.99  $125.47  -5.65 7.32 61.12 
C36 Lee C SO $67.67  $157.66  132.97 2.64 62.23 
C37 Leon I NW $171.90  $287.66  67.34 0.38 17.24 
C38 Levy C NO $119.99  $205.75  71.47 21.04 52.38 
C39 Liberty I NW $147.61  $171.86  16.43 20.60 61.95 
C40 Madison I NO $141.84  $116.83  -17.63 24.15 36.52 
C41 Manatee C SO $121.71  $126.92  4.28 12.13 54.05 
C42 Marion I NO $215.86  $308.24  42.80 6.99 55.56 
C43 Martin C SO $79.00  $120.54  52.58 4.28 63.58 
C13 Miami-Dade C SO $233.80  $328.98  40.71 0.57 31.85 
C44 Monroe C SO $299.51  $397.29  32.64 0.90 39.60 
C45 Nassau C NO $167.64  $336.32  100.62 13.46 81.94 
C46 Okaloosa C NW $68.90  $139.35  102.24 0.00 100.00 
C47 Okeechobee I SO $215.36  $163.71  -23.98 41.68 45.09 
C48 Orange I CE $160.18  $202.31  26.30 1.71 46.44 
C49 Osceola I CE $164.05  $211.84  29.14 1.70 45.63 
C50 Palm Beach C SO $204.20  $225.52  10.44 4.43 18.13 
C51 Pasco C CE $151.33  $190.62  25.96 2.83 39.79 
C52 Pinellas C CE $181.93  $219.92  20.88 0.01 39.02 
C53 Polk I CE $133.35  $177.02  32.75 9.63 55.56 
C54 Putnam I NO $182.19  $208.18  14.27 10.00 44.76 
C57 Santa Rosa C NW $206.76  $331.94  60.55 1.86 97.78 
C58 Sarasota C SO $229.90  $241.53  5.06 0.43 52.55 
C59 Seminole I CE $78.15  $172.81  121.11 0.57 62.44 
C55 St. Johns C NO $145.43  $254.34  74.88 3.27 77.82 
C56 St. Lucie C SO $112.45  $154.00  36.95 16.20 37.39 
C60 Sumter I CE $99.04  $179.39  81.12 11.62 53.76 
C61 Suwannee I NO $106.49  $141.64  33.01 10.20 70.77 
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FGDL Code County Name COASTAL REGION TAXCAP87 TAXCAP03 TAXCAPPCT AGRINDX POLINDX 
C62 Taylor C NO $142.73  $209.06  46.47 11.18 59.40 
C63 Union I NO $60.32  $75.08  24.46 8.54 71.18 
C64 Volusia C CE $131.74  $175.26  33.04 3.87 35.24 
C65 Wakulla C NW $137.17  $165.36  20.55 0.42 52.57 
C66 Walton C NW $298.03  $450.86  51.28 0.70 80.08 
C67 Washington I NW $114.58  $146.80  28.11 7.26 71.97 
 
