We introduce the Historical Gradient Boosting Machine with the objective of improving the convergence speed of gradient boosting. Our approach is analyzed from the perspective of numerical optimization in function space and considers gradients in previous steps, which have rarely been appreciated by traditional methods. To better exploit the guiding effect of historical gradient information, we incorporate both the accumulated previous gradients and the current gradient into the computation of descent direction in the function space. By fitting to the descent direction given by our algorithm, the weak learner could enjoy the advantages of historical gradients that mitigate the greediness of the steepest descent direction. Experimental results show that our approach improves the convergence speed of gradient boosting without significant decrease in accuracy.
Introduction
Gradient Boosted Decision Tree (GBDT) is one of the most popular machine learning algorithms and has been widely used in various modern machine learning and data mining applications. Taking decision tree of limited depth as weak learner (base learner), Gradient Boosting Machine (GBM) [6] employs a gradient boosting scheme to produce a strong learner, and GBDT becomes an accurate, efficient and interpretable learning algorithm, which provides state-of-theart results for a wide range of tasks, such as classification [14] and learning to rank [18, 21, 1] . By adapting to specific scenarios, it is shown to be effective to feature selection [22] and click through rate prediction [8] . Due to its high flexibility and remarkable performance, GBDT is also frequently used in data analytic competitions like Kaggle and KDDCup.
Many methods have been proposed to improve the algorithmic efficiency of gradient boosting from various points of view. Some research studied the optimization of additive models from the perspective of gradient descent in function space. The AnyBoost method proposed by [16, 17] chose to maximize the inner product of the negative gradient and the weak learner to get the greatest decrease of the cost functional. Based on this framework, CGBoost [13] used conjugate gradient method in the computation of descent direction and reports faster optimization but higher test error. Friedman [6] first introduced a least-squared step into the stagewise optimization of the ensemble tree model, which makes the tree construction very fast. Several studies [23, 3] proposed taking second order derivatives to optimize additive loss function. However, this requires the loss function to be twice differentiable. Otherwise, approximation methods are required for calculating second order derivatives (e.g. absolute error). Focusing on the starting point of the optimization, Mohan et al. [18] improved GBRT to yield a better minimum point of high accuracy. However, this method (iGBRT) is much slower compared with both Random Forest (RF) and classical GBRT, since it needs the results of RF in advance as the initial guess. In recent years, several effective gradient boosted decision tree implementations [3, 10, 11] focused on the improvement of tree learner and contributed to the efficient tree construction and distributed computation, which makes them suitable for high dimensional and sparse data.
These aforementioned methods have greatly improved gradient boosting from different starting points. However, if analyzed from the perspective of numerical optimization in function space, all these methods aim to search in the steepest-descent direction to fit the weak tree learner. This steepest-descent step in gradient boosting is the greedy gradient direction calculated with current prediction results to decrease the loss. However, beyond this greedy gradient direction, gradients of the objective function in previous steps also possess helpful information. These historical gradients usually represent the overall descent path of the optimization. The historical descent trend is beneficial for adjusting the current search direction and mitigating the greedy effect of steepest descent gradient, as well as improving the convergence speed as a result. However, in the context of gradient boosting, such information has rarely been appreciated and exploited for a better descent step.
In this paper, we present a historical gradient boosting algorithm that takes account of historical gradients to improve the optimization of GBM. If small steps continuously indicate the same direction, we could amplify the effects and accelerate the learning speed. Specifically, we incorporate gradient values from both previous accumulated steps and current step into the computation of descent direction in function space. We develop two strategies to utilize historical gradients, adding historical gradients to the current steepest direction or to a gradient estimated at an updated location. These strategies are consistent with the general idea of accelerated gradient descent methods momentum and nesterov in numerical optimization, and thus we inherit their advantages, e.g. accelerating convergence and dampening oscillations. Beyond the current local gradient, the weak learner in each iteration can also observe the helpful descent trends we have experienced in past updates. To reduce the number of instances in training, the proposed historical gradient boosting is then extended into the stochastic optimization scenario. Two different techniques are developed to handle examples that do not participated in last update and have no historical gradient. Experimental results on four publicly available datasets demonstrate the effectiveness of the proposed approach in improving the convergence speed and hence reducing training time of GBDT while without significant decrease in accuracy.
Gradient Boosted Decision Tree
In this section we review GBDT method from the perspective of numerical optimization in function space.
Tree Ensemble Model
For a given training sample with N observations D = {(x i , y i )} N 1 , where x i ∈ X ⊆ R p and y i ∈ Y ⊆ R, our goal is to construct a predictor F : X → Y, which has an additive expansion of the form
where h : X → R is usually a simple parameterized weak (base) learner chosen in a class of functions H. To learn the set of functions, we minimize the following empirical risk function
over the linear combinations of functions in H. Here l(·, ·) is a differentiable convex loss function that measures the difference between the prediction F (x i ) and the label y i . For tree ensemble model, the base learner is chosen as regression tree
where J is the number of terminal nodes in regression tree. {R j } J 1 represents each region of the tree that maps an example to the corresponding leaf and {b j } J 1 is the value on each leaf. We can express predictor F (x) as an additive of regression trees
To simplify notation, we alternatively express the weak learner as f m (x) = J j=1 γ jm 1(x ∈ R jm ) by combining the coefficients, i.e. γ jm = β m b jm . In order to solve Eq. (2), we can adopt a greedy stagewise approach that requires the model to be trained in an additive manner. The weak tree learner at the m-th iteration can be obtained via minimizing the following objective
and
For each iteration, computation of the minimization requires the prediction results of the current committee. Then the model is updated as follows
To reduce overfitting, typically a shrinkage term (learning rate) is added on the newly fitted tree f m (x) in computing the model update for the current iteration. In most of the time, the learning rate is usually fixed to be a small constant number less than 0.1, which could alleviate overfitting.
Greedy Gradient Descent
In the context of gradient boosting, the weak tree learner in each iteration is constructed to fit the negative gradient direction
where
. This step is an approximation to −g m in tree space H and g m is regarded as the steepest descent direction. The optimal weight for each leaf of the tree is computed by line search
Another popular strategy to optimize the additive objective comes from second order Taylor expansion of Eq. (5) [5] . Using regression tree as weak learner, minimization of the loss is derived as follows [3] min
. The optimal weight for each leaf can be easily obtained as
The greedy gradient descent and second-order approximation of Eq. (5) described in this section are based on numerical optimization in function space, in which the base learner acts as variables to be optimized.
Historical Gradient Boosting
In the classical gradient boosting methods described in the previous section, only current derivative and curvature information are taken into consideration, which yield a greedy step. We make an observation that historical gradient information could also be exploited for gradients update in gradient boosting. Given these historical gradients, we hope to improve the convergence speed, and hence reduce training time.
Historical Gradient Descent
During each function update step of gradient boosting, only a small distance is actually moved toward the steepest descent direction on the loss surface. To accelerate this process, we consider the gradient values from previous update steps by exploiting both current and historical firstorder information. Motivated by this, we propose computing the descent direction by using the combination of these two gradients as the pseudo responses for the followed least-squares fitting. Particularly, two strategies are examined. Historical GBM -Momentum: Gradient boosting manipulates gradients in function space while gradients are defined in N -dimensional data space for a finite data sample. Let −g m be the steepest descent gradient on discrete data at m-th iteration, and its i-th component is defined as
. In each step, we aim to provide an alternative descent direction vector v m . For previously calculated vector v m−1 , we multiply a decay coefficient and then combine this term with the current negative gradient. This term records past gradient values and forces the update to move under the influence of previous directions. Therefore, we give the descent direction vector v m calculated recursively as
where is the learning rate and µ ∈ [0, 1] is the coefficient for accumulated gradients. In our methods, the weak tree learner aims at fitting this descent direction vector v m rather than the negative gradient −g m estimated with the current prediction results. The least-square Problem (8) then becomes
where v mi is the i-th coordinate of the vector v m . The newly fitted weak tree is added to the current committee with the leaf value being set to the mean value of all v mi that are divided into each node.
To summarize, the pseudo-code implementation of our historical GBM via previous gradient accumulation is
Algorithm 1 Historical GBM -Momentum
Require: Learning rate , accumulated gradient coefficient µ, iteration number M Input:
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The main difference of our approach from classical gradient boosting lies in this descent direction calculation. For squared-error loss function, the proposed algorithm falls back to the original algorithm when the coefficient µ for accumulated gradients is set to zero.
Historical GBM -Nesterov: Our descent direction calculation is actually consistent with the idea of momentum method in numerical optimization [20] . We also notice that another accelerated gradient method nesterov is effective and also has faster convergence speed in numerical optimization. Nesterov's accelerated gradient (NAG) [19] has a close relation to classical momentum. In a similar fashion, we could consider computing gradient at a location F (x) = F m−1 (x) +f m (x) where the previous descent step continue to update the current committee.f m (x) is fitted to the accumulated direction v m−1 . However, this simple update in gradient boosting would require inducing a new temporary tree in advance, which will bring extra computation. Instead, we directly use the accumulated gradients in discrete data points form in replace off m (x), and the corresponding computation of step 4 in algorithm 1 have the following form
whereg m is the gradient vector estimated at a location where a minor step is added along the previous descent direction.
It would be better to compare our algorithm with classical gradient boosting machine through theoretical analysis. But it is difficult to obtain the theoretical convergence rate of our historical GBM. And to our knowledge, there is currently no proof of convergence rate of classical GBM either. However, we do observe the fact that the accumulated historical gradients are beneficial for descent direction searching. When successive steps continuously indicate same direction, small step updates could be amplified. On the other hand, when gradients are oscillating fast, accumulated historical term could dampen this behavior. Both these will impact a positive influence on convergence. Furthermore, the effect of improvement on convergence speed is also demonstrated by our empirical experiments.
Historical Stochastic GBDT
Friedman [7] developed a stochastic version of gradient boosting, in which at each iteration only a randomly selected subsample of the training date is used to fit the weak learner. The advantages are twofold, less computational time and higher variance reduction. In the meantime, introducing random sampling will bring noises to the learning problem. When the weak tree learner is greedily fitted to the current gradient of a mini-batch sample, it cannot guarantee the prediction quality for instances outside the mini-batch.
As a straightforward extension of historical gradient boosting, we incorporate accumulated gradients into stochastic gradient boosting. By taking a random permutation {π(i)} N 1 of integers {1, ..., N } at each iteration, we calculate descent direction on a subsample data {x π(i) }Ñ 1 with sizeÑ < N . Since the functional derivative is executed in data space in gradient boosting, the two subsample {x πm−1(i) }Ñ 1 and {x πm(i) }Ñ 1 in successive iterations may or may not overlap. As a result, some instances in the current subsample will not have previous gradient values. We use two ways to tackle this problem.
Full Gradient Update: The first way we use is to compute the gradient values for all data points at each round, which is same as Eq. (12) . Then the weak tree learner is fitted to the updated descent direction in subsample
This ensures that each example maintains gradient information no matter whether it is in the subsample or not and will actually bring extra computational burden to original SGB. But compared with the time complexity of tree construction (O(N × p) for pre-sorted algorithm, where p represents the number of features), this (with a time complexity of O(N )) will not increase the total computational time significantly. Take the momentum-like historical gradient boosting for example, the pseudo code of its extension on SGB is summarized in algorithm 2. Partial Gradient Update: The other way to calculate gradients in a subsample is to only take account of those instances that have historical information. Here the identification 
{R
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m = m + 1 10: end while of historical gradients are defined within one iteration. At the m-th iteration, for an instance
If this instance does not belong to the previous subsample, i.e. x πm(i) ∈ {x πm(i) }Ñ 1 \{x πm−1(i) }Ñ 1 , its descent direction value is simply set as the current gradient multiplied with the learning rate
We will compare the results of these two ways in Section 4.2.
Experimental Results
In this section we report the empirical evaluation results of our algorithm. We first compare the overall number of iterations needed as well as the test accuracy of our two historical GBM algorithms against the classical GBM with line search and GBM with second order approximation on various datasets, which could represent the convergence speed and test performance, respectively. The difference between full and partial gradient update strategy in historical stochastic GBDT scenario is then compared and analyzed. We study the sensitivity of historical coefficient at the end of this section.
Dataset and Experimental Setup
We use four publicly available datasets in our experiments, which have been widely used to evaluate gradient boosting methods. Table 1 summarized the detailed statistics of all datasets. The first two datasets we used are from Yahoo! Inc.'s Learning to Rank Challenge (LTRC) [2] . These are typical datasets for learning to rank problems and contain both dense and sparse features. We use the predefined training, validation and test split setting in our experiment.
The other two datasets come from the UCI Machine Learning Repository [15] . We randomly select approximately 80% of the samples in Covertype 1 for training and the remaining 20% are evenly divided into validation and test set. The official train/test split suggestion is followed for YearPredictionMSD 2 (Abbreviated as MSD in the following text) dataset. We take about 1/8 examples in training set for validation purpose.
We learn the weak tree greedily layer by layer and the implementation is based on the open source code pGBRT [21] , which implements a plain GBRT algorithm. Our algorithm could be further accelerated by using more efficient tree construction methods or distributed learning proposed by several recent implementations like XGBoost and LightGBM. These solvers accelerate the tree construction algorithm by approximating or sampling the gradients. In contrast, the main purpose of this paper is to study the effect of historical gradients. Therefore for a fair comparison, all comparisons in our experiments are based on this plain GBDT, which implements a vanilla tree construction without affecting gradient values.
Following the settings used in [18, 21] , each weak regression tree learner is set to have a maximum depth equals 4 and the learning rate of gradient boosting is set to 0.06. Here we mainly focus on evaluating the effect of historical gradient and hence keep the learning rate fixed. Our approach can be generalized to handle adaptive learning rate strategies as AdaGrad [4] and Adam [12] by modifying the gradient update formula of Eq. (12) . The performance of binary classification, ranking and regression are measured in AUC, NDCG@10 [9] and RMSE, respectively. For all experiments, we set the maximum number of trees (iterations) to be 6000 and use early stopping to terminate training. Training process will end if the metric values on corresponding validation sets do not improve after a fixed number of training iterations. Through the parameter analysis in Section 4.3, we found that historical coefficient µ below 0.5 could achieve stable results and hence we set this to 0.5 for illustration. The sampling rate for stochastic GBM is set to 0.2. Figure 1 illustrates the accuracy-iteration curves of the four GBM algorithms on four test sets. The vertical dashed lines represent the iteration that triggers early stopping. The overall number of iterations and running time are also summarized in Table 2 . In ranking problem we use a pointwise squared-loss in the optimization, which is same as the loss function used in regression. Since under this objective, classical GBM with line-search and second order approximation method will lead to exact same outcome, here we report them as one result. As expected, under the same hyper-parameter setting, our two methods need fewer iterations to achieve convergence compared with classical GBM and hence effectively improve the convergence speed. Total running times are also reduced as a consequence. Specifically, in ranking and regression task, both historical GBM momentum and nesterov have a faster convergence speed than classical GBM method. For classification task, the early stopping criteria is not triggered. We hence compare the results with respect to the running time. We can see that historical GBM has a faster trend to convergence point. It also shows that our method has a smaller time complexity. The final test accuracy are summarized in table 3. We can see that our two historical GBM methods can achieve comparable test accuracy with baseline GBM methods. The results of historical stochastic GBM with full gradient update and baseline GBM methods are reported in Figure 2 , Tables 4 and 5 . We see that our algorithms require fewer training iterations compared to classical gradient boosting methods. Historical GBM in this case can decrease the objective loss faster during training. In terms of test accuracy, it shows more ac- curacy decrease than that in non-stochastic scenario. Two historical gradient update strategies are compared in Figure 3 . We observed that for large sampling rate, the two methods differ less. For a small sampling rate, calculating historical gradients for every instance could have a large influence on the convergence speed.
Evaluation Results

Analysis on Historical Gradient Parameter
We also evaluate the sensitivity of historical GBM to the coefficient µ in Eq. (12) , which is the only additional hyper-parameter in our algorithm. Figure 4 shows how NDCG@10 metric on LTRC set 2 behaves as a function of the total iterations needed under different historical coefficients. We observed that the improvement on test results becomes stable when the coefficient is set to a value below 0.5.
Conclusion
In this paper, we propose historical GBM by considering cumulated previous gradients, which have the ability to alleviate the greediness of steepest-descent gradient and accelerate convergence speed. We also extend historical GBM to stochastic scenario and compare full gradient update with partial gradient update under different sampling rate. The historical coefficient µ is analyzed and we suggest that a value lower than 0.5 could yield a stable results. We compare our two historical GBM methods against classical GBM with line search and second order approximation through experiments on public datasets. It shows that with same learning parameters, our approach outperforms plain GBM in terms of convergence speed and training time, and achieves an average speed-up about 50% on four datasets. More speed-up can be expected if considering state-of-the-art tree learners.
