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Monissa tosiela¨ma¨n datajoukoissa esiintyy alipopulaatioita, joilla on samanmuotoisia to-
denna¨ko¨isyysjakaumia muuttujilleen. Pyrimme rakentamaan viitekehyksen ymma¨rta¨a¨ksemme
dataa paremmin tutkimalla na¨ita¨ alipopulaatioita, etsima¨lla¨ sa¨a¨nno¨nmukaisuuksia niissa¨ ja
ka¨ytta¨ma¨lla¨ lo¨ydettyja¨ jakaumia sovelluksissa. Ta¨ssa¨ diplomityo¨ssa¨ esitetta¨va¨ viitekehys on
havainnollistava esimerkki siita¨, kuinka ta¨llainen kokonaisuus voidaan toteuttaa ka¨yta¨nno¨ssa¨.
Viitekehyksessa¨ on yksinkertaistetusti nelja¨ vaihetta: datan klusterointi alipopulaatioihin,
jakauman arvioiminen jokaiselle alipopulaatiolle, jakaumien yhteisen muodon tunnistami-
nen ja parannettujen arvioiden ma¨a¨ritta¨minen alipopulaatiojakaumille. Jokainen vaihe
auttaa ymma¨rta¨ma¨a¨n datan erina¨isia¨ sa¨a¨nno¨nmukaisuuksia. Viitekehys ka¨ytta¨a¨ useita
metodeja ja ka¨sitteita¨ tiedonlouhinnan ja tilastotieteen aloilta, kuten tilastollisia moment-
teja, L-momentteja, momenttikaaviota, regressiota, mallipohjaista ja hierarkista klusteroin-
tia, parametrisia¨ jakaumaperheita¨, yhdistelma¨malleja, ydinestimointia, lokaatio-skaalaus-
jakaumaperheita¨ ja esittelee verevia¨ ajatuksia, ma¨a¨ritelmia¨ ja algoritmeja viitekehyksen vai-
heiden toteutukseen.
Viitekehysta¨ demonstroidaan soveltamalla sita¨ tapausesimerkkeihin lentoliiketoiminnasta.
Pa¨a¨esimerkkina¨ tutkitaan, kuinka matkustajapainodataa voidaan ymma¨rta¨a¨: kuinka pienen
otoskoon ryhma¨t ovat todella jakautuneet, voiko otoskokoa pienenta¨a¨ tarkkuuden ka¨rsima¨tta¨,
mita¨ standardipainoja tulisi ka¨ytta¨a¨ ja miten matkustajat tulisi segmentoida ja voidaanko a¨a¨ri-
arvoja arvioida. Pohdimme myo¨s sa¨a¨n vaikutusta lentojen myo¨ha¨stymisiin ja viitekehyksen
sovellettavuutta laajemmin.
Yleisesti ottaen viitekehys toimii hyvin lentoliiketoiminnan ongelmissa: mielekka¨ita¨ alipop-
ulaatioita samankaltaisilla jakaumamuodoilla lo¨ydeta¨a¨n, jakaumamuotoja saadaan arvioitua
merkitta¨va¨sti paremmin lo¨yta¨ma¨lla¨ yhteinen jakaumamuoto ja tavoite ymma¨rta¨a¨ matkusta-
japainodataa toteutuu hyvin. Viitekehys vaikuttaa lupaavalta datajoukkojen ymma¨rta¨miseen
luonnossa ja liiketoiminnassa tunnistamalla alipopulaatiorakenteita sovelluskohteiden datoissa.
Asiasanat: todenna¨ko¨isyysjakauma, momentit, klusterointi, jakauma-
muodon tunnistus, alipopulaatiorakenne, matkustajapainot,
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Chapter 1
Introduction to the Framework
Understanding patterns and predicting quantities of interest using large data
sets have become increasingly prevalent in our time. The field of data mining,
or more descriptibly known as knowledge discovery from data [17], along with
statistics and machine learning, try to answer these kind of questions.
In this thesis we introduce a framework consisting of data sources, statistical
and data mining methods and an operational business problem of interest.
The framework is an illustrative example approach of how one can utilize the
underlying subpopulation structure of the data and probability density distri-
bution modeling. The construction of the framework is originally motivated
by practical problems in the aviation industry.
This introduction chapter provides the background for the thesis: we explain
our motivations and goals further, what has been done previously to tackle
theses issues and the structure of the thesis by giving an overview of the
framework.
1.1 Context and the Framework Overview
Many businesses have large amounts of data to improve their decision making
and face the need of using advanced data mining methods [36], on top of
basic data analysis, which may only superficially explain the patterns in the
7
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data, and miss the true causes and interconnections within the data, and as
so, within their businesses. For example, customer segmentation, demand
prediction, risk evaluation of rare events and many more can be understood
statistically using data mining methods [31]. A data set consisting of a
collection of multivariate samples is a common type of a data set, but in
order to understand general patterns in it, one sample alone provides little
information, and we need to comprehend the big picture by, for instance,
comparing variable correlations or clustering the samples into groups. The
latter enables estimating empirical distributions, making visualizations and
understanding the characteristics of populations. Many business experts, as
an example McAfee [28], state that big data and data-driven decision making
are key issues in improving company’s performance and competitive edge, but
also acknowledgement that to use the power of big data a greater vision and
human insights are required.
In general, statistical assumptions are needed when inferring conclusions from
real-life data. A common practice is making the normality assumption, that
is assuming that the data is distributed as Gaussian. This Gaussian frame-
work has a solid theoretical foundation that allows easy computations of
confidence intervals and many other benefits, and it is widely used especially
in research of medicine, psychology and social sciences. However, it fails
to catch the characteristics of unsymmetrically distributed observations and
fails to model a few conditions such as that all values must be non-negative
for certain type of variables. [27] One of our main motivations is to challenge
this limited Gaussian way of understanding the structure of distributions in
the data. We assume that the data has some similarly shaped subpopula-
tions and use this to catch the true characteristics of the subpopulations.
This assumption is natural as it is known that many such structures exist
in nature, for instance human heights, personal wealth and ages each seem
to follow a certain type of distribution family among their subpopulations,
such as the nationality in the world. We call this the distribution-based
subpopulation framework (abbr. DS-framework). We attempt to avoid of
making unnecessary assumptions and make our framework as general as pos-
sible, but there are a few exceptions, including that in one of the methods
we introduce, we do make the location-scale assumption which assumes that
the subpopulations are from the same location-scale family.
The DS-framework consist of four main stages: clustering the data to sub-
populations, making the probability density estimations for the subpopula-
tions, identifying the common shape for the subpopulations and applying the
found common shape to improve the density estimations. The framework is
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presented in Figure 1.1.
Figure 1.1: A chart of the distribution-based subpopulation framework used
in this thesis.
In practice, we assume here that we have a data set that consist of observa-
tions, which have multiple attributes. To understand certain aspect of the
data we choose a feature of interest for which the distributions are built.
The feature of interest can be a variable in the data or anything that can be
calculated using the data, and can be connected to each observation. Other
variables in the data are used mainly for the clustering purposes. Also we
might have a subpopulation of interest, a particular group, for which we want
to make the distribution estimations, instead of just for all subpopulations
that results from the clustering. In this case, the subpopulation of interest
should also be used as a criterion in the clustering. In many cases, it is
advisable to do the clustering completely based on the subpopulation of in-
terest, if it exist in the framework. In addition, we might have some external
domain knowledge, which can be used in clustering or we might have exter-
nal criteria on how we should frame the problem, such as the need that the
subpopulation means differ as much as possible. So overall, our framework
is essentially a process that goes back and forth for the best results. It can
be used as an algorithm that has four stages, but for the best results and to
truly understand the feature of interest, density estimation should also affect
the clustering. Each stage provides understanding about the data in the form
of providing different probability distributions and clustering results.
As a comparison, there many other approaches, which attempt to under-
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stand the subpopulation of interest by borrowing strength from other sub-
populations, data or domain knowledge in general. For example, the area
of small area estimation, see research by Rao [37] and [13], or newer design
and model-based approaches [35], which examine how statistic estimates can
be made for subpopulations with a low number of samples. On top of this,
there are other many approaches, that also may refer to themselves with the
term framework, which solve similar problems than our framework, with and
without the Gaussian modeling, see for instance, [11], [2],[24],[18] [38] and
[7]. However, our approach includes the usage of distribution shape identi-
fication, an idea that has been used in other type of settings like [33] and
[45], and the framework is built to be dynamic for different data sets and
operational interests.
To sum up, our main goal is to understand the data using the phe-
nomenon of subpopulations having similar distributional shapes
within the real life data. Therefore the framework provides many in-
sights about the feature of interest and the data, for instance:
• Meaningful segmentation of the data
• Event estimation, for example, to estimate variance-at-risk
• Better understanding of phenomena in the world and subpopulations
within them
• Improved event estimation, especially for rare events
1.2 Structure of the Thesis
This thesis starts with an overview of the DS-framework in this chapter. The
following chapters go through the four blocks of the framework. Chapter 2
considers the first two blocks of the framework. It starts by introducing
basics concept for the rest of thesis, then explains the distribution fitting
and clustering methods relevant for our research interests. Chapter 3 presents
how the common shape can be identified and the improved estimate for the
subpopulation of interest can be constructed. Many of the examples in these
chapter use parts of the passenger weight data set that is overviewed in 4.2.
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Chapters 4 and 5 provide case examples that demonstrate the usage of the
framework. The cases are from the aviation industry and the problems pre-
sented in these cases are partly the initial motivation why the framework
has been structured as it is. Chapter 4 considers implications that passenger
weights and newly got measurements of those have for the airline company
of interest. Chapter 5 examines shortly further applications, such as the re-
lation that the weather has to the flight departure delays, and concludes the
thesis.
The methods presented in this thesis are meant to be instructive examples,
and many more alternative constructions for these kind of frameworks can
be developed and should be utilized, for instance, if the variable of interest
would be discrete. Note that though all the theory presented will not be
applied in our case examples, it should be rather effortless for an educated
reader to see how different alternative methods would be used in practice.
Chapter 2
On Distribution Fitting and Clus-
tering to Subpopulations
We start by introducing relevant statistics for probability density distribu-
tions, which are the foundation for the concept of subpopulations having a
similar shape and for other parts of the theory. Then we construct the frame-
work in more detail by defining the first two blocks, that is clustering the
population to subpopulations and fitting a distribution to samples of each
subpopulation.
2.1 Basic Concepts to Build the Framework
A distribution can be understood mechanically by its numerical statistics.
Many of them relate to the shape of the distribution, but the question
whether two distributions are similarly shaped is challenging.
2.1.1 Characteristics of Distributions
Probability distributions have a wide range of different measures that de-
scribe their location, variation and shape. Moments of various degrees are
related to these quantities. A few of basic moment concepts are:
12
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Definition 1. (nth moment of a random variable): The nth moment of a
random variable with PDF f is
µn = E [X
n] =
∫ ∞
−∞
xn f(x) dx, (2.1)
where E is the expected value operator.
Definition 2. (nth central moment of a random variable): The nth central
moment of a random variable with a PDF f is
µ
′
n = E [(X − E[X])n] =
∫ +∞
−∞
(x− µ)nf(x) dx. (2.2)
Definition 3. (nth normalized moment of a random variable): The nth nor-
malized moment of a random variable is
µ∗n =
µn
σn
=
E [(X − µ)n]
σn
, (2.3)
where σ is the standard deviation.
As an example, the first degree moment is the mean value, which describes
where the data is located, the second degree tells about the variation and
the second central moment is called the variance. Furthermore, the third
normalized moment skewness is a measure of asymmetry that tells which of
the tails of a distribution is heavier. The fourth normalized moment kurtosis
tells how much of the probability is in the tails versus around the center. See
Reference [41] for basic moment and distributions concepts.
When we do not know the underlying distribution, but only have samples
from the distribution, we estimate the moments using sample moments. For
instance, for the samples X1, ..., XN the n
th sample moment can be estimated
by
µˆn =
1
N
N∑
i=1
Xni (2.4)
These estimators can be defined in a variety of ways, different estimators
having different properties, such as, distinct bias, consistency, efficiency and
robustness properties. The basic theory of sampling distributions and esti-
mators can be found, for example, in Book [44] and for the more advanced
properties see [6], [41] and [25].
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Other useful alternatives that are used in this thesis to understand the distri-
butions include using different order statistics. Well-known examples of order
statistics for continuous distributions are quantiles, such 2-quantile that is
the median and 100-quantile that is the percentile. The (1−α)-quantile of a
random variable −X is called the Value-at-Risk (VaR) of X at the level α.
This concept is frequently applied in the context of risk analysis.
Here to find patterns within the distributions, we introduce useful statistics
called L-moments, which are linear combinations of order statistics. [21] L-
moments are more robust than the regular moments, require only a finite
mean to exist and possibly reveal patterns that cannot be seen with the
regular moments. These can be defined:
Definition 4. (nth L-moment of a random variable): The nth L-moment of
a random variable X is
λn = n
−1
n−1∑
k=0
(−1)k
(
n− 1
k
)
EXn−k:n, (2.5)
in which Xk:N is the k
th smallest value in an independent sample of N sam-
ples from the distribution X.
Furthermore, similarly to regular moments we can consider the scaled ver-
sions:
Definition 5. (nth L-moment ratio of a random variable): The nth L-
moment ratio is
τn = λn/λ2. (2.6)
Moreover, we can quantify the similarity of two distributions by different met-
rics. A traditional method to compare distributions is to plot their quantiles
against each other. This is called Q-Q plotting. For similar distributions the
values of this plot should lie on the line x = y. The earth mover’s distance
(EMD) assign a single value for the distance between two distributions using
the same premise as Q-Q plotting in the setting we are considering, but note
that in a more general settings the EMD is defined more precisely and has
been applied for applications, such as image retrieval [39] and graph compar-
ision [45]. For two real-valued probability distributions f1(x) and f2(x) with
the area of 1, the definition simplifies to:
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Definition 6. (EMD for two probability distributions): The simplified EMD
distance metric between two distributions is∫ ∞
x=−∞
∣∣∣∣∫ x
y=−∞
(f1(y)− f2(y)) dy
∣∣∣∣ dx. (2.7)
On top of considering the whole interval it is possible to calculate this value
for top or bottom quantiles only to access how good a fit is for the extreme
values. This is essentially how we predict the extreme values in this study.
More refined alternatives for understanding extreme values include using ex-
treme value estimators, like Hill estimator [20] for heavy-tailed distributions,
and other approaches from the extreme value theory.
2.1.2 Families of Distributions and Patterns in Them
Assuming an underlying distribution family is a common practice in statis-
tics and applications, as many statistical parametric methods rely on this
[5], as it not only enables an easy determination of the distribution by cal-
culating the optimal parameters, but also because in many cases we have
domain knowledge how the variables should be distributed in theory. Exam-
ple of commonly used families of continuous distributions include, normal,
beta, gamma, exponential and log-normal distribution families. Many fam-
ilies have been developed for specific purposes in mind, such as Gumbel
distributions for the extreme value prediction and survey analysis [15].
The parameters in the parametrically defined families of distributions are
usually either location, scale or shape parameters. For instance, the normal
distribution is controlled by location parameter µ that also is the mean value,
and scale parameter σ that is the deviation. It is common that location
parameters are strongly connected to the first moment, scale parameters to
the second, and shape for the higher moments. Location and scale are often
rather effortlessly definable in the case of parametric families but the shape
is more ambiguous. Intuitively we would like to have the possibility that
the location and scale can be different, but other properties should not. If
this is true, then the two distributions could be considered to be similarly
shaped. For instance, normal distributions exhibit this kind of behavior, as
they are defined by the location and shape parameter completely and their
upper moments are determined by their location and scale. This provides
two intuitive ways of defining the shape of a distribution, and as so, whether
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two distribution are similarly shaped. Naively, using the first two moments
we could propose:
Definition 7. (Shape similarity with the first two moments): Functions in
a family of distributions F are shaped similarly if for any f1, f2 ∈ F , it holds
that if µ1,f1 = µ1,f2 and µ2,f1 = µ2,f2 then F1 = F2.
Definition 8. (Location-scale family): Assuming that random variable X
and Y have probability density functions fX(x) and fY (y), such that it holds
fY (y) =
1
b
fX
(
y−a
b
)
for some a ∈ R and b ∈ R+, then X and Y belong to the
same location-scale family.
Definition 9. (Shape similarity in the location-scale family): The random
variables X and Y are shaped similarly if they belong to the same location-
scale family.
Naturally, if all our distributions are clearly from the same location-scale
family this is very compelling definition, but in many cases the shapes can be
more complex and more complicated definitions are required. In our further
approaches we suggest that the distributions might have some recognizable
patterns in them that can be identified using the moments. We focus on
usual moments, L-moments and simple relations calculated from them to
find patterns, but a reader may imagine more sophisticated or alternative
methods that could be based on quantiles or other well-known statistics.
For instance, in the family of normal distributions the central moments are
µ
′
n = σ
2n ∗ (2n − 1)!! for even n, double exclamation mark meaning the
semifactorial, and µ
′
n = 0 for odd n. [46] Now, assuming that we do not
know that the samples we observe are from normal distributions, we still
might be able to see that the odd central moments are close to 0 and even
recognize the more advanced pattern for the even moments, if we have enough
samples and the number of distributions is also sufficiently large.
The moment patterns for two fixed degrees can be systemically observed in
moment-ratio diagrams [43], although the selection of which moments, mo-
ment ratios or other statistics should be visualized is not trivial. Especially,
L-moments seem to have very benign patterns to understand the common
shape of a family and provide a procedure to select the distribution family
according to the data. [34]
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Table 2.1: Different L-moments and L-moment ratios [21]
In Table 2.1, that is directly taken form the article by Hoskings [21], L-
moment ratios are shown for a few well-known distribution families. There
seems to be notable patterns, mainly that the third and forth ratios being
constant, whereas the first and second ratios seems to depend on the param-
eters for many families. Observing this kind of behavior, when the ratios are
constant or otherwise behave in predictable manner, such as being on a line,
curve or on certain area, could be a way to understand, when the distribu-
tions are shaped similarly. Figure 2.1 [43] visualizes a moment diagram for
selected families of distributions, where the chosen statistics to compare are
the skewness γ3 and the coefficient of variation, that is γ2 = σ/µ1.
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Figure 2.1: Moment diagram with various families of distributions for two
statistic, the skewness and the coefficient of variation. The figure is provided
by Vargo et al. in [43].
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2.1.3 What Makes a Subpopulation?
The subpopulation structure for the variable of interest stands for what kind
of patterns distributions of subpopulations have for the variable of interest.
Subpopulations can be determined by a categorical variable, such as gender
or age group, but in general a subpopulation can be any collection of data
samples and not necessary determined by any variable. But when we wish to
find patterns in the subpopulation structure, random segmentation is not a
very fruitful approach. The problem of defining the subpopulation structure
from the data requires finding appropriate subpopulations, which is not nec-
essary a simple task, as the variable that would identify the subpopulations
well can just be missing or using many variables can lead a better subpop-
ulation segmentation than any single variable. Note that the concept of
subpopulations is strongly present with mixture models in a similar sense we
are using this term [29], [30], but the in-depth consideration of the structure
of subpopulation distributions and its implications are often disregarded.
We illustrate the subpopulation structure concept in practice with an ex-
ample in Figure 2.2 in which we display subpopulation distributions for 3
categorical variables. The variable of interest, for which the distributions are
constructed, is the total weight. The 3 categorical variables in each of these
cases are artificially created categorical variables and each variable has 4 dis-
crete categories in this example. The variables are created by hand so that
the first one is a random, second is dependent and third is determined by
the weight variable. In the next example analysis we assume that we do not
know the creation process behind the variables and just do the conclusions
based on the looks of the distributions.
Example analysis of the subpopulation structure and its implications:
In the case of the first variable the categorical variable seems essentially
a random variable with no connection to the weight variable. All the
distributions are almost the same. The third variable seems strongly
connected to the weight variable. The distributions look very different
for each subpopulation, and the variable total weight can be predicted
based on the subpopulation category very strongly. The second variable
seems dependent with the weight variable. The distribution shapes are
slightly similar and the averages differ. Next we explain what these kind
of structures imply for practical understanding and predictions about the
variables used for making the subpopulations and about the variable of
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Figure 2.2: Subpopulations structures for different kind of subpopulations
based on 3 categorical variables.
interest that is the total weight.
In the first case the variable used for categorization holds no information
value by itself. However, if we would be introduced a fifth category, we
could assume that it behaves like the known four categories and assume
the common shape, that is the distribution shape for all samples, for that
one too.
In the third case the variable is very useful for predicting the weight
CHAPTER 2. FITTING AND CLUSTERING SUBPOPULATIONS 21
variable, but there is no common distribution shape, other than it seem
that the categories that have values under 100 kg are left-tailed and above
it right-tailed. In case of estimating the distribution for a fifth category,
we would have to rely on the shape of the category that has closest values
to it, and ignore the information from the other categories, or just fit a
normal distribution due to the lack of knowledge.
In the second case, we have some differences in the means and at least
a little bit similarity in the shapes, that is we have both pros and cons
from the first and third cases.
For our practical applications a reasonable wish is that:
• Each category should have as much differences in the means as possible,
or some other criterion, such as differences is the deviations
• The distribution shapes should be as similar as possible
The first one enables that each segmentation is usable commercially and
the second that we can expect the correct tail-behavior, extreme quantile
estimates and such issues for even low sample groups, on top of having overall
understanding. However, if we do not wish to have differences in the means
in our particular application, but just to predict the shapes, it could be
useful insight alone that the distributions are the same for all categories of
certain variable, and alike we might only be interested in the differences in
the averages, deviations or some other statistics for the subpopulations and
be indifferent about the shapes.
Luckily, recognizable subpopulation structures seem to commonly exist in
real life variables and subpopulations. See, for instance, many of the figures
in Chapter 4 and 5 or any research, such as [24], were parametric families
are fit to the data that potentially consist of subpopulations.
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2.2 Density Estimation
In this section we cover some of the methods to estimate a probability density
function for a subpopulation from a limited number of samples. The simplest
method is to fit a histogram to the data. The kernel density estimation
essentially is more advanced continuous version of the histogram fitting. We
also examine practicalities of parametric fitting and finally mixture models.
2.2.1 Histograms and Kernel Density Estimation
Estimating a probability density function from the data of continuous val-
ues, when no domain knowledge how the samples should be distributed is
available, is not a trivial task. However, estimating the cumulative distribu-
tion can be done mechanically from the samples by the empirical cumulative
distribution function, but which does not unfortunately provide estimates
satisfactorily for many of the statistics of interest. Maybe the simplest way
to estimate the probability density function is to fit a histogram to the data.
This requires that the number of bins and their widths need to be chosen.
There are a number of methods for choosing the bind sizes and the widths.
In the upper part of Figure 2.3 we how histogram fits to the weight data.
The middle one seems to have most applicable bandwidth in this case. His-
tograms can naturally be expanded to multidimensional settings. The lower
part of Figure 2.3 shows a contour plot that is made for a two-dimensional
histogram. Histogram methods are reviewed in more depth in the book of
Silverman [40], which also examines the kernel methods that are discussed
next.
More developed version of the histogram fitting is to fit so-called kernels to
the data instead of discrete bar blocks. In this method called the kernel
density estimation for each sample point a small distribution that is shaped
accordingly to the selected kernel is fitted and then these distributions are
summed together forming the final kernel estimate. Figure 2.4(a) illustrates
how the final estimate is the sum of four little Gaussian distributions fitted
to the samples. Figure 2.4(b) shows the effect of bandwidth that must be
chosen for the Gaussian kernel. Choosing the correct bandwidth is a similar
problem than with the histograms.
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(a) Barplot histogram fits with different bandwidths to the weight data.
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(b) The two-dimensional contour plot that shows the distribution of the
pap and handbag weights.
Figure 2.3: Fitting histograms and contour plotting one and two-dimensional
data.
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(a) The default kernel density estimation fit
to 4 samples using the automatically chosen
bandwidth.
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(b) Different kernel density fits with various
bandwidths.
Figure 2.4: Kernel density estimation fits with different bandwidths.
Besides the Gaussian fit alternative kernel fits are shown in Figure 2.5. The
type of kernel is particularly relevant with low sample size or when a certain
tail behavior is desired. For instance, Gaussian kernel may provide more
realistic prediction for large values as it does not reduce to nothing as fast
as some of the other kernels.
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Figure 2.5: Kernel density estimation fits with different kernel functions with
different sample sizes.
2.2.2 Parametric Methods
Parametric distribution fitting methods choose the optimal distribution out
of a family of distributions that is known or believed to explain how the data
is distributed. The optimal distribution is found by examining which param-
eters the data suggests according to some criterion. The parametric methods
include, for example, maximum likelihood method and method of moments.
When choosing the family of distributions for the parametric model, it should
be considered whether symmetricity, unimodality, zero-valueness outside of
a support or some other specific property is desired. Although the different
parametric methods tend to give often very similar results, if a specific tail
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behavior is wanted, the choice of method can make a great difference. In
our calculations we use package fitdistroplus which documentation [8] also
explains the aforementioned methods more thoroughly.
We explore how parametric fitting works to two different passenger weight
subpopulation in Figure 2.6. The other has relatively many samples N =
1773 and the other only N = 10. Three fits, gamma, lognormal and normal
Gaussian distributions, on top of the smooth fit, are done using the maxi-
mum likelihood method. Smooth fit refers here and in other figures to an
appropriate kernel fit to the data.
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Figure 2.6: Parametric fits to two subpopulations in the weight data.
In the case of the Finnish males all the fits seem to align well with the true
distribution. However, the perfectly symmetric normal fit fails to catch that
the upper tail is longer than the lower tail and overemphasizes the very low
weights. For the Japanese business females we can see that the smooth fit
is probably pretty inaccurate due to low sample size and the parametric fits
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reflect what the distribution would be if we had more samples, other than
error in the tail behavior as the this sample is left-tailed, unlike the true
distribution likely is. A validation shows that for these kind of passenger
weight subpopulations the lognormal fit is the best, the gamma fit is the
second, and the normal is the third in terms of the smallness of the error.
Note that exponential fit and many other fits would be much worse, and
thus, are not examined here.
There are also distributions that have have a large amount of parameters,
which means that they can take the form of many different traditional distri-
bution families. Examples of these include, commonly known Pearson type
IV distributions and Johnsons’s SU -distributions, which use 4 parameter in
their density functions. These multi-parameter distributions are not omnipo-
tent though, and are usually unimodal, unless they are essentially a mixture
of multiple distributions.
2.2.3 Mixture Models
Mixture models aim to explain the data by modelling the parts of it sepa-
rately and then combining the model fits. [29] In practice, a collection of
probabilistic models, such as Gaussian distributions models, are fitted to the
data optimally in a mixture model. The mixture models and model-based
clustering go hand in hand, the difference usually being the semantic end
goal, whether the end objective is to find a distribution for the entire popu-
lation or do the clustering to subpopulations with the fits. For a reference,
see the next subsection 2.3.1 and an up-to-date article of mixture model
developments [30].
We show possibly successful results of a mixture modeling process in Figure
2.7. The model seems rather robust as it gives similar results with all N =
5090 samples and only with around half of the samples N = 2500, whether
the number of distributions is 2 or 4. In the best case scenario the mixture
model recognizes subpopulations from the data, essentially doing what a
clustering algorithm does. This kind of automatic clustering has, however, a
few drawbacks.
Failing to fit the Gaussian mixture model in a satisfactory manner is demon-
strated in Figure 2.8. In the case of fitting only two distributions, the model
essentially fits one Gaussian distribution to almost all of the data and a very
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Figure 2.7: Examples of possibly good mixture model fits with different
number of samples and selected number of subpopulations.
little distribution to very high weights, which gives too much density to ex-
tremely low values and having a subpopulation with mean that is over 140
kg seems unnatural. And in the case of fitting 8 distributions the model
becomes unstable as removing just one sample completely changes the dis-
tributions. So the issues in general include, first of all, that it requires the
choice of underlying models that are mixed. Secondly, that it can produce
unrobust results when the number of desired groups is large. Thirdly, that
the computation time to find the optimal fits, using the expectation maxi-
mization method as an example, grows inconveniently fast as the sample size
and number of groups grows.
Due to these draw-back we can not utilize the mixture model directly to
solve the all the problems for which the framework attempt to provide in-
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Figure 2.8: Examples that demonstrate the issues with mixture model fitting.
Compare these fits to the previous figure 2.7.
sights. Nevertheless, the mixture modeling can be used when doing solely
distribution fitting, such as in a case when it can clearly be seen that each
subpopulation consist of two underlying distributions, which can not be sep-
arated using the actual clustering methods presented in the next section.
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2.3 Subpopulation Clustering Methods
Clustering analysis provides a way to divide the data to more understandable
segments and can possibly find subpopulations. Firstly, we consider model-
based methods that share similarities with mixture models. But move on to
consider methods that use the multivariate data instead of just the variable
of interest, as secondly, the categorical group clustering is defined, that essen-
tially uses other variables directly or with feature engineering. And thirdly,
hierarchical clustering, a standard clustering algorithm for multivariate data,
which has the potential to find the subpopulations, is explored.
2.3.1 Model-based Approaches to Clustering
In model-based clustering it is assumed that the data is generated by un-
derlying model similarly than in the mixture modeling 2.2.3, see also again
[30]. The usual approach is to find the parameters of the model by expec-
tation maximization and assigning a data point to the cluster for which the
likelihood of that point belonging there is the highest. [17] The model-based
clustering aligns with our goal of finding subpopulations that are shaped ac-
cordingly to the same common shape structure, but it has similar drawbacks
than the mixture modeling. The first one being that the underlying model
needs to be chosen beforehand for subpopulations or at least some sort of
assumption of the structure of subpopulations need to be made. [2] [11] [24]
There are also attempts to do the clustering nonparametrically [1].
In Figure 2.9 we show example clustering to 5 groups using Gaussian dis-
tributions as the underlying model. See [12] for the implementation. The
mean values of each differ desirably, but the second drawback can be seen
at the borders of each cluster: the borders are too strict so that the sub-
population distributions would have common predictable shapes. Therefore,
using model-based clustering as it is, would require that the points not in the
closeness of the centers should be somehow fuzzily be shuffled to occasionally
to be in a cluster other than the one with the highest likelihood. Also the
problem that the model needs to be chosen beforehand could be solved by
some iterative approach in which the framework is run multiple times and
the distribution family, that is the underlying model, would be altered in the
process. For the examples of this thesis, however, we do not formulate this
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Figure 2.9: Model-based clustering to five subpopulations using the Gaussian
distribution family fitted with the expectation maximization algorithm.
matter further, but give instead simpler and more tangible alternatives for
the clustering that mainly use the multivariate data around the variable of
interest.
2.3.2 Categorical Group Clustering
By the categorical group clustering, in its simplest form, we mean here that
we use the most significant categorical variable in the data to group the data
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so that each category forms a subpopulation of its own. Then we can further
divide these categories using the second most significant categorical variable
and so forth if wanted. A concrete example of this is given in Table 2.2. The
term pivot table is also used for this representation in the context of many
business intelligence and spreadsheet software applications.
Table 2.2: Categorical group clustering using the variables gender, class and
region with a few statistical aggregation values related to them.
The determination which variables are the most significant can be done in
many ways, but the variable selection problem is challenging in general. In
machine learning the process is called feature selection. One practical alter-
native is to use linear regression model to explain the variable of interest.
Random forest methods, using domain knowledge or just testing out differ-
ent combinations and picking the best clustering using cross-validation in the
end, may also work. See, for example, caret package [23], which provides a
systemical procedure for variable selection. Furthermore, we can try create
more features based on the variables available and possible domain knowl-
edge. [16] Also the particular subpopulation of interest should be considered,
and picking the variables just based on the the subpopulation of interest is
often the best way to go if accurate estimate values are wanted instead of
overall understanding of the data.
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Categorical group clustering has a number of simple reasonable feature engi-
neering modifications that make the method more powerful, but also make
picking the optimal clustering more challenging, for instance:
• The numerical variables can be transformed into categorical ones
• The alternative of not using every category for a categorical variable,
but combining the categories in it
• Only dividing a certain category in a variable further instead of all
categories in it
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(a) Using the variable gender that has two
values.
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(b) Using the variable that implies whether
passanger is in class economy and that the
handbag weight is heavy.
Figure 2.10: Categorical group clustering results using different variables in
the weight data.
Categorical group clustering works well often just by choosing the most sig-
nificant variables and combinations of them, if the variables in the data are of
good quality. Nonetheless, not all categorical variables necessary have that
much information value or the distribution formed can have little common
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structure, which means that our understanding about the nature of the data
will not be very usable. Also when doing transformations from the numerical
variables to categorical ones extra care should be taken so that distribution
shapes are understandable. An example clustering using the gender variable
is shown in Figure 2.10(a). Notice how the borders of each clusters are much
more fuzzy and it is more believable compared to model-based clustering
2.9 that these groups would be from some similarly shaped distributions.
We also show in Figure 2.10(b) an artificially created variable that indicates
whether passenger is class economy and has a heavy handbag. These kind of
variables that are directly connected to the variable of interest are problem-
atic in a sense of wanting to preserve the common distribution shape. We
take a more in-depth look into the distribution shapes in Section 4.3.1 using
the categorical group clustering.
2.3.3 Hierarchical Clustering
Hierarchical clustering is a standard clustering method in which each data
point is initially its own cluster and then at each stage of the clustering the
two most similar clusters are joint together until in the end there is only single
cluster. The aforementioned clustering method is called the agglomerative
bottom-up approach, which we will refer from now on as just hierarchical
clustering., but there also is the divisive top-down approach, that starts with
one cluster which is divided iteratively unlike merging that happens in the
agglomerative approach. The hierarchical clustering allows us choose the
cut-off value, that is how many clusters we want, afterwards. [17]
The core of this algorithm is the cluster similarity. Mathematically, we must
choose a linkage criterion that determines the distance of two clusters and a
metric affecting the shape of the clusters that is used in the linkage criterion.
For example, we can use the maximum linkage max { d(x, y) : x ∈ X, y ∈ Y },
where X and Y are clusters, and d(·) is the metric that can be, for instance,
the Euclidean distance d(x, y) = ‖x − y‖2 =
√∑
i(xi − yi)2, if we have a
continuous numerical variables. The metric can be also defined for categorical
and other type of variables.
In our case, the metric for the mixed multivariate data can be, for example,
the Gower distance [14], that is sort of a jack of all trades metric, that can
take numerical, categorical, logical and ordinal variables simultaneously and
also allows the weighting of variables according to their importance. In short,
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the Gower distance computes the weighted average of dissimilarities for each
variable, where the dissimilarity means for numeric variables the absolute
difference divided by the range of that variable, for categorical the distance
is 0 or 1 depending whether their value is the same and in similar fashion
for the other type of variables. The weights in the weighted average can be
chosen to be anything non-negative.
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(a) Using all the categorical variables in the
weight data.
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(b) Using only the total weight variable.
Figure 2.11: Hierarchical clustering results using different variables in the
weight data.
Examples of the hierarchical clustering are shown in 2.11. The used metric is
the Gower distance. The first figure 2.11(a) shows the hierarchical clustering
using every categorical variable in the weight survey data. The results resem-
ble the gender based categorical clustering results. The second figure 2.11(b)
shows the clustering when it is done based on the total weight variable. This
clustering resembles solution to a traditional clustering problem without the
consideration of subpopulation distributions and shows that using variables
directly connected to the variable of interest is also problematic with the
hierarchical clustering. So, one of the differences between the categorical
clustering is that the latter requires more domain knowledge to use, but us-
ing the hierarchical clustering blindly to every variable is not a good practice
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either. We return to further examples of using the Gower distance with the
average linkage and various weightings in the examples of Chapter 4, but
before this we finalize our framework by discussing how common shape can
be identified after using the subpopulation clustering and distribution fitting
methods that were showcased in this chapter.
Chapter 3
Common Shape Identification and
Subpopulation Estimation
In this chapter we develop simple algorithms for shape identification under a
few statistical assumptions as well as discuss ideas for more complex meth-
ods and how to choose subpopulation similarity weights in the algorithms.
In other words, we define how the third and forth block of the framework
could be implemented, that is how we obtain the improved estimate for the
distribution of the subpopulation of interest.
3.1 Location-Scale Averaging Method
Here we build a simple way to identify the common shape of subpopula-
tions assuming they are from the same location-scale family. However, the
method may work decently well even if the location-scale assumption does
not hold. Similar approaches have been used in other studies to determine
shape similarity between distributions, although the idea of translating and
scaling back to the original values is not present in these methods. Wegner et
al. [45] use similar normalization method to ours to determine whether two
graphs are similar and Osada et al. [33] to measure the similarity of shapes
of three dimensional physical objects.
In location-scale averaging method the common shape is identified by calcu-
37
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lating the translated and scaled distributions, that is normalized versions, out
of all subpopulations and then calculating the weighted average out of those.
After the common shape is found, that is the weighted average, the distri-
butions are translated and scaled back to the original locations and scales.
The process is mathematically formalized in Algorithm 1 and visualized in
Figure 3.1.
Algorithm 1 Location-scale averaging method:
1: C1, C2, ...← ClusteringAlgorithm(X)
. Cluster the multivariate data using some clustering algorithm
2: Z1, Z2, ...← (C1 −mean(C1))/sd(C1), ...
. Normalize the data based on the variable of interest for every point in each
cluster
3: Z = Merge Z1, Z2, ...
. Merge all scaled clusters together
4: C∗1 , C∗2 , ...← Z ∗ sd(C1) +mean(C1), ...
. Scale and translate the common shape back for every point in each cluster
5: D∗1, D∗2, ...← DistributionFittingAlgorithm(C∗1 ), ...
. Fit distribution using some distribution fitting algorithm
The left part of Figure 3.1 shows 7 subpopulations determined from the
data, which seem to have a similar shape. However, it can be seen that some
of them have irregularity mostly due to a low sample size. In the middle
the standardized versions of the subpopulations can be seen. The average
common shape is the weighted average. There are many ways to assign
the weights for each subpopulation, such as the sample size of each subpop-
ulation, which is used here. The right part shows the distributions after
translating and scaling back to the original place and scale. For high sample
groups the shape changes only a little, but the highlighted red subpopulation
gets its shape corrected significantly.
The method has a sound intuition behind it, but a deeper look at the theo-
retical exactness, convergence and possible faults should be considered. The
first matter is to confirm that the distributions provided by the algorithm
have the same expected values for relevant distribution statistics as the trivial
estimate with a finite number of samples.
Now, let X1, X2, ..., XN be random variables from the same location-scale
family and C1, C2, ..., CN be collections of random samples drawn from these
random variables and C∗1 , C
∗
2 , ..., C
∗
N be collections of points calculated by
the location-scale averaging method, D1, D2, ..., DN distributions fitted to
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Figure 3.1: The location-scale averaging method step by step.
C1, C2, ..., CN and D
∗
1, D
∗
2, ..., D
∗
N distributions fitted to C
∗
1 , C
∗
2 , ..., C
∗
N . It
should hold that the expected values of relevant distributions statistics are
the same. By relevant statistics we mean moments and other quantities that
relate to the distribution location, scale and shape, but not for instance sam-
ple size related statistics like the number of samples. Denoting the function
which calculates the distribution statistics with G, it should hold for any
subpopulation of interest CI that E [G(CI)] = E [G(C
∗
I )].
For instance, for the mean value it should hold that
E [mean(CI)] = E [mean(C
∗
I )] . (3.1)
To verify this, let Ni be the number of samples in Ci and Ntotal = N1 +N2 +
...+NN is the total amount of samples, then expanding the right side of this
equation gives:
mean(C∗I ) = mean(Z ∗ sd(CI) +mean(CI))
=
N∑
p=1
[
Np∑
k=1
[
Ck,Cp −mean(Cp)
sd(Cp)
∗ sd(CI) +mean(CI)
]]
/Ntotal
(3.2)
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Now we see that
N∑
p=1
[
Np∑
k=1
[mean(CI)]
]
/Ntotal = mean(CI) ∗
N∑
p=1
[
Np∑
k=1
[1]
]
/Ntotal
= mean(CI) ∗
N∑
p=1
[Np] /Ntotal = mean(CI) ∗Ntotal/Ntotal = mean(CI)
(3.3)
and also that
Np∑
k=1
[
Ck,Cp −mean(Cp)
sd(Cp)
]
=
Np∑
k=1
[
Ck,Cp
]
/sd(Cp)−
Np∑
k=1
[mean(Cp)] /sd(Cp)
=
Np∑
k=1
[
Ck,Cp
]
/sd(Cp)−Np ∗mean(Cp)/sd(Cp)
= mean(Cp) ∗Np/sd(Cp)−Np ∗mean(Cp)/sd(Cp) = 0,
∀p ∈ 1, 2, ..., N.
(3.4)
Substituting 3.3 and 3.4 to 3.2, we get that mean(CI) = mean(C
∗
I ), which
directly implies that 3.1 holds. Similar verification should be possible for
the variance and the statistics related to the higher moments and we could
also try to verify that E [G(CI)] = E [G(C
∗
I )] is equal to the theoretical
statistic G(XI) that random variable XI has, but in this case the location-
scale assumption, the expected value operator and sampling from the random
variables should be used in the verification. It should be noted that if we
also consider the distribution fitting parts of the method matters, like the
chosen kernel function, affect the estimates. For example, a relatively large
bandwidth may increase the deviation of the estimates.
We can make hypotheses how the algorithm is assumed and should work,
although we will not prove these statements and it is even possible that these
statement do not hold at least under some special cases. Here we assume that
the random variables X1, X2, ..., XN are from the same unknown location-
scale family. And when referring the convergence, we assume that Ntotal →
∞. The center part, that is disregarding the clustering and distribution
fitting, should have the following properties:
• E [G(C∗I )] = E [G(C∗I )] = G(XI)
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• Reasonable estimators calculated for C1, C2, ..., CN converge faster when
calculated for C∗1 , C
∗
2 , ..., C
∗
N and also converge in probability to G(XI)
• Weighting by the number of samples is the best weighting in the terms
of convergence of reasonable estimators
And the entire location-scale averaging method should also have the following
properties assuming a reasonable distribution fitting method is used:
• D∗1, D∗2, ..., D∗N convergence in distribution to the same asD1, D2, ..., DN
converge, which is equal to probability density distributions f1, f2, ..., fN
of random variables X1, X2, ..., XN
• The earth mover’s distance EMD(fI , D∗I ) converges to 0 in probability
and the rate of convergence is at least as fast as EMD(fI , DI)
The location-scale averaging method can be improved especially, when location-
scale assumption holds only weakly or a certain subpopulation just does not
follow the common shape in the reality. In this case the smooth fit can be
more accurate estimate than the location-shape method estimate. Particu-
larly if the sample size for the subpopulation of interest is large, the smooth
fit should be trusted with a high confidence. In general, we can combine the
predictive accuracy of the smooth fit to the location-scale method using a
weighting function that assess our trust in the smooth estimate versus the
location-scale method. The weighting function gets a weight value w between
0 and 1 based on the number of samples N in the whole data set and the
number of samples Ni in the subpopulation i that is considered. An example
of a reasonable weighting function is
wi =
Ni
(1− α) ∗Ni + α ∗N , (3.5)
where α is a further constant between 0 and 1 to model our trust whether we
expect the subpopulation of interest to be similar to the rest of subpopula-
tions. If we can construct a validation data set, we could also determine our
trust in the two models by using emsemble methods [32] that are commonly
used to combine multiple machine learning methods. The location-scale av-
eraging method mixed with the smooth fit is described in Algorithm 2.
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Algorithm 2 Location-scale averaging method mixed with the smooth fit:
1: D1, D2, ...← DistributionF ittingAlgorithm(ClusteringAlgorithm(X))
. Fit distributions to clustered data
2: D∗1, D∗2, ...← LocationScaleAveragingAlgorithm(X)
. Fit distributions using the location-scaling
3: w1, w2, ...← SmoothWeighting(N1, N, α), ...
. Calculate the weightings for models
4: D∗s1 , D∗s2 , ...← w1 ∗D1 + (1− w1) ∗D∗1, ...
. Mix the results of the methods
3.2 Approaches of Higher Moments
The approach in the previous section understood the shape by using the first
two moments. One of the benefits of this is the access to easy standardization
of distributions. When trying to understand the shape using the higher mo-
ments than the first two, we do not have a well-known family concept similar
to the location-scale family and there are no easy tricks to do the standard-
ization in general. One specific way to do the standardization with respect
to the 3rd moment is to use the Box-Cox transformation which removes the
skewness, and so the 3rd moment. In general, the power transformations are
a technique to make the data distributed more like the normal distribution
[4], for which we could apply location-scale method like standardization tech-
niques. To use these kind of methods we would need to determine for which
moments we do the standardization in the first place. As such, we do not
try to do the standardization using the higher moments here, but try to find
other kind of common moment patterns to access the underlying common
shape.
Moment diagrams serve as our main tool to understand the patterns in the
distributions. Once the prominent moment patterns have been recognized
visually, the patterns need to be used when fitting the distribution for the
target subpopulation. We take a look at a couple of examples. Multiple
moment diagrams for various centralized moments are shown in Figure 3.2
for all flight-gender subpopulation combinations with respect to the total
weight variable. The points are not distributed randomly as there are some
notable patterns in these charts. However, the genders that are shown in
different colors are hard to separate which is expected as they have similar
distribution shapes in the data.
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Figure 3.2: A diagram of the centralized moments for all flight-gender sub-
population combinations. The genders are shown in different colors. The
variable of interest is the total weight for all points.
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Figure 3.3: A diagram of the centralized L-moments for all flight-gender
subpopulation combinations. Two variables of interest are considered, the
total weight and the handbag weight, these are shown in different colors.
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Figure 3.3 shows similar visualizations for centralized L-moments for two
different variables of interest, the points still being all flight-gender subpop-
ulations. The variables are the total weight and the handbag weight and
they are shown in the different colors. This time the diagrams show less pre-
dictable patterns within a subpopulations, but the diagrams with the second
moment axis make it possible to distinguish the total weight and handbag
distributions, which is expected as the distributions shape is a bit different for
the total and handbag subpopulation distributions, unlike male and female
distributions that were considered in Figure 3.2. These examples support the
hypotheses expressed in 2.1.2 about possible identifiable moment patterns for
subpopulations and provide basis for more advanced methods to understand
the shape similarity.
Next we describe the outlines for two different approaches to utilize the dia-
grams algorithmically.
Outline of the method of regressional moment patterns:
The idea of this method is to fit some general purpose distribution of many
parameters to the subpopulation of interest using the method of moments,
but instead of calculating the moments directly from the subpopulation,
they are evaluated using the moment diagrams patterns. That is, we
determine which moments or distribution characteristics pairs have noti-
cable patterns in them using the moment diagrams. Then we fit regression
lines, or curves in more advanced settings, to the diagrams. Each moment
used in the method of moments is calculated from the regression lines,
by calculating the other moments directly from the other subpopulations
and then the moment of interest is predicted from the regression line for
the subpopulation of interest. If the same moments are calculated from
multiple diagram pairs the value can be the weighted average, where the
weights are determined by the coefficients of determination. Similarly to
the location-scale averaging method, these higher moment methods can
naturally be mixed with the smooth fit estimate similarly to Algorithm
2.
Outline of the matching moments by random sample addition method:
In this method we try to modify the original subpopulation sample set
by adding new points so that the moment requirements are fulfilled bet-
ter. The method requires similar pattern exploration from the moment
diagrams as the previous method. After this is done random points are
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added to the subpopulation of interest, so that the moment requirements
are met better. The adding of the points will lead to unwanted results if
done naively, so we do the following. First, multiple randomly selected
points should be added at once, instead of just one. Secondly, to find
the optimal points to be added, a large enough number of trials should
be made. Thirdly, these steps should be repeated so that enough points
are generated for which the smooth fit can be finally made. On top of
these, the moments to be matched must be based on strong patterns or
the method will not work at all.
We need a substantial number of subpopulations with large amounts of sam-
ples and extensive manual research of moment diagrams to these methods
to work in general case. In practice, we may, however, implement something
more simple which uses the principles described above, but assumes that dis-
tribution is relatively uncomplicated, such as being unimodal. In this case,
for instance for the passenger weight data subpopulations, the improved es-
timate can be calculated relatively successfully as follows, the results shown
in Figure 3.4:
• Calculate the first two moments directly from the subpopulation of
interest
• Calculate the third and fourth moment using linear regression in a few
moment diagrams that have third and fourth moments in them
• Determine the parameters in Pearson type IV distribution, see 2.2.2,
using the calculated four moments
In general, generating a distribution unparametrically based on its moment is
a variation of the problem of moments, which has been studied, for instance
by John et al. [22], who moreover consider the case where only a finite
number of moments are known and the sample moments are calculated from
a limited number of samples, which is our case also. But for now we refrain
from further considerations of these more advanced methods, which is rather
reasonable as the tools discussed here are more than enough for our case
examples. We proceed to summarize the practicalities of using the framework
next.
CHAPTER 3. FROM SHAPE IDENTIFICATION TO ESTIMATES 47
0.000
0.005
0.010
0.015
0.020
50 100 150
Total.Weight
de
ns
ity
Type of an estimate
Pearson type IV fit using four moments
Smooth fit to subsample
Figure 3.4: A Pearson type IV fit using four moments to the weight data.
3.3 Practical Notions on Estimates and the
Framework
The methods examined in the previous sections provided algorithms that
may work in theory, but in practice very simple models may outperform more
complicated ones. In our case, it often is the case that instead of using all
subpopulations, using just the subpopulations that are known to be similar
to the subpopulation of interest should be utilized or at least weighted more.
Which subpopulations to use could be based on the information provided
by the moment diagrams as discussed. Other alternative is to use expert
knowledge. The alternatives of this include that a expert recognizes the
subpopulations directly or by identifying the most significant variables which
are also believed to have subpopulation structure within them. Also if the
clustering is done using the categorical clustering, we get a natural way to find
potentially similar subpopulations. A simple example of this with the weight
data is that subpopulations with similar demographic properties are weighted
more. For example, if we were to understand the weights of Atlantic male
passengers, we could cluster the population to region-gender subpopulations
and assign a greater weight to all Atlantic and male subpopulations than to
the other subpopulations.
The framework should be remembered to be modified according to the data
and the operational interests. Discrete values in the variable of interest or an
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end goal of estimating just the extreme values instead of the entire distribu-
tions are examples of such cases. The operational interest may many times
determine how the clustering should be done.
Further possibilities to identify the subpopulation structure and consequently
making the estimates better include making the framework iterative. Com-
paring the final predicted distribution to the real distribution using cross-
validation may let us evaluate how good a particular clustering approach
actually is. Iteratively using evolutive optimization algorithms with cross-
validation may let us improve the clustering process and help us to find
the subpopulation structures. However, these and other theoretical develop-
ments are not consider in this study further, but rather next we examine the
practicalities related to applying the framework by taking a deeper look to
operational interests relating to the passenger weight data that has been the
dummy data set in our previous examples.
Chapter 4
Case Example: Passenger Weights
This case example explores the passenger weights and related demographic
data that the airline company of consideration has collected. The purpose of
this example is to show how the distribution-based subpopulation framework
can be applied in practice and what kind of insights it may provide. We
mainly apply the most defined and also simplest methods in the framework
as they work very well as the data is of good quality.
4.1 Case Overview
The standard weights used in the passenger aviation in Finland are deter-
mined by the EASA regulation. [9] These weights, however, seem to be
outdated, as it is believed that the population has gained weight since the
last measurements, and also the weights have not been especially determined
for the airline company of interest. Thus, a weight survey was conducted
to determine the new standard weights. The survey included measuring
weights of the passengers, and whilst taking the measurement, the persons
being measured answered a few questions about themselves and their flights.
The survey partly follows the example set by a previous survey conducted
by NEA [3].
Using the correct standard weights makes it easier to estimate how much
cargo can be loaded and amount of fueling caused by adjusting the amount
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of fuel needed for safe aviation. Thus, having an accurate estimate of the
total weight of all passengers beforehand is useful. The current regulation
[9] requires that it is considered how many male, female and children are
occupying the flight. Each of these groups have a standard weight which is
used to calculate the estimate for the total weight of all passengers.
On top of just determining the new standard weights as the regulation states,
the new survey data raises a few interesting questions and applications to
make changes to operations of the airline company of interest, which are
shortly described next.
4.1.1 Subpopulation Clustering and Destination Seg-
mentation Problem
Having many specific standard weights for different subpopulations can be
beneficial for flight operations. On the other hand, too many standards may
be difficult to manage and comprehend. We take a look at this problem of
segmenting passengers subpopulations reasonably.
The segmentation to two genders and children, that essentially is the current
segmentation, is likely the most meaningful division for the entire popula-
tion, but further segmentations may be done utilizing other variables such
as the traveling class or the destination of the flight. The determination of
the most important variables or more general clustering for passenger seg-
mentation, so that the subpopulations would have a common understandable
shape and significant differences in the mean values, is desired. Especially, as
the destination of the flight is strongly connected to the fuel costs and easily
accessible variable for each flight, we should take special attention to see how
the segmentation of the flight destinations should be done. Furthermore, the
flights are already classified to 4 geographical categories and we can see how
usable these are with respect to the passenger weights.
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4.1.2 Rare Groups Estimation and Sample Size Re-
duction Problem
Taking the measurements is laborious process and relatively many measure-
ments are needed for the required statistical accuracy for the new standard
weights. This leads to problem of estimating accurately the average weight
of a subpopulation of a low number of samples or even with no samples. Also
estimating small quantiles, such as, people with more handbag weight than
allowed, is interesting for the airline company.
4.2 Overview of the Data, Subpopulations and
Distributions
The data set used in this analysis consists of 5090 weight samples collected
during years 2017 and 2018. The weighing process was based on voluntary
participation at the airport. The measurements represent the customer base
of the airline company, other than that the children are excluded. To improve
the accuracy, a stratification to genders, geographical regions and seasons
was done. As mentioned, the survey follows to example set by an other
weight survey shown in [3], which has partly inspired the regulation [9] that is
followed when calculating the required sample sizes and other formal aspects
about the reporting and conduction of the survey. Note especially that the
gender ratio is regulated so it does not reflect the true gender ratio for the
passenger, but the other variables (besides the season variable) should reflect
the reality reasonably well. Note also that this study only contains the first
5090 samples collected for standard weight revision and we do not consider
here questions related to possible biases in the survey or other problems. The
calculations may also be simplified here to what the regulations requires for
the actual survey study that is not this thesis.
Each weight sample is the sum of a passenger pap weight and handbag weight.
The pap weight, that is human body weight with clothes, was measured using
a larger scale and the handbag weight was weighed on a smaller scale. All the
total weight measurements are shown in Figure 4.1 and by pap and handbag
weights in Figure 4.2. The participants also answered a collection of questions
while being measured. The survey device also automatically recorded the
time of measurement and the flight number. The season and region are
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Figure 4.1: All total weight measurement samples and the density estimation
for them.
not directly asked but can be determined from the data naturally. The
answers to survey questions are shown in Figure 4.3 with respect to number
of answers to each question and in Figure 4.4 the average weight for each
answer subpopulation. The questions should be rather unambiguous from the
answer, other than the language, which refers to the language the participant
chose to answer the questions with rather than the actual nationality.
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Figure 4.2: All weight measurements: total, pap and handbag weights and
their relations.
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Figure 4.3: The counts of answers to each question in the survey.
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Figure 4.4: The average weights for each subpopulation in the survey.
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To understand how each categorical variable affects the total weight, we form
a linear regression model. The model shows the effect each category has to
the total weight and the statistical significance. The results of the model
are shown in Table 4.1. These results are further analysed and used in the
categorical clustering in the next section.
Table 4.1: The linear regression model for all categorical variables in the
survey data to explain the total weight variable
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4.3 Subpopulation Clustering and Destination
Segmentation
We do the clustering to subpopulations using the categorical and hierarchi-
cal clustering. The survey data variables are already categorized other than
time, pap and handbag weight. Time is categorized post-measuring to two
seasons, and pap and handbag weight are not really useful, because we need
to measure the passengers to access these, which cannot be done in regular
traveling. Also, the number of different flights is relatively large, and cate-
gorized to 4 different geographical area, and this variable is further analysed
separately later in the destination segmentation section.
The segmentation should be applicable in daily flights, have large enough
differences in the means, have as few groups as possible, and it should be
easy to assign a passenger to the right segment before the flight. We try
to conclude a segmentation that matches these criteria by the end of this
section. To start with we use the linear regression model and the variable
counts and average tables to choose how the categorical clustering is done.
We exam the most prominent variables and their combinations for making
the subpopulation distributions.
4.3.1 Results: Subpopulation Clustering of the Weight
Data
We consider the categorical group clustering of the data using the existing
categorical variables. The most important variable seems to be the gender.
These subpopulations have a clear difference in the average weights and vari-
ations also. The gender distributions are shown in Figure 4.5(a). The overall
shape seems otherwise very similar, but the lower tail is steeper for the fe-
males. Both of the distributions have a longer upper than lower tail and
resemble the lognormal distribution.
The age seems to have a strong effect but it has a low statistical signifi-
cance other than the difference between teenagers and adults, for which the
teenagers naturally weight less. This kind of segmentation is though already
made, as the children have a separate standard weight value in the regulation.
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Figure 4.5: The weight distributions by different subpopulations based on
various categorical variables.
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The language and region both have a clear effect. Since these are correlated
heavily, we only consider the language in Figure 4.5(b). Resulting shapes
are similar to the gender distributions. The Finnish, English and Swedish
subpopulations seem to be very similar in shape and have similar lower tails
than the male subpopulation. Chinese, Japanese, Korean subpopulation have
a lower tail like the female subpopulation. Russian is something in between
what comes to the lower tail. When categorization is done with respect to
both the language and gender we get possibly the most similarly shaped, but
also distinct, collection of subpopulations of relatively many clusters and for
which we have large variations in the means. This clustering is visualized in
Figure 4.6.
Examples of other clusterings include the gender and season clustering seen
in Figure 4.5(c). The shapes are well-defined but differences in the means
are too small to be commercially usable. The purpose of flight, seen in
Figure 4.5(d) with the gender variable, is also a rather significant variable
and subpopulations have considerably different means using this variable too,
but the overall shapes are not that well in unison as in the gender-language
case. However, pretty much all the variables manage to generate relatively
similar shapes at least as long as the gender is used in categorization.
We also examine how well the hierarchical clustering can find these subpop-
ulation structures. Using all the categorical variables to predict the total
weight using the Gower distance with equal weights we get the clustering
displayed in Figure 4.7. There does not seems to be a clear cut of value.
This could indicate that there are no meaningful clusters, as if the data were
random and without any patterns, but in our case it likely indicates that
there actually multiple meaningful ways to do the clustering. The subpop-
ulation distibutions are shown in Figure 4.8 for ten different cut-off values.
A common shaped structure for the distributions seems to exist. However,
distribution are mainly stacked to two pile even though there were no very
clear cut-off value to two clusters.
We will further consider the hierarchical clustering by selecting important
variables using domain knowledge next, but with no domain knowledge the
best clustering seems to be the division to the genders that is already in use
in aviation industry, and if we wish to expand this segmentation, either the
area or language with the gender variable would provide the most meaningful
and predictable clustering. Also variables, such as the age or class, could be
interesting to consider further if we had some specific operational question
relating to these in mind.
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Figure 4.6: The weight distributions by the language-gender subpopulations.
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Figure 4.7: Hierarchical clustering dendogram using the Gower distance for
all the categorical variables in the weight data.
4.3.2 Results: Segmentation of Destinations
We reconsider how the variable flight number should be aggregated to smaller
amount of categories. The flights are listed by the destination city in Figure
4.9, and in the world map in Figure 4.10. Each destination city also consists
of different flight numbers that are in the data, but these are not used in the
analysis here. The current categorizations include the aggregation to nations
and the regional division to Domestic, European, Atlantic and Fareast flights.
The clustering of destination cities is done using the hierarchical clustering
choosing the Gower distance so that it emphasizes the location of destinations
in the world, the average total weights in that area and the number of flights.
The clustering dendogram, when using even weights for location and average
weight in the area, can be seen in Figure 4.11, the number of flights getting
weighted automatically as the number of samples is proportional to the flights
per year. The dendogram suggests a clear cut-off value to 2 clusters. Also 3
clusters could be considered if operational domain knowledge supports this.
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Figure 4.8: The distributions using the hierarchical clustering with different
cut-off values for Dendogram 4.7.
To consider the clustering in practice with domain knowledge insights, let
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Figure 4.9: The amounts of measurements per destination city.
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Figure 4.10: The destination cities measured on the world map, the number
of flights being logarithmically scaled.
us examine the clusters on the world map. Different cut-off values for Den-
dogram 4.11 are shown in the world map in Figure 4.12. For comparison
it is also shown how the clustering is done if only the local average weight
is considered in Figure 4.14 and if only the location is considered in Figure
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Figure 4.11: Dendogram using the Gower distance with equal weights for the
average area weight and the location.
4.13. The Figure 4.12 shows two easily understandable segmentations. The
first one being Fareast and rest of the world. The second one being same
as the previous but the Nordic countries are separated to their own cluster.
Figure 4.13 and 4.12 provide further insight about a practical clustering. The
indications are similar to the analyses with 4.12, but for instance, we could
expand the Nordic cluster with Central Europe destinations in case of using
3 clusters. We can also detect some individual particularly light or heavy
destinations in certain geographic areas, such as the two purple destinations
in 4.12 or the Atlantic destinations.
When making a decisions about the standard weights and subpopulations
to which they are put into practice, we must note that having too many
segments can be unpractical to understand and it also requires more weight
samples for required accuracy of statistics. Also different subpopulations are
easier to separate in daily operations than the others. For instance, we do
not have direct access to the language the passenger speaks but we do know
their flying class and gender. Without using further domain knowledge, such
as ticket prices, new operational changes and ignoring details like that the
fuel consumption is not entirely linear to traveling distance which is assumed
in this analysis, we could suggest segmenting the world to 2 or 3 segments
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Figure 4.12: The clusters on the world map, equal weighting used for the
average area weight and the location. See the related dendogram shown in
4.11.
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Figure 4.13: The clusters on the world map using only the location as a
clustering criterion.
that have been discussed here.
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Figure 4.14: The clusters on the world map using only the average area
weight as a clustering criterion.
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4.4 Estimations for Small Groups and Rare
Events
In this section we construct subpopulation distribution estimations based on
different amounts of samples and compare them to smooth fits references.
We also compare the tail behavior and extreme value estimates.
4.4.1 Results: Subpopulation Estimation
We compare how the use of shape identification methods improves the distri-
bution shape predictions for the weight data subpopulations. To evaluate the
quality of a method we compare it to the true underlying distribution. Here
we examine the subpopulation of Finnish males for which we have defined
the shape using all the samples in that group and doing a kernel density es-
timation fit, which we consider to be the true underlying distribution shape.
We then bootstrap random samples from this subpopulation and apply our
methods to do the validation. In practical applications, these methods should
be used for some population from which we have only a little samples and
we want more accuracy for the distribution shape, but this would not enable
us to do desirable validation.
The example subpopulation clustering is done using the categorical clustering
using the gender and language variables, see Figure 4.6. The location-scaling
averaging method variations are being used. In Figure 4.15 we compare
the location-scale method, smooth fit and the true underlying distribution
with different number of samples. The example is a presentable illustration
how the method usually works. Occasionally, the smooth fit may be even
better, but in general the location-scale method produces better results for
this kind of data, especially, if we wish to have a good understanding of the
distribution shape, but even the raw numerical error is smaller for location-
scale method than for the smooth fit in general. It should be noted that the
subpopulation of interest is part of the subpopulations used in the algorithm,
which slightly improves the results, but overall the method works similarly
even if the subpopulation of interest is excluded from the data.
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Figure 4.15: The location-scale method estimates compared to the smooth
fit and the true distribution using various sample sizes.
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Figure 4.16: The error to the distribution of total weights of all Finnish males
with different bootstrapped sample sizes for which the location-scale method,
smooth fit and a method that mixes these two are used. The average errors
visualized with the trend lines.
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The location-scale method provides a good understanding of distribution
shape for low sample size cases. As the sample size increases the smooth fit
also starts to catch the true shape. It must be particularly be noticed that
even if the average of the location-scale fit is not aligned with the true fit,
the shape is very similar, unlike the smooth fit.
The goodness of the fit can also be accessed numerically by comparing the
area differences between the true fit, as it is shown in Figure 4.16. The sam-
ples have been bootstrapped from all the samples in the subpopulation and
the error area is calculated using the earth mover’s distance. On average, the
location-scale method produces smaller error than the smooth fit when the
number of sample is small. However, when sample size increases the smooth
fit becomes more accurate and should be trusted more. From the upper plot
it can be seen that the error of the smooth fit slowly approaches 0 as the sam-
ple size increases. The location-scale has however, a limit that it will reach if
the sample size is grown which is around 0.03 which it occasionally reaches
even with a low sample size. The smooth fit and the location-scale method
can also be mixed as explained in the previous chapter. The results of this
are shown in the lower plot. The mixture attempts to pick the strengths of
the both approaches and seems to be successful.
4.4.2 Results: Rare Event Estimation
Here we take a deeper look at the estimate distribution by looking at their
tail behavior. Again we consider the subpopulation of Finnish males similarly
to the previous analysis 4.15. Figure 4.17 shows fits to samples that are less
than 70 kg and Figure 4.18 to samples that are more than 120 kg.
The absence of points makes it impossible to give any smooth fit estimates
in the lower sample cases or at least undesired spikes are more prevalent.
The latter problem could be partly solved with a larger bandwidth in the
kernel fitting method, but still the location-scale averaging gives a more
realistic picture in most of situations in 4.17 and 4.18 compared to the smooth
fit to the subsample, which does happen most of the time when this kind
of comparison is made. Note that we could also view the actual tails of
distributions in the previous analysis, but the analysis here emphasizes even
more the problems that the absence of samples causes.
The errors for distribution estimates for the extreme values are considered in
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Figure 4.17: The fits of the methods to the samples from the lower tail.
Figure 4.19 in similar manner to 4.16. Again the location-scale averaging is
a stronger model on average when the number of samples is not very large.
CHAPTER 4. CASE EXAMPLE: PASSENGER WEIGHTS 73
0.00
0.02
0.04
0.06
140 160 180 200
Total weight (kg)
D
en
si
ty
Type of an estimate
All samples
Location−Scaling−method estimate
Smooth fit to subsample
Number of samples = 5
0.00
0.02
0.04
0.06
140 160 180 200
Total weight (kg)
D
en
si
ty
Type of an estimate
All samples
Location−Scaling−method estimate
Smooth fit to subsample
Number of samples = 20
0.00
0.02
0.04
0.06
140 160 180 200
Total weight (kg)
D
en
si
ty
Type of an estimate
All samples
Location−Scaling−method estimate
Smooth fit to subsample
Number of samples = 100
0.00
0.02
0.04
0.06
140 160 180 200
Total weight (kg)
D
en
si
ty
Type of an estimate
All samples
Location−Scaling−method estimate
Smooth fit to subsample
Number of samples = 500
Figure 4.18: The fits of the methods to the samples from the upper tail.
It seems that the location-scale averaging makes much less frequently major
estimation errors that the trivial smooth fit.
CHAPTER 4. CASE EXAMPLE: PASSENGER WEIGHTS 74
0.00
0.04
0.08
0.12
0 500 1000 1500
Number of samples
Er
ro
r i
n 
ar
ea Fitting method
Location−scale
Smooth fit
For the weights over 100 kg
0.0000
0.0025
0.0050
0.0075
0.0100
0 500 1000 1500
Number of samples
Er
ro
r i
n 
ar
ea Fitting method
Location−scale
Smooth fit
For the weights over 150 kg
0.0000
0.0025
0.0050
0.0075
0.0100
0 500 1000 1500
Number of samples
Er
ro
r i
n 
ar
ea Fitting method
Location−scale
Smooth fit
For the weights over 175 kg
Figure 4.19: The errors for the methods, when the error is measured for
the fits to the samples above a selected threshold limit. The samples are
bootstrapped from the subpopulation of Finnish males similarly to 4.16.
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Consequently, the improved estimates by the framework are applicable for
more accurate extreme value estimations. This can be used, for instance, to
predict the amount of people with handbag weight more than some threshold
limit in a destination for which we have only a few samples. Other examples
include the analysis what will happen if a new handbag policy is enforced that
mainly affects a small subpopulation or we would like pioneer something new
like reserving multiple seats to heavy passengers, but the actual implication
for the airline company are left uncovered here.
Chapter 5
Further Applications and Con-
clusions
The applications of the framework are not limited to the passenger weight
data. Many data sets have subpopulation structure in them. We shortly
demonstrate this with the delay data from the aviation industry. Further
application and trends to use multivariate data and domain expertise are
considered.
5.1 Weather-related Delays and on Applying
the Framework
We shortly examine another application from the aviation industry to address
a few issues that were not strongly present with our previous case example
and enlighten further applications of the framework.
In passenger aviation understanding and predicting the flight delays is a sig-
nificant matter for customer satisfaction and operating the flights altogether.
The flight delay distributions happen to have similar a recognizable subpop-
ulation structure, when we consider subpopulations based on destinations,
flight operators, dates, times, weather conditions or other variables related
to the flights.
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In Figure 5.1 we look at the delays for each month. The shape is similar but
there are more delays during the winter months. One of the reasons for this
is the more unfavorable weather conditions during the winter mainly due the
practicalities that are needed on the flight landing site.
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Figure 5.1: The flight delay distributions for each month.
An interesting operational question is to understand how the weather causes
the delays for the flights. The framework may help to understand the amount
of flights that arrive with certain delay interval and improve the accuracy to
estimate the delays caused by extreme weather for which we have only a
relatively few samples. The distribution structure for the subpopulations of
different weather groups look similar to the monthly delays but the deviations
and averages are greater on top of the fact that utilizing different distributions
can be done much more rapidly than once a month when we have predictions
of the weather conditions in the future.
This task is more complex than the previous passenger weight case and the
clustering and variable selection methods presented may be inadequate. The
weather data is very versatile and its relation to flights is very complex and
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often bound to the area of operations, meaning that different airlines may
need distinct models and data. Domain knowledge and appropriate feature
selection are needed. As an example, instead of using every weather variable
available, a suitable subset could be the METAR data that is a concise
weather report for pilots. [10].
Similar problems have been tackled in aviation previously too. Herrema et
al. [19] have developed a machine learning model for predicting abnormal
runaway occupancy times in airway operations based on flight arrival data.
The model identifies that many of the weather related variables are the most
important, which are used in the actual model. Moreover, the model by
Herrema et al. also essentially fits distributions to clustered groups like
our framework. Though, the shape of distributions is chosen by just trying
different families of distributions and subpopulation thinking is not otherwise
present.
For this case of weather-related delays, in practice, ground operations could
adjusted or flights could be canceled based on the statistical predictions by
the framework. Furthermore, the successful clustering can help to us un-
derstand the delay risks or abnormalities [26], that are part of proactive
flight managing that is taking place in the aviation industry, which different
weather conditions also cause. However, to model the delays for each hours
or even shorter time span we should expand the framework by including de-
pendencies between delays that are close to each other. Figure 5.2 shows
delays over one day. There seems to be some correlation, beyond what is
caused just by the weather being the same, for flight delays that are close in
time. Additional modeling, such a traffic congestion model [42] with using
the time series data is needed to expand the framework to make operational
prediction about the delays that would provide exact predictions instead of
just general insights about the delays.
All in all, the framework provides interesting insights from the data just by on
its own, if an adept analyst is there to construct the parts of the framework
and interpret the outcomes. The framework is potentially applicable to any
multivariate data and especially useful when rare incidents are considered,
whether it is to understand passenger aviation or any other objective.
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Figure 5.2: The flight delay time series for one day that shows congestion
related patterns that may not be predicted, if the flight delay data points are
assumed to be independent.
5.2 Conclusions
We introduced a framework to model the underlying subpopulation distri-
bution structure a multivariate data might have. The framework used the
entire data to cluster the data in a meaningful way so that the distributions
for the variable of interest had understandable structure. The framework
also required distribution fitting methods to actual construct the distribu-
tions from the samples. The core of understanding the common distribution
structure was to identify the common shape for subpopulations. We used
distribution statistics to determine the common shape and made improved
estimates for the distributions of interest and their statistics. Our most de-
fined method was the location-scale averaging method, that assumed that
the shape could be understood by normalized versions of the distributions.
We also discussed how higher moments and other statistics could be used for
shape similarity identification and how the subpopulations could be weighted
unevenly based on the statistical analysis or domain information by an ex-
pert.
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The passenger weight case demonstrated how clustering methods of the
framework found clear subpopulation structures from the multivariate survey
data associated with the passenger weights. The clustering and their statis-
tics were used to segment the network into meaningful groups for which
different standard passenger weights could be operationally advantageous.
The later part of this case considered how the framework could improve the
accuracy of subpopulation distribution and consequently statistics estimates,
such as extreme quantiles. The estimates by the method using the framework
were shown to be more truthful than the trivial estimates. We also discussed
further applications of the framework in the passenger aviation by taking a
short look at flight delays and their relations to weather conditions.
The framework managed to provide novel insights about the data by explor-
ing the subpopulation structures and giving more accurate estimates. The
case examples showed how it worked in practice for passenger aviation data
sets and operational interests. It should be noted that the framework needs
to be adjusted based on the data and applications. The submethods, that is,
the clustering, the distribution fitting and the common shape identification
can be done in various ways, and the approaches shown in this thesis were
just examples that were reasonable for the aviation data sets of interest. Es-
pecially, the theory and methods for the common shape identification should
be developed, when the location-scale assumption does not hold very well.
Other main issue that was not really present with our cases is that the sub-
population structure might be hard to find or it might not even exist. Here
we found the structure pretty effortlessly which was due to the high quality
of the data sets to understand the variable of interest.
Overall, the framework seems very prominent for understanding multivariate
data sets in nature and business using the distributional subpopulation struc-
ture within them, but it needs both suitable submethods and data assets to
attain truly usable insights and predictions.
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