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SUFFICIENT AND NECESSARY CONDITIONS FOR THE SOLVABILITY
OF THE STATE FEEDBACK REGULATION PROBLEM
S. BOULITE, H. BOUSLOUS, L. MANIAR AND R. SAIJ
Abstract. In this paper, we discuss the state feedback output regulation problem (SFRP) for
infinite-dimensional linear control systems with infinite-dimensional exosystems. Under the polynomial
stabilizability assumption, sufficient and necessary conditions are given for the solvability of the SFRP.
The solvability of this problem is characterized in terms of the solvability of a pair of linear regulator
equations. An application of the solvability of the SFRP for polynomial stable SISO system is given.
Keywords: Infinite-Dimensional Systems, Infinite-Dimensional Exosystems, Output Regula-
tion, Polynomial stabilizability.
1. INTRODUCTION
In this paper, we are interested on the state feedback output regulation problem of the system
described by the following equations

z˙(t) = Az(t) +Bu(t) + Ud(t), t ≥ 0
y(t) = Cz(t), t ≥ 0
z(0) = z0.
(1.1)
Here A generates a C0-semigroup TA(t), t ≥ 0, on a complex Banach space Z. The state of the
plant (1.1) is denoted by z(t) ∈ Z. The continuous input u : R+ −→ U and the continuous
output y : R+ −→ Y take values in a complex Banach spaces U and Y respectively. The control
operator B ∈ L(U,Z) and the observation operator C ∈ L(Z, Y ). The bounded uniformly
continuous function Ud : R −→ Z represents a disturbance.
In addition, we assume that there exists an infinite-dimensional linear system, referred to as
the exogenous system (or exosystem), that generates a bounded uniformly continuous reference
signals yr and disturbance signals Ud

w˙(t) = Sw(t), t ∈ R
yr(t) = Qw(t), t ∈ R
Ud(t) = Pw(t), t ∈ R
w(0) = w0.
(1.2)
Here S generates an isometric C0-group TS(t), t ∈ R, on a Banach space W , P ∈ L(W,Z) and
Q ∈ L(W,Y ). We denote the error between the measured and reference outputs by
e(t) := y(t)− yr(t) = Cz(t)−Qw(t).
In general, the output regulation problem involves the construction of a control law which
stabilizes the plant (1.1) and drives the measured output to achieve asymptoticaly the reference
signal yr inspite of the disturbances Ud. i.e., e(t) −→ 0, t −→∞.
For finite-dimensional linear systems, the SFRP was studied by Davison, Francis, Wonham
and others (see e.g. [8, 9, 10, 11] and the references therein). In [11], Francis presented a
2000 Mathematics Subject Classification. 35R99, 37N35, 47D06, 93B50, 93B52, 93D15, 93D99.
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complete characterization for SFRP in terms of solvability of the so called regulator equations{
AΠ+BΓ + P = ΠS in D(S)
CΠ = Q in W.
(1.3)
In [10], Davison used similar method for the construction of the control law which regulates
the measured output. Many authors also constructed such control law for infinite dimensional
linear plants with finite dimensional exosystems, e.g. Pohjolainen [6] and Byrnes et al. [7].
Under the exponential stabilizability assumption of the system (1.1), they proved a complete
characterization for existence (and construction) of a regulating control law in terms of solvability
of the regulator equations (1.3). Subsequently, Immomen and Pohjolainen have considered
infinite dimensional exosystems generating periodic reference signals in [2]. In the same year, in
[3], Immonen and Pohjolainen generalized the above results to the case of strongly stabilizable
plants (1.1) and bounded uniformly continuous exosystems (1.2). More exactely, they proved
that if the pair (A,B) is strongly stabilizable by a feedback operator K and if the regulator
equations (1.3) have a solution (Π,Γ), then the SFRP is solved by the control law u(t) =
Kz(t) + (Γ −KΠ)w(t). On the other hand, the converse problem, or the necessary condition,
is also studied in the case of finite dimensional exosystems and exponentially stabilizable plants
(1.1) in [7]. But, In the case of strong stabilizability, Immonen and Pohjlainen [3] (see [4, Chapter
3]) needed additional assumptions. First, they introduced the concept of regular operators. They
gave a characterization of regular operator via the operator equation
AΠ+∆ = ΠS (1.4)
and established that the operator ∆ ∈ L(W,Z) is regular for TA(t) if and only if the operator
equation (1.4) has a solution Π ∈ L(W,Z). This allowed to solve the first regulator equation in
(1.3). By imposing certain auxiliary conditions for the reference signals, they established that
the second regulator equation of (1.3) were verified.
Notice that the operator equation (1.4), refered as Sylvester equation, was studied by many
authors. In particular, in [5], Phong established that if TA(t) is exponentially stable then the
operator equation (1.4) has a unique bounded solution Π : W −→ Z given by
Πw =
∫ ∞
0
TA(t)∆TS(−t)w dt (1.5)
for all w ∈W . Further, if A generates a strongly stable C0-semigroup, then the operator equation
(1.4) does not necessarily have a solution. Hence, one may ask: what about the solution of (1.4)
if TA(t) is polynomially stable? In this work, we show that, for every ∆ ∈ L(W,Z), if the
operator equation has a bounded solution Π : W −→ Z then necessarily the operator Π is given
by the same formula as (1.5) for all w ∈ D(S). Then, we will call every operator ∆ such that
the integral in (1.5) converges, for all w ∈ D(S), a conform operator for TA(t). In this case, we
show that the operator equation (1.4) is solved by (1.5).
This paper is concerned with output regulation problem in the case of polynomially stabiliz-
able plants. Our SFRP can be formulated as follows: let yr be a given signal reference. The
task is to find a feedback control law of the form
u(t) = Kz(t) + Lw(t),
for some K ∈ L(Z,U) and L ∈ L(W,U), such that
• A+BK generates a bounded polynomially stable C0-semigroup TA+BK(t) on Z.
• For the extended closed loop system{
z˙(t) = (A+BK)z(t) + (BL+ P )w(t), t ≥ 0
w˙(t) = Sw(t), t ≥ 0 (1.6)
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the tracking error e(t) = Cz(t)−Qw(t) −→ 0 as t −→ ∞ for any initial conditions z0 ∈ Z and
w0 ∈W , and ‖e(t)‖Y ≤ mt− 1α , t > 0 for z0 ∈ D(A) and w0 ∈ D(S).
Here, we are studying the problem of output regulation problem under the assumption of
polynomial stabilization. In our knowledge, this last property is not studied in the litterature,
and it is now under study and recent results will appear in a forthcoming paper. Note also that
we have assumed that the closed loop semigroup is aslo bounded for some technical problems.
The general case is under study.
In this paper, we give first a sufficient condition for the solvability of SFRP under the poly-
nomial stabilizability assumption of the plant, similar to the one of Immonen and Pohjolainen
[3]. To give necessary conditions, we use the conform operator notion introduced above and,
under some assumptions, we give a characterization for the solvability of SFRP and the reg-
ulator equations. In order to illustrate the obtained results, under some assumptions, we will
solve explicitly SFRP and the regulator equations for a diagonalizable SISO system. Finally,
an example of periodic tracking for a controlled wave equation is given.
2. Preliminaries on polynomially stable C0-semigroups
In this section we fix our notations and review some results on polynomially stable C0-
semigroups. By D(A), σ(A), ρ(A), we denote the domain, the spectrum, the resolvent set
of a linear operator A, respectively, and we set R(λ,A) = (λI − A)−1 for λ ∈ ρ(A). The open
left half-plane of C is denoted by C−. Throughout this section, A is the generator of a C0-
semigroup T (t) on a Banach space Z. Fix a real number µ such that ‖T (t)‖ ≤ M e(µ−ε)t for
some constants M,ε > 0 and all t ≥ 0. The fractional powers of Aµ := µI −A are defined by
A−αµ =
1
2πi
∫
Γ
(µ− λ)−αR(λ,A) dλ,
for any α > 0 and Γ is any piecewise smooth path in the set {λ ∈ C : Reλ > µ− ε, λ /∈ [µ,∞)}
running from ∞e−iφ to ∞eiφ for some 0 < φ < π/2. We further set A0µ = I. The operator A−αµ
is injective and bounded, hence it has a closed inverse denoted by Aαµ . The domain Zα := D(A
α
µ)
is independent of the choice of µ. The domains Zα endowed with the norm ‖z‖α = ‖Aαµz‖Z ,
α ≥ 0, Z0 = Z, are Banach spaces. Observe that Zγ is continuously and densely embedded in
Zα for γ ≥ α ≥ 0 and that ‖z‖n is equivalent to the usual graph norm of An for n ∈ N which is
denoted, in general, by ‖ · ‖A. Moreover, the fractional powers commute with T (t) and A.
Definition 2.1. [1] A C0-semigroup T (t), t ≥ 0 is called polynomially stable if there are
constants α, β > 0 such that
‖T (t)A−αµ ‖ ≤ N t−β (2.1)
for some constant N > 0 and all t > 0.
We denote that the inequality (2.1) is equivalent to
‖T (t)z‖ ≤ N t−β‖z‖α (2.2)
for all z ∈ Zα = D(Aαµ). Note that the above definition is independent of µ and that the estimate
(2.1) with α = 0 and β > 0 already implies that T (t), t ≥ 0 is exponentially stable, i.e.
‖T (t)‖ ≤M e−at
for all t ≥ 0 and some constants M,a > 0. It was shown in [1] that a polynomially stable
C0-semigroup satisfies
‖T (t)A−αγµ ‖ ≤ N(γ) t−βγ (2.3)
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for each γ ≥ 1. Moreover, inequality (2.3) holds for all γ > 0 if T (t), t ≥ 0 is polynomially stable
and bounded, i.e.
‖T (t)‖ ≤M (2.4)
for some constant M ≥ 1 and all t ≥ 0. In this case, we have
‖T (t)A−αµ ‖ ≤
N
t
(2.5)
for all t > 0 (with a different α, in general). Due to [1, Proposition 3.3], we have σ(A) ⊂ C−
and therefore we may normalize (2.5) to the estimate
‖T (t)(−A)−α‖ ≤ N
t
(2.6)
for all t > 0 and some α > 0, or equivalently
‖T (t)A−1‖ ≤ N
t1/α
(2.7)
for all t > 0 and some α > 0. Finally, by density argument, we remark that a bounded
polynomially stable C0-semigroup is always strongly stable.
3. sufficient conditions for the solvability of the (SFRB)
In this section, under the assumption that A+BK generates a bounded polynomially stable
C0-semigroup TA+BK(t), we shall give sufficient conditions for the solvability of the SFRP. Before
given our main result in this section, we recall first, from [3, 4], the following lemma, and for
the sake of completeness, we give a short proof.
Lemma 3.1. Let Z and W be Banach spaces, let A generates a C0-semigroup TA(t) on Z and
S generates a C0-semigroup TS(t) on W and let ∆ ∈ L(W,Z). If there exists Π ∈ L(W,Z) such
that Π(D(S)) ⊂ D(A) and Π satisfies the Sylvester type operator equation (1.4), namely
ΠS = AΠ+∆
then ∫ t
0
TA(t− σ)∆TS(σ)w0dσ = ΠTS(t)w0 − TA(t)Πw0 (3.1)
for all t ≥ 0, w0 ∈W .
Proof. Let ω0 ∈ D(S), by (1.4), we have∫ t
0 TA(t− σ)∆TS(σ)w0dσ =
∫ t
0 TA(t− σ)(ΠS −AΠ)TS(σ)w0dσ
=
∫ t
0
d
dσTA(t− σ)ΠTS(σ)w0dσ
= ΠTS(t)w0 − TA(t)Πw0
for all t ≥ 0. From another hand, for each t ≥ 0, it is clear that the operators R1(t) and R2(t)
defined by
R1(t)w :=
∫ t
0
TA(t− σ)∆TS(σ)wdσ
R2(t)w := ΠTS(t)w − TA(t)Πw
are in L(W,Z). Since D(S) is dense in W and R1(t)w = R2(t)w for all w ∈ D(S) and all t ≥ 0,
we can extend the equality R1(t)w = R2(t)w for each t ≥ 0 to hold for every w ∈W . 
Our main result in this section is the following.
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Theorem 3.2. Assume that A + BK generates a bounded polynomially stable C0-semigroup
TA+BK(t). If the regulator equations (1.3), namely{
AΠ+BΓ + P = ΠS in D(S)
CΠ = Q in W
have a solution, then the control law u(t) = Kz(t) + (Γ−KΠ)w(t) solves SFRP.
Proof. Since A + BK generates the bounded polynomially stable C0-semigroup TA+BK(t), we
only need to verify the second condition of SFRP. Let L = Γ−KΠ ∈ L(W,U). Then
ΠS = (A+BK)Π +BL+ P inD(S). (3.2)
Hence, by Lemma 3.1, we have∫ t
0
TA+BK(t− σ)(BL+ P )TS(σ)w0dσ = ΠTS(t)w0 − TA+BK(t)Πw0 (3.3)
for every w0 ∈ W and every t ≥ 0. Now consider the feedback law
u(t) = Kz(t) + Lw(t)
and let z0 ∈ Z and w0 ∈ W be arbitrary. Due to [4, Theorem 3.6], the explicit expression for
the tracking error e(t) is as follows
e(t) = CTA+BK(t)(z0 −Πw0) + (CΠ−Q)TS(t)w0. (3.4)
By the second equation of (1.3), we have CΠ = Q in W , then
e(t) = CTA+BK(t)(z0 −Πw0), t ≥ 0. (3.5)
Since TA+BK(t) is polynomially stable and bounded then TA+BK(t) is strongly stable. Hence,
by the boundedness of the operator C, we obtain that the tracking error e(t) converges to 0 as
t −→∞ for all z0 ∈ Z, w0 ∈W. 
As an immediate consequence of the formula (3.5), we can give the rate of decay of ‖e(t)‖Y
for more regular initial conditions.
Corollary 3.3. Assume that z0 ∈ D(A) and w0 ∈ D(S). Then there is a positive constant m
depending only on ‖C‖L(Z,Y ), ‖z0‖A and ‖w0‖S such that
‖e(t)‖Y ≤ mt−
1
α , ∀t > 0. (3.6)
Proof. From the formula (3.5), we have
‖e(t)‖Y ≤ ‖C‖L(Z,Y )‖TA+BK(t)(z0 −Πw0)‖. (3.7)
Since TA+BK(t) is polynomially stable and z0 −Πw0 ∈ D(A+BK) then, by inequality (2.7)
‖TA+BK(t)(z0 −Πw0)‖ ≤ Nt−
1
α ‖z0 −Πw0‖A+BK (3.8)
for all t > 0. Remark that Π ∈ L(D(S),D(A+BK)). In fact, if we put ∆ := BL+ P , then by
(3.2), for every w ∈ D(S), we have
‖Πw‖A+BK = ‖Πw‖ + ‖(A+BK)Πw‖
= ‖Πw‖ + ‖ΠSw −∆w‖
≤ ‖Π‖‖w‖ + ‖Π‖‖Sw‖ + ‖∆‖‖w‖
≤ (‖Π‖ + ‖∆‖)‖w‖S = C ′‖w‖S .
Hence, from the inequalities (3.7) and (3.8), we deduce that
‖e(t)‖Y ≤ ‖C‖L(Z,Y )Nt−
1
α (‖z0‖A + C ′‖w0‖S) (3.9)
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for all t > 0. Thus
‖e(t)‖Y ≤ mt−
1
α
with
m = ‖C‖L(Z,Y )N(‖z0‖A + C
′‖w0‖S).

4. Necessary conditions for the solvability of SFRP
In this section, we shall discuss necessity of solvability of the regulator equations (1.3) for
the solvability of the SFRP. To this end, we introduce a concept of conform operators ∆ ∈
L(W,Z). This allows us to give a complete characterization of the solvability of the Sylvester type
operator equation (1.4). The solvability of the second regulator equation of (1.3) is subsequently
obtained by imposing certain auxiliary conditions for the reference signals or the speed of output
regulation. We emphasize that such conditions are the same imposed by Immonen in [4].
Definition 4.1. Let A generate a polynomially stable C0-semigroup TA(t). An operator ∆ ∈
L(W,Z) is said to be conform for the semigroup TA(t) if the operator
Πω :=
∫ ∞
0
TA(t)∆TS(−t)wdt, w ∈ D(S),
define a linear bounded operator from D(S) to Z, where D(S) is endowed with the induced
norm of W .
In the following lemma, we give a characterization of a conform operator via Sylvester type
operator equation (1.4).
Lemma 4.2. Let TA(t) be a polynomially stable C0-semigroup and let ∆ ∈ L(W,Z). The
operator ∆ is conform for TA(t) if and only if the operator equation ΠS = AΠ + ∆ has a
solution Π ∈ L(W,Z).
Proof. Let Π ∈ L(W,Z) such that Π(D(S)) ⊂ D(A) and
ΠS = AΠ+∆ in D(S).
From Lemma 3.1, we have
Πw = TA(σ)ΠTS(−σ)w +
∫ σ
0
TA(t)∆TS(−t)wdt (4.1)
for all w ∈W and σ ≥ 0. Since Π(D(S)) ⊂ D(A) then, using the polynomial stability of TA(t),
it is easy to see that the first term in the right hand side of the equality (4.1) converges to 0 as
σ →∞ for all w ∈ D(S). Consequently, we have
Πw =
∫ ∞
0
TA(t)∆TS(−t)wdt. (4.2)
for all w ∈ D(S). Conversely, suppose that ∆ ∈ L(W,Z) is a conform operator for the semigroup
TA(t). Then
Πw :=
∫ ∞
0
TA(t)∆TS(−t)wdt
define a bounded linear operator from D(S) to Z. By density argument, Π can be extended to
a linear bounded operator from W to Z noted also by Π. Let w ∈ D(S) and t > 0 be arbitrary.
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We have
TA(t)Πw −Πw =
∫∞
0 TA(t+ σ)∆TS(−σ)wdσ −
∫∞
0 TA(σ)∆TS(−σ)wdσ
=
∫∞
t TA(σ)∆TS(t− σ)wdσ −
∫∞
0 TA(σ)∆TS(−σ)wdσ
=
∫∞
0 TA(σ)∆TS(−σ)(TS(t)w −w)dσ −
∫ t
0 TA(σ)∆TS(t− σ)wdσ.
Hence, for all t ∈ (0, 1), we have
TA(t)Πw−Πw
t =
∫∞
0 TA(σ)∆TS(−σ)(TS(t)w−wt )dσ − 1t
∫ t
0 TA(σ)∆TS(t− σ)wdσ
= Π(TS(t)w−wt )− 1t
∫ t
0 TA(σ)∆TS(t− σ)wdσ.
In the first term on the right hand side, we use the fact that TS(t)w−wt ∈ D(S) for every w ∈ D(S).
Since lim
t−→0+
TS(t)w − w
t
= Sw and Π ∈ L(W,Z), then this first term converges to ΠSw as
t −→ 0+. From another hand, since the map σ −→ TA(σ)∆TS(t− σ)w is continuous on R+ for
every t ∈ (0, 1) and TS(t) is an isometric group on W then the second term converges to −∆w.
Therefore,
lim
t−→0+
TA(t)Πw −Πw
t
exists in Z.
Consequently, Πw ∈ D(A) and AΠw = ΠSw −∆w. 
Remark 4.3. if TA(t) is exponentially stable, then by Corollary 8 in [5], the operator equation
ΠS = AΠ+∆ in D(S) has a (unique) solution Π ∈ L(W,Z) for every ∆ ∈ L(W,Z) defined by
the same formula
Πw =
∫ ∞
0
TA(t)∆TS(−t)wdt
for all w ∈ W , that is every operator ∆ ∈ L(W,Z) is conform for an exponentially stable
C0-semigroup.
In the following proposition, we give a sufficient condition of the conformity of an operator
with a polynomially stable C0-semigroup.
Proposition 4.4. Let A generate a bounded polynomially stable C0-semigroup TA(t) and let
∆ ∈ L(W,Z). If there exists ε > 0 such that ∆ ∈ L(W,D((−A)α+ε)), then the operator ∆ is
conform for the semigroup TA(t).
Proof. Since TA(t) is a bounded polynomially stable C0-semigroup then, by inequality (2.3),
with γ = 1 + εα and β = 1, we have
‖TA(t)(−A)−α−ε‖ ≤ Nε t−1−
ε
α ,
or equivalently
‖TA(t)z‖ ≤ Nε t−1−
ε
α ‖z‖α+ε (4.3)
for all z ∈ Zα+ε := D((−A)α+ε) Let a > 0 such that ‖∆w‖α+ε ≤ a ‖w‖ for all w ∈ D(S). Since
∆TS(−t)w ∈ Zα+ε, then
‖TA(t)∆TS(−t)w‖ ≤ Nε t−1− εα ‖∆TS(−t)w‖α+ε
≤ aNε t−1− εα ‖TS(−t)w‖
= aNε t
−1− ε
α ‖w‖.
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Thus, the function t −→ TA(t)∆TS(−t)w is integrable on [0,∞). Consequently,
Πw =
∫ ∞
0
TA(t)∆TS(−t)wdt
define a bounded linear operator fromW to Z, and the operator ∆ is conform for the semigroup
TA(t). 
One way to obtain the necessity of solvability of the regulator equations (1.3) for the solvability
of the SFRP is to restrict the class of reference signals as follows (see [4]).
Definition 4.5. [4] The exogenous system generates admissible reference signals if for every
w ∈W and each Q ∈ L(W,Y ) we have: QTS(·)w ∈ C+0 (R, Y ) only if Qw = 0.
This is the case if, for example, the operator S in (1.2) generates a periodic C0-group TS(t)
on W . More generally, one has the following result.
Proposition 4.6. [4] The exogenous system (1.2) generates admissible reference signals provided
that at least one of the four conditions below holds:
1. The reference signals QTS(·)w are in AP (R, Y ) for all Q ∈ L(W,Y ) and all w ∈W .
2. The spectrum σ(S) is countable and H does not contain a closed subspace which is
isomorphic to c0 (the space of sequences converging to 0 with sup-norm).
3. The spectrum σ(S) is discrete.
4. The space W is of finite-dimensional.
The following theorem presents some conditions under which the solvability of the regulator
equations (1.3) is necessary for the solvability of the SFRP.
Theorem 4.7. Assume that the exosystem (1.2) generates admissible reference signals. If the
SFRP is solvable for some control law u(t) = Kz(t) + Lw(t) such that the operator BL+ P ∈
L(W,Z) is conform for the semigroup TA+BK(t), then there exits Π ∈ L(W,Z) and Γ ∈ L(W,U)
such that Π(D(S)) ⊂ D(A), L = Γ−KΠ and the regulator equations (1.3) are satisfied.
Proof. Since BL+ P is conform for TA+BK(t), by Lemma (4.4), there exists Π ∈ L(W,Z) such
that Π(D(S)) ⊂ D(A+BK) and
ΠS = (A+BK)Π +BL+ P in D(S).
Let Γ = L+KΠ ∈ L(W,U). Then Π and Γ solve the first regulator equation of (1.3). Next, we
show that also the second regulator equation is satisfied. By Lemma 3.1, we have∫ t
0
TA+BK(t− σ)(BL+ P )TS(σ)wdσ = ΠTS(t)w − TA+BK(t)Πw
for all w ∈ W . Let w0 ∈ W be arbitrary and take z0 = Πw0 ∈ Z. Then the corresponding
tracking error e(t), see (3.4), is given by
e(t) = CTA+BK(t)(z0 −Πw0) + (CΠ−Q)TS(t)w0
= (CΠ−Q)TS(t)w0.
Now (CΠ − Q)TS(·)w0 ∈ C+0 (R, Y ) because the SFRP is solvable. Since the exosystem (1.2)
generates admissible reference signals and since CΠ−Q ∈ L(W,Y ), we must have
CΠw0 −Qw0 = 0.

By combining the above result with those in Section 3, we obtain the following complete
characterization for the solvability of the regulator equations (1.3) and the SFRP.
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Theorem 4.8. Let TA(t) be a bounded polynomially stable C0-semigroup and assume that the
exosystem (1.2) generates admissible reference signals. Then the SFRP is solvable using the
control law u(t) = Kz(t) +Lw(t), where L ∈ L(W,U) and BL+P is conform for TA+BK(t), if
and only if there exist Π ∈ L(W,Z) and Γ ∈ L(W,U) such that Π(D(S)) ⊂ D(A), L = Γ−KΠ
and the regulator equations (1.3) are satisfied.
Finally, if A+BK generates a bounded polynomially stable C0-semigroup and if we can solve
the SFRP in such way that output regulation is polynomially fast, then we can dispense with
the assumption that the exogenous system (1.2) only generates admissible reference signals. We
arrive at another complete characterization for the solvability of SFRP.
Theorem 4.9. Assume that A + BK generates a bounded polynomially stable C0-semigroup
TA+BK(t), then there exists L ∈ L(W,U) such that BL + P is conform for the semigroup
TA+BK(t) and such that the control law u(t) = Kz(t) + Lw(t) solves the SFRP with
‖e(t)‖ ≤Mt−β[‖z0‖A + ‖w0‖S ] (4.4)
for all t > 0 and some β,M > 0, not depending on the initial conditions z0 ∈ D(A) and
w0 ∈ D(S), if and only if L = Γ−KΠ where Π ∈ L(W,Z) and Γ ∈ L(W,U) satisfy the regulator
equations (1.3).
Proof. From the above section, we need only to show the only if condition. Since BL + P is
conform for the semigroup TA+BK(t) then there exists Π ∈ L(W,Z) such that
ΠS = (A+BK)Π +BL+ P in D(S).
Moreover, by (3.4), the explicit tracking error is given by
e(t) = CTA+BK(t)(z0 −Πw0) + (CΠ−Q)TS(t)w0
for every w0 ∈ W and z0 ∈ Z. Assume that there exists w0 ∈ D(S), w0 6= 0 such that
δ := ‖(CΠ−Q)w0‖ > 0. Let t0 > 0 be such that
M t−β0 [‖Π‖L(D(S),D(A+BK))‖w0‖S + ‖w0‖S ] < δ (4.5)
and set w˜0 = TS(−t0)w0 ∈ D(S) and z0 = Πw˜0 ∈ D(A). Then the corresponding tracking error
satisfies
‖e(t0)‖ = ‖(CΠ−Q)TS(t0)w˜0‖
= ‖(CΠ−Q)w0‖ = δ
> M t−β0 [‖Π‖L(D(S),D(A+BK))‖w0‖S + ‖w0‖S ].
Further,
‖z0‖A = ‖Πw˜0‖A ≤ ‖Π‖L(D(S),D(A))‖TS(−t0)w0)‖S = ‖Π‖L(D(S),D(A))‖w0‖S .
Therefore,
Mt−β0 [‖z0‖A + ‖w0‖S ] ≤Mt−β0 [‖Π‖L(D(S),D(A))‖w0‖S + ‖w0‖S ] < ‖e(t0)‖
which is clearly a contradiction with the inequality (4.4). Hence (CΠ − Q)w0 = 0 for every
w0 ∈ D(S). Since D(S) is dense in W and CΠ−Q ∈ L(W,Y ), we conclude that
CΠ−Q = 0 inW.

Remark 4.10. In reviewing the previous proof, we note that the only if of the theorem remains
true if we replace the inequality (4.4) by the following
‖e(t)‖ ≤Mt−β[‖z0‖+ ‖w0‖] (4.6)
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for all t > 0, some β,M > 0 which do not depend on the initial conditions z0 ∈ Z and w0 ∈W .
5. Application: Periodic tracking for polynomially stabilizable SISO systems
In this section, we shall solve the SFRP and the regulator equations (1.3) in the case that
the reference and disturbance signals are periodic functions. Under some assumptions, in order
to solve SFRP, it is sufficient to verify that the operator BL+ P is conform for the semigroup
TA+BK(t) for some operator L ∈ L(W,Z). Hence, the theorem (4.8) allows to solve SFRP.
We consider the system (1.1) with U = Y = C. Assume that Z is a Hilbert space with an inner
product 〈·, ·〉. Define the operator A : D(A) ⊂ Z −→ Z by
Az =
∑
n∈Z
µn 〈z, ψn〉φn
D(A) = {z ∈ Z |
∑
n∈Z
|µn|2| 〈z, ψn〉 |2 <∞}
where (φn)n∈Z is a Riesz basis of Z and (ψn)n∈Z is the corresponding biorthogonal sequence.
We assume that the set {µn}n∈Z is contained in C− and that it has no accumulation points on
iR. Assume further that the eigenvalues {µn} of the operator A satisfies the following property:
there exist constants α, c > 0 and d > 0 such that
Reµn ≤ − c|Imµn|α if |Imµn| ≥ d. (5.1)
It is clear that A generates a bounded C0-semigroup, and since A is similar to a normal operator
then, due to [1, Proposition 4.1], the above assumptions also imply it generates polynomially
stable C0-semigroup and
‖TA(t)A−1‖ ≤ N t−1/α
for all t > 0, or equivalently
‖TA(t)(−A)−α‖ ≤ N
t
for all t > 0.
Now we introduce an interesting functions space whose elements can be generated by the
exosystem (2.2) if its parameters are suitably chosen. Let p > 0, let ωk =
2pik
p for k ∈ Z, let
(fk)k∈Z ⊂ R such that fk ≥ 1, k ∈ Z and (f−1k )k∈Z ∈ ℓ2 (the space of square summable complex
sequences). We define the state space of the exosystem as follows
W = {y : R −→ C | y(t) =
∑
k∈Z
yke
iωkt,
∑
k∈Z
|yk|2f2k <∞ , (yk)k∈I ⊂ C}.
Put θk(t) = e
iωkt for all t ∈ R and k ∈ Z. It is clear that the set {θk}k∈Z form an orthonormal
basis in W with the L2-inner product which is denoted by 〈·, ·〉L2 . But it shall be interesting to
use the inner product in W defined by
〈u, y〉f =
∑
k∈Z
ukykfk
where uk = 〈u, θk〉L2 and yk = 〈y, θk〉L2 for all k ∈ Z. It is easy to see that W is a Hilbert space
with the inner product 〈·, ·〉f and the corresponding norm is
‖y‖f =
√∑
k∈Z
| 〈y, θk〉 |2f2k .
10
Thus the set {θk}k∈Z, with this inner product, form an orthogonal basis in W , with ‖θk‖f = fk
for all k ∈ Z. Define the operator
S =
∑
k∈Z
iωk < ·, θk >L2 θk, D(S) = {y ∈W |
∑
k∈Z
ω2k| 〈y, θk〉L2 |2f2k <∞}.
Notice that the operator S generates an isometric C0-group on W given by
TS(t) =
∑
k∈Z
eiωkt 〈·, θk〉 θk.
We fix P ∈ L(W,Z) and Q = δ0 (Dirac mass at 0). Then the exosystem (1.2) with W,S,Q,P ∈
L(W,Z) and w0 ∈ W can generate all reference signals in W and only those. Moreover, every
reference function yr ∈W is generated by the choice w0 = yr ∈W . In fact
δ0TS(t)h = h(x+ t)|x=0 = h(t)
for every h ∈ W and t ∈ R, see [4] for more details. Notice that Q = δ0 ∈ L(W,Z) because if
y =
∑
k∈Z 〈y, θk〉L2 θk, we have
|δ0y| = |
∑
k∈Z
〈y, θk〉L2 |
≤
√∑
k∈Z
f−2k
√∑
k∈Z
| 〈y, θk〉L2 |2f2k
= c‖y‖f .
Our goal is to construct a control law u(t) = Kz(t) + Lw(t) for the asymptotic tracking of
periodic reference signals in the presence of the disturbance Ud(t). Since A generates a bounded
polynomially stable C0-semigroup, we can choose K = 0. To this end we need some assumptions
Assumption 1: H(iωk) := CR(iωk, A)B 6= 0 for all k ∈ Z.
Assumption 2: (H(iωk)
−1[1−Hd(k)]f−1k )k∈Z ∈ ℓ2, where Hd(k) := CR(iωk, A)Pθk.
With these assumptions, it is clear that the operator
Ly :=
∑
k∈Z
H(iωk)
−1[1−Hd(k)] 〈y, θk〉L2 (5.2)
is bounded from W to C.
The main result of this section is the following.
Theorem 5.1. Assume that Assumption 1 and Assumption 2 are satisfied. Suppose further
that BL + P is a conform operator for the semigroup TA(t). Then the SFRP is solvable using
u(t) = Lw(t). Moreover, for every yr ∈W the corresponding control law uyr which achieves the
asymptotic tracking of yr in the presence of the disturbance Ud(t) is given, for all t ≥ 0, by
uyr(t) =
∑
k∈Z
H(iωk)
−1[1−Hd(k)] 〈yr, θk〉L2 eiωkt.
Proof. Since BL+P is conform for the semigroup TA+BK(t) then there exists Π ∈ L(W,Z) such
that
ΠS = (A+BK)Π +BL+ P.
Furthermore,
Πy =
∫ ∞
0
TA+BK(t)(BL+ P )TS(−t)ydt
for all y ∈ D(S). In particular we have,
Πθk =
∫ ∞
0
TA(t)(BL+ P )TS(−t)θkdt =
∫ ∞
0
e−iωktTA(t)(BL+ P )θkdt
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for all k ∈ Z. Hence,
Πθk = R(iωk, A)(BL+ P )θk (5.3)
and therefore,
CΠθk = CR(iωk, A)(BL+ P )θk. (5.4)
On the other hand, by Assumption 1 and Assumption 2, we have
H(iωk) = CR(iωk, A)B and Hd(k) = CR(iωk, A)Pθk.
Then,
CR(iωk, A)(BL+ P )θk = H(iωk)Lθk +Hd(k)
= H(iωk)H(iωk)
−1[1−Hd(k)] +Hd(k)
= 1 = δ0θk.
Therefore, from (5.4), we deduce that
CΠθk = δ0θk.
Now, consider y =
∑
k∈Z 〈y, θk〉 θk ∈W . Since Π ∈ L(W,Z) then
CΠy =
∑
k∈Z
〈y, θk〉CΠθk =
∑
k∈Z
〈y, θk〉 = y(0) = δ0y.
Consequently, the second regulator equation is also satisfied and SFRP is solvable using u(t) =
Lw(t). More precisely, for yr ∈ W , the corresponding control law uyr which achieves the
asymptotic tracking of yr is given, for all t ≥ 0, by
uyr(t) = LTS(t)yr
=
∑
k∈Z
〈yr, θk〉L2 eiωktLθk
=
∑
k∈Z
H(iωk)
−1[1−Hd(k)] 〈yr, θk〉L2 eiωkt.
Remark 5.2. • Under the assumptions of the above theorem, the operator Π can be given
explicitly by
Πy =
∑
k∈Z
〈y, θk〉R(iωk, A)(BL+ P )θk.
• If there exists ε > 0 such that (BL+ P ) ∈ L(W,Zα+ε) then the operator BL+ P is conform
for the semigroup TA(t) and therefore we can apply results of the above theorem.
Next, we present two concrete examples of operators A considered above.
Example 1 (Periodic tracking of perturbed wave equation).
Consider the following perturbed one-dimensional wave equation on (0.1)
∂2v
∂t2
(x, t) =
∂2v
∂x2
(x, t) + b0(x)[h1(x)v(x, t) + h2(x)
∂v
∂t
(x, t)]
v(0, t) = v(1, t) = 0
v(x, 0) = v0,
∂v
∂t
(x, 0) = v1,
where b0(x) =
√
3(1− x), h1 and h2 are defined in [13, Theorem 13] by
h =
[
h1
h2
]
= −νπ
2
√
3
∑
k 6=0
αk
k
ψk, where αk =
∏
l 6=0,k
(1 + i
ν
l2(l − k) )
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for some 0 < ν ≤ 1 with ψk(x) = 1λk
[
sin(kπx)
λksin(kπx)
]
and λk = ikπ for k ∈ Z\{0}.
Define the operator A0 : D(A0) ⊂ L2(0, 1) −→ L2(0, 1) by
A0 = − d
2
dx2
with domain D(A0) =
{
v ∈ L2(0, 1)|v, v′ abs. cont. v′′ ∈ L2(0, 1), v(0) = v(1) = 0} . The opera-
tor A0 has a positive self-adjoint square root A
1/2
0 and the space Z = D(A
1/2
0 )×L2(0, 1) equipped
with an inner product
〈v,w〉Z = 〈A1/20 v1, A1/20 w1〉L2 + 〈v2, w2〉L2
is a Hilbert space. Next we introduce
z =
[
v
dv
dt
]
, A =
[
0 I
−A0 0
]
, ∆ =
[
0 0
b0h1 b0h2
]
,
D(A) = D(A0)×D(A1/20 ).
Notice that ∆ ∈ L(Z). Introduce also the control operator Bξ = bξ = [ 0b1 ] ξ, where b1(x) =
x(1 − x) and the observation operator C = ∑k 6=0 〈·, φk〉 〈b, φk〉 ∈ L(Z,C). Thus the above
perturbed wave equation can be written as

z˙(t) = (A+∆)z(t) +Bu(t),
z(0) = z0 = [
v0
v1 ] ∈ Z,
y(t) = Cz(t), t ≥ 0.
(5.5)
The eigenvalues of A are λk and the corresponding eigenvectors are ψk form an orthonormal
basis in Z. Due to Paunonen [13], the perturbed operator A˜ := A + ∆ is a Riesz-spectral
operator and that σ(A˜) = {−νpi
k2
+ ikπ}k 6=0. Further, the eigenvectors φk of A˜ form a Riesz basis
of Z. Since A˜ is similar to a normal operator then, due to [1, Theorem 4.1], A˜ generates a
polynomially stable C0-semigroup TA˜(t) and we have
‖TA˜(t)A˜−1‖ ≤
N√
t
(5.6)
for all t > 0 and some N > 0. Since TA˜(t) is bounded then the estimate (5.6) is equivalent to
‖TA˜(t)(−A˜)−2r‖ ≤
N
tr
(5.7)
for all r > 0, t > 0. Since σ(A˜) ⊂ C− and it has no finite accumulation points on iR, the
operator −A˜ is an invertible sectorial operator. Using the fractional domains of the operator
−A˜, we have, for β ≥ 0,
Zβ = D((−A˜)β) = {z ∈ Z|
∑
k 6=0
|µk|2β | < z, φk > |2 <∞}.
The space (Zβ, ‖ · ‖β) is a Hilbert space with norm defined by
‖z‖2β =
∑
k 6=0
|µk|2β | < z, φk > |2
where µk =
−νpi
k2
+ ikπ for k 6= 0.
In order to apply the above results, we shall consider asymptotic tracking of the p-periodic
reference signals in the above space W . Consider the exogenous system (1.2) with W,S,Q =
13
δ0, P = 0 and w0 ∈W . To verify the Assumption 1, we have
R(iωk, A˜) =
∑
n 6=0
< ·, φn > Φn
iωk − µn (5.8)
for all k ∈ Z. Hence the transfer function evaluated at the frequencies iωk is
H(iωk) = CR(iωk, A˜)B =
∑
n 6=0
| < b, φn > |2
iωk − µn
. (5.9)
For a suitable choice of b ∈ Z, we can verify that H(iωk) 6= 0 for all k ∈ Z. On the other hand,
put
Ly :=
∑
k∈Z
H(iωk)
−1 〈y, θk〉L2 , (5.10)
for y ∈ W such that L ∈ L(W,C). We saw that the operator L is bounded if and only if the
condition ∑
k∈Z
|H(iωk|−2|fk|−2 <∞. (5.11)
holds. Now, we show that BL is a conform operator. To this end we verify that b ∈ Z2+ε =
D((−A˜)2+ε) for some ε > 0. We have
〈b, ψk〉Z = 〈b1, sin kπ·〉L2 =
∫ 1
0
b1(x) sin kπx dx
for all k ∈ Z. An easy computation shows that
< b,ψk >Z=
2(1− (−1)k)
k3π3
.
Since | µk |= O(k2) as k −→∞ then
| µk |2(2+ε)|< b,ψk >Z |2= O(k2ε−2)
Hence the series ∑
k 6=0
|µk|2(2+ε)| < z,ψk > |2 <∞
for 0 < ε < 12 . Thus if we choose 0 < ε <
1
2 , the operator BL is bounded from W to Z2+ε
and due to the Proposition (4.4), we conclude that BL is a conform operator for the semigroup
TA˜(t) and the first regulator equation of (1.3) has a bounded solution given by
Πy :=
∫ ∞
0
TA˜(t)BLTS(−t)ydt
for all y ∈ D(S). Thus, we can use Theorem 5.1 to conclude that SFRP is solvable using
u(t) = Lw(t). More precisely, for yr ∈W , the corresponding control law uyr which achieves the
asymptotic tracking of yr is given, for all t ≥ 0, by
uyr(t) =
∑
k∈Z
H(iωk)
−1 〈yr, θk〉L2 eiωkt.
Example 2.
Let Z be a Hilbert space with an inner product < ·, · > and an orthonormal basis (ψn)n∈Z.
Consider a linear control system (1.1) where A =
∑
n∈Z µn 〈·, ψn〉ψn with µn = − 11+|n| + iωn
and
D(A) = {z ∈ Z |
∑
n∈Z
|µn|2| 〈z, ψn〉 |2 <∞},
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Bξ = ψ0ξ for all ξ ∈ C,C = 〈·, ψ0〉 and P = 0. As in the beginning of this section, we see that
A generates a bounded polynomially stable C0-semigroup TA(t) with α = 1.
we shall consider asymptotic tracking of p-periodic reference signals in the space Hγ =W with
fn =
√
1 + ω2n
γ
where γ > 12 . Notice that the condition γ >
1
2 is necessary so that (f
−1
n )n∈Z ∈ ℓ2
but not sufficient for the boundedness of the operator L defined as above. Since A is a Riesz
spectral operator [12], we have
R(λ,A) =
∑
n∈Z
1
λ− µn 〈·, ψn〉ψn, λ ∈ ρ(A).
Hence we have R(λ,A)B = 1λ+1ψ0. Since (ψn)n∈Z is an orthonormal basis then the transfer
function of the plant satisfies
H(iωk) = CR(iωk)B =
1
1 + iωk
6= 0, k ∈ Z.
Now, we define the operator L as in (5.10) and show that L is bounded for a suitable choice of
γ. In fact, by using the Schwartz inequality we have
‖Ly‖ ≤
∑
|[1 + iωk] 〈y, θk〉L2 | ≤
√∑
n∈Z
| 〈y, θk〉L2 |2(1 + iω2n)γ
√∑
n∈Z
1 + ω2n
(1 + ω2n)
γ
.
Since ‖y‖f =
√∑
n∈Z | 〈y, θk〉L2 |2(1 + iω2n)γ then the operator L is bounded if∑
n∈Z
1 + ω2n
(1 + ω2n)
γ
<∞.
This can be verified whenever γ > 32 . Now, to apply the Theorem 5.1 we shall verify that
BL is conform operator for the semigroup TA(t). We have Bξ = ψ0ξ for all ξ ∈ C. Since
ψ0 ∈ Zη = D((−A)η) for all η > 0, clearly B ∈ L(Hγ ,C) and consequently BL ∈ L(Hγ , Zη)
whenever γ > 32 . Due to Proposition (4.4), we conclude that BL is a conform operator for the
semigroup TA˜(t) and the results of Theorem (5.1) can be applied to conclude that, for γ >
3
2
the control law u(t) = LTS(t)yr =
∑
n∈Z
〈yr, θn〉L2 [1 + iωn]eiωnt achieves asymptotic tracking of
an arbitrary yr ∈ Hγ .
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