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Abstract
This thesis investigates several non-linear analogues of Lagrange functions
in the hope of answering the question \Is it possible to generalise Lagrange
functions such that they may be applied to a range of nonconvex objective
problems?". The answer to this question is found to be yes for a partic-
ular class of optimization problems. Furthermore the thesis asserts that
in derivative free optimization the general schema which is most theoreti-
cally and practically appealing involves the reformulation of both objective
and constraint functions, whilst the least practically successful approach for
everything but the most simple convex case is the augmented Lagrangian
approach. A survey of the literature identies the Lagrange-type approaches
to nonlinear optimization which are the most promising. New theoretical
results are presented which show that an IPH convolution similar to that
used by Rubinov for penalty functions cannot provide a zero duality gap
when applied to traditional Lagrange functions and therefore is inappropri-
ate as a general method for the solution of nonlinear optimization problems
in the Lagrangian framework. Results from the literature and new results
are presented that show particular reformulations of objective and/or con-
straint functions can provide desirable outcomes such as the zero duality gap
property and smaller Lagrange multipliers. Ultimately six promising refor-
mulation methods are identied and used to solve test problems. Included
in these test problems is the previously studied Rosen-Suzuki function for
which a new optimal value is established. It is found that across a range
of test problems a Lagrangian which combines a reformulation of the objec-
tive function with a penalty-type reformulation of the constraint function
allows for the most eÆcient solution. This Lagrangian is also found to be
easily minimized using existing nonsmooth optimization methods. Finally a
general schema by which the solution of nonlinear constrained optimization
problems may be solved reliably and eÆciently is given.
x
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Introduction
1.1 Introduction
In this thesis I will investigate several non-linear analogues of Lagrange func-
tions. Through a survey of the literature and a series of theoretical and
numerical results I will show that in a general sense the most useful non-
linear Lagrangians are produced by combining reformulations of objective
and constraint functions. These Lagrange-type functions will prove to be
more eÆciently minimized and less aected by choice of starting point. Fur-
ther to this a new optimal value for the previously studied Rosen-Suzuki
function will be obtained through their use.
Mathematical optimization has become an important and widely studied
eld, particularly over the last 30 years. It has been applied in a wide va-
riety of practical areas. These range from the obvious, such as economics,
1
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management science and communications to the more surprising elds of
computational chemistry and decision support systems. This breadth of pos-
sible applications combined with the historical success of optimization when
used as a problem solving tool have lead to a great deal of new and interest-
ing research in this area. In turn, mathematical optimization has become a
conglomeration of varied techniques and applications which seek to nd an
optimal solution to a given problem. Very often the force which drives new
developments in optimization is the need for eÆcient algorithms and numer-
ical methods to solve specic problems. As a result of this there is great
scope for the investigation of theoretical bases for optimization methods. In
this thesis I will investigate a particular sub-branch of optimization known
as non-linear constrained optimization (see Section 1.3). There is a great
deal of literature available on this topic and in some very particular cases
the theory is well developed and understood. For instance convex functions
are easily and eÆciently optimized. However even a small step away from
this family of functions leads to a dramatic leap in the complexity of the
problem. One of the main tools used in the study of convex optimization are
Lagrange functions and their associated Lagrange multipliers (see Section
2.2 for details). These Lagrange multipliers play a very important part in
the interpretation of solutions for practical problems. Unfortunately, many
practical problems involve functions which are nonconvex. Thus the question
arises: Is it possible to generalise Lagrange functions such that they may be
applied to a range of nonconvex problems?
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1.2 Research Aim
The specic aim of this project is to produce both theoretical and numerical
results which generalise and improve the method of Lagrange multipliers for
nonconvex functions subject to a single convex, but not necessarily smooth,
constraint.
1.3 Problem Denition
To rene the scope of this research it will be advantageous to categorise dif-
ferent types of mathematical optimization according to certain well dened
criteria. Firstly an optimization problem may be categorized according to
the form of its objective function. That is the function for which an optimal
value is desired. These objective functions are commonly identied as either
linear or non-linear functions. If the objective function is non-linear it is
often helpful to categorize it as either convex or nonconvex. Secondly, an
optimization problem may be categorized as constrained or unconstrained.
For example a typical optimization problem might ask us to minimize costs
subject to certain health and safety requirements. The health and safety
requirements in this case are our constraints. Mathematically this is equiv-
alent to restricting the domain over which we would like to nd an optimal
value. As was stated in the opening section, I will concentrate exclusively on
non-linear, constrained optimization. I will not generally assume convexity
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for the objective function. Formally I will consider the following problem;
minimize f
0
(x)
subject to
f
1
(x)  0; x 2 X (1.3.1)
where f
0
(x) is referred to as the objective function and f
1
(x) is the constraint
function. In this research it will be necessary to assume that min
x2X
f
0
(x) 
0. This assumption is weak as any function which has a nite global minimum
may be transformed to exhibit a global minimum greater than 0 by adding a
large enough scalar. I will also deal predominantly with problems of a single,
convex constraint. Again this is not a restrictive assumption since any nite
number of constraints can be combined into a single constraint function (see
section 4.4.1). Furthermore I will exclusively consider inequality constraints.
Theoretically these are a more general form of constraint since a constraint of
the form h(x) = 0 is equivalent to the constraint jh(x)j  0. It is important
to note however that the use of this replacement will often lead to an increase
in the diÆculty of practical solution.
It is also appropriate that denitions of smooth and Lipschitz functions
are provided here. Whilst smoothness will not generally be assumed, it will
prove important to discuss its implications. Therefore the following denition
is given:
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Denition 1.3.1 Let X be an open subset of IR
n
. A function f : X ! IR
is smooth if and only if for all x 2 X; f is dierentiable.
This concept will prove to be an important one in my study as I will show that
nonsmooth functions (functions which do not satisfy the above denition),
are not a major impediment when we attempt to solve (1.3.1). A much
weaker assumption to make is that a function is a Lipschitz function. These
functions are dened in the following manner:
Denition 1.3.2 A function f : X ! IR is said to be a Lipschitz function
if there exists C 2 IR such that
jf(x) f(y)j
jx yj
 C; 8x; y 2 X; x 6= y
It follows from this denition that all smooth functions with a bounded gradi-
ent are also Lipschitz functions however the converse is not true. For example
the function f(x) = jxj is a nonsmooth, Lipschitz function. The numerical
methods I will employ in chapter 5 rely only on minimizing Lipschitz, but
not necessarily smooth, functions.
1.4 History
The study of this problem has a rich history stretching back to the eighteenth
century when Joseph-Louis Lagrange rst employed the method of Lagrange
multipliers. This technique involves replacing the original constrained op-
timization problem with an analogous unconstrained problem in a higher
dimensional space. Lagrange originally developed the method for use with
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linear, non-homogeneous dierential equations which were subject to equal-
ity constraints only, but it has subsequently been used in many practical
applications perhaps most notably in economics. Despite the success of the
method of Lagrange multipliers, it was desirable to have a method which
dealt with inequality constraints since many applications involve constraints
of this type. Necessary and suÆcient conditions for the existence of a solution
when inequality constraints were involved were developed by Karush in 1939
and, independently, Kuhn and Tucker in 1951 (see [21]). These necessary and
suÆcient conditions gave rise to an extra suÆcient condition namely that the
objective and constraint functions should be convex.
Due to these Karush-Kuhn-Tucker (K-K-T) conditions many results have
been obtained in the eld of convex analysis since 1951. A natural evolution
of these ideas has led to the development of abstract convexity as a eld of
research. I will consider some important results in abstract convexity such
as duality as they have ramications for the study of generalised Lagrange
functions.
A further development in constrained optimization which is of interest in
this thesis is the introduction of penalty functions by Zangwill in 1967 [52].
A classical linear penalty function is a linear convolution of the objective
function and a modied form of the constraint functions. The aim of this
modication to the constraints being to penalize the objective function only
when it is outside the feasible region. Both these penalty functions and the
classical Lagrange functions may be considered to be special cases of a larger
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class of generalised Lagrange functions. Again the application of results from
abstract convexity have led to important improvements in the understanding
and use of penalty functions. This is particularly true of the work of Rubinov
and Yang [47] in which the penalty function is generalised and subsequently
modied to create a superior version. It should be noted that one of the
aspects in which this generalisation is superior is its suitability to solution
using numerical methods. Often when the traditional penalty method is
employed it is necessary to construct a sequence of dual functions which
approach a solution only as the penalty parameter approaches innity. The
method of Rubinov and Yang frequently transforms these types of problems
into problems with an exact penalty parameter.
Around the same time as the concept of modifying constraints was being
used by Zangwill, it was also being applied in a slightly dierent way by
both Hestenes [18] and Powell [33], and later Rockafellar [35]. They intro-
duced the so-called augmented Lagrangian in which the constraint function
is augmented with a term which further penalizes the Lagrangian outside the
feasible region. The major perceived advantage this method has over penalty
functions is that an augmented Lagrangian will often be dierentiable when a
penalty function is not. This can be an important fact since many optimiza-
tion techniques require a function which is smooth. Augmented Lagrangians
will be discussed in the context of this research as they are a special case of
problem reformulation and will be treated as such. A more recent advance in
the research of these methods has been made by Li [24] who concentrates on
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the reformulation of a problem such that a nonconvex problem is transformed
into a problem which is convex in the neighbourhood of the solution. This
method is appealing because of the wealth of techniques already available for
the solution of convex problems.
1.5 Hypothesis
A research hypothesis can now be proposed. In light of the work of Rubinov
[46] and Yang [47] and the work of Li [24] it is proposed that for problems
of the form (1.3.1) with some mild assumptions, it is possible to provide a
Lagrange-type function via the use of reformulated objective and constraint
functions, which exhibits local convexity with respect to x and provides an
unconstrained function for which a global minimum may be found more ef-
ciently than current methods allow.
1.6 Conclusion
It is hoped that one thing which stands out in this introduction to the prob-
lem is the varied nature of the methods currently being researched and em-
ployed in the solution of nonconvex constrained optimization. This is partly
due to the diversity of problem types but is also largely due to the amount
of new research being done in the area. The two competing ideologies may
be dened as eÆciency vs structure. The eÆciency argument is favoured by
CHAPTER 1. INTRODUCTION 9
the penalty function methods and to some extent the augmented Lagrangian
methods. For example, the modied penalty function approach of Rubinov
and Yang sacrices much of the structure of the original problem, including
smoothness, in order to gain a smaller exact multiplier. This can, in turn, re-
sult in much greater eÆciency of solution. Structure is seen in the traditional
Lagrange approach and the approach of Li. These approaches maintain the
structural facets of the original problem such as smoothness and convexity,
but this can lead to such things as the need for very large multipliers and
a corresponding increase in computation time. It seems that at this point
in the development of nonconvex optimization what is needed most is a link
between these two ideologies. This link has been moved towards already by
Rubinov who has generalised both Lagrange and penalty functions so that
they may now be easily seen to be special cases of a more general form of
linear combination. The next step in this move would seem to be a further
blurring of the boundary between Lagrange, augmented Lagrange, penalty
and reformulation methods. In particular the most valuable contribution
which may be made to this eld of study would be the construction of a gen-
eral convolution method which draws on the best of each of these approaches
and produces a function that is both well structured and eÆcient for a wide
range of problems. I will show that this may be achieved by using some
simple reformulation methods.
Chapter 2
Background
2.1 Introduction
Before providing any well structured or eÆcient methods the traditional ap-
proaches to constrained optimization should be discussed. The obvious place
to start will be classical Lagrange functions. A presentation of necessary and
suÆcient conditions will be given in this chapter. The other classical method
to be discussed will be the penalty function method. It will be convenient to
make use of duality in our discussion. We will end the chapter by discussing
in detail the research question to be tackled in this thesis.
10
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2.2 Traditional Approach
The classical approach to the solution of (1.3.1) is via the use of a Lagrangian.
This is simply a linear combination of the objective and constraint functions
along with a multiplier in the following way:
L(x;) = f
0
(x) + f
1
(x) (2.2.1)
where f
0
and f
1
are smooth functions and  2 (0;1). This new func-
tion L(x;) can now be treated as an unconstrained global optimization
problem. The traditional Lagrangian approach deals only with equality con-
straints, but if the K-K-T necessary and suÆcient conditions are taken into
account the same method generalises to inequality constrained optimization
problems.
K-K-T conditions
The Karush-Kuhn-Tucker optimality conditions for (1.3.1) at the optimal
point x

are;
1. f
1
(x

)  0
2. 

 0
3. rf
0
(x

) + rf
1
(x

) = 0
4. 

f
1
(x

) = 0
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The last of these conditions simply implies that a Lagrange multiplier is only
necessary when the objective function attains a minimum on the boundary
of the feasible set. Otherwise we are simply searching for an unconstrained
local minimizer.
The study of optimality conditions has led to a very important break-
through, namely the idea of duality. That is if the original problem (1.3.1)
is considered to be the primal problem then the problem
max
0
min
x2X
L(x; ) (2.2.2)
can be considered to be a dual problem with the same solution as (1.3.1).
It is obvious that for classical Lagrange functions the solution of this dual
problem relies on nding a saddle point of L(x;). This allows the K-K-
T conditions to be restated in terms of saddle-point conditions such that
r
x
L = 0 and r

L = 0
2.3 Penalty Functions
A variation on the Lagrangian approach to constrained optimization is the
penalty function approach. This involves combining the objective and con-
straint functions in such a way that causes a penalization of the objective
function whenever it is outside the feasible region. One of the ways in which
this is done is to dene a penalty function which is a linear combination of the
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objective function and a transformed constraint function which equals zero
inside the feasible region through the employment of a penalty coeÆcient
(). The general form of this function is:
L
+
(x) = f
0
(x) + f
+
1
(x) (2.3.1)
where
f
+
1
(x) =
8
>
>
<
>
>
:
0; if f
1
(x)  0;
f
1
(x); if f
1
(x)  0
(2.3.2)
 > 0
It should be apparent from the above denition of f
+
1
(x) that a convenient
way to view these penalty functions is via a decomposition into two sets of
x namely;
X
0
:= fx : f
1
(x)  0g
X
1
:= fx : f
1
(x)  0g
Dual Functions
It is now sensible to discuss so-called dual functions. The dual function for
the general penalty function of (2.3.1) is dened as:
q
+
L
() = inf
x2X
(f
0
(x) + f
+
1
(x))
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And the dual function q
+
L
() can be decomposed into two functions with
domains X
0
and X
1
. I will use the following notation for these functions:
t() = inf
x2X
0
L
+
(x) = inf
x2X
0
(f
0
(x) + f
+
1
(x))
r() = inf
x2X
1
L
+
(x) = inf
x2X
1
(f
0
(x) + f
+
1
(x))
It should be clear that inf
>0
t() = min
x2X
0
f
0
(x) which is the solution to
(1.3.1), so for penalty functions I will concentrate on the properties of r().
Zero Duality Gap
The most important property of r() with respect to optimization is;
sup
>0
r() = inf
x2X
0
f
0
(x)
This property is known as the zero duality gap and it ensures that exact
penalization will be achieved regardless of the convexity of the original prob-
lem. In other words it guarantees that the penalty function has a global
minimum equal to the constrained minimum of our original optimization
problem. However as noted in the previous chapter, sometimes this penalty
coeÆcient is very large and this presents a problem for us when numerical
methods are used to nd the minimum. Therefore it seems reasonable to ask
whether the same penalization might be achieved more eÆciently, i.e. with
a smaller penalty coeÆcient.
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2.4 Generalization of Penalty Functions
Both the traditional Lagrange and Penalty functions are similar in the sense
that they combine the objective and constraint functions using a class of
functions known as Increasing Positively Homogeneous (IPH) functions. In
the two-dimensional case, a function p(z); z = (z
0
; z
1
) where z 2 IR
2
+
:=
f(z
0
; z
1
) : z
0
 0; z
1
 0g, is said to be IPH if
z
0
 z
0
0
; z
1
 z
0
1
=) p(z)  p(z
0
)
and
p(z
0
; z
1
) = p(z); (8 > 0); (z
0
; z
1
 0)
It is shown in [46] that the zero duality gap will hold for functions where the
following is true;
A) There exists a positive number a
1
such that p(z)  max(z
0
; a
1
z
1
); z 2
IR
2
+
B) For z
0
> 0; p(z
0
; 0) = z
0
C) lim
x!1;x2X
f
0
(x) = +1
It should be noted that conditions A) and B) apply to the convolution
function p whilst C) applies solely to the objective function f
0
. These proper-
ties not only ensure that the original traditional penalty function will provide
a zero duality gap, but they also ensure that any IPH convolution function
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will provide a zero duality gap as well. This is important as it allows for
the investigation of the family of IPH functions to see whether there may
be more eÆcient alternatives to the traditional linear function. The penalty
functions created with these IPH convolutions will be referred to as extended
penalty functions and will be denoted as p(f
0
(x); df
+
1
(x)) where p is an IPH
function and d is the penalty coeÆcient.
Examples
Some IPH functions which are of particular interest are those which have the
general form:
s
k
(z
0
; z
1
) = (z
k
0
+ z
k
1
)
1
k
(2.4.1)
Study of this particular family is natural as the k = 1 case is equivalent to
the traditional penalty function with z
0
= f
0
(x); z
1
= df
+
1
(x).
I can provide a useful illustration using the following problem;
(x  3)
2
 ! min subject to (x  2)  0 (2.4.2)
Note that for the traditional method the solution to this problem occurs
at the point x = 2, f
0
(x) = 1, d = 2 (see Figure 2.1).
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Figure 2.1: L
+
s
1
(x; 2)
Case: k = 2
For the k = 2 case the IPH function as dened by (2.4.1) is;
s
2
(f
0
(x); df
+
1
(x)) = (f
0
(x)
2
+ d
2
f
+
1
(x)
2
)
1
2
For problem (2.4.2) this becomes;
s
2
((x  3)
2
; d(x  2)) = ((x  3)
4
+ d
2
(x  2)
2
)
1
2
And for this function exact penalization is achieved only by letting d!1
(see Figure 2.2).
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Figure 2.2: L
+
s
2
(x; d)
Case: k =
1
2
Now consider what happens when an IPH function of the form (2.4.1) with
k < 1 is employed. In particular consider k =
1
2
. This generates the following
convolution function.
s
1=2
(f
0
(x); df
+
1
(x)) =

p
f
0
(x) +
q
df
+
1
(x)

2
And for (2.4.2) this becomes;
s
1=2
((x  3)
2
; d(x  2)) =

p
(x  3)
2
+
p
d(x  2)

2
Exact penalization for this convolution is achieved when d = 1 (see Figure
2.3).
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Figure 2.3: L
+
s
1=2
(x; 1)
In general it has been proven by Rubinov [46] that this convolution will
always yield a smaller exact penalty coeÆcient than the traditional penalty
function and as the example presented shows, sometimes an innite multi-
plier will be replaced by a nite multiplier. This is obviously an extremely
important result as smaller penalty coeÆcients generally mean more eÆcient
numerical methods can be implemented to solve these problems, particularly
when comparing nite and innite parameters.
2.5 Conclusion
A perceived drawback of the penalty function methods discussed is the non-
smooth, nonconvex nature of the constraint function. This often introduces
non-smoothness into a problem which was originally smooth and destroys
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the convexity as can be seen in the previous example. Indeed, the previous
example suggests that the resulting extended Lagrangian may not even be
a Lipschitz function even though both f
0
and f
+
1
are Lipschitz functions.
When we take into account that the most common global search methods
rely on optimizing functions which are smooth everywhere, we see that the
advantage gained through decreased parameter size is quickly lost in prob-
lem structure. Thus the traditional Lagrange method still holds a perceived
advantage over the penalty approach. The natural question to ask then is
\Can Lagrange functions be generalised through the use of an IPH function
which provides for smaller Lagrange multipliers in a similar way to extended
penalty functions whilst maintaining smoothness?".
Chapter 3
Generalized Lagrange
Functions
3.1 Introduction
The obvious response to the question with which I concluded the previous
chapter is to attempt to construct an analogous extended Lagrangian in the
form of s
k
. In this chapter I will construct these extended Lagrange func-
tions and show that there is a denite connection between them and extended
penalty functions. However I will proceed to show that these extended La-
grangians do not generally provide a Lagrange multiplier for a given problem
of the form (1.3.1). In light of this result I will conclude the chapter by dis-
cussing a related approach from the literature. Whilst this approach proves
to be practically diÆcult to use itself, aspects of it may suggest more fruitful
techniques.
21
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3.2 Preliminaries
At the outset of this chapter let me present some results and denitions of
which I will make use. I will refer to the optimal value of a general problem
P (f
0
; f
1
) of the form (1.3.1) as M(f
0
; f
1
).
I will also make use of the sets, X
0
= fx 2 X : f
1
(x)  0g and X
1
=
fx 2 X : f
1
(x) > 0g.
I shall consider only continuous IPH functions dened on either the rst
quadrant IR
2
+
= f(u; v) 2 IR
2
: u  0; v  0g or the half-plane f(u; v) : u 
0g. In the latter case I consider only IPH functions p : IR
2
++
! IR, which
possess the following properties:
p(1; 0) = 1; lim
v!+1
p(1; v) = +1:
I shall denote by P
1
the class of all such functions. The simplest examples
of functions from P
1
are the functions s
k
; (0 < k < +1) dened on IR
2
+
:
s
k
(u; v) =
 
u
k
+ v
k

1
k
(3.2.1)
which I presented in the previous chapter.
If k = : : : ; 1=5; 1=3; 1; 3; 5 : : : then the function s
k
is well-dened and IPH
on the half-plane f(u; v) : u  0g.
Perturbation functions play an important role in the study of extended
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penalty functions and are dened on IR
+
= fy 2 IR : y  0g by:
(y) = infff
0
(x) : x 2 X; f
1
(x)  yg:
I denote by C
X
the set of all problems P (f
0
; f
1
), such that:
1. inf
x2X
f
0
(x) > 0;
2. there exists a sequence fx
k
g 2 X
1
such that f
1
(x
k
)! 0 and f
0
(x
k
)!
M(f
0
; f
1
);
3. there exists a point x 2 X such that f
1
(x)  0;
4. the perturbation function of the problem P (f
0
; f
1
) is lower semi-continuous
at the point y = 0.
It is also useful to dene the concept of calmness for a function:
Denition 3.2.1 A function p(x) is said to be calm of degree k at a point
x

if
lim
y!x

+
inf
p(y)  p(x

)
y
k
>  1:

An important result which follows from the study of perturbation func-
tions and is rst presented by Rubinov et al. in [45] is:
Theorem 3.2.2 Let P (f
0
; f
1
) 2 C
X
. Let k > 0 and let p = p
k
be dened
as p
k
(Æ; ) = (Æ
k
+ 
k
)
1
k
. There exists a number

d > 0 such that q
+
p
(

d) =
M(f
0
; f
1
) if and only if  is calm of degree k at the origin.
A proof of this is presented in [45] and [46].
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3.3 Connection to Penalty Functions
Let P (f
0
; f
1
) 2 C
X
and p be an IPH function dened on the half-plane
IR
2

= f(u; v) : u  0; v 2 IRg. I provide the following denitions: The
Lagrange-type function with respect to p is dened by
L
p
(x; d) = p(f
0
(x); df
1
(x)):
The dual function q
p
(d) with respect to p is dened by
q
p
(d) = inf
x2X
p(f
0
(x); df
1
(x)); d > 0:
Let p
+
be the restriction of p to IR
2
+
. Consider the penalty function L
+
p
, and
the dual function q
+
p
corresponding to p
+
:
L
+
p
(x; d) = p
+
(f
0
(x); df
+
1
(x)); (x 2 X; d > 0)
q
+
p
(d) = inf
x2X
L
+
p
(x; d); (d > 0):
Note that if f
1
(x) = 0 for x 2 X
0
then q
p
= q
+
p
.
Let
t
p
(d) = inf
x2X
0
p(f
0
(x); df
1
(x)); (3.3.1)
then
q
p
(d) = minft
p
(d); r
p
+
(1; d)g (3.3.2)
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where r
p
+
is dened by
r
p
+
(d) = inf
x2X
1
p
+
(f
0
(x); df
1
(x)): (3.3.3)
(The function r
p
+
was introduced and studied in [45] and [46].)
If the restriction p
+
of p on IR
2
+
belongs to P
1
then r
p
+
(1; d) = q
+
p
(d) (see
[45, 46]), so
q
p
(d) = min(t
p
(d); q
+
p
(d)):
Note that the function t
p
is decreasing and
t
p
(d)  t
p
(0) =M(f
0
; f
1
); (d > 0):
The function q
+
p
(d) = r
p
+
(1; d) is increasing. It is known (see [45, 46]) that
q
+
p
(d)  r
p
+
(1; d)  lim
u!+1
r
p
(1; u) =M(f
0
; f
1
): (3.3.4)
Recall that a positive number

d is called a Lagrange multiplier of P (f
0
; f
1
)
with respect to p if q
p
(

d) = M(f
0
; f
1
). A positive number

d is called an exact
penalty parameter of P (f
0
; f
1
) with respect to p
+
, if q
+
p
(

d) = M(f
0
; f
1
). I
am now in a position to prove the following new result:
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Theorem 3.3.1 Consider P (f
0
; f
1
) 2 C
X
and an IPH function p dened
on IR
2

. Assume that the restriction p
+
of p to IR
2
+
belongs to P
1
. Then the
following assertions are equivalent:
1) there exists a Lagrange multiplier

d of P (f
0
; f
1
) with respect to p.
2) there exists an exact penalty parameter

d of P (f
0
; f
1
) with respect to p
+
and
maxft
p
(d); r
p
+
(d)g =M(f
0
; f
1
) for all d  0: (3.3.5)
Proof: 1) =) 2). Let

d be a Lagrange multiplier of P (f
0
; f
1
). Then
inf
x2X
p(f
0
(x);

df
1
(x)) = M(f
0
; f
1
). Since p is an increasing function and

df
+
1
(x) 

df
1
(x) for all x 2 X, I have
q
+
p
(

d) = inf
x2X
p
+
(f
0
(x);

df
+
1
(x))
= inf
x2X
p(f
0
(x);

df
+
1
(x))
 inf
x2X
p(f
0
(x);

df
1
(x))
=M(f
0
; f
1
):
On the other hand due to (3.3.4) I have : q
+
p
(d)  M(f
0
; f
1
) for all d. Thus
q
+
p
(

d) =M(f
0
; f
1
), that is,

d is an exact penalty parameter of P (f
0
; f
1
) with
respect to p
+
.
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Due to (3.3.2) I have
minft
p
(

d); r
p
+
(1;

d)g = M(f
0
; f
1
)
and since t
p
(d) M(f
0
; f
1
) and r
p
+
(1; d)  M(f
0
; f
1
) it follows that
t
p
(

d) =M(f
0
; f
1
) and r
p
+
(1;

d) =M(f
0
; f
1
): (3.3.6)
Since t
p
(d) is decreasing and r
p
+
(1; d) is increasing, (3.3.6) implies the equal-
ity:
t
p
(d) =M(f
0
; f
1
); (0  d 

d);
r
p
+
(1; d) = M(f
0
; f
1
); (

d  d < +1);
which, in turn, implies (3.3.5).
2) =) 1) Assume now that (3.3.5) holds. Let
D
s
= fd : t
p
(d) = M(f
0
; f
1
)g; D
r
= fd : r
p
+
(1; d) = M(f
0
; f
1
)g:
Since p is a continuous IPH function it follows that t
p
is upper semicontinu-
ous. Also M(f
0
; f
1
) is the greatest value of t
p
and this function is decreasing
therefore it follows that the set D
s
is a closed segment with the left end-
point equal to zero. It should also be noted that the set D
r
is nonempty.
Indeed, since p
+
2 P
1
it follows that D
r
contains a penalty parameter of
P (f
0
; f
1
) with respect to p
+
. It is observed that the function r
p
+
(1; ) is in-
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creasing and upper semicontinuous and since M(f
0
; f
1
) is the greatest value
of this function, it follows that D
r
is a closed segment. Due to (3.3.5) I
can say that D
s
[ D
r
= [0;+1). Since both D
s
and D
r
are closed seg-
ments, I conclude that the set D
l
:= D
s
\ D
r
6= ;. Let

d 2 D
l
and there-
fore t
p
(

d) = M(f
0
; f
1
); and r
p
+
(1;

d) = M(f
0
; f
1
). Due to (3.3.2) it follows
q
p
(

d) =M(f
0
; f
1
). 
Remark 3.3.2 Assume that p
+
2 P
1
and an exact penalty parameter exists.
It easily follows from the second part of the proof of Theorem 3.3.1 that the
set of Lagrange multipliers coincides with the closed segment D
l
= D
s
\D
r
.

Note that for penalty parameters the following assertion (A
pen
) holds: \A
number which is greater than an exact penalty parameter is also an exact
penalty parameter." The corresponding assertion, A
lag
: \A number, which is
greater than a Lagrange multiplier is also a Lagrange multiplier", does not
hold in general. Assume that a Lagrange multiplier exists. Then according
to Theorem 3.3.1 an exact penalty parameter also exists. It follows from
Remark 3.3.2 that (A
lag
) holds if and only if D
s
= [0;+1), that is
inf
x2X
0
p(f
0
(x); df
1
(x)) =M(f
0
; f
1
) for all d  0: (3.3.7)
I now present two cases, where (3.3.7) holds. One of them is closely related
to penalization. Let p be an arbitrary IPH function, such that p(1; 0) = 1,
and f
1
(x) = 0 for all x 2 X
0
(in other words, f
+
1
= f
1
), then (3.3.7) holds.
The second case occurs when the condition f
+
1
= f
1
is removed and
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very special IPH functions, for which (3.3.7) holds without this condition
are considered. Namely, a class P

of IPH functions dened on the half-
plane IR
2

= f(u; v) : u  0 v 2 IRg such that (3.3.7) holds for each problem
P (f
0
; f
1
) 2 C
X
.
The class P

consists of functions p : IR
2

! IR, such that the restriction
of p on the cone IR
2
+
belongs to P
1
and p(u; v) = u for (u; v) 2 IR
2

with
v  0.
It is clear that each p 2 P

is positively homogeneous of the rst degree. I
will now describe some further properties of p. Let (u; v)  (u
0
; v
0
): Assuming
without loss of generality that v  0; v
0
 0 it follows that
p(u; v)  p(u
0
; 0)  u
0
= p(u
0
; v
0
)
so p is increasing. Since p(u; 0) = u, it follows that p is continuous. Thus
P

consists of IPH continuous functions. The simplest example of a function
p 2 P

is p(u; v) = max(u; av) with a > 0. Clearly the function
p
k
(u; v) = max((u
k
+ av
k
)
1
k
; u)
with k =    ;
1
3
; 1; 3;    belongs to P

as well.
A simple check reveals that (3.3.7) holds for each P (f
0
; f
1
) 2 C
X
. Indeed,
since f
0
(x) > 0 for all x 2 X, we have
inf
x2X
0
p(f
0
(x); df
1
(x)) = inf
x2X
0
f
0
(x) =M(f
0
; f
1
) for all d  0:
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3.4 Existence of Lagrange Multipliers for s
k
In this section I consider problems P (f
0
; f
1
) such that both f
0
and f
1
are
directionally dierentiable functions dened on a set X  IR
n
. Recall that
a function f dened on X is called directionally dierentiable at a point
x 2 intX if for each z 2 IR
n
there exists the derivative f
0
(x; z) at the point
x in the direction z:
f
0
(x; z) = lim
!+0
1

(f(x+ z)  f(x))
and a directionally dierentiable function is one for which the above holds
for all x 2 intX and z 2 IR
n
.
Usually only directionally dierentiable functions with a nite derivative
are considered. However here functions whose directional derivative can at-
tain the values 1 will also be accepted. It is well-known (see, for example,
[28]) that the maximum of two directionally dierentiable functions is also
directionally dierentiable. In particular the function f
+
is directionally dif-
ferentiable, if f is directionally dierentiable. Let f(x) = 0. Then
(f
+
)
0
(x; z) = max(f
0
(x; z); 0) = (f
0
(x; z))
+
:
Let s
k
; k > 0 be a function dened on IR
2
+
by (3.2.1). Assume that there
exists an exact penalty parameter for a problem P (f
0
; f
1
) 2 C
X
. It easily
follows from results in [46, 47] that an exact penalty parameter with respect
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to k
0
< k also exists and that the smallest exact penalty parameter

d
k
0
with
respect to s
k
0
is smaller than the smallest exact penalty parameter

d
k
with
respect to s
k
. The question then arises, does this property hold for Lagrange
multipliers? (This question makes sense only for k =
2l + 1
2m+ 1
with l; m 2 IN
and functions s
k
dened by (3.2.1) on the half-plane IR
2

.) In the remainder
of this section I will develop a proof that the answer to this question is, in
general, negative.
Let f be a directionally dierentiable function dened on a set X and let
x 2 intX. If for each direction z either f
0
(x; z)  0 or f
0
(x; z) = +1 then
x is said to be a min-stationary point of f on X (see [28]). I will illustrate
this denition with the following simple example.
Example 3.4.1 Let X = IR,
f
1
(x) =
8
>
<
>
:
p
x if x > 0
 x if x  0;
f
2
(x) =
8
>
<
>
:
p
x if x > 0
x if x  0;
f
3
(x) =
8
>
<
>
:
 
p
x if x > 0
 x if x  0;
Then the point x = 0 is a min-stationary point for f
1
and f
2
, but this point
is not min-stationary for f
3
.
Proposition 3.4.2 (Necessary condition for a local minimum).
Let x 2 intX be a local minimizer of a directionally dierentiable function
f . Then x is a min-stationary point of f .
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Proof: Indeed, for all z 2 IR
n
and suÆciently small  > 0, (1=)(f(x +
u)  f(x)  0 and thus the result follows. 
Consider a problem P (f
0
; f
1
) 2 C
X
such that f
0
and f
1
are functions with
nite directional derivatives. Consider the IPH function s
k
dened by (3.2.1)
and dene the corresponding Lagrange-type function L
s
k
:
L
s
k
(x; ) = (f
0
(x)
k
+ f
1
(x)
k
)
1=k
(3.4.1)
This gives for x 2 X such that f
1
(x) 6= 0:
L
0
s
k
(x; z;) = (f
0
(x)
k
+ f
1
(x)
k
)
1=k 1
[f
0
(x)
k 1
f
0
0
(x; z) + f
1
(x)
k 1
f
0
1
(x; z)]
(3.4.2)
Assume now that f
1
(x) = 0 (i.e. the constraint is active). Consider the
following cases separately:
1) k > 1. Then
L
0
s
k
(x; z;) = f
0
0
(x; z) (3.4.3)
2) k = 1. Then
L
0
s
k
(x; z;) = f
0
0
(x; z) + f
0
1
(x; z) (3.4.4)
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3) k < 1. First I calculate the limit
A(z) := lim
!+0
1

(f
1
(x+ z))
k
= lim
!+0
1

(f
1
(x) + f
0
1
(x; z) + o())
k
= lim
!+0
1

(f
0
1
(x; z) + o())
k
I have
A(z) =
8
>
>
>
>
<
>
>
>
>
:
+1 if f
0
1
(x; z) > 0
0 if f
0
1
(x; z) = 0
 1 if f
0
1
(x; z) < 0
and hence,
L
0
s
k
(x; z;) =
8
>
>
>
<
>
>
>
:
+1 if f
0
1
(x; z) > 0
f
0
0
(x; z) if f
0
1
(x; z) = 0
 1 if f
0
1
(x; z) < 0
(3.4.5)
Note that for problems P (f
0
; f
1
) 2 C
X
a minimizer is located on the
boundary of the set of feasible elements fx : f
1
(x)  0g:
Proposition 3.4.3 Let k > 1. Let P (f
0
; f
1
) 2 C
X
. Assume that the func-
tions f
0
and f
1
have nite directional derivatives at a point x 2 intX, which
is a minimizer of the problem P (f
0
; f
1
). Assume that
there exists u 2 IR
n
such that f
0
0
(x; u) < 0: (3.4.6)
(that is, x is a not a min-stationary point for the function f
0
over X). Then
the point x is not a min-stationary point of the function L
s
k
for each  > 0.
CHAPTER 3. GENERALIZED LAGRANGE FUNCTIONS 34
Proof: Assume that x is a min-stationary point of the function L
s
k
(x;)
over X. Then combining Proposition 3.4.2 and (3.4.3) gives
f
0
0
(x; z)  0 z 2 IR
n
which contradicts (3.4.6). 
It follows from this Proposition that the Lagrange multiplier with respect
to L
s
k
does not exist for a problem P (f
0
; f
1
) if (3.4.6) holds. Condition
(3.4.6) means that the constraint f
1
(x)  0 is essential or, in other words, a
minimum under this constraint does not remain a minimum without it.
Remark 3.4.4 Consider a problem P (f
0
; f
1
) 2 C
X
then under some mild
assumptions there exists a number k > 1 such that the zero duality gap prop-
erty holds for the problem P (f
k
0
; f
k
1
) with respect to the classical Lagrange
function (see [24]). This means that
sup
>0
inf
x2X
(f
0
(x)
k
+ f
1
(x)
k
) = inf
x2X:f
1
(x)0
f
0
(x)
k
:
Clearly this implies
sup
>0
inf
x2X
s
k
(f
0
(x); f
1
(x)) = inf
x2X:f
1
(x)0
f
0
(x);
that is, the zero duality gap property with respect to s
k
holds. It follows
from Proposition 3.4.3 that a Lagrange multiplier with respect to s
k
does
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not exist. Hence there is no Lagrange multiplier for P (f
0
; f
1
) with respect to
the classical Lagrange function 
Remark 3.4.5 Let f
1
(x) = f
+
1
(x). Then the penalty type function for
P (f
0
; f
1
) with respect to s
k
coincides with the Lagrange-type function for
P (f
0
; f
1
) with respect to s
k
. Hence an exact penalty parameter with respect
to this penalty function does not exist if (3.4.6) holds. 
Proposition 3.4.6 Let k < 1. Let P (f
0
; f
1
) 2 C
X
. Assume that the func-
tions f
0
and f
1
have nite directional derivatives at a point x 2 intX, which
is a minimizer for the problem P (f
0
; f
1
). Assume that
there exists u 2 IR
n
such that (f
1
)
0
(x; u) < 0: (3.4.7)
(that is, x is a not a min-stationary point for the function f
0
over X). Then
the point x is not a min-stationary point of the function L
s
k
for each  > 0.
Proof: Assume that a min-stationary point exists. Then combining Propo-
sition 3.4.2, (3.4.5) and (3.4.7) I get a contradiction. 
It follows from this proposition that a Lagrange multiplier does not exist if
condition (3.4.7) holds. I will now provide the simplest example of a situation
when (3.4.7) is valid. Let f
1
be a dierentiable function and rf
0
(x) 6= 0 so
that (3.4.7) holds.
Also let P (f
0
; f
1
) 2 C
X
, where f
0
; f
1
are functions with nite directional
derivatives and let f
1
= f
+
1
and x be a point such that f
1
(x) = 0. Then
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f
0
1
(x; z) = max(f
0
(x; z); 0)  0 for all z, hence (3.4.7) does not hold for the
problem P (f
0
; f
1
). This means that Proposition 3.4.6 cannot be applied to
the penalty function for P (f
0
; f
1
) with respect to s
k
.
Simple examples show that exact penalty parameters with respect to s
k
with k < 1 can exist. I will now present an example, the details of which
may be found in [46] as example 4.6.
Example 3.4.7 Let 0 < b < c < a be real numbers and X = [0; c]. Let
f
0
(x) = (a   x)
2
; f
1
(x) = x   b, so P (f
0
; f
1
) coincides with the following
problem:
minimize (a  x)
2
subject to x  b; x 2 X
Let k = 1. Then an exact penalty parameter exists and the least exact
penalty

d
1
is equal to 2(a b). Let k = 1=2. Then an exact penalty parameter
also exists and the least exact penalty parameter

d
1=2
coincides with c   b.
It is also of interest to make the following two points:
(i)

d
1
does not depend on the set X,

d
1=2
depends on this set;
(ii)

d
1
depends on the parameter a, that is on the turning point of the
parabola,

d
1=2
does not depend on this parameter.
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Figure 3.1: P (f
0
; f
1
)
3.5 Example
The following elementary example illustrates the results with regard to the
use of extended Lagrange functions.
Example 3.5.1 Consider the following one-dimensional optimization prob-
lem
min f
0
(x) = x
3
 
9x
2
2
+
7x
2
+5; subject to f
1
(x) = x 2  0; x 2 X = [0; 4]:
(3.5.1)
A graphical representation of this problem is given in Figure 3.1 where
the shaded area represents the product of the feasible region and the axis
f(0; y) : y 2 Rg.
It can easily be shown that for this problem M(f
0
; f
1
) = 2 at x = 2.
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The corresponding extended Lagrangian for (3.5.1) is
L
s
k
(x; ) = s
k
(f
0
(x); f
1
(x)) = ((x
3
 
9x
2
2
+
7x
2
+ 5)
k
+ 
k
(x  2)
k
)
1
k
remembering, k =
2l + 1
2m + 1
.
Now consider
dL
s
k
dx
=
@L
s
k
@f
0
f
0
0
(x) + 
@L
s
k
@f
1
f
0
1
(x) (3.5.2)
An easy calculation shows that
dL
s
k
dx
(x) =
8
>
>
>
>
>
<
>
>
>
>
>
>
:
 
5
2
; k > 1;
 
5
2
+ ; k = 1;
1; k < 1:
(3.5.3)
And from this it is clear that an exact Lagrange multiplier

 =
5
2
may
exist only for the case k = 1.
Remark 3.5.2 In fact Figure 3.2 shows that in this example

 =
5
2
provides
a local minimum at x for k = 1 but not a global minimum, therefore it follows
that no exact Lagrange multiplier exists for this problem.
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Figure 3.2: L(x;
5
2
)
3.6 Other Non-linear Convolution Functions
Non-linear convolution functions have been studied in a more general form by
Goh and Yang (see [15] and [16]) and Li and Sun (see [25]). In particular in
[16] the following nonlinear Lagrangian formed using a weighted Chebyshev
norm is considered.
L(x; ) = max
>0
ff
0
(x);
f
1
(x)

g (3.6.1)
This Lagrangian is again formed using an IPH convolution function where
L(x; ) = p(f
0
; df
1
(x)) and p(y) = maxfy
1
; y
2
g is IPH with d =
1

.
This leads to a dual problem q for L(x; ) of the form
q(x; ) = min
x2X
L(x; ) = min
x2X
max
>0
ff
0
(x);
f
1
(x)

g (3.6.2)
A couple of neat theorems due to Goh and Yang [15] which apply to this
non-linear Lagrangian are presented.
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Theorem 3.6.1 Let x

be the global optimizer for the problem (1.3.1), and
let 

= f
0
(x

). Then a solution x
0
solves (1.3.1) i x
0
solves the problem
min
x2X
q(x; ) = min
x2X
maxf
f
0
(x)


;
f
1
(x)
b
g
Theorem 3.6.2 The function () = min
x2X
q(x; ) has the following prop-
erties:
1.  < f
0
(x

) =) () > 1;
2.  > f
0
(x

) =) () < 1;
3.  = f
0
(x

)() () = 1;
4. () is a continuous and monotone decreasing function of .
The value of these theorems is that a zero duality gap is now guaranteed
without the necessity of any convexity assumptions. This allows for the
construction of a sequence f()g
k
such that the value () is arbitrarily
close to 1, therefore ensuring  is arbitrarily close to the optimal value f
0
(x

)
of the original problem.
This approach exploits the facts that the perturbation function, (y) =
inf
x2X
ff
0
(x) : f
1
(x)  yg, is
1. a decreasing function and;
2. that a traditional Lagrange multiplier exists if and only if there exists
a supporting hyperplane to the perturbation function at the solution
point y = 0.
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It is then intuitively obvious that the supporting hyperplane of the tradi-
tional approach may be replaced by a supporting cone equivalent to the
shifted negative orthant and thus a result which does not rely on the convex-
ity of the original problem is gained. (The details of this will be discussed
in the succeeding chapter.) Due to its very general nature this approach
is theoretically interesting and important but its practical implementation
relies on the solution of a minimax type problem. These problems are very
hard to solve and almost certainly harder to solve than the original non-
convex constrained optimization problems. So whilst an arbitrarily accurate
solution can be theoretically guaranteed, from a practical perspective this
solution is diÆcult to nd. Li and Sun [25] suggest a method of dealing with
this practical diÆculty using a so called Logarithmic-Exponential Lagrangian
function. This function is dened as
Q(x; ; p) =
1
p
log[exp(p(f
0
(x)  )) + exp(p(f
1
(x))]; p > 0 (3.6.3)
This new function provides a smooth approximation of the nonsmooth
minimax problem created using the method of Goh and Yang. The Logarithmic-
Exponential Lagrangian only provides an approximate solution for the orig-
inal optimization problem but it does guarantee this solution may be found
using an existing optimization technique such as Newton's method. The
obvious drawback is that an exact solution, and corresponding Lagrange
multiplier, is unattainable. Furthermore the parameters required to reach a
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satisfactory solution may be very large for a given constrained optimization
problem.
3.7 Conclusion
It is clear from the results presented that whilst penalty functions are im-
proved in the sense of parameter size by using certain non-linear IPH func-
tions, the structure of Lagrange-type equations is completely destroyed by
employing these same convolutions functions. Indeed in the case of extended
Lagrange functions this destruction is manifested to the point where a zero
duality gap can no longer be guaranteed for the simplest IPH convolution
functions. In a more general sense the Lagrange-type function of Goh and
Yang may guarantee a zero duality gap at the same time as the existence
of Lagrange multipliers for nonconvex problems, but seemingly only at the
expense of solvability. Similarly the Log-Exponential function of Li shows
that if solvability is required a zero duality gap is lost along with any hope
of an exact Lagrange multiplier. Therefore it appears that whilst for small
penalty parameters, convolution functions play an important role, perhaps
to generate functions which are easily and eÆciently solved by numerical
methods we need to approach the Lagrangian method not via convolution
but rather reformulation. That is, it may be possible to improve on tradi-
tional Lagrange equations by reformulating either the objective function, or
the constraints, or both with some class of non-linear functions rather than
employing an overarching non-linear convolution function.
Chapter 4
Problem Reformulation
4.1 Introduction
It is clear from the results of the previous section that the reformulation of
an optimization problem may have a signicant impact on both solvability
and the eÆciency of solution methods. In that chapter I considered reformu-
lation after a Lagrangian had been formed. This led to the consideration of
primarily IPH functions as candidates. In the case of penalty functions these
were advantageous in terms of parameter size however their use destroyed the
desirable structural attributes of both penalty and Lagrange-type functions.
In this chapter I will investigate separately the reformulation of objective
functions and constraint functions. In particular I will discuss the impact
of forming several Lagrange-type functions using reformulated versions of
these objective and/or constraint functions. It will be useful to make use
43
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of perturbation functions as a means of simplifying the complexity of these
reformulations. Ultimately I will conclude that there are many inherent ad-
vantages to this approach.
4.2 Preliminaries
It will be useful throughout the rest of this chapter to discuss the perturba-
tion functions associated with dierent reformulation schemes. Recall from
section 3.2 that a perturbation function (y) for the problem (1.3.1) is dened
in the following way:
(y) = inf
x2X
ff
0
(x)jf
1
(x)  yg: (4.2.1)
Some important properties of these perturbation functions are
1. (0) is the solution to (1.3.1).
2. (y) is a decreasing function, that is, y  y
0
) (y)  (y
0
).
3. A Lagrange multiplier exists for a problem if and only if the tangent
to (0) is a supporting hyperplane.
Note that item 3 in this list implies the suÆciency of the convexity condition
in the K-K-T conditions. With this in mind some work has been done on the
problem of convexifying the perturbation function via problem reformulation,
most notably in [15], [24], [27] and [49]. It is interesting to note that in
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most of these cases the convexication of the Lagrangian rather than the
perturbation function is the primary focus.
An important result which I will make use of is due to Li, Sun and McK-
innon in [27] (Theorem 1 and Remark 1). In the context of this study of
perturbation functions it can be stated as:
Theorem 4.2.1 Let  be a twice, continuously dierentiable function on
the interval (t(a); t(b)) with 
0
(v) < 0; 8v 2 (t(a); t(b)). Assume that t is a
strictly monotone function and further that:
t
00
(y)
(t
0
(y))
2
<  

(v)
for y 2 Y  IR (4.2.2)
where  = min
00
(v) and (v) = 
0
(v).
Then 
t
(y) = (t(y)) is a convex function on Y.
I will use this result in the coming sections to show that some of the pro-
posed reformulation schemes convexify the perturbation function in a given
region.
4.3 Reformulation of Objective Functions
The technique of reformulating objective functions is very new and the lit-
erature is sparse. Most notably it has been considered for penalty functions
by both Rubinov and Yang in [42] and Bagirov and Rubinov in [3]. These
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papers show that for the minimization problem
minimize f
0
(x); subject to f
1
(x)  0; x 2 IR
n
(4.3.1)
a penalty function can be formulated using the function (y); y 2 IR; y > 0.
The properties which (y) needs to exhibit are
1. (y)  0 for all y > 0
2. (y) is strictly increasing for all y > 0
3. (y) is concave for all y > 0
4. (y) is continuous for all y > 0
5. lim
y!1

0
+
(y) = 0
the functions (y) = y
p
, where p 2 (0; 1) and (y) = log(y+1) are examples
of such functions. The authors then use these  functions to dene a penalty
function in the following way:
L
+
;k
(x; ) = (f
0
(x) + k) + f
+
1
(x): (4.3.2)
It is clear from this penalty function denition that (f
0
(x) + k) may
be considered as a reformulation of the objective function and specically
we may dene two distinct penalty functions with reformulated objective
functions, namely
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L
+
p;k
(x; ) = (f
0
(x) + k)
p
+ f
+
1
(x) (4.3.3)
and
L
+
k
(x; ) = ln(f
0
(x) + k) + f
+
1
(x) (4.3.4)
It should be noted that
inf
f
1
(x)0
(f
0
(x) + k) 6= inf
f
1
(x)0
f
0
(x):
However since  is a strictly increasing function its inverse may be used to
obtain the optimal solution for (4.3.1) by

 1
( inf
x2X
((f
0
(x) + k) + f
+
1
(x))):
It is shown in [42] that if an exact penalty parameter exists for the classical
penalty treatment of the problem (4.3.1) then both k > 0 and  > 0 exist for
the reformulated problem such that exact penalisation is achieved. Moreover
it is shown that as k !1; ! 0. Thus the introduction of a reformulation
of the objective function provides a smaller exact penalty parameter for the
problem. The authors do note however that for problems of convex mini-
mization (i.e. both f
0
and f
1
are convex functions) this approach produces
a nonconvex global optimization problem. This is less desirable than the
traditional penalty approach which produces a convex global optimization
CHAPTER 4. PROBLEM REFORMULATION 48
problem under the same conditions. For this reason it is reasonable to ex-
pect that the  reformulation is only of benet in problems with nonconvex
objective or constraint functions.
Some numerical experiments have been conducted using these  functions
in [3]. Whilst not the focus of the paper, the results of these experiments show
that in many cases solutions may be found more eÆciently if the objective
function is reformulated using a  function before constructing a traditional
penalty function. However the results are strongly dependent on both the
choice of  and the choice of parameters (p or k). These choices are, in turn,
highly dependent on the original problem and it is not currently known how
to identify the best attributes a priori.
4.4 Reformulation of Constraints
I will divide the problem of constraint reformulation into two distinct topics.
The rst is the reformulation of multiple constraints such that a single con-
straint which preserves the feasible region is generated. This will be discussed
briey before moving onto a more detailed discussion of the reformulation
of a single constraint to change the properties of its associated Lagrange
function.
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4.4.1 Reducing Multiple Constraints to a Single Con-
straint
In an overwhelming majority of practical constrained optimization problems
the solution is subject to more than one constraint. If these constraints are
considered to be simply a method by which a feasible region is dened, then
it follows that it should be possible to dene a single constraint which pro-
vides the same feasible region. For any continuous constrained optimization
problem it is necessary only to consider a set of q constraints of the form
f
i
(x)  0; 1  i  n (4.4.1)
g
i
(x)  0; n + 1  i  p (4.4.2)
h
i
(x) = 0; p + 1  i  q: (4.4.3)
It is clear that reducing the constraints is made easier if all constraints
are of the same form. Constraints of type (4.4.2) may be simply reformulated
using the following method;
f
i
(x) =  g
i
(x); n+ 1  i  p (4.4.4)
Similarly constraints of the form (4.4.3) are reformulated using
f
i
(x) = (h
i
(x))
2
; p+ 1  i  q (4.4.5)
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giving q constraints of the form
f
i
(x)  0; 1  i  q: (4.4.6)
The simplest method for reducing these constraints to a single inequality
constraint is via the employment of the max-type function,
(x) = maxff
i
(x)g; 1  i  q: (4.4.7)
Whilst it is clear that this reformulation maintains the feasible region, it does
not provide dierentiability even if all of the original constraint functions are
dierentiable. Indeed for a convolution of many constraints this function may
be highly nonsmooth. This is a serious consideration if eÆcient numerical
methods are to be used.
As a result of this an alternative method is to construct the single con-
straint
(x) =
q
X
i=1
maxff
i
(x); 0g; 1  i  q: (4.4.8)
Whilst this function is still not necessarily dierentiable, it is smoother
than the  convolution of (4.4.7).
To provide for a suÆciently general solution scheme the numerical analysis
in the coming chapters will not require the assumption of dierentiability,
therefore, where necessary, I will use this (x) convolution to reduce multiply
constrained problems to problems of a single constraint.
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4.4.2 Penalty Functions
In Section 2.3 I considered traditional linear penalty functions. Recall that
the traditional linear penalty function is dened by
L
+
(x) = f
0
(x) + f
+
1
(x) (4.4.9)
where
f
+
1
(x) =
8
>
>
<
>
>
:
0; if f
1
(x)  0;
f
1
(x); if f
1
(x) > 0
(4.4.10)
 > 0
From the point of view of perturbation functions this now means the
perturbation function for the corresponding Lagrange function is deformed
simply by forcing it to become dened only on the halfspace y  0. This
in turn has ramications for the zero duality gap property as now any aÆne
function a(y) which includes the point (0) and satises the property that
a(y)  (y); 8y > 0 may be chosen to use as a supporting hyperplane. It
is obvious that this will be possible for any function  which is lower semi-
continuous at the point y = 0 since the decreasing nature of  means that
lower semi-continuity implies continuity at y = 0. As a result it follows from
Property 3 of perturbation functions that an exact penalty parameter exists
for any problem of the form (1.3.1) which generates a perturbation function
that is lower semi-continuous at the point 0. Note that this is simply a
restatement of Theorem 3.2.2 where k = 1.
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4.4.3 Augmented Lagrange Functions
A very popular method for constrained optimization problems is the use
of augmented Lagrange functions. These functions were rst proposed by
Hestenes [18] and Powell [33] for problems with equality constraints and were
extended to the inequality constrained case by Rockafellar [35]. They have
become widely used in recent years and are currently the most popular dual
method for constrained optimization. In general an augmented Lagrangian
is of the form
L
c
(x;) = f
0
(x) + f
1
(x) + c(f
1
(x)) (4.4.11)
This may be considered as a simple constraint reformulation scheme where
f
1
(x) in the traditional Lagrange function is replaced by f
1
(x) +
c

(f
1
(x).
The most common choice for the function  is (f
1
) = (f
1
)
2
which gives
L
c
(x;) = f
0
(x) + f
1
(x) + c(f
1
(x))
2
(4.4.12)
These quadratic augmented Lagrangians have been widely studied (see for
instance [1], [35], [36], [37] and [38]) and are quite well understood. (Note
that in much of the literature the parameter c in (4.4.12) is replaced by the
equivalent parameter
1
2
)
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4.4.4 Exponential Lagrange Functions
In this section I introduce a new form of reformulated Lagrangian which I
will refer to as the exponential Lagrangian. This exponential Lagrangian is
dened for the problem (1.3.1) in the following way:
L

(x; ) = f
0
(x) + (exp(f
1
(x))  1) (4.4.13)
Note that this reformulation of the constraint function is, in a sense, a
combination of the traditional Lagrange approach and the traditional penalty
approach due to the nature of the function (w) = e
w
  1. Foremost among
the desirable qualities is the fact that this reformulation provides severe pe-
nalisation for departure from the feasible region whilst only providing mini-
mal deformation of the objective function inside the feasible region. Unlike
the penalty function approach this is achieved without any loss of dieren-
tiability.
4.5 Zero Duality Gap
Recall from Chapter 2 that for Lagrange-type approaches to constrained
optimization problems a dual problem may be dened in the following way:
max
0
min
x2X
L(x; )
This denition leads to a consideration of saddle points of the Lagrange-
CHAPTER 4. PROBLEM REFORMULATION 54
type function. In this section I will dene two types of saddle point. A point
(x

; 

) is said to be a global saddle point if the inequalities
L(x

; )  L(x

; 

)  L(x; 

) (4.5.1)
hold for all x 2 X and  > 0. Similarly a point is said to be a local saddle
point if (4.5.1) holds for all x 2 X in the neighbourhood of x

and  > 0,
where the neighbourhood of x

is dened as fx : x 2 X \ jjx  x

jj < Æg for
some Æ > 0.
From these denitions we can say that if a Lagrangian exhibits a global
saddle point, then the zero duality gap property is satised and an exact
solution (and Lagrange multiplier) exists. On the other hand if a local saddle
point exists then exact solution may be possible provided we restrict our
search to a suÆciently small neighbourhood of the solution. It is clear from a
theoretical perspective that global saddle points are highly desirable however
in the case of nonconvex optimization providing global saddle points can
result in creating a much more diÆcult problem as can be seen from section
3.6. Thus local saddle points may often be suÆcient in a practical sense.
4.5.1 Penalty Functions
As we have already seen in section 4.4.2, a consideration of perturbation
functions easily allows us to conceptualize the zero duality gap for traditional
penalty functions. Here I will formalize this with the following theorem which
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proves the zero duality gap for traditional penalty functions using the idea
of stability rst discussed by Georion in [14] and applied as calmness by
Burke in [8] and Rubinov in [46].
Theorem 4.5.1 There exists a

 > 0 such that
inf
x2X
L
+
(x;

) = M(f
0
; f
1
)
if and only if
lim
y!0
inf
(y)  (0)
y
>  1:
For a proof of this theorem see [46]. When this theorem is considered in light
of the supporting hyperplane of the perturbation function it follows that to
achieve exact penalisation the pertubation function is required to be `well-
behaved' in the neighbourhood of the solution point. However this places no
restrictions on the size of the exact penalty parameter which may be required
and it is possible, even in the convex case, that  is required to be extremely
large.
4.5.2 Augmented Lagrange Functions
The augmented Lagrangian dened by (4.4.12) is primarily useful as a con-
vexication scheme within the neighbourhood of the solution point. The
nature of this is evidenced by the following proposition.
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Proposition 4.5.2 Consider a problem of the form (1.3.1) in which the
following assumptions hold:
1. The functions f
0
and f
1
are everywhere twice continuously dieren-
tiable.
2. There exist x

2 IR
n
and 

2 IR such that f
1
(x

) = 0 and rf
0
(x

) +


rf
1
(x

) = 0
Then there exists c such that the Hessian (w.r.t. x) of the augmented La-
grangian r
2
x
L
c
(x

; ) > 0
Proof: Calculation of r
2
x
L
c
(x

; ) yields
r
2
x
L
c
(x

; ) = r
2
f
0
(x

) + r
2
f
1
(x

) + 2crf
1
(x

)rf
T
1
(x

)
= r
2
x
L(x

; ) + 2crf
1
(x

)rf
1
(x

)
T
and it is clear that there exists c such that for all c  c, r
2
x
L
c
(x

; ) > 0 and
thus convexity of the augmented Lagrangian in some neighbourhood of x

is
assured. 
Corollary 4.5.3 For a problem of the form (1.3.1) in which the following
assumptions hold:
1. There exist x

2 IR
n
and 

2 IR such that f
1
(x

) = 0 and rf
0
(x) +


rf
1
(x

) = 0
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2. The functions f
0
and f
1
are twice continuously dierentiable at x

,
the augmented Lagrangian dened by (4.4.12) exhibits a local saddle point at
(x

; 

) and thus weak duality exists.
Proof:
It follows directly from Proposition 4.5.2 and assumptions 1 and 2. 
The obvious problem with this reformulation as a convexication scheme
is the need for very large values of c when a traditional Lagrange function
is highly nonconvex in the neighbourhood of the solution point. It should
also be noted that in many cases signicant departure from the neighbour-
hood of the solution renders convexity unattainable, thus making local search
methods ineective.
4.5.3 Exponential Lagrange Functions
I will now demonstrate that the exponential Lagrangian exhibits a local sad-
dle point by adapting a proof of Theorem 3 which may be found in [48]. In
order to guarantee weak duality the following necessary conditions should
hold.
1. There exists 

 0 such that rf
0
(x

) + 

rf
1
(x

) = 0
2. 

f
1
(x

) = 0
3. The Hessian matrix r
2
L

(x

; 

) = r
2
f
0
(x

) + 

r
2
f
1
(x

) is positive
denite on M(x

) = fd 2 IR
n
jd
T
rf
1
(x

) = 0g:
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Theorem 4.5.4 Let x

be a solution to the problem (1.3.1) and suppose
Assumptions 1-3 hold. Then there exists ;

 > 0 such that for fx : x 2
X \ jjx

  xjj < Æg
L

(x

; )  L

(x

;

)  L

(x;

) (4.5.2)
holds.
Proof: Set

 = 

. To prove the rst inequality note that the reformulation
exp[(f
1
(x))]   1 is strictly increasing w.r.t. f
1
(x) and that f
1
(x) < 0 =)
exp[(f
1
(x))]  1 < 0. It therefore follows that L

(x

; )  f
0
(x

). Note also
that 

f
1
(x

) = 0 and therefore L

(x

;

) = f
0
(x

) for any  and thus
L

(x

; )  L

(x

;

): (4.5.3)
To prove the second inequality observe that assumption 1 ensuresr
x
L

(x

;

) =
0. Further to this assumption 2 implies
r
2
xx
L

(x

;

) = r
2
f
0
(x

) + 
2

rf
1
(x

)r
T
f
1
(x

)
and it is clear by assumption 3 that suÆciently large  ensures r
2
xx
L

(x

;

)
is positive denite. Thus it follows that the inequality L

(x

;

)  L

(x;

)
is satised for all x in the neighbourhood of x

. Therefore L

(x

;

) is a local
saddle point of the problem (1.3.1) and weak duality is obtained. 
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It is of some interest to note that Theorem 4.5.4 is equivalent to saying
that the perturbation function (y) can be convexied in some neighbour-
hood of the point y = 0 using a constraint reformulation. The exponential
reformulation can be seen to impact the perturbation function in the follow-
ing manner:
~
(y) = min
x2X
ff
0
(x)j exp(f
1
(x))  1  yg
= min
x2X
ff
0
(x)jf
1
(x)  ln(y + 1)=g
= (ln(y + 1)=)
This interpretation of the result allows for the presentation of the following
alternative proof.
Theorem 4.5.5 Let  be dened by (4.2.1) and also let  be strictly decreas-
ing and twice continuously dierentiable on the neighbourhood y 2 ( Æ; Æ).
There exists some  such that (ln(y+1)=), i.e.
~
(y), is convex on ( Æ; Æ).
Proof: Since  is strictly decreasing Theorem 4.2.1 may be used where
t(y) =
ln(y+1)

. It follows then that
t
0
(y) =
1
(y + 1)
and t
00
(y) =  
1
(y + 1)
2
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and thus
t
00
(y)
t
0
(y)
2
=
 
1
(y+1)
2
1

2
(y+1)
2
=   (4.5.4)
It then follows that since  is twice continuously dierentiable, it is possible
to select  suÆciently large to ensure
t
00
(y)
(t
0
(y))
2
<  


where  = min
00
(y) and  = 
0
(y) for all y 2 ( Æ; Æ) and it follows from
Theorem 4.2.1 that (ln(y+1)=) is a convex function on the interval ( Æ; Æ)
which includes the solution point to our optimization problem, y = 0. 
I note here that the assumption that  is strictly decreasing in the previ-
ous theorem is a very weak assumption since by denition  is a decreasing
function for any optimization problem and so we are eectively only exclud-
ing the case where the problem solution does not occur on the boundary of
the feasible region.
4.5.4 Combinations of Reformulation Methods
In the previous sections I have shown separately that certain reformulations
of objective and constraint functions produce at least weak duality. In this
section I will show that this weak duality is not aected by particular com-
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binations of an objective and constraint reformulation. The combinations I
will consider are restricted to Lagrange-type functions in which the objective
function is reformulated using the method of section 4.3 (log and pth-power
reformulations) and the constraint function is reformulated using the expo-
nential reformulation scheme of section 4.4.4. These combinations result in
two new Lagrange-type functions of the form
L
k;
(x;) = ln(f
0
(x) + k) + (exp(f
1
(x))  1) (4.5.5)
L
k;p;
(x;) = (f
0
(x) + k)
p
+ (exp(f
1
(x))  1) (4.5.6)
I will refer to (4.5.5) as the \k log-exponential Lagrangian" and (4.5.6) as
the \pth-power exponential Lagrangian". It is elementary to show that these
functions exhibit a local saddle point and thus weak duality as the following
theorems demonstrate:
Theorem 4.5.6 Let x

be a solution to (1.3.1) then there exists 

such
that (x

; 

) is a saddle point of the function L
k;
(x;) = ln(f
0
(x) + k) +
(exp(f
1
(x))  1).
Proof: It is suÆcient to note that L
k;
(x;) is of the form (4.4.13) and as
such Theorem 4.5.4 holds. Thus L
k;
(x;) exhibits a local saddle point at
the point (x

; 

). 
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Theorem 4.5.7 Let x

be a solution to (1.3.1) then there exists 

such
that (x

; 

) is a saddle point of the function L
k;p;
(x;) = (f
0
(x) + k)
p
+
(exp(f
1
(x))  1).
Proof: The proof is identical to that of Theorem 4.5.6. 
4.6 Examples
I will now present a simple example which is illustrative of the reformulation
techniques discussed. This problem will also be considered from a numer-
ical point of view in the next chapter. Consider the following nonconvex
minimization problem:
Minimize
f
0
(x
0
; x
1
) =  (x
0
  3)
4
  (x
1
  2)
4
+ 1350
subject to
f
1
(x
0
; x
1
) = x
2
0
+ x
2
1
  9  0
Graphs of the objective function on the box [ 5; 5]  [ 5; 5] and over the
feasible region are provided in Figures 4.1 and 4.2 respectively.
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Figure 4.1: Objective Function on [ 5; 5] [ 5; 5]
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Figure 4.2: Objective Function on feasible region
Employing each of the reformulation schemes from (4.4.12), (4.4.13),
(4.3.4), (4.3.3), (4.5.5) and (4.5.6) generates the following unconstrained
functions:
L
c
(x; ) =  (x
0
  3)
4
  (x
1
  2)
4
+ 1350 + (x
2
0
+ x
2
1
  9) + 10
4
(x
2
0
+ x
2
1
  9)
2
L

(x; ) =  (x
0
  3)
4
  (x
1
  2)
4
+ 1350 + (exp[x
2
0
+ x
2
1
  9]  1)
L
k
(x; ) = ln( (x
0
  3)
4
  (x
1
  2)
4
+ 1350 + 6000) + maxhx
2
0
+ x
2
1
  9; 0i
L
k;p
(x; ) = ( (x
0
  3)
4
  (x
1
  2)
4
+ 1350 + 6000)
1=3
+ maxhx
2
0
+ x
2
1
  9; 0i
L
k;
(x; ) = ln( (x
0
  3)
4
  (x
1
  2)
4
+ 1350 + 6000) + (exp(x
2
0
+ x
2
1
  9)  1)
L
k;p;
(x; ) = ( (x
0
  3)
4
  (x
1
  2)
4
+ 1350 + 6000)
1=3
+ (exp(x
2
0
+ x
2
1
  9)  1)
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Figure 4.3: Quadratic Augmented Lagrange Function on [ 5; 5] [ 5; 5]
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Figure 4.4: Quadratic Augmented Lagrange Function on feasible region
Graphs of these functions with optimal  are provided on the box [ 5; 5]
[ 5; 5] and over the feasible region in Figures 4.3-4.14.
It is clear on examination of these graphs that the constraint reformu-
lation scheme chosen has the largest impact on the function outside the
feasible region. This is most easily seen in Figures 4.5 and 4.11 where the
two functions take on an almost identical shape outside the feasible region,
despite the dierences in the treatment of the objective function. It is also
easy to see that each reformulation scheme makes minimal impact on the
function within the feasible region. These impacts range from the modied
penalty functions, which obviously have no eect, through to the quadratic
augmented Lagrangian which has a larger eect for large values of c. Indeed
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Figure 4.5: Exponential Lagrange Function on [ 5; 5] [ 5; 5]
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Figure 4.6: Exponential Lagrange Function on feasible region
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Figure 4.7: Logarithmic Penalty Function on [ 5; 5] [ 5; 5]
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Figure 4.8: Logarithmic Penalty Function on feasible region
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Figure 4.9: pth Power Penalty Function on [ 5; 5] [ 5; 5]
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Figure 4.10: pth Power Penalty Function on feasible region
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Figure 4.11: k log-exponential Lagrange Function on [ 5; 5] [ 5; 5]
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Figure 4.12: k log-exponential Lagrange Function on feasible region
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Figure 4.13: pth-power-exponential Lagrange Function on [ 5; 5] [ 5; 5]
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Figure 4.14: pth-power-exponential Lagrange Function on feasible region
for this particular example Figure 4.4 shows that the quadratic augmented
Lagrangian is concave over a large portion of the feasible region and exhibits
a local maximum whereas this is not the case for any of the other functions.
4.7 Conclusion
In this chapter I have discussed a general method for reformulating objective
functions. I have also provided a simple scheme for combining any nite num-
ber of constraints to a single constraint using a sum of max-type functions
before discussing penalty, quadratic augmented Lagrangian and exponential
Lagrangian reformulations of a single constraint. For each of these reformu-
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lation techniques I have proved that at least weak duality is exhibited. In
the case of penalty functions we can achieve strong duality at the expense of
dierentiability. In the next chapter I will show that if we use a numerical
method in which dierentiability is not necessary, then of these reformula-
tion methods, the modied penalty functions formed with a reformulated
objective function allow for much more eÆcient solution of constrained opti-
mization problems.
Chapter 5
Numerical Experiments
5.1 Introduction
In this chapter I will consider the practical ramications of the reformulation
schemes presented in the previous chapter. In particular I will investigate
the eÆciency and sensitivity of some existing global numerical methods when
nding the solution to the unconstrained optimization problems generated
by the associated modied Lagrange and penalty functions. To accomplish
this test problems will be solved using each of the reformulation methods dis-
cussed in the previous chapter. The primary numerical method used will be
the discrete gradient method of Bagirov [2]. The experiments will be under-
taken in three sections, the rst being a consideration of the class of problems
in which the objective function is concave and the constraint function convex.
The second stage will see the consideration of problems in which the objective
69
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function is nonconvex and nonconcave and the constraint is convex. Finally
problems which have strictly convex objective and constraint functions will
be considered. Ultimately I will draw conclusions about the suitability, in
terms of eÆciency and sensitivity, of each reformulation method.
5.2 Algorithm and Parameter Selection
The general algorithm I will employ in the numerical experiments is the
well known method of multipliers. This method seeks to solve the following
problem:
max
>0
min
x2X
L(x;) (5.2.1)
This is achieved by solving a sequence of unconstrained optimization
problems in which the starting point and certain parameters are updated
at each iteration. For full details including convergence properties see for
example [13]. The algorithm may be modelled by:
General Algorithm
1. Set 
0
, x
0
, c
0
, p, k and/or 
0
as required. Set n = 0;  = 10
 5
.
2. Minimize Lagrange-type function using Discrete Gradient Method. Call
the solution point x

n
.
3. If 
n
  
n 1
<  ,
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(a) Minimize Lagrange-type function using Cutting Angle Method.
Call the solution point x

n
. If no improvement STOP,
otherwise set x
n+1
= x

n
and goto 2.
4. Update , c and / or  as required, let x
n+1
= x

n
, n = n+1 and goto 2.
The numerical methods which are to be used in this algorithm are the
discrete gradient method and the cutting angle method. The discrete gradi-
ent method is a derivative-free local search algorithm which is primarily used
to nd the minima of the unconstrained Lagrange functions. It eectively
uses a discrete approximation of the set of directional gradients for a given
point to identify an appropriate search direction. A search then takes place
in this direction until there is no improvement and another set of discrete
gradients is calculated. This process continues until eventually a stationary
point is found. The calculation of the discrete gradients is only reliant on the
Lagrangian being a Lipschitz function. Due to the admittance of non-smooth
problems for consideration through the use of modied penalty functions and
constraint convolution, this method proves most appropriate. The cutting
angle method is a derivative free global search algorithm which will be used
to enable the local search method to escape from stationary points which
may be local but not global minima. The method is a special case of the
so called -bundle method and the algorithm calls it only after the discrete
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gradient method has identied a local minima. For the problems under con-
sideration in this chapter, the discrete gradient method is frequently able to
nd the global minimum of the Lagrange function and therefore the cutting
angle method acts as an optimality test. For details of these methods see
Appendix A, [2] and [3].
In the previous chapter I discussed the following six Lagrange-type func-
tions:
L
+
p;k
(x; ) = (f
0
(x) + k)
p
+ f
+
1
(x) (5.2.2)
L
+
k
(x; ) = ln(f
0
(x) + k) + f
+
1
(x) (5.2.3)
L
c
(x;) = f
0
(x) + f
1
(x) + c(f
1
(x))
2
(5.2.4)
L

(x; ) = f
0
(x) + (exp(f
1
(x))  1) (5.2.5)
L
k;
(x;) = ln(f
0
(x) + k) + (exp(f
1
(x))  1) (5.2.6)
L
k;p;
(x;) = (f
0
(x) + k)
p
+ (exp(f
1
(x))  1) (5.2.7)
For each of these functions it will be necessary to update  at each iteration
of the algorithm in order to achieve an optimal solution. I will now outline
the manner in which I will perform this for each of the six Lagrange-type
functions.
In the traditional quadratic augmented Lagrangian case, the parameters

n
and c
n
are updated at each iteration. Since, in the smooth case, a point
x

such that r
x
L(x

; 

) = 0 is ultimately being sought, and f
1
(x

) = 0 it
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follows that near a critical point it is expected that


 
n
+ 2cf
1
(x

n
)
and thus it is possible to simply set

n+1
= 
n
+ 2cf
1
(x

n
)
at each iteration. It may also be noted that the augmented Lagrangian
approach requires \suÆciently large" c and thus at each iteration it is sensible
to set c
n+1
= 10c
n
. This is a commonly used method of parameter selection
(see for example [5], [11], [31] and [29]). It is also possible to use a similar
justication to deduce a scheme by which to update 
n
in the exponentially
reformulated Lagrange functions. Again note that a point x

is sought such
that r
x
L(x

; 

) = 0 and f
1
(x

) = 0. This time it would be expected that
near a critical point


 
n
 exp[f
1
(x

n
)] :
and accordingly successive  may be given by

n+1
= 
n
 exp[f
1
(x

n
)]
Finally, simply note that for the modied penalty functions a suÆciently
large  is required and thus at each iteration may be updated using 
n+1
=

n
+ f
1
(x

n
).
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5.3 Concave Minimization
In this section I will consider the constrained optimization problem (1.3.1)
with the additional restriction that f
0
(x) be a strictly concave function, that
is
f
0
((1  t)x + tx
0
) > (1  t)f
0
(x) + tf
0
(x
0
); 8(x; x
0
) 2 IR
n
; t 2 (0; 1)
and f
1
(x) be a strictly convex function, that is
f
1
((1  t)x + tx
0
) < (1  t)f
1
(x) + tf
1
(x
0
); 8(x; x
0
) 2 IR
n
; t 2 (0; 1):
In solving problems of this type I will make use of reformulation methods
discussed in the previous chapter. In particular I will consider the modied
penalty functions dened by (4.3.3) and (4.3.4), the quadratic augmented
Lagrange function as dened in (4.4.12) and the exponential Lagrange func-
tion dened by (4.4.13). In addition to these I will consider the combinations
of objective and constraint reformulations as dened in (4.5.5) and (4.5.6).
Ultimately it will be clear that for each of the reformulation methods men-
tioned above the minimization of a concave objective function subject to a
single convex constraint can be achieved, but there is a computational ad-
vantage to employing methods which combine a reformulation of both the
objective and constraint functions. In particular the combination of a log
reformulation of the objective function and a penalty type reformulation of
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the constraint function provides for a consistently more eÆcient solution to
the test problems.
The methodology I will use for all the test problems in this chapter is
designed to provide insight into the computational eÆciency and sensitivity
to the choice of initial point of each reformulation method. Each of these
methods will be tested 8 times using dierent, randomly generated starting
points.
It will also be helpful to make use of the following notation throughout
the remainder of this chapter;
 x
0
is the starting point
 x

is the global minimizer
 f

0
= f
0
(x

)
 n-iter is the number of iterations of the algorithm
 n
f
is the number of function calculations made
Note that all quoted results refer to the eÆciency of the Discrete Gradient
Method in nding the global minimum. This is due to the fact that in almost
all of the test problems under consideration, the discrete gradient method is
able to nd the global minimum unassisted. In this event, the cutting angle
method is employed as an optimality test and so for each of the Lagrange-
type functions under consideration it makes little impact on the eÆciency
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of solution. Where the discrete gradient method fails to nd the global
minimum unassisted it is noted separately.
5.3.1 Test Problem 1
f
0
(x
1
; x
2
) =  (x
1
  3)
4
  (x
2
  2)
4
+ 1350
subject to
f
1
(x
1
; x
2
) = x
2
1
+ x
2
2
  9  0
This test problem is of interest as the objective function is highly concave
with a single maximum value which is attained within the feasible region and
as such it will test the reformulation methods' ability to convexify a highly
nonconvex function in the neighbourhood of solution. The details of the
optimal values for this function are x

= ( 2:997; 0:135) and f

0
= 35:8463.
The results of numerical experiments for this problem are given in Tables 5.1-
5.6 and a summary is provided in Table 5.7. For this problem the log penalty
function provides the most eÆciently minimized unconstrained function. It
also displays consistent results, suggesting the method is robust to changes
of starting points. The pth power penalty function and the k log exponential
and pth power exponential Lagrangians are also comparatively eÆcient and
consistent. It should also be noted that the augmented Lagrangian, which
is the most commonly used technique of the 6, produces the most ineÆcient
and inconsistent results by far.
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Table 5.1: Problem 1, Exponential Lagrange Function, 

= 143:9, 

= 1
x
0
n-iter n
f
(4,4) 4 40704
(1.085,-0.281) 4 14508
(3.127,1.508) 4 12407
(-3.931,-4.599) 4 14130
(0.215,3.846) 4 17889
(2.057,-4.713) 4 13784
(-1.136,1.652) 4 20342
(4.506,1.844) 4 24947
Table 5.2: Problem 1, log Penalty Function, k = 6000; 

= 1
x
0
n-iter n
f
(4,4) 1 248
(1.085,-0.281) 1 339
(3.127,1.508) 1 224
(-3.931,-4.599) 1 259
(0.215,3.846) 1 280
(2.057,-4.713) 1 535
(-1.136,1.652) 1 277
(4.506,1.844) 1 249
5.3.2 Test Problem 2
f
0
(x
1
; x
2
) =
p
(x
1
+ 3) +
p
(x
2
+ 3)
subject to
f
1
(x
1
; x
2
) = (x
1
  1)
2
+ (x
2
  1)
2
  1  0
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Table 5.3: Problem 1, pth-power Penalty Function,p = 1=3; k = 6000; 

= 1
x
0
n-iter n
f
(4,4) 1 442
(1.085,-0.281) 1 359
(3.127,1.508) 1 623
(-3.931,-4.599) 1 768
(0.215,3.846) 1 229
(2.057,-4.713) 1 2190
(-1.136,1.652) 1 277
(4.506,1.844) 1 685
Table 5.4: Problem 1, Quadratic Augmented Lagrange Function, c

=
10; 000; 

= 143:9
x
0
n-iter n
f
(4,4) 5 38102
(1.085,-0.281) 5 36023
(3.127,1.508) 5 37299
(-3.931,-4.599) 5 61241
(0.215,3.846) 5 41664
(2.057,-4.713) 5 72843
(-1.136,1.652) 5 43491
(4.506,1.844) 5 35540
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Table 5.5: Problem 1, k log Exponential Lagrange Function, k = 6000; 

=
0:0238; 

= 1
x
0
n-iter n
f
(4,4) 4 702
(1.085,-0.281) 4 740
(3.127,1.508) 4 733
(-3.931,-4.599) 4 786
(0.215,3.846) 4 810
(2.057,-4.713) 4 730
(-1.136,1.652) 4 685
(4.506,1.844) 4 952
Table 5.6: Problem 1 pth-power-Exponential Lagrange Function, p =
1=3; k = 6000; 

= 0:1447; 

= 1
x
0
n-iter n
f
(4,4) 5 960
(1.085,-0.281) 5 968
(3.127,1.508) 5 1012
(-3.931,-4.599) 5 978
(0.215,3.846) 5 959
(2.057,-4.713) 5 962
(-1.136,1.652) 5 928
(4.506,1.844) 5 1127
Table 5.7: Problem 1, Summary of Results
Reformulation Method min n
f
max n
f
average n
f
Exponential Lagrange Function 12407 40704 19839
log Penalty Function 224 535 301
pth Power Penalty Function 229 2190 697
Quadratic Augmented Lagrange Function 35540 72843 45775
k log-Exponential Lagrange Function 685 952 767
pth-power-Exponential Lagrange Function 928 1127 987
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Table 5.8: Problem 2, Exponential Lagrange Function, 

= 0:195; 

= 1
x
0
n-iter n
f
(3.318,2.616) 8 1140
(3.995,3.893) 8 1368
(1.861,2.964) 8 1085
(2.256,0.511) 8 1092
(3.128,2.136) 8 1252
(3.207,3.824) 8 1231
(0.634,3.697) 8 1275
(2.754,0.108) 8 1208
This problem provides an objective function which exhibits no local maxima
or minima. Indeed within the feasible region this objective function is almost
linear and as such would be expected to be easily convexied by the refor-
mulation methods used. The problem solution occurrs at x

= (0:294; 0:294)
where f

0
= 3:629. The results of numerical experiments for this problem
are given in Tables 5.8-5.13 and a summary is provided in Table 5.14. The
most eÆcient and reliable methods for this problem are clearly the modied
penalty function methods. Table 5.14 also shows that the k log-exponential
reformulation yields the least eÆcient results for this particular problem.
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Table 5.9: Problem 2, log Penalty Function, 

= 1; k = 200
x
0
n-iter n
f
(3.318,2.616) 1 225
(3.995,3.893) 1 214
(1.861,2.964) 1 198
(2.256,0.511) 1 222
(3.128,2.136) 1 234
(3.207,3.824) 1 197
(0.634,3.697) 1 213
(2.754,0.108) 1 224
Table 5.10: Problem 2, pth-power Penalty Function, 

= 1; k = 200; p = 1=3
x
0
n-iter n
f
(3.318,2.616) 1 197
(3.995,3.893) 1 276
(1.861,2.964) 1 275
(2.256,0.511) 1 231
(3.128,2.136) 1 186
(3.207,3.824) 1 187
(0.634,3.697) 1 289
(2.754,0.108) 1 282
Table 5.11: Problem 2, Quadratic Augmented Lagrange Function, 

=
0:1945; c

= 1000
x
0
n-iter n
f
(3.318,2.616) 4 1103
(3.995,3.893) 4 1045
(1.861,2.964) 4 1053
(2.256,0.511) 4 1068
(3.128,2.136) 4 1214
(3.207,3.824) 4 1116
(0.634,3.697) 4 1091
(2.754,0.108) 4 1162
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Table 5.12: Problem 2, k log-Exponential Lagrange Function, 

= 0:001; k =
200; 

= 1
x
0
n-iter n
f
(3.318,2.616) 10 1433
(3.995,3.893) 10 5089
(1.861,2.964) 10 1296
(2.256,0.511) 10 1299
(3.128,2.136) 10 1460
(3.207,3.824) 10 1436
(0.634,3.697) 10 1325
(2.754,0.108) 10 1305
Table 5.13: Problem 2, pth-power-Exponential Lagrange Function, 

=
0:0019; k = 200; p = 1=3; 

= 1
x
0
n-iter n
f
(3.318,2.616) 10 1423
(3.995,3.893) 10 1511
(1.861,2.964) 10 1296
(2.256,0.511) 10 1284
(3.128,2.136) 10 1729
(3.207,3.824) 10 1379
(0.634,3.697) 10 1331
(2.754,0.108) 10 1292
Table 5.14: Problem 2, Summary of Results
Reformulation Method min n
f
max n
f
average n
f
Exponential Lagrange Function 1085 1368 1206
log Penalty Function 197 234 216
pth-power Penalty Function 186 289 240
Quadratic Augmented Lagrange Function 1045 1214 1107
k log-Exponential Lagrange Function 1296 5089 1830
pth-power-Exponential Lagrange Function 1284 1729 1406
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5.3.3 Test Problem 3
f
0
(x) =  (
100
X
i=1
(x
i
  2)
2
) + 1000
subject to
f
1
(x) = (
100
X
i=1
(x
i
  1)
4
)  1  0
This is a large scale problem with a similar structure to that of Test
Problem 1. The results will give a clear comparison of the Lagrange-type
functions for problems with a large number of variables. The details of the
solution to this problem are (x

i
= 0:6838; 1  i  100); f

0
= 826:754.
The results of numerical experiments for this problem are given in Tables
5.15-5.20 and a summary is provided in Table 5.21. The most eÆcient meth-
ods for this problem are once again the modied penalty functions. The next
best methods being the pth power Lagrangian and the k log exponential La-
grangian. The quadratic augmented Lagrange approach is the least eÆcient
method for this problem, being some 60 times worse on average than the
modied penalty functions and some sixteen times worse than the pth-power
exponential Lagrangian.
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Table 5.15: Problem 3, Exponential Lagrange Function, 

= 20:75; 

= 1
x
0
n-iter n
f
x
i
= 0:9 8 3810503
x
i
= 1:012 8 3490919
x
i
= 1:25 8 3603810
x
i
= 1:266 8 3660653
x
i
= 0:767 8 3616735
x
i
= 1:545 8 3610815
x
i
= 0:728 8 3655696
x
i
= 0:624 8 3562360
Table 5.16: Problem 3, log Penalty Function, 

= 1; k = 500
x
0
n-iter n
f
x
i
= 0:9 1 181066
x
i
= 1:012 1 158945
x
i
= 1:25 1 152971
x
i
= 1:266 1 161163
x
i
= 0:767 1 173258
x
i
= 1:545 1 185141
x
i
= 0:728 1 171982
x
i
= 0:624 1 183060
Table 5.17: Problem 3, Quadratic Augmented Lagrange Function, 

=
20:81; c

= 10000
x
0
n-iter n
f
x
i
= 0:9 5 10722492
x
i
= 1:012 5 10935355
x
i
= 1:25 5 11244514
x
i
= 1:266 5 11512920
x
i
= 0:767 5 10680357
x
i
= 1:545 5 10677176
x
i
= 0:728 5 10653220
x
i
= 0:624 5 10510414
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Table 5.18: Problem 3, p-th power Penalty Function, 

= 1; k = 500; p =
1=3
x
0
n-iter n
f
x
i
= 0:9 1 182103
x
i
= 1:012 1 159677
x
i
= 1:25 1 179487
x
i
= 1:266 1 178097
x
i
= 0:767 1 169462
x
i
= 1:545 1 186243
x
i
= 0:728 1 181287
x
i
= 0:624 1 195668
Table 5.19: Problem 3, k log-exponential Lagrange Function, 

=
0:0159; k = 500; 

= 1
x
0
n-iter n
f
x
i
= 0:9 10 794945
x
i
= 1:012 10 806156
x
i
= 1:25 10 807763
x
i
= 1:266 10 807168
x
i
= 0:767 10 825661
x
i
= 1:545 10 804238
x
i
= 0:728 10 810161
x
i
= 0:624 10 806968
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Table 5.20: Problem 3, p-th power-exponential Lagrange Function, 

=
0:0579; k = 500; p = 1=3; 

= 1
x
0
n-iter n
f
x
i
= 0:9 9 655010
x
i
= 1:012 9 633407
x
i
= 1:25 9 646316
x
i
= 1:266 9 653818
x
i
= 0:767 9 661207
x
i
= 1:545 9 642993
x
i
= 0:728 9 645210
x
i
= 0:624 9 644328
Table 5.21: Problem 3, Summary of Results
Reformulation Method min n
f
max n
f
average n
f
Exponential Lagrange Function 3490919 3810503 3626436
log Penalty Function 152971 185141 170948
pth-power Penalty Function 159677 195688 179006
Quadratic Augmented Lagrange Function 10510414 11512920 10867056
k log-Exponential Lagrange Function 794945 825661 807883
pth-power-Exponential Lagrange Function 633407 661207 647786
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5.4 Nonconcave, NonconvexMinimization Prob-
lems
In this section I will employ the same methodology as the last section, how-
ever this time I will be considering nonconcave, nonconvex objective functions
which are subject to convex constraints. I will again use the six reformulation
methods outlined in the previous section on concave minimization.
5.4.1 Test Problem 4
f
0
(x
1
; x
2
) = x
0
sin(x
1
) + x
2
sin(x
2
) + 100
subject to
f
1
(x
1
; x
2
) = x
2
1
+ x
2
2
  16  0
This problem contains an objective function with several local minima
and maxima, including a feasible local minimum at the point (0; 0). This
local minimum is not the solution to the problem however it only fails by
a small margin and as such poses a problem for traditional optimization
techniques. The solution to the problem may be found anywhere in the set
X

= f( 4; 0); (0; 4); (0; 4); (4; 0)g where the objective function value is
f

0
= 96:9728.
The results of numerical experiments for this problem are given in Tables
CHAPTER 5. NUMERICAL EXPERIMENTS 88
Table 5.22: Problem 4, Exponential Lagrange Function, 

= 0:4216; 

= 1
x
0
n-iter n
f
(5; 5) 4 4710
(4:341; 4:312) 4 3079
(0:929; 3:265) 4 3748
(0:772; 0:318) 5 2852

(4:148; 3:01) 4 5552
(2:572; 4:501) 4 2936
(4:141; 3:509) 4 4513
(0:274; 4:306) 4 3650
* - Cutting Angle Method required for complete solution.
Table 5.23: Problem 4, log penalty function, 

= 1; k = 200
x
0
n-iter n
f
(5; 5) 1 402

(4:341; 4:312) 2 380

(0:929; 3:265) 1 225
(0:772; 0:318) 2 422

(4:148; 3:01) 2 406

(2:572; 4:501) 2 376

(4:141; 3:509) 2 396

(0:274; 4:306) 2 384

* - Cutting Angle Method required for complete solution.
5.22-5.27 and a summary is provided in Table 5.28. In these tables

denotes
the use of the cutting angle method to escape a local minimum.
The best results for this problem are obtained using the log penalty func-
tion. This provides the most eÆciently minimized unconstrained function
as well as the most consistent results, suggesting the method is robust to
changes of starting points. The pth-power penalty function and both La-
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Table 5.24: Problem 4, pth-power penalty function, 

= 1; k = 200; p = 1=3
x
0
n-iter n
f
(5; 5) 2 697

(4:341; 4:312) 2 695

(0:929; 3:265) 1 300
(0:772; 0:318) 2 422

(4:148; 3:01) 2 685

(2:572; 4:501) 2 747

(4:141; 3:509) 2 677

(0:274; 4:306) 2 695

* - Cutting Angle Method required for complete solution.
Table 5.25: Problem 4, Quadratic Augmented Lagrange Function, 

=
0:42; c

= 100
x
0
n-iter n
f
(5; 5) 4 63014
(4:341; 4:312) 3 8994
(0:929; 3:265) 3 4890
(0:772; 0:318) 3 24134
(4:148; 3:01) 3 25510
(2:572; 4:501) 3 35917
(4:141; 3:509) 3 16001
(0:274; 4:306) 3 3533
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Table 5.26: Problem 4, k log-exponential Lagrange function, 

= 0:0015; k =
200; 

= 1
x
0
n-iter n
f
(5; 5) 3 413
(4:341; 4:312) 3 608
(0:929; 3:265) 3 453
(0:772; 0:318) 5 971

(4:148; 3:01) 3 489
(2:572; 4:501) 3 563
(4:141; 3:509) 4 877

(0:274; 4:306) 3 469
* - Cutting Angle Method required for complete solution.
Table 5.27: Problem 4, pth-power exponential Lagrange function, 

=
0:0032; k = 200; p = 1=3; 

= 1
x
0
n-iter n
f
(5; 5) 3 772
(4:341; 4:312) 3 590
(0:929; 3:265) 3 432
(0:772; 0:318) 6 1057

(4:148; 3:01) 3 514
(2:572; 4:501) 3 497
(4:141; 3:509) 3 521
(0:274; 4:306) 3 464
* - Cutting Angle Method required for complete solution.
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Table 5.28: Problem 4, Summary of Results
Reformulation Method min n
f
max n
f
average n
f
Exponential Lagrange Function 2852 4710 3880
log Penalty Function 225 422 374
pth-power Penalty Function 300 747 650
Quadratic Augmented Lagrange Function 3533 63014 22749
k log-Exponential Lagrange Function 413 971 605
pth-power-Exponential Lagrange Function 432 1057 606
grangians which combine a reformulation of both objective and constraint
functions are also eÆciently minimized. Of further interest is the fact that
the quadratic augmented Lagrangian is clearly the most ineÆcient and re-
sults for this reformulation scheme uctuate wildly according to our choice
of starting point.
In opposition to this it can be seen that the quadratic augmented La-
grangian is the only reformulation method in which the problem is solved in
each case without the need for a global method to escape a local minimum.
Scrutiny of the results shows that the likelihood that the local method will
become trapped in a non-global minimum is higher for the modied penalty
functions, which make no deformation of the objective function, than it is
for the smooth Lagrangians which impact the objective function to diering
degrees as discussed in the previous chapter.
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5.4.2 Test Problem 5
f
0
(x
1
; x
2
) =  (x
1
x
2
)
3
+ 16000
subject to
f
1
(x
1
; x
2
) = (x
1
 
1
2
)
2
+ (x
2
 
1
2
)
2
  4  0
The objective function in this problem contains no local maxima or minima
but exhibits a feasible saddle point at (0; 0) which might be expected to prove
problematic. Particularly when combined with the fact that lim
x
1
x
2
!1
f
0
(x
1
; x
2
) =
 1. The solution to the problem is x

= (1:914; 1:914); f

0
= 15950:8.
The results of numerical experiments for this problem are given in Tables
5.29 - 5.34 with a summary given in Table 5.35. The best results for this
problem are again obtained using the modied penalty function approaches.
These methods provide the most eÆciently minimized unconstrained func-
tion and they display the most consistent results, suggesting they are robust
to changes of starting points. Perhaps the most signicant observation to be
made however is the failure of the quadratic augmented Lagrange approach
to provide a solution from the majority of starting points. Thus any of the
other Lagrange-type methods represent a qualitative improvement for this
problem.
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Table 5.29: Problem 5, Exponential Lagrange Function, 

= 27:92; 

= 1
x
0
n-iter n
f
(0:3521; 0:1631) 8 9394
(0:1424; 0:2796) 8 11276
(0:0273; 0:6310) 8 9766
(0:8979; 0:6894) 8 9566
(0:6827; 0:8426) 8 10613
(0:8825; 0:5208) 8 8918
(1:1946; 0:2319) 8 9103
(1:2592; 2:6442) 8 10671
Table 5.30: Problem 5, log penalty function, 

= 1; k = 500
x
0
n-iter n
f
(0:3521; 0:1631) 1 165
(0:1424; 0:2796) 1 157
(0:0273; 0:6310) 1 173
(0:8979; 0:6894) 1 162
(0:6827; 0:8426) 1 166
(0:8825; 0:5208) 1 171
(1:1946; 0:2319) 1 167
(1:2592; 2:6442) 1 186
Table 5.31: Problem 5, pth-power penalty function, 

= 1; k = 500; p = 1=3
x
0
n-iter n
f
(0:3521; 0:1631) 1 184
(0:1424; 0:2796) 1 198
(0:0273; 0:6310) 1 196
(0:8979; 0:6894) 1 180
(0:6827; 0:8426) 1 172
(0:8825; 0:5208) 1 188
(1:1946; 0:2319) 1 174
(1:2592; 2:6442) 1 204
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Table 5.32: Problem 5, Quadratic augmented Lagrange function, 

=
27:31; c

= 10000
x
0
n-iter n
f
(0:3521; 0:1631) 6 63656

(0:1424; 0:2796) - Failed to solve
(0:0273; 0:6310) 5 7884

(0:8979; 0:6894) - Failed to solve
(0:6827; 0:8426) - Failed to solve
(0:8825; 0:5208) - Failed to solve
(1:1946; 0:2319) 3 44250

(1:2592; 2:6442) - Failed to solve
* - Cutting Angle Method required for complete solution.
Table 5.33: Problem 5, k log-exponential Lagrange function, 

= 0:0014; k =
500; 

= 1
x
0
n-iter n
f
(0:3521; 0:1631) 7 1017
(0:1424; 0:2796) 7 1018
(0:0273; 0:6310) 7 1007
(0:8979; 0:6894) 7 999
(0:6827; 0:8426) 7 975
(0:8825; 0:5208) 7 991
(1:1946; 0:2319) 7 993
(1:2592; 2:6442) 7 1017
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Table 5.34: Problem 5, pth-power exponential Lagrange function, 

=
0:0136; k = 500; p = 1=3; 

= 1
x
0
n-iter n
f
(0:3521; 0:1631) 5 692
(0:1424; 0:2796) 5 675
(0:0273; 0:6310) 5 682
(0:8979; 0:6894) 5 676
(0:6827; 0:8426) 5 682
(0:8825; 0:5208) 5 677
(1:1946; 0:2319) 5 664
(1:2592; 2:6442) 5 690
Table 5.35: Problem 5, Summary of Results
Reformulation Method min n
f
max n
f
average n
f
Exponential Lagrange Function 8918 11276 9913
log Penalty Function 157 186 168
pth-power Penalty Function 172 204 187
Quadratic Augmented Lagrange Function 7884 63656 38597
#
k log-Exponential Lagrange Function 975 1018 1002
pth-power-Exponential Lagrange Function 664 692 680
#-Failed to solve problem from 5 of 8 starting points.
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5.4.3 Test Problem 6 (Rosen-Suzuki Function)
f
0
(x
0
; x
1
; x
2
; x
3
) = x
2
0
+ x
2
1
+ 2x
2
2
+ x
2
3
  5x
0
  5x
1
  21x
2
+ 7x
3
subject to
f
2
(x
0
; x
1
; x
2
; x
3
) = 2x
2
0
+ x
2
1
+ x
2
2
+ 2x
0
+ x
1
+ x
3
  5  0
f
3
(x
0
; x
1
; x
2
; x
3
) = x
2
0
+ x
2
1
+ x
2
2
+ x
2
3
+ x
0
  x
1
+ x
2
  x
3
  8  0
f
4
(x
0
; x
1
; x
2
; x
3
) = x
2
0
+ 2x
2
1
+ x
2
2
+ 2x
2
3
  x
0
  x
3
  10  0
And these may be reformulated to the single, nonsmooth constraint as out-
lined in (4.4.8),
f
1
(x
0
; x
1
; x
2
; x
3
) = [
4
X
i=2
maxhf
i
(x
0
; x
1
; x
2
; x
3
); 0i]
The solution details for this problem are
x

= (0:1691; 0:8367; 2:008; 0:9654); f

0
=  44:2338:
This test problem may be found in [22] , [9] and [30] . In the latter of
these the authors state that their solution, f

0
=  44:232178 is currently the
best achieved. I note here that my solution using any of these methods is an
improvement on this previous best result and as such constitutes the current
best solution.
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Table 5.36: Problem 6, Exponential Lagrange Function, 

= 1:985; 

= 1
x
0
n-iter n
f
(1; 1; 1; 1) 5 16383
(2:648; 0:916; 2:579; 1:48) 5 17344
( 2:112; 1:018; 1:653; 2:308) 5 15086
( 0:9660; 2:908; 3:042; 0:558) 5 15369
(2:576; 0:048; 2:278; 2:008) 5 20581
(0:959; 1:363; 2:034; 1:927) 5 16604
( 2:6930; 3:9950; 1:833; 0:007) 5 17218
(0:546; 2:222; 0:137; 1:95) 5 20581
Table 5.37: Problem 6, log penalty function, 

= 1; k = 500
x
0
n-iter n
f
(1; 1; 1; 1) 1 2566
(2:648; 0:916; 2:579; 1:48) 1 2139
( 2:112; 1:018; 1:653; 2:308) 1 3320
( 0:9660; 2:908; 3:042; 0:558) 1 2771
(2:576; 0:048; 2:278; 2:008) 1 4698
(0:959; 1:363; 2:034; 1:927) 1 1703
( 2:6930; 3:9950; 1:833; 0:007) 1 1629
(0:546; 2:222; 0:137; 1:95) 1 1921
A summary of results of numerical experiments for this problem is given in
Tables 5.36-5.41 with a summary in Table 5.42. The most eÆcient methods
for this problem are the modied penalty functions and the combinations
of reformulated objective functions and constraint functions. Once again
the augmented Lagrangian is both the most ineÆcient and most sensitive to
starting point selection. This is not surprising given the nonsmooth nature
of the problem.
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Table 5.38: Problem 6, pth-power penalty function, 

= 1; k = 500; p = 1=3
x
0
n-iter n
f
(1; 1; 1; 1) 1 1733
(2:648; 0:916; 2:579; 1:48) 1 1058
( 2:112; 1:018; 1:653; 2:308) 1 2284
( 0:9660; 2:908; 3:042; 0:558) 1 1677
(2:576; 0:048; 2:278; 2:008) 1 1473
(0:959; 1:363; 2:034; 1:927) 1 1248
( 2:6930; 3:9950; 1:833; 0:007) 1 1315
(0:546; 2:222; 0:137; 1:95) 1 1336
Table 5.39: Problem 6, Quadratic augmented Lagrange function, 

=
1:987; c

= 1000
(1; 1; 1; 1) 4 11441
(2:648; 0:916; 2:579; 1:48) 4 23323
( 2:112; 1:018; 1:653; 2:308) 4 16293
( 0:9660; 2:908; 3:042; 0:558) 4 19978
(2:576; 0:048; 2:278; 2:008) 4 24390
(0:959; 1:363; 2:034; 1:927) 4 14679
( 2:6930; 3:9950; 1:833; 0:007) 4 25255
(0:546; 2:222; 0:137; 1:95) 4 13402
Table 5.40: Problem 6, k log-exponential Lagrange function, 

= 1; k =
500; 

= 1
x
0
n-iter n
f
(1; 1; 1; 1) 1 3144
(2:648; 0:916; 2:579; 1:48) 1 3168
( 2:112; 1:018; 1:653; 2:308) 1 2949
( 0:9660; 2:908; 3:042; 0:558) 1 2867
(2:576; 0:048; 2:278; 2:008) 1 2631
(0:959; 1:363; 2:034; 1:927) 1 7270
( 2:6930; 3:9950; 1:833; 0:007) 1 3380
(0:546; 2:222; 0:137; 1:95) 1 1244
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Table 5.41: Problem 6, pth-power exponential Lagrange function, 

= 1; k =
500; p = 1=3; 

= 1
x
0
n-iter n
f
(1; 1; 1; 1) 1 2491
(2:648; 0:916; 2:579; 1:48) 1 1983
( 2:112; 1:018; 1:653; 2:308) 1 1398
( 0:9660; 2:908; 3:042; 0:558) 1 1602
(2:576; 0:048; 2:278; 2:008) 1 1698
(0:959; 1:363; 2:034; 1:927) 1 1278
( 2:6930; 3:9950; 1:833; 0:007) 1 2489
(0:546; 2:222; 0:137; 1:95) 1 1749
Table 5.42: Problem 6, Summary of Results
Reformulation Method min n
f
max n
f
average n
f
Exponential Lagrange Function 15086 20581 16987
log Penalty Function 1629 4698 2593
pth-power Penalty Function 1058 2284 1516
Quadratic Augmented Lagrange Function 11441 25255 18595
k log-Exponential Lagrange Function 1244 7270 3332
pth-power-Exponential Lagrange Function 1278 2491 1836
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5.5 Convex Minimization Problems
In this section I will employ the same methodology as the previous sections,
however this time it will be applied to convex objective functions which are
subject to convex constraints using the same six reformulation schemes.
5.5.1 Test Problem 7
f
0
(x
1
; x
2
) = (x
1
  3)
2
+ (x
2
  2)
2
+ 2
subject to
f
1
(x
1
; x
2
) = x
1
+ x
2
 0
This quadratic programming test problem represents the simplest classic
convex case where the solution is on the boundary of the feasible region and
there are no feasible local maxima or minima. The solution may be obtained
by inspection and x

= (0:5; 0:5) and f

0
= 14:5. For a problem of this
nature it would be extremely unusual to employ a numerical method which
is capable of solving nonsmooth problems as even the classical Lagrange
approach with a Newton's method implementation would be suÆcient to
solve it. However since this thesis is interested in a general scheme for the
solution of constrained problems it is of some interest to investigate the
relative eÆciency of dierent Lagrange-type functions even for a seemingly
simple problem.
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Table 5.43: Problem 7, Exponential Lagrange Function, 

= 4:999; 

= 1
x
0
n-iter n
f
(4:3075; 0:6586) 6 3674
(0:9612; 1:038) 6 2273
(3:831; 0:9335) 6 3317
(4:8170; 0:8602) 6 7902
(1:9009; 1:8212) 6 1890
(4:7301; 2:9247) 6 9390
(4:3035; 4:8909) 6 162986
(1:2575; 3:715) 6 2888
The results of numerical experiments for this problem are presented in
tables 5.43-5.48, with a summary in table 5.49. From these results it can
be seen, perhaps a little surprisingly, that the functions which provide for
the most eÆcient solution are once again the modied penalty functions.
This result may be due, in part, to the use of numerical methods designed
primarily for nonsmooth problems. Unsurprisingly, the quadratic augmented
Lagrange function performs much better for a simple convex problem even
when employing these nonsmooth search algorithms.
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Table 5.44: Problem 7, log penalty function, 

= 1; k = 500
x
0
n-iter n
f
(4:3075; 0:6586) 1 213
(0:9612; 1:038) 1 163
(3:831; 0:9335) 1 183
(4:8170; 0:8602) 1 158
(1:9009; 1:8212) 1 144
(4:7301; 2:9247) 1 145
(4:3035; 4:8909) 1 215
(1:2575; 3:715) 1 161
Table 5.45: Problem 7, pth-power penalty function, 

= 1; k = 500; p = 1=3
x
0
n-iter n
f
(4:3075; 0:6586) 1 202
(0:9612; 1:038) 1 147
(3:831; 0:9335) 1 193
(4:8170; 0:8602) 1 155
(1:9009; 1:8212) 1 208
(4:7301; 2:9247) 1 183
(4:3035; 4:8909) 1 203
(1:2575; 3:715) 1 197
Table 5.46: Problem 7, Quadratic augmented Lagrange function, 

=
4:999; c

= 1000
x
0
n-iter n
f
(4:3075; 0:6586) 4 5149
(0:9612; 1:038) 4 5028
(3:831; 0:9335) 4 5195
(4:8170; 0:8602) 4 5254
(1:9009; 1:8212) 4 5254
(4:7301; 2:9247) 4 5277
(4:3035; 4:8909) 4 5115
(1:2575; 3:715) 4 5008
CHAPTER 5. NUMERICAL EXPERIMENTS 103
Table 5.47: Problem 7, k log-exponential Lagrange function, 

= 0:0099; k =
500; 

= 1
x
0
n-iter n
f
(4:3075; 0:6586) 4 85154
(0:9612; 1:038) 4 2974
(3:831; 0:9335) 4 87248
(4:8170; 0:8602) 4 92336
(1:9009; 1:8212) 4 47110
(4:7301; 2:9247) 4 14156
(4:3035; 4:8909) 4 34623
(1:2575; 3:715) 4 91030
Table 5.48: Problem 7, pth-power exponential Lagrange function, 

=
0:026; k = 500; p = 1=3; 

= 1
x
0
n-iter n
f
(4:3075; 0:6586) 5 139302
(0:9612; 1:038) 5 2586
(3:831; 0:9335) 5 115557
(4:8170; 0:8602) 5 147982
(1:9009; 1:8212) 5 53460
(4:7301; 2:9247) 5 63997
(4:3035; 4:8909) 5 18973
(1:2575; 3:715) 5 153652
Table 5.49: Problem 7, Summary of Results
Reformulation Method min n
f
max n
f
average n
f
Exponential Lagrange Function 1890 162986 24290
log Penalty Function 144 215 173
pth-power Penalty Function 147 208 186
Quadratic Augmented Lagrange Function 5008 5277 5153
k log-Exponential Lagrange Function 2974 92336 56829
pth-power-Exponential Lagrange Function 2586 153652 86939
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5.5.2 Test Problem 8
f
0
(x
1
; x
2
; : : : ; x
10
) = [
10
X
i=1
x
i
ln(x
i
)] + 2
subject to
f
1
(x
1
; x
2
; : : : ; x
10
) = [
5
X
i=1
maxflanglex
i
  2; 0g] + [
10
X
i=6
maxf2  x
i
; 0g]  0
In comparison to the previous simple quadratic programming problem, this
test problem is far from classical in the sense that whilst it maintains a
convex objective function with no feasible local extrema, it also exhibits a
nonsmooth convex constraint. Thus it is of great interest to compare the
eÆciency of solution of the six Lagrange-type functions as this is a problem
for which a general scheme would be likely to prove useful. The details of
solution for this problem are:
f

0
= 7:0921; x

= (0:3679; 0:3679; 0:3679; 0:3679; 0:3679; 2; 2; 2; 2; 2):
The numerical experiments, as shown in Tables 5.50-5.56, show that the most
eÆcient Lagrange-type functions are the modied penalty functions and the
combined objective / constraint reformulations. These four reformulation
methods provide for very similar results in terms of eÆciency and reliability.
Of great importance in this test problem is the performance of the quadratic
augmented Lagrange function. It is once again the most ineÆcient Lagrange-
type function by far. This is somewhat unexpected for a convex function,
even with a nonsmooth constraint.
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Table 5.50: Problem 8, Exponential Lagrange Function, 

= 1:693; 

= 1
x
0
n-iter n
f
x
i
= 1:54 4 19581
x
i
= 3:553 4 17368
x
i
= 1:944 4 19472
x
i
= 3:094 4 18630
x
i
= 2:671 4 17465
x
i
= 2:978 4 20416
x
i
= 2:154 4 20956
x
i
= 3:945 4 17320
Table 5.51: Problem 8, log penalty function, 

= 1; k = 500
x
0
n-iter n
f
x
i
= 1:54 1 4900
x
i
= 3:553 1 3203
x
i
= 1:944 1 4552
x
i
= 3:094 1 4768
x
i
= 2:671 1 8212
x
i
= 2:978 1 2858
x
i
= 2:154 1 5844
x
i
= 3:945 1 6093
Table 5.52: Problem 8, pth-power penalty function, 

= 1; k = 500; p = 1=3
x
0
n-iter n
f
x
i
= 1:54 1 4575
x
i
= 3:553 1 4305
x
i
= 1:944 1 5733
x
i
= 3:094 1 4768
x
i
= 2:671 1 4533
x
i
= 2:978 1 5028
x
i
= 2:154 1 3950
x
i
= 3:945 1 3469
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Table 5.53: Problem 8, Quadratic augmented Lagrange function, 

=
1:693; c

= 100
x
0
n-iter n
f
x
i
= 1:54 3 109052
x
i
= 3:553 3 107955
x
i
= 1:944 3 109808
x
i
= 3:094 3 107298
x
i
= 2:671 3 106409
x
i
= 2:978 3 107203
x
i
= 2:154 3 148320
x
i
= 3:945 3 106924
Table 5.54: Problem 8, k log-exponential Lagrange function, 

= 1; k =
500; 

= 1
x
0
n-iter n
f
x
i
= 1:54 1 4227
x
i
= 3:553 1 4074
x
i
= 1:944 1 4165
x
i
= 3:094 1 4634
x
i
= 2:671 1 8894
x
i
= 2:978 1 3680
x
i
= 2:154 1 6455
x
i
= 3:945 1 3492
CHAPTER 5. NUMERICAL EXPERIMENTS 107
Table 5.55: Problem 8, pth-power exponential Lagrange function, 

= 1; k =
500; p = 1=3; 

= 1
x
0
n-iter n
f
x
i
= 1:54 1 7949
x
i
= 3:553 1 4039
x
i
= 1:944 1 4879
x
i
= 3:094 1 4233
x
i
= 2:671 1 4922
x
i
= 2:978 1 7310
x
i
= 2:154 1 3949
x
i
= 3:945 1 6103
Table 5.56: Problem 8, Summary of Results
Reformulation Method min n
f
max n
f
average n
f
Exponential Lagrange Function 17320 20956 18901
log Penalty Function 2858 8212 5054
pth-power Penalty Function 3469 5733 4428
Quadratic Augmented Lagrange Function 106409 148320 112871
k log-Exponential Lagrange Function 3492 8894 4953
pth-power-Exponential Lagrange Function 3949 7949 5423
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5.6 Conclusion
From the results of the numerical experiments undertaken in this chapter the
following conclusions may be drawn with respect to constrained optimization
problems.
1. Of the 6 reformulation methods studied, the methods which combine
both a reformulation of the objective function and the constraint func-
tion are most eÆcient in terms of the numerical methods used and this
is more pronounced for problems of high dimension. In particular the
modied penalty function approaches appear to be extremely eÆcient
across all test problems.
2. The modied penalty function methods are both robust with regard to
changes of the initial point for the problems studied.
3. The most popular of the 6 methods, the quadratic augmented La-
grangian, was the least eÆcient of the 6 methods when considered
across all the test problems.
4. The quadratic augmented Lagrangian was the least robust of the 6
methods with respect to changes in initial point when considered across
all the test problems.
5. The best general reformulation schemes to use for constrained mini-
mization problems are the modied penalty functions with a reformu-
lated objective function as dened by (4.3.4) and (4.3.3).
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Figure 5.1: Direct Comparison of Methods
These conclusions are further supported by Figure 5.1. This graph repre-
sents the proportion of total function evaluations performed by each Lagrange-
type function for the eight test problems.
We can conclude by saying that despite the popularity of the augmented
Lagrangian method any of the alternative methods tested here are more prac-
tically applicable to constrained minimization problems where nonsmooth-
ness may be present. The modied penalty functions are the best examples
of these.
Chapter 6
Discussion
6.1 Introduction
In the previous chapters I have shown that in order to develop a general
method for the solution of constrained optimization problems we are best
served by reformulating objective and constraint functions before the em-
ployment of a Lagrange-type function. In the previous chapter I showed that
of these reformulation methods, a modied penalty function approach almost
certainly provides the most eÆciently minimized Lagrange-type function us-
ing nonsmooth search techniques. In this chapter I will give my opinion
on why this should be so and discuss a general scheme for the solution of
nonlinear optimization problems. The scheme is particularly relevant for
nonsmooth, nonconvex problems.
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6.2 Analysis of Improved EÆciency
The question which immediately springs to mind when confronted with the
results of the previous chapter is why a modied penalty function should give
improved eÆciency. This question is particularly poignant when it is noted
that the traditional linear penalty function approach is widely regarded as
being less eÆcient than the quadratic augmented Lagrange approach. In
my analysis of the approaches I can oer two explanations for this seeming
contradiction.
The rst and most signicant of these reasons is the fact that the  re-
formulation of the objective function provides a signicantly smaller penalty
parameter than the traditional linear penalty approach. When this is con-
sidered in the context of the method of multipliers it is clear that it plays a
major part in the improved eÆciency. A perusal of the results of the previous
chapter shows that the number of iterations required by the modied penalty
approach is at most two and usually only one. When it is considered that
each iteration involves the minimization of an entirely new Lagrange-type
function after the parameters are updated this is clearly signicant. For the
traditional penalty approach a much larger number of iterations, and there-
fore a much less eÆcient solution, would be required in order to achieve exact
penalization. Indeed for the quadratic augmented Lagrangian approach the
number of iterations required for exact solution ranges between three and
six. Thus the decrease in paramater size is an obvious reason as to why the
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 reformulated penalty function is more eÆcient.
The second reason for the improved eÆciency is related to the numeri-
cal search methods used. Due to the employment of reformulations which
produce nonsmooth Lagrangians it has been necessary to use derivative free
search methods. It is almost certain that the overall eÆciency in the mini-
mization of quadratic augmented Lagrangians has been decreased by this and
some numerical experiments I have done support this. It is certainly true
that most practical applications of quadratic augmented Lagrange functions
employ Newton-type methods to nd local minima. However in the case
of multiply constrained problems the increase in complexity of the problem
could be expected to outweigh the advantage of using such a method. For
example the improvement of the optimal value for the Rosen-Suzuki func-
tion in chapter 5 shows that, despite the loss of dierentiability, the decrease
in complexity leads to qualitatively better results. Thus whilst initially the
restriction of problems to those with a single constraint seems to decrease
the eÆciency of the quadratic augmented Lagrange approach, this is much
less important in problems with a non-trivial structure where the best local
minima is sought.
These observations may be best illustrated through the consideration of
an example from the literature. In [5] Bertsekas presents the following some-
what trivial convex minimization problem as an illustration of the superior
eÆciency of augmented Lagrange methods over traditional penalty methods.
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Minimize
1
2

x
2
1
+
1
3
x
2
2

subject to (6.2.1)
x
1
+ x
2
  1 = 0
In particular Bertsekas forms the quadratic augmented Lagrangian
L
c
(x; ) =
1
2

x
2
1
+
1
3
x
2
2

+  (x
1
+ x
2
  1) + c (x
1
+ x
2
  1)
2
and the quadratic penalty function
L
+
(x; ) =
1
2

x
2
1
+
1
3
x
2
2

+  (x
1
+ x
2
  1)
2
:
In the context of this thesis this quadratic penalty function may be viewed
as a traditional linear penalty function with f
1
(x) replaced by (f
1
(x))
2
in
order to convert the equality constraint to an inequality constraint as per
the reformulation suggested in (4.4.5).
Bertsekas evaluates the relative eÆciency of the methods using the num-
ber of iterations of the method of multipliers algorithm. Due to the need
for large  in the traditional linear penalty case, the augmented Lagrangian
is found to be more eÆcient. I have reconstructed this comparison employ-
ing the original Lagrange-type functions used by Bertsekas and the modied
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Table 6.1: Comparison of Lagrange Type Functions
Lagrange Type Function n  iter n
f
traditional linear penalty function 6 1674
quadratic augmented Lagrange function 4 755
log penalty function 2 488
log penalty function as dened by (4.3.4). The results outlined in table 6.1
conrm the assertion that the quadratic augmented Lagrange approach pro-
vides for more eÆcient solution than the traditional linear penalty approach.
The modied penalty approach discussed in chapter 4 however is a further
improvement on both of these. This is seen in both the lower number of
iterations of the algorithm and the lower total number of function evalua-
tions across all iterations. Thus this convex minimization problem supports
the idea that this modied penalty approach provides for more eÆciently
minimized problems through a signicant decrease in . It is also of some
importance that I have conducted experiments which show that even when
derivative based local search methods, such as quasi-Newton methods, are
used to conduct the minimization of the quadratic augmented Lagrangian,
the number of iterations of the algorithm required remains constant. This
suggests that the increase in eÆciency using these methods is not necessarily
aected by the employment of nonsmooth search techniques.
CHAPTER 6. DISCUSSION 115
6.3 General Constrained Optimization Scheme
As I have already discussed in this thesis, due to the evolution of constrained
optimization from the classical Lagrange function approach, through to the
quadratic augmented Lagrange function, the maintenance of structure has
been a primary concern. Often this has been in the form of ensuring dier-
entiability, and more recently, convexity. However the vast majority of prac-
tical optimization problems display a structure which makes solution diÆcult
either through nonsmoothness, nonconvexity, high dimensionality or a large
number of constraints. This means that whilst maintaining structure may be
theoretically important, often it results in the production of a new problem
with a much more complicated structure. This has led to a proliferation of
techniques for constrained optimization problems that are, sometimes, very
closely related to one another. In the previous chapter of this thesis I have
shown that it is possible to employ a scheme which is suÆciently general to
accommodate a vast range of nonlinear constrained optimization problems. I
will now summarize that scheme and discuss its strengths and its weaknesses.
Drawing on the results of Chapters 3, 4 and 5, I now summarize the best
of the general reformulation schemes for problems of the form (1.3.1) with
the relaxation that we may now admit any nite number of constraints.
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General Reformulation Scheme
1. Replace f
0
(x) with (f
0
(x) + k) where  is dened as in Section 4.3.
2. Combine all constraint functions f
1
; : : : ; f
q
using (f
1
; : : : ; f
q
) =
P
q
i=1
maxff
+
i
; 0g
as dened in Section 4.4.8.
3. Form the penalty function L
+
;k;
(x; ) = (f
0
(x)+k)+(f
1
; : : : ; f
q
(x))
4. Minimize L
+
;k;
using the algorithm of Section 5.2.
It is clear from the results of the previous chapters that this general
scheme will result in several advantageous outcomes. Firstly it will produce
an exact Lagrange multiplier 

which is smaller than that produced by the
classical penalty approach. This is of great importance as traditionally the
eÆciency of solution is greatly aected by multiplier size. Secondly, this
reformulation scheme will provide a zero duality gap in the neighbourhood
of the solution under very mild assumptions and the existence of an exact
multiplier for some neighbourhood of the solution is assured under simi-
larly non-restrictive assumptions. Finally, the reformulation will produce a
Lagrange-type function which may be eÆciently and reliably minimized us-
ing the method of multipliers combined with existing local and global search
techniques for nonsmooth functions.
It is also important to note that despite this scheme being applicable in
general to a large class of constrained optimization problems, there are of
course some well recognized sub-classes for which this scheme would not be
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ideal. For example, smooth programming problems where any local minimum
is suÆcient would be more eÆciently solved using traditional augmented La-
grange techniques with Newton-type optimization algorithms. Furthermore,
the numerical methods used in the scheme are reliant on functions being
Lipschitz functions, thus whilst the scheme is very useful for nonsmooth
problems, problems which are not Lipschitz may not be reliably solved using
it.
6.4 Further Research
Whilst this thesis has provided insight into the impact of reformulation of
optimization problems, like any good mathematics problem it raises more
questions than it answers. Foremost amongst these is the question of why
these  function reformulations produce greater eÆciency even within a local
search. It is intuitively clear that the structure of the resulting Lagrangian
is greatly changed by these reformulations. What is immediately apparent
upon consideration of the gradients and Hessians of those Lagrangians formed
using  functions is that they are smaller than those of the other methods,
particularly for large values of the objective function f
0
. It would be of some
interest to study the exact impact that this has on the convergence properties
of the discrete gradient method.
It naturally follows from the previous observation that it may be possible
to address the problem of selecting the  function such that eÆciency is
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maximized for a given problem. It is clear from the results presented in
Chapter 5 that even using only the two forms of  that some problems are
solved most eÆcently by the log version whilst the pth-power version was
best for others. It would be advantageous if problem characteristics which
impact the eÆciency of the minimization of the -penalty function could be
identied. Again it might be expected that these characteristics are linked
to the hessian of the Lagrangians.
Another open question regards the selection of parameters k and p. In
this thesis these parameters were selected arbitrarily, however it seems rea-
sonable to assume that it may be possible to improve the eÆciency of the
numerical methods even further with the careful selection of these parame-
ters. I have done some preliminary experiments which show that changing
these parameters has only a small eect on the solution eÆciency in small
scale problems. In large scale problems however, even a small dierence in
eÆciency can be important.
6.5 Conclusion
In this chapter I have combined the knowledge gained from the results of
previous chapters to identify two factors which impact the eÆciency with
which non-linear Lagrange functions are minimized. I also propose a general
scheme for the solution of constrained nonlinear optimization problems. This
scheme is considered particularly useful in the nonconvex and / or nonsmooth
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case. I have also discussed some of the areas in which further research may
be of benet.
Chapter 7
Conclusion
In this thesis I have investigated several non-linear analogues of Lagrange
functions in the hope of answering the question \Is it possible to generalise
Lagrange functions such that they may be applied to a range of nonconvex
functions?". I have found that the answer to this question is yes for a particu-
lar class of optimization problems. Furthermore I can assert that the general
scheme which is most theoretically and practically appealing in derivative
free optimization involves the reformulation of both objective and constraint
functions, whilst the least successful approach for everything but the most
simple convex case is the augmented Lagrangian approach.
Through a survey of the literature in Sections 1.4, 2.2, 2.3, 2.4, 3.6 and 4.4
I identied the Lagrange-type approaches to non-linear optimization which
were the most promising. In Chapter 3 I presented new theoretical results
which showed that an IPH convolution similar to that used by Rubinov
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for penalty functions cannot provide a zero duality gap when applied to
traditional Lagrange functions and therefore was inappropriate as a gen-
eral method for the solution of non-linear optimization problems in the La-
grangian framework. In Chapter 4 I presented results from the literature
and new results that showed particular reformulations of objective and/or
constraint functions can provide desirable outcomes such as the zero duality
gap property and smaller Lagrange multipliers. Ultimately I identied six
promising reformulation methods which were used on test problems in Chap-
ter 5. In this chapter I found that across a wide range of test problems a
Lagrangian which combines a  reformulation of the objective function with
a penalty-type reformulation of the constraint function allows for the most
eÆcient solution. This Lagrangian is also easily minimized using existing
nonsmooth optimization methods.
Finally, in Chapter 6, I discussed the general scheme by which the solu-
tion of non-linear constrained optimization problems may be solved reliably
and eÆciently. Thus I may now condently assert that the research aim
to produce both theoretical and numerical results which generalise and im-
prove the method of Lagrange multipliers for nonconvex functions subject to
a single convex, but not necessarily smooth, constraint has been satised.
Appendix A
Numerical Methods
A.1 Discrete Gradient Method
The Discrete Gradient Method is a derivative-free local search method which
may be considered a special case of the bundle method. Unlike the bundle
method however, the Discrete Gradient Method does not require a function
to be dierentiable everywhere but merely Lipschitz. Thus the algorithm
is applicable as a local search technique for non-smooth functions. A full
consideration of the method with convergence results can be found in [2].
In the following section I will provide some denitions before outlining the
algorithm used in this thesis.
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A.1.1 Discrete Gradient Method Algorithm
To eectively describe the Discrete Gradient Method algorithm it is necessary
to provide some preliminary denitions. Let
S
1
= fg 2 IR
n
: kgk = 1g (A.1.1)
G = fe 2 IR
n
: e = (e
1
; e
2
; : : : ; e
n
); je
j
j = 1; j = 1; : : : ; ng (A.1.2)
P = fz() : z() 2 IR; z() > 0;  > 0; 
 1
z()! 0; ! 0g (A.1.3)
I(g; ) = fi 2 f1; : : : ; ng : jg
i
j  g where  2 (0;
p
n) is xed. (A.1.4)
In other words S
1
is the unit sphere, G is the set of vertices of the unit
cube in IR
n
and P is a set of one dimensional positive innitesimal functions.
Furthermore we dene the operators H
j
i
: IR
n
! IR
n
for i = 1; : : : ; n; j =
0; : : : ; n by
H
j
i
g =
8
>
>
<
>
>
:
(g
1
; : : : ; g
j
; 0; : : : ; 0); j < i
(g
1
; : : : ; g
i 1
; 0; g
i+1
; : : : ; g
j
; 0; : : : ; 0); j  i
(A.1.5)
Consider also  2 (0; 1] and let
e() = (e
1
; 
2
e
2
; : : : ; 
n
e
n
) (A.1.6)
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I now dene the vector
x
j
i
(g; e; z; ; ) = x + g   z()H
j
i
e() (A.1.7)
where
g 2 S
1
; e 2 G; i 2 I(g; ); z 2 P;  > 0;  2 (0; 1] and j = 0; : : : ; n; j 6= i:
This leads us to a denition of the so-called Discrete Gradient :
Denition A.1.1 The discrete gradient of the function f at the point x 2
IR
n
is the vector
 
i
(g; e; z; ; 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i
1
; 
i
2
; : : : ; 
i
n
)
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 f(x
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i
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3
7
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 
i
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= (g
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 1
"
f(x
n
i
(g))  f(x) 
n
X
j=1;j 6=i
 
i
j
(g
j
  z()e
j
())
#
It is clear from this denition that the discrete gradient is simply a vector
of nite dierence estimates to the natural gradient in a neighbourhood of
the point x + g coupled with an ith co-ordinate approximation of the sub-
gradient. Thus we obtain information about the function f in the vicinity of
x.
I will now outline the Discrete Gradient Method Algorithm
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Algorithm
1. Choose any g
1
2 S
1
; e 2 G; i 2 I(g
1
; ) and compute a discrete gradient
v
1
=  
i
(x; g
1
; e; z; ; ). Set

D(x) = fv
1
g; Æ = 10
 5
; c = 0:5 and k = 1.
2. Calculate the vector kw
k
k = minfkwk : w 2

D
k
(x)g using Wolfe's
algorithm. If kw
k
k  Æ then stop, otherwise go to 3.
3. Calculate the search direction by g
k+1
=  kw
k
k
 1
kw
k
k.
4. If f(x+ g
k+1
  f(x)   ckw
k
k, then stop, otherwise go to 5.
5. Calculate a discrete gradient v
k+1
=  
i
(x; g
k+1
; e; z; ; ); i 2 I(g
k+1
; ),
construct the set

D
k+1
(x) = co f

D
k
(x)[ fv
k+1
gg, set k = k+1 and go
to 2.
Eectively the algorithm calculates any discrete gradient in step 1. Step
2 involves claculating the smallest distance between the origin and the con-
vex hull of the discrete gradients. This is a simple quadratic programming
problem which is solved eectively by Wolfe's algorithm. If this distance is
smaller than a given tolerance (10
 5
), the algorithm terminates as this sug-
gests the point is a stationary point. If not, a search direction is calculated.
If this direction is a descent direction then again the algorithm terminates.
Otherwise a new discrete gradient is calculated and this provides a better
approximation of the set of generalized gradients with which to run the al-
gorithm again.
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A.2 Cutting Angle Method
The cutting angle method is a derivative free global search algorithm. One
of the few assumptions made for the success of this algorithm is that the
objective function be a Lipschitz function. This assumption is not normally
restrictive but I reiterate the fact that the IPH penalty functions of Chapter
3 provide functions which are not Lipschitz and thus this algorithm is inap-
propriate for their solution. The cutting angle method is actually a special
case of the so called -bundle method for which convergence properties are
well understood. The full details of the cutting angle method algorithm, in-
cluding numerical experiments may be found in [4]. In the following section
I will provide details the algorithm which is used in the version of the cutting
angle method implemented in this thesis.
A.2.1 Cutting Angle Method Algorithm
1. (Initialization) Take points x
k
= e
k
; k = 1; : : : ; n: Let l
k
= f(x
k
)=x
k
; k =
1; : : : ; n: Dene the function h
n
:
h
n
(x) = max
kn
min
i2I(l
k
)
l
k
i
x
i
= max
kn
l
k
k
x
k
and set j = n
2. (a) Set t = 0; m = 0; p(k) = 0; k = 1; : : : ; n: Take a point x 2 M
j
:
If h
j
(x) > ' then set t = t + 1; g(t) = x; v(t) = h
j
(x), otherwise
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exclude this point.
(b) Set m = m+ 1. If m > n go to step 2f.
(c) Set p(m) = p(m) + 1 and i = p(m). If i > j then go to Step 2d.
Otherwise take a vector l
i
and go to step 2e.
(d) Set p(m) = 0 and m = m   1. If m = 0 then go to Step 2i,
otherwise go to step 2c.
(e) Set q=0.
i. If l
i
i
<  or l
i
i
> l
j+1
i
then go to Step 2c.
ii. Set q = q + 1. If q > m  1 then go to Step 2e (vii).
iii. If l
i
kq
<  then go to Step 2e (v).
iv. If l
kq
kq
 l
i
kq
then go to Step 2c.
v. If l
kq
i
<  go to Step 2e (ii).
vi. If l
i
i
 l
kq
i
then go to Step 2c, otherwise go to Step 2e (ii)
vii. Compute
d
0
=
 
m
X
i=1
1
l
k
i
i
!
 1
If d
0
< h

j 1
then go to Step 2c.
(f) If
min
i
l
j+1
i
l
k
i
i
= 1
and
max
kj
min
i2I(l
k
)
l
k
i
l
k
i
i
= 1
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then go to Step 2g, otherwise set m = n and go to Step 2c.
(g) Calculate the number
d =
 
X
i2I
1
l
k
i
i
!
 1
and the point x 2 S with coordinates
x
i
=
d
l
k
i
i
:
(h) Set t = t+ 1; g(t) = x; v(t) = d;m = n and go to Step 2c.
(i) Compute the global minimum of the auxiliary function by
h

= minfv(r) : r = 1; : : : ; tg = v(r

)
and a global minimizer of this function by
x

= g(r

)
Compute h
Æ
= maxfh
j 1
(x

(i)); i = 1; : : : ; pg.
3. Set j = j + 1 and x
j
(s) = x

(s); s = 1; : : : ; pg.
4. Set s = 1 and dene the function h
s 1
j
(x) = 0.
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(a) Compute l
j
(s) = f(x
j
(s))=x
j
(s) and dene the function
h
s
j
(x) = maxfh
s 1
j
(x);min
i2I
(l
j
(s))
i
x
i
g:
(b) Set s = s + 1. If s > p then go to Step 4d.
(c) Compute h
s 1
j
(x

(s)): If h
s 1
j
(x

(s)) > h
Æ
then go to Step 4b.
Otherwise go to Step 4a.
(d) Dene the function h
j
(x) = maxfh
j 1
(x); h
p
j
(x)g and go to Step
2.
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