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ON OPTIMAL EMBEDDINGS AND TREES
MANUEL ARENAS
LUIS ARENAS-CARMONA
JAIME CONTRERAS
Abstract. We apply the theory of Bruhat-Tits trees to the study
of optimal embeddings of two and three dimensional commutative
orders into quaternion algebras. Specifically, we determine how
many conjugacy classes of global Eichler orders in a quaternion al-
gebra yield optimal representations of such orders. This completes
the previous work by C. Maclachlan, who considered only Eichler
orders of square free level and integral domains as sub-orders. The
same technique is used in the second part of this work to com-
pute local embedding numbers, extending previous results by J.
Brzezinski.
1. Introduction
Let K be a number field, let O be the ring of integers of K, and let
A be an indefinite quaternion K-algebra. Let L ⊆ A be a subalgebra,
and let H be an order of full rank in L. The question on whether ev-
ery maximal order D ⊆ A contains a conjugate or, as we say in what
follows, represents H, is known as the selectivity problem. When L is
a maximal commutative sub-algebra, the conditions on A and H for
which selectivity can occur were described completely by T. Chinburg
and E. Friedman in [9]. These results where extended to Eichler orders
D in [10] and [8]. The second author of the present work gave a gener-
alization to representations of an arbitrary suborder H into into finite
intersections of maximal orders [5]. A different generalization of the
result in [9] to a large family of orders of maximal rank was given by
Linowitz [11]. These results are partly motivated by the rol played by
quaternion orders in some early constructions of isospectral, but non-
isometric hyperbolic varieties. This is possible since, in the absence of
selectivity, the number of essentially different ways to embed H into
D, the global embedding number, remains constant as D runs over a
genus of orders, see [15] for details.
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By definition, an embedding φ : L→ A induces an optimal embeding
φ˜ : H → D if φ−1(D) = H. If H is a suborder of D, we say that H is
optimal in D or that D optimally contains H whenever the inclusion
i : H→ D is optimal. C. Maclachlan [12] proved a result analogous to
those in [10] and [8], for optimal embeddings, provided that the level
of the Eichler order D is square free, a condition that is removed in
the present work. Furthermore, Theorem 1.1 bellow applies to all non-
trivial orders of non-full rank in a matrix algebra. A crucial tool in
our proof is the local interpretation of optimality in terms of branches
(§3). The same tool is used in subsequent sections to the study of
local embeding numbers (Theorems 1.2-1.4), which generalize previous
computations by J. Brzezinski [7].
For any fieldK whose characteristic is not 2, the Hilbert symbol
(
a,b
K
)
denotes the quaternion algebra K[i, j] defined by the relations i2 = a,
j2 = b, and ij = −ji. The level of an Eichler order E = D1 ∩ D2,
where D1 and D2 are maximal, is an ideal I =
∏
℘ ℘
α℘ satisfying
O/I ∼= D1/E ∼= D2/E as O-modules. The non-negative integer α℘,
where ℘ is a maximal order of O, is called the local level of E at ℘.
The level I is a complete invariant for the genus gen(E). The latter is
denoted OI in all that follows.
Theorem 1.1. Let A be an indefinite quaternion algebra over a number
field K, let H ⊆ A be an order of rank 2, and let L = KH. Let OI be
a genus of Eichler orders in A representing H, and set I =
∏
℘ ℘
α℘ as
above. Then:
(1) If L ∼= K ×K,then H embeds optimally into every order in OI .
(2) If L ∼= K[x]/(x2), then H embeds optimally into the orders in
exactly one conjugacy class in OI .
(3) If L ∼= K[
√
d] is a field, then H embeds optimally into every
order in OI unless the following conditions are satisfied:
(a) A ∼= (−1,dK ),
(b) L/K is unramified at all finite places, and
(c) L/K splits at ℘ whenever α℘ is odd.
Furthermore, if these conditions are satisfied then H embeds
optimally into the orders in exactly one half of all conjugacy
classes in OI .
On the other hand, if L has rank 3, and if there is an order of OI
representing H optimally, then H embeds optimally into the orders in
exactly one conjugacy class in that genus.
As in [12], when optimal selectivity does occur, we describe the set
of orders optimally representing H
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distance between two isomorphism classes of orders (§2). Note that
condition (3b) implies that the quaternion algebra
(
−1,d
K℘
)
splits at ev-
ery finite place ℘ [13]. We conclude that, when I is square free, the
conditions in (3) reduce to the selectivity conditions described in [12].
When L is three-dimensional, the condition for existence of one optimal
embedding is given in local terms in Theorem 1.3 below.
To fix ideas, let k be a local field with ring of integers Ok, let E ⊆
M2(k) be an Eichler order, and let H be a suborder of E. Let X be the
set of optimal embeddings φ : H → E and let Y be the set of optimal
suborders of E that are isomorphic to H. Let Γ1 = k
∗E∗, where A∗
denotes the group of units of a ring A, and let Γ2 be the normalizer
1 of
E in GL2(k). It is well known that the quotient Γ2/Γ1 has one element
if E is maximal and two elements otherwise. By the embedding number
of H into E we mean any of the following quantities:
e1 = |X/Γ1|, e2 = |X/Γ2|, e3 = |Y/Γ1|, e4 = |Y/Γ2|.
We use the vector
→
e= (e1, e2, e3, e4) to simplify the statements below.
For any order H, and any possitive integer t, we define H[t] = Ok1+
pitH, where Ok1 ∼= Ok is the ring of integral scalar matrices and pi is
a uniformizing parameter. The complete list of orders in A that are
intersections of maximal orders is as follows [5, Thm. 1.4]:
(1) The ring Ok1 itself.
(2) The order generated by a nilpotent element.
(3) An order spanning an algebra isomorphic to k×k. These orders
have the form H ∼= (Ok ×Ok)[t].
(4) An order of the formH ∼= H[t]0 , where t ≥ 0 and H0 =
(
Ok Ok
0 Ok
)
is the ring of integral upper triangular matrices.
(5) An order of the form H ∼= E[t], where E is an eichler order.
As there is no non-trivial optimal embedding of an order of rank 4 into
another, we do not consider the last case in what follows. Throughout,
we let p be the cardinality of the residue field K = Ok/piOk, while [t]
is the largest integer not exceeding t.
Theorem 1.2. Let E be an Eichler order of level r and let H be the
rank-2 order spanned by a nilpotent element. Then e4 =
[
r+2
2
]
, e3 =
r+1, and e1 = p
[r/2]+p[(r−1)/2], unless r = 0 where e1 = 1. Furthermore,
e2 = p
[r/2] if r is even and 2 ≡ 0 (mod pir/2), while e2 = e1/2 otherwise.
1In this work, normalizer is used as a synonym of stabilizer by conjugation, since
E is not a subgroup of GL2(k).
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r n n′ χ2 χ3 χ4
r = 2h+ 1 < 2t ph 0 0
∑h
u=v χ(r, u, t)
χ3
2
r = 2h < 2t ph (p− 1)ph−1 χ(r, h, t)
∑h
u=v χ(r, u, t)
χ2+χ3
2
r = 2t pt (p− 2)pt−1 χ(r, t, t) χ2 χ2
r > 2t 2pt 2(p− 1)pt−1 0 0 0
Table 1. The invariants n, n′, and χi for the order
(Ok ×Ok)[t].
Theorem 1.3. If E is an Eichler order of level r, the order H =(
Ok Ok
0 Ok
)[t]
embeds optimally into E if and only if r ≥ 2t and in this
case
→
e=


(
(p− 1)p2t−1, 1
2
(p− 1)p2t−1, 1, 1
)
if r = 2t(
2(p− 1)p2t−1, (p− 1)p2t−1, 2, 1
)
if r > 2t
,
unless t = 0, where
→
e= (1, 1, 1, 1) if r = 0 and
→
e= (2, 1, 2, 1) otherwise.
Theorem 1.4. Let E be an Eichler order of level r > 0 and let H ⊆ E
be an order isomorphic to (Ok×Ok)[t]. For any triple (r, u, t) ∈ (Z≥0)3
satisfying v ≤ u ≤ [r/2] for v = max{0, r− t}, consider the cardinality
χ(r, u, t) =
∣∣∣∣∣
{
a¯ ∈
( Ok
pit−r+2uOk
)∗ ∣∣∣∣∣a¯2 = 1¯, |a− 1| = |pi|t−r+u
}∣∣∣∣∣ ,
which we set as 1 for u = 0. Then
→
e= n
(
2, 1, 1,
1
2
)
− n′
(
1,
1
2
,
1
2
, 0
)
+
1
2
→
χ,
where n, n′, and
→
χ= (0, χ2, χ3, χ4) are as in Table 1. If r = 0, then
→
e= (1, 1, 1, 1).
Our computations are greatly simplified by the explicit description
of the branch of an order defined in [5], see §3. An additional sim-
plification is obtain by translating our setting, back an forth, between
two known incarnations of the Bruhat-Tits tree. This is done in §5.
Although e1 and e2 were previously computed in [7, Corollary 1.6] and
[7, Theorem 1.8], we noted a discrepancy with the values given there,
where it is incorrectly stated that there is a unique embedding when r
is small with respect to t.
Theorems 1.2-1.4 extend easily to the setting where E is an intersec-
tion of maximal orders. Since embedding an order H into a full order
E ⊆ A is equivalent to embedding H[t] into E[t] for any positive integer
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t, this case reduces easily to the above results, as any full-rank inter-
section of maximal orders has the form E[t] for an Eichler order E (cf.
[5, Th. 1.4]).
2. Optimal representation fields
In this section Π denotes the set of all places in K, archimedean
or otherwise. Let A be an indefinite quaternion K-algebra, and let
O = gen(D) be a genus of orders of maximal rank in A, or as we say
in all that follows, full orders in A.
For any full order D ⊆ A, we define the adelization DA =
∏
℘∈ΠD℘
endowed with the product topology, where by convention D℘ = A℘
at archimedean places. The adelization AA is the set of all elements
a ∈ ∏℘∈ΠA℘ satisfying a℘ ∈ D℘ for almost all ℘, endowed with the
only topology making every affine map of the form d 7→ d+ b an open
embedding of DA into AA. Adelizations of other orders and algebras
are defined analogously. In particular, we use the standard notations
A := KA, JK := A
∗, and JA := A
∗
A, where R
∗ is the group of units
of the ring R. We identify K∗ with a subset of JK via the diagonal
embedding, and we let N : JA → JK denote the reduced norm. By
abuse of notation, the symbol N is also used for the reduced norm
on the global algebra A or its localization A℘. If a ∈ AA, the order
D′ = aDa−1 is defined by the local conditions D′℘ = a℘D℘a
−1
℘ at all
finite places ℘.
The spinor class field for the genus O is the class field Σ correspond-
ing to the subgroup K∗H(O) of the adele group JK , where H(O) =
H(D) = {N(a)|aDa−1 = D} is the spinor image. There exists a well
defined distance map ρ : O×O→ Gal(Σ/K), satisfying ρ(D, aDa−1) =
[N(a),Σ/K], where c 7→ [c,Σ/K] is the Artin map on ideles [4]. When
O = OI is a genus of Eichler orders, as in the introduction, the spinor
class field Σ is the largest exponent-2 sub-extension of the wide Hilbert
class field for K splitting at all finite places where the local valuation
of I is odd and at all infinite places splitting the algebra [5, Theorem
1.2].
Assume H ⊆ D is optimal. We define the representation field F =
F (D|H), the optimal representation field Fop = Fop(D|H), and the
maximal representation field Fmax = Fmax(A|H), as the class fields cor-
responding to the class groupsK∗H , K∗Hop, andK
∗Hmax, respectively,
where
H = H(D|H) = {N(a)|H ⊆ aDa−1},
Hop = Hop(D|H) = {N(a)|H is optimal in aDa−1},
Hmax = Hmax(A|H) = {N(a)|aHa−1 = H},
6 MANUEL ARENAS LUIS ARENAS-CARMONA JAIME CONTRERAS
provided that they are subgroups of finite index in the adele group,
otherwise we say that the corresponding fields are undefined.
The order H embeds (respectively, embeds optimally) into a full order
D′ ∈ O if and only if ρ(D,D′) is the identity map on F (resp. Fop),
when this field is defined. This is proved in [1] for F and the proof for
Fop is entirely analogous. The field Fmax, if defined, is an upper bound
for either F or Fop, that is independent of the genus.
The existence of the representation field F for orders in quaternion
algebras follows from general results on representation of quadratic
forms [8]. For the particular orders that concern us here, this follows
from the results in [5]. When D is an Eichler order, and H is an order
in a semisimple commutative algebra L, then both Fop and Fmax are
defined as we prove below. The field Fmax is not defined when H spans
an algebra L ∼= K[x]/(x2), or has rank 3, since the corresponding class
group is not of finite index. When L = KH ∼= K × K, the set Hmax
contains the set of norms of the adelization L∗A
∼= JK × JK , where the
norm is surjective. Next result follows:
Proposition 2.1. If H is an order spanning an algebra isomorphic to
K ×K, then Fmax(A|H) is defined and equals K.
It was proved in [3] that, when L ∼= K(
√
d) is a field, Fmax(A|H) is
the largest field of the form F (D|H), where D runs over the set of full
orders in A containing H, and it can be computed as follows:
Fmax(A|H) =
{
L if A ∼= (−1,dK )
K otherwise
.
Proposition 2.2. The field Fop = Fop(E|H) is defined whenever E is
an Eichler order.
Proof. Define the local component
Hop,℘ = Hop,℘(D|H) = {N(a)|a ∈ A℘, H℘ is optimal in aD℘a−1},
while H℘ = H℘(D) is defined analogously. In fact, H℘ is always a
group, since it is the image, under the norm, of a stabilizer. If D is an
Eichler order, the group H℘ contains O∗℘K∗2℘ , where O∗℘ is the group
of local units. Since [K∗℘ : O∗℘K∗2℘ ] = 2 for every finite place, and
Hop,℘H℘ = Hop,℘, it follows that Hop,℘ is either K
∗
℘ or O∗℘K∗2℘ , whence
it is a group containing H℘, and the field Fop ⊆ Σ is defined. 
Remark. All results in this section hold if K is just assumed to be
a global field and ∞ is replaced by a finite set S ⊆ Π containing the
archimedean places, if any, and at least one place in S splits A [2].
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A B C D E
Figure 1. Some branches of orders when k = Q3.
3. Local computations and trees
Let k be a local field with ring of integers Ok. Recall that there
is a one-to-one correspondence between maximal orders in M2(k), or
equivalently homothety classes of full rank lattices in k2, and vertices in
the Bruhat-Tits tree for PSL2(k) [14]. We call it the BT-tree T = T(k)
in all that follows, and let δ denote the usual distance on the graph
T. Let H be an order in M2(k), and let S0(H) be the set of vertices
corresponding to the maximal orders containing H. Let S0(H) be the
branch of H, i.e., the largest subgraph of the BT-tree whose vertices
are in S0(H). It was proved in [5] that branches fall in a rather small
family, they are usually the maximal subtree with vertices lying no
farther than a fixed distance p = p(H), the depth of the order, from
a path (Figure 1A), which we call the stem of the order. The stem
can be an infinite ray (Figure 1B), a maximal path (Figure 1C), or be
reduced to a point (Figure 1D). Any of these sets is called a p-thick
line. When the stem is reduced to a point, S0(H) is a ball of radius p.
Vertices in the stem are called stem vertices, while non-stem vertices
are called leaf vertices. If the stem is a ray or a non-trivial finite path,
its endpoints are called stem borders. A thick line is a p-thick line
for some p. The only order H for which S0(H) is not a thick line,
other that the trivial order Ok1, is the rank 2 order H = Ok[c] where
c2 = 0. In this case S0(H) is a graph with only leaf vertices, called the
infinite leaf (Figure 1E). It can be obtained as a infinte union of balls of
increasing radius with a common endpoint and centers lying on a ray
[5, Prop. 4.4]. The branch of an Eichler order is a finite path. A finite
path can be described by a walk v0v1v2 . . . vn without backtracking,
i.e., a sequence of vertices in G without repetitions, where any two
consecutive vertices are neighbors. Similar conventions apply to rays
or maximal paths. The depth p(v) of a vertex v in a branch S, is the
radius of the largest ball with center v contained in S. It follows easily
from the explicit description of branches that every path in a branch
whose associated walk v0v1v2 . . . vn satisfy p(v0) = r and p(v1) = r− 1,
must also satisfy p(vk) = r − k for any k = 2, . . . , n. In particular
n ≤ r. Such a path is said to go outwards through the leaves. See [5]
for details.
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Two rays in a graph G ⊆ T are equivalent if the corresponding walks
v0v1v2 . . . and v
′
0v
′
1v
′
2 . . . satisfy v
′
t = vt+s for s ∈ Z fixed an every t
large enough. An equivalence class of rays is called an end of G. Every
end of G corresponds to a unique end in T, and in this sense we say
that G contains an end or a certain end e is contained in G (written
e ∈ G). It is not hard to see that each thick ray and each infinite leaf
contains a unique end, while a thick maximal path contains two ends.
We also make extensive use of the following result (cf. [5, Prop. 2.4]):
Proposition 3.1. For any order H, and any positive integer t, we have
S0
(
H[t]
)
=
{
v ∈ V (T)
∣∣∣δ(v, v′) ≤ t for some v′ ∈ S0(H)}.
From the shapes of thick paths or infinite leaves, next result is
straightforward:
Proposition 3.2. For any thick line S with a set T of stem vertices,
we denote by cT (w,w
′) the number of points in the stem T lying in the
path joining w and w′. Then, for every pair v and v′ of endpoints
δ(v, v′) ≡
{
cT (v, v
′)− 1 if cT (v, v′) 6= 0
0 otherwise
(mod 2).
In particular, the distance between every pair v and v′ of endpoints in
either, a ball or an infinite leaf, is even.
Let D be a full order in the local quaternion algebra A, and let L
be a subalgebra of A. We note that L ∩ D can be characterized as
the largest order in L contained in D. In particular, If E is an Eichler
order, L ∩ E is the largest order H in L such that S0(H) contains the
finite path S0(E). We conclude that an order in L is optimal in E if
and only if it satisfies the following two conditions:
(1) S = S0(H) is minimal among the branches of orders in L con-
taining the path S0(E).
(2) H is maximal among the suborders of L having the branch S.
We show that, when L is a proper subalgebra of A, a full order in L
is completely determined by its branch. In fact, if L is a semisimple
conmutative algebra, then every order in L has the form O[t]L for some
non-negative integer t [5, Lemma 4.1], and their branches are certainly
different because of Proposition 3.1. A similar phenomenon occurs
when L is generated by a nilpotent element since for any pair of full
orders H1 and H2 in L we have either H
[t]
1 = H2 or H
[t]
2 = H1 for some
t. In fact, we can assume L = k
[(
0 1
0 0
)]
and any order in L has
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the form H = Ok
[(
0 pir
0 0
)]
for some r ∈ Z. The statement follows,
therefore, from the following result:
Lemma 3.1. Every order H in the three dimensional algebra L =(
k k
0 k
)
is the intersection of the maximal orders in a thick ray. The
algebra L is uniquely determined by the end of the ray and conversely.
Proof. Let Okc = H∩
(
0 k
0 0
)
. Then H has a basis of the form {c, 1, a},
where 1 denotes the identity matrix, and a is not in the space spanned
by 1 and c, whence it has different eigenvalues. By an appropriate
choice of basis we can assume c =
(
0 pir
0 0
)
and a =
(
x 0
0 y
)
, where
x ≡ y mod pir and the result follows from [5, Theorem 1.2]. For the
last statement, we observe that two orders H and H0 span the same
algebra if and only if for some t ≥ 0 we have H[2t] ⊆ H[t]0 ⊆ H, and the
corresponding condition for trees characterize thick rays with the same
end. 
In what follows, if S is an r-thick path, we denote by u(v) the steam
vertex that is closest to v. The simplified graph associated to an r-
thick path is the graph obtained by identifying two leaf vertices v and
v′ at the same distance from the stem, whenever u(v) = u(v′), and
identifying two edges whenever its corresponding endpoints are iden-
tified or coincide (see Figure 6 in §6). The simplified graph of a leaf
can be defined similarly by identifying all vertices at the same depth.
The latter graph is a ray. Similarly, for every subtree W containing
the stem we can define uW (v) as the vertex of W that is closest to
v. The tree W is usually obtained adding, to the stem, one or more
paths going outwards through the leaves. Then the simplified graph
with these paths expanded can be defined by replacing u by uW and
the stem by W in the preceding definition (see Figure 2).
Lemma 3.2. Let now R be a t-thick ray with an end e, and let P ⊆ R
be a path of length r whose vertices in order are v0, v1, . . . , vr. Then
R is the smallest thick ray with end e containing P if and only if the
following conditions hold:
(1) v0 and vr are endpoints of R,
(2) either u(v0) or u(vr) is the stem border of R,
(3) r ≥ 2t.
Proof. Let c0c1, . . . be the walk corresponding to the stem T of R as in
Figure 2. If P does not have an endpoint, say v0, which is an endpoint
of R and u(v0) = c0, then P is contained in an smaller thick ray, namely
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•
v0
•
v1
•
c
•
c0
•
c1
•
ck
•b
• d
• a0 • a1 • ak=vr
// t−2 //
t−1
✤
✤
✤
✤
//
t
✤
✤
✤
✤
✤
✤
//
t
✤
✤
✤
✤
✤
✤
r−2t−1
//
t
OO
Figure 2. The simplified graph of a thick ray with one
expanded path, namely the one joining c0 and v0.
the t-thick path whose stem is the ray in e corresponding to the walk
c1c2c3 . . . , which we usually call the ray joining c1 and e. Assume next
that v0 is as above, while either r < 2t or δ(vr, T ) < t. In either case P
is contained in the (t−1)-thick ray whose stem joins e and the neighbor
c of c0 lying between c0 and v0 (see Figure 2). Conversely, if (1)-(3)
are satisfied, any ray in e containing P must have thickness t′ ≥ t, and
ct′−t must be a point in the stem. The result follows. 
Proof of Theorem 1.1. The existence of an optimal embedding of an
order H of rank 2 into some order in OI can be proved locally. A
local embedding φ : H→ E is optimal if and only if S0(E) contains an
endpoint of S0
(
φ(H)
)
, and it is easy to see that any branch containing
paths of length α℘, contains one such path starting from an endpoint.
Any such path has the form S0(E
′) for a local Eichler order of level
α℘. Recall that
H℘(E) =


N(A∗℘) at infinite places ℘,
O∗℘K∗2℘ if α℘ is even,
K∗℘ otherwise.
Asume first L ∼= K(
√
d) is a field. It follows from the contention
Fop ⊆ Fmax ⊆ L (§2), that H embeds optimally into every order in the
genus, unless Fop = L. If this condition is satisfied, then necessarily
L ⊆ Σ(D), which impplies (b) and (c) by the preceding formulas, and
Fmax = L, which implies (a). On the other hand, if all three conditions
are satisfied, the maximal order OL is selective for the genus O0 of max-
imal orders [9]. In particular, L embeds into A and F (D|OL) = L for
any maximal order D containing OL. There are no ramified places for
L/K, and for any finite place ℘, inert for L/K, the branch of H = O[t]L
is a ball, whence the distance from every pair of its vertices at depth
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0 is even by Proposition 3.2. We conclude, from the preceding charac-
terization of optimal embeddings, that Hop,℘(E|H) = O∗℘K∗℘, when α℘
is even and ℘ inert. Since the equality Hop,℘(E|H) = N(L∗℘) is trivial
at infinite places by (c), the result follows. The case L ∼= K × K is
similar, since in this case Fmax(A|H) = K by Proposition 2.1.
Assume next L ∼= K[x]/(x2). It suffices to prove that in this case
Fop(D|H) is the spinor class field Σ(D). This follows if Hop,℘(D|H) =
H℘(D) holds at all places ℘. This is immediate at infinite places, so we
assume ℘ is finite. One contention is immediate, while the other follows
from Proposition 3.2. When L is three-dimensional, the result follows,
since for any optimal embedding of a local order H℘ = O℘[a, c] of rank
3, where a is semisimple and c nilpotent, the induced embedding of
O℘[c] is also optimal by Lemma 3.2, since the vertex v0 in Figure 2
must be an endpoint of the infinite leaf S0(O℘[c]). 
4. Two realizations of the Bruhat-Tits tree
In any metric space we denote by Bz[r] the closed ball of centre z
and radius r. In a local field k with absolute value ρ and uniformizing
parameter pi, we also write B
[r]
z instead of Bz[ρ(pi)
r]. Since in k any
element of a ball is its center, for every pair of balls B and D, either
B ∩ D = ∅ or one ball is contained in the other. In the latter case,
there is an element z of k and two integers r, s such that B = B
[r]
z
and D = B
[s]
z , hence we can define the distance between them by
d(D,B) = |r−s|. Furthermore, if B and D are disjoint, and if C is the
smallest ball containing both, we define d(B,D) = d(B,C) + d(C,D).
With this distance the set of balls in k is a metric space. We define a
graph G whose vertices are the balls and there is an edge between two
balls if and only if the distance between them is 1. It is easy to see
that this graph is a tree. Figure 1 shows part of the graph for k = Q2.
We give an explicit isomorphism between G and the BT-tree T de-
fined in §3. Remember that if Λ is a lattice of rank two in k2, then
DΛ = {T ∈ M2(k) | TΛ ⊆ Λ}, is a maximal order in M2(k). Fur-
thermore every maximal order in M2(k) is DΛ for some lattice Λ ⊆ k∗
of rank two. For any element z ∈ k and any n ∈ Z we denote by
Λz,n the lattice generated by (1, z) and (0, pi
n). It is apparent that if
x ≡ y mod (pin), then DΛx,n = DΛy,n. Hence, the map B[n]z 7→ DΛz,n,
from the set of balls to the set of maximal orders, is well defined. This
map is bijective since the lattices Λz,n are exactly the lattices whose
projection to the first coordinate is the ring Ok, whence every lattice
is a multiple of exactly one lattice of the form Λz,n, for (z, n) ∈ k × Z.
It is straightforward that this correspondence preserves neighbors, and
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• ∞
•B0[1]=B[0]0
•B[1]1 • B[1]0
•B[2]1 •B
[2]
3 •
B
[2]
2
• B[2]0
•1 •3 •2 •0
❄
❄
♦♦♦
♦♦♦
♦♦
❖❖❖
❖❖❖
❖❖
⑧⑧
⑧ ❄❄
❄
⑧⑧
⑧ ❄❄
❄
✤
✤
✤
✤
✤
✤
✤
✤
Figure 3. T(Q2) seen as the graph of balls G. Dashed
lines represent the class of rays that correspond to the
element of P1(Q2) that appears in its end.
so does its inverse since the valencies of the vertices in either tree is
the same.
By a descending ray, we mean the ray defined by a walk B0B1B2 . . . ,
as before, satisfying Bi ⊃ Bi+1. An ascending ray is defined anal-
ogously. Since k is a complete metric space, for every descending
ray as above there is a unique element z ∈ ⋂∞i=1Bi ⊆ k. Moreover
{z} = ⋂∞i=1B[i]z , whence the function ψ [(Bi)∞i=1] = z that associates,
to each descending ray, its intersection, is surjective. It is not hard
to show that every ray in the graph is ascending or equivalent to a
descending ray, whence we can identify the set of ends in the tree with
the projective line P1(k), by sending the class of ascending rays to ∞
(Figure 3).
Let us denote by M the group of Mo¨bius tranformations on k. Re-
member that M ∼= PGL2(k) = GL2(k)/k∗ and it acts on the projective
line P1(k). We would like to define an action of M on G but the image
of a ball in k is not always a ball in k, so we use balls in P1(k) instead.
A ball in P1(k) is either a ball in k or the complement in P1(k) of a
ball in k. It is known that M acts on the set of balls in P1(k).
Let B be a ball in k. The partition of P1(k) defined by B is the
collection P(B) = {Bc, B1, . . . , Bp} where B1, . . . , Bp are all the balls
in k contained in and adjacent to B. It is clear that P(B) is a partition
of P1(k), and B
c is the set that contains the point ∞. It is not hard to
see that every partition P of P1(k) into p + 1 balls has this form, i.e.
P = P(E) for some ball E in k. Since σ ∈ M is a bijection in P1(k),
the set σ(P(B)) = {σ(D) | D ∈ P(B)} is also a partition. It follows
that we can define an action of M in the set of balls in k by setting
σ ∗B = E whenever σ(P(B)) = P(E).
ON OPTIMAL EMBEDDINGS AND TREES 13
For an invertible matrix u =
(
a b
c d
)
we call u˜ the Mo¨bius trans-
formation given by u˜(z) = az+b
cz+d
. An easy but extended computation
in the generators of M, proves that the action of M on the vertices of
the Bruhat-Tits tree defined by partitions coincides with the action by
conjugation on the vertices seen as maximal orders, i.e. for every ball
B = B
[r]
z , we have a˜ ∗ B = B[r′]z′ if and only if DΛz′,r′ = aDΛz,ra−1. Fi-
nally, since the latter action preserve the edges of the tree, the former
one does. Summarizing, we can see the natural action of the group
of Mo¨bius transformations on the Bruhat-Tits tree as an extension of
its action on the projective line P1(k). We use this action to study
branches of the tree in all that follows.
Example 1. Let H = Ok
[(
0 1
0 0
)]
be the order generated by a nilpo-
tent element. Since the normalizer of a maximal order D is k∗D∗, the
branch S0(H) is the set of orders that are invariant under conjugation
by the unit h =
(
1 1
0 1
)
, which generates H. This element corresponds
to the Moebius transformation z 7→ z + 1. Note that for a Moebius
transformation τ fixing∞, the ball τ ∗B is simply the image τ(B). We
conclude that S0(H) is the set of maximal orders corresponding to balls
B satisfying B = B +1, i.e., balls of radius 1 or larger. This collection
forms an infinite leaf as in Figure 1E, whose endpoints are the balls of
radius 1. We recover thus [5, Prop. 4.4].
5. Cross ratio as an invariant in the Bruhat-Tits tree
The bijection described in §4 allow us to see the elements of P1(k)
as ends of the tree. As usual, the cross ratio is defined by
(1) [a, b; c, d] =
a− c
b− c ·
b− d
a− d ∈ k,
for any quartet (a, b, c, d) ∈ P1(k)4 without repeated coordinates, and
with the usual conventions regarding the value ∞. The cross ra-
tio is invariant under the action of M described in §4. Concretely,
for every a, b, c, d in P1(k), and every σ ∈ M, we have [a, b; c, d] =
[σ(a), σ(b); σ(c), σ(d)].
For an n-tuple S = (B1, . . . , Bn) of vertices, we define the hull of
S, as the pair (h, S) where h is the minimal connected subgraph of
the Bruhatt-Titts tree containing {B1, . . . , Bn}. Consider a pair of n-
tuples S = (B1, . . . , Bn), S
′ = (B′1, . . . , B
′
n), while (h, S) and (h
′, S ′)
denote the corresponding hulls. We say that (h, S) and (h′, S ′) are
isomorphic if Bi 7→ B′i extends to an ismorphism of graphs φ : h→ h′.
We say that S and S ′ are conjugated if there is an element σ ∈ M
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•a
•A
•U
•B •C
•b •c
(i) (ii)
l
r
s t
u
•a
•A
•b
•B
•U •V
•d
•D
•c
•C
●●●
❦❦❦
❦❦❦
❦
❙❙❙
❙❙❙
❙
●●●
✇✇✇
✇✇✇
●●●
Figure 4. The hulls in Proposition 5.1 and 5.2. Some
continuous lines might be reduced to points, e.g., A = U
in (i), U = V or D = V in (ii) are possible variations.
such that σ ∗Bi = B′i for every i ∈ {1, . . . , n}. We write σ ∗ S = S ′ in
what follows, while notations like σ(a, b, c) for a, b, c ∈ P1(k) must be
interpreted similarly. Note that conjugated n-tuples have isomorphic
hulls.
Proposition 5.1. Let k a local field. Let S = (A,B,C) and S ′ =
(A′, B′, C ′) two triplets of balls with isomorphic hulls. Then S and S ′
are conjugated.
Proof. Let a, b, c ∈ P1(k) be ends beyond A,B,C and let U be the cen-
tral vertex of the hull, as in Figure 4(i). If, for instance, A lies between
B and C, we can choose U = A and choose a in another direction, so
the hull still looks like Figure 4(i) with a line reduced to a point. Let
a′, b′, c′ and U ′ be the corresponding elements for the hull of S ′. Let σ
be the unique Mo¨bius transformation such that σ(a, b, c) = (a′, b′, c′).
In figure 4(i) the ball U is uniquely determined by a, b, c. Concretely it
is the only ball whose partition separates every two elements in {a, b, c}.
Since σ∗U is the only ball whose partition separates every two elements
in {a′, b′, c′}, we have σ ∗ U = U ′. The result follow from the fact that
σ preserves distances in the tree. 
Lemma 5.1. Let a, b, c, d, d′ ∈ P1(k), disposed as in Figure 5. If u =
min{r, s, t, u} ≥ 0, then [a, b; c, d] ≡ d′ (mod pil+u).
Proof. It is apparent from Figure 5 that ρ(c− b) = 1, whence
(2)
b− d
b− c = d+ d
1− c
c− b + b
d− 1
c− b ≡ d, (mod pi
l+u).
Assume a 6= ∞. Since ρ(a) ≥ ρ(pi−r) and c ≡ d (mod pil) we obtain
a−1c ≡ a−1d (mod pil+r) and therefore they are congruent modulo pil+u.
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• ∞
•A • B[−r]0
•a
•
• B[0]0
•B[t+l]1 •B[t+u]d •B
[s]
0
• • •
•
1
•
c
•
b
•
d
•
d′
•
0
r ◆
◆◆◆
◆
s
✼✼
✼✼
✼✼
✼✼
✼
l
⑧⑧
⑧⑧
⑧⑧
⑧
t
♦♦♦
u❖❖❖
Figure 5. Dotted lines joining vertices might have
length 0, for instance, A and B
[−r]
0 may coincide. In the
figure we can read, for instance, ρ(a) ≥ ρ(pi)−r, while
d ≡ 1 (mod pil) but d 6≡ 1 (modpil+1) .
This implies that
(3) 1 ≡ 1− a
−1d
1 − a−1c (mod pi
l+u).
Combining (2) and (3) we get
(4)
[a, b; c, d] =
(a− c)
(a− d)
(b− d)
(b− c) =
(1− a−1c)
(1− a−1d)
(b− d)
(b− c) ≡ d, (mod pi
l+u).
When a = ∞, [∞, b, c, d] = (b − d)/(b − c) which is congruent to d
modulo pil+u by (2). Since d and d′ are congruent modulo pil+u, the
lemma is proved. 
Next two results are consequences of the lemma.
Proposition 5.2. Let k a local field. Let S = (A,B,C,D) be a quartet
of balls whose hull is like Figure 4(ii), with u = min{r, s, t, u} ≥ 0.
Let a, b, c, and d be ends beyond them as in Figure 4(ii). Let S ′ =
(A′, B′, C ′, D′) be another quartet of balls whose hull is isomorphic to
the preceding one, while a′, b′, c′, and d′ are analogous ends. Then,
they are conjugated if and only if [a, b; c, d] ≡ [a′, b′; c′, d′] (mod piu+l).
Proof. Let h˜ = (h, S) and h˜′ = (h′, S) be the hulls of S and S ′, respec-
tively. Suppose that S and S ′ are conjugated by σ ∈ M. Replacing
if necessary s = (a, b, c, d) by σ(s) we can assume h˜ = h˜′. Since the
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cross ratio is invariant under Mo¨bius transformations, we can assume
that a′ =∞, b′ = 0, c′ = 1. Therefore, the result follows from previous
lemma.
Suppose now that [a, b; c, d] ≡ [a′, b′; c′, d′] (mod piu+l). Let ξ and ξ′
be the unique Mo¨bius transformations satisfying
ξ(a, b, c) = ξ′(a′, b′, c′) = (∞, 0, 1).
Let t = ξ(d) and t′ = ξ′(d′). We obtain
t = [∞, 0; 1, t] = [a, b; c, d] ≡ [a′, b′; c′, d′] = [∞, 0; 1, t′] = t′, (modpil+u).
The congruence implies that the hulls of ξ ∗ S and ξ′ ∗ S ′ coincide by
Figure 5, whence S and S ′ are conjugated. 
Corollary 5.1. Let k a local field. Suppose that we have a quartet S =
(A,B,C,D) whose hull is like figure 4(ii), where u = min{r, s, t, u}.
Suppose we have fifth ball D′ such that S is conjugated to the quartet
S ′ = (A,B,C,D′). Then D = D′.
Proof. Let a, b, c, d ∈ P1(k) be extremes beyond A,B,C,D as in fig-
ure 4(ii), and let d′ be a extreme beyond D′. Let ξ be the unique
Mo¨bius transformation satisfying ξ(a, b, c) = (∞, 0, 1). The proof of
Proposition 5.1 impplies
ξ ∗ (A,B,C,D,D′) =
(
B
[−r]
0 , B
[s]
0 , B
[t+l]
1 , B
[u+l]
ξ(d) , B
[u+l]
ξ(d′)
)
.
Furthermore
ξ(d) = [a, b; c, d] ≡ [a, b; c, d′] = ξ(d′), (modpil+u),
so we conclude ξ ∗D = ξ ∗D′ and therefore D = D′ as claimed. 
Remark. All results in this section hold if any ball A, B, C, or D, and
the corresponding primed version, is replaced by an end in P1(k). For
instance, if A is replaced by an end we set r =∞. This observation is
used in the sequel without further ado.
6. Computing embedding numbers via cross-ratio
The results in §5, specially Corollary 5.1, can be used to compute
embedding numbers for H into E, in the case in which H and E are
intersections of maximal orders. This is so since a thick path is fully
determined by its stem and its depth, while an infinite leaf is fully
determined by a long path. Note that the group Γ1 defined in §1 is
precisely the group of moebius transformations fixing S0(E) point-wise,
while Γ2 is the group fixing S0(E) as a set. We use these observations
in all that follows.
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•
t1
•
t2
•
t3
• c1 • c2 • c3
A
✤
✤
✤
✤
✤
✤
•
t−1
•
t0
•
t1
• c−1 • c0 • c1
B
✤
✤
✤
✤
✤
✤
Figure 6. The simplified diagram of S0(H) in the proof
of Theorem 1.3 and Theorem 1.4.
Proof of Theorem 1.4. Let L = k ⊗Ok H ∼= k × k. An embedding of
φ : L→M2(k) is totally determined by an orientation of the maximal
path S0
(
φ(OL)
)
. The non-trivial automorphism of L reverses this
orientation. If n is the cardinality of the set P of paths of length r > 0
in S0(H), without backtracking, starting from an optimal vertex c0,
while n′ is the cardinality of the subset P ′ of those paths in P with
two optimal extremes, we claim that e1 = 2(n − n′) + n′ = 2n − n′.
For this, we recall that every path inside S0(H) has a unique vertex
of maximal depth and the path of each side, if not trivial, must go
outwards through the leaves as in Figure 7.
Let Pr (respectively P
′
r) denotes the set of reverses of the paths in P
(resp. P ′). The claim follows from three observations:
(1) No two paths in P can belong to the same orbit by Cor. 5.1,
(2) every orbit must contain a path in P ∪Pr, by Prop. 5.1 applied
to c0 and the two ends of S0
(
φ(OL)
)
,
(3) The paths in P that are equivalent to a path in Pr are exactly
those in P ′, as follows from Prop. 5.1.
The paths can be counted using the simplified diagram in Figure 6B,
expanding the path joining t0 and c0 if needed. Note that no such path
can go outwards through the leaves until it reaches a returning point
at distance
[
r+1
2
]
if r ≤ 2t or r− t otherwise. From the returning point
on, any possible path is contained in S0(H), and the ones ending on
an endpoint are exactly the ones going outwards through the leaves
precisely from the returning point, except when r ≤ 2t is odd. In the
latter case, there cannot be two endpoints in the path. It follows that
n and n′ are as in Table 1. The factor 2 in the last line is due to the
fact that a path (walk) reaching the stem can be continued along the
stem on either side of the reaching point.
In order to compute e2 we observe that any element in Γ2\Γ1 in-
terchange the endpoints in S0(E). Every Γ2-orbit correspond to two
different Γ1-orbits or to one invariant Γ1-orbit. An orbit is invariant if
the corresponding path satisfy each of the following conditions:
18 MANUEL ARENAS LUIS ARENAS-CARMONA JAIME CONTRERAS
• ••a b
•
•
•
c d
A
✤
✤
✤
✤
r/2
❄❄❄
r/2
⑧⑧⑧
• ••a b
•
•
•
c d
B
✤
✤
✤
✤
r−u
❄❄❄
u
⑧
Figure 7. Location of the extremes in the computation
of e2 and e3 in Theorem 1.4. Here the doble line denotes
the path S0(E).
• r ≤ 2t.
• Both endpoints of the path are endpoints of S0(H).
• If a, b, c, and d are extremes, located as in Figure 7A, then
[a, b; c, d]−1 = [a, b; d, c] ≡ [a, b; c, d] (mod pit).
The second condition implies that r is even. Then χ2, as defined
in §1, is the number of invariant orbits. We obtain e2 = 12(e1 −
χ2) + χ2 =
1
2
(e1 + χ2). Analogously, we prove e3 =
1
2
(e1 + χ3),
under similar conventions, since interchanging the edges of the infi-
nite paths S0
(
φ(OL)
)
leave invariant the paths satisfying r ≤ 2t and
[b.a; c, d] ≡ [a, b; c, d] (mod pit−r+2u), if u is as in Figure 7B, where we
no longer requires that the path has two optimal endpoints, although
this is necessarily so if r = 2t.
To compute e4 we observe that the orbits in Y/Γ1 that remain in-
variant when we shift the endpoints of the path S0(E) are precisely
the ones corresponding to paths with two optimal endpoints, since the
cross ratio has the symmetry [a, b; c, d] = [b, a; d, c]. Assume r ≤ 2t.
By repeating the previous argument, we observe that the number of
orbits in Y/Γ1 corresponding to paths with two optimal endpoints, is
n′′ = 1
2
(n′ + χ2). We conclude that
e4 =
1
2
(e3 + n
′′) =
1
4
(e1 + n
′) +
1
4
(χ2 + χ3) =
n
2
+
1
4
(χ2 + χ3).
The result follows. If r = 0 the result follows from Proposition 5.1 and
the remark at the end of §5. 
Proof of Theorem 1.2. If H is generated by a nilpotent element ν,
then S = S0(H) is an infinite leaf (see §1). If H is optimal in E, then
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t
Figure 8. Configuration of paths in the proofs of The-
orem 1.2 (A) and Theorem 1.3 (B). The branch of E is
denoted with arrows. Note that in B, the integer a or c
might be congruent to 0 modulo pi, buy a and c are not
congruent to each other.
one of the endpoints v0 of the path S0(E) is an endpoint of S. Let
v0, v1, . . . , vr be the vertices of S0(E) in order. There is a unique vertex
vi whose relative depth [6, §2] p(vi,S) = p0 is maximal, and the path
from each side of v0 goess outwards through the leaves. It follows that
p0 = i and 0 ≤ r − i ≤ [r/2]. To compute e4, it suffices to prove that
r− i completely determines the Γ2-orbit of an isomorphic copy of H, or
equivalently that r − i completely determines the M-orbit of the pair
(H,E), applying Prop. 5.1 to the triplet formed by the endpoints of
S0(E) and the common end of all long paths in the infinite leaf. To
compute e3 we observe that a Γ2-orbit correspond to exactly one Γ1-
orbit precisely when both extremes of S0(E) are endpoints of S0(H),
reasoning as in the preceding proof.
To compute e1 and e2, fix an optimal embedding φ : H→ E, so that
v0 is an extreme of S0
(
φ(H)
)
, and assume vi is the deepest vertex
as before. Using the M-action, we can assume that S0
(
φ(H)
)
is the
graph whose vertices correspond to all balls of radius 1 or larger as
in Figure 8A. v0 is the vertex corresponding to B
[0]
0 , vi is the vertex
corresponding to B
[−i]
0 , and vr is the vertex corresponding to B
[−2i+r]
c ,
with ρ(c) = ρ(pi)−i. Furthermore, we have φ(ν) =
(
0 u
0 0
)
for some
u ∈ O∗k. In particular, conjugation by φ(1 + cu−1ν) sends the end 0
to the end c, whence, if i is fixed, the class of cu−1 modulo pir−2i, or
equivalently the class cu−1pii ∈ (Ok/pir−iOk)∗, is a complete invariant
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of the conjugacy class of the trio (v0, vr, φ). We conclude that the total
number of possible invariants is
n = 1 + (p− 1)
[r/2]∑
r−i=1
pr−i−1 = p[r/2],
while the number of invariants corresponding to paths S0(E) with two
endpoints is n′ = (p− 1)pr/2−1 if r is even, and n′ = 0 when r is odd.
Then e1 = 2n − n′ as for Theorem 1.4. When i = r/2, the Moebius
transformation z 7→ z − c leaves φ invariant while it sends a path
whose invariant is cu−1pii to a path whose invariant is −cu−1pii. Since
cu−1pii is a unit, they are equal exactly when 2 ≡ 0 (mod pir/2). If the
latter condition holds, every path in P ′ is equivalent to a path in P ′r,
if P ′ and P ′r are defined as in the preceding proof. We conclude that
e2 = (n− n′) + n′ = n. If the condition fails to hold, or if r is odd, we
have e2 = e1/2. 
Proof of Theorem 1.3. By Proposition 5.1 and Lemma 3.2, we can
always assume that the embedding φ : L→ A and the Eichler order E
are choosen in a way that the stem T of the thick ray R = S0
(
φ(H)
)
and the path C = S0(E) are like in figure 8B, where T is the ray joining
B
[0]
0 and ∞. Since (S, C ∪ T ) is the hull of S =
(
∞, B[t]0 , B[3t−r]b
)
, all
statements about e3 and e4 follows as before. Note that the endpoints
of C can be shifted by an element stabilizing H if and only if r = 2t.
Recall that an embedding φ : L → M2(k) is completely determined
by the images of the matrices µ =
(
1 0
0 0
)
and µ′ =
(
1 1
0 0
)
. They
correspond to two maximal path with a common end, but not the
other. The intersection of these two paths is the ray S0
(
φ(H0)
)
, where
H0 =
(
Ok Ok
0 Ok
)
. Assume now that this is the ray with end ∞ and
stem border B
[0]
0 . Then φ is completely determined by a pair of ends
(a, c) ∈ P1(k), which are integers with different images in the residue
field, because of the condition that the intersection of the two maximal
paths is the ray. Reasoning as in the preceding proof and setting d =
bpi2t−r ∈ O∗k, we conclude that the pair(
ad−1, cd−1
)
∈
{
(x, y) ∈ (Ok/pitOk)2
∣∣∣x 6≡ y (modpi)}
is a complete invariant, and the result follows as before (see Figure 8B).
The relation e4 =
1
2
e3 is trivial if r 6= 2t. If r = 2t, we observe that
the Moebius transformation z 7→ b− z interchanging the endpoints of
C replaces the invariant (x, y) by (1− x, 1− y), which cannot be equal
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to (x, y) as the equation x = 1− x has one solution in Ok/pitOk when
2 is invertible, and none otherwise, but never 2 distinct solutions. 
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