In a recent paper by , a new algorithm has been developed for computing the ergodic probability vector for large Markov chains. Decomposing the state space into M lumps, the algorithm generates a sequence of replacement processes on individual lumps in such a way that in the limit the ergodic probability vector for a replacement process on one lump will be proportional to the ergodic probability vector of the original Markov chain restrict€'d to that lump. In general, the algorithm involves the computation of inverse matrices of size M-I. Because of the skip free structure of row-continuous Markov chains, however, replacement distributions for these Markov chains can be constructed explicitly without involving any inverse matrices. The purpose of this paper is to develop an algorithm for computing the ergodic probability vector for row-continuous Markov chains based on the replacement process approach. Relevance to Takahashi's modified aggregation-disaggregation algorithm is also discussed. When successive substitution is employed for solving systems of linear equations, extensive numerical experiments suggest that both the replacement process algorithm and the o.rdinary aggregation-disaggregation algorithm dominate the modified aggregation-disaggregation algorithm. Furthermore, the replacement process algorithm outperforms the ordinary aggregation-disaggregation al,;orithm as both state space size and density of the underlying matrices increase.
Introduction
In the performance analysis of computer and production systems, one often encounters large scale bivariate Markov chains which have a skip free structure in their row index and can be described as row-continuous. Because of the prevalence of such chains in applications, many algorithms for computing the ergodic probability vector have been developed. Some algorithms find the ergodic distribution by solving a system of linear equations with special consideration of the underlying skip-fre,~ structure. The matrix geometric method of Neuts [13] , subsequent improvements of Neuts' method by Ramaswami and Lucantoni (14) , and the extended birth-death type recursive schemes by Latouche, Jacobs, and Gaver [11) , Hajek (2), Keilson, Sumita and Zachmann [8] , and Keilson and Zachmann [9) are such examples. Iterative schemes which find the ergodic distribution algorithmically starting with an initial guess are represented by the aggregation-disaggregation method of Takahashi (23) and Takahashi and Takami (25) . Subsequently, the aggregation-disaggregation approach has been studied extensively by Haviv [3, 4) , Haviv and Ritov (5), Haviv and Van der Heyden [6) , Schweitzer [16) and Schweitzer, Puterman and Kindle [18) . The reader is referred to an excellen t survey paper recen tly writ ten by ' Schweitzer (17) . Of special interest is the modified aggregation-disaggregation algorithm for row-continuous Markov chains described in Takahashi [23] , exploiting the underlying skip-free structure.
In the context of Ph/Ph/c queueing systems, Seelen [19] developed an algorithm built on the aggregation-disaggregation approach but incorporating various acceleration techniques such as overrelaxation, pointwise Gauss-Seidel iteration and weight factors based on the aggregation aspect.
The replacement process approach for achieving rank reduction has been first introduced in Sumita and Ried€·rs [20] for computing the ergodic probability vector of time reversible and other specific Markov chains. In a subsequent paper by the same authors [21] , the idea has been extended to incorporate general Markov chains. The algorithm of [21] using the replacement process approach is based on a decomposition of the state space S into lumps, i.e.
(Ll) £= {L(l), ... ,L(M)}i S= Ut!:lL(i).
Using positive probability vectors ( typically a uniform distribution) on each lump in It is shown that in the limit the ergodic probability vectors of the replacement processes are proportional to the ergodic probability vector of the original Markov chain restricted to individual lumps. The weights for individual lumps are then easily found by manipulating a square matrix of size M. Extensive numerical experiments reported in [21] suggest that the algorithm is quite promising.
£\L(l)
In general, the replacement process algorithm requires the computation of inverse matrices of size Af -1, although this task can be done recursively via rank two modification.
For row-continuous Markov chains, however, the underlying skip free property enables one to construct the replacement distributions explicitly without computing any inverse matrices at all. Consequently, the application of the replacement process approach to rowcontinuous Markov chains results in a new algorithm of surprising simplicity and efficiency.
Although a theoretical proof has not been given, the new algorithm converged for all of more than 500 random numerical experiments with state space size varying from 100 to 1000 and sparsity level ranging from 0% (completely dense) to 80%. In all of these experiments, monotone convergence in 11 . III norm was observed. Furthermore, the new algorithm is tested against the ordinary aggregation-disaggregation algorithm of Takahashi and its modified version tailored to row-continuous Markov chains. When successive substitu tion is employed as a means to solve systems of linear equations involved in these algorithms, the extensive numerical experiment~, reveal that both the replacement process algorithm and the ordinary aggregation-disaggregation algorithm dominate the modified aggregation-disaggregation algorithm. Furthermore, the replacemen t process algorithm outperforms the ordinary aggregation-disaggreg;ation algorithm as both state space size and density of the underlying matrices increase,
In Section 2, a brief summary of the replacement process algorithm for general Markov chains is given from (21) . A new algorithm for row-continuous Markov chains is developed in Section 3 by applying the general replacemen t process algorithm wi th consideration of the skip free structure. In Section 4, the modified algorithm of Takahashi (23) for rowcontinuous Markov chains based on the aggregation-disaggregation approach is described and its relevance to the new algorithm is discussed. Section 5 summarizes the numerical results, and some concluding remarks are given in Section 6. 
Markov chains, the cardinality of i(m) is large and the compu tation of
in (2.1) for all m E M is simply overwhelming. Consequently, the use of (2.1) for obtaining 1L is compu tationally limited.
In order to avoid the computation of inverse matrices of large size, we consider a modified Markpv chain j(m) (k) obtained from the original process J(k) by aggregating all states in L( n) into one state n· for all lumps L( n) except L( m), using given probability vectors 
ai;
where ~L(j) is a column vector having all components equal to one.
The replacement process j~m) (k) for this partially aggregated process j<m) (k) can be constructed based on (2.1),. so that the ergodic probability vector of
proportional to the ergodic probability vector of where RS and MX stand for "Row Sum" and "Mixture" respectively. set of positive probability vectors y
,n E In. Furthermore, if y ( ) is taken to be
.L(n) ( the ergodic probability vector of the original Markov chain restricted to L( n) ) for all n Eo rn, then the ergodic probability vector of a·· (y _ ») is also proportional
Once a set of probability vectors y proportional to 11" L(m) is found, it is easy to
is obtained as the ergodic vector of the stochastic matrix
Based on these results, iterative algorithms have been developed in [21) for computing the ergodic probability vector of large Markov chains. We next describe Version I which will help the reader to understand the development of the new algorithm for row-continuous Markov chains to be described in subsequent sections. Input: a transition probability matrix: g, (N x N) ;
level of accuracy: (. Ou t pu t: a probability vector 9..
[2] SetyT=yT=yT.
[10] Replace the m'h row of {3 by {3T = ~TL()Q.
[11] If m < M, set m = m + 1 and go to LOOP2.
[12] If III -IIII 2 i, set II = I and go to LOOPl.
In this algorithm, the row sum matrix g = RS(g;) is first prepared. Then initiated are a vector IT and the matrix e:. = M X (IT, g), which will be altered as the algorithm progresses. The outer loop starts in [4] LOOP1, while the inner loop starts in [.5] LOOP2. The one-step transition probability matrix !l" is constructed in [5] - [7] based on (2.7).
-m
The ergodic probability vector ~L(m) of ~ is computed in [8] , followed by updating Y and e:. in [9J and [10] using ~L(m)' This process is continued until all lumps are covered, constituting one outer loop. The convergence is then examined in (12] . If a given accuracy is satisfied, lumped probabilities bm' m E M} are constructed in [13] and the final output is generated in [14] .
It should be noted that {3 _ _ in Algorithm 2.1 can be constructed from {3 by =m+I,m+1
replacing one column and one row. Consequently,
with rank 2 modification, a.s can be seen in [21] . In this section, we develop a new algorithm for corn pu ting the ergodic probability vector of row-con tin uous M arkov chains via the replacement process approach.
Let J(k) be an ergodic Markov chain on S governed by g; as described in Section 2.
. ,L(M)} be a decomposition of S as given in (Ll). The Markov chain
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For con venience, we write
Accordingly, the stochastic matrix g, is of the form
In order to construct the modified process j(m) (k) on L( m), we introduce the two index sets
.
For convenience we define C; = G1f = 0. Given a set of probability vectors y ) on -L(n L(n), n E rn, let gem) = ~ (lLi(m» be the one step transition probability matrix of j(m)(k). From (2.2) and the underlying row continuous structure, one then easily sees that (3.5 ) gem) = Here, (3.7) (3.8) and (3.9) then has the one step transition probability matrix g;:(lLt(m») which is given from (2.1)
=L(m )L(m)
where G(m) = G;~ U Gt,. Exploiting the skip free structure of the transition probability
prove in the next theorem. Proof:
=G(m)L(m)
Hence, it follows that
Substituting (3.12) into (3.10), one then sees that proving the theorem. be replaced by the expression in (3.11). Accordingly, the corn pu tation of e" the inverse
) can be totally elimi·
nated from the loop of the algorithm. Furthermore, it is clear from Figure 3 .1 that the lumping probability vector IT can be found as the ergodic probability vector of an ordi· nary truncated birth· death process. These observations lead to the following algorithm of surprising simplicity and efficiency.
Algorithm 3.2: Replacement Process Algorithm for Row Continuous Markov Chains
Input: a transition probability matrix:
level of accuracy: £.
Output: a probability vector qT = [qT , ... ,qT ) when it converges.
[5) [6) [7)
[8) [9) [10) [11) LOOP2: Compute ~+T = yT a+ and eT = yT a -.
. and go to LOOPl.
(M x :n 1.
[12) Find IT > !!T as the ergodic probability vector of the birth· death process with transition probabilities at state n given in the nth row of f!.:
This algorith m differs from Algorithm 2.1 only in the way the one step transition probability matrix f!.0o (y. ) governing the replacement process is computed. In Algo- 
4.
Takahashi's Modified Aggregation-Disaggregation Approach and Its Relevance to the New Algorithm A modified aggregation-disaggregation algorithm has been proposed by Takahashi [23] for computing the ergodic probability vector for large scale row-continuous Markov chains.
The purpose of this section is to describe this algorithm and to discuss its relevance to the new algorithm. For convenience, the notation in [23] is converted to the notation of this paper.
The idea behind the modification is to eliminate the aggregation procedure and to simplify the disaggregation procedure by taking advantage of the skip free structure. More specifically, given two probability vectors y ( ) and y ( )' the modified algorithm A -+T
Substitution of (4.5) back into (4.4) then yields
One inner loop of the modified algorithm for lump L( m) can now be described as follows. Table 4 .5. One should note that the complexity analysis assumes that the row sum matrix g, is computed outside the loop and that MAD-Algo employs only g;, whereas the other algorithms need both Q..";. and g.;'. Step Additions Multiplications
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Numerical Comparison
Although the complexity analysis given in Tables 4.2 entries. and the lower entries are for AD-Algo. As can be seen in Table 5 .2, the num bE!r of outer loops decreases as N increases and sparsity level p decreases. AD-Algo almost always requires a smaller number of outer loops than the other three algorithms. However, this does not immediately imply the performance superiority because the num ber of iterations on individual lumps may be different, as we see next.
The average numbers of iterations required for one lump computation are summarized in Table 5 . In terms of the number of nonzero operations, we have found that VH-Algo is totally outperformed by the other three algorithms for any pair of (N, p) . Hence, we omit VH-Algo from the further detailed analysis.
In Figures 5.4 through ;') .6, the ratios of the num ber of nonzero operations for RP-Algo In order to get some feeling abou t the actual savings, the absolu te num bers of nonzero operations are summarized for N = 100 and N = 1000 in Table 5 .10. 
Concluding Remarks
The new algorithm developed in this paper can be applied for computing the ergodic probability vector of row-continuous Markov chains in continuous time via the uniformization procedure of Keilson [7] and the ergodic probability vector of row-continuous semi-Markov processes via embedded Markov chains, see e. g. Ross [15] .
When successive substitution is employed for solving systems of linear equations, extensive numerical experiments on randomly generated transition probability matrices suggest that both RP-Algo and AD-Algo dominate MAD-Algo and VH-Algo uniformly.
Furthermore, RP-Algo outperforms AD-Algo as both state space size and density of the underlying matrices increase.
These numer.ical experiments are still far from being complete and further numerical study is needed in order to acquire better understanding of the performance characteristics of the algorithms.. Various strategic issues such as overrelaxation and dynamic lumping discussed in Schweitzer [17] and Seelen [19] cah also be incorporated in the replacement process algorithm. A comparison of the replac(!ment process algorithm modified in such a manner with Seelen's algorithm will be of particular interest. Furthermore, it will be interesting to test these algorithms for substantially larger Markov chains with special structure, e.g. Ph/Ph/c queueing systems and tandem queueing systems. These studies are in progress and will be reported elsew here.
