Fast general two- and three-body interatomic potential by Pozdnyakov, Sergey et al.
Fast general two- and three-body interatomic potential
Sergey Pozdnyakov,1 Artem R. Oganov,1, 2 Arslan Mazitov,3, 2 Timofey Frolov,4 Ivan Kruglov,3, 2 and Efim Mazhnik1
1Skolkovo Institute of Science and Technology, Skolkovo Innovation Center, Nobel St. 3, Moscow 143026, Russia
2Moscow Institute of Physics and Technology, 141700,
9 Institutsky lane, Dolgoprudny, Russian Federation
3Dukhov Research Institute of Automatics (VNIIA), Moscow 127055, Russian Federation
4Lawrence Livermore National Laboratory, Livermore, California 94550, USA
(Dated: October 17, 2019)
We introduce a new class of machine learning interatomic potentials—fast General Two- and
Three-body Potential (GTTP) which are as fast as conventional empirical potentials and require
computational time that remains constant with increasing fitting flexibility. GTTP does not contain
any assumptions about functional form of two- and three-body interactions. These interactions can
be modeled arbitrarily accurately potentially by thousands of parameters not affecting resulting
computational cost. Time complexity is O(1) per every considered pair or triple of atoms. The
fitting procedure is reduced to simple linear regression on ab initio calculated energies and forces and
leads to effective two- and three-body potential which reproduces quantum many-body interactions
as accurately as possible. Our potential can be made continuously differentiable any number of times
at the expense of increased computational time. We made a number of performance tests on one-,
two- and three-component systems. Flexibility of the introduced approach makes the potential
transferable in terms of size and type of atomic systems. We show, that trained on randomly
generated structures with just 8 atoms in the unit cell, it significantly outperforms common empirical
interatomic potentials in the study of large systems, such as grain boundaries in polycrystalline
materials.
I. INTRODUCTION
In computational chemistry the majority of calcula-
tions are performed within Born-Oppenheimer approxi-
mation [1], which states that the motion of atomic nuclei
and electrons can be decoupled. In this approximation
the potential energy of a system is completely defined
by atomic positions, their types and the total number
of electrons in the system. Thus, the concept of poten-
tial energy surface (PES) is introduced as the functional
dependence of the potential energy on the atomic po-
sitions. At each point PES can be calculated by per-
forming ab initio electronic structure calculations, where
atomic positions are considered as the parameters of the
electronic Hamiltonian. But such calculations are com-
putationally very demanding and simpler methods are
usually used. One such method is density functional the-
ory (DFT) [2, 3], which significantly reduces the param-
eter space by introducing the charge density. Another
example is tight binding (TB) model [4] where the ex-
act Hamiltonian is replaced by a parametrised matrix.
Although these methods, especially DFT, remain quite
accurate in many applications, they are still very com-
putationally demanding, and thus it is hardly possible
to use them for systems with more than several hundred
atoms.
One possible way around this problem is to use con-
ventional empirical interatomic potentials. In this ap-
proach some fixed functional form with a few adjustable
parameters is used for linking the potential energy and
atomic positions. Such potentials are orders of magni-
tude faster, but their accuracy is limited, and for each
type of compounds a different analytical form is needed.
For example, different properties of metals are often mod-
eled with the embedded atom method [5], modified em-
bedded atom method [6] or angular-dependent potentials
[7]. Organic compounds are usually simulated with AM-
BER, CHARMM or other force fields (good review can
be found in Ref. [8]). Different chemical processes and
reactions, polymerization and isomerization can be stud-
ied with a reactive force field (ReaxFF) [9].
Another way is becoming increasingly popular nowa-
days - machine learning potentials. Regression problem
is one of the standard problems of machine learning. Ex-
amples are varying from prediction of age by photo [10]
to prediction of number of comments a blog post will re-
ceive based on its features [11]. The approximation of
the PES can be also formulated as a regression problem
and the general scheme is the following: first, energies
and forces are calculated by ab initio methods for some
set of structures, next, this dataset is used to fit some
machine learning model and after that it can be used to
efficiently and accurately predict energies and forces for
new structures. A number of machine learning potentials
were recently developed based on neural networks [12–
20], gaussian regression [21–23], linear regression [24–27]
and other approaches [28–31].
Thereby, conventional empirical potentials are the
fastest, but their accuracy is limited. Electronic structure
calculations have the best accuracy, but they are compu-
tationally very demanding. Machine learning potentials
represent a compromise between these two approaches.
In this paper we report a general two- and three-body
machine learning potential, which is as fast as conven-
tional empirical potentials and at the same time is much
more flexible.
The manuscript is structured as follows. In Section II
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2we describe the methodology of the presented two- and
three-body potential. Section III contains theoretical
comparison with the other interatomic potentials. The
new class of atomic invariant descriptors is introduced
in Section IV. Section V contains generalization of the
parametrization of the potential. In Section VI we report
numerical experiments checking the effect of all hyperpa-
rameters, performance summary, computational cost and
extraction of chemically interpretable information from
raw DFT calculations.
II. GENERAL TWO- AND THREE-BODY
POTENTIAL
The real quantum interactions between the atoms in a
chemical system can not be reduced to two- and three-
body terms. But in most cases the main contribution to
the energy variance can be ascribed to two- and three-
body interactions. So we decided to focus on them and
construct a model which is able to reproduce arbitrary
two- and three-body interactions, at the same time being
computationally efficient.
A. Methodology
For the sake of simplicity subsequent paragraphs con-
tain the description of the potential in case of single
atomic type. The generalization for multiple atomic
species is described later.
In two- and three-body interactions approximation the
energy of the system (except additive constant) is given
by:
E =
∑
i<j
E2(~ri, ~rj) +
∑
i<j<k
E3(~ri, ~rj , ~rk), (1)
where i, j and k runs over all atoms in the system, ~r are
the positions of corresponding atoms, E2 and E3 are the
energies of pair and triple interactions, respectively.
A pair of atoms has one degree of freedom - the dis-
tance between them, while a triple of atoms has three
degrees of freedom, which we decided to choose as three
sides of the corresponding triangle. Thus, Eq. 1 can be
rewritten as
E =
∑
i<j
ϕ2(| ~ri − ~rj |)
+
∑
i<j<k
ϕ3(| ~ri − ~rj |, | ~ri − ~rk |, | ~rj − ~rk |), (2)
where ϕ2 and ϕ3 are one- and three-dimensional func-
tions, which determine two- and three-body potentials.
The summation in Eq. 2 scales as O(N3), where N is the
number of atoms in the system, which is unacceptable.
Thus, two cut-off radii R2cut and R
3
cut are introduced to
discard long-range interactions. Now the summation in
the first term is performed through only such pairs of
atoms, where mutual distance is less than R2cut. Set of
such pairs we will denote as P (R2cut). Summation in the
second term we implemented in two variants—in the first
one summation is performed over triples of atoms, where
every side of corresponding triangle does not exceed R3cut,
and in the second over triples of atoms, where at least
two sides do not exceed R3cut. Sets of proper triples we
will denote as T (R3cut) for both variants. After such cut-
ting the complexity of the potential becomes the desired
O(N). The values of R2cut and R
3
cut represent the trade-
off between the speed and accuracy. The higher R2cut and
R3cut, the more accurate and slower the potential is. For
different chemical systems the best compromise between
time and accuracy can be achieved with different variants
of triples cutting. Thus, these two implemented ways to
do it provide additional flexibility.
So, to determine the two- and three-body potential
one needs to determine functions ϕ2 and ϕ3 on finite do-
mains. We decided to parametrize them in the form of
piece-wise polynomials on an equidistant grid. But the
arbitrary coefficients for these polynomials are not suit-
able, because the resulting PES approximation should
obey certain continuity properties. For example, inter-
atomic potentials are often used in molecular dynamics,
where forces—derivatives of the energy with respect to
atomic positions, are needed. Thus, PES approximation,
and therefore functions ϕ2 and ϕ3 should be continuously
differentiable. This means that one needs to impose ad-
ditional stitching conditions on polynomial coefficients.
While the most prevalent demand for the potential is
to be once continuously differentiable, sometimes a need
for greater smoothness can arise. Our framework sup-
ports constructing arbitrarily many times continuously
differentiable potentials.
Domain for the ϕ2 is the interval from some S2 ≥ 0
to R2cut. It makes sense to choose S2 6= 0 because in
all chemical systems there exists some minimal distance
such that the probability of two atoms to be closer is
vanishingly small. In practice, after fitting the potential
we continue ϕ2 from S2 or even from some C2 > S2 to
zero in accordance with the required smoothness in such
a way that it tends to infinity at zero. This is needed to
correctly handle such very rare situtations as in molecular
dynamics, when two atoms might come extremely close to
each other. We use the equidistant grid containing Q2+1
vertices, Q2 − 1 inner vertices, and thus Q2 intervals,
which are enumerated from 0.
If constructed potential is required to be k − 1 times
continuously differentiable, we use polynomials of order
k and ϕ2(r) is given by:
ϕ2(r) =
k∑
l=0
alpr
l, (3)
where alp is l-th coefficient of the polynomial on the p-th
3interval and p = bQ2 r−S2R2cut−S2 c is the index of the interval
to which r belongs.
The values of polynomials and their k − 1 derivatives
should match in all inner vertices. In addition, the value
of the last polynomial and its k − 1 derivatives at R2cut
should be equal to zero. Thus, arbitrary coefficients alp
are not suitable.
The way to ensure these stitching conditions is to use
parametrization with cardinal B-splines, which are a spe-
cial case of B-splines, when the grid is equidistant. Car-
dinal B-spline of k-th order is the k − 1 times continu-
ously differentiable (when k > 1) piece-wise polynomial
function of k-th order on each interval, whose support
consists of k+1 equidistant intervals. Cardinal B-splines
of 0, 1 and 2-nd order are shown in Fig. 1
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FIG. 1. Cardinal B-splines of 0, 1 and 2-nd order
Cardinal B-splines of arbitrary order can be calculated
using Cox-de Boor recursion formula [32, 33].
The new parametrization for ϕ2(r) is:
ϕ2(r) =
Q2−1∑
m=0
cmB
k
m(r), (4)
where cm are parametrization coefficients, B
k
m(r) are car-
dinal B-splines of order k and whose supports spread
from m− k to m-th interval, see Fig. 2
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FIG. 2. Cardinal B-splines parametrization
It is clear that any function in the form of Eq. 4
with arbitrary coefficients cm is a piece-wise polynomial
and obeys necessary stitching conditions. Also it can be
shown [34] that any function in the form of Eq. 3, which
obeys required stitching conditions, can be parametrized
in the form of Eq. 4.
Hyperparameter k controls how many times ϕ2 is con-
tinuously differentiable. But the greater is this value, the
higher is the order of each polynomial and the higher are
computational costs.
Now we will consider three-dimensional ϕ3 function,
which determines three-body interactions. Its arguments
are lengths of the sides of the triangle, which we denote
as r1, r2 and r3. The domain of ϕ3 in the case of the
first variant of triples cutting is the part of the cube
S3 ≤ r1, r2, r3 ≤ R3cut, where r1, r2 and r3 satisfy tri-
angle inequality.
Similarly to ϕ2, we introduce an equidistant grid and
put ϕ3 to be polynomial on each elementary cube. Thus,
ϕ3 is given by:
ϕ3(r1, r2, r3) =
k∑
l1,l2,l3=0
bl1,l2,l3p1,p2,p3r
l1
1 r
l2
2 r
l3
3 , (5)
where bl1,l2,l3p1,p2,p3 are coefficients of the three-dimensional
polynomial placed in the elementary cube with indices
p1, p2, p3, pα = bQ3 rα−S3R3cut−S3 c, α = 1, 2, 3.
As it was stated earlier, arbitrary coefficients bl1,l2,l3p1,p2,p3
are not suitable and thus three-dimensional cardinal B-
splines parametrization is used. Three-dimensional car-
dinal B-spline is given by:
Bkm1,m2,m3(r1, r2, r3) = B
k
m1(r1)B
k
m2(r2)B
k
m3(r3). (6)
The ϕ3 function should be symmetric with respect to
permutations of the sides of the triangle, thus symmetric
combinations of three-dimensional cardinal B-splines BS
are used for the basis:
BSkm1,m2,m3(r1, r2, r3) =
∑
α1,α2,α3
Bkα1,α2,α3(r1, r2, r3),
(7)
where summation is taken through all permutations of
m1,m2,m3.
So possible parametrization for ϕ3 can be given as:
ϕ3(r1, r2, r3) =∑
0≤m1≤m2≤m3≤Q3−1
dm1,m2,m3BS
k
m1,m2,m3(r1, r2, r3).
(8)
This parametrization can be reduced because due to tri-
angle inequality some terms in Eq. 8 will never affect the
energy. Thus, the final parametrization is:
ϕ3(r1, r2, r3) =∑
{m1,m2,m3}∈Z
dm1,m2,m3BS
k
m1,m2,m3(r1, r2, r3),
(9)
where Z is defined as subset of
0 ≤ m1 ≤ m2 ≤ m3 ≤ Q3 − 1, which contains only such
4{m1,m2,m3} that there exist such {r1, r2, r3} satisfying
triangles inequality that BSkm1,m2,m3(r1, r2, r3) 6= 0.
In case of the second variant of triples cutting, the do-
main for ϕ3 is more complex but still the parametrization
can be done in similar manner.
So the fitting process of two- and three-body poten-
tial is reduced to determining the coefficients cm and
dm1,m2,m3 . For this purpose the functional dependence
of the energy on these coefficients was investigated and
turned out to be linear:
E =
Q2−1∑
i=0
cmD
2
m +
∑
{m1,m2,m3}∈Z
dm1,m2,m3D
3
m1,m2,m3 ,
(10)
where D2m =
∑
<i,j>∈P (R2cut)
Bkm(| ~ri − ~rj |) and
D3m1,m2,m3 =
∑
<i,j,k>∈T (R3cut)
BSkm1,m2,m3(| ~ri − ~rj |, |
~ri − ~rk |, | ~rj − ~rk |)
Consequently, forces also depend linearly on the coef-
ficients cm and dm1,m2,m3 :
Fqα = −
∂E
∂rqα
=
Q2−1∑
m=0
cm(−∂D
2
m
∂rqα
)
+
∑
{m1,m2,m3}∈Z
dm1,m2,m3(−
∂D3m1,m2,m3
∂rqα
)
(11)
Thus, the fitting process is reduced to solving a linear
regression problem and general scheme is the following:
For a given dataset, which contains structures and cor-
responding ab initio calculated energies and forces, we
1) calculate values D2m, D
3
m1,m2,m3 ,
∂D2m
∂rqα
and
∂D3m1,m2,m3
∂rqα
for every structure,
2) solve a joint linear regression problem, where input
variables are values calculated at step 1 and target vari-
ables are energies and forces. The found coefficients of
the linear model are cm and dm1,m2,m3 ,
3) convert cm and dm1,m2,m3 to coefficients a
l
p and
bl1,l2,l3p1,p2,p3 .
After this the potential is ready since coefficients alp
and bl1,l2,l3p1,p2,p3 completely determine two- and three-body
potential. In our implementation derivatives
∂D2m
∂rqα
and
∂D3m1,m2,m3
∂rqα
are calculated analytically.
In case of multicomponent system the energy is given
by:
E =
∑
I≤J
∑
<i,j>∈PIJ (R2cut)
ϕI,J2 (| ~ri − ~rj |) +
∑
I≤J≤K
∑
<i,j,k>∈TI,J,K(R3cut)
ϕI,J,K3 (| ~ri − ~rj |, | ~ri − ~rk |, | ~rj − ~rk |), (12)
where I, J and K run through atomic species, PIJ(R
2
cut)
are the sets of atomic pairs, where atoms have types I and
J , TI,J,K(R
3
cut) are, analogously, sets of atomic triples,
ϕI,J2 and ϕ
I,J,K
3 are functions, which describe contribu-
tions to the energy from the pairs and triples with certain
compositions.
If the total number of atomic species in the sys-
tem is Nt, then the number of ϕ
I,J
2 and ϕ
I,J,K
3 func-
tions is Nt(Nt+1)2 and
Nt(Nt+1)(Nt+2)
6 , respectively. The
parametrization for all these functions is the same as dis-
cussed earlier for the case of one-component system with
the only difference that the symmetry for the ϕI,J,K3 is
applied only through triangles sides, which are equivalent
with taken into account atomic species. In other words,
if all I, J and K are the same, then the symmetry is
applied through all 3 triangles sides, and summation in
Eq. 7 contains 6 terms, if two of I, J and K are the
same and the third is different, then the symmetry is
applied only through 2 triangles sides and summation
in Eq. 7 contains 2 terms and if all I, J and K are
different, then symmetry is not applied and summation
in Eq. 7 contains 1 term, or, equivalently, initial 3 di-
mensional cardinal B-splines are used as basis functions.
We denote the corresponding symmetric combinations as
BSkIJKm1,m2,m3
.
Also, for different symmetries, summation in Eq. 9
should be performed through different triples of indices,
which we will denote as ZIJK . Inequalities mα ≤ mβ
should be satisfied only if rα and rβ are equivalent in tri-
angle constructed from atoms with types I, J and K; as
earlier, triangles inequality cutting should be performed.
Eventually, the Eq. 10 and 11 transform into:
E =
∑
I,J
Q2−1∑
m=0
cIJmD
2
IJm
+
∑
I,J,K
∑
{m1,m2,m3}∈ZIJK
dIJKm1,m2,m3D
3
IJKm1,m2,m3
(13)
and
Fqα =
∑
I,J
Q2−1∑
m=0
cIJm(−
∂D2IJm
∂rqα
)
+
∑
I,J,K
∑
{m1,m2,m3}∈ZIJK
dIJKm1,m2,m3 (−
∂D3IJKm1,m2,m3
∂rqα
),
(14)
5where D2IJm =
∑
<i,j>∈PIJ (R2cut)
Bkm(| ~ri − ~rj |)
and D3IJKm1,m2,m3
=
∑
<i,j,k>∈TIJK(R3cut)
BSkIJKm1,m2,m3
(|
~ri − ~rj |, | ~ri − ~rk |, | ~rj − ~rk |)
So single linear regression should be solved to si-
multaneously obtain all cIJ and dIJK coefficients and
thus fit multicomponent two- and three-body potential.
It is a well known fact, that any continuous one-
dimensional function can be approximated on the seg-
ment arbitrarily close in the form of Eq. 4 by reducing
grid spacing or, which is the same, increasing Q2 [35].
The same also applies to the three-body potential.
At the same time complexity during the calculation of
energies and forces does not depend on Q2 and Q3. In-
deed, for every considered atomic pair or triple the value
of only one one- or three-dimensional polynomial of order
k or its derivative should be calculated. Computational
costs per single atomic pair or triple increase with hyper-
parameter k, but it only relates to desired smoothness of
the potential and does not control the fitting flexibility.
In practice, we use k = 2 for all potentials in this work.
In other words the number of adjustable parameters does
not affect computational time. It is especially beneficial
in the case of multicomponent systems with large number
of atomic species where the number of these parameters
can literally be thousands due to large numfer of func-
tions ϕI,J,K3 and large proportion of asymmetric or only
partially symmetrical among them. In practice, the num-
bers of intervals of two- and three-body grids Q2 and Q3
are chosen long away in saturation area if training dataset
is big enough.
III. COMPARISON WITH OTHER
INTERATOMIC POTENTIALS
The majority of existing conventional empirical poten-
tials have a fixed functional form. Examples are Ter-
soff [36], Stillinger–Weber [37] and classical Lennard–
Jones [38] potentials. These potentials have a fixed
number of adjustable parameters, so their accuracy is
limited. Sometimes, resulting functional form is con-
structed from a fixed number of one-dimensional func-
tions parametrized by splines. Examples are [39] and [40],
where the three-body term in modifed embeded atom
model (MEAM) is factorized as:
ψ(r1, r2, θ) = f1(r1)f2(r2)f3(θ), (15)
where f1, f2 and f3 are one-dimensional functions. This
approach is more flexible but it is clear that any three-
dimensional function cannot be approximated arbitrarily
close in the form of Eq. 15.
On the other hand, machine learning potentials are
much more flexible, but their computational time in-
creases with fitting flexibility. The more complex is the
model and the more parameters it has, the slower is
the potential. Thus, these potentials are usually more
computationally demanding than conventional empirical
ones.
Presented potential is in the speed group of conven-
tional empirical potentials and at the same time is flexi-
ble enough to approximate arbitrary two- and three-body
interactions without any additional assumptions.
IV. NEW CLASS OF INVARIANT
DESCRIPTORS
Usually, machine learning potentials are constructed
in two steps. At the first step a certain set of invariant
descriptors is calculated and at the second it is fed to
some machine learning algorithm. This is done because
PES approximation should be invariant with respect to
rotation, movement, reflection and permutation of the
identical atoms in the input structure. A good review of
such descriptors is given in [23]. It is clear that descrip-
tors D2IJm and D
3
IJKm1,m2,m3
satisfy all the mentioned re-
quirements along with smoothness with respect to atomic
coordinates, and therefore can be used along with arbi-
trary smooth machine learning algorithms (e.g. neural
networks and kernel methods with smooth kernel gen-
erate smooth functions, whereas some machine learning
methods - e.g. random forest - do not). Atomic versions
of these descriptors are meant to describe local atomic
neighborhoods and are defined as:
atomic
D2Im =
∑
i∈
atomic
PI (R2cut)
Bkm(| ~ri − ~rcentral |) (16)
and
atomic
D3IJ m1,m2,m3 =
∑
<i,j>∈
atomic
TIJ (R3cut)
atomic
BSkIJm1,m2,m3(| ~ri − ~rj |, | ~ri − ~rcentral |, | ~rj − ~rcentral |), (17)
where
atomic
PI (Rcut) is the set of neighbors with type I,
atomic
TIJ (R
3
cut) is, analogously, the set of pairs of neigh-
6bors with types I and J and
atomic
BSkIJm1,m2,m3 are symmetric
combinations of three-dimensional B-splines where cen-
tral atom is considered to be inequivalent to any of its
neighbors regardless of its type. We leave the analysis of
these descriptors and the relationships between our de-
scriptors and Behler–Parinello symmetry functions [13]
to future work.
V. MORE GENERAL PARAMETRIZATION
In case of ϕ2(r), when piecewise polynomial
parametrization with polynomials of order k is used,
there are (k + 1)Q2 initial degrees of freedom. If the po-
tential should be k− 1 times continuously differentiable,
there are k stitching conditions in all inner vertices of the
grid and in the right outer vertice, kQ2 in total. So, there
are (k + 1)Q2 − kQ2 = Q2 eventual degrees of freedom
which corresponds to the Q2 coefficients in the cardinal
B-splines parametrization (in the form of Eq. 4). But one
can let the polynomials be of order k and require the po-
tential to be only kd− 1 times continuosly differentialbe,
where kd < k. In this case there are (k + 1 − kd)Q2
eventual degrees of freedom. The corresponding cardinal
B-splines parametrization is given by:
ϕ2(r) =
Q2−1∑
m=0
k∑
f=kd
cf,mB
f
m(r). (18)
In case of ϕ3 three-dimensional cardinal B-splines of
not uniform order are defined as:
Bf1,f2,f3m1,m2,m3(r1, r2, r3) = B
f1
m1(r1)B
f2
m2(r2)B
f3
m3(r3). (19)
The definition of the symmetric combinations
BSf1,f2,f3m1,m2,m3 is analogous to the Eq. 7, where in
summation f1, f2 and f3 are also rearranged along
with m1, m2 and m3. All subsequent steps including
the definition of atomic invariant descriptors
atomic
D2If,m and
atomic
D3IJ f1,f2,f3,m1,m2,m3 are the same as before.
When training dataset is large enough, there is no need
to use k > kd. Indeed, one can just put k = kd not
affecting the smoothness of the potential and increase Q2
and Q3 to ensure the same fitting flexibility. After this
procedure, the smoothness and accuracy of the potential
will be the same as before, and computational time will
be lower, since polynomials of lower order will have to be
calculated.
But when the training dataset is not big enough the
use of k > kd may increase the accuracy of the potential
since parametrization in the form of Eq. 18 along with
lower Q2 and Q3 or bigger grid intervals may have better
generalization capability.
VI. RESULTS
A. Aluminum
Aluminum is an example of a system where two- and
three body interactions approximation works well. To
illustrate performance of our potential, we applied it to
four datasets. The first one contains 5000 steps of ab
initio molecular dynamics simulation in the canonical
(NV T ) ensemble of aluminum with 108 atoms in unit
cell at 300 K and with volume 16.7 A˚
3
Atom . The second
dataset consists of 20000 random structures produced by
symmetric random structure generator from evolution-
ary algorithm USPEX [41–43], each with 8 atoms, third
is a subset of the second one and contains 7071 struc-
tures with negative energies and fourth is a subset of
the third one and contains 2088 structures with energies
less than −3.13 eVatom . The overview of these datasets
is given in Table I. All ab initio calculations of energies
and forces were performed using Vienna Ab initio Sim-
ulation Package (VASP) [44–46]. Projector-augmented
wave (PAW)[47] method was used to describe core elec-
trons and their interaction with valence electrons. The
plane wave kinetic energy cutoff was set at 500 eV and
Γ-centered k-points with a resolution of 2pi × 0.05 A˚−1
were used.
The following several subsubsections contain analysis
of the hyperparameters of the developed potential. For
the sake of brevity, thereinafter we will understand forces
as force components—projections on x, y and z axes. Er-
ror in energies per atom is rather unphysical quantity
since the total error per unit cell does not necessarily
grow proportionally to the number of atoms in it. So, we
decided to give all errors in energies per unit cell. Rel-
ative errors are calculated as the ratio of the absolute
errors to the standard deviations of the corresponding
values. All errors are given on the test samples and were
obtained either by cross-validation or by explicit parti-
tioning into train and test sets.
1. Relative importance
When solving the linear regression problem the follow-
ing minimization problem arises:
min
c,d
1
λ
(
∑
i
c2i +
∑
i
d2i )+
WE
NE
∑
i
(Eab initioi − Epredictedi(c, d))2+
WF
NF
∑
i
(Fab initioi − Fpredictedi(c, d))2,
(20)
whereWE andWF are weights for the energies and forces,
NE and NF are numbers of energies and forces in the
dataset. λ is the usual L2 regularization hyperparam-
eter, which can be selected using standard techniques
7TABLE I. Summary of aluminum datasets. Ns means the number of structures, Na is the number of atoms in unit cell. In this
particular case it is identical for all structures within one dataset. F means scalar force components—projections on x, y and
z axes.
Notation Ns Na min E,
eV
Atom
max E, eV
Atom
E, eV
Atom
√
(E − E)2, eV
Atom
√
F 2, eV
A˚
Rand1 20000 8 -3.75 54.84 4.06 7.15 22.87
Rand2 7071 8 -3.75 -0.00 -2.15 1.15 5.00
Rand3 2088 8 -3.75 -3.13 -3.48 0.19 0.69
MD 5000 108 -3.75 -3.69 -3.71 0.0034 0.35
[48, 49], while the influence of Im = WE/WF - relative
importance of energies, should be investigated manually.
First of all, we investigated it on Rand2 dataset. The
other hyperparameters of the potential were put as S2 =
S3 = 1.0 A˚, R
2
cut = 10.0 A˚, R
3
cut = 5.0 A˚, Q2 = 27, Q3 =
8, k = 2, first variant of triples cutting. For each value
of Im we measured RMS error in energies and forces.
All errors were evaluated by 20-fold cross-validation with
random partitions. Results are shown in Fig. 3.
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FIG. 3. Influence of the relative importance of energies, Im
hyperparameter. Panels A - C are related to Rand2 dataset
and illustrate cross-validation RMS errors in energies, forces
and their product respectivelly. Panels D–F illustrate errors
in energies. D corresponds to the potential trained on one-
tenth of MD dataset, E and F to the potentials with small and
large number of parameters, respectivelly, trained on Rand3
dataset.
It is very natural that the higher is the value of Im, or,
in other words, the higher priority the energies are given
the lower is the error in energies and vice versa. But there
is also another effect. The thing is that the number of
energies in the dataset is much less than the number of
forces. Indeed, structure, which contains Na atoms, con-
tributes one energy and 3Na forces to the dataset. Thus,
energies alone typically do not provide enough data to fit
the potential, and training only on energies leads to over-
fitting. When the value of Im is very large the potential
is actually trained only on energies. So, one can expect
that decreasing Im or taking into account the forces dur-
ing the fitting can reduce the test error in energies. Fig.
3 A, D, E and F illustrate the dependence of test error in
energies on the Im for different datasets and different po-
tentials. In accordance with the reasons discussed earlier
all these dependencies consist of two plateaus and a well
between them. Relative position of the plateaus and the
size of the well depend on interrelation between dataset
size and the number of parameters in the potential.
Fig. 3 B illustrates the errors in forces. We observe
qualitatively similar behaviour in all studied cases.
Since we assume that the errors in energies and forces
are equally important we decided to choose the value
of Im to minimize the product of these errors which is
plotted in Fig. 3 C.
2. Two-body hyperparameters
R2cut and R
3
cut represent the tradeoff between the ac-
curacy and computational time. The higher R2cut, the
more accurate the potential, but also slower. We mea-
sured the behaviour of the error in energies for only two-
body potential at various R2cut and different grid densi-
ties, namely 2, 4, 6, 8 and 10 intervals/A˚, on the Rand2
dataset. Results are shown in Fig. 4.
As can be seen from this plot, the RMS error converges
to some non-zero limit, which is the limit of the accuracy
of the two-body approximation.
For later calculations we have chosen R2cut = 8 A˚ and
Q2 corresponding to the grid density of 6 intervals/A˚ as
hyperparameters at which the error almost completely
converged.
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FIG. 4. Cross-validation RMS errors in energies for only two-
body potential.
3. Three-body hyperparameters
Now we fix hyperparameters of two-body potential
found previously and measure performance of two- and
three-body potential with different three-body hyperpa-
rameters. As earlier, we performed calculations for vari-
ous R3cut and several grid densities.
Fig. 5 A and 5 B illustrate the behaviour of errors in
energies and forces with increasing R3cut. As expected at
the same R3cut, the error is lower with the second variant
of triples cutting, because at the same R3cut the set of
considered triples with first variant of triples cutting is a
subset of triples included with second variant of triples
cutting. But, for the same reason, the computational
time with the second variant of triples cutting is higher at
the same R3cut, as illustrated in Fig. 5 C and 5 D. These
figures also show that computational time indeed does
not depend on Q2 and Q3 (lines for different densities
almost coincide), and thus on fitting flexibility.
Fig. 5 E and 5 F illustrate the tradeoff between ac-
curacy and computational time. It appears that for this
particular chemical system, the second variant of triples
cutting is slightly better.
We consider the R3cut = 5.2 A˚ with second variant of
triples cutting as sufficient. Q3 was chosen to correspond
grid density equal to 3 intervals/A˚.
The resulting two- and three-body potentials are
shown in Fig. 6 and 7. We independently calculated
two- and three-body contributions to the energy and it
appeared that the three-body part is an order of magni-
tude smaller. Namely, standard deviations of two- and
three-body components on the Rand2 dataset appeared
to be 9.47 eV and 1.30 eV , respectively.
4. Performance summary
Performance of the potential on the Rand2 dataset is
illustrated in Fig. 8.
For the other datasets optimal hyperparameters of the
potential were chosen in a simillar manner, and they do
not differ much.
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FIG. 5. Influence of three-body hyperparameters. All panels
contain lines for several grid densities, namely 1, 2, and 3
intervals/A˚, and first and second variants of triples cutting.
Subplots A and B illustrate errors in energies and forces for
different R3cut, C and D show computational time for energies
and forces. E and F present tradeoff between computational
time and errors. Time on the horizontal axis corresponds to
the simultaneous calculation of both energies and forces. All
measurements were taken on one core of Intel(R) Xeon(R)
CPU E5-2667 v4 for only three-body part not including the
construction of atomic neighborhoods. Times were averaged
over a set of structures from the Rand2 dataset. All standard
errors of the mean do not exceed the size of symbols.
The numerical overview is given in Tables II and III.
Dataset Rand3 is a subset of Rand2, which in turn is a
subset of Rand1. In Randα–Randβ cells all energies and
forces are predicted in cross validation cycle for Randα
dataset with hyperparameters of the potential selected
for Randα, and later the error is measured only on values,
which belong to Randβ .
Randα - MD cells illustrate the errors on MD of the
potentials trained on Randα. In case of energies these
cells illustrate the errors after additive constant adjust-
ing. Indeed, initially there is a constant systematic error,
see Fig. 9. It originates from both disrepancy between
ab initio calculations and intrinsic error of the potential.
In case of different datasets, namely Rand and MD, ab
initio calculations were performed with different param-
eters which led to different ground state energies in both
9TABLE II. Performance of GTTP for Al on energies. Absolute RMS errors are given in meV per unit cell(8 atoms/cell in case
of Randα and 108 atoms/cell in case of MD). Relative errors are calculated as the ratio of the absolute error to the standard
deviation. Randα – MD cells illustrates errors after additive constant adjusting. See Fig. 9 and discussion in the text.
train on
test on
MD Rand3 Rand2 Rand1
MD 7.4, 2.01% 9.3, 2.55%
Rand3 42.9, 11.74% 60.6, 3.89%
Rand2 119.1, 32.61% 71.2, 4.56% 208.0, 2.27%
Rand1 111.7, 30.57% 202.6, 12.99% 393.8, 4.3% 990.2, 1.73%
TABLE III. Performance of GTTP for Al on forces. Absolute RMS errors are given in meV
A˚
. Relative errors are calculated as
the ratio of the absolute error to the standard deviation.
train on
test on
MD Rand3 Rand2 Rand1
MD 12.0, 3.47% 12.3, 3.55%
Rand3 41.2, 11.85% 27.7, 4.0%
Rand2 86.6, 24.94% 34.6, 5.01% 121.8, 2.44%
Rand1 75.1, 21.63% 58.9, 8.52% 157.6, 3.15% 625.6, 2.74%
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FIG. 6. Two-body potential trained on Rand2 dataset for Al.
cases. Also, the potential itself predicts the ground state
energy not absolutely correct. While contributing rela-
tively small part to the Randα–Randβ errors, this makes
a noticiable contribution in case of Randα–MD because
the variability in the Randα datasets is much greater than
in the MD, see Table I.
Left subcell of MD–MD in the Table II illustrates
the ”interpolation” error, when the error is measured
in cross-validation cycle with random partitions, while
right subcell illustrates the ”extrapolation” error, when
potential is trained on the first third of the timeline of
molecular dynamics and tested on the last.
Thus, all errors presented in Tables II and III are mea-
sured on test samples.
Generally, the absolute error significantly depends on
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FIG. 7. Three-body potential trained on Rand2 dataset for
Al.
the variability in the dataset. The smaller part of phase
volume is covered by the potential—the smaller is the
absolute error and vice versa. Tables II and III also il-
lustrate good transferability of the potential—being fit-
ted to the beginning of the molecular dynamics trajec-
tory, it can accurately describe system states from the
last MD steps. In addition, it can with a satisfactory
accuracy predict energies and forces for structures with
108 atoms, being fitted to only structures with 8 atoms.
Taking into account that computational cost of accept-
able accurate ab initio calculations scales cubically with
system size, this property is especially usefull. The per-
formance on the MD dataset of the potential trained on
Rand3 is shown in Fig. 9:
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FIG. 8. Performance of the GTTP on the Rand2 dataset.
Energies and forces are predicted in the cross-validation cycle
on the test samples.
FIG. 9. Performance on the MD dataset of the potential
trained on Rand3 before additive constant adjusting. Note
the discrepancy between vertical and horizontal axes in the
energy graph, as discussed in the text.
5. Computational time
The hyperparameters of the potentials in previous sec-
tions were chosen far in saturation area, while it is possi-
ble to take smaller R2cut and R
3
cut to significantly reduce
computational time and only slightly affect the accuracy.
In order to investigate tradeoff between time and accu-
racy we fitted a number of potentials with different two-
and three-body hyperparameters on the Rand2 dataset.
After that we constructed the two-objective Pareto front,
the first objective being computational time, and the sec-
ond one being the product of errors in energies and forces.
To estimate errors we used explicit partitioning into train
and test dataset with 80% of the structures in the train
dataset. Times were measured within LAMMPS Molec-
ular Dynamics Simulator[50] to simultaneously calculate
energies, forces and stress tensors including constructing
atomic neighborhoods on a one core of Intel(R) Xeon(R)
CPU E5-2667 v4. Also we compared Pareto front of our
(GTTP) potential with the Pareto front of the Moment
Tensor Potential (MTP)[51]. The method of measuring
time was the same in the both cases. The result is shown
in Fig. 10.
FIG. 10. Accuracy–computational time tradeoff. Times were
averaged over a set of structures from the Rand2 dataset. All
standard errors of the mean do not exceed the size of the
symbols.
MTP is one of the fastest machine learning poten-
tials. Namely, it was shown[24] that on the same
dataset with the same accuracy MTP is approximately
170 times faster than the Gaussian Approximation Po-
tential (GAP)[21]. This was also confirmed in a recent
study [52], where a comprehensive comparison of several
machine learning potentials was performed. In spite of
this, our potential convincingly outperforms MTP in the
fast area. With increasing the computational time the
error of the GTTP converges to a nonzero limit which is
caused by the error of the two- and three-body interac-
tions approximation itself. When this happens the error
of the systematically improvable MTP becomes lower.
In case of forces the convergence is reached already at
10−6 secatom , whereas in the case of energies it is reached at
10−6− 10−5 secatom . Some potentials from the Pareto front
are shown in the Table IV
When there are more than one atomic species the po-
tential energy surface is more complex, and, therefore,
more parameters are required. Particularly, in GTTP the
number of parameters grows cubically with the number
of atomic species. But at the same time computational
cost of our potential does not increase with the num-
ber of parameters or with the number of atomic species.
This is not the case for the majority of machine learning
potentials and of MTP in particular, so one can expect
that the relative performance of our potential will be even
better on multicomponent systems.
B. Tungsten
Intrinsic flexibility of the potential makes it transfer-
able in terms of types and sizes of atomic systems. The
example of tungsten demonstrates good performance of
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TABLE IV. Accuracy–computational time tradeoff on the Rand2 dataset. Columns time E and time F are related to the
separate calculation of energies and forces outside the LAMMPS Molecular Dynamics Simulator not including construction of
atomic neighborhoods. Total time represents the time to simultaneously calculate energies, forces and stress tensors within
LAMMPS Molecular Dynamics Simulator including construction of atomic neighborhoods. The total time should not be
necessarily more than the sum of the times to calculate energies and forces separately because this calculations share a large
amount of work such as, for example, calculation of monomials rl11 r
l2
2 r
l3
3 . Times were averaged over a set of structures from
the Rand2 dataset. The given errors represent standard errors of the mean.
time E, µs
atom
time F, µs
atom
total time, µs
atom R
2
cut, A˚ R
3
cut, A˚
triples
cutting
RMSE E, eV RMSE F, eV
A˚
0.031 ± 0.001 0.048 ± 0.002 0.29 ± 0.01 2.5 - - 1.16, 12.69% 0.50, 9.98%
0.046 ± 0.002 0.071 ± 0.003 0.39 ± 0.01 2.7 - - 0.72, 7.84% 0.32, 6.33%
0.118 ± 0.006 0.18 ± 0.01 0.51 ± 0.02 2.7 2.2 second 0.62, 6.78% 0.23, 4.66%
0.17 ± 0.007 0.24 ± 0.01 0.64 ± 0.02 2.8 2.8 first 0.46, 5.04% 0.16, 3.29%
0.51 ± 0.02 0.92 ± 0.04 1.42 ± 0.06 2.8 2.8 second 0.35, 3.85% 0.14, 2.75%
1.15 ± 0.05 2.12 ± 0.08 3.0 ± 0.1 3.1 3.1 second 0.30, 3.28% 0.13, 2.61%
2.43 ± 0.09 4.4 ± 0.2 6.1 ± 0.2 3.5 3.5 second 0.26, 2.86% 0.12, 2.44%
5.8 ± 0.2 11 ± 0.4 13.3 ± 0.5 4.0 4.0 second 0.24, 2.61% 0.12, 2.32%
14.5 ± 0.3 25.3 ± 0.5 31.4 ± 0.5 4.7 4.7 second 0.22, 2.43% 0.11, 2.28%
15.9 ± 0.3 27.6 ± 0.5 34.6 ± 0.7 4.8 4.8 second 0.22, 2.42% 0.11, 2.27%
126 ± 2 200 ± 3 221 ± 2 10.2 6.2 second 0.21, 2.29% 0.12, 2.33%
GTTP for such huge systems as grain boundaries (GBs),
which are among of the most challenging subjects of com-
putational chemistry [53]. To create the potential only
the knowledge of randomly generated crystalline config-
urations of tungsten was used: the dataset consisted of
7286 structures with 8 atoms in the unit cell, their ener-
gies varied from −13.02 eVatom to −11.25 eVatom with mean of
−12.35 eVatom and standard deviation of 0.48 eVatom . Stan-
dard deviation of force components was 0.89 eV
A˚
. Values
of R2cut and R
3
cut were set to 10.0 A˚ and 6.0 A˚, respec-
tively, and first variant of triples pruning was chosen.
The test errors of GTTP in energies and forces were
0.33eV (per unit cell) or 8.5% and 0.26 eV
A˚
or 29%, which
is illustrated in Fig. 11.
FIG. 11. Performance of GTTP for tungsten.
In order to test performance of the constructed poten-
tial on GBs, we compared the results of grain boundaries
structure prediction made using the USPEX code. In this
work, a family of Σ27(55¯2)[110] symmetric tilt GBs of
tungsten with different atomic densities were predicted.
The structures had been subsequently relaxed using the
LAMMPS code [54], employing EAM1 [55] and EAM2
[56] potentials. In order to verify their stability, ab initio
calculations were performed. We used the same initial
structures for the calculation with GTTP potential. The
results of these three approaches are summarized in Table
V. The ground state of the Σ27(55¯2)[110] GB is demon-
strated in Fig. 12.
Label [n] EAM1 EAM2 GTTP DFT
GB1 1/2 2,819 2,555 2,592
GB2 1/2 2,811 2,556 2,593
GB3 1/2 2,818 2,605 2,594
GB4 1/2 2,807 2,606 2,595
GB5 1/2 2,817 2,556 2,609
GB6 1/2 2,802 2,555 2,610
GB7 1/2 2,798 2,555 2,624
GB8 1/2 2,796 2,555 2,626
GB9 1/2 2,812 2,559 2,628
GB10 0 3,171 2,850 2,960
GB11 1/2 2,493 2.605 2,590
GB12 0 2,495 2,947 2,951
GB13 0 2,670 2,851 2,973
GB14 0 2,584 2,680
RMSE 0.203 0.321 0.065
TABLE V. Comparison of energies of Σ27(55¯2)[110] symmet-
ric tilt GBs with EAM1, EAM2, GTTP potentials and DFT.
Within EAM potentials GB14 structure is unstable. Atomic
density [n] is indicated in the second column. Root-mean-
square error (RMSE) with respect to DFT was used as a
quality metric of the algorithms. All data are given in J ·
m−2 units.
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FIG. 12. Ground state of the Σ27[55¯2](110) GB from evolutionary search with GTTP, γGB = 2.55 J · m−2.
Despite good agreement between GTTP and DFT re-
sults, both these methods operated with the structures,
which were previously generated by USPEX and relaxed
by EAM potentials. Therefore, we performed the same
evolutionary search, but used our GTTP for structure re-
laxation. Fig. 13 demonstrates the results of the search.
Obtained GBs and their energies are marked by blue
circles, while orange diamonds correspond to the most
stable GBs predicted within EAM potentials [57]. The
energy is plotted as a function of atomic density [n].
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FIG. 13. Results of the evolutionary search with GTTP. The
GB energy is plotted as a function of atomic density [n]. GB1
– GB14 structures from Ref. [57] are marked with orange
diamonds.
Thus, all the structures from Table V were found by
evolutionary search with GTTP. Comparison of the en-
ergy values show that GTTP practically removes ambi-
guity in the ground state representation, which plagued
EAM potentials and provides 3-5 time better accuracy.
It is worth noting, that the metastable GB14 structure
(Figure 14) with [n]=0, which was previously discovered
in work [58], was found by evolutionary search, while
both EAM potentials treated it as unstable one.
TABLE VI. Performance of the two- and three-body potential
on the Li-intercalated anatase
dataset number of structures
√
F 2 eV
A˚
RMSE F eV
A˚
LixTiO2(1) 618 0.83 0.086, 10.3 %
LixTiO2(2) 947 2.01 0.152, 7.6 %
LixTiO2(3) 218 22.4 0.795, 3.5 %
C. Performance on two- and three component
systems
To test our potential on multicomponent systems
we applied it to titanium hydride and Li-intercalated
anatase TiO2. Titanium hydride dataset contained 17335
steps of ab initio molecular dynamics trajectory with 108
titanium and 189 hydrogen atoms in unit cell. This was
taken from our recent study [59]. The force component
standard deviation is 0.92 eV
A˚
. We trained our poten-
tial on the first third of the molecular dynamics trajec-
tory and tested on the last. We choose R2cut = 10.0 A˚,
R3cut = 4.34 A˚ and second variant of triples cutting. The
error turned out to be 0.070 eV
A˚
or 7.6% , which is illus-
trated in Fig. 15.
In case of Li-intercalated anatase TiO2 we used
three datasets with random structures—LixTiO2(1) [60],
LixTiO2(2) and LixTiO2(3). Datasets LixTiO2(2) and
LixTiO2(3) were generated by applying some mutations
to the structures from the LixTiO2(1) dataset. All
datasets contain structures with 16 titanium and 32 oxy-
gen atoms. The number of lithium atoms varied from 1
to 14 in LixTiO2(1) and LixTiO2(3), and was equal to 14
in LixTiO2(2). Chosen hyperparameters of the potential
are R2cut = 10.9 A˚, R
3
cut = 4.7 A˚. The numerical results
about potential performance are given in the Table VI
and illustrated in Fig. 16.
The absolute error grows with the increase of standard
deviations of force components or with the coverage of
phase volume. But at the same time the relative error
decreases. We already faced this behaviour for aluminum
in the Section VI A 4. The same situation was also ob-
served in [61].
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Side view 1 Side view 2
FIG. 14. Metastable GB14 structure from [58],, and also predicted in this work with USPEX and GTTP, γGB = 2.58 J · m−2.
FIG. 15. Performance of GTTP on titanium hydride
FIG. 16. Performance of GTTP on Li-intercalated anatase
D. Chemical insights from raw data
Besides other advantages, our approach enables extrac-
tion of interpretable information from large amounts of
raw ab initio calculations, and further we will consider
carbon as an example. In order to fit the potential we
used a dataset containing 8353 random crystal structures
each with 8 atoms in the unit cell. The energy varied
from −8.9 eVatom to −5.0 eVatom . The resulting two- and
three-body potentials are shown in Fig. 17 and 18.
The position of the minimum of the two-body poten-
tial is 1.43 A˚, which as expected corresponds to the C-C
bond lenth (the C-C bond length is 1.40 A˚ in graphite,
and 1.54 A˚ in diamond). The three-body potential has a
very distinct minimum, which is also shown in the form of
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FIG. 17. Two-body potential for carbon.
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FIG. 18. Three-body potential for carbon.
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FIG. 19. -2.0 Ev isosurface of the 3-body potential for carbon
(in the center).
isosurface in Fig. 19, at equilateral triangle with the side
of 2.47 A˚. This means that carbon should prefer crystal
structures with such triangles. As Fig. 20 [62, 63] shows,
both graphite and diamond contain such equilateral tri-
angles with the side of approximately 2.5 A˚.
A B
FIG. 20. Equilateral C-C-C triangles in (a) graphite and (b)
diamond
In addition, the importance of two- and three-body
interactions in various systems can be studied. In order
to do it, we gathered statistics for aluminum, tungsten
and carbon, which is shown in Table VII.
In case of aluminum, the two-body description can
reproduce the most of the variability in energies and
forces. The error of only two-body potential is relatively
low, and, in case of two- and three-body potential, the
three-body part plays the role of small correction. The
situation is the opposite for tungsten and carbon. In
this case, the three-body interactions are very impor-
tant, and, moreover, correlations of higher order make
a noticeable contribution to the energy variance.
VII. CONCLUSION
We have developed the framework for constructing
two- and three-body potentials. Our methodology al-
lows to model any two- and three-body interactions with
arbitrary precision. At the same time, computational
costs do not depend on the number of parameters or fit-
ting flexibility and constitute a constant time per every
considered pair or triple of atoms.
We applied our potential to aluminum, tungsten, tita-
nium hydrite, Li-intercalated anatase TiO2 and carbon.
In case of aluminum it showed great accuracy and good
transferability properties—we found that the potential
trained on only small random structures is able to de-
scribe with satisfactory accuracy large structures from a
different distribution than in the training dataset. This
is even more noticeable in the case of tungsten, where
we used only random structures with just 8 atoms in the
unit cell as training dataset and then applied the po-
tential to study large-scale grain boundaries in polycrys-
talline structures. We found that our potential signifi-
cantly outperforms conventional EAM potentials specif-
ically prepared for this purpose. In terms of RMSE of
surface energy our potential is 3–5 times better.
We studied the tradeoff between accuracy and compu-
tational time given by the developed potential on alu-
minum and found that our potential has good accuracy
already at the times of the order of 10−6 − 10−5 secatom .
The fitting procedure of our potential is very simple
and reduces to linear regression. The number of hyper-
parameters is relatively small and the influence of each of
them was studied in detail. It is not necessary to search
over hyperparameters for every new dataset from scratch.
Q2, Q3 and Im can be transferred directly, while R
2
cut
and R3cut can be choosen in such a way as to ensure the
same number of considered pairs and triples of atoms. It
approximately corresponds to the same average number
of neighbors within the spheres of radii R2cut and R
3
cut.
In addition, the shape of the two- and three-body
potential itself can provide useful chemical insights as
shown by the example of carbon. But such interpreta-
tions should be made with great care because the poten-
tial depends not only on the chemical properties of corre-
sponding atoms, but also on the distribution of structures
in the training dataset, as well as on hyperparameters.
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TABLE VII. Importance of two- and three-body interactions in aluminum, tungsten and carbon. For every dataset the following
information is included: 1) standard deviation of ab initio energies in the dataset; 2) standard deviation of energies predicted
by only two-body component of two- and three-body potential; 3) same for three-body component; 4) RMSE error of only
two-body potential; 5) RMSE error of two- and three-body potential; 6-10) the same for forces.
dataset aluminum Rand2 tungsten carbon
STD E, eV 9.16 3.85 5.79
STD E 2-body, eV 9.47 5.70 7.50
STD E 3-body, eV 1.30 3.63 5.80
RMSE E only 2-body, eV 0.54, 5.9% 0.63, 16.5% 4.42, 76.3%
RMSE E 2- and 3-body, eV 0.21, 2.27% 0.33, 8.5% 2.02, 35.0 %
STD F, eV
A˚
5.00 0.89 5.81
STD F 2 body, eV
A˚
4.92 0.77 5.64
STD F 3-body, eV
A˚
0.48 1.08 2.83
RMSE F only 2-body, eV
A˚
0.29, 5.8% 0.46, 51.9% 1.96, 33.8%
RMSE F 2- and 3-body, eV
A˚
0.12, 2.4% 0.26, 29.3% 1.17, 20.2%
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