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MORE ON ω-ORTHOGONALITIES AND ω-PARALLELISM
M. TORABIAN1, M. AMYARI 2∗ AND M. MORADIAN KHIBARY3
Abstract. We investigate some aspects of various numerical radius orthogonalities and
numerical radius parallelism for bounded linear operators on a Hilbert space H . Among
several results, we show that if T, S ∈ B(H ) and M∗
ω(T ) = M
∗
ω(S), then T ⊥ωB S if and
only if S ⊥ωB T , where M∗ω(T ) = {{xn} : ‖xn‖ = 1, limn |〈Txn, xn〉| = ω(T )}, and ω(T ) is
the numerical radius of T and ⊥ωB is the numerical radius Birkhoff orthogonality.
1. Introduction and preliminary
Let (H , 〈·, ·〉) be a complex Hilbert space and B(H ) be the C∗-algebra of all bounded
linear operators. The numerical range of an operator T ∈ B(H ) is the subset of the complex
numbers C given by W (T ) = {〈Tx, x〉 : x ∈ H , ‖x‖ = 1} and the numerical radius of T is
defined by
ω(T ) = sup{|〈Tx, x〉| : ‖x‖ = 1}.
It is known that ω(T ) is a norm on B(H ) satisfying
ω(T ) ≤ ‖T‖ ≤ 2ω(T ), (1.1)
where ‖T‖ denotes the operator norm of T . If T is self-adjoint, then ω(T ) = ‖T‖ [4]. The
authors in [5, Theorem 1.1] proved that if T =
[
a b
0 d
]
for all a, b, d ∈ C, then
ω(T ) =
1
2
|a+ d|+ 1
2
√
|a− d|2 + |b|2. (1.2)
Let T, S ∈ B(H ), if S∗T = 0, then we say that T is orthogonal to S and we write S ⊥ T .
We say that T is Birkhoff orthogonal to S, if ‖T + λS‖ ≥ ‖T‖ for all λ ∈ C and we write
T ⊥B S. It is easy to show that the Birkhoff orthogonality is homogeneous (that is, if
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T ⊥B S, then αT ⊥B βS for all α, β ∈ C). In general, the Birkhoff orthogonality is neither
additive nor symmetric. Turnsˆek [11] proved the Birkhoff orthogonality is symmetric if and
only if one of operators is a scalar multiple of an isometry or coisometry.
Let (X, ‖.‖) be a normed space. An element x ∈ X is said to be norm-parallel to an
element y ∈ X , denote by x ‖ y, if
‖x+ λy‖ = ‖x‖+ ‖y‖ for some λ ∈ T,
where T = {µ ∈ C : |µ| = 1}.
For two operators T, S ∈ B(H ), the authors in [8], introduced the notion of parallelism.
The operator T is called the numerical radius parallel to S, denote by T ‖ω S, if
ω(T + λS) = ω(T ) + ω(S) for some λ ∈ T
Now, we give some types of orthogonalities for operators on a Hilbert space H based on the
notion of the numerical radius.
Definition 1.1. Suppose that T, S ∈ B(H ).
(i) The operator T is called the numerical radius Pythagorean orthogonal to S, denoted
by T ⊥ωp S, if
ω2(T + S) = ω2(T ) + ω2(S).
This notion is introduced in [7].
(ii) The operator T is called the numerical radius Birkhoff orthogonality to S, denoted by
T ⊥ωB S, if
ω(T + λS) ≥ ω(T ) for all λ ∈ C.
Recently, some mathematicians studied numerical radius orthogonality and numerical ra-
dius parallelism for operators, for instance, see [2, 3, 6, 9, 12].
2. Numerical radius Birkhoff orthogonality
In this section, we aim to prove some properties of numerical radius Birkhoff orthogonality
⊥Bω. Suppose that T, S ∈ B(H ). It is easy to see that ⊥ωB is nondegenerate (T ⊥ωB T
if and only if T = 0) and homogenous (T ⊥ωB S ⇒ αT ⊥ωB βS for all α, β ∈ C). The
authors of [7] showed that (i) T ⊥ωB S if and only if T ∗ ⊥ωB S∗; (ii) if T is self-adjoint, then
MORE ON ω-ORTHOGONALITY AND ω-PARALLELISM 3
T ⊥ωB S implies that T ⊥B S; (iii) if T 2 = 0, then T ⊥B S implies that T ⊥ωB S.
In addition, if S ⊥ T and S is surjective, then S∗T = 0 and
ω(T ) = sup{|〈Tx, x〉| : ‖x‖ = 1} = sup{|〈TSx1, Sx1〉| : ‖Sx1‖ = 1}
= sup{|〈S∗TSx1, x1〉| : ‖Sx1‖ = 1} = 0.
Hence T = 0. As a consequence, we get S ⊥ωB T .
The following example shows that ⊥ does not imply ⊥ωB , in general. Indeed, the condition
of surjectivity is necessary.
Example 2.1. Suppose that S =
[
0 −1
0 1
]
T =
[
0 1
0 1
]
are in M2(C) and S is not surjec-
tive. Then S∗T = 0, that is S ⊥ T . By equation (1.2), ω(S) = 1+
√
2
2
and for λ = −1, we get
ω(S − T ) = 1. Therefore ω(S) > ω(S − T ). Hence, S 6⊥ωB T .
The following theorem gives a characterization of the numerical radius Birkhoff orthogo-
nality of operators on a Hilbert space.
Theorem 2.2. [7, Theorem 2.3] Let T, S ∈ B(H ). Then T ⊥ωB S if and only if for each
θ ∈ [0, 2pi), there exists a sequence {xθn}n∈N of unit vectors in H such that the following two
conditions hold:
(i) lim
n
|〈Txθn, xθn〉| = ω(T ),
(ii) lim
n
Re{e−iθ〈Txθn, xθn〉〈Sxθn, xθn〉} ≥ 0.
Now, we show that “ ⊥ωB ” is not symmetric, in general.
Example 2.3. Suppose that T =
[
1 0
0 0
]
and S =
[
0 1
0 −1
]
are in M2(C). Then equation
(1.2) implies that ω(T ) = 1, and ω(T+λS) =
1
2
|1−λ|+1
2
√
|1 + λ|2 + |λ|2 ≥ 1
2
|1−λ+1+λ| =
1 for each λ ∈ C. Hence ω(T + λS) ≥ ω(T ) and so T ⊥ωB S. On the other hand,
ω(S) =
1 +
√
2
2
= 1.207. For λ = 1, we get ω(S + T ) =
√
5
2
= 1.118 < 1.207. Hence,
ω(S + λT ) < ω(S), and so S 6⊥ωB T .
We can show that ⊥ωB is symmetric if one of the operators is identity.
Proposition 2.4. Let T ∈ B(H ). If T ⊥ωB I, then I ⊥ωB T .
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Proof. Let θ ∈ [0, 2pi) be given. Since T ⊥ωB I, for ϕ = 2pi−θ there exists a sequence {xϕn}n∈N
of unit vectors in H such that lim
n
|〈Txϕn, xϕn〉| = ω(T ) and lim
n
Re{e−iϕ〈Txϕn, xϕn〉〈Ixϕn, xϕn〉} ≥
0. Put xθn = x
ϕ
n. Then ω(I) = 1 = lim
n
|〈Ixθn, xθn〉| and lim
n
Re{e−iθ〈Ixθn, xθn〉〈Txθn, xθn〉} =
lim
n
Re{e−iθ〈Ixθn, xθn〉〈Txθn, xθn〉} ≥ 0. That is I ⊥ωB T . 
Let T ∈ B(H ). The set of all sequences in the closed unit ball H at which T attains
numerical radius is denoted by
M∗ω(T ) = {{xn} : ‖xn‖ = 1, lim
n
|〈Txn, xn〉| = ω(T )}.
Suppose that T ⊥ωB S. The following theorem gives some conditions under which S ⊥ωB
T .
Lemma 2.5. Let T, S ∈ B(H ) and T ⊥ωB S. If for each sequence {xn} ∈ M∗ω(T ) there
exists a sequence {yn} ∈M∗ω(S) with limn |〈xn, yn〉| = 1, then S ⊥ωB T .
Proof. For each λ ∈ C there exists θ ∈ [0, 2pi) such that λ = e−iθ|λ|. Since T ⊥ωB S, there
exists {xθn} ∈M∗ω(T ) such that
lim
n
|〈Txθn, xθn〉| = ω(T ) and lim
n
Re{e−iθ〈Txθn, xθn〉〈Sxθn, xθn〉} ≥ 0.
Hence
ω2(S + λT ) ≥ lim
n
|〈(S + λT )xθn, xθn〉|2
= lim
n
(
|〈Sxθn, xθn〉|2 + 2|λ|Re{e−iθ〈Txθn, xθn〉〈Sxθn, xθn〉}+ |λ|2|〈Txθn, xθn〉|2
)
≥ lim
n
|〈Sxθn, xθn〉|2.
By the assumption, there exists {yn} with ‖yn‖ = 1 such that limn |〈Syn, yn〉| = ω(S) and
limn |〈xθn, yn〉| = 1. For each n, we can write yn = αnxθn + zn with 〈xθn, zn〉 = 0 for some
αn ∈ C. Then 1 = limn |〈xθn, yn〉| = limn |αn|. From 1 = ‖yn‖2 = |αn|2 + ‖zn‖2 we conclued
that limn ‖zn‖ = 0. The CauchySchwarz inequality implies that
ω(S) = lim
n
|〈Syn, yn〉| = lim
n
|〈S(αnxθn + zn), αnxθn + zn〉|
= lim
n
||αn|2〈Sxθn, xθn〉+ αn〈Sxθn, zn〉+ α¯n〈Szn, xθn〉+ 〈Szn, zn〉|
= lim
n
|〈Sxθn, xθn〉|.
Therefore ω(S) ≤ ω(S + λT ), that is S ⊥ωB T . 
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As a consequence of Theorem 2.2, we get the following.
Theorem 2.6. Let T, S ∈ B(H ) and M∗ω(T ) = M∗ω(S). Then T ⊥ωB S if and only if
S ⊥ωB T .
Now, we recall the following proposition that we will need in what follows.
Proposition 2.7. [1, Proposition 3.6] Let T, S ∈ B(H ). Then the equality ω(T + S) =
ω(T ) + ω(S) holds if and only if there exists a sequence {xn}n∈N of unit vectors in H such
that
lim
n
〈Txn, xn〉〈Sxn, xn〉 = ω(T )ω(S)
Theorem 2.8. Let T, S ∈ B(H ). Then the following statements hold:
(i) If T ⊥ωB (ω(T )S − ω(S)T ), then ω(T + S) = ω(T ) + ω(S).
(ii) If ω(e−iθT + S) = ω(T ) + ω(S) for each θ ∈ [0, 2pi), then T ⊥ωB (ω(S)T − ω(T )S).
Proof. (i): Let T ⊥ωB (ω(T )S−ω(S)T ). Then for θ = 0, there exists a sequence {xn}n∈N of
unit vectors in H such that
lim
n
|〈Txn, xn〉| = ω(T ) and lim
n
Re
{
〈Txn, xn〉〈(ω(T )S − ω(S)T )xn, xn〉
}
≥ 0.
Therefore,
0 ≤ lim
n
Re
{
〈Txn, xn〉〈(ω(T )S − ω(S)T )xn, xn〉
}
= lim
n
Re
{
ω(T )〈Txn, xn〉〈Sxn, xn〉
}
− lim
n
Re
{
ω(S)〈Txn, xn〉〈Txn, xn〉
}
= ω(T ) lim
n
Re
{
〈Txn, xn〉〈Sxn, xn〉
}
− ω(S)ω2(T ),
from which we get limnRe
{
〈Txn, xn〉〈Sxn, xn〉
}
≥ ω(S)ω(T ). Hence, by passing to subsequences
if necessary, we obtain
ω(S)ω(T ) ≤ lim
n
Re
{
〈Txn, xn〉〈Sxn, xn〉
}
≤ lim
n
|〈Txn, xn〉〈Sxn, xn〉| ≤ ω(S)ω(T ).
Thus
lim
n
〈Txn, xn〉〈Sxn, xn〉 = ω(T )ω(S).
It follows from Proposition 2.7 that ω(T + S) = ω(T ) + ω(S).
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(ii): Let θ ∈ [0, 2pi) such that ω(e−iθT+S) = ω(T )+ω(S). Then there exists a sequence {xθn}n∈N
of unit vectors in H such that
ω(T ) + ω(S) = ω(e−iθT + S) = lim
n
|〈(e−iθT + S)xθn, xθn〉|
≤ lim
n
|〈e−iθTxθn, xθn〉|+ lim
n
|〈Sxθn, xθn〉|
≤ ω(T ) + ω(S),
where we use Bolzano–Weierstrass theorem and pass to subsequences of {xθn}n∈N if necessary. Hence
lim
n
|〈e−iθTxθn, xθn〉| = ω(T ) and lim
n
|〈Sxθn, xθn〉| = ω(S). On the other hand,
(ω(T ) + ω(S))2 = ω2(e−iθT + S) = lim
n
|〈(e−iθT + S)xθn, xθn〉|2
= lim
n
(
|〈e−iθTxθn, xθn〉|2 + 2Re
{
e−iθ〈Txθn, xθn〉〈Sxθn, xθn〉
}
+ |〈Sxθn, xθn〉|2
)
≤ lim
n
(
|e−iθ〈Txθn, xθn〉|2 + 2|e−iθ〈Txθn, xθn〉〈Sxθn, xθn〉|+ |〈Sxθn, xθn〉|2
)
≤ ω2(T ) + 2ω(T )ω(S) + ω2(S) = (ω(T ) + ω(S))2.
Hence, limnRe
{
e−iθ〈Txn, xn〉〈Sxn, xn〉
}
= ω(T )ω(S). In addition,
lim
n
Re
{
e−iθ〈Txθn, xθn〉〈(ω(T )S − ω(S)T )xθn, xθn〉
}
= lim
n
Re
{
e−iθ
(
ω(T )〈Txθn, xθn〉〈Sxθn, xθn〉
− ω(S)〈Txθn, xθn〉〈Txθn, xθn〉
)}
= ω(T )
(
lim
n
Re{e−iθ〈Txθn, xθn〉〈Sxθn, xθn〉}
)
− ω(S)
(
lim
n
Re{e−iθ|〈Txθn, xθn〉|2}
)
= ω2(T )ω(S)
(
1− Re(e−iθ)
)
≥ 0
Note that |Re(e−iθ)| ≤ 1. Theorem 2.2 implies that T ⊥ωB (ω(T )S − ω(S)T ). 
Proposition 2.9. Let T, S ∈ B(H ) and T be a positive operator. Then T ⊥ωB S if and
only if T + I ⊥ωB S.
Proof. Let T be positive and T ⊥ωB S. Then for each θ ∈ [0, 2pi), there exists {xθn} with
‖xθn‖ = 1 such that
lim
n
|〈Txθn, xθn〉| = ω(T ) and lim
n
Re{e−iθ〈Txθn, xθn〉〈Sxθn, xθn〉} ≥ 0. (2.1)
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By passing to subsequences we may assum that lim
n
〈Sxθn, xθn〉 exists. Since T is positive,
ω(T + I) = ω(T ) + 1. Hence
lim
n
|〈(T + I)xθn, xθn〉| = lim
n
|〈Txθn, xθn〉+ 〈Ixθn, xθn〉|
= lim
n
|〈Txθn, xθn〉+ 1|
= ω(T ) + 1 = ω(T + I).
Furthermore,
lim
n
Re{e−iθ〈(T+I)xθn, xθn〉〈Sxθn, xθn〉} = lim
n
(
Re{e−iθ〈Txθn, xθn〉〈Sxθn, xθn〉}+Re{e−iθ〈Sxθn, xθn〉}
)
≥ 0.
Note that since 〈Txθn, xθn〉 ≥ 0, inequality (2.1) implies that limnRe{e−iθ〈Sxθn, xθn〉} ≥ 0.
Thus T + I ⊥ωB S.
Conversely, let T + I ⊥ωB S. Let λ ∈ C. We have ω(T + I + λS) > ω(T + I). In addition,
ω(T ) + 1 = ω(T + I) ≤ ω(T + I + λS) ≤ ω(T + λS) + 1.
Hence ω(T ) ≤ ω(T + λS). Thus T ⊥ωB S. 
In the following example, we show that the positivity condition on T cannot be omitted
in Proposition 2.9.
Example 2.10. Let T =
[
1 0
0 −1
]
, and S =
[
1 1
0 1
]
.
Then ω(T ) = 1 and ω(T + λS) = |λ|+ 1
2
√
4 + |λ|2 for each λ ∈ C. Hence ω(T + λS) ≥ 1
and so T ⊥ωB S. Furthermore, T + I =
[
2 0
0 0
]
and ω(T + I) = 2. On the other hand,
ω(T + I + λS) = ω
([
2 + λ λ
0 λ
])
=
1
2
|2 + 2λ|+ 1
2
√
4 + |λ|2.
If λ = −1, then ω(T + I − S) =
√
5
2
< 2. So T + I 6⊥ωB S.
Remark 2.1. At the end of this section, we show that for some special classes of operators
T 6⊥ωB S. Let T, S ∈ B(H ) be positive operators and ω(S) 6= 0. Then T 6⊥ωB S. To see
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this on the contrary, without loss of generality, assume that T ⊥ωB S. Then there exists a
sequence {xn} in H such that for each λ ∈ C,
lim
n
|〈Txn, xn〉+ λ〈Sxn, xn〉| = ω(T + λS).
put λ = −ω(T )
ω(S)
, α =
limn〈Sxn, xn〉
ω(S)
, β =
limn〈Txn, xn〉
ω(T )
, (α, β ∈ [0, 1]). Then
ω(T + λS) = lim
n
∣∣∣〈Txn, xn〉 − ω(T )
ω(S)
〈Sxn, xn〉
∣∣∣
= |β − α|ω(T ) < ω(T ),
whis gives a contradiction.
Moreover, it is easy to show that in special case ⊥ωB is additive. Suppose that T, S, U ∈
B(H ) such that S, U are two positive operators. Then both T ⊥ωB S and T ⊥ωB U if and
only if T ⊥ωB S + U .
3. Numerical radius parallelism and Numerical radius orthogonalities
In this section, we state some relations between numerical radius parallelism and some
types of numerical radius orthogonalities.
Theorem 3.1. [8, Theorem 2.2] Let T, S ∈ B(H ). Then the following statements are
equivalent:
(i) T ‖ω S.
(ii) There exists a sequence of unit vectors {xn} in H such that
lim
n→∞
∣∣〈Txn, xn〉〈Sxn, xn〉∣∣ = ω(T )ω(S).
In addition, if {xn} is a sequence of unit vectors in H satisfying (ii), then it also satisfies
lim
n→∞
|〈Txn, xn〉| = ω(T ) and lim
n→∞
|〈Sxn, xn〉| = ω(S).
Theorem 3.2. Let T, S ∈ B(H ) such that limn(Re〈Txn, xn〉〈Sxn, xn〉) = 0 for each se-
quence {xn} ∈
(
M∗ω(T ) ∩M∗ω(S)
)
∪M∗ω(S+T ). Then the following statements are equivalent.
(i) T ‖ω S;
(ii) T ⊥ωp S.
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Proof. (i) ⇒ (ii): Let T ‖ω S. Employing Theorem 3.1, we get a sequence {xn} ∈
(
M∗ω(T ) ∩
M∗ω(S)
)
such that limn |〈Txn, xn〉| = ω(T ) and limn |〈Sxn, xn〉| = ω(S). Hence
lim
n
|〈(T + S)xn, xn〉|2 = lim
n
(
|〈Txn, xn〉|2 + 2Re〈Txn, xn〉〈Sxn, xn〉+ |〈Sxn, xn〉|2
)
= ω2(T ) + ω2(S).
Let {yn} ∈M∗ω(T+S). Hence
ω2(T ) + ω2(S) = lim
n
|〈(T + S)xn, xn〉|2 ≤ ω2(T + S)
= lim
n
|〈(T + S)yn, yn〉|2 = lim
n
|〈Tyn, yn〉|2 + lim
n
|〈Syn, yn〉|2
≤ ω2(T ) + ω2(S).
Then ω2(T + S) = ω2(T ) + ω2(S), which means that T ⊥ωp S.
(ii) ⇒ (i): Let T ⊥ωp S and {xn} ∈M∗ω(T+S). Then
ω2(T ) + ω2(S) = ω2(T + S) = lim
n
|〈(T + S)xn, xn〉|2 = lim
n
|〈Txn, xn〉|2 + |〈Sxn, xn〉|2
≤ ω2(T ) + ω2(S).
Therefore limn |〈Txn, xn〉| = ω(T ) and limn |〈Sxn, xn〉| = ω(S). Theorem 3.1 implies that
T ‖ω S. 
Corollary 3.3. Let T, S ∈ B(H ). Let T be Hermitian and S be skew-Hermitian. Then
T ‖ω S if and only if T ⊥ωp S.
Proof. Since T = T ∗ and S = −S∗ we have 〈Tx, x〉 is a real number and 〈Sx, x〉 is a purely
imaginary number for every x ∈ B(H ). 
Theorem 3.4. Let T, S ∈ B(H ). Then the following statements are equivalent:
(i) ω(T + S) = ω(T − S) and M∗ω(T−S) =M∗ω(T+S);
(ii) limnRe〈Txn, xn〉〈Sxn, xn〉 = 0 for every sequence {xn} ∈M∗ω(T−S) ∪M∗ω(T+S),
Proof. (i)⇒ (ii): Let {xn} ∈ M∗ω(T−S) ∪M∗ω(T+S). Since M∗ω(T−S) = M∗ω(T+S), we get {xn} ∈
M∗ω(T−S) ∩M∗ω(T+S) and
lim
n
(
|〈Txn, xn〉|2 − 2Re〈Txn, xn〉〈Sxn, xn〉+ |〈Sxn, xn〉|2 = ω2(T − S)
= ω2(T + S) = lim
n
(
|〈Txn, xn〉|2 + 2Re〈Txn, xn〉〈Sxn, xn〉+ |〈Sxn, xn〉|2
)
.
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Therefore limnRe〈Txn, xn〉〈Sxn, xn〉 = 0.
(ii)⇒ (i): Let {xn} ∈M∗ω(T+S) and {yn} ∈M∗ω(T−S). Hence
ω(T + S) = lim
n
|〈(T + S)xn, xn〉| and ω(T − S) = lim
n
|〈(T − S)yn, yn〉|.
By the assumption, we have
ω2(T + S) ≥ lim
n
|〈(T + S)yn, yn〉|2 = lim
n
(
|〈Tyn, yn〉|2 + |〈Syn, yn〉|2
)
= ω2(T − S)
and
ω2(T − S) ≥ lim
n
|〈(T − S)xn, xn〉|2 = lim
n
(
|〈Txn, xn〉|2 + |〈Sxn, xn〉|2
)
= ω2(T + S)
Therefore ω(T − S) = ω(T + S), as well as {xn} ∈ M∗ω(T−S) and {yn} ∈ M∗ω(T+S). Thus
M∗ω(T−S) =M
∗
ω(T+S). 
Corollary 3.5. If ω(T + S) = ω(T − S) and T ⊥ωp S, then the following statements are
equivalent:
(i) T ‖ω S
(ii) T + S ‖ω T − S
Proof. (i)⇒ (ii): Let T ‖ω S. Then by Theorem 3.1, there exists a sequence of unit vectors
{xn} such that limn |〈Txn, xn〉| = ω(T ) and limn |〈Sxn, xn〉| = ω(S). By the assumption
T ⊥ωp S, we have
ω2(T )+ω2(S) = ω2(T+S) ≥ lim
n
|〈(T+S)xn, xn〉|2 = ω2(T )+lim
n
2Re〈Txn, xn〉〈Sxn, xn〉+ω2(S).
Thus limn 2Re〈Txn, xn〉〈Sxn, xn〉 ≤ 0. By a similar computation for ω2(T − S), we get
ω2(T )+ω2(S) ≥ ω2(T−S) ≥ lim
n
|〈(T−S)xn, xn〉|2 = ω2(T )−lim
n
2Re〈Txn, xn〉〈Sxn, xn〉+ω2(S).
Thus − limn 2Re〈Txn, xn〉〈Sxn, xn〉 ≤ 0. Hence limnRe〈Txn, xn〉〈Sxn, xn〉 = 0. Therefore
{xn} ∈M∗ω(T+S) ∩M∗ω(T−S), whence T + S ‖ω T − S.
MORE ON ω-ORTHOGONALITY AND ω-PARALLELISM 11
(ii)⇒(i): Let T + S ‖ω T − S, then there exists a sequence {xn} ∈ M∗ω(T+S) ∩M∗ω(T−S)
such that
ω2(T ) + ω2(S) = ω2(T + S) = lim
n
|〈(T + S)xn, xn〉|2
= lim
n
(
|〈Txn, xn〉|2 + 2Re〈Txn, xn〉〈Sxn, xn〉+ |〈Sxn, xn〉|2
)
≤ ω2(T ) + lim
n
2Re〈Txn, xn〉〈Sxn, xn〉+ ω2(S),
similary
ω2(T ) + ω2(S) = ω2(T + S) = ω2(T − S) ≤ ω2(T )− lim
n
2Re〈Txn, xn〉〈Sxn, xn〉+ ω2(S).
Therefore limnRe〈Txn, xn〉〈Sxn, xn〉 = 0 and lim
n
|〈Txn, xn〉| = ω(T ), lim
n
|〈Sxn, xn〉| =
ω(S). Hence T ‖ω S. 
Remark 3.1. If S ‖ω T and T + S ‖ω T − S, then by an argument as in Corollary 3.5,
we can show that T ⊥ωp S if and only if ω(T + S) = ω(T − S).
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