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Abstract
By means of a fixed point method we discuss the deformation of operator
means and multivariate means of positive definite matrices/operators. It is shown
that the deformation of an operator mean becomes again an operator mean. The
means deformed by the weighted power means are particularly examined.
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1 Introduction
The notion of (two-variable) operator means of positive operators on a Hilbert space
was introduced in an axiomatic way by Kubo and Ando [12]. The main theorem of
[12] says that there is a one-to-one correspondence between the operator means σ and
the positive operator monotone functions f on (0, 1) with f(1) = 1 in such a way that
AσB = A1/2f(A−1/2BA1/2)A1/2
for positive invertible operators A,B on a Hilbert space H. The extension to general
positive operators A,B is given as AσB = limεց0(A + εI)σ(B + εI). The operator
monotone function f on (0,∞) corresponding to σ is called the representing function
of σ. Thus, most properties of operator means can be described in terms of their
representing functions, so the study of “operator” means can essentially be reduced to
that of “numerical” operator monotone functions on (0,∞).
It was a long-standing problem to extend the notion of operator means to the case
of more than two variables of matrices/operators. A breakthrough came when the
definitions of multivariate geometric means of positive definite matrices were found in
the iteration method by Ando, Li and Mathias [1] and in the Riemannian geometry
method by Moakher [20] and by Bhatia and Holbrook [3]. In the latter method, the
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mean G
w
(A1, . . . , An) with a probability weight w = (w1, . . . , wn) is defined as the
minimizer of the weighted sum of the squares
∑n
j=1wjδ
2(X,Aj), where δ(X, Y ) is the
Riemannian trace metric, and it is also characterized by the gradient zero equation∑n
j=1wj logX
−1/2AjX
−1/2 = 0 called the Karcher equation. Since then, the Rieman-
nian multivariate means have extensively been developed by many authors. Among
others, the monotonicity property of G
w
(A1, . . . , An) was proved in [14]. In [18] the
multivariate weighted power means P
w,r(A1, . . . , An) for r ∈ [−1, 1] \ {0} were intro-
duced and the convergence limr→0 Pw,r = Gw was proved. Furthermore, the mul-
tivariate geometric and power means have recently been generalized to probability
measures on the positive definite matrices based on the Wasserstein distance (see, e.g.,
[9, 10, 11, 17]).
In the recent study of Riemannian multivariate means there are two significant
features worth noting from the technical point of view. The one is that the positive
definite matrices (of fixed dimension) form a space of nonpositive curvature (NPC) so
that the general theory of NPC spaces [22] is of essential use. The other is that the
fixed point method is often used in different places. For instance, the definition itself
of the weighted power means P
w,r is done in terms of the fixed point (see Example 4.2
in Section 4). Motivated by the second feature, we are aiming in the present paper to
apply the fixed point method to multivariate means as well as (two-variable) operator
means in a more systematic way.
The paper is organized as follows. In Section 2, τ and σ are operator means for
positive operators on H assumed infinite-dimensional, where σ 6= l (l is the left trivial
mean XlY = X). For any positive invertible operators A,B we prove that the fixed
point equation X = (XσA)τ(XσB) has a unique positive invertible solution, which is
denoted by AτσB. Then τσ is proved to define an operator mean. Section 3 presents
properties and examples of the deformed operator means τσ. In particular, we examine
the two-parameter deformation τs,r := τps,r for s ∈ (0, 1] and r ∈ [−1, 1] where ps,r
are the weighted power means. In Section 4, we consider an n-variable mean M of
positive invertible operators on H (of finite or infinite dimension), and assume that M
satisfies some basic properties such as joint monotonicity, etc. For any operator means
σ1, . . . , σn and positive invertible operators A1, . . . , An, we show that the equation
X = M(Xσ1A1, . . . , XσnAn) has a unique positive invertible solution, which defines
the deformed mean M(σ1,...,σn)(A1, . . . , An) satisfying properties inherited from M . In
particular, the deformation of M by σ1 = · · · = σn = ps,r is examined. In this way,
we can produce a lot of multivariate means via deformation, while their construction
is not so concrete. Since the operator mean is a special case of multivariate means,
there is a bit redundancy between the presentations of Sections 2 and 3 and those of
Section 4. However, the main stress in Sections 2 and 3 is the correspondence between
the deformed operator means τσ and their representing operator monotone functions,
so the present way of separating sections makes the paper more readable. Finally,
a further extension of the fixed point method to the setting of probability measures
is briefly remarked in Section 5, whose detailed discussions will be in a forthcoming
paper.
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2 Main theorem
Throughout this section we assume that H is an infinite-dimensional separable Hilbert
space and B(H) is the Banach space of all bounded linear operators on H with the
operator norm ‖ · ‖. An operator A ∈ B(H) is positive if 〈ξ, Aξ〉 ≥ 0 for all ξ ∈ H. We
denote by B(H)+ the closed convex cone of positive operators in B(H) and by B(H)++
the open convex cone of invertible positive operators in B(H).
The Thompson metric on B(H)++ is defined by
dT(A,B) := ‖ logA
−1/2BA−1/2‖, A, B ∈ B(H)++,
which is also written as
dT(A,B) = logmax{M(A/B),M(B/A)},
where M(A/B) := inf{α > 0 : A ≤ αB}. It is known [23] that dT is a complete metric
on B(H)++ and the topology on B(H)++ induced by dT is the same as the operator
norm topology.
An operator mean σ introduced by Kubo and Ando [12] is a binary operation
σ : B(H)+ ×B(H)+ −→ B(H)+
satisfying the following four properties where A,A′, B, B′, C ∈ B(H)+:
(I) Joint monotonicity: A ≤ A′ and B ≤ B′ imply AσB ≤ A′σB′.
(II) Transformer inequality: C(AσB)C ≤ (CAC)σ(CBC).
(III) Downward continuity: If Ak, Bk ∈ B(H)
+, k ∈ N, Ak ց A and Bk ց B, then
AkσBk ց AσB, where Ak ց A means that A1 ≥ A2 ≥ · · · and Ak → A in the
strong operator topology.
(IV) Normalization: IσI = I, where I is the identity operator on H.
Each operator mean σ is associated with a non-negative operator monotone function
fσ on [0,+∞) with fσ(1) = 1, called the representing function of σ, in such a way that
AσB = A1/2fσ(A
−1/2BA−1/2)A1/2, A, B ∈ B(H)++, (2.1)
which is extended to general A,B ∈ B(H)+ as AσB := limεց0(A+ εI)σ(B + εI).
We write l and r to denote the two extreme left and right operator means, i.e.,
AlB := A and ArB := B for every A,B ∈ B(H)+. From now on, we assume that
τ and σ are arbitrary operator means in the sense of Kubo and Ando, with a single
restriction σ 6= l.
Lemma 2.1. Let A,B,X, Y ∈ B(H)++. Then
(a) dT(XτA, Y τB) ≤ max{dT(X, Y ), dT(Y,B)}.
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(b) dT(XσA, Y σA) < dT(X, Y ) whenever X 6= Y .
Proof. (a) Set α := max{dT(X, Y ), dT(A,B)}. Since e
−αX ≤ Y ≤ eαX and e−αA ≤
B ≤ eαA, we have
Y τB ≤ (eαX)τ(eαA) = eα(XτA),
Y τB ≥ (e−αX)τ(e−αA) = e−α(XτA).
Therefore, dT(XτA, Y τB) ≤ α.
(b) In the following proof, we write A < B to mean that B − A ∈ B(H)++. First,
we see that if X,A,B ∈ B(H)++ and A < B, then XσA < XσB. By assumption σ 6= l
or fσ 6≡ 1, fσ is strictly increasing on [0,∞). Since A < B so that X
−1/2AX−1/2 <
X−1/2BX−1/2, we have X−1/2AX−1/2 + εI ≤ X−1/2BX−1/2 for some ε > 0. Choose a
δ ∈ (0, 1) such that δI ≤ X−1/2AX−1/2 ≤ δ−1I. Since
fσ(X
−1/2AX−1/2 + εI)− fσ(X
−1/2AX−1/2)
≥
(
min{fσ(t+ ε)− fσ(t) : δ ≤ t ≤ δ
−1}
)
I,
one has
fσ(X
−1/2AX−1/2) < fσ(X
−1/2AX−1/2 + εI) ≤ fσ(X
−1/2BX−1/2),
which implies that XσA < XσB.
Now, set α := dT(X, Y ) > 0 (thanks to X 6= Y ). Since e
−αA < A < eαA, the above
shown fact gives
Y σA ≤ (eαX)σA < (eαX)σ(eαA) = eα(XσA),
Y σA ≥ (e−αX)σA > (e−αX)σ(e−αA) = e−α(XσA).
Therefore, e−β(XσA) ≤ Y σA ≤ eβ(XσA) for some β ∈ (0, α), which implies that
dT(XσA, Y σA) ≤ β < α.
Remark 2.2. The inequality of Lemma 2.1 (a) implies that (A,B) ∈ (B(H)++)2 →
AτB ∈ B(H)++ is continuous in the operator norm, while it is also obvious from
expression (2.1). It is worthwhile to note that when restricted to δI ≤ A,B ≤ δ−1I for
any δ ∈ (0, 1), the map (A,B) 7→ AτB is continuous in the strong operator topology.
To see this, recall a well-known fact that if f is a continuous function on a bounded
interval [a, b], then the functional calculus A 7→ f(A) on the self-adjoint operators A
with spectrum inside [a, b] is continuous in the strong operator topology. Hence, when
restricted on δI ≤ A,B ≤ δ−1I, the map (A,B) 7→ fτ (A
−1/2BA−1/2) is continuous in
the strong operator topology, which shows the assertion.
In the rest of the section, we will consider, given A,B ∈ B(H)++, the equation
X = (XσA)τ(XσB), X ∈ B(H)++. (2.2)
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It might be instructive to start with a few typical examples of equation (2.2) and
their solutions. Although the following examples are rather well-known, we discuss
them in some detail for the reader’s convenience. Note in particular that the weighted
power means were introduced in [18] by a fixed point method in the multivariable
setting (see Example 4.2 below).
Example 2.3. Let τ = #α, the weighted geometric mean with 0 ≤ α ≤ 1, i.e.,
A#αB := A
1/2(A−1/2BA−1/2)αA1/2, A, B ∈ B(H)++,
corresponding to the operator monotone function tα, t ≥ 0. Let σ = #r with 0 < r ≤ 1.
Then a unique solution to (2.2) for any A,B ∈ B(H)++ is X = A#αB. Indeed, in this
case, (2.2) is equivalent to I = (X−1/2AX−1/2)r#α(X
−1/2BX−1/2)r. When α = 0, this
means that X−1/2AX−1/2 = I so that X = A. When 0 < α ≤ 1, the identity above
means that X−1/2BX−1/2 = (X−1/2AX−1/2)1−
1
α , so that
B = X1/2(X−1/2AX−1/2)1−
1
αX1/2 = A1/2(A−1/2XA−1/2)
1
αA1/2,
which is solved as X = A#αB.
Example 2.4. Let τ = ▽α, the weighted arithmetic mean where 0 ≤ α ≤ 1, i.e.,
A▽αB := (1 − α)A + αB, and σ = #r with 0 < r ≤ 1. With Y := A
−1/2XA−1/2 and
C := A−1/2BA−1/2, (2.2) in this case is equivalent to
Y = (1− α)Y#rI + αY#rC ⇐⇒ I = (1− α)Y
−r + α(Y −1/2CY −1/2)r
⇐⇒ C =
[
Y r − (1− α)I
α
]1/r
⇐⇒ Y = [(1− α)I + αCr]1/r.
Therefore, a unique solution to (2.2) is X = A pα,rB, where pα,r is the weighted power
mean
A pα,rB := A
1/2
[
(1− α)I + α(A−1/2BA−1/2)r
]1/r
A1/2, A, B ∈ B(H)++, (2.3)
corresponding to the operator monotone function fα,r(t) := (1− α+ αt
r)1/r, t ≥ 0.
Example 2.5. Let τ = !α, the weighted harmonic mean where 0 ≤ α ≤ 1, i.e., A !αB :=
[(1−α)A−1+αB−1]−1, and σ = #r with 0 < r ≤ 1. In this case, (2.2) is equivalent to
X−1 = (X−1#rA
−1)▽α(X
−1#rB
−1),
which has the unique solution X = (A−1 pα,rB
−1)−1. The last expression is indeed the
weighted power mean
A pα,−rB := A
1/2
[
(1− α)I + α(A−1/2BA−1/2)−r
]−1/r
A1/2, A, B ∈ B(H)++, (2.4)
for α ∈ [0, 1] and −r ∈ [−1, 0), corresponding to the operator monotone function
fα,−r(t) := (1− α + αt
−r)−1/r.
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The main theorem (Theorem 2.11) of this section shows that equation (2.2) always
has a unique solution and it indeed defines an operator mean. The proof of this will
be divided into several lemmas.
Lemma 2.6. For every A,B ∈ B(H)++ there exists a unique X0 ∈ B(H)
++ which
satisfies (2.2).
Proof. Define a map from B(H)++ into itself by
F (X) := (XσA)τ(XσB), X ∈ B(H)++, (2.5)
which is monotone, i.e., X ≤ Y implies F (X) ≤ F (Y ). Choose a δ ∈ (0, 1) such that
δI ≤ A,B ≤ δ−1I, and let Z := δ−1I. Since F (Z) = F (δ−1I) ≤ δ−1I = Z, one has
Z ≥ F (Z) ≥ F (Z2) ≥ · · · . Moreover, F (Z) ≥ F (δI) ≥ δI, and iterating this gives
F k(Z) ≥ δI for all k. Therefore, F k(Z) ց X0 for some X0 ∈ B(H)
++. From the
downward continuity of (III) it follows that
F k+1(Z) = (F k(Z)σA)τ(F k(Z)σB) ց (X0σA)τ(X0σB),
which implies that X0 = (X0σA)τ(X0σB).
To prove the uniqueness, assume that X1 ∈ B(H)
++ satisfies (2.2) and X1 6= X0.
By Lemma 2.1 we then have
dT(X0, X1) ≤ max{dT(X0σA,X1σA), dT(X0σB,X1σB)} < dT(X0, X1),
a contradiction.
Lemma 2.7. Let A,B ∈ B(H)++ and X0 ∈ B(H)
++ be a solution to (2.2) given in
Lemma 2.6.
(1) If Y ∈ B(H)++ and Y ≥ (Y σA)τ(Y σB), then Y ≥ X0.
(2) If Y ′ ∈ B(H)++ and Y ′ ≤ (Y ′σA)τ(Y ′σB), then Y ′ ≤ X0.
Proof. Let F be the map in (2.5). To show (1), assume that Y ∈ B(H)++ satisfies
Y ≥ F (Y ) so that Y ≥ F (Y ) ≥ F 2(Y ) ≥ · · · . Choose a δ > 0 such that A,B, Y ≥ δI.
It then follows as in the proof of Lemma 2.6 that F k(Y ) ≥ δI for all k, and therefore,
F k(Y ) ց Y0 for some Y0 ∈ B(H)
++. Since Y0 is a solution to (2.2) as in the proof of
Lemma 2.6, Y0 = X0 so that Y ≥ Y0 = X0.
The proof of (2) is similar, where we have Y ′ ≤ F (Y ′) ≤ F 2(Y ′) ≤ · · · and use
the upward continuity of σ, τ that is a special case of continuity in the strong operator
topology noted in Remark 2.2.
For every A,B ∈ B(H)++ we write AτσB for the unique solution X0 ∈ B(H)
++ to
(2.2) given in Lemma 2.6. Hence we have a binary operation
τσ : B(H)
++ × B(H)++ −→ B(H)++.
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Lemma 2.8. The map τσ satisfies the following properties:
(i) Joint monotonicity: If A ≤ A′ and B ≤ B′ in B(H)++, then AτσB ≤ A
′τσB
′.
(ii) Transformer equality: For every invertible A,B,C ∈ B(H)++,
C(AτσB)C = (CAC)τσ(CBC).
(iii) Downward continuity: If Ak ց A and Bk ց B in B(H)
++, then AkτσBk ց
AτσB.
(iv) Normalization: IτσI = I.
Proof. (i) Let X0 := AτσB and Y0 := A
′τσB
′. Since
Y0 = (Y0σA
′)τ(Y0σB
′) ≥ (Y0σA)τ(Y0σB),
we have Y0 ≥ X0 by Lemma 2.7 (1).
(ii) For X0 := AτσB, from the transformer equality of τ, σ (for invertible C) one
has
CX0C = {(CX0C)σ(CAC)}τ{(CX0C)σ(CBC)}
so that CX0C = (CAC)τσ(CBC).
(iii) One can choose a δ > 0 for which Ak, Bk ≥ δI for all k. Let Xk := AkτσBk.
Since Xk ≥ δI for any k (by the proof of Lemma 2.6), it follows from joint monotonicity
(i) above that Xk ց X0 for some X0 ∈ B(H)
++. Since
Xk = (XkσAk)τ(XkσBk) ց (X0σA)τ(X0σB),
one has X0 = (X0σA)τ(X0σB) so that X0 = AτσB.
(iv) is clear.
For every A,B ∈ B(H)+, by monotonicity (i) of Lemma 2.8 we can define AτσB in
B(H)+ by
AτσB := lim
εց0
(A+ εI)τσ(B + εI). (2.6)
By property (iii) of Lemma 2.8 we see that this binary operation τσ : B(H)
+×B(H)+ →
B(H)+ extends the previous τσ : B(H)
++ × B(H)++ → B(H)++. Moreover, we have
Lemma 2.9. The map τσ extended to B(H)
+×B(H)+ satisfies joint monotonicity (I)
and downward continuity (III).
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Proof. Joint monotonicity is obvious from (i) of Lemma 2.8 and definition (2.6). To
prove downward continuity, assume that Ak ց A and Bk ց B in B(H)
+. For every
ξ ∈ H one has
〈ξ, (lim
k
AkτσBk)ξ〉 = inf
k
〈ξ, (AkτσBk)ξ〉
= inf
k
inf
ε>0
〈ξ, {(Ak + εI)τσ(Bk + εI)}ξ〉
= inf
ε>0
inf
k
〈ξ, {(Ak + εI)τσ(Bk + εI)}ξ〉
= inf
ε>0
〈ξ, {(A+ εI)τσ(B + εI)}ξ〉
= 〈ξ, (AτσB)ξ〉,
where the second and the last equalities are by definition (2.6) and the fourth equality
is due to (iii) of Lemma 2.8. Therefore, AkτσBk ց AτσB.
A remaining requirement for τσ on B(H)
+ × B(H)+ to be an operator mean is
transformer inequality (II). But it does not seem easy to directly prove inequality (II),
so we take a detour by giving the following lemma that was a key also in the proof of
the main theorem of [12].
Lemma 2.10. Let A,B ∈ B(H)++ and P ∈ B(H) be a projection commuting with
A,B. Then P commutes with AτσB and
{(AP )τσ(BP )} = (AτσB)P. (2.7)
Proof. Although we assumed that H is an infinite-dimensional Hilbert space, the whole
discussions up to now are valid for any Hilbert space H. Let H0 := PH and H1 :=
(I−P )H. One can then apply Lemma 2.6 to AP,BP ∈ B(H0)
++ and A(I−P ), B(I−
P ) ∈ B(H1)
++ to have an X0 ∈ B(H0)
++ such that
X0 = {X0σ(AP )}τ{X0σ(BP )}, (2.8)
and an X1 ∈ B(H1)
++ such that
X1 = {X1σ(A(I − P ))}τ{X1σ(B(I − P ))}.
For any ε > 0, multiplying this with ε one further has
εX1 = {(εX1)σ(εA(I − P ))}τ{(εX1)σ(εB(I − P ))}. (2.9)
Since the operator means σ, τ are computed component-wise for direct sum operators
Y0 + Y1 with Yi ∈ B(Hi)
+, i = 0, 1, we add (2.8) and (2.9) to have
X0 + εX1 = {(X0 + εX1)σ(AP + εA(I − P ))}τ{(X0 + εX1)σ(BP + εB(I − P ))},
which implies that
X0 + εX1 = {AP + εA(I − P )}τσ{BP + εB(I − P )}, ε > 0. (2.10)
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Letting ε = 1 in (2.10) gives
X0 +X1 = AτσB. (2.11)
From the downward continuity of τσ (Lemma 2.9), letting εց 0 in (2.10) gives
X0 = (AP )τσ(BP ). (2.12)
From (2.11) and (2.12) we see that P commutes with AτσB and (2.7) holds.
We are now in a position to present the main result of the section.
Theorem 2.11. Let τ and σ be operator means with σ 6= l. Then the binary operation
τσ first defined by equation (2.2) for A,B ∈ B(H)
++ and then extended by (2.6) for
A,B ∈ B(H)+ is an operator mean.
Moreover, the operator monotone function fτσ corresponding to τσ is determined in
such a way that x = fτσ(t) for t > 0 is a unique solution to
(xσ1)τ(xσt) = x, x > 0, (2.13)
that is,
fσ(1/x)fτ
(
fσ(t/x)
fσ(1/x)
)
= 1, x > 0. (2.14)
Proof. Since Lemma 2.10 implies that Iτσ(tI) for t > 0 commutes with all projections
in B(H), it follows that there is a function f on (0,∞) such that
f(t)I = Iτσ(tI), t > 0.
Here, it is immediate to see that x = f(t) is determined by the numerical equation
x = (xσ1)τ(xσt), x > 0, (2.15)
and it is also clear that f(1) = 1. In the same way as in the proof of [12, Theorem 3.6]
by using (2.7) (where P commutes A,B), one can show that, for every A ∈ B(H)++,
f(A) = IτσA. (2.16)
This implies that if A,B ∈ B(H)++ and A ≤ B, then f(A) ≤ f(B). Therefore, f is
a positive operator monotone function on (0,∞), which can be extended to [0,∞) by
f(0) := limtց0 f(t).
Finally, by (ii) of Lemma 2.8 and (2.16), one can write for every A,B ∈ B(H)++
AτσB = A
1/2(Iτσ(A
−1/2BA−1/2))A1/2 = A1/2f(A−1/2BA−1/2)A1/2.
Therefore, we have
AτσB = AmfB, A,B ∈ B(H)
++,
where mf is the operator mean corresponding to f . From the downward continuity
of τσ and mf on B(H)
+ × B(H)+, the equality above extends to A,B ∈ B(H)+.
Therefore, τσ = mf , that is, τσ is an operator mean with fτσ = f . The determining
equation (2.13) was already shown in (2.15), and (2.14) is a more explicit rewriting of
(2.13).
9
We call the operator mean τσ shown by Theorem 2.11 the deformed operator mean
from τ by σ.
Remark 2.12. More generally than (2.2) one may consider the equation
X = (Xσ1A)τ(Xσ2B), X ∈ B(H)
++,
where τ, σ1, σ2 are operator means with σ1, σ2 6= l. Then the whole arguments of this
section can similarly be done with this generalized equation, so that one can define the
operator mean τ(σ1,σ2) deformed from τ by a pair (σ1, σ2). The corresponding operator
monotone function fτ(σ1,σ2) is determined in such a way that x = fτ(σ1,σ2)(t) is a unique
solution to (xσ1t)τ(xσ2t) = x or
fσ1(1/x)fτ
(
fσ2(t/x)
fσ1(1/x)
)
= 1, x > 0.
This generalized setting will be adopted in Section 4 to discuss deformation of multi-
variate means of operators.
3 Properties and examples
In this section we will show general properties of the deformed operator mean τσ and
examine τσ when σ varies over the weighted power means with two parameters.
There are three important transformations on the operator means [12]. For an
operator mean τ , the transpose τ ′ of τ is defined as Aτ ′B := BτA, whose representing
operator monotone function is fτ ′(t) := tfτ (t
−1). If τ = τ ′, τ is said to be symmetric.
The adjoint τ ∗ of τ is defined as Aτ ∗B := (A−1τB−1)−1, whose representing function
is fτ∗(t) = fτ (t
−1)−1. If τ = τ ∗, τ is said to be self-adjoint. The dual τ⊥ of τ is defined
as τ⊥ := (τ ′)∗ = (τ ∗)′, whose representing function is t/fτ (t).
In this section, we assume as in Section 2 that τ, σ, τ1, σ1 are operator means with
σ, σ1 6= l (recall that l and r are the left and the right trivial means).
Proposition 3.1. (1) For σ = r, τr = τ .
(2) lσ = l and rσ = r.
(3) If τ ≤ τ1 and σ ≤ σ1, then τσ ≤ (τ1)σ1.
(4) (τσ)
′ = (τ ′)σ. Hence, if τ is symmetric, then so is τσ.
(5) (τσ)
∗ = (τ ∗)σ∗. Hence, if τ, σ are self-adjoint, then so is τσ.
(6) (τσ)
⊥ = (τ⊥)σ∗ . Hence, if τ = τ
⊥ and σ is self-adjoint, then (τσ)
⊥ = τσ.
Proof. (1) is trivial.
(2) When τ = l, equation (2.2) is X = XσA, which has the solution X = A.
Similarly, when τ = r, (2.2) has the solution X = B.
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(3) Let A,B ∈ B(H)++ and set X0 := AτσB and X1 := A(τ1)σ1B. Since
X1 = (X1σ1A)τ1(X1σ1B) ≥ (X1σA)τ(X1σB),
one has X1 ≥ X0 by Lemma 2.7 (1).
(4) is clear since
(XσA)τ ′(XσB) = (XσB)τ(XσA).
(5) is clear since X = (Xσ∗A)τ ∗(Xσ∗B) means that
X−1 = (X−1σA−1)τ(X−1σB−1).
(6) immediately follows from (4) and (5).
Proposition 3.2. (1) The representing function of (σ∗)σ is determined in such a
way that x = f(σ∗)σ(t) is a solution of
xfσ(1/x) = fσ(t/x), i.e., fσ′(x) = fσ(t/x), x > 0.
Moreover, (σ∗)σ = # if and only if σ is symmetric.
(2) The representing function of (σ⊥)σ is determined in such a way that x = f(σ⊥)σ(t)
is a solution of
fσ(1/x) = (x/t)fσ(t/x), i.e., fσ(1/x) = fσ′(x/t), x > 0.
Moreover, (σ⊥)σ = # if and only if σ is symmetric.
Proof. (1) When τ = σ∗, equation (2.14) means that
fσ(1/x) = fσ
(
fσ(1/x)
fσ(t/x)
)
, x > 0,
which is equivalent to
1/x =
fσ(1/x)
fσ(t/x)
, i.e., xfσ(1/x) = fσ(t/x), x > 0.
Moreover, (σ∗)σ = # holds if and only if the above holds for any t = x
2, that is
equivalent to σ′ = σ.
(2) When τ = σ⊥, (2.14) becomes
fσ(t/x)
fσ
(
fσ(t/x)
fσ(1/x)
) = 1, x > 0,
equivalently,
t/x =
fσ(t/x)
fσ(1/x)
, i.e., fσ(1/x) = (x/t)fσ(t/x), x > 0.
Hence, (σ⊥)σ = # if and only if the above holds for any t = x
2, that is equivalent to
σ′ = σ.
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The above proposition in particular says that
▽ ! = !▽ = ## = #. (3.1)
In what follows we denote by OM+,1(0,∞) the set of non-negative operator mono-
tone functions f on [0,∞) with f(1) = 1, i.e., the set of representing operator monotone
functions of operator means. Recall [6, (2.3.2)] that if f ∈ OM+,1(0,∞) and f
′(1) = α,
then α ∈ [0, 1] and
t
(1− α)t+ α
≤ f(t) ≤ (1− α) + αt, t ∈ [0,∞). (3.2)
When f ∈ OM+,1(0,∞), we note by (3.2) that
min{1, t} ≤ f(t) ≤ max{1, t}, t ∈ [0,∞), (3.3)
and that if f ′(1) = 0 then f ≡ 1.
The derivative f ′τ (1) (∈ [0, 1]) provides a significant characteristic of an operator
mean τ . The next proposition says that this characteristic is preserved under taking
the deformed operator mean τσ for any σ 6= l.
Proposition 3.3. f ′τσ(1) = f
′
τ (1) for every operator means τ, σ with σ 6= l.
Proof. First, assume that f ′τσ(1) = 0 and so fτσ ≡ 1. Then x = 1 is the solution to
(2.14) for every t > 0, so that fτ (fσ(t)) ≡ 1 for all t > 0. Since 1 is in the interior of
the range of fσ thanks to σ 6= l, we have f
′
τ (1) = 0 = f
′
τσ(1).
Next, assume that f ′τσ(1) > 0; then fτσ is strictly increasing and the inverse function
t = f−1τσ (x) exists in a neighborhood of 1. It follows from (2.14) that
fσ(1/x)fτ
(
fσ(f
−1
τσ (x)/x)
fσ(1/x)
)
= 1
holds in a neighborhood of 1. Now, noting fτ (1) = fσ(1) = f
−1
τσ (1) = 1, we differentiate
the above at x = 1 to obtain
−f ′σ(1) + f
′
τ (1)
[
f ′σ(1)
(
f ′τσ(1)
−1 − 1
)
+ f ′σ(1)
]
= 0,
which, thanks to f ′σ(1) > 0, implies that f
′
τσ(1) = f
′
τ (1).
Proposition 3.4. For every σ 6= l the map τ 7→ τσ is injective on the operator means.
Proof. First, assume that τσ = l or fτσ ≡ 1. Then, as in the proof of the previous
proposition, fτ (fσ(t)) ≡ 1 for all t > 0. Since fσ 6≡ 1, we have τ = l.
Next, let κ := τσ and assume κ 6= l; then the range of fκ contains [a, b] with
0 < a < 1 < b. As in the proof of the previous proposition, we have
fτ (φ(x)) =
1
fσ(1/x)
, where φ(x) :=
fσ(f
−1
κ (x)/x)
fσ(1/x)
, x ∈ [a, b].
12
Since f−1κ (a) < 1 < f
−1
κ (b),
φ(a) =
fσ(f
−1
κ (a)/a)
fσ(1/a)
< 1, φ(b) =
fσ(f
−1
κ (b)/b)
fσ(1/b)
> 1.
Therefore, fτ (t) on [φ(a), φ(b)] is uniquely determined independently of τ . From the
analyticity of fτ this implies that τ is uniquely determined by κ and σ.
Remark 3.5. The map τ 7→ τσ is not surjective onto the operator means in general.
For instance, when τ# = κ, (2.14) becomes fτ (t
1/2) = fκ(t)
1/2 or fτ (t) = fκ(t
2)1/2,
t > 0. If κ = ▽, then fτ (t) =
(
1+t2
2
)1/2
, which is not operator monotone. Hence there
is no operator mean τ satisfying τ# = ▽. Also, assume that τ▽ = !; then (2.14) becomes
fτ
(
x+t
x+1
)
= 2x
x+1
for x = 2t
1+t
. Therefore,
fτ
(
x(3 − x)
(x+ 1)(2− x)
)
=
2x
x+ 1
, 0 < x < 2,
from which we have limtց0 fτ (t)/t = 4/3. On the other hand, since f
′
τ (1) = 1/2 by
Proposition 3.3, it follows from (3.2) that limtց0 fτ (t)/t ≥ 2, a contradiction. Hence no
operator mean τ satisfies τ▽ = !. See Example 3.10 below for more about the deformed
operator means τσ by σ = #r and σ = ▽r with 0 < r ≤ 1.
To show the continuous dependence of τσ on τ and σ, we prepare a basic fact on
convergence of operator means or their representing operator monotone functions. For
this we first give the next lemma.
Lemma 3.6. For every f ∈ OM+,1(0,∞),
f ′(t) ≤ max{1, (2t)−1}, t ∈ (0,∞).
Hence, for every δ ∈ (0, 1),
sup{f ′(t) : t ≥ δ, f ∈ OM+,1(0,∞)} ≤ δ
−1.
Proof. It is well-known (see, e.g., [2, 6]) that an operator monotone function on [0,∞)
admits an integral expression
f(t) = a + bt+
∫
(0,∞)
t(1 + λ)
t + λ
dµ(λ), t ∈ [0,∞),
where a ∈ R, b ≥ 0 and µ is a positive finite measure on (0,∞). When f ∈
OM+,1(0,∞), one has
a = f(0) ≥ 0, f(1) = a+ b+ µ((0,∞)) = 1. (3.4)
Compute
φt(λ) :=
∂
∂t
[
t(1 + λ)
t + λ
]
=
λ(1 + λ)
(t+ λ)2
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and
d
dλ
φt(λ) =
t+ (2t− 1)λ
(t + λ)3
.
If t ≥ 1/2, then φt(λ) is monotone increasing in λ ∈ (0,∞) and hence φt(λ) ≤
limλ→∞ φt(λ) = 1. If 0 < t < 1/2, then
max
λ∈(0,∞)
φt(λ) = φt
(
t
1− 2t
)
=
1
4t(1− t)
≤
1
2t
.
These yield that φt(λ) ≤ max{1, (2t)
−1} for all t, λ ∈ (0,∞). Hence it follows from
Lebesgue’s dominated convergence theorem that
f ′(t) = b+
∫
(0,∞)
φt(λ) dµ(λ)
≤ b+max{1, (2t)−1}µ((0,∞)) ≤ max{1, (2t)−1},
where the last inequality is due to (3.4).
The latter assertion is immediate since max{1, (2t)−1} ≤ δ−1 for any t ≥ δ where
δ ∈ (0, 1).
Lemma 3.7. For operator means τ and τk, k ∈ N, the following conditions are equiv-
alent:
(a) fτk(t)→ fτ (t) for any t ∈ (0,∞);
(b) fτk → fτ uniformly on [δ, δ
−1] for any δ ∈ (0, 1);
(c) AτkB → AτB in the norm for every A,B ∈ B(H)
++.
Proof. For any δ ∈ (0, 1), since Lemma 3.6 shows that f ′τk(t) is uniformly bounded for
all k and all t ∈ [δ, δ−1], it follows that {fτk} is equicontinuous on [δ, δ
−1]. Hence the
pointwise convergence of (a) yields the uniform convergence of {fτk} on [δ, δ
−1], so that
we have (a)⇐⇒ (b) since (b) =⇒ (a) is trivial.
Next, note that, for every X ∈ B(H)++ with the spectrum σ(X),
‖fτk(X)− fτ (X)‖ = sup
t∈σ(X)
|fτk(t)− fτ (t)|,
from which it is easy to see that (b)⇐⇒ (c).
For τ, τk as in Lemma 3.7 we say that τk properly converges to τ and write τk → τ
properly, if the equivalent conditions of the lemma hold. Note that we do not take care
of the convergence of fτk(t) at t = 0. For example, when τk = (#1/k + r)/2, we have
τk → ▽ = (l+ r)/2 properly but fτk(0) = 0 6→ f▽(0) = 1/2.
Proposition 3.8. Let τ, σ and τk, σk, k ∈ N, be operator means with σ, σk 6= l, and
assume that τk → τ and σk → σ properly. Then (τk)σk → τσ properly. Hence for every
A,B ∈ B(H)++, A(τk)σkB → AτσB in the operator norm.
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Proof. For simplicity write fk := f(τk)σk . By Lemma 3.7 it suffices to prove the point-
wise convergence fk(t) → fτσ(t) for any t ∈ (0,∞). For each fixed t ∈ (0,∞) let
xk := fk(t), k ∈ N. Then by (3.3) there is a δ ∈ (0, 1) such that δ ≤ xk ≤ δ
−1, k ∈ N.
Let x0 be any limit point of {xk} so that x0 is a limit of a subsequence {xkj}. By (2.14)
for τkj , σkj one has
fσkj (1/xkj)fτkj
(
fσkj (t/xkj )
fσkj (1/xkj)
)
= 1. (3.5)
Since fσkj → fσ properly, from (b) of Lemma 3.7 one can easily see that
fσkj (xkj) −→ fσ(x0), fσkj (t/xkj ) −→ fσ(t/x0).
Moreover, since fτkj → fτ properly, one can similarly have
fτkj
(
fσkj (t/xkj )
fσkj (1/xkj)
)
−→ fτ
(
fσ(t/x0)
fσ(x0)
)
.
Hence, letting j →∞ in (3.5) gives
fσ(1/x0)fτ
(
fσ(t/x0)
fσ(1/x0)
)
= 1
so that x0 = fτσ(t). Therefore, we find that fτσ(t) is a unique limit point of {xk} so
that xk = fk(t)→ fτσ(t), as desired.
In the rest of this section we will discuss the deformed operator means from an
arbitrary τ by the weighted power means ps,r with two parameters s ∈ (0, 1] and r ∈
[−1, 1]. Recall that ps,r is the operator mean corresponding to the operator monotone
function
fs,r(t) := (1− s+ st
r)1/r, t ∈ [0,∞),
see (2.3) and (2.4). Here, we use the convention that
ps,0 := #s, (3.6)
that is justified as limr→0 fs,r(t) = t
s for any t ∈ [0,∞) so that ps,r → #s properly as
r → 0. Also, we restrict s to (0, 1] in view of p0,r = l.
For each operator mean τ , we introduce the two-parameter deformation of τ as
τs,r := τps,r , s ∈ (0, 1], r ∈ [−1, 1]. (3.7)
In particular, we have
τs,−1 = τ !s, τs,0 = τ#s, τs,1 = τ▽s ,
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the deformed operator means by the weighted harmonic, the weighted geometric and
the weighted arithmetic means, respectively. Moreover,
τ1,r = τr = τ, r ∈ [−1, 1].
Note that if sk ∈ (0, 1] and rk ∈ [−1, 1], k ∈ N, are such that sk → s ∈ (0, 1] and
rk → r ∈ [−1, 1], then fsk,rk(t) → fs,r(t) for any t ∈ (0,∞) and hence Proposition
3.8 implies that τsk,rk → τs,r properly. Thus, the two-parameter deformation τs,r (0 <
s ≤ 1, −1 ≤ r ≤ 1) of τ is a continuous family of operator means bounded with τ (at
s = 1).
An interesting question here is to find which operator mean appears as the boundary
value of τs,r in the limit s→ 0, which we settle in the following theorem.
Theorem 3.9. Let sk ∈ (0, 1] and rk ∈ [−1, 1], k ∈ N, be such that sk → 0 and rk → r.
Then τsk,rk → pα,r properly, where α := f
′
τ (1) ∈ [0, 1]. Thus, letting
τ0,r = pα,r, r ∈ [−1, 1], (3.8)
we have a continuous (in the sense of Lemma 3.7) family of operator means τs,r with
two parameters s ∈ [0, 1] and r ∈ [−1, 1].
Proof. For simplicity write fk := fsk,rk . By Lemma 3.7 it suffices to show the conver-
gence fk(t) → fα,r(t) for any fixed t ∈ (0,∞). Let xk := fk(t), k ∈ N; then as in the
proof of Proposition 3.8, there is a δ ∈ (0, 1) such that δ ≤ xk ≤ δ
−1, k ∈ N. It remains
to prove that fα,r(t) is a unique limit point of {xk}. For this, by replacing {xk} with
a subsequence, we may assume (for notational brevity) that {xk} itself converges to
some x0. By (2.14) one has
fk(1/xk)fτ
(
fk(t/xk)
fk(1/xk)
)
= 1. (3.9)
First, assume that r 6= 0. Since rk → r, we may assume that rk ∈ [r/2, 1], k ∈ N,
for r > 0 and rk ∈ [−1, r/2], k ∈ N, for r < 0. Since sk → 0, one has
fk(1/xk) =
(
1− sk +
sk
xrkk
)1/rk
= 1 +
sk
rk
(
1
xrkk
− 1
)
+ o(sk) as k →∞,
where o(sk)/sk → 0 as k →∞. Similarly,
fk(t/xk) = 1 +
sk
rk
(
trk
xrkk
− 1
)
+ o(sk) as k →∞,
so that
fk(t/xk)
fk(1/xk)
= 1 +
sk
rk
(
trk
xrkk
−
1
rrkk
)
+ o(sk) as k →∞.
16
Since fτ (1 + x) = 1 + αx+ o(x) as x→ 0, one furthermore has
fτ
(
fk(t/xk)
fk(1/xk)
)
= 1 +
αsk
rk
(
trk
xrkk
−
1
xrkk
)
+ o(sk) as k →∞.
Therefore, by (3.9) we obtain[
1 +
sk
rk
(
1
xrkk
− 1
)
+ o(sk)
][
1 +
αsk
rk
(
trk
xrkk
−
1
xrkk
)
+ o(sk)
]
= 1,
that is,
sk
rk
(
1
xrkk
− 1
)
+
αsk
rk
(
trk
xrkk
−
1
xrkk
)
= o(sk) as k →∞.
This implies that
lim
k→∞
[
1
rk
(
1
xrkk
− 1
)
+
α
rk
(
trk
xrkk
−
1
xrkk
)]
= 0.
Therefore,
1
r
(
1
xr0
− 1
)
+
α
r
(
tr
xr0
−
1
xr0
)
= 0,
that is, 1− xr0 + α(t
r − 1) = 0, implying that x0 = (1− α + αt
r)1/r = fα,r(t),
Next, assume that r = 0, so sk, rk → 0. Since, as k →∞,
1
xrkk
− 1 = e−rk log xk − 1 = −rk log xk + o(rk),
one can compute
log fk(1/xk) =
1
rk
log
[
1 + sk
(
1
xrkk
− 1
)]
=
1
rk
log
[
1− skrk log xk + sko(rk)
]
=
1
rk
[
−skrk log xk + sko(rk) + o(skrk)
]
= −sk log xk + o(sk),
where the last equality follows from
1
sk
[
sko(rk) + o(skrk)
rk
]
=
o(rk)
rk
+
o(skrk)
skrk
−→ 0 as k →∞.
Therefore,
fk(1/xk) = exp
[
−sk log xk + o(sk)
]
= 1− sk log xk + o(sk) as k →∞,
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and similarly,
fk(t/xk) = 1− sk log
xk
t
+ o(sk) as k →∞.
Hence we obtain, as in the proof in the case r 6= 0,[
1− sk log xk + o(sk)
][
1 + αsk
(
log xk − log
xk
t
)
+ o(sk)
]
= 1,
that is, −sk log xk+αsk log t = o(sk) as k →∞. Therefore, limk→∞(− log xk+α log t) =
0, implying that x0 = t
α = fα,0(t).
The latter statement of the theorem is an immediate consequence of the convergence
property just proved as well as the fact remarked just before the theorem.
The deformed operator means τs,r (0 ≤ s ≤ 1, −1 ≤ r ≤ 1) constructed above are
drawn in the following figure:
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✡
✡
✡
✡
✡
✡
✡
✡
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❏
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❇
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❇
❇
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❇
• • ••
• τ (s = 1)
(s = 0)
▽α
(r = 1)
#α
(r = 0)
!α
(r = −1)
pα,r
τ !s
τ#s τs,r
τ▽s
Example 3.10. We here examine the representing operator monotone functions of the
deformed operator means in the three lines τs,1 = τ▽s, τs,0 = τ#s and τs,−1 = τ !s with
s ∈ [0, 1]. We write f = fτ that can be an arbitrary element of OM+,1(0,∞) with
α = f ′(1).
(1) When σ = #r with 0 < r ≤ 1, equation (2.14) is solved as x = f(t
r)1/r. It is
well-known that f(tr)1/r ∈ OM+,1(0,∞) for any r ∈ (0, 1], but it seems less well-known
that f(tr)1/r → tα properly as r ց 0, a particular case of Theorem 3.9. One can define
a one-parameter continuous family of “generalized power means” pτ,r for r ∈ [−1, 1] by
pτ,r :=

τ#r (0 < r ≤ 1),
#α (r = 0),
(τ ∗)#−r (−1 ≤ r < 0),
joining τ (r = 1), #α (r = 0) and τ
∗ (r = −1), whose representing function is f(rr)1/r
for r 6= 0. A special case where τ = ▽α is the weighted power means pα,r for r ∈ [−1, 1]
with α fixed, dealt with in Examples 2.4 and 2.5.
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(2) When σ = ▽s with 0 < s ≤ 1, equation (2.14) becomes
f
(
(1− r)x+ rt
(1− s)x+ s
)
=
x
(1− s)x+ s
, x > 0, (3.10)
whose solution is x = fτ▽s (t). For instance, when τ = !α, the above equation means
that
(1− s)x+ s(1− α)t+ sα
(1− s)x+ st
=
(1− s)x+ s
x
.
Solving this we find that the representing function of (!α)▽s (where 0 < s < 1) is
f(!α)▽s (t) =
1− α− s+ (α− s)t +
√
(1− α− s+ (α− s)t)2 + 4s(1− s)t
2(1− s)
. (3.11)
When s = 0, the above right-hand side reduces to f▽α(t), which is compatible with
the fact that (!α)▽s approaches to ▽α as s ց 0, a particular case of Theorem 3.9. In
particular, when σ = ▽s and τ = #, (3.10) means that
[(1− s)x+ s][(1− s)x+ st] = x2.
Solving this shows that the representing function of #▽s is
f#▽s (t) =
(1− s)(1 + t) +
√
(1− s)2(1 + t)2 + 4s(2− s)t
2(2− s)
. (3.12)
Note that when s = 0 the above reduces to f▽(t) = (1+ t)/2, which is compatible with
the fact that #▽s approaches to ▽ as sց 0.
(3) When σ = !s with 0 < s ≤ 1, (2.14) becomes
f
(
(1− s)t + stx
(1− s)t+ sx
)
= 1− s+ sx,
whose solution is x = fτ !s (t). Note that x = fτ !s (t) is equivalent to x
−1 = f(τ∗)▽s (t
−1),
as seen from Proposition 3.1 (5). For instance, we have f# !s (t) = f#▽s (t
−1)−1 and
f(▽α) !s (t) = f(!α)▽s (t
−1)−1, whose explicit forms can be computed from (3.12) and (3.11).
We end the section with some discussions on one-parameter families of operator
means. Let {mα}α∈[0,1] be a one-parameter continuous (in the sense of Lemma 3.7)
family of operator means. We say that such a family is regular if f ′mα(1) = α (equiv-
alently, !α ≤ mα ≤ ▽α, as noted in (3.2)) for all α ∈ [0, 1]. Note that the condition in
particular contains m0 = l and m1 = r. In [5] Fujii and Kamei constructed, given a
symmetric operator mean σ, a regular continuous family of operator means {mα}α∈[0,1]
in the following way:
m0 := l, m1/2 := σ, m1 := r,
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and inductively
Am 2k+1
2n+1
B := (Am k
2n
B)m(Amk+1
2n
B)
for n, k ∈ N with 2k + 1 < 2n+1. The construction was extended by Pa´lfia and Petz
[21] to an arbitrary (not necessarily symmetric) operator mean σ ( 6= l, r) in such a way
that ms = σ when s = f
′
σ(1); see [24] for the equivalence between the two constructions
for a symmetric σ. By Propositions 3.3 and 3.8 note also that if {mα}α∈[0,1] is such
a regular continuous family, then so is the deformed {(mα)σ}α∈[0,1] by any σ 6= l; for
instance, {(!α)▽s}α∈[0,1] for any s ∈ (0, 1] given in (3.11).
Here, of our particular concern is a family of operator means having the interpola-
tion property, introduced in [4, 5] as follows: A continuous family of operator means
{mα}α∈[0,1] is called an interpolation family if
(amαb)mδ(amβb) = am(1−δ)α+δβb, a, b ∈ (0,∞),
for all α, β, δ ∈ [0, 1]. In this case, for every α, β ∈ [0, 1] one has
{(amαb)mβa}mα{(amαb)mβb} = {(amαb)mβ(am0b)}mα{(amαb)mβ(am1b)}
= (am(1−β)αb)mα(am(1−β)α+βb)
= am(1−α)(1−β)α+α((1−β)α+β)b
= amαb,
which implies that x = 1mαt = fmα(t) is a solution to equation (2.13) for τ = mα
and σ = mβ, that is, (mα)mβ = mα for all α ∈ [0, 1] and β ∈ (0, 1]. It was proved in
[24] that if {mα}α∈[0,1] is a regular continuous family of operator means, then it is an
interpolation family if and only if there exists an r ∈ [−1, 1] such that mα = pα,r for
all α ∈ [0, 1]. Therefore, we have, for every α ∈ [0, 1], β ∈ (0, 1] and r ∈ [−1, 1],
(pα,r)pβ,r = pα,r. (3.13)
In particular, for every α ∈ [0, 1] and β ∈ (0, 1],
(▽α)▽β = ▽α, (#α)#β = #α, (!α) !β = !α.
The following proposition may be worth giving while it is not essentially new.
Proposition 3.11. For every symmetric operator mean σ consider the following con-
ditions:
(i) σ = p1/2,r for some r ∈ [−1, 1],
(ii) (aσb)σ(cσd) = (aσc)σ(bσd) for all a, b, c, d ∈ (0,∞),
(iii) fσ(x)σfσ(y) = fσ(xσy) for all x, y ∈ (0,∞),
(iv) σσ = σ.
Then we have (i) ⇐⇒ (ii) =⇒ (iii) =⇒ (iv).
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Proof. (i) =⇒ (ii) is immediately seen.
(ii) =⇒ (i). Let {mα}α∈[0,1] be the regular continuous family constructed in [5] (as
mentioned above) from σ so that m1/2 = σ. It was shown in [4, Theorem 1] that σ
satisfies condition (ii) if and only if {mα} is an interpolation family. Then it follows from
[24, Theorem 6] that {mα} = {pα,r}α for some r ∈ [−1, 1]. Hence σ = m1/2 = p1/2,r.
(ii) =⇒ (iii) is obvious by taking a = c = 1 in (ii), as mentioned in [4].
(iii) =⇒ (iv). For every t > 0 let x := fσ(t); then one has by (iii)
fσ(1/x)fσ
(
fσ(t/x)
fσ(1/x)
)
= fσ(1/x)σfσ(t/x) = fσ((1/x)σ(t/x))
= fσ((1/x)fσ(t)) = fσ(1) = 1.
This implies by Theorem 2.11 that σ = σσ.
Problem 3.12. Is there an operator mean σ ( 6= l), apart from the weighted power
means pα,r, such that σσ = σ? The condition σσ = σ seems quite hard to hold unless
σ is in the family pα,r. For example, for −1 ≤ q ≤ 2 let σq be a power difference mean
with the representing function
fq(t) =
q − 1
q
·
1− tq
1− tq−1
;
see [7, Proposition 4.2] for the fact that fq ∈ OM+,1(0,∞) when (and only when)
−1 ≤ q ≤ 2. A numerical computation verifies the failure of σσ = σ for σ = σq except
when q = −1, 1/2, 2 (the cases of the harmonic, geometric and arithmetic means).
4 Multivariate means
The aim of this section is to generalize our previous discussions on deformation of
operator means to multivariate means of operators. We here assume, unless otherwise
stated, that H is a general Hilbert space, whichever finite-dimensional and infinite-
dimensional. In what follows, we consider an n-variable (n ≥ 2) mean of operators
M : (B(H)++)n −→ B(H)++
having the following properties:
(A) Joint monotonicity: If Aj , Bj ∈ B(H)
++ and Aj ≤ Bj for 1 ≤ j ≤ n, then
M(A1, . . . , An) ≤M(B1, . . . , Bn).
(B) Homogeneity: M(αA1, . . . , αAn) = αM(A1, . . . , An) for every Aj ∈ B(H)
++ and
α > 0.
(C) Monotone continuity: If Aj,k ∈ B(H)
++, k ∈ N, and Aj,k ց Aj ∈ B(H)
++ as
k → ∞ for 1 ≤ j ≤ n, then M(A1,k, . . . , An,k) → M(A1, . . . , An) in the strong
operator topology. The same holds if Aj,k ր Aj ∈ B(H)
++ as k → ∞ for
1 ≤ j ≤ n.
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(D) Normalization: M(I, . . . , I) = I.
The above properties will always be assumed as minimal requirements for our argu-
ments below on the deformation of M by operator means. Unlike (2-variable) operator
means treated in Sections 2 and 3, we fix the domain of multivariate means to B(H)++
and do not consider to extend them to B(H)+. In the sequel, we will thus use a simpler
notation P in place of B(H)++. We denote by w = (w1, . . . , wn) a probability weight
vector, i.e., wj ≥ 0 with
∑n
j=1wj = 1. The most familiar examples of multivariate
means are the weighted arithmetic and harmonic means
A
w
(A1, . . . , An) :=
n∑
j=1
wjAj , Hw(A1, . . . , An) :=
(
n∑
j=1
wjA
−1
j
)−1
.
More substantial and recently the most studied examples are the multivariate exten-
sions of the weighted geometric mean and the weighted power means, as briefly de-
scribed below.
Example 4.1. The weighted multivariate geometric mean G
w
(A1, . . . , An), variously
called the Riemannian mean, the Karcher mean and the Cartan mean, was introduced
for positive definite matrices by Moakher [20] and by Bhatia and Holbrook [3] in a Rie-
mannian geometry approach, whose monotonicity property (A) was proved by Lawson
and Lim [14]. A significant feature of G
w
is that it is determined as a unique positive
definite solution to the Karcher equation
n∑
j=1
wj logX
−1/2AjX
−1/2 = 0, X ∈ P. (4.1)
This equation is also used to define G
w
(A1, . . . , An) for infinite-dimensional positive
operators, see [15, 16]. Note that G
w
is indeed the extension of the weighted operator
mean #α as G(1−α,α)(A,B) = A#αB.
Although it is not explicitly mentioned in [16], one can easily see from the arguments
there that G
w
satisfies the monotone continuity (C). (In the finite-dimensional case,
this is obvious from the continuity of G
w
in the operator norm shown in [16].) Indeed,
assume that Aj,k ց Aj ∈ P for 1 ≤ j ≤ n, and let Xk := Gw(A1,k, . . . , An,k). One can
choose a δ ∈ (0, 1) so that δI ≤ Aj,k ≤ δ
−1I for all j, k. Then δI ≤ Xk ≤ δ
−1I as
well for all k and the monotonicity property implies that Xk ց X0 for some X0 ∈ P.
Since (A, Y ) 7→ log Y −1/2AY −1/2 is continuous in the strong operator topology on
δI ≤ A, Y ≤ δ−1I (see [16], also Remark 2.2), it follows that X0 satisfies the Karcher
equation in (4.1) for Aj, so X0 = Gw(A1, . . . , An). The proof in the case Aj,k ր Aj is
similar.
From the viewpoint of the fixed point method, it is worth noting that, for every
Aj ∈ P and 0 < r ≤ 1, X = Gw(A1, . . . , An) is a unique solution to the equation
X = G
w
(X#rA1, . . . , X#rAn), X ∈ P. (4.2)
This was shown in [10, Theorem 4] in the setting of probability measures on the positive
definite matrices, but the same proof is valid in the infinite-dimensional case as well.
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Example 4.2. The multivariate weighted power means P
w,r(A1, . . . , An), where r ∈
[−1, 1]\{0}, was introduced for positive definite matrices by Lim and Pa´lfia [18], which
was extended to infinite-dimensional operators in [15, 16]. For Aj ∈ P, Pw,r(A1, . . . , An)
is defined as a unique solution to the equation for X ∈ P
X = A
w
(X#rA1, . . . , X#rAn) for 0 < r ≤ 1, (4.3)
X = H
w
(X#−rA1, . . . , X#−rAn) for −1 ≤ r < 0, (4.4)
which are the extension of pα,r given in Examples 2.4 and 2.5 as P(1−α,α),r(A,B) =
A pα,rB. Clearly, Pw,1 = Aw and Pw,−1 = Hw. An important fact proved in [18, 15, 16]
is that
lim
r→0
P
w,r(A1, . . . , An) = Gw(A1, . . . , An)
in the strong operator topology.
The joint monotonicity (A) of P
w,r was given in [18, 15, 16] by a fixed point method.
By an argument similar to that in Example 4.1 one can show that P
w,r satisfies the
monotone continuity (C). Indeed, assume that Aj,k ց Aj ∈ P for 1 ≤ j ≤ n, and choose
a δ ∈ (0, 1) such that δI ≤ Aj,k ≤ δ
−1I for all j, k. Let Xk := Pw,r(A1,k, . . . , An,k); then
Xk ց X0 for some X0 ∈ P. It then follows that that
A
w
(Xk#rA1,k, . . . , Xk#rAn,k) −→ Aw(X0#rA1, . . . , X0#rAn),
H
w
(Xk#−rA1,k, . . . , Xk#−rAn,k) −→ Hw(X0#−rA1, . . . , X0#−rAn)
in the strong operator topology for 0 < r ≤ 1 and −1 ≤ r < 0, respectively. Hence
X0 = Pw,r(A1, . . . , An). The proof when Aj,k ր Aj is similar.
All of the multivariate means A
w
,H
w
, G
w
and P
w,r given so far satisfy all properties
(A)–(D). Additionally they satisfy, among others, the following properties (see [15, 16,
25] and references therein), which will be separately treated below.
(E) Congruence invariance: For every Aj ∈ P and any invertible C ∈ B(H),
CM(A1, . . . , An)C
∗ = M(CA1C
∗, . . . , CAnC
∗).
(F) Joint concavity: For every Aj, Bj ∈ P and 0 < λ < 1,
M(λA1 + (1− λ)B1, . . . , λAn + (1− λ)Bn)
≥ λM(A1, . . . , An) + (1− λ)M(B1, . . . , Bn).
From homogeneity (B) this is equivalent to
M(A1 +B1, . . . , An +Bn) ≥M(A1, . . . , An) +M(B1, . . . , Bn).
(G) AMH weighted mean inequalities: With some weight vector w, for every Aj ∈ P,
H
w
(A1, . . . , An) ≤M(A1, . . . , An) ≤ Aw(A1, . . . , An).
It is indeed known [18, 15, 16] that
H
w
≤ P
w,−s ≤ Pw,−r ≤ Gw ≤ Pw,r ≤ Pw,s ≤ Aw if 0 < r < s < 1.
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From now on, assume thatM : Pn → P is an n-variable mean of operators satisfying
(A)–(D) stated at the beginning of the section, and let σ1, . . . , σn be operator means
(in the sense of Kubo and Ando) such that σj 6= l for any j. For given A1, . . . , An ∈ P
we consider the equation
X = M(Xσ1A1, . . . , XσnAn), X ∈ P, (4.5)
which generalizes (4.2), (4.3) and (4.4).
The following dT-inequality is well-known for Gw and Pw,r (see [16]). The inequality
for M easily follows from (A) and (B) similarly to the proof of Lemma 2.1 (a).
Lemma 4.3. For every Aj , Bj ∈ P,
dT(M(A1, . . . , An),M(B1, . . . , Bn)) ≤ max
1≤j≤k
dT(Aj, Bj).
In particular, this implies that M(A1, . . . , An) is continuous on P
n in the operator
norm.
Lemma 4.4. For every Aj ∈ P there exists a unique X0 ∈ B(H)
++ which satisfies
(4.5). Furthermore, we have:
(1) If Y ∈ P and Y ≥ M(Y σ1A1, . . . , Y σnAn), then Y ≥ X0.
(2) If Y ′ ∈ P and Y ′ ≤M(Y ′σ1A1, . . . , Y
′σnAn), then Y
′ ≤ X0.
Proof. The proof is similar to that of Lemmas 2.6 and 2.7, by use of a map F from P
into itself defined by
F (X) := M(Xσ1A1, . . . , XσnXn). (4.6)
We only confirm the uniqueness of the solution here. Assume that X0, X1 ∈ P satisfies
(4.5) and X0 6= X1. By Lemmas 4.3 and 2.1 (b),
dT(X0, X1) ≤ max
1≤j≤n
dT(X0σjAj , X1σjAj) < dT(X0, X1),
a contradiction.
For every Aj ∈ P, 1 ≤ j ≤ n, we writeM(σ1,...,σn)(A1, . . . , An) for the unique solution
X0 ∈ P to (4.5) given in Lemma 4.4, and so we have a map
M(σ1,...,σn) : P
n −→ P. (4.7)
Lemma 4.5. The map M(σ1,...,σn) satisfies (A)–(D) as M does the same.
Proof. The proof is similar to that of Lemma 2.8, so we omit the details. Note here
that Lemma 4.4 is used to show (A).
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Remark 4.6. When H is finite-dimensional, we can prove the unique existence of the
solution to equation (4.5) under (A), (B) and (D) without (C). To see this, choose a
δ ∈ (0, 1) such that δI ≤ Aj ≤ δ
−1I for 1 ≤ j ≤ n, and let Σδ := {X ∈ P : δI ≤ X ≤
δ−1I} which is a compact convex subset of the d2-dimensional Euclidean space B(H)sa,
the space of self-adjoint X ∈ B(H), where d := dimH. It follows from (A), (B) and
(D) of M that if X ∈ Σδ then F (X) given in (4.6) is in Σδ. Since F is continuous by
Lemma 4.3 where assumption (C) is unnecessary, the existence of the solution follows
from Brouwer’s fixed point theorem, and its uniqueness was shown above. However,
under this situation without (C) we are not able to show that the resulting map (4.7)
satisfies (A) and (B).
We call M(σ1,...,σn) the deformed mean of operators from M by (σ1, . . . , σn). When
σ1 = · · · = σn = σ, we simply write Mσ and call it the deformed mean from M by σ.
The deformed operator mean τσ discussed in Sections 2 and 3 is the special case where
M = τ is a (2-variable) operator mean and σ1 = σ2 = σ. The multivariate weighted
power means P
w,r in Example 4.2 are typical examples of deformed means as
P
w,r = (Aw)#r , Pw,−r = (Hw)#r for 0 < r ≤ 1.
From Example 4.1 note also that
G
w
= (G
w
)#r for 0 < r ≤ 1.
The adjoint mean M∗ of M is defined by
M∗(A1, . . . , An) := M(A
−1
1 , . . . , A
−1
n )
−1, Aj ∈ P.
It is immediate to verify that M∗ satisfies (A)–(D) as well. The mean M is said to be
self-adjoint if M = M∗. Note that for multivariate means the term “dual” is rather
used for M∗ as in [18, 15, 16], but we prefer to use the term “adjoint” in accordance
with the case of operator means.
Proposition 4.7. (1) Mr = M .
(2) Let M̂ be an n-variable mean with (A)–(D) and σ̂j, 1 ≤ j ≤ n, be operator means.
If M ≤ M̂ and σj ≤ σ̂j for 1 ≤ j ≤ n, then M(σ1,...,σn) ≤ M̂(σ̂1,...,σ̂n).
(3) (M(σ1,...,σn))
∗ = (M∗)(σ∗1 ,...,σ∗n). Hence, if M and σj are self-adjoint, then so is
M(σ1,...,σn).
(4) For any permutation pi on {1, . . . , k} define
Mpi(A1, . . . , An) := M(Api−1(1), . . . , Api−1(k)).
Then (M(σ1,...,σn))
pi = (Mpi)(σpi(1) ,...,σpi(k)). Hence, if M is permutation invariant,
then so is Mσ for any operator mean σ.
(5) If M satisfies (E), then M(σ1,...,σn) does the same.
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(6) If M satisfies (F), then M(σ1,...,σn) does the same.
(7) Assume that M satisfies (G) with a weight vector w, and let
ŵ :=
(
n∑
j=1
wjαj
)−1
(w1α1, . . . , wnαn),
where αj := f
′
σj
(1), 1 ≤ j ≤ n. Then M(σ1,...,σn) satisfies (G) with the weight
vector ŵ. In particular, for any operator mean σ, Mσ satisfies (G) with the same
w.
Proof. (1) is obvious. The proofs of (2) and (3) are similar to those of (3) and (4),
respectively, of Proposition 3.1.
(4) immediately follows since
Mpi(Xσpi(1)A1, . . . , Xσpi(n)An) = M(Xσ1Api−1(1), . . . , XσnApi−1(n)).
(5) The proof is similar to that of Lemma 2.8 (ii).
(6) Let X0 := M(σ1,...,σn)(A1, . . . , An) and Y0 := M(σ1,...,σn)(B1, . . . , Bn). Since, by
[12, Theorem 3.5],
(X0 + Y0)σj(Aj +Bj) ≥ (X0σjBj) + (Y0σjBj),
we have, by (A) and (F) of M ,
M((X0 + Y0)σ1(A1 +B1), . . . , (X0 + Y0)σn(An +Bn))
≥M(X0σ1A1, . . . , X0σnAn) +M(Y0σ1B1, . . . , Y0σnBn) = X0 + Y0,
which implies by Lemma 4.4 (2) that
M(σ1,...,σn)(A1 +B1, . . . , An +Bn) ≥ X0 + Y0,
as required.
(7) Since !αj ≤ σj ≤ ▽αj , it follows from the assertion (2) above that
(H
w
)(!α1 ,...,!αn) ≤M(σ1,...,σn) ≤ (Aw)(▽α1 ,...,▽αn).
The equation
X = A
w
(X▽α1A1, . . . , X▽αnAn)
is easily solved as
X =
(
n∑
j=1
wjαj
)−1 n∑
j=1
wjαjAj = Aŵ(A1, . . . , An),
while the equation
X = H
w
(X !α1A1, . . . , X !αnAn)
is solved as X = H
ŵ
(A1, . . . , An). (The latter also follows from the former and the
assertion (3).) Therefore, M(σ1,...,σn) satisfies (G) with the weight vector ŵ.
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Proposition 4.8. For each j = 1, . . . , n let σj and σj,k, k ∈ N, be operator means with
σj , σj,k 6= l, and assume that σj,k ց σj, that is, fσj,k(t) ց fσj (t) for any t ∈ (0,∞) as
k →∞. Then for every Aj ∈ P,
M(σ1,k ,...,σn,k)(A1 . . . , An) ց M(σ1,...,σn)(A1, . . . , An) as k →∞
in the strong operator topology. The upward convergence holds similarly when σj,k ր σj
as k →∞ for each j.
Proof. Let Xk := M(σ1,k ,...,σn,k)(A1, . . . , An) for each k ∈ N. It follows from Lemma
4.7 (2) that X1 ≤ X2 ≤ · · · . Choose a δ > 0 such that Aj ≥ δI for 1 ≤ j ≤ n. Since
δI ≤M((δI)σ1,kA1, . . . , (δI)σn,kAn), Lemma 4.4 (2) gives Xk ≥ δI for all k. Therefore,
Xk ց X0 for some X0 ∈ P. We may now prove that X0 = M(σ1,...,σn)(A1, . . . , An), that
is, X0 = M(X0σ1A1, . . . , X0σnAn). From (C) it suffices to show that Xkσj,kAj ց
X0σjAj as k →∞ for every j = 1, . . . , n. But this is easy to verify since Xk ց A0 and
σj,k ց σj . The proof is similar when σj,k ր σj ,
In the following we present the multivariate versions of Proposition 3.8 and Theorem
3.9, while H is assumed here to be finite-dimensional.
Proposition 4.9. Assume that H is finite-dimensional. For each j = 1, . . . , n let
σj , σj,k, k ∈ N, be operator means with σj , σj,k 6= l, and assume that σj,k → σj properly
as k →∞. Then for every Aj ∈ P,
M(σ1,k ,...,σn,k)(A1, . . . , An) −→ M(σ1,...,σn)(A1, . . . , An)
in the operator norm.
Proof. Choose a δ ∈ (0, 1) such that δI ≤ Aj ≤ δ
−1I for 1 ≤ j ≤ n. Let X0 :=
M(σ1,...,σn)(A1, . . . , An) and Xk := M(σ1,k ,...,σn,k)(A1, . . . , An); then by Lemma 4.4 (1)
and (2), δI ≤ Xk ≤ δ
−1I as well for all k. From the finite-dimensionality assumption,
note that {X ∈ B(H)++ : δI ≤ X ≤ δ−1I} is compact in the operator norm. Hence, to
prove that Xk → X0 in the operator norm, it suffices to show that X0 is a unique limit
point of {Xk}. By replacing {Xk} by a subsequence we may assume (for notational
brevity) that {Xk} itself converges to a Y0 ∈ P. For each j = 1, . . . , n we have
‖Xkσj,kAj − Y0σjAj‖ = ‖Ajσ
′
j,kXk −Ajσ
′
jY0‖
≤ ‖Aj‖ ‖fσ′
j,k
(A
−1/2
j XkA
−1/2
j )− fσ′j (A
−1/2
j Y0A
−1/2
j )‖
≤ ‖Aj‖ ‖fσ′
j,k
(A
−1/2
j XkA
−1/2
j )− fσ′j (A
−1/2
j XkA
−1/2
j )‖
+ ‖Aj‖ ‖fσ′j (A
−1/2
j XkA
−1/2
j )− fσ′j (A
−1/2
j Y0A
−1/2
j )‖,
where σ′j , σ
′
j,k are the transposes of σj , σj,k. Since fσ′j,k(t) = tfσj,k(t
−1) → tfσj (t
−1) =
fσ′
j
(t) for any t ∈ (0,∞) and δA−1j ≤ A
−1/2
j XkA
−1/2
j ≤ δ
−1A−1j for all k, it follows from
Lemma 3.7 that
‖fσ′
j,k
(A
−1/2
j XkA
−1/2
j )− fσ′j (A
−1/2
j XkA
−1/2
j )‖ −→ 0 as k →∞,
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so that ‖Xkσj,kAj − Y0σjAj‖ → 0. Therefore, by Lemma 4.3,
Xk = M(Xkσ1,kA1, . . . , Xkσn,kAn) −→ M(Y0σ1A1, . . . , Y0σnAn)
in the operator norm. This implies that Y0 = M(Y0σ1A1, . . . , Y0σnAn), and hence
Y0 = X0 follows.
Theorem 4.10. Assume that H is finite-dimensional andM satisfies (G) with a weight
vector w. Then for every Aj ∈ P,
M(ps,r1 ,...,ps,rn )(A1, . . . , An)
−→

(A
ŵ
)(#r1 ,...,#rn)(A1, . . . , An) if r1, . . . , rn ∈ (0, 1],
(H
ŵ
)(#−r1 ,...,#−rn)(A1, . . . , An) if r1, . . . , rn ∈ [−1, 0),
G
w
(A1, . . . , An) if r1 = · · · = rn = 0,
in the operator norm as sց 0 with s ∈ (0, 1], where
ŵ :=

(∑n
j=1
wj
rj
)−1(
w1
r1
, . . . , wn
rn
)
if r1, . . . , rn ∈ (0, 1],(∑n
j=1
wj
−rj
)−1(
w1
−r1
, . . . , wn
−rn
)
if r1, . . . , rn ∈ [−1, 0).
Proof. In view of property (G) and Proposition 4.7 (2) we may prove the result for
M = A
w
and for M = H
w
. Choose a δ ∈ (0, 1) such that δI ≤ Aj ≤ δ
−1I for
1 ≤ j ≤ n. First, let us prove the case M = A
w
, and let either r1, . . . , rn ∈ (0, 1]
or r1, . . . , rn ∈ [−1, 0). For s ∈ (0, 1] let Xs := (Aw)(ps,r1 ,...,ps,rn )(A1, . . . , An). Since
I = (A
w
)(ps,r1 ,...,ps,rn )(X
−1/2
s A1X
−1/2
s , . . . , X
−1/2
s AnX
−1/2
s ) by Lemma 4.5, we have
I =
n∑
j=1
wj
[
(1− s)I + s(X−1/2s AjX
−1/2
s )
rj
]1/rj . (4.8)
By taking account of {Xs}s∈(0,1] being in the compact set {X ∈ P : δI ≤ X ≤ δ
−1I}
(due to the finite-dimensionality of H), let Y0 be any limit point of Xs as s ց 0, so
Xk := Xsk → Y0 for some sequence sk ∈ (0, 1], sk ց 0. By (4.8) one can write, as
k →∞,
I =
n∑
j=1
wj
[
I +
sk
rj
{
(X
−1/2
k AjX
−1/2
k )
rj − I
}
+ o(sk)
]
= I + sk
n∑
j=1
wj
rj
{
(X
−1/2
k AjX
−1/2
k )
rj − I
}
+ o(sk),
so that
0 =
n∑
j=1
wj
rj
{
(X
−1/2
k AjX
−1/2
k )
rj − I
}
+
o(sk)
sk
. (4.9)
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When r1, . . . , rn ∈ (0, 1], this means that
Xk =
n∑
j=1
ŵj(Xk#rjAj) +
o(sk)
sk
.
Letting k → ∞ gives Y0 =
∑n
j=1 ŵj(Y0#rjAj), and hence Y0 = X0 follows, where
X0 := (Awˆ)(#r1 ,...,#rn)(A1, . . . , An). Since {Xs} has s unique limit point X0, we find
that Xs → X0 as sց 0.
On the other hand, when r1, . . . , rn ∈ [−1, 0), (4.9) is rewritten as
0 =
n∑
j=1
wj
−rj
{
(X
1/2
k A
−1
j X
1/2
k )
−rj − I
}
+
o(sk)
sk
,
that is,
X−1k =
n∑
j=1
ŵj(X
−1
k #−rjA
−1
j ) +
o(sk)
sk
.
Letting k →∞ gives
Y −10 =
n∑
j=1
ŵj(Y
−1
o #−rjA
−1
J ) =
n∑
j=1
ŵj(Y0#−rjAj)
−1,
which means that Y0 = X0, where X0 := (Hŵ)(#−r1 ,...,#−rn)(A1, . . . , An). Therefore,
Xs → X0 as sց 0.
Next, assume that r1 = · · · = rn = 0, and let Xs := (Aw)#s(A1, . . . , An) (recall the
convention ps,0 = #s in (3.6)). Then
I =
n∑
j=1
wj(I#sX1
/2
s AjX
−1/2
s ) =
n∑
j=1
wj(X
−1/2
s AjX
−1/2
s )
s.
Let Y0 be any limit point of Xs as s ց 0, so Xk := Xsk → Y0 for some sequence
sk ∈ (0, 1], sk ց 0. Since, as k →∞,
I =
n∑
j=1
wj exp
(
sk logX
−1/2
k AjA
−1/2
k )
=
n∑
j=1
wj
[
I + sk logX
−1/2
k AjX
−1/2
k + o(sk)
]
= I + sk
n∑
j=1
wj logX
−1/2
k AjX
−1/2
s + o(sk),
one has
n∑
j=1
wj logX
−1/2
k AjX
−1/2
k +
o(sk)
sk
= 0.
29
Letting k → ∞ gives the Karcher equation
∑n
j=1wj log Y
−1/2
0 AjY
−1/2
0 = 0, implying
that Y0 = Gw(A1, . . . , An). Therefore, Gw(A1, . . . , An) is a unique limit point of Xs,
so Xs → Gw(A1, . . . , An) as sց 0.
Second, let us treat the case M = H
w
. The proof in this case is similar to the above
case. When either rj ∈ (0, 1] or rj ∈ [−1, 0), let Xs := (Hw)(ps,r1 ,...,Ps,rn)(A1, . . . , An)
for s ∈ (0, 1]. Then (4.8) is replaced with
I =
n∑
j=1
wj
[
(1− s)I + s(X−1/2s AjX
−1/2
s )
rj
]−1/rj ,
which yields the same equation as (4.9). Hence the remaining proof is the same as
before. When r1 = · · · = rn = 0, the proof is similar to the above case as well.
Similarly to τs,r for an operator mean τ defined in (3.7) and (3.8), for M satisfying
(G) with a weight vector w, we now define the family Ms,r of n-variable means of
operators with two parameters s ∈ [0, 1] and r ∈ [−1, 1] by
Ms,r :=

Mps,r s ∈ (0, 1], r ∈ [−1, 1],
P
w,r, s = 0, r ∈ [−1, 1] \ {0},
G
w
, s = 0, r = 0.
Then we have
Theorem 4.11. Assume that H is finite-dimensional andM satisfies (G) with a weight
vector w. Then the family Ms,r is continuous (in the sense of pointwise operator norm
convergence) in s ∈ [0, 1] and r ∈ [−1, 1].
Proof. The continuity of Ms,r on (s, r) ∈ (0, 1]× [−1, 1] is a consequence of Proposition
4.9. Hence we may show the continuity at (0, r) where r ∈ [−1, 1]. Theorem 4.10 in
particular says that Msk,r → M0,r as sk → 0 with sk ∈ (0, 1] for any fixed r ∈ [−1, 1].
But, the proof of Theorem 4.10 can slightly be modified to show that Msk,rk →M0,r =
P
w,r as sk → 0 and rk → r 6= 0 where sk ∈ (0, 1] and rk ∈ [−1, 1]. Moreover, it is
known [18, 15, 16] that M0,r = Pw,r → M0,0 = Gw as r → 0. Thus it remains to show
that Msk,rk →M0,0 = Gw as sk → 0 and rk → 0 with sk ∈ (0, 1] and rk ∈ [−1, 1] \ {0}.
For this, as in the proof of Theorem 4.10 we may prove the convergence for M = A
w
and for M = H
w
. For M = A
w
let Xk := (Aw)psk,rk (A1, . . . , An); then
I =
n∑
j=1
wj
[
(1− sk)I + sk(X
−1/2
k AjX
−1/2
k )
rk
]1/rk . (4.10)
As in the proof (the part of rk, sk → 0) of Theorem 3.9 by replacing 1/xk with the
operator X
−1/2
k AjA
−1/2
k , one can prove that[
I + sk
{
(X
−1/2
k AjX
−1/2
k )
rk − I
}]1/rk
= 1 + sk logX
−1/2
k AjX
−1/2
k + o(sk) as k →∞.
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Inserting this into (4.10) gives
n∑
j=1
wj logX
−1/2
k AjX
−1/2
k +
o(sk)
sk
= 0 as k →∞,
from which Xk → Gw(A1, . . . , An) follows as in the proof (the part of r1 = · · · = rn = 0)
of Theorem 4.10. The proof for the case M = H
w
is similar.
Problem 4.12. Properties of 2-variable operator means reduce to that of operator
monotone functions on (0,∞) due to Kubo and Ando [12], however this is not the case
for multivariate means of operators. Therefore, in the proofs of Proposition 4.9 and
Theorems 4.10 and 4.11 we have used the compactness argument, the reason why H
is assumed finite-dimensional. It seems that we have to find a new technique to prove
those results in the infinite-dimensional setting, while they are likely to hold.
Example 4.13. From Theorem 4.11 one has a lot of one parameter continuous fami-
lies of n-variable means of operators satisfying (A)–(D) and (G) (at least H is finite-
dimensional). For example, when M = A
w
or G
w
or H
w
, {Ms,r}−1≤r≤1 is a continuous
family of means interpolating M!s (r = −1), M#s (r = 0) and M▽s (r = 1) for each
s ∈ (0, 1], and {Ms,r}0≤s≤1 is a continuous family of means joining Pw,r (s = 0) and
M (s = 1) for each r ∈ [−1, 1] \ {0} (also joining G
w
and M when r = 0). In
particular, for A and H with weight w = (1/n, . . . , 1/n), X = A !(A1, . . . , An) and
X = H▽(A1, . . . , An) are respectively the solutions to
X =
1
n
n∑
j=1
X !Aj , X
−1 =
1
n
n∑
j=1
X−1 !A−1j , X ∈ P.
Unlike ▽ ! = !▽ = # in (3.1), A ! and H▽ = (A !)
∗ are not G (= G
w
with w =
(1/n, . . . , 1/n)). In fact, even for scalars a1, a2, a3 > 0, x = H▽(a1, a2, a3) is a solution
to
x3 +
a1 + a2 + a3
3
x2 −
a1a2 + a2a3 + a3a1
3
x− a1a2a3 = 0, x > 0,
which is not equal to G(a1, a2, a3) = (a1a2a3)
1/3.
Example 4.14. Since equation (4.2) determines X = G
w
(A1, . . . , An), we have
(G
w
)#α = Gw, α ∈ (0, 1].
Extending (3.13) we furthermore have
(P
w,r)pα,r = Pw,r
for every weight vector w, α ∈ (0, 1] and r ∈ [−1, 1] \ {0}. To see this, let X0 :=
P
w,r(A1, . . . , An), which is determined by the equation
I =
n∑
j=1
wj(X
−1/2
0 AjX
−1/2
0 )
r.
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For every α ∈ (0, 1] this is equivalent to
I =
n∑
j=1
wj
[
(1− α)I + α(X
−1/2
0 AjX
−1/2
0 )
r
]
=
n∑
j=1
wj(I pα,r(X
−1/2
0 AjX
−1/2
0 ))
r,
which means that
I = P
w,r
(
I pα,r(X
−1/2
0 A1X
−1/2
0 ), . . . , I pα,r(X
−1/2
0 AnX
−1/2
0 )
)
.
Therefore, X0 = Pw,r(X0 pα,rA1, . . . , X0 pα,rAn), that is, X0 = (Pw,r)pα,r(A1, . . . , An).
5 Final remark
Assume thatH is finite-dimensional, and let P denote B(H)++ as in Section 4. Let P(P)
be the set of all Borel probability measures on P. Apart from the Thompson metric dT,
the Riemannian trace metric on P is given as δ(A,B) := ‖ logA−1/2BA−1/2‖2, where
‖ · ‖2 is the Hilbert-Schmidt norm. Then the Polish space (P, δ) is a typical NPC
(nonpositive curvature) space. Therefore, the general theory of NPC spaces (see [22])
is applied to define the Cartan barycenter G(µ) of µ ∈ P1(P) as
G(µ) = argmin
Z∈P
∫
P
[
δ2(Z,X)− δ2(Y,X)
]
dµ(X)
(independently of the choice of a fixed Y ∈ P). Here, P1(P) is the set of µ ∈ P(P)
with finite first moment, i.e., for some (hence all) Y ∈ P,
∫
P
δ(X, Y ) dµ(X) < ∞.
A fundamental property of G(µ) is the contraction δ(G(µ), G(ν)) ≤ dW1 (µ, ν), µ, ν ∈
P1(P), where dW1 is the 1-Wasserstein distance on P
1(P). The G(µ) extends the
multivariate geometric mean (or the Karcher mean) G
w
in Example 4.1 as G(µ) =
G
w
(A1, . . . , An) if µ =
∑n
j=1wjδAj . In fact, it is known [9] that G(µ) is the unique
solution to the Karcher equation∫
P
logX−1/2AX−1/2 dµ(A) = 0, X ∈ P. (5.1)
Moreover, the multivariate weighted power means P
w,r in Example 4.2 were ex-
tended in [11] to the means Pr(µ) of µ ∈ P
∞(P), the set of µ ∈ P(P) with bounded
support (i.e., supported on {A ∈ P : δI ≤ A ≤ δ−1I} for some δ ∈ (0, 1)), as unique
solutions to the equations for X ∈ P
X =
∫
P
X#rAdµ(A) for r ∈ (0, 1], (5.2)
X =
[∫
P
(X#−rA)
−1 dµ(A)
]−1
for r ∈ [−1, 0). (5.3)
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The particular cases where r = 1,−1 are the arithmetic and harmonic means
A(µ) :=
∫
P
Adµ(A), H(µ) :=
[∫
P
A−1 dµ(A)
]−1
.
We notice that the above definition of Pr(µ) is applicable more generally for µ ∈ P(P)
with
∫
P
(‖A‖ + ‖A−1‖) dµ(A) < ∞. Note also that one may extend the definitions of
G(µ) and Pr(µ) via equations (5.1)–(5.3) to the case of an infinite-dimensional H (see
[19]).
The usual order A ≤ B for A,B ∈ P is naturally extended to µ, ν ∈ P(P) in such a
way that µ ≤ ν if µ(U) ≤ ν(U) for any upper Borel subset U of P, where U is said to be
upper if A ∈ U and A ≤ B ∈ P imply B ∈ U (see [13, 8] for details). Then we say that
a mean M on a certain subclass of P(P) is monotone if µ ≤ ν implies M(µ) ≤ M(ν)
for any µ, ν in the domain of M . Moreover, one can consider the weak convergence
µk → µ for µk, µ ∈ P(P) or the stronger convergence d
W
1 (µk, µ)→ 0 for µk, µ ∈ P
1(P)
(see [22, 8] for details).
With use of the notions mentioned above one can apply the fixed point method
considered in the paper to means of M , for example G and Pr above, defined on a
subclass of P(P). Let σ be any operator mean in the sense of Kubo and Ando. For
X ∈ P and µ ∈ P(P), letXσµ be the push-forward of µ by the map A ∈ P 7→ XσA ∈ P.
Then it is easy to see that if µ is, for instance, in the class P1(P) or P∞(P), then Xσµ
is in the same class. Hence, for a meanM on such a class, we can consider the equation
X = M(Xσµ), X ∈ P.
Under certain conditions of M similar to those given in Section 4, we can show that
the above equation has a unique solution. Thus, the deformation Mσ of M by σ is
defined, which satisfies properties inherited from the original M . By the definition of
Pr via (5.2) and (5.3), we have examples Pr = A#r and P−r = H#r for 0 < r ≤ 1.
The details on the extension of the fixed point method to probability measures will be
presented in a forthcoming paper.
References
[1] T. Ando, C.-K. Li and R. Mathias, Geometric means, Linear Algebra Appl. 385
(2004), 305–334.
[2] R. Bhatia, Matrix Analysis, Springer-Verlag, New York, 1996.
[3] R. Bhatia and J. Holbrook, Riemannian geometry and matrix geometric means,
Linear Algebra Appl. 413 (2006), 594–618.
[4] J. I. Fujii, Interpolationality for symmetric operator means, Sci. Math. Jpn. 75
(2012), 267–274.
33
[5] J. I. Fujii and E. Kamei, Uhlmann’s interpolational method for operator means,
Math. Japon. 34 (1989), 541–547.
[6] F. Hiai, Matrix Analysis: Matrix Monotone Functions, Matrix Means, and Ma-
jorization, Interdisciplinary Information Sciences 16 (2010), 139–248.
[7] F. Hiai and H. Kosaki, Means for matrices and comparison of their norms, Indiana
Univ. Math. J. 48 (1999), 899–936.
[8] F. Hiai, J. Lawson and Y. Lim, The stochastic order of probability measures on
ordered metric spaces, Preprint, arXiv:1709.04187 [math.FA], 2017.
[9] F. Hiai and Y. lim, Log-majorization and Lie-Trotter formula for the Cartan
barycenter on probability measure spaces, J. Math. Anal. Appl. 453 (2017), 195–
211.
[10] F. Hiai and Y. Lim, Geometric mean flows and the Cartan barycenter on the
Wasserstein space over positive definite matrices, Linear Algebra Appl. 533 (2017)
118–131.
[11] S. Kim and H. Lee, The power mean and the least squares mean of probability
measures on the space of positive definite matrices, Linear Algebra Appl. 465
(2015), 325–346.
[12] F. Kubo and T. Ando, Means of positive linear operators, Math. Ann. 246 (1980),
205–224.
[13] J. Lawson, Ordered probability spaces, J. Math. Anal. Appl. 455 (2017), 167–179.
[14] J. Lawson and Y. Lim, Monotonic properties of the least squares mean, Math.
Ann. 351 (2011) 267–279.
[15] J. Lawson and Y. Lim, Weighted means and Karcher equations of positive opera-
tors, Proc. Natl. Acad. Sci. USA. 110 (2013), 15626–15632.
[16] J. Lawson and Y. Lim, Karcher means and Karcher equations of positive definite
operators, Trans. Amer. Math. Soc. Series B 1 (2014), 1–22.
[17] J. Lawson and Y. Lim, Contractive barycentric maps, J. Operator Theory, 77
(2017), 87–107.
[18] Y. Lim and M. Pa´lfia, Matrix power means and the Karcher mean, J. Funct. Anal.
262 (2012), 1498–1514.
[19] Y. Lim and M. Pa´lfia, Existence and uniqueness of the L1-Karcher mean, preprint,
arXiv:1703.04292 [math.FA], 2017.
[20] M. Moakher, A differential geometric approach to the geometric mean of symmet-
ric positive-definite matrices, SIAM J. Matrix Anal. Appl. 26 (2005), 735–747.
34
[21] M. Pa´lfia and D. Petz, Weighted multivariable operator means of positive definite
operators, Linear Algebra Appl. 463 (2014), 134–153.
[22] K.-T. Sturm, Probability measures on metric spaces of nonpositive curvature,
in Heat Kernels and Analysis on Manifolds, Graphs, and Metric Spaces (Paris,
2002), pp. 357–390, Contemp. Math., 338, Amer. Math. Soc., Providence, RI,
2003.
[23] A. C. Thompson, On certain contraction mappings in a partially ordered vector
space, Proc. Amer. Math. Soc. 14 (1963), 438–443.
[24] Y. Udagawa, T. Yamazaki and M. Yanagida, Some properties of weighted operator
means and characterizations of interpolational means, Linear Algebra Appl. 517
(2017),
[25] T. Yamazaki, An elementary proof of arithmetic-geometric mean inequality of the
weighted Riemannian mean of positive definite matrices, Linear Algebra Appl. 438
(2013), 1564–1569. 217–234.
35
