Abstract. A multigrid method using conforming P -1 finite elements is developed for the twodimensional pure traction boundary value problem of linear elasticity. The convergence is uniform even as the material becomes nearly incompressible. A heuristic argument for acceleration of the multigrid method is discussed as well. Numerical results with and without this acceleration as well as performance estimates on a parallel computer are included.
Introduction.
Let Ω be a bounded convex polygonal domain in R 2 . The pure traction boundary value problem for planar linear elasticity is given in the form It is well known that a finite element method using conforming piecewise linear (P -1) finite elements converges for moderate fixed λ, and as λ → ∞, i.e., the elastic material becomes incompressible, it seems not to converge at all ( [1, 12] ). In order to overcome this so-called locking phenomenon, the method of reduced integration was employed by Brenner [4] , Falk [7] , and Lee [9] in the construction of the finite element methods. The finite element methods employed by them are robust in λ, i.e., they give a uniform convergence rate as λ → ∞. In [4] , Brenner proved the convergence of the P -1 nonconforming finite element method for the mixed formulation and robustness in λ using a modification of the space used by Falk in [7] . In [9] , Lee proved the convergence of the P -1 conforming finite element method for the mixed formulation and robustness in λ using the same modification of the finite element space as Brenner used in [4] . In addition, Brenner adopted the W-cycle full multigrid method as a numerical solver for the resulting linear system and obtained the convergence of a multigrid method, which is robust in λ. For mixed problems without penalty term (e.g., Stokes equation) a W-cycle multigrid algorithm was developed by Verfürth [11] .
In this paper we present a W-cycle multigrid method to solve the linear system arising from the P -1 conforming finite element method for the mixed formulation of the pure traction boundary value problem developed in [9] . We show that the convergence is uniform with respect to λ by following the argument adopted by Brenner in [4] . Also the convergence analysis falls within the framework developed in [5] by Brenner. While the conforming multigrid method has the same order of convergence as the nonconforming multigrid method in [4] , the former has about one-third of the unknowns for the same mesh size. Moreover, in the case of parallel computation the intergrid transfer operator of the conforming multigrid method is easier to design and has smaller communication overhead than the nonconforming one. Therefore, the conforming multigrid method promises better performance in the cases of both sequential and parallel computations.
While the mass matrix obtained from the P -1 mixed nonconforming finite elements is a diagonal matrix, the mass matrix for the P -1 mixed conforming finite elements is a band matrix which has several nonzero entries per row. In the implementation of the conforming multigrid algorithm, we use the lumped mass matrix (i.e., diagonal of the mass matrix) instead of the whole mass matrix in order to reduce cost for inverting the mass matrix. Since the multigrid solution using the lumped mass matrix is not orthogonal to the space of rigid motions, we take the projection at the end of the multigrid algorithm. In practice, V-cycle multigrid methods employing one smoothing step are convergent. Even though the P -1 conforming multigrid method is robust with respect to λ, the convergence is slow in the practical sense. Investigating the relation between eigenvalues and norms of corresponding normalized eigenfunctions (u ∼ , p), we have found an unusual bimodal distribution of u ∼ H ∼ 1 versus the eigenvalues. Based on this insight, we present a heuristic argument for a faster multigrid algorithm employing a weighting factor and a damping factor. Experimental results indicate the effectiveness of these two factors.
This paper is organized as follows. In section 2 we explain notations and the conforming finite element space we employ. The multigrid method is discussed and basic lemmas are proved in section 3. In section 4, we prove the convergence of the Wcycle multigrid method. In section 5 we describe the implementation of the multigrid method. In section 6 we give the numerical experiments for V-cycle multigrid methods on the CM-5. In addition, we mention the comparison with the computational results in [4] . We also give a performance estimate on a parallel computer. In the last section we discuss the acceleration of the multigrid algorithm and give numerical results.
2. The finite element method. Throughout this paper, an undertilde is used to denote vector-valued functions and operators, their associated spaces, and double undertildes are used for matrix-valued objects. The letter C denotes a positive constant independent of the Lamé constants and the mesh parameter h k , which may vary from occurrence to occurrence even in the proof of the same theorem. We use the following standard differential operators defined in [4, 9] :
We also define
Since the domain Ω is a polygon which has corners, the boundary condition (1.1b) must be carefully handled. We shall denote by S i , 1 ≤ i ≤ n, the vertices of ∂Ω; by Γ i , 1 ≤ i ≤ n, the open line segment joining S i to S i+1 ; by τ 
where s is the oriented arc length measured from S i+1 and t is a positive number less than min{|Γ i | : 1 ≤ i ≤ n}.
We are able to write equation (1.1) more precisely as
(Ω), and g
In order for a solution of (2.1) to exist, f ∼ and g ∼ i must satisfy the compatibility condition
where RM ∼ , the space of rigid motions, is defined by
We assume that the origin of our coordinate system is chosen to be the centroid of Ω so that RM ∼ has the following orthogonal basis:
When the compatibility condition holds, the pure traction boundary value problem (2.1) has a unique solution u
where
The quantity ω is called the weighting factor. Equation (2.4) has a unique solution on
Let {T k } be a family of triangulations of Ω, where T k+1 is obtained by connecting the midpoints of the edges of the triangles in T k . Let h k := max T ∈T k diam T , then h k = 2h k+1 . Now let us define the conforming finite element space for our multigrid method CMG
To describe the mixed finite element method, we define
(Ω) and q| T is a constant for all T ∈ T k } .
Note that the bilinear form B ω,k is symmetric and indefinite.
With this form we have a discretization of (2.4), which is a modification of the one proposed by Falk in [7] .
Find (u
In [9] , Lee showed the uniqueness of the solution of the discretization (2.5) with ω = 1 and derived the following discretization error estimate:
.
3. The multigrid algorithm. In this section we present a conforming multigrid algorithm CMG and some basic lemmas which are used to prove the convergence of the algorithm. Some of them are rewordings of lemmas in [4] , and we give these lemmas without proof.
We set ω = 1 for the time being until we have a statement for ω > 1.
Define the mesh-dependent inner product by
The intergrid transfer operator I
This norm is well defined by Proposition 1 in [9] . Moreover,
and
We are now ready to state the basic lemmas which are essential in the proof of the approximation property (Lemma 8) of the multigrid algorithm.
Proof.
By Theorem 2 in [9] , we have
By Theorem 1 in [9] , we have
Combining (3.5) and (3.6), we obtain
and (u
Using (3.9), (3.10), (3.7), and (3.8), we have
Combining (3.11) and the discretization error estimate of Theorem 1 in [9] we have
From Proposition 1 in [9] and (3.7), we have
Therefore, we obtain
Combining (3.12) and (3.13), we complete the proof.
The kth level iteration scheme of the multigrid algorithm. The kth level iteration with initial iterate (y
an approximate solution to the following problem.
Find (y
Here, Λ k := Ch −2 k is greater than or equal to the spectral radius of B ⊥ k , and m is an integer to be determined later. 
Remark. In the algorithm we use B k instead of B 4. Convergence analysis. For our proof of the convergence of the conforming multigrid method we follow the convergence analysis of the nonconforming multigrid method in [4] .
Let the final output of the two-grid algorithm be
Proof. See the proof of Lemma S.1 in [4] . Let
Then we have
LEMMA 7 (Smoothing step).
There exists a constant C, independent of h k and m, such that
Proof. See the proof of Lemma S.2 in [4] . LEMMA 8 (Approximation step). There exists a constant C, independent of h k and m, such that 
Using (4.4), (4.5), the definition of (η ∼ , τ ), (3.2), (3.1), and Lemma 5, we get
Therefore, we have
Hence, combining (4.3) and (4.6), we have
THEOREM 1 (Convergence of the two-grid algorithm). There exists a constant C, independent of k and m, such that
Proof. See the proof of Lemma S.4 in [4] . THEOREM 2 (Convergence of the kth level iteration). There exists a constant C, independent of k and m, such that
Proof. See the proof of Lemma S.5 in [4] . Note that the number of smoothing steps m is independent of the number of levels k. k S k , where M k is the mass matrix and S k is the stiffness matrix, i.e.,
be the matrix representation of the intergrid transfer operator I k−1 k . Then we have
where E k k−1 is the matrix representation of the natural embedding from
forms a basis for Ξ RM k , a vector space which consists of coefficients of functions in RM ∼
×{0}.
Define an inner product on Ξ k by 
is normalized with respect to (·, ·) M k .
With the compatibility condition (2.2), the CMG algorithm can be rewritten in matrix form for the following problem: 
Here, Λ k := Ch −2 k is greater than or equal to the spectral radius of (M
, and m is an integer to be determined later.
Correction step: The coarser-grid correction in Ξ ⊥ k−1 is obtained by applying the (k − 1)st level iteration twice. In other words, it is the standard W-cycle multigrid method. More precisely,
The mass matrix M k has several nonzero entries per row so that it is costly to take an inverse of M k in the implementation of the algorithm at each level of the multigrid. As an alternative, we take an appropriate N k , which is spectrally equivalent to M k , i.e., there is a constant β, independent of h k , such that
By slight modification of the proof of the convergence theorem of the CMG algorithm, we obtain the convergence theorem of the multigrid algorithm containing N t M k do not preserve this property. Therefore, the multigrid solution obtained using N k does not belong to Ξ ⊥ k . In this paper, we take N k as the diagonal of the mass matrix M k , which allows the use of an underrelaxed Jacobi scheme of smoothing. Moreover, with this choice of N k the multigrid solution is orthogonal to Ψ k 1 and Ψ k 2 (see Proposition 2). Thus, to obtain the desired solution from our multigrid solution it is only necessary to project this multigrid solution into the space which is orthogonal to Ψ k 3 . In the following, we state a modified multigrid algorithm which includes this projection. We also provide several propositions which validate the algorithm. This projection is quite easy to compute as it includes only one matrix multiplication.
The modified multigrid algorithm in matrix form.
is the solution obtained from a direct method, i.e., 
Here, Λ k := Ch 
where φ k i 's are the nodal basis functions defined on T and A(T ) denotes the area of the triangle T . Since M k and N k are symmetric, it follows that 
By Lemma 1 (ii), we get
Therefore, combining (5.1), (5.2), and (5.3), we have Proof. Let
. Then, by Lemma 9, we have that for
After performing m smoothing steps, we get
PROPOSITION 2. In the modified multigrid algorithm, we have
Proof. The proof is by induction. Since the first-level iteration is a direct solver, (5.5) holds for k = 1. Assume (5.5) holds for k − 1, (k > 1). Proposition 1 implies that
Hence it follows from (5.6), (5.7), and the induction hypothesis that
By Proposition 2, we get
Proof. By assumption, we have
Hence, it follows that
by iterating a sparse band matrix. We use the Gershgorin theorem in order to get bounds on the maximum eigenvalues. These are rough bounds so that the convergence rate is not optimal, but there is a trade-off because finding the exact maximum eigenvalue is costly. The matrix representation for I k−1 k is again a band matrix. In the coarsest grid we use a direct solver for the linear system, which comes from the matrix representation B ⊥ 1 with respect to the basis of Ξ ⊥ 1 . 6. Experimental results. For our numerical experiments, we choose the model problem studied in [4] :
where Γ i (1 ≤ i ≤ 4) represent four sides of the unit square. The body force f
t is defined by f 1 = −π 2 sin πx sin πy + 2π 
The exact solution u
As coarsest grid for W ∼ 1 we take T 1 which consists of the two triangles ∆S 1 S 2 S 4 and ∆S 2 S 3 S 4 , where S 1 = (0, 0), S 2 = (1, 0),S 3 = (1, 1) and S 4 = (0, 1). Corresponding Q 0 consists of constant functions on the whole unit square. This problem is chosen because [4] is one of few papers dealing with solution technique for this equation, which presents computational results. Thus we compare our results with the results in [4] .
The performance of multigrid algorithms has usually been measured in Work Units. On serial machines, since the total CPU time is proportional to the amount of computational work and smoothing steps make up most of the multigrid work, a reasonable unit of effort is the Work Unit (WU) defined in [3] as the amount of computations in one smoothing step in the finest grid.
However, on parallel machines (in particular, massively parallel machines adopting data parallelism) we use a somewhat different method to measure the computational work. In this paper, we use one WU as the amount of computations needed in one smoothing step of the conforming multigrid method CMG at the finest grid on a serial machine. Let n k be the number of unknowns at kth level and Q comp be the number of operations required to compute one smoothing step at each mesh point. Then we have
where Jth level represents the finest grid. Let p be the number of processors and assume two-dimensional square data distribution (cf. [8] ). Then the number of unknowns at the kth level allocated to each processor is r k = n k p , and n k = 1 4
where ⌈x⌉ is the smallest integer greater than x. On a parallel machine we need an additional unit to measure the communication work. We define one Communication Unit (CU) as the amount of communications needed in one smoothing step of the conforming multigrid method CMG when we assume a large system of p·n J number of unknowns. Let Q comm be the number of interprocessor communication steps required to compute one smoothing step at each meshpoint. Since about 4 √ r k meshpoints of those assigned to one processor do interprocessor communication in the smoothing step of the multigrid method CMG, we have 4 √ n J Q comm = 1 (CU) . Let T comp be the time needed to perform the computational work of one smoothing step at one meshpoint and T comm be the time needed to perform the interprocessor communication in one smoothing step at one meshpoint. The multigrid algorithms in this paper are one-sided methods, i.e., they use the smoothing step before the correction step. If smoothing steps are used before and after the correction step, the multigrid method is called symmetric. Note that as far as the convergence is concerned a symmetric V-cycle multigrid iteration is the same as two one-sided V-cycle iterations (see [10] ). Table 1 shows the computational results for the conforming W-cycle full multigrid method FMW which is defined as follows:
Even though we have only proven the convergence of the kth level W-cycle multigrid algorithms CMG, the convergence of the conforming FMW can be shown by the argument used in [4] . The number of smoothing steps has been chosen to achieve the discrete L 2 relative error less than .03 for the mesh size h = 1/64 (10,498 unknowns) and for various λ. The experiments reported here were run in double-precision arithmetic on the CM-5 vector units with 32 processors. Since h = 1/64, we have seven levels and there is no smoothing step at the first level. Hence the amount of computational work of one W-cycle at each level is
where k = 2, . . . , 7. Hence the total amount of computational work of conforming FMW is
The amount of communication of one W-cycle at each level is 
where k = 2, . . . , 7. Hence the total amount of communication of conforming FMW is Table 2 is a translation of the computational results in [4] for the nonconforming W-cycle full multigrid method FMW. It uses the same stopping condition and the same mesh size h = 1/64 (26,880 unknowns). Let n (nc) k be the dimension of the kth level mixed nonconforming finite element space. Most rows of the stiffness matrix have 17 nonzero entries so that most rows of the matrix representation for B (nc) k have also 17 nonzero entries, which causes the same amount of computational work and communication overhead per meshpoints as the conforming case. Therefore, we use the same Q comp and Q comm as in the conforming case. Thus the amount of computational work of one W-cycle at each level is
where k = 2, . . . , 7. And the total amount of computational work for the nonconforming FMW is
The amount of communication for one W-cycle at each level is 1  68  582  1626  244  2073  5788  334  2842  7935  2  67  572  798  223  1894  2645  293  2491  3478  3  66  559  520  201  1714  1595  255  2169  2019  4  64  546  381  184  1564  1092  226  1924  1343 where k = 2, . . . , 7. Note that about 12 √ r k meshpoints in a processor participate in the interprocessor communication in the smoothing step of the nonconforming multigrid method. The total amount of communication of nonconforming FMW is
The total elapsed time is
Therefore, the performance of the multigrid algorithm is dependent upon the ratio between T comp and T comm . It is not easy to obtain this ratio because it heavily depends on the implementation of algorithms, e.g., the topology of data distribution and distance of communications.
From Tables 1 and 2 , we see that the conforming FMW needs fewer WU's and CU's than the nonconforming FMW. Moreover, the conforming FMW is superior to the nonconforming FMW even on serial computers because the conforming FMW requires fewer smoothing steps and the number of unknowns is less than in the nonconforming FMW.
We note that FMW is essentially a direct method that requires information (fine tuning) to determine the number of smoothing steps depending on the number of iterations s and the stopping condition. These are usually found by trial and error. In the rest of this paper, we will present our computational results of the kth level CMG which is viewed as an iterative method.
In Table 3 , the numbers in the columns for λ = 10, 100, 1000 represent work units, communication units, and N iter (the number of iterations of CMG). While we have only proven that CMG converges for the W-cycle with many smoothing steps, we see that in practice it converges even for the V-cycle with one smoothing step. In both cases, convergence is independent of the mesh size h k and Lamé constant λ. The total amount of computational work for a 7-level V-cycle is
The total amount of communication for the 7-level V-cycle is
CMG is worse than the conforming FMW in both WU and CU estimates. But it is comparable to the nonconforming FMW. While CMG requires more WU's than the nonconforming FMW, it needs less than half of the CU's of the nonconforming FMW, which means that CMG is faster than the nonconforming FMW on massively parallel computers.
7. Acceleration of multigrid method. Even though the P -1 conforming multigrid method is robust with respect to λ, the convergence is slow in any practical sense. In this section we present a heuristic argument for the acceleration of the multigrid algorithm CMG.
Replacing p and q by √ ωp and √ ωq (ω > 1), respectively, we use the argument in [9] to show the uniqueness of the solution of the equations (2.4) and (2.5) and to derive the following discretization error estimate:
Also, following the argument in section 3, we can develop the same multigrid algorithm for the problem. For positive definite systems for which energy norms are equivalent to H 1 norm, the normalized eigenfunctions (with respect to L 2 norm) corresponding to the large eigenvalues have large H 1 norm, which means that these eigenfunctions are highly oscillatory. However, our linear system obtained from the mixed finite element discretization of the pure traction problem is indefinite. Moreover, the solution space is composed of two different spaces. One is the space of piecewise linear functions and the other is the space of piecewise constant functions. Using MATLAB we have investigated the relation between eigenvalues and u k S k where h = 1/16 (706 unknowns). The eigenvectors corresponding to the negative eigenvalues have large [p] L 2 , which means p is highly oscillating so that the error for p corresponding to the negative eigenvalues is not reduced by the smoothing step enough to be corrected in the correction step. By introducing the weighting factor, we can magnify the size of the negative eigenvalues with little effect on the general distribution of eigenvalues. k S ω,k with weighting ω = 7. By employing such a weighting factor the magnitudes of the negative eigenvalues become larger while those of the positive eigenvalues grow small. Therefore, we expect a better performance for the multigrid method for the system with the weighting factor.
Since we use the Gershgorin theorem to obtain the estimate Λ k for the maximum eigenvalue of N −1 k S ω,k , we always overestimate it. Therefore, for acceleration of our multigrid algorithm, it is useful to use a damping factor θ in the smoothing step as follows:
(y , λ = 1000, ω = 7. 
