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R&urn6 
Le dtsormais classique algorithme de Thurston (1990), pour le pavage des figures planes 
finies et sans trous par des dominos, peut Ctre retrouvC par la condition de Hall sur les 
couplages dans les graphes bipartis et la ConsidCration de plus courts chemins dans un graphe 
associC i la figure $ paver. Ce point de vue nouveau permet une parallClisation en temps 
0 (log n) avec n3 processeurs sur un modile PRAM, c’est-i-dire de faGon efficace (classe NC). Ce 
m&me algorithme r&out la question de I’unicitC d’un pavage et, de faGon plus g&&ale, donne 
une d&composition canonique de la figure. 
English Summary 
We consider the problem of tiling with dominoes pictures of the plane without holes. Known 
results and generalizations of the problem can be found in [5,7]. Here, a picture is a subset of 
unit squares of the plane (considered as Z x Z). It is easy to see that a necessary condition for 
the existence of a tiling for a chessboard-like coloured picture is that there is an equal number of 
black squares and of white ones in the picture (balanced picture). This condition is not sufficient 
as we can see while analysing the (balanced) picture in Fig. 1. More deeply, the impossibility of 
tiling this picture is due to the existence of the line abc which delimits a subpicture, under abc, 
with the following properties: (1) there are more black squares than white ones, (2) the line abc 
runs alongside white squares of the subpicture. Such a subpicture will be called an obstruction to 
tiling. If a picture has no obstruction to tiling, then it is tilable. In fact, this condition 
corresponds to the classical Hall’s condition for matchings in bipartite graphs. We express that 
in another way. 
The boundary path of a picture F (without holes) determines a height function h on its 
vertices, up to constant: if (so, sl, . .., sp) is the sequence of vertices of the boundary path, with 
sp = sO, let us define: 
- h(s,) = k, where k is some integer, 
- for i = 1, . . ..p. 
h(s,) = 
h(~,_~) + 1 if the edge si_lsi delimits a white square of F, 
h(si_l) - 1 otherwise. 
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Such a function will be called a height function on the boundary of the picture. 
Let F be a picture, we associate with F the white on the left directed graph G in the following 
way: the vertices of G are the vertices of F and the arcs of G correspond to edges of F oriented in 
such a way that a white square is always on the left-hand side of each arc. Let d(s,t) denote the 
distance from a vertex s to a vertex t in G (the length of a shortest path from s to t in G). Let us 
define a height function h on the vertices of F, associated with a height function g on the 
boundary C of F: 
for every vertex t of F, we set h(t) = min {g(s) + d(s,t)) s vertex of C}. 
Such a function will be called a height function on the picture. 
Note that for every vertex t of C we have h(t) <g(t). The inequality h(t) < g(t)is possible and 
it corresponds to the existence of an obstruction to tiling in the picture. So the main result is: 
Theorem 1. Let F be a picture, C the boundary of F, g a height function on C, h a height function 
on F associated with g. The picture is tilable zifand only iffor every SEC, we have h(s) = g(s). 
Moreover, if F is tilable, the edges tt’ such that 1 h(t) - h(t’)j = 1 dejine a tiling of F. 
Examples. See Figs. 3 and 4. 
This result allows us to find again the Thurston’algorithm [6]. In fact, the height function is 
equal to a distance in an extension of the white on the left graph (Theorem 2). It is then possible 
to calculate the height function h on F, and so calculate a tiling of F if the condition h(s) = g(s) 
for every s E C is true, by a classical Breadth First Search algorithm (note that the height 
function g on C is easy to calculate). The whole algorithm is linear. More interesting is the 
possibility of a parallelization of this algorithm, by means of a parallelization of Breadth First 
Search (see [4]). The obtained parallel algorithm for tiling a picture without holes is in O(log n) 
time using n3 processors on a PRAM model. This result is rather unexpected apart from the 
new point of view given here. 
We give next a canonical decomposition theorem for pictures’ tilings. 
Let F be a tilable picture with boundary C. We define a fracture path of F as a path in the 
white on the left directed graph from a vertex SEC to a vertex s’ E C such that g(s’j = g(s) + 1, 
where I is the length of the path. A fracture edge is a picture’s edge which is on a fracture path, 
and thefracture graph is the graph induced by fracture edges. It is to note that a fracture edge is 
never covered by a domino in a picture’s tiling. The main result here is: 
Theorem 3. The fracture graph of a tilable picture divides the picture into without holes and tilable 
subpictures, each of them being either one domino or a picture which is tilable but not in an unique 
way. Furthermore, each picture’s tiling breaks up into subpictures’ tilings. 
We deduce many corollaries of this result, in particular a characterization of uniqueness case 
of tiling: 
Corollary A picture is uniquely tilable if and only ifits fracture graph divides it into dominoes. 
We call white tiling the tiling defined in Theorem 1, and black tiling the one which is defined in 
the same way but after switching colors, white and black, in the picture’s squares. We have the 
last main result. 
Theorem 4. The fracture graph of a tilable picture is the connected component which contains the 
boundary of the intersection graph of the white tiling and black tiling. 
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Example. See Fig. 6. 
The fracture graph can be calculated by linear sequential algorithm or NC-parallel algo- 
rithm. 
1. Introduction 
Le probleme consideri: est celui de recouvrir exactement une figure du plan 
constituee de cart-es unites par des dominos, c’est-a-dire des paires de cases contigues 
(horizontales ou verticales). On trouvera divers resultats et generalisations de ce 
probleme dans [S, 71 notamment. 
Un cas particulier connu est le probleme de “l’echiquier tronquk” [3], dans lequel la 
figure a recouvrir par des dominos est constituee dun carre de 8 x 8 cases dont on 
a enleve deux cases de coins diagonalement oppodes. Un argument simple permet de 
voir l’impossibilite dune solution dans ce cas: en considerant une coloration en deux 
couleurs des cases, a la man&e dun tchiquier, on s’apercoit qu’il n’y a pas le meme 
nombre de cases de chaque couleur. Cette condition de couleurs, meme nombre de 
cases de chaque couleur, est necessaire mais non suffisante, comme le montre 
l’exemple de la Fig. 1. Plus profondement, l’impossibilitt de paver cette figure avec des 
dominos tient au fait que la ligne abc fait apparaitre une sous-figure, celle constituee 
des car& situ& en dessous et a gauche de abc, qui, avec la coloration en noir et blanc 
des car&, verifie: 
- La sous-figure a plus de car& noirs que de cartes blancs, 
- La ligne qui &pare cette sous-figure du reste de la figure est composee d’aretes qui 
bordent uniquement des car& blancs de la sous-figure. 
11 est facile de constater que la presence d’une telle sous-figure dans la figure rend 
impossible un pavage par des dominos. Mais ce qui est plus indressant, c’est qu’en 
l’absence dune telle configuration il existe toujours un pavage de lafigure. On d&nit 
Fig. 1. Figure kquilibrte non pavable, et obstruction au pavage. 
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ainsi ce qu’on peut appeler une obstruction au pavage, notion qui permet de carac- 
t&riser les figures pavables. L’absence d’une telle obstruction correspond en fait & la 
classique condition de Hall sur I’existence d’un couplage parfait dans un graphe 
biparti. Rappelons cette condition: Etant donnk un graphe biparti G dont X et Y sont 
les deux classes de sommets, avec 1x1 = ) YI, il existe dans G un couplage parfait, 
c’est-A-dire un couplage dans lequel chaque sommet est saturk, si et seulement si pour 
toute partie S de X, on a 1 V(S)1 2 JS(, oti V(S) dtsigne l’ensemble des sommet voisins 
d’un sommet de S. Le graphe consid& ici pour appliquer cette condition est celui 
dont les sommets ont les cases de la figure et les a&es sont les paires de cases ayant 
un cdtt commun. L’tgalitt JX( = ) YI pour le graphe G correspond A l’tgalitt des 
nombres de cases de chaque couleur dans la figure considtrke. 
Dans l’exemple de la Fig. 1, si S est l’ensemble des cases noires de la sous-figure 
dkfinie sous la ligne abc, V(S) est l’ensemble des cases blanches de cette sous-figure t 
on a 1 V(s)1 < (SI. On retrouve l’impossibilitk de paver cette figure, sachant qu’un 
pavage de celle-ci correspond A un couplage parfait de son graphe associt. Un tel 
couplage n’existe pas puisque la condition de Hall n’est pas vtrifite pour ce graphe. 
2. DCfinitions et notions introduites 
Unefigure sera ici un ensemble de car& unit& du plan qui forme une configuration 
connexe au sens du graphe associk, c’est-&dire le graphe dont les sommets ont les 
car&s et les a&es correspondent aux paires de carrts de la figure qui ont un c6tk 
commun (pas seulement un point commun). 
Now appellerons cases les car&s unit&s qui constituent une figure, ar&tes les 
segments unitis qui bordent au moins une case de la figure, sommets les points qui 
sont sommets d’un carri: au moins. 
Etant donnC deux sommets et t d’une case, nous noterons simplement st l’arbte de 
la figure d’extrkmitks et t. Prkisons, suivant la terminologie de la ThCorie des 
graphes, qu’une a&e n’est pas orientte, c’est-A-dire qu’il n’y a pas d’ordre entre les 
sommets  et t (contrairement aux arcs que nous considkerons plus loin). 
Le contour d’une figure est dtfini comme l’ensemble des ardtes de cette figure qui ne 
bordent qu’une seule case de celle-ci. 
Les figures considkrkes ici sont supposkes suns trous, ce qui revient A supposer que le 
contour est connexe (au sens du graphe dtfini par les a&es du contour). Dans le cas le 
plus simple le contour est alors une ligne simple fermCe (mais en fait cette hypothke 
peut &tre ltgkement affaiblie tout en conservant les rksultats donnts dans ce papier). 
Nous supposerons enfin que les cases des figures sont colorkes en deux couleurs, 
disons noir et blanc, de telle sorte que deux cases qui ont une a&e commune soient de 
couleurs diffkrentes. 
Les figures considkrkes eront kqulibrbes, c’est-A-dire avec le m&me nombre de cases 
de chaque couleur (ce qui est une condition nkcessaire tvidente, mais non suffisante 
comme on l’a d&jA nott, pour que la figure soit pavable). 
J.C. Fournier / Theoretical Computer Science 159 (1996) 105-128 109 
DCfinition 1. En supposant le contour C dune figure F parcouru a partir dun sommet 
s,, dans un sens determine, par exemple celui dtfini par le sens direct de rotation du 
plan, soit (so, si, . . . , s,,) la suite des sommets rencontres, avec s,, = sO. 
Associons a chaque sommet de cette suite un entier defini de la faGon suivante: 
- h(s,) = k oti k est un entiere don& quelconque, 
- pour i = 1, . . ..p. 
h(si) = 
i 
h(si_ 1) + 1 si l’arete si_ 1 Si borde une case blanche de F, 
h(si-1) - 1 sinon. 
Si la figure est tquilibree on a h(s,) = (so), comme il resulte du Lemme 1 donne plus 
loin. Ainsi h d&nit alors une application sur l’ensemble des sommets du contour, 
dtfinie a une constante additive pres (l’entier k), et appelee hauteur SW contour de la 
jigure. 
DCfinition 2. Etant donne une figure F, le graphe blanc 21 gauche associi b F est le 
graphe orient6 dont les sommets ont les sommets de F, et les arcs correspondent aux 
a&es de F n’appartenant pas au contour et orientees de telle sorte qu’on ait une case 
blanche de la figure a gauche en les parcourant dans le sens de l’orientation. 
Dkfinition 3. Soient F une figure, C son contour, g une hauteur sur contour, G le 
graphe blanc a gauche associe a F. Pour tout sommet t de F, posons: 
h(t) = min (g(s) + d(s,t) ( s sommet de C) 
06 d(s,t) designe la distance dans G du sommet s au sommet t, c’est-a-dire la plus 
petite longueur des chemins de s a t dans G, avec: d(s, s) = 0 pour tout sommet s, 
d(s, t) = CC s’il n’existe pas de chemin de s a t. 
Notons que l’application h ainsi definie est finie car tout sommet t est accessible 
dans le graphe blanc a gauche depuis un sommet du contour, comme on le vtrifie 
facilement. 
D’autre part, pour tout t E C on a h(t) d g (t), en considerant en effet le cas s = t dans 
la definition de h(t). 11 est a noter que l’inegalite stricte h(t) < g(t) est possible (nous 
verrons que ceci correspond a l’existence dune obstruction au pavage). 
Nous appellerons une application telle que h une hauteur sur ZaJigure F associt5e a,la 
hauteur sur contour g. 
3. Rbultat principal 
Independamment de toute figure particuliere, considkons le plan partage en car& 
unites color& en noir et blanc, et appliquons la terminologie introduite pour les 
figures: cases, a&es, sommets. Appelons chaine toute suite finie d’bltments alterna- 
tivement sommet et a&e, chaque a&e ayant pour extrtmites le sommet precedent et 
le sommet suivant. Une chaine est fermee si son dernier somment coincide avec le 
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premier. Une chaine est bltmentaire si ses a&es et ses sommets, a part le dernier et le 
premier lorsque la chaine est fermee, sont deux a deux distincts. Avec les hypotheses 
faites sur les figures considerees ici, le contour d’une figure est une chaine fermee 
Clementaire. Precisons la distinction entre chemin et chaine: une chaine est definie par 
une suite d’ar&tes et de sommets alors qu’un chemin est une suite d’arcs, c’est-a-dire de 
sommets et da&es orienties (nous avons considere par exemple des chemins dans la 
graphe blanc a gauche en 2). 
Nous allons ttendre la notion de hauteur sur contour a celle de hauteur sur une 
chaine. Soit L = (so, s1 , . . . , sP) une chaine definie par la succession de ses sommets. 
Une hauteur h SW L est definie par:’ 
- h(s,) = k od k est un entier donne quelconque, 
- pour i = 1, . . ..p. 
I 
h(si_ 1) + 1 si la case sit&e 21 gauche de l’ar&te si- 1si parcourue 
h(si) = de si_ 1 b si est blanche, 
h(si_1) - 1 sinon. 
Lemme 1. Avec les notations prZdentes, si la chaine L est fermte (sP = so), on a 
h(s,) = h(s,) (mod 4). 
Dkmonstration. Si la chaine L est Clementaire, n considtrant la figure F de contour 
L on retrouve une hauteur deja definie dans la partie 1. Dans ce cas, soit n, le nombre 
de cases blanches de la figure F et n2 le nombre de cases noires. La quantite 4nl - 4~ 
exprime un dtcompte des a&es de la figure dans lequel chaque a&e du contour est 
comptee une fois positivement si elle borde une case blanche, une fois negativement si
elle borde une case noire, et chacune des autres a&es, qui n’appartient pas au 
contour, est comptee une fois positivement et une fois negativement. Ainsi cette 
quantite 4nl - 4n2 est Cgale au nombre da&es si - 1 si telles que h(si) - h(si- 1) = 1 
diminue du nombre da&es si-rsi telles que h(si) - h(si_1) = - 1, et done on 
a h(s,) - h(s,) = 4(n, - nz), d’oti le resultat dans le cas dune chaine eltmentaire. 
Revenons au cas general d’une chaine quelconque. Soit i le premier indice tel que dans 
L on ait Si = S 0; on a d’apres ce qui precede h (si) = h (so) (mod 4). En raisonnant par 
recurrence sur la longueur de la chaine L (longueur dbfinie comme le nombre d’aretes 
de celle-ci), on aura en considerant la chaine L’ = (si, si+ 1, . . . , sp) et h’ la restriction de 
h $ L’, h’(s,) = h’(si) (mod 4); d’ou, avec l’egalite precedente, h’(s,) = h(s,) et 
h’(si) = h(si), on a h(s,) E h(s,) (mod4). 
‘L’application h est dhfinie sur les Cltments de la suite L; on devrait formellement la dtfinir sur les couples 
(i. s) oti i E {0, 1, , p] et s dans I’ensemble des sommets de L. Par abus d’kriture, on adopte ici la notation 
plus simple /I($), mais qui entraine la possibilitt d’avoir h(si) # h(sj) avec si = sj comme sommets de la 
figure. 
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Lemme 2. Soit g une hauteur sur le contour C d’unejgure F, et soit h me hauteur sur 
F associbe k g et telle que h = g sur C. Etant don& une arEte tt’ de lajgure F, orientke 
de t 21 t’ dans le graphe blanc b gauche associt & F, on a 
h(t) 3 h(t’) + 3 si Ih(t) - h(t’)I # 1, 
et 
h(t) = h(t’) - 1 si Ih(t) - h(t’)j = 1. 
Dbmonstration. Par dkfinition de h(t), il existe s E C et un chemin de s g t de longueur 
1 = d (s,t) tel que g(s) + I = h(t). De mGme, il existe s’ E C et un chemin de s’ & t’ de 
longueur 1’ = d (s’,t’) tel que g(s’) + 1’ = h(t’). Considtrons la chaine fermte 
L = (to,t,, . ..) tP) avec t, = to = t’, dkfinie par la concatknation des chaines suivantes: 
celle dkfinie par la suite des a&es qui correspondent aux arcs du chemin de s’ g t’ 
parcouru en sens inverse, la restriction entre s et s’ de C parcouru dans le sens direct, la 
suite des ari5tes qui correspondent aux arcs du chemin de s g t parcouru dans son sens 
propre, enfin l’ar&te tt’. La restriction de la hauteur h sur les sommets de L est une 
hauteur sur L au sens du Lemme 1; cela est dQ en particulier g l’hypothkse h = g sur C. 
Par application du Lemme 1 on a done: h (t,) = h (to) (mod 4). Or: 
h&J - h(k) = - 1’ + (g(s) - g(s’)) + 1 -t 1 
D’od: 
g(s)+l+ 1 =g(s’)+/’ (mod4). 
Soit: 
h(t) + 1 = h(t’) (mod4) (1) 
Par ailleurs, on a par dtfinition de h (du fait de l’arc de t A t’): 
h(t) + 1 > h(t’). (2) 
Jusque 18, nous n’avons pas fait d’hypothlse sur [h(t) - h(t’)j. Avec maintenant 
l’hypothkse I h(t) - h(t’)I # 1, I’inCgalitC (2) peut 6tre renforcke: 
h(t) + 1 > h(t’). 
D’oti finalement, avec (1): 
h(t) + 1 > h(t’) + 4. 
Soit: 
h(t) 2 h(t’) + 3. 
Enfin, avec (1) et l’hypothbe 1 h(t) - h (t’) I = 1, on a: 
(3) 
h(t) + 1 = h(t’). 
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Soit: 
h(t) =h(t’) - 1 
Ceci acheve la demonstration. 
ThCorkme 1. Soient F une$gure, C son contour, g une hauteur SW C, h la hauteur sur 
F associie a g. Lajgure F est pavable par des dominos si et seulement si pour tout s E C, 
on a h(s) = g(s). Si la figure F est pavable, l’ensemble des a&es tt’ telles que 
1 h(t) - h(t’) 1 = 1 dejinit un pavage de F. 
DCmonstration. Rappelons qu’on a toujours pour s E C, h(s) d g(s); et s’il existe s E C 
tel que h(s) < g(s), alors il existe, par definition de h, s’ E C tel que g(s’) + d(s’,s) < g(s). 
Considerons un plus court chemin de s’ a s dans le graphe blanc d gauche associe a F; 
il partage la figure F en deux parties dont l’une, soit F’, est bordee sur ce chemin 
uniquement par des cases blanches (c’est la partie situ&e a gauche du chemin). 
Considerons ensuite la chaine fermte L definie par les a&es du plus court chemin 
consider6 de s’ a s, et la suite des a&es entre s et s’ sur C parcouru dans le sens direct 
du plan (ces at&es sont celles qui bordent la partie F’ de F). Posons L = (sg, sl, . . . , sp) 
oti s,, = so = s, et soit l’entier q, 0 < q < p, tel que sq = s’. Soit h’ la hauteur sur 
L definie par: la restriction de g a L entre se et sq et la restriction de h A L entre sq et sp 
(on verifie que h’ est effectivement une hauteur sur L’). On a, par definition de h’, g et h: 
h’(s,) - h’(s,) = g(s’) - g(s), 
h’(s,) - h’(s,) = d(s’,s) 
et d’ou: 
h’(s,) - h’(s,) = g(s’) - g (s) + d(s’,s). 
Comme par hypothbe cette derniere quantite est negative, et que la quantitt 
h’(s,) - h’(s,) est Cgale, d’apres la demonstration du Lemme 1, a quatre fois le nombre 
de cases blanches diminue du nombre de cases noires dans la partie F’ de F, on a dans 
F ce qu’on a appele une obstruction au pavage: une partie de la figure ayant moins de 
cases blanches que de cases noires et dont les a&es communes avec le reste de la 
figure ne bordent que des cases blanches. Nous avons deja observe, dans la partie 1, 
que l’existence d’une telle partie rendait impossible l’existence d’un pavage. D’ou la 
condition necessaire du theoreme. 
Nous allons montrer la condition suffisante en montrant la deuxieme partie de 
l’tnonct du theortme, a savoir: sous l’hypothtse h = g sur C, l’ensemble P des a&es 
tt’ de F telles que 1 h(t) - h(t’)I = 1 dtfinit un pavage de F. Nous allons montrer plus 
precistment que toute case de F est bordee par exactement 3 at&es de P, ce qui suffit 
puisqu’alors chaque case se trouve “couplte”, par une a&e commune n’appartenant 
pas a P, A exactement une autre case; ce qui d&nit les dominos d’un pavage de F (on 
peut observer en particulier que les a&es de C sont toutes dans P). Pour montrer 






















Fig. 2. Diffkents cas pour la dimonstration du thkorkme 1 (en gras les arcs (t, t’) tels que Ih(t’) - h(t)\ = 1, 
les lettres reprksentent les valeurs de h). 
cette propri&, considkrons pour une case, blanche ou noire, tous les cas possibles de 
nombre d’ar&tes de P qui la bordent: 0, 1, 2, 3 ou 4, et montrons que seul le cas de 
3 a&es est possible. La Fig. 2 illustre les diffkrents cas qui peuvent se p&enter avec 
une case blanche. Les valeurs indiqdes sur les sommets de cette case reprksentent les 
valeurs de h, et les a&es de P sont indiqukes en gras. Les conditions &rites rtsultent 
du lemme 2. On vtrifie qu’avec 3 a&es dans P il n’y a aucune contradiction, 
contrairement aux autres cas, et que c’est done ce cas qui se prtsente nkessairement. 
Le raisonnement avec une case noire A la place d’une case blanche est analogue (les 
a&es tttant orient&es alors dans le sens inverse). 
La dtmonstration du thCor&me est ainsi complite. 
Remarques. (1) Le cas h(s) < g(s) n’est possible que pour un sommet s E C de degri: 
inttrieur non nul dans le graphe blanc A gauche associk, c’est-A-dire ayant un arc 
entrant dans ce graphe, ce qui restreint A ces sommets la vkrification de la condition de 
pavage h(s) = g(s). 
(2) Les arcs d’un chemin dkfinissant la hauteur d’un sommet suivent les lignes du 
pavage. Cette prop&t nous sera utile dans la suite. 
Exemples. La Fig. 3 donne un exemple de figure non pavable, comme on le voit avec 
h(s) = g(s)) + 2 = 4 # 8 = g(s). 
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Fig. 3. Figure non pavable: h(s) =g(s’) + 2 = 4 c 8 = g(s). 
La Fig. 4 donne l’exemple dune figure avec une hauteur h et le pavage dtfini par les 
a&es telles que (h(t) - h(t’)l = 1. 
Corollaire. Une figure avec une hauteur sur contour g telle que max g - min g d 4 est 
pavable. 
Dbmonstration. On ne peut pas avoir h(s) < g(s) pour un s E C si max g - min g d 4. 
En effet, on aurait alors g(s’) + d(s’,s) < g(s) pour un s’ E C, et alors g(s)) + d(s’,s) < 
g(s) - 4 et enfin g(s) - g(s’) 3 4 + d(s’,s) B 5. 
Cette condition est vtrifiee par beaucoup de figures. 
Fondamentalement le Theoreme 1 tient au fait que les chemins du graphe blanc 
21 gauche associe qui dejmissent la hauteur h decoupent la jgure en morceaux pavables. 
En effet, il ne peut y avoir d’obstruction au pavage dans un tel morceau. Considerons 
un sommet de la figure, un sommet s E C tel que h(t) = g(s) + d(s,t) et un chemin de 
s a t de longueur 1 = d(s,t), puis un sommet s’ E C tel que h(t) = g(s’) + d(s’,t) et un 
chemin de s’ a t de longueur I’ = d(s’,t). Soit F1 une sous-figure delimitee par les deux 
chemins precedents et la partie de C prise entre s et s’, soit Cr. Si F1 admettait une 
obstruction au pavage, il existerait necessairement un sommet s” E C et un plus court 
chemin de s” a par exemple un sommet ” du chemin de s a t de longueur 1” = d (s”, t”), 
tels que g(s”) + 1” < h (t”). En prolongeant ce chemin par la restriction du chemin de 
s a t entre t” et t, on obtient pour g(s)‘) + d(s”, t) une valeur inferieure a h(t), ce qui 
contredit la definition de h(t). En effet, comme h(t) - h(t”) est tgal a la longueur de la 
restriction du chemin de s a t entre t” et t, on a 
g(s”) + d(s”,t) G g(s)‘) + I” + (h(t) - h(t”)) < h(t”) i- (h(t) - h(t”)) = h(t). 
(voir Fig. 5, avec une representation symbolique de la figure consideree) 
Nous voyons ainsi le role fondamental jout par la condition de Hall, de laquelle est 
issue cette notion d’obstruction au pavage, et tgalement le role des plus courts 
chemins, role que nous allons encore preciser dans ce qui suit. 
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(a) hauteur sur figure 
(b) pa vage dbduit 
11s 
Fig. 4. Figure pavable. 
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Fig. 5. Chemins de hauteur et morceaux pavables. 
4. Algorithmes de pavages 
Le deuxieme resultat suivant permet de ramener a un algorithme classique le calcul 
d’une hauteur d’une figure, notion sur laquelle repose l’existence t la determination 
d’un pavage d’apres le Theoreme 1. 
DCfinition 4. Une hauteur g sur contour C d’une figure F n’est definie qu’a une 
constante pres. On peut done toujours supposer que son minimum est 1. Soit par 
ailleurs M son maximum. Notons G le graphe blanc a gauche associe a F. Considtr- 
ons le graphe obtenu en ajoutant M nouveaux sommets a G, notes ro, rl , . . . , rM _ 1, et 
lesarcs(ri,r~+I)pOuri = O,l,..., M - 2 ainsi que les arcs (Y,(,) _1, s) pour chaque s E C. 
Appelons graphe blanc ii gauche itendu le graphe ainsi obtenu, que nous notons G’. On 
note d’(s, t) la distance dans G’ d’un sommet s a un sommet t. 
Thtorkme 2. Pour tout sommet t de F, on a h(t) = d’(rO, t). 
Dbmonstration. Soit 1 un plus court chemin de r. A t dans G’. Soit s le premier sommet 
de C rencontre a partir de r. sur ce chemin (ce sommet existe car les sommets ri ne sont 
relies qu’a ceux des sommets de F qui sont sur C). Par construction de G’ la longueur 
de la restriction de 1 entre r. et s est Cgale a g(s); et la restriction de 1 entre s et t est un 
chemin de G (on ne peut pas revenir sur les ri), qui est un plus court chemin (comme 
sous-chemin d’un plus court chemin). On a done: 
d)(rO, t) = g(s) + d(s, t). 
Par ailleurs, si pour un sommet s’ de C on avait g(s’) + d(s’, t) < g(s) + d(s, t), on 
aurait un chemin de r. $ t dans G’ de longueur < d’ (ro, t), ce qui n’est pas possible (on 
a en effet un chemin de longueur g (4) reliant r. A s’ dtfini par ro, . . . , rscSIj _ 1, s’). D’oti: 
d’(r,,t) = Inf{g(s) +d(s,t)Is~C} = h(t). 
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Algorithme sbquentiel linbaire 
Le Theoreme 2 ramene le calcul dune hauteur h 1 une classique recherche de 
distances a partir dune origine unique, ce qui permet de resoudre la partie la plus 
difficile de l’algorithme. 
La figure F est supposee don&e de telle sorte qu’on puisse parcourir son contour 
C et le graphe blanc a gauche associe, c’est-a-dire que pour chaque sommet t on 
suppose donnes ses voisins, c’est-a-dire les sommets t’ tels que tt’ est une arete de 
F dont la case a gauche, dans le sens de parcours de t a t’, soit une case blanche. 
Cet algorithme se decompose en les etapes suivantes: 
Etape 1: Calcul d’une hauteur g sur le contour C en parcourant C a partir dun 
sommet so quelconque, jusqu’a retour en so, et en appliquant la definition de g suivant 
la couleur de la case a gauche; si la valeur trouvee en s0 n’est pas Cgale a la valeur 
initiale en so, alors la figure n’est pas pavable et l’algorithme prend fin. 
Etape 2: Construction du graphe G’ par calcul de M = maxg - ming et par 
adjonction des sommets ri, pour i = 0, 1, . . . . M - 1 et des arcs comme indiques dans 
la definition de G’. 
Etape 3: Calcul dune hauteur h sur F par application a G’ d’un algorithme de 
recherche des distances et des plus courts chemins a partir du sommet ro, par exemple 
le classique algorithme d’exploration en largeur d’abord (Breadth First Search). 
Verification qu’on a h(s) = g(s) pour tout sommet s; si ce n’est pas le cas alors la figure 
n’est pas pavable et l’algorithme prend fin. 
Etape 4: Determination des aretes definissant un pavage en calculant pour chaque 
a&e tt’ de G la quantite ) h(t) - h(t’)J et en retenant celles pour lesquelles elle est egale a 1. 
(&I de l’algorithme) 
Pour l’analyse de la complexitt, nous utilisons le resultat suivant: 
Lemme 3. Soient n le nombre de cases d'une jgure F, m le nombre d’ar2tes de F, p le 
nombre de sommets de son contour C, i le nombre de sommets de F non sur C. On a 
m=O(n) et p=O(n). 
Dkmonstration. Trivial a partir des inigalitbs, faciles a verifier, p d m d 4n. 
Analysons la complexit de l’algorithme don&. Comme precedemment, nous 
notons n le nombre de cases, m le nombre da&es, p le nombre de sommets du 
contour (p est aussi le nombre d’aretes du contour). 
Etape 1: O(p). 
Etape 2: Le nombre de sommets ajoutes est egal a maxg - min g + 1 qui 
est < p/2 + 1 (en effet il y a au plus p/2 augmentations possibles de g en parcourant 
C). De meme, le nombre d’arcs ajoutes est egal a maxg - ming + p qui est d 3p/2. 
Ces constructions, avec le calcul de max g et min g, peuvent done &tre faites avec une 
complexite 0 (p). 
Pour l’etape suivante nous supposons que le graphe G’ est represent6 dune facon 
adequate, classiquement sous forme de listes de successeurs. 
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Etape 3: Avec l’algorithme BFS applique a G la complexite est, comme il est bien 
connu, O(m’), od m’ est le nombre d’arcs de G’; comme m’ = m + O(p), on a une 
complexitt O(m) + O(p) pour cette &tape. 
Etape 4: O(m). 
La complexitt totale, compte tenu du corollaire precedent, est done O(n). 
Cet algorithme est en fait tres proche de celui de Thurston [6], qui s’interprete 
comme une application directe de BFS au graphe blanc a gauche associe a la figure, 
sans passer par le graphe etendu G’. On retrouve une forme generalisee de l’algorithme 
BFS, gtneraliste en ce sens que certains des sommets du graphe, a savoir ceux du 
contour de la figure, ont deja une valeur predtfinie. On peut d’ailleurs implementer cet 
algorithme par une file de listes, chacune correspondant a une valeur de la fonction h, 
suivant un processus qui generalise I’impltmentation classique de BFS par une file de 
sommets. Ce point de vue fait apparaitre un fondement de l’algorithme de Thurston 
dans la theorie des couplages dans les graphes bipartis et des plus courts chemins, 
alors que Thurston a dlcouvert cet algorithme par la consideration de groupes. 
Mais, par ailleurs, il faut noter que les algorithmes de couplages ne fournissent pas 
directement d’algorithme lineaire pour ce probleme de pavage; en effet, les meilleurs 
algorithmes gentraux de couplages maximaux’ pour les graphes bipartis sont de 
complexite 0 (n”’ . e) od n est le nombre de sommets et e le nombre d’aretes du graphe 
consider&., ce qui donne ici une complexite 0(n3j2). 
Parallklisation 
La construction precedente, en ramenant la recherche d’un pavage a un classique 
algorithme BFS, permet d’envisager sa paralltlisation sur un modele de PRAM de 
type CRCW. On peut noter d’ailleurs que sans ce point de vue, la paralltlisation peut 
apparaitre comme une question difficile. 
L’algorithme parallele que nous donnons reprend I’algorithme sequentiel precedent 
et en parallelise chaque &ape. Nous allons auparavant preciser la don&e de la figure 
traitee, toujours supposte sans trous. 
Donnke de la jigure: Pour chaque sommet s de la figure F, les vi(S) pour i = 1,2,3,4 
donnent les sommets voisins de s dans F dans le sens direct du plan autour de s et en 
commencant par le sommet, note v,(s), situ& horizontalement a droite; on fait la 
convention que vi(s) = nil si le point voisin de s concern& dans le plan n’appartient pas 
a F (ce qui ne peut arriver que pour les sommets du contour de F). 
Le contour de F est suppose donne par l’application t sur les sommets de F, telle 
que t(s) #O si SEC, oti v,(,) est le sommet suivant de s sur C parcouru dans le sens 
direct (le contour C est suppose etre une ligne simple fermte); on fait la convention que 
t(s) = 0 si s $ C. Enfin un sommet de C, soit s,,, est suppose don& 
211 s’agit ici de couplages maximaux au sens d’un nombre maximum d’arttes. I1 est facile de vtrifier qu’il 
existe un couplage parfait dans un graphe si et seulement si un couplage maximum est parfait. 
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Les couleurs des cases sont definies par l’application boolienne b sur les sommets 
de F telle que b(s) = crai si la case en haut a droite de s dans le plan est blanche, 
h(s) =,fuu.w sinon. 
Ces donntes permettent de determiner les successeurs d’un sommet s dans le graphe 
blanc a gauche associt a la figure, par exemple: si t(s) = 0 (s$ C) et b(s) = urai alors les 
successeurs de s sont les sommets cI (s) et c~(s). 
Nous conservons les notations: n pour le nombre de cases de la figure F, p pour le 
nombre de sommets du contour C, i pour le nombre de sommets qui n’appartiennent 
pas a C (sommets intkrieurs). Nous posons q = p + i le nombre total de sommets de F. 
Nous supposons qu’il y a un processeur par sommet de F. 
Etape 1: Calcul de la hauteur 9 sur C &ale a 0 en sO. 
- determination de la fonction suicant sur C, qui fournit pour chaque sommet s de 
C le sommet suivant de s sur le contour C suppose parcouru dans le sens direct, avec la 
valeur nil si ce suivant est le sommet sO: 
pour chaque sommet s de F en paralkle faire 
si t(s) # 0 alors 
si c ,,S, # s0 alors suicunt (s):= r,,,); 




_ initialisation de 8: 
pour chaque sommet s de F en parallkle faire 
si s = so alors g(s):= 0; fin si; 
si f(s) # 0 et suitiunt (s) # nil alors 
si (b(s) et (t(s) = 1 ou 1 (s) = 3)) ou (non b(s) et (t(s) = 2 ou r(s) = 4)) alors 
g(suicunt(s)):= 1; cas d’une case blanche a gauche 
sinon 




- calcul principal, par une classique technique de doublement: 
pour i de 0 1 Llog, pJ faire 
pour chaque sommef s de F en parallkle faire 
si r(s) #O et suicunt(s) frail alors 
‘La syntaxe de prksentation est celle du langage ADA. 
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g(.suiuant(s)) :=g (.suiaant(s)) + g(s); 




Compkxitk Les deux premitres parties se font en temps constant avec 4 processeurs, 
la troisikme se fait en Llog, p + 1J it&rations, soit cn O(logp) avcc 4 proccsseurs. 
Etape 2: On dktermine la matrice d’adjacence du graphe blanc B gauche ktendu G’. 
_ calcul du maximum max et du minimum min de la fonction g, suivant un algorithme 
classique (avec un processeur par sommet de C). 
_ soient S I’ensemble des sommets de F, R une suite de max - min + 1 sommets 
supplimentaires; pour chacun de ces sommets r, on note i(r) son indice dans la suite R, 
A partir de 0 (de faGon $ retrouver les sommets ro, rl, etc.). Soit M un tableau carrk 
doublement index6 sur X = S - R. Le calcul de la matrice d’adjacence de G’ dans 
M se fait de la faGon suivante, en supposant qu’il y a un processeur par sommet de X: 
pour chaque (s, t) E X x X ea paraWe faire 
si s = t alors 
M(s,t):= 0; 
sinonsi(sERet tERet i(t)=i(s)+1)ou(s~Rctt~Cetg(t)=i(s)+1)ou 
(s E F et r E F et st $ C et ((b(s) et (t = uI (s) ou t = uj (s))) ou (non h (s) et 






Complexiti la premiere partie se fait avec p processeurs en 0 (logp). Pour la 
deuxi;me partie, observons que 
jX( = ]S( + (RI = q + (max - min + 1) ,< 4 + p < 2q. 





IX x XI d 16(n + 1J2. 
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Cette deuxitime partie de l’ttape 2 se fait done en temps constant avec au plus O(n’) 
processeurs. 
Etape 3: Traitement principal. 
_ calcul d’une hauteur h sur F par application & la matrice M du produit de matrice 
en parallkle, suivant la paralltlisation connue de BFS (cf. [4] par exemple). 
- vkrification que la figure don&e est pavable: soit B un tableau de bookens index& 
sur les sommets de F. 
pour chaque sommer s de F en parallde faire 
si t(s) =0 ou (t(s) #O et h(s) = g(s)) alors B(s):= vrai; 
sinon B (s) : = faux; 
fin si; 
tin pour; 
Le minimum des valeurs de B(s) donnera ensuite le rtsultat. 
Complexitb. pour la parallklisation de BFS la complexit& est O(log n) avec n3 proces- 
seurs sur une PRAM de type CRCW, ou 0 (log’ n) avec na processeurs ur un modkle 
de PRAM de type EREW, oti 2 < c1 c 3 (par exemple c1= 2.376 dans la rkfkrence [4]). 
La deuxikme partie se fait en O(log 9) avec 4 processeurs (pour la recherche du 
minimum de B). 
Etape 4: Dttermination des ar&tes du pavage. 
Soit P un tableau de bookens index6 comme le tableau M. 
pour chaque (s, t) E X x X en parallde faire 
si s E F et t E F et M(s,t) = 1 et h(t) = h(s) + 1 alors 
P(st):= urai; - st est une ar&e du pavage trouvt: 
fin si; 
fin pour; 
Complexitk. en temps O(1) avec n2 processeurs (comme pour la deuxikme partie de 
Y&tape 2). 
Complexitb totale: c’est celle de l’ktape 3, c’est-$-dire par exemple O(log n) avec n3 
processeurs ur une PRAM de type CRCW. 
5. DCcomposition et uniciti! 
Les figures considkkes dans ce paragraphe sont supposkes pavables. On note g une 
hauteur sur contour, h une hauteur sur figure associCe & g. Rappelons qu’on a h = g 
sur le contour. 
Les chemins de la figure qui rkalisent 1’CgalitC h = g sur le contour jouent un r61e 
particulier car ils ne sont recouverts dans aucun pavage de la figure. 
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DCfinition 4. Appelons chemin de fracture d’une figure F, de contour C, un chemin du 
graphe blanc a gauche de la figure allant dun sommet s de C a un autre sommet s’ de 
C tel qu’on ait, en designant par 1 sa longueur: 
g(d) = g(s) + 1. (4) 
Remarquons qu’un tel chemin est ntcessairement un plus court chemin de s a s’. 
DCfinition 5. Appelons a&e de fracture toute a&e de la figure qui appartient a un 
chemin de fracture de celle-ci, et graphe de fracture de la figure le graphe engendre par 
les aretes de fracture et les a&es du contour de la figure. 
Le graphe de fracture est defini par les chemins de fracture, et ceux-ci sont en fait les 
plus courts chemins qui permettent le calcul de la hauteur h et qui se terminent en un 
sommet du contour de la figure (on a bien alors en effet g (s’) = h (s’) = g(s) + 1, avec les 
notations prtctdentes). il est aist dans l’algorithme, stquentiel ou parallele, de reptrer 
ces chemins et de construire ainsi le graphe de fracture avec la m2me complexite que 
celle donnee pour determiner un pavage. 
Lemme 4. Une a&e de fracture n’appartient a aucun pavage de lafigure (c’est-a-dire 
nest recouverte darts aucun pavage par un domino). 
Dkmonstration. Un chemin de fracture d’une figure F partage celle-ci en deux sous- 
figures, dont l’une, soit F1, nest bordee par ce chemin que par des cases blanches. 
Dans F1 une case noire n’est done voisine que de cases blanches de F, , et done dans 
un pavage quelconque de la figure tout domino rencontrant une case noire de F1 est 
completement inclus dans F, . Comme par ailleurs il y a dans F, le meme nombre de 
cases noires que de cases blanches, a cause de l’tgalite (4), les cases de F1 sont toutes 
recouvertes par des dominos qui sont complbtement dans F,. 11 n’y a done pas de 
possibilitt d’un domino recouvrant une a&e qui appartienne au chemin de fracture 
considert. 
Remarque. 11 est nature1 de se demander si la rtciproque du Lemma 4 est vraie, 
a savoir si une a&e qui nest pas de fracture est recouverte dans au moins un pavage. 
La reponse est affirmative, ainsi que l’a montre D. Beauquier [l]. Ainsi la notion 
d’arete de fracture definie ici correspond bien a celle d’arete qui nest recouverte dans 
aucun pavage. 
Lemme 5. Le graphe de fracture dune figure F est connexe et sans sommets 
d’articulation. I1 partage la figure F en sous-figures connexes et sans trous dont le 
contour est une ligne simple etfermbe. Etant don& une hauteur h sur F, la restriction de 
h sur le contour de chaque sous-figure est une hauteur sur le contour de celle-ci. Chacune 
de ces sous-figures est une jgure pavable et sans aretes de fracture. 
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Demonstration. La connexitk du graphe de fracture rksulte immirdiatement de sa 
dkfinition, notamment du fait qu’il contient le contour de la figure. Remarquons par 
ailleurs que, dans le graphe de fracture, toute a&e de fracture est reliCe au contour de 
la figure par deux chaines disjointes, une g partir de chacune de ses extrt5mitts. 
Rappelons qu’un sommet d’articulation d’un graphe connexe est un sommet dont la 
suppression dans ce graphe le rend non connexe. 11 rksulte de cette dtfinition qu’un 
sommet d’articulation du graphe de fracture ne peut pas 6tre sur le contour de la 
figure. Ensuite, si x est un sommet d’articulation, le graphe obtenu en le supprimant 
possbde une composante connexe qui ne contient aucun sommet du contour. Une 
a&e de celle-ci est done une arete de fracture, et ses extrkmitks ne peuvent Ctre relites 
au contour que par des chaines passant par x: cela contredit la remarque faite 
prtcCdemment sur les a&es de fracture. Ainsi le graphe de fracture n’a pas de sommet 
d’articulation. Les faces finies du graphe de fracture dtfinissent dans la figure des 
sous-figures qui sont connexes, et sans trous puisque leurs contours sont des lignes 
fermkes et simples du fait qu’il n’existe pas de sommet d’articulation dans ce graphe. 
Montrons que pour toute a&e de fracture st on a h(t) = h(s) + 1 ou h(t) = h(s) - 1.11 
suffit de montrer que le long d’un chemin de fracture on retrouve la hauteur h. 
ConsidQons done un chemin de fracture d’un sommet s du contour g un autre 
sommet s’ du contour; et dtsignons par 1 sa longueur. On a: g(s’) = g(s) + 1. Soit t un 
sommet de ce chemin, et dksignons par l(s,t) la longueur de la restriction du chemin 
entre les sommets  et t. On a d’une faGon g&n&ate: h(t) d g(s) + l(s,t); et supposons 
qu’on ait l’intgalitk stricte h(t) < g(s) + l(s,t). Avec l(t,s’) dksignant la longueur de la 
restriction du chemin entre t et s’, on a g(s)) = g(s) + l(s,t) + l(t,s’), et avec ce qui 
prtdde g(s’) - l(t,s’) > h(t),soit encore g(s’) > h(t) + l(t,s’). Par ailleurs et par dbfini- 
tion de h, on a h (t) Q g(s) + d(s,t), oti d(s,t) dksigne la distance de s B t; comme on 
a aussi d(s,t) + l(t,s’) > d(s,s’), on a g(s’) > g(s) + d(s,s’). Cette dernikre expression 
vkifie g(s) + d(s,s’) z h(s’), d’oti finalement g(s’) > h(s’), ce qui contredit l’hypothkse 
que la figure est pavable. Ainsi h se comporte sur toute a&e de fracture de la figure 
comme une hauteur sur un contour de figure, et la restriction de h sur le contour d’une 
sous-figure est bien une hauteur sur contour de cette sous-figure, au sens g&nCral 
dkfini. La figure Ctant suppoke pavable et le graphe de fracture n’ktant pas recouvert 
dans un pavage, il est clair que chaque sous-figure dkfinie par le graphe de fracture est 
elle-mtme pavable. 11 reste & montrer que chaque sous-figure, en tant que figure, est 
sans a&e de fracture. Soit un chemin de fracture d’une sous figure allant d’un sommet 
t, du contour de celle-ci g un autre sommet 2 kgalement du contour de F1. On a en 
dtsignant par I1 la longueur de ce chemin h(t,) = h(t,) + ll. On a par ailleurs que le 
sommet tZ, par exemple, est lui-mCme relii: d un sommet s’ du contour le la figure 
F par un chemin, sous-chemin d’un chemin de fracture de la figure, tel qu’en notant 1 
sa longueur on ait h(s’) = h(t2) f 1’. Et de mCme il existe un chemin d’un sommet s du 
contour de la figure au sommet l, de longueur 1 et tel que h(t,) = h(s) + 1. Rassem- 
blant ces trois tgalitts, on obtient un chemin de s g s’ de longueur L = I + l1 + 1’ et tel 
que h(t’) = h(t) + L. Ce chemin est done un chemin de fracture de la figure F, qui 
contient comme sous-chemin le chemin de fracture de la sous-figure considtrke, ce qui 
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montre que les aretes de ce sow-chemin sont des a&es de fracture de la figure et done 
appartiennent en fait au graphe de fracture et ne peuvent etre dans la sous-figure 
considtree. Ceci acheve la demonstration. 
Lemma 6. Si unejigure est pavable, suns a&es de fracture et avec un nombre de cases 
> 2, alors elle est pavable de faGon non unique. 
DCmonstration. On demontre que dans le pavage defini par le theoreme 1, il existe 
alors deux dominos formant un carre. Comme le nombre de cases est > 2, ce pavage 
contient au moins deux dominos. 11 en resulte qu’il existe une a&e qui n’est pas sur le 
contour et qui appartient a un chemin du graphe blanc a gauche qui definit la hauteur 
d’un ou plusieurs sommets. Soit t l’extremite d’un tel chemin. Ce sommet t 
n’appartient pas au contour car sinon le chemin considtre serait un chemin de 
fracture, ce qui contredirait l’hypothese faite. Le sommet Ctant extremitt du chemin 
consider+, les deux arcs issus de t n’appartiennent pas a des chemins de la hauteur h, et 
done les aretes correspondantes n’appartiennent pas au pavage. Si bien que le sommet 
t est au centre dun carre forme par deux dominos du pavage. 
Theoreme de decomposition 
Les resultants precedents permettent d’enoncer le resultat general suivant, dans 
lequel on assimile deux cases formant un carre a un domino. 
Thborkme 3. Le graphe de fracture dunefigure suns trous et pavable partage celle-ci en 
sous-figures salts trous et pavables, dont chacune soit est un domino soit est pavable de 
faGon non unique. Tout pavage de la figures e decompose en pavages de ces sowjigures. 
Unicitb 
Le cas particulier oii toutes les sous-figures de cette decomposition sont des 
dominos caracterise le cas d’unicitt. 
Corollaire. Unefigure est pavable de faGon unique si et seulement si le graphe de fracture 
la decompose en dominos. 
Nous allons approfondir le cas d’unicite et retrouver le graphe de fracture en 
considerant certains graphes associes d un pavage quelconque. 
Ddfinition 6. Etant donne une figure F, connexe sans trous et pavable, et un pavage 
P de F, appelons graphe blanc h gauche du pavage P le graphe engendre par les a&es 
du pavage qui n’appartiennent pas au contour, orientees dans le sens dune case 
blanche a gauche (ce graphe est un graphe partiel du graphe blanc a gauche de la 
figure). 
Le graphe blanc a gauche dun pavage P est un graphe orient6 sans circuits: en effet, 
un circuit definirait une sous-figure pavable et non equilibree puisque son contour ne 
borderait que des cases blanches, On sait qu’un graphe sans circuits a (au moins) un 
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sommet source (sommet sans arcs entrants) et un sommet puits (sommet sans arcs 
sortants). 
Proposition 1. Le pavage P est unique si et seulement si les sommefs source et les 
sommets puits du graphe blanc 21 gauche de P sont sur le contour de la Jigure. 
Dbmonstration. Observons d’abord que tout chemin du graphe blanc $ gauche du 
pavage P allant d’un sommet du contour i un autre sommet du contour est un chemin 
de fracture, car il partage la figure en deux sous-figures kquilibrkes (on a bien alors 
l’tgalitk (4) de la dkfinition d’un chemin de fracture). D’autre part, dans un graphe sans 
circuits en gbnkal tout arc appartient i un chemin d’un sommet source i un sommet 
puits. Ainsi, si les sommets ource et les sommets puits sont tous sur le contour de la 
figure, tout arc du graphe du pavage est sur un chemin de fracture, et done toute a&e 
du pavage est une a&e de fracture, ce qui montre l’unicitk du pavage. Inversement, un 
sommet source, ou un sommet puits, qui n’est pas sur le contour correspond d deux 
dominos formant un car& (comme on le voit en raisonnant exactement comme dans 
la dkmonstration du lemme 6 avec le sommet t), et dans ce cas le pavage n’est pas 
unique. 
On dkduit de cette proposition un cas particulier d’un rksultat de Beauquier-Nivat 
c21. 
Corollaire. Un pavage est unique si et seulement s’il ne contient pas deux dominos 
formant un carrk. 
Remarque. Le graphe blanc g gauche du pavage dkfini dans le thkorlme 1 n’a pas de 
sommet source inttrieur; en effet, tout sommet est extrirmitk d’une chaine du graphe 
blanc i gauche allant d’un sommet s du contour $ ce sommet , tel que h(t) = g(s) + 1, 
oti 1 est la longueur du chemin, et tous les arcs de ce chemin suivent le pavage (pour 
chaque arc (t, t’) dans ce chemin on a en effet h(t’) = h(t) + 1). Ainsi, tout sommet 
inttrieur est l’extrkmitk d’un arc du graphe blanc g gauche de ce pavage. 
Didinition 7. Appelons pavage blanc d’une figure le pavage donni: par le thCor&me 1, et 
pavage noir celui donni par le thkorkme 1 Cgalement, mais en bchangeant les rales des 
couleurs, blanc et noir, des cases. Ces deux pavages ont en g&&al diffkents. 
Proposition 2. Unefigure est pavable de faqon unique si et seulement si son pavage blanc 
et son pavage noir cokcident. 
Demonstration. La condition nkessaire est immkdiate. Montrons la condition suf- 
fisante. On suppose done que le pavage blanc et le pavage noir coincident. 11 est facile 
126 J.C. Fournier / Theoretical Computer Science 159 (1996) IO.5128 
de voir que les graphes blanc a gauche des deux pavages sont oppost~,~ c’est-a-dire 
ont m&me ensemble d’aretes mais ces a&es sont orient&es dans les deux graphes en 
des arcs opposes. Si bien que tout sommet source de l’un est sommet puits de l’autre, et 
vice versa. Comme tout sommet source est sur le contour, dans l’un et l’autre graphe 
(remarque ci-dessus), il en resulte que les sommets source et les sommets puits du 
pavage blanc, par exemple, sont sur le contour et, d’apres la Proposition 1, que ce 
pavage est unique. 
DCfinition 8. Etant don& un pavage P d’une figure, appelons qraphe du pavaqe P le 
graphe non orient6 engendre par les a&es du pavage, y compris celle du contour (ce 
graphe est le graphe precedent, graphe blanc a gauche du pavage, sans I’orientation 
des a&es). 
Lemme 7. Soient F uneJiqure suns aretes de fracture, P le pavaqe blanc a gauche de F. 
Le qraphe blanc a gauche du pavaqe P ne posskde pas d’art entrant duns un sommet du 
contour. 
Dbmonstration. 11 s’agit de montrer qu’il n’existe pas d’art du pavage blanc a gauche 
de P de la forme (s, t) avec t appartenant au contour de la figure. Si un tel arc existait, il 
existerait galement un chemin dans le graphe du pavage P allant d’un somment s’ du 
contour au sommet s. Ce chemin, augment6 de I’arc (s, t), serait necessairement un 
chemin de fracture de la figure (puisqu’il suit les aretes du pavage). Ceci contredit 
l’hypothese faite sur la figure. 
Les pavages blanc et noir sont les deux pavages “extremes” en un certain sens 
(cf. [6]). Leur intersection, c’est-a-dire l’intersection des graphes associts (graphes 
dont les a&es sont celles qui definissent les pavages concern&), a une relation avec le 
graphe de fracture, lequel appartient a tout pavage. 
Tkorkme 4. Le qraphe de fracture dune jiqure pavable est la composante connexe 
contenant le contour du qraphe intersection des qraphes des pavaqes blanc et noir de la 
jiqure. 
Dkmonstration. Soit H la composante connexe considerte. Une a&e de fracture 
n’etant recouverte dans aucun pavage,et d’autre part le graphe de fracture etant 
connexe et contenant le contour de la figure, cette arete est bien dans H. Inversement, 
considerons une arete e de H qui n’appartient pas au graphe de fracture, et soit F, la 
sous-figure de la decomposition de la figure suivant son graphe de fracture (Theoreme 
3), qui contient e. I1 existe une chaine de H,-qu’on peut supposer tlementaire, qui relie 
4Le graphe blanc $ gauche du pavage noir est obtenu apr& &change des couleurs (cf, Dtfinition 7); en fait, si 
an nkhange pas les couleurs, on a ce qu’on peut appeler le graphe noir b gauche de la figure. 
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Fig. 6. Graphe de fracture (noir ipais) et intersection des graphes des pavages noir et blanc (noir et grisi: 
tpais). 
une extremite de e, soit t, $ un sommet du contour de la figure. Soit s1 le premier 
sommet de cette chaine, a partir de t, qui appartient au contour de F1, et soit eI l’arete 
de cette chaine incidente a s 1 dans Fr . Pour le graphe blanc a gauche de l’un des deux 
pavages, le blanc ou le noir, cette a&e est un arc orient& vers s1 (en effet, les a&es 
communes a ces deux pavages sont orientees de facons opposees dans les graphes 
blanc a gauche associes aux deux pavages). L’arete e, ainsi orient&e st un arc dont 
l’existence dans la figure F1, qui est sans a&es de fracture d’apres le Theoreme 3, est 
impossible. 
La Fig. 6 donne un exemple d’application du theoreme. 
D’une facon generale, on peut retrouver avec l’algorithme don&, sequential 
ou parallele, le graphe de fracture: le pavage noir se determine de la meme 
facon que le pavage blanc en Cchangeant les roles des deux couleurs, c’est-a-dire 
simplement en remplacant dans l’algorithme parallele par exemple (cf. Section 4) 
l’application booleenne b par sa negation, et d’autre part la recherche de la 
composante connexe de l’intersection des deux graphes associes se fait de facon 
classique. 
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