Frequency-space domain full-wave tomography is a promising technique for delineating detailed subsurface structure with high resolution. However, this method requires criteria for the selection of a set of optimal temporal frequency components, to achieve stability in the sequence of inversion processes together with computational efficiency. We propose a method of selecting optimal temporal frequencies, based on wavenumber continuity. The proposed method is tested numerically and is shown to be able to select an optimal set of frequency components that are sufficient to image the anomalies.
INTRODUCTION
Recently, there has been a considerable amount of research on seismic tomography (Harris et al., 1995; Wong, 2000) , and traveltime tomography has been developed as a practical technology applicable to exploration and exploitation in real environments.
Traveltime tomography has already been successfully used to monitor fluid movement during steaminjection or heat-stimulation enhanced oil recovery (Mathisen et al., 1995) . Lazaratos and Marion (1997) also described a case in which seismic tomography was used successfully to monitor CO 2 gas injection, obtaining results with a resolution of about 3 m using an inversion technique with a laterally-varying thin layer model. Such high resolution satisfies the needs of reservoir engineers.
Traveltime tomography is an important and valuable method because it is robust and computationally efficient. These merits are realized through ray theory that assumes a seismic wave with infinite frequency. However, the resolution of ray tomography is severely limited because ray theory neglects the existence of scattering, and reduces the information contained in a seismic trace to one traveltime pick. Some researchers have concluded that the minimum feature size resolvable by ray tomography is of the order of the width of the first Fresnel zone (Willamson, 1991; Williamson and Worthington, 1993; Shuster, 1995) .
Full-wave tomography has been developed recently (Tarantola, 1984; Tarantola, 1986; Pratt and Worthington, 1990) , and formulation in the time-space domain (Tarantola, 1984) was developed in advance of formulation in the frequency-space domain (Pratt and Worthington, 1990) . The technique primarily aims to improve models iteratively by back-propagating the data residuals and correlating the result with forward-propagated wavefields in a manner similar to prestack reverse-time migration. In comparison to traveltime tomography, full-wave tomography has the capacity for achieving higher resolution, and for including many kinds of subsurface physical properties such as S-wave velocity, density, and Q values. However, the method is computationally intensive, requiring much larger computational power and longer time.
Generally, wave equation modelling in the time-space domain is more popular than in the frequency domain, because of the ease of implementation and lesser requirements for computational memory. However, if the modelling is intended for seismic exploration purposes, frequency-domain modelling is more practical from the standpoint of computational cost, because multisource data acquisition can be simulated rapidly by using direct multiplication (back substitution) once the triangular factors of the impedance matrix have been calculated. Furthermore, under sufficient conditions of spectral coverage, inversions can be performed with only a few temporal frequency components (Pratt and Worthington, 1990; Pratt, 1999) . Note that inversion using all frequencies is equivalent to time-domain waveform inversion.
In contrast to the case of time-domain inversion that theoretically requires all frequencies at once, a limited number of frequencies is sufficient for a reasonably stable and accurate inversion in the frequency domain (Pratt, 1999) . However, the problem of selection of appropriate frequencies for inversion becomes significant. Too few frequency components will result in an unstable inversion or possibly a local minimum, whereas too many frequencies will simply increase redundancy and waste computer resources and time. Therefore, there should be an optimal set of frequencies that satisfies both stability and efficiency of inversion.
We have developed a methodology for determining the optimal temporal frequency sequence for inversion. There are several factors to be considered, including the scale of observation, the size of anomalies, and the velocity range. Under conditions of weak scattering, these factors can be rearranged into a relationship between frequency in the time domain and wavenumber in the space domain. The maximum wavenumber is determined by the resolution of the inversion. On the other hand, the minimum wavenumber is defined by the maximum phase error. We conclude, through numerical experiments in this study, that full wavenumber coverage is necessary to extract information on velocity models using a minimal set of frequency components of the data.
METHODOLOGY
We have selected the frequency-domain finite-difference method the forward modelling and inversion method in this study, despite the time-domain approach being more popular and easier in implementation. The reasons for this choice are that, in contrast to the time-domain method, which essentially requires all frequencies simultaneously, stable inversion in the frequency domain can be performed with only a few temporal frequency components. 
Full-wave tomography (waveform inversion)
As a brief review of the implementation of waveform inversion, we begin with the acoustic wave equation in the time domain, ignoring energy sources for simplicity: where x is an arbitrary spatial axis, p is the pressure as a function of time and position, K is the bulk modulus, and ρ is the bulk density. Note that the right-hand side of equation (1) implies spatial summation over the range of i. After applying the Fourier transform to equation (1), we obtain the acoustic wave equation in the frequency domain:
where ω is the angular frequency and P(x,ω) is the Fourier spectrum of the pressure field at position x. By introducing the source term under a constant density condition, we obtain where v(x) is the wave velocity and S(ω;x s ) is the Fourier spectrum of the source pressure when the source is located at position x s . For simplicity, equation (3) is rewritten as
where the complex impedance matrix F is a function of the angular frequency and of the velocity field. P and S are the Fourier spectra of the pressure field and the source term, respectively. Equation (4b) is representational, as it is not practical (or nearly impossible) to calculate the inverse of the huge impedance matrix F . The implicit finite-difference method is therefore employed to solve equation (4a), using direct matrix factorization methods. In this study, we use a 25-point finite-difference operator (Shin and Sohn, 1998) to build the large and sparse impedance matrix F, and an LU decomposition scheme is used to solve equation (4a). The matrix F is independent of the source term, and depends only on the elastic parameters and frequency. Therefore, once the matrix has been computed, it can be used to solve the pressure distribution for other additional sources with minimal additional computational cost, in contrast to calculation in the time-domain, the computational complexity of which is proportional to the number of sources.
For a multi-source problem with M sources, the residual error at the N receiver node points, δP, is defined as the difference between the current model response (P calc ), calculated by forward modelling, and the observed data (P obs ) at each receiver location in the inversion process. Thus,
or
where the superscript k and subscript i represent the source and receiver number, respectively. In the process of least-squares fitting, the L 2 norm of the data residual errors E(v) is minimised:
( 1) where v is the vector description of the current velocity model, the superscript t represents the matrix transposition, and the superscript * represents the complex conjugate.
The Newton method is adopted for inversion, derived by a Taylor-series expansion of the misfit function E(v) of equation (6) in the vicinity of the current velocity model (v) as where ∇ ∇ v is the gradient (first derivative) function and H is the Hessian (second derivative) function of the error function E. To obtain the vector δv that minimises the misfit function, we differentiate E(v + δv) with respect to each of the model perturbations in δv, and set each result to zero (neglecting higher order terms), with the result
See Pratt et al. (1998) for more details.
Spectral coverage
Before discussing frequency selection in the inversion procedure for full-wave tomography, we also review the theory of diffraction tomography.
Assuming crosswell acquisition geometry, it is possible to identify the areas of spectral coverage, as shown in Figure 1 , using single frequency components under weak scattering and dense spatial sampling conditions (Devaney, 1984; Wu and Toksöz, 1987; Pratt and Worthington, 1990) .
Figures 1a and 1b illustrate the coverage for low and high frequency components. Figure 1 basically shows the close relationship between frequency and resolution. The spectral coverage at higher frequency contains a larger number of wavenumber components, or in other words, the higher frequency component has the potential to resolve smaller-scale structures.
Figure 1 also demonstrates some other important features, such as the limited spectral coverage at low k z . This phenomenon corresponds to the well-known fact that the crosswell geometry is insensitive to vertical structures. On the other hand, maximum coverage is anticipated at low k x , illustrating that the crosswell geometry is very suitable for detecting horizontal structures.
Consecutively ordered single-frequency inversion
In the procedure for frequency-space domain full-wave tomography, specific frequencies can be selected arbitrarily. From the viewpoint of computation efficiency, a consecutively ordered single-frequency inversion is adopted. The single-frequency inversion is analogous to obtaining the response of a singlefrequency oscillator in the time-space domain. As indicated in the flowchart shown in Figure 2 , the method uses a double-loop algorithm with a constant frequency component inside the inner small loop. It is important to start the inversion at sufficiently low frequency and low spatial wavenumber components, to maximise the chance of locating the global minimum. Calculations are iterated until the inversion evaluation function becomes smaller than the threshold. We use the normalized misfit function, averaged over the chosen frequencies, for the inversion evaluation function (E ave ), i.e., where N freq is the number of frequencies used to calculate the evaluation function. The denominator of the integrand represents the least-squares average of the observed data. After each singlefrequency loop, the frequency is increased for the next loop to ensure inversion stability. Iterative calculation is continued until the inversion is converges globally.
Temporal frequency selection
Coarser frequency sampling improves inversion efficiency. On the other hand, for inversion stability, the frequency components used in the inversion are required to satisfy the weak scattering conditions. In the present paper, the trade-off condition is satisfied (9) by an approach that maintains continuity of scale of the geological structures to be determined by the inversion.
After the inner small loop, using an arbitrary frequency component in the process of consecutively ordered singlefrequency inversion, geological structures whose scale corresponds to that of a certain range of wavenumbers (k min ≤ k ≤ k max ) can be inverted. The maximum wavenumber (k max ) can be determined by the resolution of the inversion because larger wavenumbers correspond to smaller geological structures, under constant-velocity conditions. The minimum value (k min ) is closely related to inversion stability, and can be determined with respect to individual frequency components to avoid cycle skipping. We determine the maximum and minimum wavenumbers in the following way.
First, we determine the maximum wavenumber, which is closely related to the minimum resolvable size of the geological structure. We define the upper limit of the wavenumber using the ray tomography result introduced by Williamson (1991) and Williamson and Worthington (1993) 
where L is the ray-path length, f is the selected frequency, and V is the background velocity. Although resolution estimated on the basis of traveltime tomography could be lower than that achievable by full-waveform tomography, the approach is appropriate in this case, because the purpose of this calculation is simply to determine the maximum spatial frequency as a parameter for calculations of wavenumber continuity and trade-off between efficiency and stability of inversion.
We now consider the minimum wavenumber (k min ), which controls inversion stability. The weak scattering assumption, which assures stable inversion, is only valid when the difference between the true and current model is sufficiently small. The stability of inversion decreases rapidly as the difference between models increases, because of cycle skipping. Such instability occurs more easily at higher frequencies. This can be easily understood in the time-space domain, as shown in Figure 3 . When carrying out frequency-space domain waveform inversion, minimisation of the phase error corresponds to the minimisation of the traveltime error in the time-space domain. For the case of low, single-frequency inversion (Figure 3a) , traveltimes can be updated in the correct direction. In contrast, the possibility arises that modification will be in the wrong direction when high-frequency components are used (Figure 3b) . Cycle skipping occurs when the phase difference between the true (observed) wave and the calculated (forward model) wave is larger than λ/2. The highfrequency component is therefore more prone to failure for a given traveltime error.
When conducting single-frequency inversion, the optimal frequency for the next outer-loop iteration is determined by the wavenumber component used for the present iteration, and the maximum phase error that can avoid cycle skipping. This condition is written as:
where ∆ϕ max (f) is the maximum phase error estimated for each frequency using the updated model after a single-frequency loop, is the maximum wavenumber for the current frequency, and λ(f ) is the wavelength corresponding to the current frequency. Equation (11) can be rearranged as where V is the background velocity and fnext is the optimal frequency for the next single-frequency loop, derived by this method.
The process for determining the frequency components as inputs for inversion is illustrated in Figure 4 , and involves:
(1) Initiating inversion with a sufficiently low frequency (f 1 ).
(2) Determining the maximum spatial wavenumber (k max f1 ) for the chosen f 1 by choosing the limit of resolution in ray tomography with equation (10). (3) Considering the maximum phase error in the inversion process, and the continuity of the spatial wavenumber, the optimal frequency (f 2 ) for the next iteration is calculated with equation (12), to satisfy the condition that k max f1 is equal to the minimum spatial wavenumber for the next iteration (k min f2 ). (4) Steps (2) and (3) are repeated iteratively.
NUMERICAL EXPERIMENT
We conducted a numerical experiment to examine the validity of the proposed method. The two-dimensional model shown in Figure 5 was used for the numerical experiment. It contains three circular high-velocity anomalies within the background velocity of 3000 m/s.
The diameters of the three circular anomalies were 3, 11, and 33 m, with velocities of 3200, 3100, and 3050 m/s. The diameter We simulated the observed dataset by two-dimensional acoustic modelling in the time-space domain. The wave field was calculated by a pseudo-spectral method (Murayama et al., 1991; Furumura et al., 1998) using an isotropic source, with a Ricker wavelet of central frequency 100 Hz. The sampling interval was 1 ms, and the waveform data consisted of 1024 samples. We then used the Fourier-transformed spectrum of the waveform as the input for inversion in the frequency-space domain. The inversion model was composed of square cells with 1-m side lengths. 100-Hz loop. Figures 6b and 6c show the evaluation function and the maximum phase error, respectively. Judging from the monotonically decreasing features of the two misfit indicators, it is reasonable to conclude that the single-frequency loop converges with sufficient stability. Figure 7 shows the results of inversion obtained from the set of optimal frequencies (Figure 7b ) determined by our proposed method. Figure 7a illustrates the results after individual single-frequency loops. The typical wavelength for each frequency component is also shown, below the corresponding velocity model. Figure  7c shows the evaluation function using all frequency components used for inversion, calculated by an additional forward modelling after the inversion process. Judging from Figure 7c , the series of frequencies was appropriately chosen, and the inversion has converged stably. The additional higher frequency components in the inversion have also resolved smaller anomalies, as expected. As shown in Figure 7a , the smallest anomaly (3 m diameter) was successfully reconstructed using 300 Hz (λ = 10 m) wave components. Only nine frequencies were used to reconstruct the structure shown in Figure  7a , indicating that the waveform inversion in the frequency-space domain is more efficient than that in the time-space domain, because 1024 time-samples for the timespace domain inversion is mathematically equivalent to 512 frequencies for the frequency-space domain inversion. Figure 8 shows a case of coarser sampling in frequency space. After a single-frequency loop of f a , we can draw a maximum phase error curve as indicated by a green line in Figure 8a . According to the method derived in this paper, we should select a frequency component used for the next mono-frequency loop to be equal to or less than f b in order to maintain wavenumber continuity. If one sets the next frequency (f c ) above this (f c > f b ), a discontinuity in wavenumber arises that gives rise to problems.
DISCUSSION
Two examples of coarser frequency sampling are shown here. In the first example, f a = 2 Hz, f b = 10 Hz, and f c = 300 Hz. Figure   Yokota 8b shows the velocity model derived from this choice, and Figure  8c illustrates the misfits for the 100-Hz and 300-Hz frequencies. In the second example, f a = 30 Hz, f b = 50 Hz, and f c = 450 Hz. Figures  8d and 8e show the reconstructed velocity model and misfits for individual frequencies. It is obvious that these arbitrary frequencyselection strategies fail to invert to the correct velocity model. Figure 8c clearly indicates that the misfit of the 300-Hz frequency component decreases with every iteration. Conversely, the misfit at the peak frequency (100 Hz) rapidly increases after 3 iterations, suggesting that inversion failed due to divergence. In the second example, the misfit of the frequency used for the inversion (450 Hz) also decreases. However, only a small velocity update occurs, and the 100-Hz misfit does not vary appreciably. Consequently, the velocity model obtained is quite similar to the initial model. These examples of failed inversion demonstrate the importance of maintaining the continuity of the spatial wavenumber when selecting the frequency the next singlefrequency inversion.
CONCLUSIONS
We have presented an effective strategy for selecting a set of optimal temporal frequency components for frequency-space domain waveform inversion, based on the idea of maintaining continuity of spatial wavenumbers. Determination of the frequency components to maintain wavenumber continuity between two successive single-frequency inversion loops leads to continuity of the size of the geological structure reconstructed by the inversion. That is to say, the set of optimal frequencies always satisfies the weak scattering assumptions, and it gives rise to stable inversion processes, maintaining a monotonic reduction in the misfit function during iterations.
In the inversion of a simple three-scatterer model, only nine frequencies were required to resolve the target, in contrast to the 1024 time samples required theoretically for equivalent timedomain inversion. Inversion in the frequency domain with appropriate selection of frequency samples is therefore more computationally efficient than inversion in the time domain.
Future work should focus on more realistic cases, such as extension to a three-dimensional elastic implementation, development of effective methods for estimating source wavelets from acquired data, and evaluation of the effects of noise. 
