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Recent studies have proposed that some cross-modal
illusions might be expressed in what were previously
thought of as sensory-specific brain areas. Therefore, one
interesting question is whether auditory-driven visual
illusory percepts respond to manipulations of low-level
visual attributes (such as luminance or chromatic
contrast) in the same way as their nonillusory analogs.
Here, we addressed this question using the double flash
illusion (DFI), whereby one brief flash can be perceived
as two when combined with two beeps presented in
rapid succession. Our results showed that the perception
of two illusory flashes depended on luminance contrast,
just as the temporal resolution for two real flashes did.
Specifically we found that the higher the luminance
contrast, the stronger the DFI. Such a pattern seems to
contradict what would be predicted from a maximum
likelihood estimation perspective, and can be explained
by considering that low-level visual stimulus attributes
similarly modulate the perception of sound-induced
visual phenomena and ‘‘real’’ visual percepts. This
finding provides psychophysical support for the
involvement of sensory-specific brain areas in the
expression of the DFI. On the other hand, the addition of
chromatic contrast failed to produce a change in the
strength of the DFI despite it improved visual sensitivity
to real flashes. The null impact of chromaticity on the
cross-modal illusion might suggest a weaker interaction
of the parvocellular visual pathway with the auditory
system for cross-modal illusions.
Introduction
Human perception and behavior are often driven by
the integration of information from multiple sensory
inputs. This tendency for integration is so strong that
conﬂicting signals arriving from different sensory
modalities often lead to perceptual illusions in the
observer (Bertelson & Radeau, 1981; McGurk &
MacDonald, 1976; Shams, Kamitani, & Shimojo,
2000). Recent neuroimaging studies have provided
mounting evidence that some of these multisensory
interactions express in brain areas classically consid-
ered unimodal (Driver & Noesselt, 2008; Kayser,
Petkov, Augath, & Logothetis, 2005; Lakatos, Chen,
O’Connell, Mills, & Schroeder, 2007), in addition to the
well-known convergence of sensory information in
heteromodal brain areas (subcortical: Meredith &
Stein, 1983; Nagy, Eo¨rdegh, Paro´czy, Ma´rkus, &
Benedek, 2006; Wallace, Meredith, & Stein, 1998; or
cortical: Barbas et al., 2005; Beauchamp, Lee, Argall, &
Martin, 2004; Cohen & Andersen, 2004; Helbig et al.,
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2012; Werner & Noppeney, 2010). Indeed, the cross-
modal activation of sensory cortices associated with the
perception of cross-modal illusions (Mishra, Martinez,
Sejnowski, & Hillyard, 2007; Watkins, Shams, Tanaka,
Haynes, & Rees, 2006; for a review, Driver & Noesselt,
2008) suggests that illusory and nonillusory percepts
experienced in a given sensory modality might be
supported by similar neural underpinnings. In the
present study we addressed whether sound-induced
visual illusions respond to physical stimulus manipu-
lations in a manner similar to real (i.e., nonillusory)
visual percepts. For this purpose we utilized one well-
known case of auditory driving, named the double ﬂash
illusion (DFI; Shams, 2002; Shams et al., 2000; see also
Shipley, 1964). In this illusion, a single visual ﬂash
accompanied by two auditory beeps presented in rapid
sequence is perceived as two ﬂashes. That is, due to the
auditory stimulus, two ﬂashes are seen when physically
only one is present. According to neuroimaging studies,
the DFI involves the activity of subcortical convergence
structures like the superior colliculus (SC), cortical
association areas like the superior temporal sulcus
(STS; Watkins et al., 2006), and, critically, sensory
cortical areas like the primary visual cortex (V1; Mishra
et al., 2007). Thus, one might expect that if primary
visual cortex is causally involved in cross-modal
induced visual illusions like the DFI, then the DFI
should be sensitive to the stimulus manipulations that
are known to modulate primary visual cortex. In the
present study we focus on the temporal limitations of
the perception of fast visual events, which strongly
depend on processing in early sensory visual areas
(Jiang, Zhou, & He, 2007; Mullen, Thompson, & Hess,
2010; Rager & Singer, 1998; Ress & Heeger, 2003;
Simonson & Brozˇek, 1952). Speciﬁcally we assess
whether the visual perceptual limitations induced by
luminance contrast and chromaticity manipulations
also apply to the perception of illusory events arising
from cross-modal interactions. It is well known that
luminance contrast affects visual temporal resolution,
that is, the ability to perceptually resolve two ﬂashes
presented in a rapid sequence. For instance, increasing
contrast leads to an improvement in the temporal
resolution for ﬂicker detection (De Lange, 1958; Tyler
& Hamer, 1990). Similarly, additional chromatic
information also leads to improvements in visual
temporal resolution compared to same luminance
contrast achromatic stimuli (Pokorny & Smith, 1997;
Sun, Pokorny, & Smith, 2001; Swanson, Ueno, Smith,
& Pokorny, 1987). Thus, we capitalize on these prior
ﬁndings to evaluate if the ability to resolve two real
ﬂashes corresponds with the perception of two illusory
ﬂashes across manipulations in luminance and chro-
maticity.
In order to guide our analysis, we must consider two
nonmutually exclusive ways in which luminance and
chromatic contrast manipulations might affect visual
temporal resolution and the strength of the auditory-
induced visual illusion. On one hand, decreases in
luminance/chromatic contrast might reduce the preci-
sion of sensory estimates. From the maximum likeli-
hood estimation (MLE) framework (see Ernst &
Banks, 2002; Ernst & Bu¨lthoff, 2004), one can posit
that changes in the relative precision of each sensory
modality will affect the weight of each sensory input on
the outcome of multisensory integration. Thus, we
predicted that reductions in the precision of the visual
estimate due to contrast manipulation should lead to a
corresponding reduction in the relative weight of the
visual estimate and, therefore, to an increase in the
strength of the DFI. Based on this prediction, one
would expect a negative correlation between visual
temporal resolution and the strength of the DFI—that
is, the lower the ability to discriminate one from two
real ﬂashes, the stronger the illusion. On the other
hand, decreases in luminance/chromatic contrast might
also affect the accuracy of sensory estimates. That is,
low contrasts may degrade visual temporal resolution
because observers might be perceptually biased toward
seeing one instead of two ﬂashes. For instance,
according to Bloch’s law of vision (Bloch, 1885), the
capacity to resolve two consecutive visual stimuli in
time depends on the contrast of the stimuli and their
duration. When presenting two ﬂashes at low levels of
contrast, the luminance energy of the ﬁrst ﬂash might
not be sufﬁcient to reach the threshold required to
induce an individuated visual percept before the second
ﬂash is presented. As a consequence, the observer
integrates the second visual event over time and
perceives only one ﬂash. This results in an inaccurate
(i.e., biased) visual percept. We hypothesize that the
same mechanism that biases real visual perception can
operate on illusory visual perception. Therefore, an
observer discriminating two illusory ﬂashes at low
levels of contrast might be more biased to perceive one
ﬂash than an observer discriminating at higher levels of
contrast. This should lead to fewer two-ﬂash reports at
low levels of contrast (i.e., a weaker DFI). Conse-
quently, visual accuracy enhancements (i.e., reductions
in bias) should positively correlate with the DFI.
Given the aforementioned, it is important to note
that changes in precision and in accuracy to temporally
resolve visual events lead to effects in opposite
directions regarding the DFI strength. However, these
two effects can co-occur, as visual precision and
accuracy might both change together upon the
manipulation of stimulus parameters like luminance or
chromaticity. Therefore, for completeness, we must
also consider a third, less likely possibility of a null
correlation between the DFI and visual temporal
resolution. This would only occur if luminance contrast
or chromaticity do not have an effect on the DFI or if
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there are concomitant reductions in precision and
accuracy that inﬂuence the DFI with equivalent
strength but in opposite directions. In this case, one
would not be able to determine if the lack of correlation
between visual performance for real ﬂashes and DFI is
the result of accuracy and precision modulations
cancelling each other out or if it is the result of the
absence of modulation by contrast (i.e., null effect) in
the strength of the illusion. These different predictions
are tested in two experiments. In Experiment 1 we
modulate the luminance contrast and in Experiment 2
we add chromatic information.
In parallel, our design will allow us to examine how
changes in luminance contrast and chromaticity affect
the ﬂash fusion illusion (FI; Andersen, Tiippana, &
Sams, 2004), whereby two visual ﬂashes accompanied
by one auditory beep are often perceived as one ﬂash.
Nevertheless, we will not use the FI to test our
hypotheses. This is because we expect the same result
on the FI independent of contrast manipulations
affecting the precision or the accuracy: If increments in
the level of contrast predominantly enhance visual
precision, then, according to the MLE predictions, the
level of contrast should be negatively correlated with
the FI prevalence (i.e., more visual precision, less FI).
Complementarily, if increments in the level of contrast
predominantly affect the visual accuracy (e.g., biasing
the participants to report one ﬂash at low levels of
contrast), the FI should also correlate negatively with
visual luminance contrast (i.e., again better visual
accuracy, less FI). These two indistinguishable patterns
of interaction make the FI a less useful phenomenon to
evaluate our main experimental hypothesis.
General methods
Participants
Eleven naive participants (eight female) took part in
Experiment 1 (mean age 6 SD¼ 25 6 3) and an
additional 12 naive participants (seven female) took
part in Experiment 2 (mean age 6 SD¼ 26 6 4). None
of them reported any visual or auditory deﬁcits. The
experimental protocols were approved by the local
ethics committee (CEIC Parc de Mar).
Stimuli
Visual stimuli were displayed on a 21-inch Philips
CRT monitor (120 Hz; Philips, Amsterdam, The
Netherlands). Participants were asked to maintain
their gaze throughout each trial on a 0.78 red ﬁxation
square (42.5 cd/m2 luminance) presented in the center
of the monitor on a gray background (39.7 cd/m2).
Just below the ﬁxation square a 5.58 3 4.58 dark
rectangle (0.55 cd/m2) for the achromatic condition or
a red (13.6 cd/m2) rectangle for the chromatic
condition served as the pedestal for stimulus presen-
tation (see Figure 1a). The visual targets consisted of
brieﬂy ﬂashed (33 ms, four frames) squares (2.298 side)
presented in the center of the pedestal square, 28 below
ﬁxation. This ensured a balanced stimulation of
retinal cones and rods (Osterberg, 1935), which are
both critical for visual perception in photopic and
scotopic conditions. In Experiment 1, the (achromatic)
ﬂashes varied exclusively in luminance contrast with
respect to the black background rectangle (seven
possible values: 0.29, 0.64, 0.80, 0.91, 0.96, 0.98, and
0.99 in Michelson contrast units). In Experiment 2, a
green square served as visual target and was also
presented at one of seven different contrast values
(averaged across participants: 0.93, 0.60, 0.13,
0.05, 0.03, 0.35, and 0.60 in Michelson contrast
units; note that the negative values correspond to a
luminance below the luminance of the pedestal) with
respect to the red background rectangle. The lumi-
nance contrast levels in Experiment 2 were adapted in
order to gain more information about the illusion
around the point of chromatic isoluminance. Isolu-
minance was assessed for each participant individually
prior to the DFI experiment using a ﬂicker fusion
paradigm (described in the following material in the
procedures section). The remaining luminance levels
were then set individually for each person. This
resulted in an average point of isoluminance of 12.4 6
2 cd/m2 across participants.
In both experiments, when the two ﬂashes were
presented, the stimulus onset asynchrony (SOA) was 66
ms (eight frames), producing a 16.6 Hz brief ﬂicker.
This frequency was determined in previous piloting to
produce around 75% correct discrimination perfor-
mance at medium contrast levels (for Experiment 1)
and medium chromatic luminance levels (for Experi-
ment 2).
Auditory stimuli in both experiments were 3 kHz
tones (48 dB) of 10 ms duration delivered from two
speakers located at both sides of the screen and at the
same height as the visual stimulus. Thus, participants
would perceive the sounds centrally. When two beeps
were presented to induce the DFI, the auditory SOA
was 60 ms. Audio-visual timing of the stimuli was
carefully adjusted using an oscilloscope.
Conditions
The different visual and audio-visual combinations
resulted in six experimental conditions, two purely
visual and four audio-visual combinations: V1A0: one
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ﬂash alone; V1A1: one ﬂash and one beep; V1A2: one
ﬂash and two beep; V2A0: one ﬂash; V2A1: two ﬂash
and one beep; V2A2: two ﬂash and two beep. By
introducing the one-beep condition we can test our
hypothesis on the ﬂash fusion illusion. We also expect
to increment the uncertainty about the number of beeps
at the same time that we balance our experimental
design (i.e., one or two ﬂash and one or two beep
conditions).
Procedures
Participants sat in a darkened and sound-attenuated
room with their head resting on a chinrest at 1 meter
from the screen. Prior to the beginning of the
experiment, they adapted to the room and screen
luminance for 5 minutes. While maintaining their gaze
on a ﬁxation square, participants were instructed to
report the number of perceived ﬂashes (one or two) at
the middle of the pedestal square regardless of any
concurrent auditory information. They were asked to
be as accurate as possible without time constraints.
Each trial began with the appearance of the red ﬁxation
square and then, after 1000 ms, one or two ﬂashes
appeared. In the audio-visual conditions these ﬂashes
were presented accompanied by one, two, or no beeps.
The ﬁrst beep (or the only beep in the one beep
condition) appeared temporally aligned with the ﬁrst
ﬂash (see Figure 1a for more speciﬁc details on the
timing).
In Experiment 2, prior to starting the main
experimental task, participants were tested with the
ﬂicker-fusion procedure (Ives, 1912) to determine their
individual point of perceived isoluminance between red
and green. The visual display for estimating the point
of isoluminance was identical to the one used in the
main experiment (red ﬁxation square, green stimulus on
a red pedestal, and a gray background). Participants
directed their gaze to the ﬁxation square while
attending to a square ﬂickering between green and red
at 25 Hz at the center of the red pedestal rectangle.
They were asked to adapt the luminance of the green
target with the mouse buttons (in steps of 0.04) in order
to minimize the sensation of ﬂicker as much as possible.
Once participants understood and had practiced the
task, they performed ﬁve ﬂicker-fusion trials from
which we extracted the average isoluminance value for
each participant.
Prior to starting any experiment, participants were
warned that they would see stimuli of varying intensity,
but the intensity was not informative about the number
of ﬂashes. After completing 30 training trials partici-
pants began with the experiment. Every observer took a
short break of approximately 3 minutes between
blocks. In both experiments, participants performed
two experimental blocks completing 588 trials in total
(18 minutes each block). The different possible audio-
visual combinations and the level of contrast conditions
appeared randomized across trials. Each experiment
contained 14 trials per condition.
Data analysis
In order to assess the perceptual impact of luminance
contrast and chromatic change on the DFI, we
analyzed the present data using the signal detection
theory (SDT) framework (Macmillan & Creelman,
2004). Previous studies using the DFI paradigm have
successfully applied SDT analysis (Rosenthal, Shimojo,
& Shams, 2009; Watkins et al., 2006; Wozny, Beier-
holm, & Shams, 2008) to demonstrate the sensory
Figure 1. (a) Trial sequence for Experiments 1 and 2; Inset: Flash-Pedestal sample shows an approximate representation of the 14
visual stimuli used. (b) Schematic representation of the different possible audio-visual combinations in Experiments 1 and 2 (V ¼
visual, A2¼ 2 beeps, A1¼ 1 beep conditions; Visual conditions include 2 flash trials (left) and 1 flash trials (right). Stimuli timings are
specified for the 2 flash conditions but also apply to the 1 flash condition.
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nature of the sound-induced illusions. First of all, we
specify that the sensitivity parameter (d’) is determined
by both the observers’ visual accuracy and precision,
and it describes the capacity to discriminate signalþ
noise (two ﬂash) from noise (one ﬂash). The criterion
parameter (c) represents the observer bias. It can be
determined by his/her decisional threshold to classify
the stimuli as signal or noise. Furthermore, as the
criterion parameter is also sensitive to perceptual
biases, it is a relevant measure to quantify the DFI
(Witt, Taylor, Sugovic, & Wixted, 2015).
In order to calculate the d’ and c parameters we
applied the following procedure: First, for each level of
contrast we extracted the proportion of hits (‘‘two
ﬂashes’’ correctly reported in the two ﬂash conditions
V2A0, V2A1, V2A2) and false alarms (incorrectly
reported ‘‘two ﬂashes’’ in the one ﬂash conditions
V1A0, V1A1, V1A2). For completeness, please note
that reporting correctly ‘‘one ﬂash’’ in a one ﬂash
condition is a correct rejection and reporting incor-
rectly only ‘‘one ﬂash’’ in a two ﬂash condition is a
miss. Then we computed the d’ and the c parameters to
reﬂect performance in resolving two ﬂashes for each
observer and contrast level, under each different
auditory condition separately (A0¼ no sound, A1 ¼
one beep or A2¼ two beeps). That is, visual only
performance (A0) is calculated using hits from the
V2A0 condition and false alarms from the V1A0
condition. DFI is calculated using hits from the V2A2
condition and false alarms from the V1A2 condition.
Strong DFI should result in the inability to discrimi-
nate between these two conditions (V2A2 vs. V1A2),
and therefore, in low d’. Finally, the visual performance
under single beep conditions (hits from V2A1 and false
alarms from V1A1) will also be calculated. This
condition should reﬂect the strength of fusion illusions
(taking two ﬂashes as one). In all cases, the computa-
tion of the parameters follows the SDT framework [d’¼
z(hits) z(false alarms); c ¼0.5*(z(hits) þ z(false
alarms))]. Hit and false alarm rates of 0 and 1 were
approximated by 1/N and 1  (1/N) respectively to
allow Z score conversion, where N is the number of
trials tested for that particular condition and partici-
pant (Rosenthal et al., 2009). For congruence with
previous studies and for simplicity, we assumed that the
distributions in the one ﬂash and two ﬂash conditions
have equal variances (although this is a simpliﬁcation).
To test our hypotheses, we ﬁt linear mixed-effects
models (LMM) to the d’ and c data. These models
address the limitations of more traditional approaches
to random effects and provide valuable information
about the linear relationship between the different
factors. This approach allowed us to easily interpret the
effect of contrast in both experiments even though they
included slightly different levels of luminance. Prior to
conducting the LMM we translated (i.e., adding the
Figure 2. Proportion data: Average number of reported flashes at each luminance contrast level (Michelson units) in achromatic
(Experiment 1) and chromatic (Experiment 2) conditions. The top and bottom panels show the data from the one (V1) and two (V2)
flash conditions, respectively. Each plot depicts the number of flashes reported as a function of 0, 1, or 2 auditory beeps (gray scale
coded; see legend). The shaded area in the achromatic experiment (left column) covers those luminance contrast values where visual
performance is impaired by a flash-blindness phenomenon (see text for details). Error bars represent SEM.
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smallest constant to avoid negative numbers) and log-
log transformed our data (Figure 3) to obtain linear
trends and improve the quality of the ﬁt. To make sure
this transformation did not violate the assumption for
the LMM, we checked for the model’s assumptions via
the criticism plots (e.g., model residuals, q-q plot and
standardized residuals) (Baayen, 2008). The log-log
transformation did not affect the shape of the residuals,
so we did not have to ﬁt generalized LMM models
besides the one assuming the Gaussian residuals. We
conducted all the analyses using the lmer function
implemented in the lme4 R package (v.1.0-6) (Bates,
Ma¨chler, Bolker, & Walker, 2012).
In the model, the participant factor was ﬁtted as a
random effect (varying the intercept and the slope) to
control for the potential between-subjects variability
within each condition. The number of beeps (factor;
A0, A1 and A2), luminance contrast (continuous
variable with ﬁve levels in Experiment 1 [0.29, 0.64,
0.80, 0.91, 0.96] and seven levels in Experiment 2,
[0.93,0.60,0.13, 0.05, 0.03, 0.35, 0.60], values
expressed in Michelson contrast units), and chroma-
ticity (factor; achromatic ﬂashes in Experiment 1 and
chromatic ﬂashes in Experiment 2) were ﬁxed effects.
We used the visual condition (A0) of Experiment 1 as a
reference for all the statistical comparisons.
It is important to note that in Experiment 2 we used
positive and negative luminance contrast polarities
(e.g., positive and negative polarities correspond to
ﬂash target luminance above and below the pedestal
luminance, respectively). Thus, before regressing visual
performance as a function of contrast levels, we
ensured that observers’ sensitivities were similar for
luminance contrast values of equivalent magnitude but
opposite in polarity. To do this, we introduced the
variable polarity (four negative and three positive
polarities) in a LMM. In congruence with McCormick
& Mamassian (2008), we did not ﬁnd any signiﬁcant
effect or interaction involving the polarity variable.
Therefore, we decided to report the regression analyses
using luminance contrast transformed to absolute units
(Figure 4, right panel).
Hypotheses
If the DFI is a perceptual effect, then a single ﬂash in
the V1A2 stimuli should be experienced as two ﬂashes,
and therefore difﬁcult to tell apart from two real
ﬂashes. Hence, because we have associated V1 (1 ﬂash)
and V2 (2 ﬂash) to noise and signal þ noise
distributions respectively, we would thus expect a lower
d’ in the A2 condition compared to the A0 condition.
Directly addressing the motivating question in the
present study, the visual stimulus manipulations in
luminance contrast and chromaticity may affect the
DFI in two different ways: On the one hand, if the
visual manipulations predominantly affect visual pre-
cision, the DFI prevalence should decrease with
increments in contrast (in agreement with the MLE
model). In this case, the d’ in the A2 condition will
increase relative to the A0 d’ with increments in
luminance contrast or chromaticity (i.e., a signiﬁcantly
steeper slope in the A2 compared to the A0 condition
level). On the other hand, if a visual manipulation
predominantly impacts visual accuracy, the A2 d’ will
be reduced relative to A0 d’ with increments in contrast
or chromaticity (i.e., a signiﬁcantly shallower slope in
the A2 condition). Finally, there is also the possibility
that a visual manipulation may not have an impact on
the strength of the DFI. In this case the linear model
parameter estimates representing the slope of the A2 d’
and A0 d’ levels as a function of luminance contrast or
chromaticity will not be signiﬁcantly different. That is,
both conditions (the condition reﬂecting DFI, and the
condition reﬂecting visual performance) will behave the
same under the visual manipulation.
The interpretation of the criterion parameter is less
straightforward in the case of perceptual biases (Witt et
al., 2015). This is because criterion is shifted by any
source of bias, whether decisional or perceptual in
origin. The DFI is an example of sound-induced
perceptual bias. Accordingly, previous literature has
found c to be lower in the A2 compared to the A0
conditions (Rosenthal et al., 2009; Watkins et al., 2006;
Wozny et al., 2008). This represents a sound-induced
increment in the proportion of reported ﬂashes. We
expect a similar pattern in our A2 condition. Further-
more, if there is a bias to report more ﬂashes at high
compared to low contrast levels, we expect a reduction
in the c parameter with increments in contrast. This c
reduction should be more pronounced in the A2
relative to the A0 condition if the source of bias
induced by the DFI increases with contrast. However,
it is important to note that in a DFI paradigm, the SDT
analysis cannot be used to determine whether shifts in
criterion are of a perceptual or decisional nature.
Results
Figure 2 shows the average number of reported
ﬂashes as a function of contrast for the different
conditions (levels of gray) and the two experiments
(different panels). We can observe an overall increase in
the number of ﬂashes reported as a function of
contrast, but it is also noticeable that at the two highest
luminance contrast levels (Experiment 1, V2 condi-
tions), the average number of reported ﬂashes declines
sharply (shadowed areas in Figure 2). The most
parsimonious explanation for this sharp decline in two
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ﬂash perception at high contrast is the ﬂash-blindness
phenomenon, caused by oversaturation of the retinal
pigment (Brown, 1965; Miller, 1965) following the
presentation of the ﬁrst ﬂash at high luminance.
Therefore, as this decrement in performance is likely to
have a retinal origin that is not present in the lower
contrast values, the involved levels of contrast were
removed for subsequent analyses based on the SDT
framework.
Sensitivity (d’) analyses
It is important to note that reductions in the A1 d’ or
A2 d’ relative to the A0 d’ condition (baseline) can be
interpreted as a signature of the perceptual nature of
the FI and the DFI (i.e., the larger the d’ reduction the
stronger the illusion). After ﬁtting the LMM, we
conducted an ANOVA with luminance contrast,
number of beeps, and chromaticity (i.e., Experiment) as
ﬁxed effects and subjects as random effects. Degrees of
freedom were calculated by the Satterthwaite’s ap-
proximation (Satterthwaite, 1946) to obtain corre-
sponding p-values. The analysis yielded a signiﬁcant
effect of luminance contrast, F(1, 51.46)¼ 31.06, p ,
0.001; number of beeps, F(2, 364) ¼ 36.35 p , 0.001;
chromaticity, F(1, 364) ¼ 14.73, p , 0.001; an
interaction between number of beeps3 luminance
contrast, F(2, 364)¼ 4.39, p , 0.02; and an interaction
between chromaticity3 luminance, F(1, 364)¼ 14.73, p
, 0.001. The signiﬁcant interaction between number of
Figure 3. The average d’ and c values (top and bottom panels, respectively) across participants for the achromatic (Experiment 1) and
chromatic (Experiment 2) experiments are represented as a function of luminance contrast (log-log transformed scores). The visual
(A0) and the one (A1) and two beep (A2) conditions are indexed in different colors. Error bars represent SEM. The continuous lines
represent the average linear regression fits for each experiment and auditory condition. Luminance contrast units in the chromatic
experiment were transformed to absolute contrast units. The 0.6 and 0.6 Michelson contrast levels in the chromatic experiment
were averaged into a single data point after this transformation.
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beeps3 luminance contrast is congruent with a
modulation of the double ﬂash audio-visual illusion
with luminance contrast. However, the null interaction
between number of beeps3 chromaticity, F(2, 364) ¼
0.80, p ¼ 0.44, suggests that the addition of chromatic
information did not have an impact on the double ﬂash
illusion.
In order to gain further insight into the structure of
the effects, we report the estimated parameters of the
LMM (with their corresponding signiﬁcances) in Table
1. As we predicted (De Lange, 1958; Tyler & Hamer,
1990), visual sensitivity (measured by d’) increases with
luminance contrast in the visual condition (A0;
Luminance parameter in Table 1) with a slope of 0.456,
which is signiﬁcantly larger than zero (t¼ 3.891, p ,
0.0001). Moreover, d’ in the A2 conditions is 0.623
units signiﬁcantly smaller (t ¼6.372, p , 0.0001) on
average than in the A0 condition, in congruence with
the occurrence of the DFI. Interestingly the slope of d’
as a function of luminance contrast for the 2 ﬂashes
condition (A2) is signiﬁcantly smaller (t¼1.952, p ¼
0.051) than the slope for the visual condition (A0) by
an amount of 0.319 (luminance contrast: A2 parame-
ter). This reduction in the slope relative to the visual
condition is the manifestation of a luminance contrast
based modulation of the DFI, and is congruent with
the interaction between number of beeps3 luminance
reported in the ANOVA. The signiﬁcantly shallower
slope can be seen in Figure 3 (upper left panel).
Speciﬁcally, this result demonstrates that DFI preva-
lence increments with luminance contrast (i.e., the drop
in d’ for the A2 condition relative to the A0 condition
was larger at high compared to low luminance levels).
The null interaction between chromaticity3 luminance
contrast3 A2 represents that the same pattern of
modulation holds for achromatic (Experiment 1) and
chromatic (Experiment 2) conditions. On the other
hand, there were no signiﬁcant differences between the
A1 d’ and the A0 d’. This suggests that the FI was not
strong enough in our experiments to drive a signiﬁcant
effect or interaction.
The statistically signiﬁcant positive intercept esti-
mate for the chromaticity effect (t ¼ 3.069, p , 0.003)
indicates that the overall sensitivity was larger (by an
increment of 0.297) in the chromatic than in the
achromatic experiment. This result ﬁts well with
previous literature showing that temporal resolution
improves by adding chromatic contrast information to
available luminance contrast information (as reported
by Pokorny & Smith, 1997; Sun et al., 2001; Swanson,
Ueno, Smith, & Pokorny, 1987). However, in congru-
ence with the ANOVA, we did not ﬁnd any interaction
between the number of beeps3 chromaticity. This
result points toward a null contribution of chromatic
contrast (chromaticity) to the DFI. Finally, we also
found a signiﬁcant interaction between luminance3
chromaticity (t¼2.587, p¼ 0.02). This interaction can
be attributed to a different visual sensitivity gain across
levels of luminance for the chromatic and the achro-
matic conditions.
Criterion (c) analyses
We conducted a similar ANOVA on the criterion
parameter as a dependent variable with luminance
contrast, number of beeps, and chromaticity as ﬁxed
effects and subjects as random effects. The analysis
yielded a signiﬁcant effect of luminance contrast, F(1,
90.91)¼ 74.20, p , 0.001; number of beeps, F(2, 374)¼
108.51, p , 0.001; chromaticity, F(1, 374)¼ 16.67, p ,
0.001; and an interaction between chromaticity3
luminance, F(1, 364) ¼ 13.48, p , 0.001. The null
interactions between number of beeps3 luminance,
F(1, 374) ¼ 2.31, p¼ 0.1, and number of beeps3
chromaticity, F(2, 374) ¼ 1.27, p ¼ 0.28, suggests that
Fixed Effect Estimate Std. Error df t value Pr(. j t j)
Intercept (A0) 1.203 0.096 31.800 12.505 0.000***
Luminance 0.456 0.117 365.500 3.891 0.000***
A1 0.184 0.098 364.000 1.882 0.061
A2 0.623 0.098 364.000 6.372 0.000***
Chromaticity 0.297 0.097 364.000 3.069 0.002**
Luminance: A1 0.027 0.163 364.000 0.164 0.870
Luminance: A2 0.319 0.163 364.000 1.952 0.051
Luminance: Chromaticity 0.312 0.121 364.000 2.587 0.010*
A1: Chromaticity 0.155 0.137 364.000 1.130 0.259
A2: Chromaticity 0.145 0.137 364.000 1.061 0.290
Luminance: A1: Chromaticity 0.062 0.170 364.000 0.361 0.718
Luminance: A2: Chromaticity 0.196 0.170 364.000 1.149 0.251
Table 1. Summary of parameter estimates obtained from the linear mixed model fitted to the d’ (Significant codes: ‘***’ 0.001 ‘**’
0.01 ‘*’ 0.05).
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the chromatic and luminance manipulations did not
interact with the sound-induced biases.
In order to understand the directionality of the
effects reported in the ANOVA, here we will interpret
the LMM parameters (Table 2). The criterion (c) in the
visual (A0) condition decreases signiﬁcantly with
contrast with a slope of0.353 (t¼3.698, p , 0.0001;
see Figure 3). That is, the observers show a bias to
report two ﬂashes more often at higher levels of
luminance. In addition, there is an overall reduction of
criterion (by an amount of 0.685) for the A2 conditions
with respect to the visual one (t ¼8.543, p , 0.0001)
denoting a signiﬁcant increment in the bias in reporting
two ﬂashes when two beeps are presented (Rosenthal et
al., 2009; Watkins et al., 2006; Wozny et al., 2008). In
congruence with a null FI effect, criterion was not
signiﬁcantly different in the A0 and the A1 conditions.
Finally, the overall criterion was modulated to a lesser
extent (smaller slope) in Experiment 2 (chromatic) with
respect to Experiment 1 (achromatic). This decrement
of the slope (0.221) was signiﬁcant (t ¼ 2.234, p ¼
0.026).
Visual temporal resolution shapes the double
flash illusion
In the previous analyses we demonstrated that visual
luminance correlates with the strength of the DFI. To
complement these results and directly evaluate whether
the observers’ visual temporal resolution (given by
sensitivity or bias measures) correlates with the DFI
strength, we regressed the A2 condition as a function of
the A0 condition in a LMM, using the same levels of
luminance and chromaticity as in the previous analyses.
Hence, the same regression model was adjusted for
sensitivity (d’) and criterion (c) measures (Figure 4; left
and right respectively). In this linear regression
analysis, a slope smaller than 1 reﬂects increases in the
DFI strength with enhancements in visual temporal
resolution. A slope equal to 1 describes a null
modulation of the DFI strength with visual temporal
resolution changes, and a slope signiﬁcantly larger than
1 represents a reduction in the DFI strength with
increments in the temporal resolution.
Sensitivity (d’) analyses
The linear regression analyses revealed that A2 d’
increased with A0 d’ (t ¼ 2.682, p , 0.01) for the
achromatic and chromatic experiments (Experiment 1
and 2, respectively), with a slope signiﬁcantly smaller
than 1 (averaged between experiments; conﬁdence
intervals: 0.06 and 0.45). This result signiﬁes that the
higher the observer’s visual sensitivity, the larger the
DFI (that is, the A2 d’ reduction, relative to A0).
Therefore in compliance with our previous results, we
can claim that luminance based changes in visual
sensitivity correlate positively with the size of the DFI.
Interestingly, the chromatic intercept was signiﬁcantly
higher than the achromatic intercept (t ¼ 2.638, p ,
0.01). This establishes that visual sensitivity was
improved when chromatic information was available,
nevertheless, this sensitivity increment was not paral-
leled by a complimentary increment in the DFI
prevalence (i.e., a proportional A2 d’ reduction in the
chromatic conditions). This is congruent with the lack
of chromaticity effect on the DFI, reported in our
previous results.
Criterion (c) analyses
The A2 c was positively correlated with the A0 c (t¼
7.358, p , 0.0001). Moreover, the slopes were
signiﬁcantly smaller than 1 in both the achromatic and
the chromatic experiments (averaged conﬁdence inter-
vals: 0.48 and 0.83). This pattern suggests that for
similar levels of luminance contrast, the bias in the A2
Fixed Effect Estimate Std. Error df t value Pr(. j t j)
Intercept (A0) 0.644 0.065 78.200 9.941 0.000***
Luminance 0.353 0.095 376.200 3.698 0.000***
A1 0.111 0.080 374.000 1.386 0.167
A2 0.685 0.080 374.000 8.543 0.000***
Chromaticity 0.118 0.079 374.000 1.492 0.137
Luminance: A1 0.086 0.134 374.000 0.639 0.524
Luminance: A2 0.139 0.134 374.000 1.037 0.300
Luminance: Chromaticity 0.221 0.099 374.000 2.234 0.026*
A1: Chromaticity 0.170 0.112 374.000 1.516 0.130
A2: Chromaticity 0.036 0.112 374.000 0.319 0.750
Luminance: A1: Chromaticity 0.097 0.140 374.000 0.694 0.488
Luminance: A2: Chromaticity 0.063 0.140 374.000 0.447 0.655
Table 2. Summary of parameter estimates obtained from the linear mixed model fitted to the c (Significant codes: ‘***’ 0.001 ‘**’
0.01 ‘*’ 0.05).
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condition is greater than the bias in the A0 condition.
This is congruent with an enlargement in the DFI
prevalence with increments in the A0 bias. The
achromatic and chromatic intercepts were 0.64 units
smaller on average than 0 (t ¼4.894, p , 0.0001),
representing a general bias to report two ﬂashes in the
A2 condition. However, in consonance with our
previous results, the intercepts were not signiﬁcantly
different from each other. This demonstrates that, as
opposed to luminance contrast, chromaticity did not
introduce any type of bias (perceptual or decisional) in
our experiments.
Discussion
Using direct measures of performance and SDT
analysis in two experiments, we found that the effect of
luminance on illusory perception is the same as it is on
veridical perception: The higher the luminance contrast
(and therefore, visual sensitivity), the stronger the
double ﬂash illusion. These results can be framed
within our hypothesis by assuming that perceptual
biases for real ﬂashes (captured by the c reductions with
luminance contrast increments) have led to corre-
sponding perceptual biases for (sound-induced) illusory
ﬂashes. In fact, this pattern of modulation can be
explained by considering that low-level visual stimulus
attributes modulate the perception of ‘‘real’’ and
sound-induced visual phenomena in a similar way. The
exceptions to this pattern are the constraints that arise
from peripheral stages of processing at the retinal level
(i.e., ﬂash-blindness phenomenon), which affected the
perception of the real, but not the illusory ﬂashes.
These results are consistent with previous studies
showing that sound-induced visual illusory percepts
share similar perceptual characteristics as real ones.
For instance, Berger, Martelli, and Pelli (2003)
demonstrated that visual sensitivity to tilt was en-
hanced by increasing the number of perceived events,
independently of whether this was achieved by incre-
menting the number of real stimuli or by adding beeps
(DFI) that consequently induced redundant illusory
visual stimuli. Another study using the DFI paradigm
(McCormick & Mamassian, 2008) showed that sound-
induced illusory ﬂashes interact at a perceptual level
with real ﬂashes presented in spatio-temporal concur-
rence. In a more recent study, Takeshima & Gyoba
(2015) showed that the perception of the DFI depended
on the spatial frequency (SF) of the visual ﬂashes: the
higher the SF the weaker the DFI. It is important to
note that visual temporal resolution for low spatial
frequencies is better than for high spatial frequencies
(Kulikowski, 1971; Lennie, 1980). Therefore, Take-
shima and Gyoba’s results ﬁt well with the account
presented here, that visual limitations (in temporal
resolution) shape the perceptibility of the DFI, and
potentially extend the applicability of this explanation
to a new set of visual manipulations (SF instead of
luminance contrast). These studies collectively provide
evidence that audio-visual integration is bound by
similar sensory limitations that are characteristic of
early stages of visual processing.
Figure 4. The A2 conditions were linearly regressed as a function of their correspondent A0 values for the d’ and c parameters (left
and right panels respectively) for the achromatic (circles; Experiment 1) and chromatic (triangles; Experiment 2) experiments.
Contrast level is represented by the white-black gradient (Luminance contrast units in the chromatic experiment are represented in
their absolute values). The continuous lines are the averaged linear regression fits for each experiment. The dashed diagonal lines are
the unity lines (i.e., same sensitivity/criterion in the A0 and A2 conditions).
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Our analyses also revealed a trend towards a fusion
illusion. Unfortunately, the power of that illusion was
not strong enough to drive statistically signiﬁcant
effects or interactions with contrast. This is not
completely surprising considering that fusion effects
have often been reported as being weaker than
‘‘ﬁssion,’’ i.e., double ﬂash, effects (Andersen, Tiippa-
na, & Sams, 2004; Innes-Brown & Crewther, 2009;
Shams et al., 2000). Future experiments could be
designed to test our main hypothesis on the FI (e.g., the
more likely two visual stimuli are to fuse, the stronger
the sound-induced fusion illusion should be).
Introducing the chromatic contrast manipulation in
Experiment 2 allowed us to measure the DFI at
isoluminance (or near-isoluminance) levels (where the
achromatic ﬂashes of the ﬁrst experiment would be
barely visible). This manipulation induced a general
improvement in visual sensitivity in the visual-only
condition for comparable luminance values regardless
of chromatic information (Benimoff, Schneider, &
Hood, 1982; Sun et al., 2001). However, this sensitivity
enhancement was not associated with a concurrent
increase or reduction in the DFI strength. As men-
tioned in the Introduction, a symmetric enhancement in
visual precision and accuracy induced by adding
chromatic contrast could produce equal magnitude but
opposite effects on the DFI and thus account for this
null result. That is, people might experience less audio-
visual interaction (due to an increment in visual
precision), while concurrently becoming better at
resolving two illusory ﬂashes in time (due to a
comparable increment in visual accuracy). However,
the nonsigniﬁcant chromatic-induced changes in crite-
rion suggest that accuracy does not increase or reduce
with the chromatic manipulation, ruling out this
hypothesis. In accordance with recent literature (Jaekl,
Pe´rez-Bellido, & Soto-Faraco, 2014), we propose a
simpler, more parsimonious explanation: Given previ-
ous reports on the potentially distinct role of the
magno- and parvo-cellular visual pathways for multi-
sensory integration (Jaekl & Soto-Faraco, 2010; Pe´rez-
Bellido, Soto-Faraco, & Lo´pez-Moliner, 2013), it is
likely that chromatic information, which is primarily
processed by the parvocellular pathway (Derrington,
Krauskopf, & Lennie, 1984; Lee, Pokorny, Smith,
Martin, & Valberg, 1990; Merigan, 1989), might not
contribute to the DFI (or it does so to a smaller extent).
The DFI seems to be taking place at early processing
stages in the visual cortex (Bolognini, Convento,
Fusaro, & Vallar, 2013; Watkins et al., 2006).
Therefore, the functional and neuroanatomical orga-
nization of the early cortical stages of the visual system
could have an impact on audio-visual integration. For
instance, in the granular layers of V1 (i.e., 4Ca and
4Cb), the information conveyed by the magno- and
parvo-cellular subcortical visual pathways remains
segregated (Nassi & Callaway, 2009). The differences in
integration of achromatic/chromatic fast visual and
auditory information in the DFI might reﬂect this
division. Further research applying neuroimaging
techniques could illuminate the neuroanatomical basis
of this visual asymmetry in multisensory integration. At
present, this hypothesis has received some empirical
support and seems to account well for previous
multisensory results (Jaekl & Soto-Faraco, 2010; Pe´rez-
Bellido et al., 2013).
Our results showing a parallel perceptual pattern
for real and illusory phenomena may seem to
contradict what would be predicted from an MLE
perspective, which has become a popular framework
with which to model multisensory integration, in-
cluding tasks involving numerosity judgments (e.g.,
Andersen et al., 2005; Bresciani, Dammeier, & Ernst,
2006; Bresciani et al., 2005). The MLE framework—in
which the weight of each sensory signal during
multisensory integration depends on its precision—
predicts that reductions in visual temporal resolution
(given by reductions in the visual precision) should
produce an enhancement of the visual illusion (i.e.,
stronger dominance of sound). However, we found
that at low luminance contrast values, where temporal
resolution is poor and hence greater auditory inﬂuence
should be expected, the DFI prevalence was in fact
weaker. Yet, the pattern of results produced by
luminance contrast manipulations is consistent with
MLE when considering the impact of visual accuracy
changes on the strength of the DFI. That is, if
luminance contrast manipulations predominantly af-
fect visual accuracy (more than precision), they will
translate to similar perceptual biases in the outcome of
the DFI. Indeed, as the c analyses indicated, lumi-
nance contrast manipulations produced a bias to
report more ﬂashes with increments in the level of
contrast. Thus, the present results are interesting
because, to our knowledge, the effect of accuracy
reductions on cross-modal integration tasks had not
yet been considered. This could be articulated by
considering a Bayesian account (see Shams et al.,
2005; Ernst, 2006; Wozny et al., 2008) that incorpo-
rates a prior describing the ‘‘sparseness in numerosity’’
to embody the present perceptual bias as a function of
luminance. That is, in congruence with the c pattern
across different levels of contrast, one could speculate
about the existence of a visual prior to assume that
‘‘one ﬂash is more likely than two ﬂashes.’’ This prior
would contribute more to estimates on ‘‘number of
ﬂashes’’ for low compared to high contrast levels and
might have induced the observed DFI modulation.
These kinds of visual priors have been suggested to
account for other phenomena in vision. For example,
the visual system might assume a prior that leads
subjects to perceive moving stimuli experienced at low
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luminance contrast levels as being slower or smoother
(Stocker & Simoncelli, 2006). In our case, one could
also speculate that a manipulation in chromaticity
might not interact with a ‘‘sparseness in numerosity
prior’’ at all (in congruence with the previously
reported null effect of chromaticity in the c parame-
ter). This could provide an explanation for the null
contribution of the chromatic information to the DFI.
An experimental design oriented towards data mod-
eling and correspondent analysis would help to better
elucidate the mechanisms driving these DFI patterns
and uncover such hypothetical priors.
Conclusions
The main hypothesis addressed in this study was that
if perception of illusory ﬂashes relies on the same
underlying visual mechanisms that determine visual
temporal resolution for real ﬂashes, the perceptibility of
ﬂashes should vary with physical parameters (such as
luminance or chromaticity) in a manner similar to real,
nonillusory percepts. In this sense, we showed that
variations in luminance contrast led to corresponding
modulations in performance in real and illusory ﬂashes;
if the observers were not able to disentangle two brief
ﬂashes at a particular luminance contrast, they were
not able to disentangle two illusory ﬂashes induced by
similar visual stimulation.
A second interesting ﬁnding that arose from the
present work is that the addition of chromatic contrast
information improves visual temporal resolution, but it
does not impact the strength of the DFI in any way.
This result is compatible with a functional division
between the magno- and parvocellular pathways for
audio-visual integration (Jaekl et al., 2014). Moreover,
the differential sensitivity of the DFI to luminance and
chromatic changes is consistent with multisensory
interaction at the early sensory level (e.g., V1), in which
the processing of these visual features (luminance and
chromatic contrast) might remain partially segregated.
So far, most of the evidence favoring an ‘‘early
expression’’ hypothesis for cross-modal integration has
been derived from neuroimaging studies showing that
activity in sensory speciﬁc brain areas correlated with
illusory percepts (Bhattacharya, Shams, & Shimojo,
2002; Keil, Mu¨ller, Hartmann, & Weisz, 2014; Lange,
Oostenveld, & Fries, 2011; Mishra et al., 2007; Watkins
et al., 2006, see also Cecere, Rees, & Romei, 2015 for
causal evidence and Murray et al., 2015 for a related
review). The present study complements these ﬁndings
by showing comparable performance patterns in a
psychophysical task under unisensory and multisensory
conditions after multiple visual feature manipulations.
Keywords: multisensory integration, audio-visual,
sound induced ﬂash illusion, magnocellular/parvocellular,
visual cortex, maximum likelihood estimation
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