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Abstract
Starting from the massless form factor expansion for the two-point dynamical correlation functions obtained
recently, I extract the long-distance and large-time asymptotics of these correlators. The analysis yields the critical
exponents and associated amplitudes characterising the asymptotics. The results are obtained on the basis of exact
and first principle based considerations: they do not rely, at any stage, on some hypothetical correspondence with
a field theory or the use of any other phenomenological approach. Being based on form factor expansion, the
method allows one to clearly identify which contributions to the asymptotics issues from which class of excited
states. All this permits to settle the long-standing question of the contribution of bound states to the asymptotics of
two-point functions. For instance, when considering the long-distance m behaviour of equal-time correlators, the
analysis shows that while, in fine, the bound states only produce contributions that are exponentially small in m,
they also play a key role in cancelling out certain power-law contributions which, should they be present, would
break explicitly the universality structure of the long-distance behaviour.
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1 Introduction
One dimensional quantum critical Hamiltonians, i.e. those having no gap above their ground state in the ther-
modynamic limit, are expected to exhibit various universal features. In particular, the long-distance asymptotic
behaviour of their ground state correlation functions is expected to be grasped by a two-dimensional conformal
field theory. This belief stems from certain heuristics relative to the connection which exists between the structure
of the large-volume behaviour of the model’s low-lying excited states energies and the structure of the excited
states’ energies in a conformal field theory [1, 6]. Such considerations allowed to deduce the critical exponents
from the 1/L corrections to the low-lying excited states and this led to numerous explicit predictions for the critical
exponents of many quantum integrable models [7, 20, 42, 43, 58]. The case of dynamical correlation functions
is more involved and appears to go beyond the CFT picture. For some models, it seems that for large enough
values of the ration m/t, the CFT picture still holds. This allowed to predict the form (critical exponents and asso-
ciated amplitudes) of the first few terms in the long-distance and large-time asymptotics of two-point correlation
functions in the XXZ spin-1/2 chain at zero magnetic field [57]. The genuine behaviour of dynamical correlation
functions was more recently argued to be grasped by the non-linear Luttinger liquid approach [17, 18, 19]. This
approach incorporates certain non-linearities present in the model’s dispersion curves. In fact, the approach takes
the non-linear dispersion curves of a model as raw data to input into the parameters arising in the non-linear Lut-
tinger model. These data can be accessed from the large-volume behaviour of the model’s spectrum, what could
have been done for several quantum integrable models [3, 9, 16] and provides then explicit predictions for the
edge or critical exponents and also allows one to conjecture the expression for the associated amplitudes [64].
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The rigorous characterisation of dynamical two-point functions in quantum integrable models was first pos-
sible for the free fermion equivalent models by using the important combinatorial simplifications that arise then
in the description of the space of states. This specific structure allowed to represent the dynamical two-point
functions in terms of certain PainlevÃl’ transcendents and hence to study the regime of the long-distance or
the long-distance and large-time asymptotics by obtaining connection formulae for the PainlevÃl’ transcendent
[31, 59, 60, 61, 62, 63]. More recently, the connection with PainlevÃl’ transcendents was elucidated within the
form factor summation method [45] which allows one to represent directly the two-point dynamical correlation
functions of free fermion equivalent models as Fredholm determinants of integrable integral operators [11, 45].
This, along with the development of the Riemann–Hilbert problems approach [23] to such operators allowed to
access various asymptotic regimes of the correlators in free fermion equivalent models, see e.g. [10, 22, 24].
The obtention of explicit representations for the correlation functions of quantum integrable models away
from the free Fermi point was made possible by the development of the algebraic Bethe Ansatz [14] and of the
vertex operator approaches [12]. First results consisted in highly combinatorial expressions for the dynamical
correlation functions in certain models [25, 26, 27]. After a long series of developments relative to obtaining man-
ageable closed expressions for the static correlation functions [8, 28, 30, 32, 39, 41], some representations for the
dynamical two-point functions were obtained [29, 40]. The progress achieved in simplifying the representations
for the correlation functions opened the possibility to devise techniques of asymptotic analysis that would allow
to extract, from such representations, the asymptotic behaviour of the correlators. The first exact analysis of the
long-distance asymptotics of two-point static functions in an interacting model was achieved in [33] and this work
paved the road to the systematic study of the asymptotic behaviour of correlation functions in massless quantum
integrable models. In particular, the long-time large-distance asymptotics of the dynamical two-point functions in
the non-linear SchrÃu˝dinger model at zero temperature was obtained in the series of works [49, 50, 56] by means
of the multidimensional deformation flow method. Those results demonstrated the incompleteness of the purely
CFT-based characterisation of the asymptotics in the dynamical correlation function case [5].
A strong conceptual simplification of the techniques of asymptotic analysis of correlation functions was pro-
vided by the form factor approach. The possibility to analyse the long-distance asymptotic behaviour on the level
of the form factor series expansion of a correlation function was first observed in [53] and the method was sub-
sequently developed in [35, 37, 38, 55]. The method relied on the large-volume behaviour of the model’s form
factors [34, 36, 65]. In particular, the work [37] extracted the long-time and large-distance asymptotics of two-
point functions in the non-linear Schrödinger model. However, while remaining close to the microscopic model,
that method of analysis was still rather heuristics and based on several non-trivial assumptions. To make it exact,
one first needed to provide a proper way of giving sense to a form factor series expansions for massless models
directly in the thermodynamic limit. This was achieved in [52] where a scheme for dealing with the apparent
infrared divergencies of the series was devised. This work provided a series of multiple integral representation
for the dynamical two-point functions in the zero temperature XXZ chain. Recently, I have demonstrated [47]
that this series representation allows one to investigate thoroughly the singularity structure of dynamic response
functions in the XXZ chain. In the present work, I will show that this series also allows one to grasp the long-time
and large-distance asymptotics of the two-point dynamical functions in the XXZ chain at finite magnetic field.
The paper is organised as follows. Section 2 reviews various properties of the XXZ chain and presents the main
results obtained in this work. Subsection 2.1 describes elementary facts about the XXZ Hamiltonian, Subsection
2.2 recalls the description of the XXZ chain’s spectrum in the thermodynamic limit while Subsection 2.3 contains
the resumÃl’ of the long-distance and large-time asymptotics of dynamical two-point functions obtained in the
core of the paper. Then, Subsection 2.4 describes the massless form factor series representation obtained in [52].
Finally, Subsection 2.5 outlines the properties of the series building blocks, the so-called form factor densities,
which are crucial for the setting up of the asymptotic analysis. Section 3 contains some preliminary considerations
that are necessary for setting in the steepest descent. Subsection 3.1 discusses the properties of the phase functions
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which determine the loci of the saddle-points and the form of the steepest descent paths. Then, Subsection 3.2
rewrites the massless form factor series in a form more adapted for carrying out contour deformations. Section 4
establishes certain reorganisation properties of a family of auxiliary integrals under contour deformations. Sub-
section 4.1 presents the class of auxiliary integrals of interest. Subsection 4.2 deals with integrals subordinate to a
two-hole excitation sector while Subsection 4.3 deals with integrals subordinate to a three-hole excitation sector.
Then, Subsection 4.4 details a conjecture on transformations under contour deformations for the general n-hole
excitation sector. Finally, Section 5 carries out the steepest descent asymptotic analysis of the massless form
factor series. Sub-section 5.1 identifies all the sub-constituents of the massless form factor expansion which can
generate a power-law behaviour in (m, t). Subsection 5.2 determines the asymptotic expansion in the conformal
regime while Subsection 5.3 determines the asymptotics in the other region of the space of parameters. Section 6
is the conclusion. The paper contain an appendix which gathers several facts about the description of the spectrum
of the XXZ chain in the thermodynamic limit. Sub-Appendix A.1 reviews the various solutions to linear integral
equations which appear in the description of the spectrum. Sub-appendix A.2 discusses the domains of existence
of r-string solutions for r = 2, . . . , 8. Finally, Sub-appendix A.3 provides a detailed study of the velocity of the
various excitations in the model.
2 The massless form factor expansion
2.1 The XXZ chain
The XXZ spin-1/2 periodic chain Hamiltonian
H = J
L∑
a=1
{
σxa σ
x
a+1 + σ
y
a σ
y
a+1 + cos(ζ)σ
z
a σ
z
a+1
}
− h
2
L∑
a=1
σza , with σ
γ
a+L = σ
γ
a , (2.1)
is an operator on the Hilbert space hXXZ = ⊗La=1ha with ha ' C2. The matrices σγ, γ = x, y, z are the Pauli matrices
and the operator σγa is defined as
σ
γ
a = id ⊗ · · · ⊗ id︸        ︷︷        ︸
a−1 times
⊗ σγ ⊗ id ⊗ · · · ⊗ id︸        ︷︷        ︸
L−a times
. (2.2)
I shall focus on the antiferromagnetic regime, namely the case of positive exchange interaction J > 0, and assume
that the model is in its genuine XXZ finite positive magnetisation massless phase. Thus, the anisotropy cos(ζ) and
the overall external magnetic field h are restricted to the domains:
ζ ∈]0 ; pi[ , i.e. − 1 < cos(ζ) < 1 , and 0 < h < hc = 8J cos2(ζ/2). (2.3)
The case of the XXX chain at finite magnetic field can also be taken care of by the present analysis, although
the explicit treatment would demand to introduce different notations, so that I shall not develop further on this
special point. Also, to avoid unnecessary technicalities that would obscure the main features of the analysis, I
shall assume that ζ/pi is irrational.
The translational invariance of the model allows one to represent the Heisenberg picture time evolved spin
operator σ(γ)m+1 as
σ
γ
m+1(t) = e
imP+iHt · σγ1 · e−itH−imP , (2.4)
where P is the momentum operator and hence, eiP is the translation operator by one-site. Note also that the relative
sign in the t and m dependent terms in (2.4) issues from the choice of the sign of the Hamiltonian and of the
anisotropy cos(ζ) in (2.1)
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The zero temperature dynamical two-point functions are defined as〈
σ
γ′
1 (t)σ
γ
m+1(0)
〉
= lim
L→+∞
{〈
Ω |σγ′1 (t)σγm+1(0)|Ω
〉}
, (2.5)
where † stands for the Hermitian conjugation and where |Ω 〉 corresponds to the ground state of the model in finite
volume L.
The main purpose of the work [52] was to obtain a well-defined, viz. free of any divergencies, form factor
series expansion for the dynamical two-point functions in the massless regime of the XXZ spin 1/2 chain. The
purpose of this work is to show the effectiveness of that series relatively to the analysis of the long-distance and
large-time asymptotics of the two-point functions
〈
σ
γ′
1 (t)σ
γ
m+1
〉
. Prior to discussing the very form of the series and
presenting the details of the analysis, I shall describe the main result obtained in this work. For that, however, I
need to review the structure of the model’s spectrum in the thermodynamic limit.
2.2 The spectrum of the XXZ chain in the thermodynamic limit
In the thermodynamic limit, a given excited state is built up from various species of particles: the holes, the
particles (also called 1-strings) and the bound states (also called r-strings). The various bound states species are
labelled by integers belonging to the set Nst ⊂ {N \ {0, 1}}. The set Nst may be finite or infinite, depending† on
the value of ζ. It is sometimes convenient to parameterise it as Nst = {r2, . . . , r|N|}. I stress that the integers ra
appearing in this parameterisation do depend on ζ and that this collection may or may not be infinite. It will also
sometimes be useful to denote N = {1} ∪ Nst = {r1, . . . , r|N|}, where r1 = 1.
A given excited state consists of
• nh ∈ N hole excitations each carrying a rapidity µa ∈ [−q ; q], a = 1, . . . , nh;
• nr ∈ N, r ∈ N, r-string excitations each carrying a rapidity ν(r)a , a = 1, . . . , nr, such that
ν(1)a ∈
{
R\] − q ; q[
}
∪
{
R + ipi2
}
while ν(r)a ∈ R + iσr pi2 , (2.6)
in which σr = 0 or 1 is called the string parity. An r-string with r ≥ 2 has only one possible parity;
• left and right Umklapp excitations characterised by the deficiencies `± ∈ Z which encode the discrepancy
between the numbers of massless particle and hole excitations that build up the swarm of microscopic
excitations lying directly on the two endpoints ±q of the Fermi zone [−q ; q].
Finally, a given excited state Υ belongs to a sector of relative spin −sΥ in respect to the ground state.
The integers appearing above can be gathered in a single vector with integer components
n = (`+, `−; nh, nr1 , . . . , nrk , . . . ) . (2.7)
The set of allowed ns builds up the set
S =
{
n = (`+, `−; nh, nr1 , . . . , nrk , . . . ) : `± ∈ Z , nh, nr ∈ N and nh + sΥ =
∑
r∈N
rnr +
∑
υ=±
`υ
}
. (2.8)
†When ζ is a rational multiple of pi the set is finite and it is expected to be infinite otherwise, c.f. [66], although the last property has not
been proven yet.
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Note that while, in principle, one has |N| = +∞ so that n has infinitely many components, the constraint in (2.8)
ensures that, for a given excited state, nr = 0 for any r large enough so that n has only a finite number of non-zero
components. The vector n thus makes sense as an inductive limit.
It is convenient to gather all the rapidities arising in a given excited state into the set
Y =
{
− sΥ; {`υ} ∣∣∣ {µa}nh1 ; {ν(r1)a }n1a=1; . . . ; {ν(rk)a }nrka=1; . . . } . (2.9)
I remind that rk correspond to the sequence of integers such that N = {r1, r2, . . . , } and that r1 = 1. Since for a
given excited state it holds that nr = 0 provided that r is large enough, Y is built up from a collection of sets where
only finitely many of them are non-empty, so that, again, it makes sense as an inductive limit.
Note that the use of sets to parameterise an excited state is unambiguous since, in the thermodynamic limit, all
the physical observables become set functions of the excited state’s rapidities. For instance, the thermodynamic
limit of the excitation energy and momentum, relatively to the ground state, of an excited state characterised by
the set of rapidities Y takes the form
E(Y) = ∑
r∈N
nr∑
a=1
εr
(
ν(r)a
) − nh∑
a=1
ε1(µa) (2.10)
P(Y) = ∑
r∈N
nr∑
a=1
pr
(
ν(r)a
) − nh∑
a=1
p1(µa) + pF
∑
υ=±
υ`υ + pisΥ . (2.11)
in which pF = p1(q) corresponds to the Fermi momentum. The functions εa, resp. pa, are the dressed energies
and momenta of the individual excitations. They are defined as solutions to linear integral equation, c.f. equations
(A.3) and (A.6) in Appendix A.1. In particular, the dressed energies are such that
i) for r ∈ Nst and σr as in (2.6) there exists a constant cr > 0 such that it holds εr > cr > 0 on R + σripi2 ;
ii) ε1(±q) = 0 and
ε1 > 0 on
{
R + ipi2
}
∪
{
R \ [−q ; q]
}
while ε1 < 0 on ] − q ; q[ .
The properties i)-ii) above ensure that bound states only carry massive excitations while particle and hole may
also exhibit massless excitations when their rapidities collapse on either endpoint of the Fermi zone. I refer to [51]
where all these facts are discussed at length. Property ii) was rigorously established in [13]. See Appendix A.1
for more details on i).
For further purposes, it is convenient to introduce a compact notation for a combination of individual momenta
and energies building up an excited state characterised by the rapidities (2.9)
U
(
Y, v
)
= P(Y) − 1
v
E(Y) − pisΥ (2.12)
=
∑
r∈N
nr∑
a=1
ur
(
ν(r)a , v
) − nh∑
a=1
u1(µa, v) + pF
∑
υ=±
υ`υ . (2.13)
Above v refers to the ratio of the distance to time v = m/t while
ur
(
λ, v
)
= pr(λ) − εr(λ)
v
. (2.14)
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2.3 Main result: the asymptotic expansion of two-point functions
In this work, I focus on directional asymptotics of the two-point function
〈
σ
γ′
1 (t)σ
γ
m+1(0)
〉
, namely when
(m, t)→ ∞ so that the ratio v = m
t
(2.15)
remains fixed. This is the most interesting regime from the point of view of physics. For technical reasons, I shall
also assume that
v , ±vF where vF =
ε′1(q)
p′1(q)
(2.16)
stands for the Fermi velocity, namely the velocity of the massless excitations in the model, viz. those whose
rapidities coincide with one of the endpoints of the Fermi zone. The treatment of the regimes v = ±vF would
demand to develop completely different tools.
The structure of the asymptotic expansion depends on the value of v but also on the range of the velocity
functions vr(λ) = ε′r(λ)/p′r(λ). This range depends on the value of the endpoint of the Fermi zone q and also on
the anisotropy ζ. The asymptotic expansion given below holds in the regime of the model’s parameters q and ζ
where the function ur enjoy the "minimal structure property" and when vF < v∞ in which
v∞ = lim
λ→+∞
{ ε′1(λ)
p′1(λ)
}
, (2.17)
see (A.33) for its explicit expression. The "minimal structure property" corresponds to a setting where
• u′r(λ, v), r ∈ N ∪ {0}, does not vanish on R + iσr pi2 for |v| > v∞;
• u′r(λ, v), r ∈ Nst, admits a unique† zero ωr on R + iσr pi2 for |v| < v∞, i.e.
p′r(ωr) −
1
v
ε′r(ωr) = 0 with ωr ∈ R + iσr
pi
2
; (2.18)
• For r = 1, and |v| < v∞ there are two saddle-points
ω1 ∈ R + ipi/2 and ω0 ∈ R , such that p′1(ωa) −
1
v
ε′1(ωa) = 0 a ∈ {0, 1} . (2.19)
As shown in Appendix A.3, numerics and perturbative consideration show that the "minimal structure prop-
erty" does hold for a certain range of parameters, in particular when |ζ−pi/2| is small enough. However, numerical
investigation shows that, in general, more complicated situations may also arise. The form of the asymptotic
expansion in the most general case can be found in Subsection 5.4.
The form of the asymptotic expansion depends on the value of v. In the case when the "minimal structure
property" holds, one may basically single out two distinct regimes of the directional asymptotics. The distinction
between the two regime takes its origin in a different type of universality grasping the asymptotic behaviour. In
the general case, those two kinds of regimes persist, but the limiting velocity distinguishing between the two
has a different interpretation. In the case when the "minimal structure property" holds, The border between
the two regimes arises at the velocity scale v∞ whose explicit expression can be found in (A.33). There second
characteristic velocity of the problem, the Fermi velocity vF singles out two sub-regimes building up to the regime
|v| < v∞.
†See Appendix A.3 for more details.
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• The conformal regime corresponds to |v| > v∞. It governs the regime of moderate time asymptotics. In this
regime, the leading structure of the asymptotics has a pure CFT-like interpretation in terms of the operator
content of a free boson model, see [54] where this identification was explicitly achieved.
• The genuine asymptotic regime |v| < v∞, which governs the regime of large time asymptotics. In this
regime, also the massive excitations do contribute explicitly to the power-law asymptotics. The genuine
asymptotics sector splits in two sub-regimes:
i) the space-like regime vF < |v| < v∞, in which case the hole excitations do not contribute to the
power-law asymptotics;
ii) the time-like regime vF > |v|, where the hole excitations contribute to the power-law asymptotics.
This predictions for the asymptotics of dynamical correlation functions in the conformal regime were ob-
tained in [57] by means of field theoretic arguments for the XXZ spin-1/2 chain at zero magnetic field, under the
restriction that |v|  vF . Also, the work [2] predicted first few terms of the large-time asymptotics of a two-point
autocorrelation function, again for the XXZ spin-1/2 chain at zero magnetic field.
• The conformal regime: |v| > v∞
If |v| > v∞, then it holds
〈(
σ
γ
1(t)
)†σγm+1(0)〉c = (−1)msγ ∑
`∈Z
F (γ)
`
· e2im`pF∏
υ=±
[−i(υm − vF t)]∆2υ,`
·
{
1 + O
( 1
m1−0+
)}
. (2.20)
The summation parameter ` corresponds to the Umklapp deficiency of the right Fermi boundary, so that the left
boundary has deficiency −`.
The summation over ` corresponds to summing up over all possible Umklapp excitations in the model. In
(2.20), the contribution of a given Umklapp excitation with deficiency ` is weighted by an oscillatory pre-factor
which oscillates with a wave vector 2`pF . The latter corresponds to the macroscopic momentum carried by the
given Umklapp excitation. The asymptotic expansion (2.20) has several other building blocks.
• The integer sγ arising in the oscillatory pre-factor corresponds to the pseudo-spin of the operator σγ1:
sz = 0 and s± = ∓1 . (2.21)
In other words, −sγ corresponds to the relative to the ground state, longitudinal spin of the excited states
that are connected to the ground state by the operator σγ1.
• The critical exponents
∆υ,` = `Z(q) − υsγ2Z(q) , υ = ± , (2.22)
are expressed only in terms of the value of the dressed charge Z at the right endpoint q of the Fermi zone,
c.f. (A.11).
• The amplitudes F (γ)
`
are given by the properly normalised in the volume thermodynamic limit of the form
factor squared of the operator σγ1 taken between the lowest lying Umklapp excited state associated with a
macroscopic momentum 2`pF and the model’s ground state.
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• The genuine asymptotic regime: v∞ > |v|
In order to gather the space-like and the time-like regimes in one formula, it is convenient to introduce the param-
eter
κv =
{
1 v∞ > |v| > vF
−1 vF > |v| . (2.23)
These regimes contain new types of power-law behaviour in m stemming from the appearance of Gaussian
saddle-points in the spectrum of the massive excitations. The asymptotics take the form
〈(
σ
γ
1(t)
)†σγm+1(0)〉c = (−1)msγ ∑
n∈Sv
Cn · F (γ)n ·
∏
υ=±
{
eiυ`υmpF
[−i(υm − vF t)]∆2υ,n
}
· e
imϕn(v)
m∆sp;n
·
{
1 + O
( 1
m1−0+
)}
(2.24)
• Cn represents the universal part of the amplitude. It is expressed in terms of the Barnes G function [4] as
Cn =
G(1 + n0)
(2pi)
n0
2
·
( iκv
p′′1 (ω0) − 1vε′′1 (ω0)
) 1
2 n
2
0 ·
∏
r∈N
{ G(1 + nr) · {sgn[p′r(ωr)]}nr
(2pi)
nr
2 ·
(
− i[p′′r (ωr) − 1vε′′r (ωr)]) 12 n2r
}
. (2.25)
• The summation runs through all possible choices of vectors of integers belonging to the set
Sv =
{
n = (`+, `−; n0, nr1 , nr2 , . . . ) : nr ∈ N , `± ∈ Z and sγ =
∑
υ=±
`υ + κvn0 +
∑
r∈N
rnr
}
. (2.26)
• υ`υpF corresponds to the macroscopic momentum carried out by a Umklapp excitation on the υq Fermi
boundary with a deficiency `υ. ∆υ,n is the critical exponent carried by this branch of excitations. It takes the
explicit form
∆υ,n = − υ`υ + 12sγZ(q) − κvn0φ1(υq, ω0) −
∑
r∈N
nrφr(υq, ωr) −
∑
υ′∈{±}
`υ′φ1(υq, υ′q ) , (2.27)
where Z is the dressed charge (A.11) and φr is the dressed phase (A.10) associated with an r-string excita-
tion. The critical exponent ∆υ,n depends also on the location of the massive saddle-points, and thus on the
ratio v of m and t.
• ϕn(v) is the oscillatory phase which takes its origin in the contributions of the massive excitations saddle-
points to the asymptotics. It takes the explicit form
ϕn(v) = κvn0u1(ω0, v) +
∑
r∈N
nrur(ωr, v) . (2.28)
Finally, ∆sp;n captures the contribution of the massive modes to the power-law decay. It reads
∆sp;n =
1
2
∑
r∈N∪{0}
n2r . (2.29)
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• Last but not least, the amplitude F (γ)n represents the non-universal part of the asymptotics, and corresponds
to a properly normalised in the volume thermodynamic limit of the form factor squared of the σγ1 oper-
ator taken between the model’s ground state and the lowest lying excited state having left/right Umklapp
deficiencies `−/+ and, in the thermodynamic limit, giving rise to hole, particle and r-string excitations sub-
ordinate to the below distribution of rapidities
Y
(sp)
n =

{
− sγ ; {`υ} ∣∣∣ ∅ ; {{ω0}n0 ∪ {ω1}n1}; {ωr2}nr2 ; . . . } vF < |v| < v∞{
− sγ ; {`υ} ∣∣∣ {ω0}n0 ; {ω1}n1 ; {ωr2}nr2 ; . . . } |v| < vF . (2.30)
Note that, in (2.30), the notation
{{
ω0
}n0 ∪ {ω1}n1} associated with the regime vF < |v| < v∞ refers to the set of
particle rapidities built up from n0 particles with rapidity ω0 and n1 particles with rapidity ω1. There are no-hole
excitations in that regime.
2.4 The massless form factor series
The thermodynamic limit of the form factor series obtained in [52] takes the form:
〈
σ
γ′
1 (t)σ
γ
m+1(0)
〉
= (−1)msγ
∑
n∈S
Sn(m, t) . (2.31)
There, the summation runs through all the possible integers n ∈ S, with S as defined in (2.8), associated with
the various excitations in the model. The integer sγ arising in the oscillatory pre-factor is as introduced in (2.21).
Finally, Sn(m, t) represents the contribution to the form factor expansion of the sector whose excitation integers
are gathered in the coordinates of n. It is expressed in terms of a multiple integral as
Sn(m, t) =
∏
r∈N
{ ∫
(
Cr
)nr
dnrν(r)
nr! · (2pi)nr
}
·
∫
(
Ch
)nh
dnhµ
nh! · (2pi)nh ·
F (γ)(Y) · eimU (Y,v)∏
υ=±
[ − i(υm − vF t)]ϑ2υ(Y) ·
(
1 + rδ,m,t
(
Y
))
. (2.32)
The above form factor expansion is valid everywhere on the (m, t) plane with the exception of the rays
v =
m
t
, ±vF (2.33)
and the point (m, t) = (0, 0). There are several building blocks to formula (2.32).
The integration runs through the curves Ch for the hole rapidities, and Cr for the r-string rapidities. The hole
Ch and the particle C1 contours are depicted in Figure 1. For r ≥ 2, the r-string integration curves Cr coincide
with %rR + iσr pi2 where
%r = sgn[p′r |R+iσr pi2
] = (−1)σrsr sr = sgn[ sin(rζ)] , (2.34)
so that it is oriented in the direction of increasing momenta†, c.f. Figure 2 and Section A.2 of the Appendix. Also,
σr is as introduced in (2.6).
There appear two functions in the integrand. F (γ)(Y), corresponds to the form factor density squared of the
operator σγ1 taken between the ground state and an excited state whose massive excitations are parameterised by
†Here and in the following, I agree that given an oriented curve C , σC with σ ∈ {±1} stands for the curve C is σ = +1 and the curve
C endowed with the opposite orientation if σ = −1.
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Y. It will be discussed in Subsection 2.5 to come. The exponent ϑ2υ(Y) corresponds to the local contribution to the
full critical exponent of the Fermi boundary υq. It is defined as
ϑυ(Y) = ϑ(υq | Y) − υ`υ , (2.35)
where the function ϑ(ω | Y) is the opposite of the shift function associated with the massive excitation Y and takes
the explicit form
ϑ(ω | Y) =
nh∑
a=1
φ1(ω, µa) + 12sγZ(ω) −
∑
r∈N
nr∑
a=1
φr(ω, ν
(r)
a ) −
∑
υ′∈{±}
`υ′φ1(ω, υ′q ) . (2.36)
ϑ is expressed in terms of the dressed charge Z, c.f. (A.11), and of the dressed phase φr of an r-string, c.f. (A.10).
It is important to stress that Sn(m, t) depends on an auxiliary parameter δ > 0 which is arbitrary and can be
taken as small as necessary. The parameter δ does not appear in the model and solely plays the role of an ad
hoc regulator. Physically, this parameter plays the role of a separating scale between the massless and massive
particle-hole excitations. The δ dependence manifests itself on the level of the remainder rδ,m,t
(
Y
)
and in the way
the integration curves C1 and Ch are deformed in the vicinity of the endpoints ±q of the Fermi zone (c.f. Figure 1).
While the two-point function, as a whole, does not depend on this parameter, taking the δ→ 0+ limit on the level
of each multiple integral is delicate due to the presence of numerous singularities (see (2.46)-(2.47)). However, the
freedom of choosing δ small enough -even in a m and t dependent way- is sufficient for carrying out the analysis
of the large (m, t) behaviour of the series. The remainder is controlled as
rδ,m,t
(
Y
)
= O
(
δ| ln δ| +
∑
υ=±
{
δ2|mυ| + δ
∣∣∣ ln |mυ|∣∣∣ + e−δ|mυ |}) , where mυ = υm − vF t . (2.37)
2.5 The form factors density
The explicit expression for the form factor density F (γ)(Y) can be found in [51]. Since it is rather bulky, I do not
reproduce it here. In fact, only a reduced number of properties of F (γ)(Y) matters for the (m, t) → ∞ analysis of
the form factor series:
i) F (γ)(Y) is an analytic function of the rapidities Y, as long as each rapidity stays in a small vicinity of its
respective integration curve Ch or Cr.
ii) The form factor density decays as e∓2rν
(r)
a when the real part of a rapidity ν(r)a goes to ±∞.
iii) F (γ)(Y) admits cuts along the lines
ν(1)a ∈] −∞ ;−q[+ifζ and ν(r)a ∈] −∞ ;−q[+if r±1
2 ζ
for r ∈ Nst and modulo ipi . (2.38)
Above, fη = min
(
η − pib ηpic, pi − η + pib ηpic
)
. The associated jump discontinuities take the form
F (γ)(Y↑±;(b,s)) = F (γ)(Y↓±;(b,s)) , (2.39)
in which the two sets or rapidities take the explicit form
Y
↑
σ;(b,s) =
{
− sγ ; {`υ} ∣∣∣ {µa}nh1 ; {ν(r1)a }nr1a=1 ; . . . ; {ν(rk)a }nrka=1; . . . }ν(s)b =x+if s+σ2 ζ+i0+
Y
↓
σ;(b,s) =
{
− sγ; {`υ + υuσs } ∣∣∣ {µa}nh1 ; {ν(r1)a }nr1a=1 ; . . . ; {ν(rk)a }nrka=1; . . . }ν(s)b =x+if s+σ2 ζ−i0+ (2.40)
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Figure 1: Particle Cp -in blue- and hole Ch -in orange- contours in the vicinity of R. The contours are plotted for
the three regimes of the velocity v = m/t appearing from bottom to top |v| > vF , vF > v > 0 and 0 > v > −vF .
The contour Cp and Ch start at the points λ±;↑/↓ = ±q + O(δ) and then, over a distance of the order of δ, joint with
the real axis. The points λ±;↑/↓ are defined as the unique solutions in the neighbourhood of ±q of the equations
u1(λ±;↑, v) = iδ + u1(±q, v) and u1(λ±;↓, v) = −iδ + u1(±q, v).
and one has x < −q. In this notation, the rapidities in Y↑/↓
σ;(b,s) are assumed to be in generic positions with
the exception of ν(s)b which ought to be specialised as stated. Above, σ ∈ {±1} if s ≥ 2 and σ = 1 if s = 1.
Furthermore, one has
uσr = −sgn
(
pi + 2pib r+σ2pi ζc − (r + σ)ζ
)
· (1 − δσ,−δr,1) . (2.41)
iv) The form factor density has at least a double zero when two rapidities of the same type (i.e. corresponding to
a particle, hole or r-string excitations) coincide.
v) The form factor density exhibits power-law singularities at ±q in respect to the particle or hole rapidities ν(1)a
and µa.
vi) The form factor density admits dynamical poles at shifted rapidities which take the form
F (γ)(Y) = ∏
s,r∈N
ns∏
a=1
nr∏
b=1
(s,a),(r,b)
Φr,s
(
ν(s)a − ν(r)b
) · F (γ)hol (Y). (2.42)
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1
Figure 2: Contour of integration for the r-string rapidities: Cr = %rR + iσr pi2 . Here σr = 0 or 1 is the string parity
and depends on r. Moreover, the curve Cr is oriented in the direction of increasing momenta of the r-strings, viz.
%r = sgn
[
p′r
]
|R+iσrpi/2.
The set function F (γ)hol
(
Y
)
is holomorphic in the neighbourhood of rapidities going to∞ and
Φr,p
(
λ
)
=
r−1∏
`=b r−p+12 c
{ sinh (λ + iζ[ p−r2 + `])
sinh
(
λ − iζ[ p−r2 + ` + 1])
}w(r,p)
`
−w(r,p)
`+1
(2.43)
where w(r,s)p = min(r, s + p) −max(0, p). Again, since for any given excited state nr = 0 for r large enough,
the product in (2.42) runs, effectively, over a finite set.
vii) The form factor density associated with an excited state containing various r-string excitations can be recov-
ered from the form factors only involving particle and hole rapidities, upon computing an appropriate residue.
Indeed, consider the sets
Y =
{
− sγ ; {`υ}
∣∣∣ {µa}nh1 ; {{ν(1)a }n1a=1 ∪ { { {ν(r)a;k}rk=1 }nra=1}r∈Nst} ; ∅ ; . . .
}
,
Yred =
{
− sγ ; {`υ}
∣∣∣ {µa}nh1 ; {ν(1)a }n1a=1 ; {{ ν(r2)a;1 − iζ r2−12 }nr2a=1} ; . . .
}
.
Then, it holds
Res
 F (γ)tot (Y) ∏
r∈Nst
nr∏
a=1
r∏
k=2
dν(r)a;k ,
{{
ν(r)a;k = ν
(r)
a,k−1 − iζ ; k = 2, . . . , r
}nr
a=1
}
r∈Nst

=
∏
r∈Nst
{( − i)(r−1)nr } · F (γ)tot (Yred) , (2.44)
where
F (γ)tot
(
Y
)
=
F (γ)(Y) · eimU (Y,v)∏
υ=±
[ − i(υm − vF t)]ϑ2υ(Y) ·
(
1 + rδ,m,t
(
Y
))
. (2.45)
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Note that the individual, one-dimensional, residues in respect to the variables ν(r)a;k, k = 2, . . . , r can be taken
in any order.
The properties iv)-v) can be written up explicitly as
F (γ)(Y) = ∏
r∈Nst
nr∏
a,b
sinh
(
ν(r)a − ν(r)b
)
· Dn1;nh
({
ν(1)a
}n1
1 ;
{
µa
}nh
1
)
· F (γ)reg (Y) . (2.46)
In the above decomposition, the Vandermonde determinants in the variables ν(r) catch the double zero vanishing
relatively to the contributions of the r-string modes, r ∈ Nst, while the prefactor Dn1;nh given below gathers all the
singularities and zeroes that exist relatively to the particle and hole rapidities:
Dn1;nh
({
ν(1)a
}n1
1 ;
{
µa
}nh
1
)
=
n1∏
a=1
(sinh[ν(1)a + q]
sinh[ν(1)a − q]
)2ϑ(ν(1)a |Y) · nh∏
a=1
(sinh[µa − q]
sinh[µa + q]
)2ϑ(µa |Y)
×
∏
υ=±
{ n1∏
a=1
sinh[ν(1)a − υq]
nh∏
a=1
sinh[µa − υq]
}2`υ
·
nh∏
a,b
sinh
[
µa − µb] · n1∏
a,b
sinh
[
ν(1)a − ν(1)b
]
n1∏
a=1
nh∏
b=1
sinh2
[
ν(1)a − µb] . (2.47)
The decomposition (2.46) is such that, for a generic collection of parameters, the function F (γ)reg (Y) does not
vanish when some rapidities coincide or when some of the particle and hole rapidities approach the endpoints
±q of the Fermi zone. Note also that the singularities present at the Fermi endpoints ±q in (2.46) that appear in
the Dn1;nh factor are reminiscent of the infrared divergences that where absorbed in [52] by carefully taking the
thermodynamic limit of the series. Since the integration contours are uniformly away from ±q with a minimal
distance controlled by δ, these are not, per-se singularities of the series. However, they start to play a role should
one want to take the δ→ 0+ limit of the series.
Note that the system of cuts enjoyed by the form factor density, property iii) appears as a fundamental content
of the model which, in fact, plays an important role in the large (m, t) behaviour of the model’s correlation function.
The jump conditions on the various cuts discussed in iii), are also shared by the other observables in the model:
the left/right Fermi endpoint critical exponent functions ϑυ(Y) introduced in (2.35) and the exponents of the
combination of dressed momenta and energies of the excited state U (Y, v), c.f. (2.13). Namely, it holds
eiU
(
Y
↑
±,(b,s),v
)
= eiU
(
Y
↓
±,(b,s),v
)
and ϑυ
(
Y
↑
±,(b,s)
)
= ϑυ
(
Y
↓
±,(b,s)
)
. (2.48)
Finally, the way the remainder is constructed in [52] also indicates that
rδ,m,t
(
Y
↑
±,(b,s), v
)
= rδ,m,t
(
Y
↓
±,(b,s), v
)
. (2.49)
3 Some preliminaries to the steepest descent analysis
The two-point dynamical correlation function is expressed through the massless form factor series expansion
(2.31). The very structure of the building blocks Sn(m, t) (2.32) suggests that the large (m, t) behaviour can be
extracted by means of a steepest descend analysis. However, setting the latter in place demands some preliminary
results that will be established in the present section.
First of all, the contour deformations arising in the steepest descent analysis are dictated by the properties
of the oscillating phase U (Y, v) introduced in (2.13). Since the latter is given as a sum over the contributions
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ur(ν
(r)
a , v), c.f. (2.14), of each individual rapidity building up an excited state, the problem reduces, effectively,
to one dimensional considerations. More precisely, in order to set up the appropriate contour deformation, one
needs to identify the domains in the strip of width pi/2 around the real axis where =[ur(λ, v)] ≥ 0. These will
correspond to the regions where the saddle-point contour deformation should go. Also, one should localise the
saddle-points, viz. the solutions to u′r(λ, v) = 0. All these pieces of information are gathered in Subsection 3.1
Second, the integrand has poles in the complex plane, c.f. (2.42). These have to be taken into account when
deforming the contours. The form factor series has thus to be put in a form that allows one for a convenient
computation of the effect of such poles. This will be carried out in Subsection 3.2.
3.1 Properties of the oscillating phase-factor
Sub-section A.3 provides a detailed analysis of the properties of the function ur(λ, v) depending on the value of the
distance to time ratio v = m/t. Below, we provide a summary, with an emphasis of the behaviour that influences
the locuum of the steepest descend paths.
 The sign of =[ur(λ, v)]
The first observation is that, irrespectively of the value of r:
u′r(λ, v) = O
(
e−2|<(λ)|
)
when <(λ)→ ±∞ . (3.1)
A precise analysis of this asymptotic behaviour shows that, for λ = x + iy with ±x > A, A being large enough and
r-independent, it holds
|v| > v∞ 0 < v < v∞ −v∞ < v < 0
sgn
[
=
(
ur(λ, v)
)]
sgn
[
sin(rζ) sin(2y)
] ∓sgn[ sin(rζ) sin(2y)] ±sgn[ sin(rζ) sin(2y)] (3.2)
The integration curves Cr go to infinity along R + iσr pi2 , in what concerns the genuine bound states, viz. the
r-strings with r ≥ 2, and C1 goes to infinity along R and R + ipi2 . Since the phase factors ur(λ, v) are bounded
at ∞, the neighbourhood of infinity could provide some contributions to the power-law behaviour in (m, t) of the
two-point function. Due to the opposite orientation on R and R + ipi2 of the particle contour C1 (c.f. Figure 1), one
may deform the part of C1 in the vicinity of ∞ so that, up to a contribution of the resiudes of the poles that are
crossed in the procedure, the deformed contour reduces to some compact curve located in the strip −pi2 ≤ =(λ) ≤ pi2 .
Note that the ipi-periodicity of the integrand allows one to switch some portion of the integration on R + ipi2 with
one over R − ipi2 , hence allowing for a deformation of C1 that would be located in the strip −pi2 ≤ =(λ) < 0.
For r = 1, the sign properties listed in (3.2) may be expressed in the more explicit array
sgn
[
=
(
u1(λ, v)
)]
> 0 <(λ) ∈] −∞ ;−A[ x ∈]A ; +∞[
|v| > v∞ 0 < =(λ) < pi2 0 < =(λ) < pi2
0 < v < v∞ 0 < =(λ) < pi2 −pi2 < =(λ) < 0
−v∞ < v < 0 −pi2 < =(λ) < 0 0 < =(λ) < pi2
(3.3)
Thus, in the regions of the complex plane characterised by a sufficiently large real part, the deformation of the
contour C1 should close in the regions described in array (3.3).
 The saddle-points
It is shown in Sub-section A.3 that, for fixed r ∈ N, u′r(λ, v)
• will have an even number of zeroes on R + ipi2σ, with σ ∈ {0, 1}, if |v| > v∞;
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• will have an odd number of zeroes on R + ipi2σ, with σ ∈ {0, 1}, if −v∞ < v < v∞.
Clearly, these zeroes determine the steepest descent path that has to be chosen for the asymptotic analysis of the
multiple integrals Sn(m, t). It is thus important to have more information on these zeroes. It is shown in Lemma
A.1 there exists
i) an upper threshold velocity v(M)r ≥ v∞ such that u′r(λ, v) does not vanish on
{
R + ipi2
} ∪ R for |v| > v(M)r .
ii) an lower threshold velocity v(m)r ≤ v∞ such that u′r(λ, v) only vanishes once on
{
R + ipi2
} ∪ R for |v| < v(m)r .
Numerical analysis indicates that, in fact, for any r ∈ Nst, one has v(m)r = v∞ independently of ζ while
v(M)r = v∞ provided that |ζ − pi/2| is small enough. Furthermore, for q small enough, it holds vF < v∞ but, for
general values of ζ and q it may happen that vF > v∞. Then, for this range of parameters, the following scenario
appears to hold for r ∈ N
• u′r(λ, v) does not vanish on R + iσpi2 for |v| > v∞;
• u′r(λ, v) only vanishes once on R + iσpi2 when −v∞ < v < v∞;
where one should take σ = σr if r , 1, while σ = 0 or 1 for r = 1.
This will be called the "minimal structure property" in the following. It allows to slightly simplify the combi-
natorics arising in the asymptotic expansion as compared to the most general situation.
Minimal structure property
The minimal structure property holds if the parameters q and ζ are tuned so that
• vF < v∞ ;
• for any v such that |v| > v∞ one has that |u′r(λ, v)| > 0 on Cr;
• for v such that −v∞ < v < v∞:
i) given any r ∈ Nst, there exists a unique ωr ∈ Cr = (−1)σrsrR + iσr pi2 such that u′r(ωr, v) = 0.
ii) when r = 1, there exist a unique ω0 in R and a unique ω1 ∈ R + ipi2 such that u′1(ω0, v) = u′1(ω0, v) = 0.
Since, ur is holomorphic in an open neighbourhood of Cr, there exist η > 0 and biholomorphisms hr : D0,2η 7→
C, r ∈ N ∪ {0} such that
• hr(0) = 0 and h′r(0) =
{
1
2 · |u′′r (ωr, v)|
}1
2 ;
• for r ∈ Nst,
ur(λ, v) = ur(ωr, v) + εr · [hr(λ − ωr)]2 with εr = sgn[u′′r (ωr, v)] (3.4)
for λ ∈ ωr +D0,2η;
• for r = 1
u1(λ, v) = u1(ωa, v) + εa · [ha(λ − ωa)]2 with εa = sgn[u′′1 (ωa, v)] , a ∈ {0, 1} (3.5)
this for λ ∈ ωa +D0,2η.
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However, if |ζ − pi/2| is large enough, the structure of zeroes of u′(λ; v) appears slightly more involved.
Most general structure of the saddle-points
There exits a certain subset Nsp ⊂ Nst such that v(M)r , v∞ for r ∈ Nsp. Then, for r ∈ Nst, one has
• u′r(λ, v) does not vanish on R + iσr pi2 for |v| > v(M)r ;
• u′r(λ, v) vanishes ςr times on R + iσr pi2 for |v| < v(M)r .
As for u1, it holds that
• u′1(λ, v) does not vanish on R ∪ {R + ipi2 } for |v| > v(M)1 ;
• u′1(λ, v) vanishes twice on R ∪ {R + ipi2 } for |v| < v(M)1 . The zeroes may be both situated on the same line or
belong to different lines;
• u′1(λ, v) has one zero ω0 ∈] − q ; q[ and one in R \ [−q ; q] ∪
{
R + ipi2
}
for |v| < vF .
The integer ςr depends on v. It corresponds to the total number of zeroes, counting multiplicities. In the
generic case, the zeroes will all be simple, but for well tuned parameters of the problem (in particular when
v = v(M)r ) the zero may be of higher order†.
Numerical investigations seem to indicate that, in fact,
• u′r(λ, v) does not vanish on R + iσr pi2 for |v| > v(M)r ;
• u′r(λ, v) vanishes twice on R + iσr pi2 for v∞ < |v| < v(M)r ;
• u′r(λ, v) only vanishes once on R + iσr pi2 when −v∞ < v < v∞.
There, the second condition is to be omitted if v(M)r = v∞.
In the most general case, one also concludes that for a given velocity v, u′r(λ, v) has zeroes ω
(1)
r , · · · , ω(ςr)r and
that there exist η > 0 and biholomorphisms h(a)r : D0,2η 7→ C, r ∈ N such that
• h(a)r (0) = 0 and (h(a)r )′(0) =
{
1
2 · |u′′r (ω(a)r , v)|
} 1
2 ;
• for r ∈ Nst, a = 1, . . . , ςr
ur(λ, v) = ur(ω
(a)
r , v) + ε
(a)
r · [h(a)r (λ − ωr)]2 with ε(a)r = sgn[u′′r (ω(a)r , v)] (3.6)
for λ ∈ ω(a)r +D0,2η.
3.2 A rewriting of the form factor series
For the purposes of contour deformations as suggested by the results gathered in Subsection 3.1, it is convenient
to reorganise the massless form factor series. One changes the summation variables as `+ = p and `− = ` − p in
(2.31) so that
〈
σ
γ′
1 (t)σ
γ
m+1(0)
〉
= (−1)msγ
∑
nh≥0
∑
`∈Z:
nh−`+sγ≥0
∑
nex∈Snh ,`
∫
(Ch)nh
dnhµ
nh! · (2pi)nh · Inex
({µa}nh1 ) (3.7)
†The case of higher order zeroes will not be considered further, although taking these into account does not pose any special problem
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where
Snh,` =
{
nex = (nr1 , nr2 , . . . ) : nr ∈ N , r ∈ N and
∑
r∈N
rnr = nh − ` + sγ
}
(3.8)
and
Inex
({µa}nh1 ) = ∏
r∈N
{ ∫
(
Cr
)nr
dnrν(r)
nr! · (2pi)nr
}
·F (γ)red
(
Yred
)
. (3.9)
Here, we agree upon
F (γ)red
(
Yred
)
=
∑
p∈Z
F (γ)(Yred;p) · eimU (Yred;p,v)∏
υ=±
[ − i(υm − vF t)]ϑ2υ(Yred;p) ·
(
1 + rδ,m,t
(
Yred;p
))
(3.10)
where the variables are defined as
Yred =
{
`;
{
µa
}nh
1
∣∣∣ {ν(1)a }n1a=1; . . . ; {ν(rk)a }nrka=1; . . . } (3.11)
and
Yred;p =
{
− sγ; {p, ` − p} ∣∣∣ {µa}nh1 ; {ν(1)a }n1a=1; . . . ; {ν(rk)a }nrka=1; . . . } . (3.12)
The functionF (γ)red
(
Yred;p
)
is analytic in each rapidity ν(r)a belonging to a small vicinity of the curves Cr and in the
region |<(ν(r)a )| ≥ A/2, A-large, with the exception of the lines
] −∞ ; q] + if r±1
2 ζ
for r ≥ 2 and ] −∞ ; q] + ifζ when r = 1 , (3.13)
c.f. (2.39)-(2.40) and (2.48)-(2.49). However, one may readily check that upon defining
Y
↑/↓
red =
{
` ;
{
µa
}nh
1
∣∣∣ {ν(1)a }n1a=1; . . . ; {ν(rk)a }nrka=1, . . . }
ν(s)b =x + if r+σ2 ζ
+/−i0+
(3.14)
it holds
F (γ)red
(
Y
↑
red
)
= F (γ)
(
Y
↓
red
)
, (3.15)
so that F (γ)red has already no cuts. This can be seen by making the shift in the summation variable p ↪→ p − uσs
in the sum (3.10). Thus, F (γ)red is analytic in any variable ν
(s)
a taken singly in the domains
∣∣∣<(ν(s)a )∣∣∣ > A/2, for
some A > 0 large enough. Finally, it is clear that the function F (γ)red enjoys the same reduction properties at the
dynamical poles as described in (2.44).
The behaviour of the integrals Inex
({µa}nh1 ) under contour deformations will be analysed in the next section.
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4 Contour deformations in auxiliary integrals
This section is devoted to establishing two auxiliary results that are needed for the asymptotic analysis of the
form factor series expansion (2.31). More precisely, in this section, I compute explicitly the effect of deforming
the particle-hole contours from the original contours Cp to the steepest descent ones in the building blocks of
the form factor series expansion (2.31) corresponding to the 2 and 3 hole excitation sectors. While there would
be no major obstacle to pursue this analysis to higher number hole excitation sectors, the calculations become
tedious. A conjecture on the form taken by the integrals at general n under contour deformations, is given in the
last subsection.
The presentation becomes slightly more convenient by introducing formal linear combinations of curves in
C. Given a collection of curves γ1, . . . , γp in C and complex numbers c1, . . . , cp one defines the formal curve
γ =
p∑
k=1
ckγk. The integral of any function f on γ1 ∪ · · · ∪ γn over the curve γ is to be understood as
∫
γ
f (s) · ds ≡
p∑
k=1
ck
∫
γk
f (s) · ds . (4.1)
Furthermore, we agree that given a, b ∈ C, [a ; b] stands for the oriented segment run from a to b. Also, given
an oriented curve γ in C, given σ ∈ {±1}, the curve σγ stands for the curve γ whose orientation has been changed
by σ in respect to the original orientation. Namely, if σ = + the orientation is the same, while if σ = −, it has
opposite orientation to γ. Finally, given z ∈ C, and a segment [a ; b], z + [a ; b] denotes the segment [z + a ; z + b].
Throughout the section, I shall employ the shorthand notation:
sk = sgn
[
sin(kζ)
]
. (4.2)
Taken array (3.3) which determines the regions where one should deform the curve C1, it appears useful to intro-
duce two parameters τv;α, α ∈ {L,R}, depending on the velocity parameter v = m/t, such that
=
(
u1(λ, v)
)
> 0 for 0 < τv;α=(λ) < pi2 when <(λ) ∈ Iα (4.3)
with IL = [−∞ ;−A] and IR =]A ; +∞[. The inspection of (3.3) yields
τv;R =

1 if |v| > v∞
−1 if 0 < v < v∞
1 if −v∞ < v < 0
and τv;L =

1 if |v| > v∞
1 if 0 < v < v∞
−1 if −v∞ < v < 0
. (4.4)
Finally, for some η > 0 small enough and A > 0 large enough, I introduce the set
Dη,A =
{
z ∈ C : |=(z)| ≤ η
}
∪
{
z ∈ C : ∣∣∣=(z ± ipi2 )∣∣∣ ≤ η} ∪ {z ∈ C : |<(z)| ≥ A2 } . (4.5)
4.1 The model integral for the n-excitation sector
I introduce below a class of model integrals that contain, as a special case, the integrals Inex
({µa}nh1 ) c.f. (3.9)
which appear in the massless form factor series expansion obtained in the last section.
Let n ∈ N be fixed. Recall that the set N built up from the allowed string lengths at fixed ζ can be represented
as N = {r1, r2, . . . } where r1 = 1, r2 = 2 but rk , k in general. Let m be such that rm is the largest element of N
satisfying rm ≤ n. Then, introduce a subset Nm of N
Nm =
{
r1, . . . , rm
}
. (4.6)
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Let n0 = (n, 0, . . . , 0) ∈ Nm. Define
Jn0
(
ν1, . . . , νn) =
n∏
a,b
{ sinh[νab]
sinh[νab − iζ]
}
· J˜n0
(
ν1, . . . , νn) with νab ≡ νa − νb . (4.7)
The function J˜n0 appearing above is assumed
• to be holomorphic on (C \ γ)n where γ is some compact curve in C, and in particular onDnη,A;
• to be symmetric in ν1, . . . , νn and ipi-periodic in respect to each variable νa taken singly;
• to have an exponential decay at infinity
J˜n0
(
ν1, . . . , νn) ≤ C
n∏
a=1
e−2|<(νa)| (4.8)
for some constant C > 0.
By taking appropriate residues of Jn0 , one defines a tower of subordinate functions Jn
(
νn). There, I agree upon
n =
(
nr1 , . . . , nrm
)
with
∑
r∈Nm
r nr = n (4.9)
and
νn =
(
ν(r1), . . . , ν(rm)
)
with ν(r) =
(
ν(r)1 , . . . , ν
(r)
nr
)
. (4.10)
In order to make the definition explicit, introduce
λ(r)a =
(
λ(r)a;1, . . . , λ
(r)
a;r
)
, λ(r) =
(
λ(r)1 , . . . , λ
(r)
nr
)
, λ =
(
λ(r1), . . . , λ(rm)
)
(4.11)
and, finally, let νn be as defined in (4.10) with
ν(r) =
(
λ(r)1;1 − i r−12 ζ, . . . , λ(r)nr;1 − i r−12 ζ
)
. (4.12)
Then, one sets
Jn
(
νn) =
∏
r∈Nm
{
i(r−1)nr
}
· Res
(
Jn0
(
λ)
∏
r∈Nm
nr∏
a=1
r∏
s=2
dλ(r)a;s |
{
λ(r)a;s = λ
(r)
a;s−1 − iζ
}r
s=2
a = 1, . . . , nr
r ∈ Nm
)
. (4.13)
The symmetry of J˜n0 entails that the residues can be computed in any order. The functions Jn give rise to a
collection of integrals labelled by n:
In =
∏
r∈Nm
{ ∫
(
Cr
)nr
dnrν(r)
(2pi)nr · nr!
}
· Jn(νn) . (4.14)
Finally, one introduces the below combination of integrals
I(n)tot =
∑
n∈S(n)
In where S(n) =
{
n = (nr1 , . . . , nrm) ∈ Nm :
∑
r∈Nm
rnr = n
}
. (4.15)
One may then carry out contour deformations in each of the integrals In. It turns out that all contributions around
∞ of the deformed curves C (r) cancel out between the various integrals building up I(n)tot . Thus, effectively, the
contour deformations of C (r), r ∈ Nm lead to an integration over compact curves in C. Furthermore, the contour
deformation can be done in a way that is compatible with the requirements of the steepest descent analysis to
come. This mechanism is shown explicitly for the n = 2 and n = 3 cases studied below. It is conjectured to hold
for general n.
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4.2 The n = 2 sector
To start with, I particularise the general setting introduced above to the case n = 2. Recall thatDη,A was introduced
in (4.5).
Let J2,0 be the ipi periodic, symmetric function of two variables given as the product of a ratio hyperbolic
polynomials by a holomorphic function J˜2,0 on (C \ γ)2 ⊃ D2η,A by :
J2,0(ν1, ν2) =
sinh2[ν12] · J˜2,0(ν1, ν2)
sinh[ν12 − iζ] · sinh[ν12 + iζ] where ν12 = ν1 − ν2 , (4.16)
and ∣∣∣∣J˜2,0(ν1, ν2)∣∣∣∣ ≤ C 2∏
a=1
e−2|<(νa)| , (4.17)
as<(νk)→ ±∞.
Define an ipi-periodic function of one variable J0,1 by
J0,1
(
ν − iζ
2
)
= i Res
{
J2,0(ν1, ν2) · dν2, ν2 = ν1 − iζ
}
=
sin2(ζ)
sin(2ζ)
J˜2,0
(
ν, ν − iζ) . (4.18)
The symmetry properties of J2,0 entail that
J0,1
(
ν ± iζ
2
)
=
sin2(ζ)
sin(2ζ)
· J˜2,0(ν, ν ± iζ) . (4.19)
Proposition 4.1. Let I2,0 and I0,1 denote the integrals
I2,0 =
∫
(
C1
)2
d2ν
2 · (2pi)2 J2,0(ν1, ν2) and I0,1 =
∫
C2
dν
2pi
J0,1(ν) . (4.20)
Here, I remind that C2 = s2R. Let C1;A be the integration contour defined in Figure 5 and C2;A the integration
curve depicted in Figure 3 for 0 < ζ < pi/2 and Figure 4 for pi/2 < ζ < pi.
Then, it holds
I2,0 + I0,1 =
∫
C1;A⊃C1;A
J2,0(ν1, ν2)
d2ν
2 · (2pi)2 +
1
2
∫
C2;A
dν
2pi
J0,1(ν) . (4.21)
Above, the notation C1;A ⊃ C1;A refers to two contours C1;A infinitesimally close to each other and such that the
second lies totally inside the first one.
Proof —
One first starts by splitting the contour C1 in I2,0 so as to be able to take into account the contribution of the
poles at ν1 = ν2 ± iζ mod[ipiZ]. For this, one decomposes the contours as in Figure 5, with C1;A and ΓA being
infinitesimally close to each other along the lines<(z) = ±A:(
C1
)2 ↪→ C1;reg × {C1;A × ΓA} (4.22)
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Figure 3: The curves building up C2;A in the regime 0 < ζ < pi2 . The lower graph corresponds to the regime|v| > v∞ and the upper graph corresponds to the regime 0 < v < v∞. The curve corresponding to the regime
−v∞ < v < 0 is obtained from the one at 0 < v < v∞ through a left/right symmetry operation while keeping the
same orientation of the curves.
where C1;reg is the regularised version of the contour C1, where one has removed the points whose real part
coincides with ±A, viz.
C1;reg = C1 \
{
± A,±A + ipi2
}
. (4.23)
The removal of the points ±A and ±A + ipi/2 allows one to have a well-defined integral without apparent singular-
ities. Then,
I2,0 =
∫
C1;reg×C1;A
d2ν
2 · (2pi)2 J2,0(ν1, ν2) +
∫
C1;reg×ΓA
d2ν
2 · (2pi)2 J2,0(ν1, ν2) . (4.24)
In the first integral, one may already shrink the contour C1;reg to a curve that surrounds infinitesimally, from the
exterior, the contour C1;A. In the second integral, one computes the ΓA contour integral in respect to the variable
ν2 by computing the residues. In doing so, it appears useful to introduce the shorthand notations
ζp = min(ζ, pi − ζ) . (4.25)
Then, the integrand may be recast as
J2,0(ν1, ν2) =
sinh2[ν12] · J˜2,0(ν1, ν2)
sinh[ν12 − iτv;αζp] · sinh[ν12 + iτv;αζp] (4.26)
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Figure 4: The curves building up C2;A in the regime pi2 < ζ < pi. The lower graph corresponds to the regime|v| > v∞ and the upper graph corresponds to the regime 0 < v < v∞. The curve corresponding to the regime
−v∞ < v < 0 is obtained from the one at 0 < v < v∞ through a left/right symmetry operation while keeping the
same orientation of the curves.
with α ∈ {L,R} and τv;α as introduced in (4.4). As shown in Figure 5, the contours ΓA;α are such that 0 <
τv;α · =(λ) < pi/2 and they are endowed with the orientation τv;α in respect to the counterclockwise one. Thus,
upon introducing IL =] −∞ ;−A[ and IR =]A ; +∞[, one gets that J2,0(ν1, ν2) has poles at
ν2 = ν1 + iτv;αζp provided that ν1 ∈ Iα
ν2 = ν1 − iτv;αζp provided that ν1 ∈ Iα + iτv;α pi2
(4.27)
This entails that
I2,0 =
∫
C1;A⊃C1;A
d2ν
2 · (2pi)2 J2,0(ν1, ν2) +
∑
α∈{L,R}
∫
C1;reg
dν1
2 · (2pi)2 · 2ipiτv;α ·
{
sinh2[iτv;αζp]
sinh[2iτv;αζp]
J2,0(ν1, ν1 + iτv;αζp)1Iα(ν1)
+
sinh2[−iτv;αζp]
sinh[−2iτv;αζp] J2,0(ν1, ν1 − iτv;αζp)1Iα+iτv;α
pi
2
(ν1)
}
. (4.28)
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Figure 5: Compactified particle contours C1;A -in blue- and the external contour ΓA -in orange-. The contours
are plotted for three regimes of the velocity v = m/t appearing from bottom to top v > v∞, v∞ > v > vF and
vF > v > 0. The shape of the curves in the regimes associated with negative vs can be deduced by symmetry. The
contour C1;A starts at the points λ±;↑/↓ = ±q + O(δ), and then, over a distance of the order of δ, joins with the real
axis. It closes with the upper part of the contour, going along R + ipi2 , along the lines<(z) = ±A, for some A > 0.
The contours ΓA;R appear to the right and ΓA;L to the left.
Thus, upon implementing the various simplifications and using that ζp = s2ζ + pi1]pi/2 ;pi[(ζ), one eventually gets
I2,0 =
∫
C1;A⊃C1;A
d2ν
2 · (2pi)2 J2,0(ν1, ν2) −
∑
α∈{L,R}
s2
∫
Iα
dν
4pi
{
J0,1
(
ν + is2τv;α
ζ
2
)
+ J0,1
(
ν + is2τv;α
pi−ζ
2
)}
. (4.29)
The oriented intervals
J (1)A;v =
]
−∞ + is2τv;L ζ2 ; −A + is2τv;L ζ2
]
∪
{[
A + is2τv;R
ζ
2 ; +∞ + is2τv;R ζ2
[}
J (2)A;v =
]
− A + is2τv;L (pi−ζ)2 ; −∞ + is2τv;L (pi−ζ)2
]
∪
{[
A + is2τv;R
(pi−ζ)
2 ; +∞ + is2τv;R (pi−ζ)2
]} , (4.30)
allow one to recast I2,0 in the compact form
I2,0 =
∫
C1;A⊃C1;A
J2,0(ν1, ν2)
d2ν
2 · (2pi)2 −
s2
2
∫
J (1)A;v∪J (2)A;v
J0,1(ν)
dν
2pi
. (4.31)
It is then enough to add the obtained contribution to the one issuing from I0,1 so as to get the claim upon deforming
the integration contours in I0,1 what, all-in-all, cancels out the contributions appearing above.
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4.3 The n = 3 sector
Let J3,0,0 be an ipi periodic, symmetric, function of three variables given as the ratio of a rational trigonometric
function and a holomorphic function J˜3,0,0 on (C \ γ)3 ⊃ D3η,A, whereDη,A is as it was introduced in (4.5):
J3,0,0(ν1, ν2, ν3) =
3∏
a,b
{ sinh[νab]
sinh[νab − iζ]
}
· J˜3,0,0(ν1, ν2, ν3) (4.32)
where I remind that νab = νa − νb and that it is assumed
∣∣∣J˜3,0,0(ν1, ν2, ν3)∣∣∣ ≤ C 3∏
a=1
e−2|<(νa)| (4.33)
as<(νa)→ ±∞.
Then, define an ipi-periodic function of two variables J1,1,0 and an ipi-periodic function of one variable J0,0,1,
as
J1,1,0
(
ν1, ν2 − iζ2
)
= i Res
{
J3,0,0(ν1, ν2, ν3) · dν3, ν3 = ν2 − iζ
}
, (4.34)
J0,0,1,
(
ν1 − iζ
)
= (i)2 Res
{
J3,0,0(ν1, ν2, ν3) · dν2 dν3, ν3 = ν2 − iζ, ν2 = ν1 − iζ
}
. (4.35)
Those two functions can be explicitly expressed as
J1,1,0
(
ν1, ν2 ∓ iζ2
)
=
sin2(ζ)
sin(2ζ)
· sinh(ν12) sinh(ν12 ± iζ)
sinh(ν12 ∓ iζ) sinh(ν12 ± 2iζ) · J˜3,0,0(ν1, ν2, ν2 ∓ iζ) (4.36)
J0,0,1,
(
ν ∓ iζ
)
=
sin3(ζ)
sin(3ζ)
· J˜3,0,0(ν, ν ∓ iζ, ν ∓ 2iζ) . (4.37)
Finally, consider the three integral
I3,0,0 =
∫
(
C1
)3
d3ν
6 · (2pi)3 J3,0,0(ν1, ν2, ν3) , I1,1,0 =
∫
C1
dν1
2pi
∫
C2
dν2
2pi
J1,1,0(ν1, ν2) , (4.38)
where C2 = s2R and
I0,0,1 =
∫
C3
dν
2pi
J0,0,1(ν) with C3 = s2s3R + i
pi
2
1]pi2 ;pi[
(ζ) . (4.39)
Proposition 4.2. The sum of three integrals can be decomposed as follows
I3,0,0 + I1,1,0 + I0,0,1 = 16
∫
C1;A⊃C1;A⊃C1;A
d3ν
(2pi)3
J3,0,0(ν1, ν2, ν3)
+
1
2
∫
C1;A
dν1
2pi
∫
C2;A
dν2
2pi
J1,1,0(ν1, ν2) +
∫
C (mod)3;A
dν
2pi
J0,0,1(ν) . (4.40)
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Figure 6: The contours C3;A, for various values of ζ and throughout the regime v > v∞.
Above
C (mod)3;A = C3;A +
1
3
1]0 ; pi4 [∪] 3pi4 ;pi[(ζ)JA;v , (4.41)
in which the contour C3;A is as depicted in Figure 6, in what concerns the regime v > v∞ and Figure 7, in what
concerns the regime 0 < v < v∞. Furthermore,JA;v refers to the below union of oriented segments
JA;v =
[
− A + iτv;L (pi2 − ζp) ; −A + iτv;L ζp
]⋃[
A + iτv;R ζp ; A + iτv;R (pi2 − ζp)
]
, (4.42)
in which τv;α is as defined in (4.4) while ζp = min(ζ, pi− ζ). Finally, C2;A stands for the integration curve depicted
in Figure 3 for 0 < ζ < pi2 and Figure 4 for
pi
2 < ζ < pi.
Proof —
• The integrals I1,1,0 and I0,0,1
Upon splitting the contour C1 to the contours C1;A and ΓA depicted in Figure 5, one gets
I1,1,0 = I(reg)1,1,0 + I(res)1,1,0 (4.43)
where, upon making explicit that C2 = s2R, one has
I(reg)1,1,0 = s2
∫
C1;A
dν1
2pi
∫
R
dν2
2pi
J1,1,0(ν1, ν2) , I(res)1,1,0 = s2
∫
ΓA
dν1
2pi
∫
R
dν2
2pi
J1,1,0(ν1, ν2) . (4.44)
One may then partition I(res)1,1,0 as
I(res)1,1,0 = s2
∑
α∈{L,R}
∫
R
dν2
2pi
∫
ΓA;α
dν1
2pi
J1,1,0(ν1, ν2) (4.45)
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Figure 7: The contours C3;A, for various values of ζ and throughout the regime 0 < v < v∞.
what allows to take the ΓA;α contour integrals by residues. One may recast the integrand as
J1,1,0
(
ν1, ν2
)
=
sin2(ζ)
sin(2ζ)
· sinh
[
ν12 − i ζ2
] · sinh [ν12 + i ζ2 ]
sinh
[
ν12 − i 3ζ2
] · sinh [ν12 + i 3ζ2 ] · J˜3,0,0
(
ν1, ν2 + i
ζ
2 , ν2 − i ζ2
)
. (4.46)
Let
( 3ζ
2
)
p =

3ζ
2 0 < ζ <
pi
3
pi − 3ζ2 pi3 < ζ < 2pi3
3ζ
2 − pi 2pi3 < ζ < pi
so that
(3ζ
2
)
p ∈]0 ; pi2 [ . (4.47)
Then, the poles of J1,1,0 in the variable ν1 that will be present inside of ΓA;α will be located at the points
ν1 = ν2 + iτv;α
( 3ζ
2
)
p , this provided that ν2 ∈ Iα , (4.48)
with
IL = ] −∞ ;−A[ , IR = ]A ; +∞[ . (4.49)
The corresponding residue will come with the sign τv;α stemming from the orientation of ΓA;α. One obtains
I(res)1,1,0 = s2
∑
α∈{L,R}
cα
∫
R
dν
2pi
J˜3,0,0
(
ν + iτv;α
( 3ζ
2
)
p, ν + i
ζ
2 , ν − i ζ2
)︸                                        ︷︷                                        ︸
≡ f˜3,0,0(ν)
·1Iα(ν) (4.50)
where
cα = i
sin2(ζ)
sin(2ζ)
·
∏
=±
sinh
[
iτv;α
(3ζ
2
)
p + i
ζ
2
]
τv;α · sinh
[
2iτv;α
( 3ζ
2
)
p
] = −s3 sin3(ζ)sin(3ζ) (4.51)
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and, upon using the ipi-periodicity and the symmetry in respect to the last two variables,
f˜3,0,0(ν) =

J˜3,0,0
(
ν + iτv;α
3ζ
2 , ν + iτv;α
ζ
2 , ν − iτv;α ζ2
)
, 0 < ζ <
pi
3
or
2pi
3
< ζ < pi
J˜3,0,0
(
ν − iτv;α 3ζ2 , ν − iτv;α ζ2 , ν + iτv;α ζ2
) pi
3
< ζ <
2pi
3
(4.52)
=
sin(3ζ)
sin3(ζ)
· J˜0,0,1
(
ν + is3τv;α
ζ
2
)
. (4.53)
Thus, one gets
I(res)1,1,0 = −s3s2
∑
α∈{L,R}
∫
Iα
dν
2pi
J˜0,0,1
(
ν + is3τv;α
ζ
2
)
(4.54)
The above integral is already in good shape so as to combine it with the contributions stemming from I0,0,1.
Indeed, one gets that
I(res)1,1,0 + I0,0,1 =
∫
C0,0,1
dν
2pi
J˜0,0,1
(
ν
)
(4.55)
where C0,0,1 corresponds to the below union of oriented curves
C0,0,1 =
{
s3s2R + ipi2 1] pi2 ;pi[(ζ)
}⋃{
− s3s2IL + is3τv;L ζ2
}⋃{
− s3s2IR + is3τv;R ζ2
}
. (4.56)
By using the ipi periodicity in ν of J˜0,0,1
(
ν
)
and its analyticity in the domain <(z) > A/2, one may deform the
integration curve s3s2R + ipi2 1] pi2 ;pi[(ζ) to the curve
C3;A
⋃{
s3s2IL + is3τv;L
ζ
2
}⋃{
s3s2IR + is3τv;R
ζ
2
}
, (4.57)
where C3;A is as given in Figure 6 for the regime v > v∞ and Figure 7 for the regime 0 < v < v∞. Then, since the
last two curves in (4.57) have an opposite orientation to the last two curves in (4.56), these contributions cancel
so that, eventually,
I(res)1,1,0 + I0,0,1 =
∫
C3;A
dν
2pi
J˜0,0,1
(
ν
)
. (4.58)
All-in-all, one gets
I1,1,0 + I0,0,1 = I(reg)1,1,0 +
∫
C3;A
dν
2pi
J˜0,0,1
(
ν
)
, (4.59)
in which I(reg)1,1,0 is as defined in (4.44).
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• The integral I3,0,0
For a given  > 0 and small enough, it is easy to convince oneself that the following decomposition of the
integration contour holds:(
C1
)3
=
{
C1;A+2 × C1;A+ × C1;A
}⋃{
ΓA+2 × C1;A+ × C1;A
}⋃{
C1;A+ 2 × ΓA+ × C1;A
}⋃{
ΓA+ 2 × ΓA+ × C1;A
}⋃{
C1;A− 2 × C1;A− × ΓA
}⋃{
ΓA− 2 × C1;A− × ΓA
}⋃{
C1;A−2 × ΓA− × ΓA
}⋃{
ΓA−2 × ΓA− × ΓA
}
. (4.60)
Thus, by taking the  → 0+ limit of this partitioning of contours, and upon using the symmetry of the integrand,
it is readily seen that I3,0,0 can be decomposed as
I3,0,0 = I(reg)3,0,0 + I(res)3↪→1×2 + I(res)3↪→2×1 + I(res)3↪→0×3 . (4.61)
where
I(reg)3,0,0 =
1
3!
∫
C1;A⊃C1;A⊃C1;A
d3ν
(2pi)3
J3,0,0(ν1, ν2, ν3) , I(res)3↪→1×2 =
1
2
∫
C1;A×(ΓA⊃ΓA)
d3ν
(2pi)3
J3,0,0(ν1, ν2, ν3) (4.62)
as well as
I(res)3↪→2×1 =
1
2
∫
(C1;A⊃C1;A)×ΓA
d3ν
(2pi)3
J3,0,0(ν1, ν2, ν3) and I(res)3↪→0×3 =
1
3!
∫
ΓA⊃ΓA⊃ΓA
d3ν
(2pi)3
J3,0,0(ν1, ν2, ν3) . (4.63)
The integrations appearing above should be understood as encased integrals which can be realised by taking the
limits
C1;A ⊃ C1;A ⊃ C1;A ≡ lim
→0+
{
C1;A+2 × C1;A+ × C1;A
}
,
ΓA ⊃ ΓA ⊃ ΓA ≡ lim
→0+
{
ΓA+2 × ΓA+ × ΓA
}
,
C1;A × (ΓA ⊃ ΓA) ≡ lim
→0+
{
C1;A × ΓA+2 × ΓA+
}
,
(C1;A ⊃ C1;A) × ΓA ≡ lim
→0+
{
C1;A−2 × C1;A− × ΓA
}
. (4.64)
The use of the  → 0+ prescription produces intermediate integrals that are all well-defined. It remains to investi-
gate separately each integral arising in the decomposition (4.61).
The encased structure of the contours arising in the integral I(res)3↪→2×1 allows one to conclude that all the poles
in the ν3 variable are not surrounded by ΓA. As a consequence
I(res)3↪→2×1 = 0 . (4.65)
• The integrals I(res)3↪→1×2 + I(reg)1,1,0
I first focus on the reduction of the number of integrations in I(res)3↪→1×2. For that purpose, it is convenient to recall
the definition
Φ11(x) =
sinh(x)
sinh(x − iζ) and agree upon Φ11(x1, . . . , xn) =
n∏
a=1
Φ11(xa) (4.66)
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so that
Φ11
(
ν,−ν) = sinh2[ν]
sinh
[
ν − iζp] · sinh [ν + iζp] . (4.67)
The integration over ν2 in I(res)3↪→1×2 can be computed by residues. The encased structure of the integration
curves (4.64) ensures that only the poles in ν2 of the factor Φ11
(
ν23, ν32
)
will be located inside of the contour ΓA
for the ν2-variables.
Observe that for α ∈ {L,R}, the contour ΓA;α is located in the domain delimited by 0 ≤ =(z) ≤ pi/2 when
τv;α = 1 and in the domain delimited by −pi/2 ≤ =(z) ≤ 0 when τv;α = −1. Also, the orientation of ΓA;α, in respect
to the counterclockwise one, is given precisely by τv;α.
Thus, for ν2 ∈ ΓA;α, if τv;α = 1, then there will be simple poles at
ν2 =
 ν3 + iζp when ν3 ∈ Iα
⋃{
υαA + i[0 ; pi2 − ζp]
}
i.e. ν3 ∈ Γ↓A;α
ν3 − iζp when ν3 ∈
{
Iα + ipi2
}⋃ {
υαA + i[ζp ; pi2 ]
}
i.e. ν3 ∈ Γ↑A;α
(4.68)
where Iα is as introduced in (4.49) and υL = −1 while υR = 1. Also, for the sake of further convenience, I have
made use of the contours Γ↓/↑A;α which are depicted in Figure 8.
In the case where τv;α = −1, then there will be simple poles at
ν2 =
 ν3 − iζp when ν3 ∈ Iα
⋃{
υαA + i[ζp − pi2 ; 0]
}
i.e. ν3 ∈ Γ↓A;α
ν3 + iζp when ν3 ∈
{
Iα − ipi2
}⋃ {
υαA + i[−pi2 ;−ζp]
}
i.e. ν3 ∈ Γ↑A;α
. (4.69)
Thus, all-in-all, the poles will be located at
ν2 =
 ν3 + iτv;αζp provided that ν3 ∈ Γ
↓
A;α
ν3 − iτv;αζp provided that ν3 ∈ Γ↑A;α
. (4.70)
Thus, taking into account the orientation τv;α of ΓA;L/R in respect to the counterclockwise-one, one gets that
I(res)3↪→1×2 =
1
2
∑
α∈{L,R}
∫
C1;A
dν1
2pi
{ ∫
Γ
↑
A;α
dν3
2pi
wα(ν1, ν3, ζp) · J˜3
(
ν1, ν3 − iτv;αζp, ν3
)
+ (↑, ζp) ↪→ (↓,−ζp)
}
. (4.71)
The prefactor takes the form
wα(ν1, ν3,±ζp) = iτv;α sinh
2 [ ∓ iτv;αζp]
sinh
[ ∓ 2iτv;αζp] · Φ11(ν13, ν31) · Φ11(ν13 ± iτv;αζp, ν31 ∓ iτv;αζp) (4.72)
= ±s2 · sin
2(ζ)
sin(2ζ)
· sinh[ν13] · sinh[ν13 ± is2τv;αζ]
sinh[ν13 ∓ is2τv;αζ] · sinh[ν13 ± 2is2τv;αζ] . (4.73)
Thus, upon using the identities (4.36), one gets that
I(res)3↪→1×2 =
s2
2
∑
α∈{L,R}
∫
C1;A
dν1
2pi
{ ∫
Γ
↑
A;α
dν3
2pi
J1,1
(
ν1, ν3 − is2τv;α ζ2
)
−
∫
Γ
↓
A;α
dν3
2pi
J1,1
(
ν1, ν3 + is2τv;α
ζ
2
)}
. (4.74)
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Then, since for ν1 ∈ C1;A the integrand is analytic for
∣∣∣<(ν3)∣∣∣ ≥ A, one can deform the integration contours Γ↑/↓A;α
as
Γ
↑
A;α ↪→ iτv;αζp − Iα and Γ↓A;α ↪→ iτv;α
(pi
2 − ζp
)
+ Iα (4.75)
where the sign in front of Iα denotes the interval’s orientation. Then, since
ζp − s2 ζ2 =
s2
2
ζ + pi1]pi2 ;pi[
(ζ) , (4.76)
the ipi periodicity of the integrand then allows one to recast the integral as
I(res)3↪→1×2 = −
s2
2
∫
C1;A
dν1
2pi
∫
J
dν2
2pi
J1,1
(
ν1, ν2
)
, (4.77)
where
J =
{{
IL + is2τv;L
ζ
2
}
∪
{
IR + is2τv;R
ζ
2
}}⋃{{
IL + is2τv;L
pi−ζ
2
}
∪
{
IR + is2τv;R
pi−ζ
2
}}
(4.78)
Since
I(reg)1,1,0 = s2
∫
C1;A
dν1
2pi
∫
R
dν2
2pi
J1,1
(
ν1, ν2
)
, (4.79)
it is easy to see that, by using contour deformation, one can cancel the integration along Jα occurring in both
integrals, and that, upon incorporating the sign prefactor in the orientation of the curves, the central part of the
integration curve may be deformed to the contours C2;A as depicted in Figures 3 and 4. Thus,
I(res)3↪→1×2 + I(reg)1,1,0 =
∫
C1;A
dν1
2pi
∫
C2;A
dν2
2pi
J1,1
(
ν1, ν2
)
(4.80)
• The integral I(res)3↪→0×3
One may, again, compute the ν1 integral by taking the residues. There are poles at
ν1 =
 ν2 + iτv;αζp for ν2 ∈ Γ
↓
A;α
ν2 − iτv;αζp for ν2 ∈ Γ↑A;α
and ν1 =
 ν3 + iτv;αζp for ν3 ∈ Γ
↓
A;α
ν3 − iτv;αζp for ν3 ∈ Γ↑A;α
. (4.81)
Analogous calculations to the previous situation lead to
I(res)3↪→0×3 =
s2
6
∑
α∈{L,R}
{ ∫
Γ
↑
A;α⊂ΓA
dν2dν3
(2pi)2
J1,1
(
ν3, ν2 − is2τv;α ζ2
)
+
∫
ΓA⊂Γ↑A;α
dν2dν3
(2pi)2
J1,1
(
ν2, ν3 − is2τv;α ζ2
)
−
∫
Γ
↓
A;α⊂ΓA
dν2dν3
(2pi)2
J1,1
(
ν3, ν2 + is2τv;α
ζ
2
)
−
∫
ΓA⊂Γ↓A;α
dν2dν3
(2pi)2
J1,1
(
ν2, ν3 + is2τv;α
ζ
2
)}
=
s2
6
∑
α∈{L,R}
{ ∫
ΓA⊂Γ↑A;α
ΓA⊃Γ↑A;α
dν2dν3
(2pi)2
J1,1
(
ν2, ν3 − is2τv;α ζ2
)
−
∫
ΓA⊂Γ↑A;α
ΓA⊃Γ↑A;α
dν2dν3
(2pi)2
J1,1
(
ν2, ν3 + is2τv;α
ζ
2
)}
. (4.82)
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Figure 8: The contours ΓA -in black- along with the partial contours Γ
↑
A;L/R -in orange- and Γ
↓
A;L/R -in blue-. These
contours depend on the value of the velocity v = m/t. The two situations that are depicted correspond to, from
bottom to top, v > v∞ and v∞ > v > 0.
One may push the residue calculation one step further by taking the remaining integrals over ΓA. In doing so, one
needs to distinguish between the case ΓA ⊂ Γ↑/↓A;α and Γ↑A;α ⊂ ΓA since the associated integrals generate slightly
different contributions.
Recall that
J1,1
(
ν2, ν3 ∓ is2τv;α ζ2
)
=
sin2(ζ)
sin(2ζ)
·
sinh[ν23] · sinh[ν23 ± is2τv;αζp] · J3,0,0
(
ν2, ν3, ν3 ∓ iτv;αζp
)
sinh[ν23 ∓ is2τv;αζp] · sinh[ν23 ± 2is2τv;αζp] . (4.83)
Thus, the integrand has poles at
ν2 =

ν3 + iτv;αζp when ΓA ⊃ Γ↑A;α and ν3 ∈
{
υαA + υα
[
iτv;α(pi2 − ζp
)
; iτv;αζp
]}
ν3 − 2iτv;αζp when ΓA ⊃ Γ↑A;α or ΓA ⊂ Γ↑A;α and ν3 ∈ −Iα + iτv;α pi2
or ΓA ⊃ Γ↑A;α and ν3 ∈
{
υαA + υα
[
iτv;α pi2 ; 2iτv;αζp
]} (4.84)
Note however, that the first pole will only exist if also the subsidiary condition holds pi2 − ζp > ζp, while the second
one when 2ζp < pi2 . Both conditions amount to
ζ ∈ ]0 ; pi4 [ ∪ ]3pi4 ; pi[ . (4.85)
The remaining poles exist under the same subsidiary condition and take the form
ν2 =

ν3 − iτv;αζp when ΓA ⊃ Γ↓A;α and ν3 ∈
{
υαA + υα
[
iτv;α(pi2 − ζp
)
; iτv;αζp
]}
ν3 + 2iτv;αζp when ΓA ⊃ Γ↓A;α or ΓA ⊂ Γ↓A;α and ν3 ∈ Iα
or ΓA ⊃ Γ↓A;α and ν3 ∈
{
υαA + υα
[
0 ; iτv;α
(pi
2 − 2ζp
)]} (4.86)
A straightforward computation then shows that
2ipiτv;αRes
(
J1,1
(
ν2, ν3 ∓ is2τv;α ζ2
)
· dν2
2pi
, ν2 = ν3 ± iτv;αζp
)
= ∓s2J0,0,1(ν3) , (4.87)
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while
2ipiτv;αRes
(
J1,1
(
ν2, ν3 ∓ is2τv;α ζ2
)
· dν2
2pi
, ν2 = ν3 ∓ 2iτv;αζp
)
= ±s2J0,0,1(ν3 ∓ is2τv;αζ) . (4.88)
Thus, all-in-all, the residue calculation yields
I(res)3↪→0×3 =
s2
6
· 1]
0 ; pi4
[
∪
]3pi
4 ; pi
[(ζ) · {S (↑) + S (↓)} (4.89)
where, using υL = −1 and υR = 1, one has
S (↑) = −s2
∑
α∈{L,R}
υα
υαA+iτv;αζp∫
υαA+iτv;α(
pi
2−ζp)
dν
2pi
J0,0,1(ν) + s2
∑
α∈{L,R}
υα
υαA+2iτv;αζp∫
υαA+iτv;α
pi
2
dν
2pi
J0,0,1
(
ν − iτv;αs2ζ
)
(4.90)
+ 2s2
∑
α∈{L,R}
∫
−Iα+iτv;α pi2
dν
2pi
J0,0,1
(
ν − iτv;αs2ζ
)
(4.91)
S (↑) = 2s2
∑
α∈{L,R}
∫
−Iα+iτv;α(pi2−ζp)
dν
2pi
J0,0,1
(
ν
)
(4.92)
and similarly,
S (↓) = −s2
∑
α∈{L,R}
υα
υαA+iτv;αζp∫
υαA+iτv;α(
pi
2−ζp)
dν
2pi
J0,0,1(ν) + s2
∑
α∈{L,R}
υα
υαA∫
υαA+iτv;α(
pi
2−2ζp)
dν
2pi
J0,0,1
(
ν + iτv;αs2ζ
)
(4.93)
+ 2s2
∑
α∈{L,R}
∫
Iα
dν
2pi
J0,0,1
(
ν + iτv;αs2ζ
)
(4.94)
S (↓) = 2s2
∑
α∈{L,R}
∫
−Iα+iτv;αζp
dν
2pi
J0,0,1
(
ν
)
. (4.95)
Thus, one gets
I(res)3↪→0×3 =
1
3
· 1]
0 ; pi4
[
∪
]3pi
4 ; pi
[(ζ) · ∫
Jeff
dν
2pi
J0,0,1
(
ν
)
(4.96)
where
Jeff =
{
∪α∈{L,R}
{
− Iα + iτv;α(pi2 − ζp)
}}⋃{
∪α∈{L,R}
{
Iα + iτv;αζp
}}
. (4.97)
Note that the intervals Iα appear with opposite orientations, so that one can deform the contours to the curves
JA;v as defined in (4.42) and get
I(res)3↪→0×3 =
1
3
· 1]
0 ; pi4
[
∪
]3pi
4 ; pi
[(ζ) · ∫
JA;v
dν
2pi
J0,0,1
(
ν
)
. (4.98)
Upon putting all the intermediate rewritings together, the claim follows.
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4.4 A conjectural contour deformation in the general case
It is clear that if the "minimal structure property" holds then, for |v| < v∞, the portion of the curve C2;A, resp. C3;A,
that is located in the neighbourhood of ω2, resp. ω3, may be chosen so that it coincides with the curve
Jr = ωr + sr(−1)σr · h−1r
(
] − ei pi4 εrη ; ei pi4 εrη[
)
, r = 2 or 3 , (4.99)
in which hr, εr are as introduced in (3.4).
In fact, should more saddle-points exist for r = 2 or 3 then one may deform the curves C3;A to pass through
the points ω(a)r and to coincide, in the neighbourhood of the ω
(a)
r with the curves
J (a)r = ω
(a)
r + sr(−1)σr · (h(a)r )−1(] − ei pi4 ε(a)r η ; ei pi4 ε(a)r η[) , (4.100)
r = 2 or 3 and such that inf
λ∈Cr;A\∪aJ (a)r
{=[ur(λ; v)]} > 0.
Based on the results for the n = 2 and n = 3 sectors, I formulate the below conjecture.
Conjecture 4.3. Assume that the "minimal structure property" holds. Then, the combination of integrals I(n)tot
introduced in (4.15) may be recast in the form
I(n)tot =
∑
n∈Sn
I˜n where I˜n =
∫
C1;A⊃···⊃C1;A
dn1ν(1)
(2pi)n1 · n1!
∏
r∈Nm
{ ∫
(
C (mod)r;A
)nr
dnrν(r)
(2pi)nr · nr!
}
· Jn(νn) . (4.101)
For r ∈ Nst, there exists compact curvesJr,Jr;1, . . . ,Jr;mr in C such that the new contours can be expressed as
C (mod)r;A = 1]−v∞ ;v∞[(v)Jr +
mr∑
a=1
cr;aJr;a (4.102)
where, given hr as introduced in (3.4),
• Jr = ωr + sr(−1)σr · h−1r
(] − ηei pi4 εr ; ηei pi4 εr [) where εr = sgn(u′′r (ωr, v)) and η > 0 is small enough;
• infλ∈Jr;1∪···∪Jr;mr
(
=(ur(λ, v))
)
≥ cr > 0 .
The conjecture has to be slightly modified in the general case
Conjecture 4.4. The combination of integrals I(n)tot introduced in (4.15) may be recast in the form
I(n)tot =
∑
n∈Sn
I˜n where I˜n =
∫
C1;A⊃···⊃C1;A
dn1ν(1)
(2pi)n1 · n1!
∏
r∈Nm
{ ∫
(
C (mod)r;A
)nr
dnrν(r)
(2pi)nr · nr!
}
· Jn(νn) . (4.103)
For r ∈ Nst, there exists compact curvesJr,Jr;1, . . . ,Jr;mr in C such that the new contours can be expressed as
C (mod)r;A = 1]−v(M)r ;v(M)r [(v)
ςr∑
a=1
J (a)r +
mr∑
a=1
cr;aJr;a (4.104)
where, given h(a)r as introduced in (3.6),
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• J (a)r = ω(a)r + sr(−1)σr · (h(a)r )−1
(] − ηei pi4 ε(a)r ; ηei pi4 ε(a)r [) where ε(a)r = sgn(u′′r (ω(a)r , v));
• infλ∈Jr;1∪···∪Jr;mr
(
=(ur(λ, v))
)
≥ cr > 0 .
One could surely apply the strategy outlined in Section 4 to establish the conjecture for sectors with n greater
than 3. However, such an analysis would probably not bring more structure to the problem and it would rather
be desirable to unravel a more general combinatorial structure allowing one to simplify the pole computation and
thus to prove the conjecture. It appears suggestive to interpret I(n)tot as some multidimensional residue. Such a
presentation should allow for a more geometric proof of Conjecture 4.3. However, so far, the effective way of
doing so has eluded me.
5 The steepest descent analysis of the form factor series
In this section, I will carry out the steepest descent analysis of the series. I shall mostly focus on the structurally
simplest situation, namely the one grasped by the range of parameters where the "minimal structure property"
holds, c.f. Subsection 3.1 for the details. I will treat the general case in the last subsection.
Upon inserting the decomposition of contours provided by Conjecture 4.3, the building blocks Sn(m, t) of the
massless form factor series expansion can be recast as
Sn(m, t) =
∏
r∈Nst
{ ∫
(
C (mod)r;A
)nr
dnrν(r)
nr! · (2pi)nr
}
·
∫
C1;A⊃···⊃C1;A
dn1ν(1)
(2pi)n1 · n1! ·
∫
(
Ch
)nh
dnhµ
nh! · (2pi)nh · F
(γ)
tot
(
Y
)
, (5.1)
where
F (γ)tot
(
Y
)
=
F (γ)(Y) · eimU (Y,v)∏
υ=±
[ − i(υm − vF t)]ϑ2υ(Y) ·
(
1 + rδ,m,t
(
Y
))
. (5.2)
By invoking the analyticity of the integrand for particle rapidities in the vicinity of C1;A and hole rapidities in the
vicinity of Ch, one deforms the particle contours C1;A and the hole contour Ch to the steepest descent contours
C (tot)1;A and C
(tot)
h depicted in Figure 9. It is clear that, in doing so, one may choose the shape of the curves in the
vicinity of the saddle-points ω1 (or any of its ipi-translates) and ω0 to be given by
J1 = ω1 − h−11
(] − ηei pi4 ε1 ; ηei pi4 ε1[) and J0 = ω0 + h−10 (] − ηei pi4 ε0 ; ηei pi4 ε0[) . (5.3)
There ε0 = sgn
[
u′′1 (ω0, v)
]
= −1 and ε1 = sgn[u′′1 (ω1, v)] = 1. The parameterisation of the curves in the vicinity
of the points λ±;↑/↓ may also be chosen as desired. It is convenient to make the following choice of the local
parameterisation
J1; = u−11
(
u1(λ;↑, v) + [0 ; iη], v
)
and J0; = u−11
(
u1(λ;↓, v) − [0 ;−iη], v
)
(5.4)
where I remind that u1(λ;↑, v) = iδ + u1(q, v) while u1(λ;↑, v) = −iδ + u1(q, v), c.f. Figure 1. Thus, it follows
that, analogously to the decomposition (4.104), it holds
C (tot)1;A = 1ISL(v)J0 + 1I∞(v)J1 +
∑
=±
J1; +
m1∑
a=1
J1;a , (5.5)
C (tot)h = 1ITL(v)J0 +
∑
=±
J0; +
m1∑
a=1
J0;a , (5.6)
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where I have introduced
I∞ = ] − v∞ ; v∞[ , ISL =] − v∞ ; v∞[\[−vF ; vF] and ITL =] − vF ; vF[ . (5.7)
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Figure 9: The particle C (tot)1;A -in blue- and the hole C
(tot)
h -in orange- contours after deformations towards a steepest
descent path. The contours are plotted for three regimes of the velocity v = m/t appearing from bottom to top
v > v∞, v∞ > v > vF and vF > v > 0. The shape of the curves in the regimes associated with negative vs can be
deduced by symmetry.
5.1 The algebraically dominant part of Sn(m, t)
The curves C (mod)r;A and C
(mod)
h split into various pieces. Some of these are only responsible for generating ex-
ponentially small corrections in m to the building block Sn(m, t) of the form factor series while other produce
algebraically falling-off corrections. In this subsection, I decompose Sn(m, t) in two parts according to their type
of contribution to the asymptotic expansion.
5.1.1 Vicinity of the endpoints of the Fermi zone
Recall that Sn(m, t) depends on a regularising parameter δ > 0, which is arbitrary but should be taken strictly
positive δ > 0. In particular, the remainder depends on δ and is controlled as given in (2.37). This means that, in
order to be able to neglect the contributions of the remainder in the large (m, t) limit, one should choose δ to go to
zero in an (m, t)-dependent way. For instance, choosing
δ =
1
m1− τ2
yields rδ,m,t
(
Y
)
= O
(
mτ−1
)
(5.8)
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where τ > 0 can be taken small enough. Still, the curvesJa; (5.4), a = 0, 1, which represent the behaviour of the
particle and hole contours in the vicinity of the endpoints q of the Fermi zone, also depend on δ. In particular,
since δ→ 0 with m the endpoints of these curves will collapse to q with rate δ. Thus, one should show that these
curves continue to produce only exponentially small contributions in m to the asymptotic behaviour of Sn(m, t)
even if δ→ 0 with m.
By using the symmetry of the integrand under any permutations of the rapidities {ν(1)a } or {µa} and the decom-
position
C (tot)1;A = J1;+ ∪J1;− ∪ C (mod)1;A , C (tot)h = J0;+ ∪J0;− ∪ C (mod)h (5.9)
one may recast Sn(m, t) in the form
Sn(m, t) =
∑
nh;+,nh;− ,˜nh≥0
nh;++nh;−+n˜h=nh
∑
n1;+,n1;− ,˜n1≥0
n1;++n1;−+n˜1=n1
∏
r∈Nst
{ ∫
(
C (mod)r;A
)nr
dnrν(r)
nr! · (2pi)nr
}
×
∫
C (mod)1;A ⊃···⊃C (mod)1;A
dn˜1ν(1)
(2pi)˜n1 · n˜1!
·
∫
(
C (mod)h
)n˜h
dn˜hµ
n˜h! · (2pi)˜nh
·Sntot
(
Yout
)
. (5.10)
There I agree upon
ntot =
(
`+, `− ;
(
nh;+, nh;−, n˜h
)
,
(
n1;+, n1;−, n˜1
)
, nr2 , . . . , nrk , . . .
)
(5.11)
Yout =
{
− sγ; {`υ} ∣∣∣ {µa}˜nh1 ; {ν(r1)a }˜n1a=1; . . . ; {ν(rk)a }nrka=1, . . . } (5.12)
compare with (2.7) and (2.9). Also, I have introduced
Sntot
(
Yout
)
=
∏
=±
{ ∫
(
J0;
)nh;
dnh;µ
nh;! · (2pi)nh; ·
∫
(
J1;
)n1;
dn1;ν(1;)
n1;! · (2pi)n1;
}
· F (γ)tot
(
Ytot
)
(5.13)
in which, for Yout as introduced above, it is understood that
Ytot =
{
− sγ; {`υ} ∣∣∣ {{µa}˜nh1 ∪ {µ(+)a }nh;+1 ∪ {µ(−)a }nh;−1 } ; {{ν(1)a }˜n11 ∪ {ν(1;+)a }n1;+1 ∪ {ν(1;−)a }n1;−1 } ; {ν(r2)a }n2a=1; . . . } .
The local behaviour of the form factor density F (γ)(Ytot) when some of the particle or hole rapidities approach
the Fermi boundary is given in (2.46)-(2.47). Thus, it is easy to convince oneself that one has the factorisation
F (γ)tot
(
Ytot
)
= eimU (Yout,v) ·
∏
=±
{
W
({
µ(+)a
}nh;+
1 ;
{
ν(1;+)a
}n1;+
1
)[
ϑtot
]} · F (γ)red (Ytot) . (5.14)
There, F (γ)red
(
Ytot
)
is a smooth function in respect to the ± type particle or hole rapidities located in a neighbourhood
of the Fermi zone ±q. Also, the sole dependence on (m, t) of this reduced form factor density arises on the level of
the remainder. The latter is still controlled as in (5.8), and this control is differentiable in respect to the rapidities
contained in Ytot. The prefactor containing U (Yout, v) contains all the oscillatory in m behaviour relatively to the
rapidities contained in Yout. The functions ϑtot are defined as
ϑtot
(
x | {µ(+)a }nh;+1 ; {ν(1;+)a }n1;+1 ) = ϑ(x | Ytot) , (5.15)
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with ϑ as introduced in (2.36). Finally, the prefactorsW gather all the singularities of the integrand in the vicinity
of the endpoints of the Fermi zone. Given a set of rapidities
Υ =
{{
µa
}nh
1 ;
{
νa
}np
1
}
and a function ϕ(x | Υ) (5.16)
this prefactor is defined as
W(Υ)[ϕ] = np∏
a=1
{
eimu1(νa,v)
[

(
u1(νa, v) − u1(q, v)
)]−2ϕ(νa |Υ) · u′1(νa, v)} · nh∏
a=1
{
u′1(µa, v)
}
×
nh∏
a=1
{
e−imu1(µa,v)
[

(
u1(µa, v)− u1(q, v)
)]2ϕ(µa |Υ)}·
np∏
a<b
[
u1(νa, v) − u1(νb, v)
]2 · nh∏
a<b
[
u1(µa, v) − u1(µb, v)
]2
np∏
a=1
nh∏
b=1
[
u1(νa, v) − u1(µb, v)
]2 .
(5.17)
The large-m behaviour of the class of integrals arising in the definition of Sntot
(
Yout
)
is analysed in Lemma 5.1
below. It allows one to conclude that, at least for bounded nh and np, when δ = m−1+τ/2, it holds
Sntot
(
Yout
)
= O
(
e−m
1
2 τ
)
whenever nh; , 0 or n1; , 0 (5.18)
for some  ∈ {+,−}. Thus, it follows that one has
Sn(m, t) = S(mod)n (m, t) + O
(
e−m
1
2 τ
)
(5.19)
where
S(mod)n (m, t) =
∏
r∈Nst
{ ∫
(
C (mod)r;A
)nr
dnrν(r)
nr! · (2pi)nr
}
·
∫
C (mod)1;A ⊃···⊃C (mod)1;A
dn1ν(1)
(2pi)n1 · n1! ·
∫
(
C (mod)h
)nh
dnhµ
nh! · (2pi)nh · F
(γ)
tot
(
Y
)
. (5.20)
This representation only involves integrations over curves that are located uniformly away from the endpoints of
the Fermi zone for the particle and hole rapidities.
Lemma 5.1. Let G(Υ) be smooth and symmetric in each subset of rapidities building up Υ =
{{
µa
}nh
1 ;
{
νa
}np
1
}
.
Then, the integral
M()nh,np =
∫
(
J0;
)nhdnhµ ·
∫
(
J1;
)npdnpνW
(
Υ
)[
ϕ
] · G(Υ) , (5.21)
withJa; as introduced in (5.4), has the following behaviour when m→ +∞, uniformly in δm→ +∞:
M()nh,np =
e−δm(nh+np) · δ2εϕ (nh−np)[ − im](np−nh)2 · [2mδ]2npnh · nh+np[ − i]2(nh+np)ϕ ·G2(1 + np) ·G2(1 + nh)
×
(
G
(
{q}nh1 ; {q}
np
1
)
+ O
( 1
δm
+
δ ln m
m
+
ln m
m
))
. (5.22)
Above, G stands for the Barnes function [4] and
ϕ = ϕ
(
q | {q}nh1 ; {q}
np
1
)
. (5.23)
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Proof —
One starts by making the change of variables
νa = u−11
(
iδ + u1(q, v) + i
ka
m , v
)
and µa = u−11
(
iδ + u1(q, v) − i tam , v
)
. (5.24)
This recast the integral as
M()nh,np =
[e−mδ]np+nh
[−im](np−nh)2
η∫
0
dnh t
η∫
0
dnpk
np∏
a=1
{
e−ka ·
[ 
m
(imδ + ika)
]−2ϕ˜(ka |Υ˜)}
×
nh∏
a=1
{
e−ta ·
[ 
m
(−imδ − ita)
]2ϕ˜(ta |Υ˜)} ·
np∏
a<b
(
ka − kb)2 · nh∏
a<b
(
ta − tb)2
np∏
a=1
nh∏
b=1
(
2imδ + ika + itb
)2 · G˜(Υ˜) . (5.25)
The new notation arising above correspond to
Υ˜ =
{
{ka}np1 ; {ta}nh1
}
, G˜(Υ˜) = G(Υim) and ϕ˜(x | Υ˜) = ϕ˜ (x˜ | Υim) . (5.26)
There, I agree upon
Υim =
{{
u−11
(
t˜a, v
)}nh
1
;
{
u−11
(˜
ka, v
)}np
1
}
with
 k˜a = iδ + i
ka
m + u1(q, v)
t˜a = −iδ − i tam + u1(q, v)
. (5.27)
To get the leading large m behaviour, since mδ→ +∞, one may simplify the m dependent prefactors
G˜(Υ˜) = G({q}nh1 ; {q}np1 ) + O(δ + np∑
a=1
ka
m
+
nh∑
a=1
ta
m
)
(5.28)
and, likewise,
ϕ˜(ka | Υ˜) = ϕ(q | {q}nh1 ; {q}
np
1 ) + O
(
δ +
np∑
a=1
ka
m
+
nh∑
a=1
ta
m
)
. (5.29)
Analogous simplifications also holds for the products, leading all-in-all to
M()nh,np =
[ie−mδ]np+nh · δ2ϕ (nh−np)
[−im](np−nh)2 · [2mδ]2npnh ·
[ − i]2ϕ (nh+np) mη∫
0
dnpk
np∏
a=1
e−ka ·
np∏
a<b
(
ka − kb)2
×
mη∫
0
dnh t
nh∏
a=1
e−ta ·
nh∏
a<b
(
ta − tb)2 · {G({q}nh1 ; {q}np1 ) + O(δ ln m + 1δm + ln m
np∑
a=1
ka
m
+
nh∑
a=1
ta
m
)}
. (5.30)
Here ϕ is as defined in (5.23). At this stage, one may already send mη → +∞ in the integrals for the price of
exponentially small corrections. Then, it remains to invoke the explicit expression for the multiple integral
+∞∫
0
dnw
n∏
a=1
e−wa ·
np∏
a<b
(
wa − wb)2 = G2(1 + n) , (5.31)
so as to conclude.
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5.1.2 Reduction to the steepest descent paths
By virtue of the results of the previous section, it is enough to focus on the integral S(mod)n (m, t) when one wants
to access to the power-law in (m, t) part of the large-m behaviour of Sn(m, t). Several more simplifications are still
possible. By virtue ofJr;a for a ≥ 1 and any r ∈ N ∪ {0} being compact and satisfying
inf
λ∈Jr;a
(
=[ur(λ, v)]
)
≥ cr > 0 for r ∈ N and sup
λ∈J0;a
(
=[ur(λ, v)]
)
≤ −c0 < 0 (5.32)
for some constants cr, as soon as any rapidity ν
(r)
b is integrated over a curveJr;a, the corresponding contribution
will generate exponentially small corrections in m to the asymptotics of S(ply)n (m, t). In fact, the only curves
building up C (mod)r;A or C
(mod)
h that may generate power-law corrections in m are the curves Jr for r ≥ 0. These
are present only if |v| < v∞. By carrying out an analogous partitioning of the integration domains as in (5.10),
one may readily conclude that, up to exponentially small corrections, it is allowed to make the substitutions in the
integration contours occurring in S(mod)n (m, t);
C (mod)r;A ↪→ 1I∞(v) ·Jr for r ∈ Nst and
 C
(mod)
1;A ↪→ 1I∞(v) ·J1 + 1ISL(v) ·J0
C (mod)h ↪→ 1ITL(v) ·J0
(5.33)
c.f. (5.7) for the definition of the intervals I∗. Namely, it holds
S(mod)n (m, t) = 1J∞(v)S(sd)n (m, t) + O
(
e−cm
)
(5.34)
for some c > 0 and where
S(sd)n (m, t) =
∏
r∈Nst
{ ∫
(
Jr
)nr
dnrν(r)
nr! · (2pi)nr
}
·
∫
(
J1 + 1ISL (v)·J0
)n1
dn1ν(1)
(2pi)n1 · n1! ·
∫
(
1ITL (v)·J0
)nh
dnhµ
nh! · (2pi)nh · F
(γ)
tot
(
Y
)
. (5.35)
When vF < |v| < v∞ the integration over particle rapidities ν(1) runs over two disjoint steepest-descent paths, and
the integral needs to be decomposed further. For doing so, observe that for any symmetric function f , it holds∫
(
J1∪J0
)n
dnν
n! · (2pi)n f (ν1, . . . , νn) =
∑
n=n0+n1
1∏
r=0
{ ∫
(
Jr
)nr
dnrν(r)
nr! · (2pi)nr
}
· f
(
ν(0)1 , . . . , ν
(0)
n0 , ν
(1)
1 , . . . , ν
(1)
n1
)
. (5.36)
This entails the representation
S(sd)n (m, t) =
∑
n1=n0+n˜1
{
1ITL(v)
}nh · {1ITL(v)}˜n1 ∏
r∈Nst
{ ∫
(
Jr
)nr
dnrν(r)
nr! · (2pi)nr
}
·
{ ∫
(
J1
)n˜1
dn˜1ν(1)
n˜1! · (2pi)˜n1
}
×
{ ∫
(
J0
)n0
dn0ν(0)
n0! · (2pi)n0
}
·
{ ∫
(
J0
)nh
dnhµ
nh! · (2pi)nh
}
· F (γ)tot
(
Ypart
)
. (5.37)
There, it is undercurrent that
{
1I(v)
}0 ≡ 1 irrespectively of the value of n. Also, the integration variables Y take
the form
Ypart =
{
− sγ; {`υ} ∣∣∣ {µa}nh1 ; {{ν(1)a }˜n11 ∪ {ν(0)a }n01 } ; {ν(r2)a }n2a=1; . . . } (5.38)
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The presence of the indicator functions in (5.37) ensures that, in the summation over the excitation numbers
(2.31), only configurations such that nh = 0 will contribute to the power-law part of the asymptotics in the space
like regime vF < v < v∞ while, one should always keep n0 = 0 in (5.37), in the time-like regime. In order to
write down the subordinate expansion of the two-point function, it its convenient, for further purposes, to recall
that given a set of rapidities Ypart as given in (5.38), one has the factorisation over the kinematical zeroes of the
form factor density:
F (γ)(Ypart) = ∏
r∈Nst∪{0}
nr∏
a<b
{
sinh2
[
ν(r)a −ν(r)b
]} · n˜1∏
a<b
{
sinh2
[
ν(1)a −ν(1)b
]} · nh∏
a<b
{
sinh2
[
µa−µb]} ·F (γ)off (Ypart) . (5.39)
All these considerations allow to recast the two-point function as
〈(
σ
γ
1(t)
)†σγm+1(0)〉c = (−1)msγ ∑
n∈Sv
eimpF (`+−`−) · S(ply)n (m, t) + O
(
m−∞
)
. (5.40)
There, the summation runs over all configurations of the excitation integers which contribute to the power-law
part of the asymptotics:
Sv =

{
n =
(
`+, `−; n0, n1, nr2 , . . . , nrk , . . .
)
: sγ =
∑
υ=±
`υ + n0 + n1 +
∑
r∈Nst
rnr
}
if vF < |v| < v∞{
n =
(
`+, `−; nh, n1, nr2 , . . . , nrk , . . .
)
: nh + sγ =
∑
υ=±
`υ + n1 +
∑
r∈Nst
rnr
}
if 0 ≤ |v| < vF
.
(5.41)
The summandS(ply)n (m, t) is built up from the integrals passing through the saddle-point contours of the various
excitations. It is expressed as
S(ply)n (m, t) =
∏
r∈N
{ ∫
(
Jr
)nr
dnrν(r)
nr! · (2pi)nr
nr∏
a<b
{
sinh2
[
ν(r)a − ν(r)b
]} · nr∏
a=1
eimur(ν
(r)
a ,v)
}
×
{ ∫
(
J0
)n0
dn0ν(0)
n0! · (2pi)n0
n0∏
a<b
{
sinh2
[
ν(0)a − ν(0)b
]} · n0∏
a=1
eimu1(ν
(0)
a ,v)
}1]vF ;v∞[(|v|)
×
{ ∫
(
J0
)nh
dnhµ
nh! · (2pi)nh
nh∏
a<b
{
sinh2
[
µa − µb]} · nh∏
a=1
e−imu1(µa,v)
}1]0 ;vF [(|v|)
·
F (γ)off
(
Yv
) · (1 + rδ,m,t(Yv))∏
υ=±
[ − i(υm − vF t)]ϑ2υ(Yv) . (5.42)
There, the indicator functions means that the corresponding factors are absent when the indicator is zero. Finally,
the integration variables are given as
Yv =

{
− sγ; {`υ} ∣∣∣ {µa}nh1 ; {{ν(1)a }n11 } ; {ν(r2)a }n2a=1; . . . } for |v| < vF{
− sγ; {`υ} ∣∣∣ ∅ ; {{ν(1)a }n11 ∪ {ν(0)a }n01 } ; {ν(r2)a }n2a=1; . . . } for vF < |v| < v∞ . (5.43)
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5.2 The conformal regime : |v| > v∞
Recall that the two-point function is expressed as〈(
σ
γ
1(t)
)†σγm+1(0)〉c = (−1)msγ ∑
n∈S
Sn(m, t) . (5.44)
The previous analysis shows that, in the regime |v| > v∞ where the saddle-points are away from the original
integration curves Cr and Ch, whenever n ∈ S has non-zero hole or r-string components, viz. nh , 0 or nr , 0
for some r ∈ N then, effectively the contribution of the associated Sn(m, t) coefficient will be O(m−∞). Thus, the
only algebraic contributions to the two point functions issue from summations in (5.44) over the configurations of
integers
n =
(
` + sγ,−`; 0, 0, . . . ) ` ∈ Z , (5.45)
viz. over excited states having no massive excitations 0 = nh = nr1 = · · · = nrk = . . . and built up only from
Umklapp excitations with opposite left/right Umklapp deficiencies. The right Umklapp deficiency is shifted by
the operator’s spin.
This, yields
〈(
σ
γ
1(t)
)†σγm+1(0)〉c = (−1)msγ ∑
`∈Z
F (γ)(Y`) · e2im`pF∏
υ=±
[−i(υm − vF t)]ϑ2υ(Y`)
·
{
1 +
∑
υ=±
O
( 1
m1−0+
)}
. (5.46)
where
Y` =
{
− sγ; {`+ = ` + sγ, `− = −`} | ∅; ∅; · · ·
}
. (5.47)
Thus, upon the identification
F (γ)
`
= F (γ)(Y`) and ∆υ,` = ϑυ(Y`) (5.48)
one recovers the asymptotic expansion given in (2.20). The explicit form of the critical exponents (2.22) follows
from (A.12)-(A.13) in the appendix.
5.3 The geniuine asymptotic regime : |v| < v∞
For the sake of compactness of notations, it is convenient to introduce
κv =
{
1 if vF < |v| < v∞
− 1 if 0 ≤ |v| < vF (5.49)
and change the notations (nh, µa) ↪→ (n0, ν(0)a ) for the hole rapidities in the regime 0 ≤ |v| < vF . Then, one can
recast S(ply)n (m, t) as given in (5.42), in the form
S(ply)n (m, t) =
∏
r∈N
{ ∫
(
Jr
)nr
dnrν(r)
nr! · (2pi)nr
nr∏
a<b
{
sinh2
[
ν(r)a − ν(r)b
]} · nr∏
a=1
eimur(ν
(r)
a ,v)
}
×
∫
(
J0
)n0
dn0ν(0)
n0! · (2pi)n0
n0∏
a<b
{
sinh2
[
ν(0)a − ν(0)b
]} · n0∏
a=1
eimκvu1(ν
(0)
a ,v) ·
F (γ)off
(
Yv
) · (1 + rδ,m,t(Yv))∏
υ=±
[ − i(υm − vF t)]ϑ2υ(Yv) (5.50)
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where the integration variables are now expressed as
Yv =

{
− sγ; {`υ} ∣∣∣ {ν(0)a }n01 ; {ν(1)a }n11 ; {ν(r2)a }n2a=1; . . . } for |v| < vF{
− sγ; {`υ} ∣∣∣ ∅ ; {{ν(1)a }n11 ∪ {ν(0)a }n01 } ; {ν(r2)a }n2a=1; . . . } for vF < |v| < v∞ . (5.51)
Then, the definition of the integration contours
Jr = ωr + sr(−1)σr ·h−1r
(
]−ηei pi4 εr ; ηei pi4 εr [
)
for r ∈ N and J0 = ω0 + h−11
(
]−ηeiκvε0 pi4 ; ηeiκvε0 pi4 [
)
(5.52)
leads to the change variables
ν(r)a = ωr + h
−1
r
( x(r)a√
m
· ei pi4 εr
)
for r ∈ N and ν(0)a = ω0 + h−10
( x(0)a√
m
· eiκvε0 pi4
)
. (5.53)
This recasts S(ply)n (m, t) in the form
S(ply)n (m, t) =
∏
r∈N
{[
(−1)σrsr]nr
nr! · (2pi)nr
( 2ei pi2 εr
m|u′′r (ωr; v)|
) 1
2 n
2
r
nr∏
a=1
{
eimur(ωr;v)
}
·
η
√
m∫
−η√m
dnr x(r)
nr∏
a<b
[
x(r)a −x(r)b
]2 · nr∏
a=1
e−(x
(r)
a )2
}
×
{∏n0
a=1
{
eimκvu0(ω0;v)
}
n0! · (2pi)n0
( 2eκvi pi2 ε0
m|u′′1 (ω0; v)|
) 1
2 n
2
0 ·
η
√
m∫
−η√m
dn0 x(0)
n0∏
a<b
[
x(0)a − x(0)b
]2 · n0∏
a=1
e−(x
(0)
a )2
}
× Pn
(
Yv;m
) · F (γ)off (Yv;m)∏
υ=±
[ − i(υm − vF t)]ϑ2υ(Yv;m) ·
(
1 + rδ,m,t
(
Yv;m
))
. (5.54)
Above, I made use of
Pn(Yv;m) = ∏
r∈N∪{0}

( 2eiκ(r)v εr pi4
|u′′r (ωr; v)|
) nr
2 ·
nr∏
a=1
{ 1
h′r
[
h−1r
(
x(r)a · eiκ
(r)
v εr
pi
4 · m− 12
)]}
×
nr∏
a<b
(sinh [h−1r (x(r)a · eiκ(r)v εr pi4 · m− 12 ) − h−1r (x(r)b · eiκ(r)v εr pi4 · m− 12 )](
x(r)a − x(r)b
)
eiκ
(r)
v εr
pi
4
·
√
m|u′′r (ωr; v)|
2
)2 , (5.55)
in which κ(r)v = κv and κ
(r)
v = 1 for r ∈ N. Finally, the collection of sets Yv;m is expressed in terms of the x(r)a s as
follows
Yv;m =
{
−sγ; {`υ} ∣∣∣ {ω0 +h−10 ( x(0)a · eiκvε0 pi4m1/2
) }n0
1
;
{
ω1 +h−11
( x(1)a · eiε1 pi4
m1/2
) }n1
1
;
{
ωr2 +h
−1
r2
( x(r2)a · eiεr2 pi4
m1/2
) }nr2
1
; . . .
}
(5.56)
for |v| < vF and
Yv;m =
{
−sγ; {`υ} ∣∣∣ ∅ ; {{ω0+h−10 ( x(0)a · eiκvε0 pi4m1/2
) }n0
1
⋃{
ω1+h−11
( x(1)a · eiε1 pi4
m1/2
) }n1
1
}
;
{
ωr2+h
−1
r2
( x(r2)a · eiεr2 pi4
m1/2
) }nr2
1
; . . .
}
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for vF < |v| < v∞.
Then, by following standard considerations of the saddle-point analysis, to get the large-m asymptotic expan-
sion of S(ply)n (m, t) it is enough to expand the integrand in the neighbourhood of x(r)a = 0. By symmetry, the linear
in the x(r)a correction will vanish and hence, the first subdominant correction will issue from the quadratic term of
the expansion. Thus, the corrections to the leading asymptotics will go as O
(
m−1 · ln2 m). Also, after making this
expansion, one may extend the integration domains to Rnr for the price of exponentially small corrections. Then,
it remains to recall the explicit form of the Gaudin-Mehta integral∫
Rn
n∏
a=1
{
e−y
2
a
} n∏
a<b
(ya − yb)2 · dny =
(1
2
)1
2 n
2
· (2pi) n2 ·G(2 + n) , (5.58)
so as to get
S(ply)n (m, t) =
∏
r∈N
{[
(−1)σrsr]nr
(2pi)nr/2
·G(1 + nr) ·
( i
u′′r (ωr; v)
) 1
2 n
2
r
nr∏
a=1
{
eimur(ωr ,v)
}}
×
{
G(1 + n0)
(2pi)n0/2
(
κvi
u′′1 (ω0, v)
) 1
2 n
2
0
n0∏
a=1
{
eimκvu0(ω0;v)
}}
× ·F
(γ)
off
(
Yv;∞
)
∏
υ=±
[ − i(υm − vF t)]ϑ2υ(Yv;∞) ·
(
1 + rδ,m,t
(
Yv;∞
)
+ O
( (ln m)2
m
))
. (5.59)
There, we agree upon
Yv;∞ =

{
− sγ ; {`υ} ∣∣∣ ∅ ; {{ω0}n0 ∪ {ω1}n1}; {ωr2}nr2 ; . . . } vF < |v| < v∞{
− sγ ; {`υ} ∣∣∣ {ω0}n0 ; {ω1}n1 ; {ωr2}nr2 ; . . . } |v| < vF . (5.60)
By using that the remainder is controlled as rδ,m,t
(
Yv;∞
)
= O(mτ−1), one gets the result announced in Subsection
(2.3).
5.4 The asymptotics in the general case
Dealing with the most general case of the structure of possible saddle-points may be done by following the above
scheme of analysis, by invoking Conjecture 4.4 and for the price of slightly more combinatorics. Here, I only give
the final results since the strategy to get there is quite clear.
First let vmax = supr∈N
[
v(M)r
]
. It is unclear if vmax may be infinite in some situations, but it seems unlikely
and non-physical, so that I shall assume that vmax < +∞. This will set the velocity scale at which the separation
between the conformal and genuine asymptotics arises. If vmax = +∞ that would simply mean that the region of
conformal-type asymptotics is simply reduced to the long-distance asymptotics of the static correlators. Thus, for
|v| > vmax, the asymptotics are still given by the previously obtained answer in the conformal regime.
For |v| < vmax, define
Nsp = {t2, t3 . . . , } ⊂ Nst (5.61)
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to be the collection of allowed r-strings lengths at given ζ and v such that |v| < v(M)r if and only if r ∈ Nsp. Denote
by ω(1)r , . . . , ω
(ςr)
r the zeroes of u′r(λ; v) on Cr. Finally, let ω0 and ω1 be the two zeroes on R∪R+ ipi/2 of u′1(λ; v).
One has furthermore that ω0 ∈]− q ; q[ if and only if |v| < vF and then ω1 ∈ {R \ [−q ; q]}∪ {R+ ipi/2}. Finally, let
κv =
{
1 v(M)1 > |v| > vF−1 vF > |v| . (5.62)
The asymptotics take the form〈(
σ
γ
1(t)
)†σγm+1(0)〉c = (−1)msγ ∑
n∈Sv
Cn · F (γ)n ·
∏
υ=±
{
eiυ`υmpF
[−i(υm − vF t)]∆2υ,n
}
· e
imϕn(v)
m∆sp;n
·
{
1 + O
( 1
m1−0+
)}
(5.63)
• Cn represents the universal part of the amplitude. It is expressed in terms of the Barnes G function [4] as
Cn =
1∏
a=0
{G(1 + na){sgn[p′1(ωa)]}na
(2pi)
na
2
}
·
( iκv
p′′1 (ω0) − 1vε′′1 (ω0)
) 1
2 n
2
0 ·
( i
p′′1 (ω10) − 1vε′′1 (ω1)
) 1
2 n
2
1
∏
r∈Nsp
ςr∏
a=1
{ G(1 + n(a)r ) · {sgn[p′r(ω(a)r )]}n(a)r
(2pi)
n(a)r
2 ·
(
− i[p′′r (ω(a)r ) − 1vε′′r (ω(a)r )]) 12 (n(a)r )2
}
. (5.64)
• The summation runs through all possible choices of vectors of integers belonging to the set
Sv =
{
n = (`+, `−; n0, n1, {n(1)t2 , . . . , n
(ςt2 )
t2 }, . . . , {n(1)tk , . . . , n
(ςtk )
tk }, . . . )
such that n(a)r ∈ N , `± ∈ Z and sγ =
∑
υ=±
`υ + κvn0 + n1 +
∑
r∈Nsp
ςr∑
a=1
rn(a)r
}
. (5.65)
There, the integers tk are as defined in (5.61).
• ∆υ,n reads
∆υ,n = − υ`υ + 12sγZ(q) − κvn0φ1(υq, ω0) − n1φ1(υq, ω1)
−
∑
r∈Nsp
ςr∑
a=1
n(a)r φr(υq, ω
(a)
r ) −
∑
υ′∈{±}
`υ′φ1(υq, υ′q ) , (5.66)
where Z is the dressed charge (A.11) and φr is the dressed phase (A.10) associated with an r-string excita-
tion. The critical exponent ∆υ,n depends also on the location of the massive saddle-points, and thus on the
ratio v of m and t.
• ϕn(v) is the oscillatory phase which takes its origin in the contributions of the massive excitations saddle-
points to the asymptotics. It takes the explicit form
ϕn(v) = κvn0u1(ω0, v) + n1u1(ω1, v) +
∑
r∈Nsp
ςr∑
a=1
n(a)r ur(ω
(a)
r , v) . (5.67)
Finally, ∆sp;n captures the contribution of the massive modes to the power-law decay. It reads
∆sp;n =
1
2
{
n20 + n
2
1 +
∑
r∈Nsp
ςr∑
a=1
(n(a)r )
2
}
. (5.68)
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• Last but not least, the amplitude F (γ)n represents the non-universal part of the asymptotics, and corresponds
to a properly normalised in the volume thermodynamic limit of the form factor squared of the σγ1 oper-
ator taken between the model’s ground state and the lowest lying excited state having left/right Umklapp
deficiencies `−/+ and, in the thermodynamic limit, giving rise to hole, particle and r-string excitations sub-
ordinate to the below distribution of rapidities
Y
(sp)
n =

{
− sγ ; {`υ} ∣∣∣ ∅ ; {{ω0}n0 ∪ {ω1}n1}; ∅; . . . ; ∅; {{ωtk }n(a)tk }ςtka=1; . . . } vF < |v| < v(M)1{
− sγ ; {`υ} ∣∣∣ {ω0}n0 ; {ω1}n1 ; ; ∅; . . . ; ∅; {{ωtk }n(a)tk }ςtka=1; . . . } |v| < vF
. (5.69)
Note that, in (2.30), the notation
{{
ω0
}n0 ∪ {ω1}n1} associated with the regime vF < |v| < v(M)1 refers to the
set of particle rapidities built up from n0 particles with rapidity ω0 and n1 particles with rapidity ω1. There are
no-hole excitations in that regime. Also, the only r-string roots that are present in Y(sp)n are those such that r ∈ Nsp
and n(a)r , 0 for some a = 1, . . . , ςr.
6 Conclusion
In this paper, I have applied the saddle-point method so as to determine the long-distance and large-time asymp-
totic behaviour of dynamical two-point functions in the massless regime of the XXZ chain at non-zero magnetic
field. The analysis was carried on the level of the massless form factor series expansion for the model’s two-point
functions which was obtained in [52]. All-in-all, my analysis provides one with the explicit form of the leading
power-law asymptotics associated with each oscillating harmonics and allows for a clear connection with the pre-
dictions [19, 20, 58] stemming from the use of the universality hypothesis and the conjectural correspondence
with the physics of the Luttinger liquid model.
On top of providing an exact characterisation of the asymptotic regimes, the present analysis allows one
to determine the precise role played by the bound state excitations on the asymptotics. In particular, I have
demonstrated that bound states only contribute to exponentially small corrections in the distance to the equal-time
correlators. Although this kind of result was conjectured to hold already long ago, it was never obtained, through
exact manipulations. While bound state do produce, in the end, exponentially small corrections to the asymptotics,
the details of the analysis show that the presence of bound states in the spectrum plays a very important role in the
mechanism generating the exponentially small corrections. If this part of the spectrum was simply absent, viz. the
excitation spectrum only boiling down to particles and holes, then there would arise other power-law corrections to
the long-distance asymptotics, stemming from the portion of the spectrum parameterised by the particle rapidities
going to∞. These corrections would, in particular, break the expected universal behaviour.
The results of the paper are based on the conjecture of contour deformations, at least in what concerns the
contribution of the sectors with higher than 3 hole excitations. It would be very interesting to find a proof of
this conjecture for general n. Also, it would be interesting to get a better analytic grip on the properties of the
oscillating phase factors ur(λ, v).
Acknowledgment
K.K.K. acknowledges support from CNRS and ENS de Lyon. The author is indebted to J.-S. Caux, F. GÃu˝hmann,
J.M. Maillet, G. Niccoli and N.A. Slavnov for stimulating discussions on various aspects of the project.
46
A Observables in the infinite XXZ chain
A.1 The thermodynamic observables in the XXZ chain
The observables describing the thermodynamic limit of the spin-1/2 XXZ chain are characterised by means of a
collection of functions solving linear integral equations. These equations are driven by the integral kernel
K(λ | η) = sin(2η)
2pi sinh(λ + iη) sinh(λ − iη) . (A.1)
To introduce all of the functions of interest to this work, one starts by defining the Q-dependent dressed
energy which allows one to construct the Fermi zone of the model. It is defined as the solution to the linear
integral equation
ε(λ | Q) +
Q∫
−Q
K
(
λ − µ | ζ) ε(λ | Q) · dµ = h − 4piJ sin(ζ)K(λ | 12ζ) . (A.2)
The endpoint of the Fermi zone is defined as the unique [13] positive solution q to ε(q | q) = 0. Then, the function
ε1(λ) ≡ ε(λ | q) corresponds to the dressed energy of the particle-hole excitations of the model. The functions
εr(λ) = rh − 4piJ sin(ζ)K(λ | r2ζ) −
q∫
−q
Kr
(
λ − µ)ε1(µ) · dµ (A.3)
with
Kr(λ) = K
(
λ | 12ζ(r + 1)
)
+ K
(
λ | 12ζ(r − 1)
)
(A.4)
correspond to the dressed energies of the r-bound state excitations. For any 0 < ζ < pi/2 and under some additional
constraints for pi/2 < ζ < pi, one can show [48] that εr(λ+ iδpi/2) > cr > 0 for any λ ∈ R, and δ ∈ {0, 1}. However,
this lower bound should hold throughout the whole massless regime 0 < ζ < pi, irrespectively of some additional
constraints. This property has been checked to hold by numerical study of the solutions to (A.3), c.f. [48].
In order to introduce the dressed momenta of the r-bound states and of the particle-hole excitations, I first
need to define the r-bound state bare phases θr :
θr(λ) = 2pi
∫
Γλ
Kr(µ − 0+) · dµ for r ≥ 2 and θ1(λ | η) = 2pi
∫
Γλ
K(µ − 0+ | η) · dµ . (A.5)
The contour of integration corresponds to the union of two segments Γλ = [0 ; i=(λ)] ∪ [i=(λ) ; λ] and the −0+
prescription indicates that the poles of the integrand at ±iη + ipiZ should be avoided from the left.
Then, the function
pr(λ) = θ
(
λ | r2ζ
) − q∫
−q
θr
(
λ − µ)p′1(µ) · dµ2pi
+ pi`r(ζ) − pFmr(ζ) − 2pF
∑
σ=±
(
1 − δσ,−δr,1)sgn(1 − 2pi · r̂+σ2 ζ) · 1Ar,σ(λ) , (A.6)
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extended by ipi-periodicity to C, corresponds to the dressed momentum of the r-bound states. Above, I have
introduced
`r(ζ) = 1 − r + 2b rζ2pic and mr(ζ) = 2 − r − δr,1 + 2
∑
υ=±
bζ r+υ2pi c . (A.7)
Furthermore, I agree upon
η̂ = η − pib ηpic and Ar,σ =
{
λ ∈ C : pi2 ≥ |=(λ)| ≥ min
( r̂+σ
2 ζ, pi − r̂+σ2 ζ
)}
. (A.8)
In order to obtain pr, one should first solve the linear integro-differential equation for p1 and then use p1 to define
pr by (A.6). p1 corresponds to the dressed momentum of the particle-hole excitations and pF = p1(q) corresponds
to the Fermi momentum. 1-strings have their rapidities λ ∈ {R\[−q ; q]}∪{R+ipi/2} while r ≥ 2 strings, r ∈ N\{1},
have their rapidities λ ∈ R + iσrpi/2 for a σr = 0 or 1, depending on the value of r and ζ.
One can show [48] under similar conditions on ζ as for the dressed energy that, for any λ ∈ R∣∣∣p′r(λ + iδr pi2 )∣∣∣ > 0 when r ∈ N \ {1} and min(p′1(λ) , −p′1(λ + ipi2 )) > 0 . (A.9)
Again, a numerical investigation indicates that (A.9) does, in fact, hold irrespectively of the value of ζ.
The r-bound dressed phase is defined as the solution to
φr(λ, µ) =
1
2pi
θr
(
λ − µ) − q∫
−q
K(λ − ν) φr(ν, µ) · dν + mr(ζ)2 (A.10)
and the dressed charge solves
Z(λ) +
q∫
−q
K(λ − µ) Z(µ) · dµ = 1 . (A.11)
The dressed charge is related to the dressed phase by the below identities [46]:
φ1(λ, q) − φ1(λ,−q) + 1 = Z(λ) and 1 + φ1(q, q) − φ1(−q, q) = 1Z(q) . (A.12)
Finally, the functions ϑυ parameterising the exponents ϑ2υ(Y) take the explicit form
ϑυ(Y) = − υ`υ + 12sγZ(q) +
nh∑
a=1
φ1(υq, µa) −
∑
r∈N
nr∑
a=1
φr(υq, ν
(r)
a ) −
∑
υ′∈{±}
`υ′φ1(υq, υ′q ) . (A.13)
A.2 The r-string states
The characterisation of bound states depends strongly on the value of ζ defining the anisotropy. It has been proven
in [48] that for pi/2 < ζ < pi an r bound state centred on R + iσrpi/2, σr = 0 or 1, exists if and only if the below
constraints are all simultaneously satisfied:
(−1)σr sin [kζ] · sin [(r − k)ζ] > 0 for k = 1, . . . , r − 1. (A.14)
These are precisely the conditions argued earlier by Suzuki-Takahashi [67] and, subsequently, in [15, 21, 44].
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However, for 0 < ζ < pi/2, the work [48] proved that an r bound state centred on R− iκrpi/2, exists if and only
if the below constraints are all simultaneously satisfied:
(−1)κr · sin
(
piζ
pi − ζ (k − p)
)
· sin
(
piζ
pi − ζ (r − k + p − κr − 1)
)
> 0 (A.15)
for k = 1, . . . , r − 2 and k ∈ [[ wp + 1 ; wp+1 − 1 ]] with p ≥ 0. Above, κr = b(r − 1)ζ/pic and
wp =
⌊(
p − κr2 + (r − 1) ζ2pi
)pi
ζ
⌋
. (A.16)
While this has not been proven, it appears that the set of equations (A.15) is, in fact, equivalent to (A.14)
A.2.1 Properties of 2-strings
In that case, when pi2 < ζ < pi, the equations for the existence of the 2-string take the form (−1)σ2 sin2(ζ) > 0,
what entails that the 2-string parity is 0, viz. the rapidity is real valued. As for the regime 0 < ζ < pi/2, the
general analysis entails that the 2-string also always exists and that its rapidity is real valued. Finally, since one
has |p′2(λ)| > 0 on R, the asymptotics (A.29) along with the positivity of the constant αp (A.31) allows one to infer
that sgn[p′2]|R = sgn
[
sin(2ζ)].
Thus, one has the array
0 < ζ < pi/2 pi/2 < ζ < pi
2−string rapidity R R
sgn[p′2]|R +1 −1
(A.17)
A.2.2 Properties of 3-strings
In that case, when pi2 < ζ < pi, the equations for the existence of the 3-string take the form (−1)σ3 sin(ζ) sin(2ζ) >
0. There is thus always a solution in the regime: δ3 = 1, viz. the 3-string rapidities belong to R + ipi/2. Further,
one extracts from the asymptotics, as in the 2-string case, that then
sgn
[
p′3
]
|R+i pi2 = −sgn
[
sin(3ζ)
]
. (A.18)
In the regime 0 < ζ < pi/2, the formula for the string centre entails that the 3 string rapidity is real valued and the
existence condition for 3-strings take the form
sin2
( piζ
pi − ζ
)
> 0 . (A.19)
Again, from the asymptotics, one infers that
sgn
[
p′3
]
|R = sgn
[
sin(3ζ)
]
. (A.20)
Thus, one has the array
0 < ζ < pi/3 pi/3 < ζ < pi/2 pi/2 < ζ < 2pi/3 2pi/3 < ζ < pi
3−string rapidity R R R + ipi2 R + ipi2
sgn[p′3]|R+iσ3 pi2 s2s3 = 1 s2s3 = −1 s2s3 = 1 s2s3 = −1
(A.21)
and I employed the shorthand notation
sk = sgn
[
sin(kζ)
]
. (A.22)
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A.2.3 Properties of r-strings
One may obtain domains of existence and string parities for higher string lengths by inspecting the equations
(A.15)-(A.14). It leads to the below results for r ∈ {4, . . . , 8}:
0 < ζ < pi3
2pi
3 < ζ < pi
4−string rapidity R (σ4 = 0) R (σ4 = 0)
sgn[p′4]|R+iσ4 pi2 s4 s4
(A.23)
0 < ζ < pi4
pi
3 < ζ <
pi
2
pi
2 < ζ <
2pi
3
3pi
4 < ζ < pi
5−string rapidity R (σ5 = 0) R + ipi2 (σ5 = 1) R (σ5 = 0) R + ipi2 (σ5 = 1)
sgn[p′5]|R+iσ5 pi2 s5 −s5 s5 −s5
(A.24)
0 < ζ < pi5
4pi
5 < ζ < pi
6−string rapidity R (σ6 = 0) R (σ6 = 0)
sgn[p′6]|R+iσ6 pi2 s6 s6
(A.25)
0 < ζ < pi6
pi
4 < ζ <
pi
3
pi
5 < ζ <
pi
2
pi
2 < ζ <
3pi
5
2pi
3 < ζ <
3pi
4
5pi
6 < ζ < pi
7−string rapidity R R + ipi2 R R + ipi2 R R + ipi2
sgn[p′7]|R+iσ7 pi2 s7 −s7 s7 −s7 s7 −s7
(A.26)
0 < ζ < pi7
pi
3 < ζ <
2pi
5
3pi
5 < ζ <
2pi
3
6pi
7 < ζ < pi
8−string rapidity R (σ8 = 0) R (σ8 = 0) R (σ8 = 0) R (σ8 = 0)
sgn[p′8]|R+iσ8 pi2 s8 s8 s8 s8
(A.27)
A.3 The velocity of individual excitations
The velocity vr of an r-string excitation, if r ∈ Nst, and the velocity v1 of particle or hole excitation are all defined
by the ratio
vr(λ) =
ε′r(λ)
p′r(λ)
, in particular vF =
ε′1(q)
p′1(q)
(A.28)
is the Fermi velocity, namely the velocity of the particle-hole excitation on the right edge of the Fermi zone
[−q ; q].
It is easy to see that for |<(λ)| large enough it holds
p′r(λ) = 2 sin(rζ)
∑
k≥1
e∓2λα(k)p and εr(λ) = rh − sin(rζ)
∑
k≥1
e∓2λα(k)ε . (A.29)
The coefficients α(1)p and α
(1)
ε take the explicit form
α(1)p = 2− 2
pi
cos(ζ)
q∫
−q
cosh(2µ)p′1(µ)dµ and α
(1)
ε = 8J sin(ζ)− 2
pi
cos(ζ)
q∫
−q
sinh(2µ)ε′1(µ)dµ . (A.30)
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Both coefficients are real analytic functions of ζ ∈]0 ; pi[, they can thus vanish only at isolated points. Furthermore,
as shown in [13], one has that ε′1(λ) > 0 when λ ∈ R+ and p′1(λ) > 0 when λ ∈ R. This entails that the leading
terms in the λ→ +∞ asymptotics of ε′1 and p′1 have to be strictly positive, and thus
α(1)ε > 0 and α
(1)
p > 0 . (A.31)
Finally, the coefficients α(k)p and α
(k)
ε are all bounded uniformly in r.
This entails that the function ur(λ, v) = pr(λ) − 1vεr(λ) has the following asymptotic behaviour
ur(λ, v) = p
(±)
r (y) − rhv ∓ α
(1)
p sin(rζ)e
∓2λ
{
·
(
1 ∓ v∞
vF
)
+ O
(
e∓4λ
)}
(A.32)
when λ = x + iy and x→ ±∞. Finally, p(±)r (y) are some explicitly computable piece-wise continuous functions of
y ∈ [−pi/2 ; pi/2]. Finally, I have set
v∞ =
α(1)ε
α(1)p
=
8piJ sin(ζ) − 2 cos(ζ) ∫ q−q sinh(2µ)ε′1(µ)dµ
2pi − 2 cos(ζ) ∫ q−q cosh(2µ)p′1(µ)dµ . (A.33)
One may draw several consequences out of these asymptotics. First of all, there exists A > 0 that is r indepen-
dent, such that for λ = x + iy with ±x > A
|v| > v∞ 0 < v < v∞ −v∞ < v < 0
sgn
[
=
(
ur(λ, v)
)]
sgn
[
sin(rζ) sin(2y)
] ∓sgn[ sin(rζ) sin(2y)] ±sgn[ sin(rζ) sin(2y)] (A.34)
Furthermore, on the line R + iσpi/2, it holds
u′r(x + iσpi2 , v) = (−1)σ 2αp sin(rζ)e−2|x| ·
(
1 ∓ v∞
v
)
+ O
(
e−4|x|
)
when x→ ±∞ . (A.35)
Since u′r(λ, v) is an analytic function in a small strip around R and R + ipi2 , the large x asymptotics given above
ensures that it has in fact a finite number of zeroes on R + iσpi2 . By comparing the signs of the asymptotics at ±∞,
it also allows one to state on the parity of the number of these zeroes
More precisely,
• if |v| > v∞, then u′r(λ, v) admits an even number of zeroes 2κr(v, σ) on R + iσpi2 , with κr(v, σ) ∈ N;
• if |v| < v∞, then u′r(λ, v) admits an odd number of zeroes 2κr(v, σ) + 1 on R + iσpi2 , with κr(v, σ) ∈ N.
Also, since p′r enjoys the lower bounds (A.9), the asymptotics (A.35) ensure that κr(v, σ) = 0 when v is large
enough. Also, the properties of the functions ε′r ensure that κr(v, σ) = 0 when |v| is small enough. Indeed, one has
the
Lemma A.1. Let r ∈ N and ur(λ, v) = pr(λ) − 1vεr(λ). Then, there exists v(m)r < v∞ and v(M)r > v∞ such that for
|v| > v(M)r it holds, for any λ ∈ R, that∣∣∣∂λur(λ+iσr pi2 , v)∣∣∣ > 0 if r ∈ Nst and min(∂λu1(λ, v) , ∂λu1(λ+ipi2 , v)) > 0 for r = 1 . (A.36)
Furthermore, for |v| < v(m)r and r ∈ Nst the function λ 7→ ∂λur(λ + iσr pi2 , v) admits a unique zero on R. Likewise,
the functions λ 7→ ∂λu1(λ, v) and λ 7→, ∂λu1(λ + ipi2 , v) also admit a unique zero on R.
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Proof. The large-λ expansion of p′r and ε′r building on (A.3), (A.6) and ε1(±q) = 0 yields
∂λur
(
λ, v
)
=
<(λ)→±∞
p′r(λ) ·
(
1 ∓ v∞
v
)
·
(
1 + O
(
e∓2λ
))
(A.37)
with v∞ as defined in (A.33). Thence, there exists λr > 0 large enough such that, for |λ| > λr,
∣∣∣∂λur(λ, v)∣∣∣ > 0 this
provided that |v| > v(∞).
However, owing to (A.9), one has∣∣∣p′r(λ + iσr pi2 )∣∣∣ ≥ cr > 0 when r ∈ Nst and min(p′1(λ) , p′1(λ + ipi2 )) > c1 ≥ 1 (A.38)
for any |λ| ≤ λr. Thence, since εr(λ) is bounded on R∪ {R+ ipi2 }, there exists v(M)r large enough, in particular larger
than v(∞), such that for any |v| > v(M)r it holds
1 +
ε′r
(
λ + iσpi2
)
v · p′r(λ + iσpi2 ) ≥ c˜r > 0 (A.39)
for any λ ∈ R where σ = σr if r ∈ Nst and where σ ∈ {0, 1} is arbitrary if r = 1.
It remains to discuss the case of the lower-bound v(m)r . One can conclude similarly by using that λ 7→ ε′r
(
λ +
iσr pi2
)
admits a unique zero on R and then applying a perturbative argument in v.
One may also study the shape of vr by solving the linear integral equation numerically. Some typical results
are gathered in Figures 10, 11 and 12. Such a numerical analysis seems to indicate that v(m)r = v∞ independently
of r. However, for some r-strings, depending on the value of ζ, it may happen that v(M)r > v∞ while for other
r-strings one will have v(M)r = v∞. However, for v∞ < |v| the number of zeroes of u′r does not seem to exceed two.
More precisely,
• u′r(λ, v) does not vanish on R + iσr pi2 for |v| > v(M)r ;
• u′r(λ, v) vanishes twice on R + iσr pi2 for v∞ < |v| < v(M)r ;
• u′r(λ, v) only vanishes once on R + iσr pi2 when −v∞ < v < v∞.
Here, the second condition is to be omitted if v(M)r = v∞.
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