Abstract. In recent years, container technologies have attracted intensive attention due to the features of light-weight and easy-portability. The performance isolation between containers is becoming a significant challenge, especially in terms of network throughput and disk I/O. Compared with virtual machines (VMs), containers suffer from a worse isolation as they share not only physical resources but also OS kernels. A couple of solutions have been proposed to enhance the performance isolation between containers. However, there is a lack of study on how to quantify the performance isolation between containers. In traditional VM environments, the performance isolation is often calculated based on performance loss ratio. In container environments, the performance loss of well-behaved containers may be incurred not only by misbehaving containers but also by container orchestration and management. Therefore, the measurement models that only take performance loss into consideration will be not accurate enough. In this paper, we proposed a novel performance isolation measurement model that combines the performance loss and resource shrinkage of containers. We conducted a group of performance evaluation experiments based on an opensource container project Docker. Experimental results validate the effectiveness of our proposed model. Our results highlight the performance isolation between containers is different with the issue in VM environments.
Introduction
Containers enable new ways to run applications by containerizing applications and services, making them portable, extensible, and easy to be transferred between private data centers and public clouds. Comparing with traditional virtual machines (VMs), containers have several advantages in terms of simplicity, lower-overhead, and light-weight. Docker, a user friendly open source application with high flexibility and efficiency, has been widely applied in the cloud industry and providing a compelling set of Platformas-a-Service (PaaS) services, such as the Amazon, Alibaba, and so on.
However, containers suffer from a poor performance isolation as they share both OS kernels and physical servers. The misbehaving containers could easily overwhelm resource and interfere with the performance of the well-behaved containers. Therefore, the research on isolation improvement is becoming a hot topic in the field of container technologies [1] [2] . However, there is still a lack of study on how to quantify performance isolation, which is a preliminary step for isolation optimization.
A straightforward method to apply the performance isolation model for VMs is using the metric of performance loss ratio [3] . This kind of measurement models is based on an implicit assumption that the resource capacity of each VM remains constant. The pre-interfered performance and post-interfered performance statistics are collected from an identical VM without resource shrinkage. While in container environments, the life cycle and resources of containers are controlled by the container orchestrations. Therefore, the performance isolation measurement model in VM environments, is inapplicable for container environments.
In this paper, we proposed a comprehensive performance isolation measurement model that combines the performance loss and resource shrinkage of containers. The advantage of this model is that if the resource occupied by each container varies, the model can express the resource change, as well as the performance change. We conducted a group of performance evaluation experiments based on an open-source container project Docker. Experimental results validate the effectiveness of our proposed model. Our results highlight the performance isolation between containers is different with the issue in VM environments.
The rest of this paper is organized as follows. Section 2 gives a brief introduction about docker containers and isolation model. In Section 3, we describe the isolation model for containers. The validation experimental setups and results are presented in Section 4. Section 6 concludes this work and points out some future works.
Related Work

Containers technologies
In the mainstream cloud platforms, there are two different ways of virtualization: virtual machines and containers. Typical examples of virtual machines include KVM [4] and Xen [5] . Container is a new technology of operating system and application virtualization. It is widely used by cloud providers with the launch of Docker Project [6] and LXC [7] . A container is a lightweight, stand-alone, executable package of a piece of application. Containerized applications will always run the same, regardless of the environment, thereby promoting the portability of applications.
Containers running on an identical server share that the operating system kernel and server physical resources, and each container run as an isolated process in user space. Compared with VMs, containers start much quicker, and consume less CPU and memory spaces. Containers are an abstraction at the application layer that packages code and dependencies together.
Currently popular container technologies include Docker, OpenVZ [8] , Linux-VServer [2] and so on [9] . Several cloud providers implemented container-as-a-service products based on Dockers, and used Kubernetes [10] for container orchestration [11] . Container orchestration is the automated arrangement, coordination, and management of containers in their clusters. It controls different aspects of container life-cycles, such as placement and initial deployment, scaling and replication, and so on.
Isolation in virtualized environments
Performance isolation is one of the desirable features in virtualized environments. Well isolation contributes to guarantee enough resources for each tenant which is co-hosted with other tenants on an identical server [12] [13] . The resources include CPU cycles, memory space, and network bandwidth. To achieve a good isolation, a misbehaving tenant should be controlled to consume excessive resource and interfere other tenants.
In the field of traditional VMs, many research effort has been conducted to improve the performance isolation between VMs. Gupta et al. [14] developed a XEN-based monitoring system called XenMon. XenMon is designed to monitor CPU utilizations of each VM, and dynamically schedule the resource allocation of CPU shares to enhance isolation. Some solutions, such as Seawall [15] and SPIN [16] , were proposed for enhancing the performance isolation in cloud data centers. Liu et al. [17] proposed an isolation measure model for VMs using multiple linear regression. This model combines the multiple performance indicators including resources utilization and number of VMs to calculate the isolation degree.
Eiras et al. [18] analyzed the performance of two open source virtualization solutions, KVM and Docker. The research results showed that the processing time for HTTP requests in Docker is lower than the ones of KVM. Morabito et al. [19] conducted a performance comparison of VMs and containers, to explore the strengths, weaknesses, and anomalies introduced by these different platforms in terms of processing, storage, memory, and network.
Shi et al. [20] proposed that in a distributed system the shared resource could be managed with different synchronization mechanisms such as a lock or token ring. However, in a smart EdgeOS, this performance isoltion might be more complicated. To solve this challenge, a well designed control access mechanism should be added to the service management layer in the EdgeOS.
In the field of container technologies, some researchers propose to improve the isolation by optimizing the schedule of jobs. For example, Xavier et al. [21] analyzed the performance interference suffered by disk-intensive workloads within noisy-perturbed containers. The authors in [21] proposed workload consolidation methods to reduce the performance interference between containers. Tang et al. [22] proposed a unified testing framework EIS to analyze on Docker, Lmctfy [23] , ZeroVM [24] and as well as KVM. The authors in [22] compared these containers systems and conducted experiments to evaluate the virtualization technique alternatives for PaaS in clouds. Most studies focus on the impact of different load types on Docker isolation, or the degree of isolation of containers under some certain scenarios, high-performance computing [25, 26] , workload-intensive environments and Hadoop framework [27] . Techniques and methods of performance isolation evaluation in container virtualization environment are not mature yet.
We noticed a few research works on performance isolation measured designed for traditional virtual machines [28] . These works often use the performance loss ratio to measure the isolation, which works on the assumption that the resource capacity of each virtualized machine is static. While for containers, the resource capacity for each container fluctuates. The resource is equally shared by containers. Therefore, the cause for performance losses for a container may not only due to the interference by the overloaded container, but also the decrease of resources. Therefore, the existing models for VMs are inapplicable in container environments.
In this work, we focus on how to measure and optimize the performance isolation of containers. We proposed a comprehensive performance isolation measurement model that combines the performance loss and resource shrinkage of containers. The advantage of this model is that if the resource occupied by each container varies, the model can express the resource changes, as well as the performance changes.
Performance Isolation Model
In this section, we will describe the measurement model for isolation characteristics between containers. Prior to the description of our proposed model, we would like to revisit the traditional isolation measurement model and clarify the motivation of this work.
Revisit the traditional isolation model
Traditional virtualized performance isolation models use the performance loss ratio [3] [22] [29] , which is calculated as the formula 1. In the formula 1, P i and P j represent the pre-interfered performance and post-interfered performance of a specific VM being observed respectively. The resources of each VM resources are kept constant, so the performance loss is mainly caused by the performance isolation between VMs. While for containers, the resource capacity for each container fluctuates continuously. When a group of containers are running, their resources will be changed due to container orchestration and management.
In container environments, the performance loss of containers may be caused by the resources shrinkage. Therefore, we think that only using performance loss ratio as a metric of the isolation for containers is inapplicable for container environments. The performance isolation of the containers should take both performance loss and resource shrinkage into account. Let us take an example. Suppose there are two servers with same capacity, S 1 and S 2 . Both of them host two containers, S 1 hosts container A 1 and B 1 , and S 2 hosts containers A 2 and B 2 . The configurations of all the four containers are same. Both B 1 and B 2 are misbehaving containers. Suppose A 1 and A 2 suffer same performance loss ratio, such as twenty percent. Meanwhile, the resource consumed by A 1 decreases a considerable portion, and A 2 does not. The isolation of S 1 should be better than the one of the S 2 , because A 1 consume less resources to achieve a specific performance.
A model combining performance loss and resource shrinkage
Our proposed model is designed to combine performance loss and resource shrinkage to measure the performance isolation between containers. As shown in the following model 2, the performance isolation is associated with P loss and R shrinkage . P loss represents the performance loss degree of the containers, R shrinkage represents the resource shrinkage degree of the containers, and the larger value of P loss and R shrinkage means the slower drop of the corresponding metrics. Through this model 2, we can normalize the performance isolation degree to the range of [0, 1].
As shown in the model 2, given the same degree of resource shrinkage, if the performance loss is becoming large, the performance isolation is worse. But when the performance loss is the same, if the resource shrinkage is larger, the performance isolation is better. This is because when the performance degradation is same, the resources shrinkage is larger, indicating that the container resources fall more, the fewer resources are consumed. That means the containers can achieve the same performance while using fewer resources, which means the flexibility of containers resources is better.
The β in the formula 2 represents the scale factor used to adjust the weight of performance loss degree and resource shrinkage degree. A large β means that the performance loss is emphasized, while a small β means the resource elasticness is emphasized. When the β is ∞, it means that performance isolation is determined entirely by the degree of performance loss. And if the β is 0, performance isolation is determined entirely by the degree of resources shrinkage. By default, we can set β equal to 1.
The model 2 shows that the performance isolation of the containers is not only related to the degree of the performance loss of the containers, but also to the degree of resource shrinkage of the containers. For P loss and R shrinkage in the model, we will use the formula 3 to calculate.
Quantifying performance loss
The performance of the containers is sensitive to the increased workload of other containers. Thus the container system composes primarily of two types of containers, affected containers and overloaded containers. If a container's workload is abnormally increasing and affecting the performance of other containers, we call this container an overloaded container.
Performance loss ratio does not take into account the curve progression. This implies that the performance is straight down and the parabola drops to the same value, resulting in the same result. But obviously when the performance is declining like the parabola, the performance isolation of the container system is better.
So in calculating P loss in the model 2, we use the following method. Then we explain the isolation calculation method by Figure 1 , the x-axis represents the performance of the overloaded containers, and the y-axis represents the performance of the affected containers.
In a well-isolated container system, the performance increasing of the overloaded containers does not affect the performance of other containers, as the green line shown in Figure 1 . In a no isolation container system, as the performance of the overloaded containers increasing, the performance of the affected containers will drop linearly as the red line shown. And performance increasing of the overloaded containers is the same as the performance loss of the affected containers.Therefore, the slope of the red line in Figure 1 should be -1, and the values of P a init and P b end should be the same. However, in an actual container system, the performance of the affected containers is often not straight down, but as the blue dotted line in Figure 1 , it shows a downward trend in the curve. Thus we found that the blue dotted line closer to the green line and the shadow area is larger, the performance loss degree is better, the blue dotted line closer to the red line and the shadow area is smaller, the performance loss degree is worse.We use the function P a = f (P b ) to represent the blue curve, then we define the calculation formula of the P loss as the formula 3.
The resource shrinkage degree between the containers is similar to the performance loss degree, it is also affected by the overloaded containers. For the model 2, we can also use the formula refequ:fomula to calculate R loss . Due to the isolation of the containers is very weak, and the containers are sensitive to mutual influence, the containers' resources and performance change more frequently. This situation leads to instability in the experimental data, when calculating the P loss and R shrinkage . Since the calculated curve is not smooth, it fluctuates. So before we calculate the results, we need to fit the measured experimental data to obtain a smooth curve. The abnormal value in the data should be processed to make the calculation result more accurate.
In this paper, we use the cubic spline interpolation method as a curve fit to obtain a smoothing curve to calculate P loss and R shrinkage . Spline interpolation is a kind of interpolation method commonly used and obtained a smooth curve. And the cubic spline interpolation is one of the most commonly used ones. Through the cubic spline interpolation, we can fit a smooth curve with the limited points to approximate the trend of the metrics.
Validation of the Model
In this section, we will describe the experiments to validate the measurement model. And we will experiment and evaluate the performance isolation from the workload of the affected containers and the total number of containers.
Experiment Setups
The performance of the experimental record is the common metric TPS (the number of transactions per second) in the database performance test, and we use CPU occupancy rate as a resource metric. The database is selected as MySQL 5.1, and the workload is generated by Sysbench.
Sysbench is a modular, cross-platform, multi-threaded benchmarking tool that is used to evaluate the database workload under a variety of system parameters and to evaluate database performance by random reading and writing to the database [30] .
The operating system in the experiment is Centos7, and Docker version is 1.12.6. Docker is configured without any quotas on the use of the resources, that means a container can use as many resources are available.
Methodologies
The containers for each experiment consist of two parts, the affected containers and the overloaded containers, and the number of containers in both parts is equal. The performance and resource of the two kinds of containers take the average separately.
In the experiment, the affected containers run a stable database workload task, and the database workload task of the overloaded containers is gradually increased, and the performance metric and resource metric are recorded respectively.
For the obtained multiple sets of data, we fit the data to derive the curve by using the cubic spline interpolation method, and calculate the P loss and R shrinkage by the formula 3, finally we use the isolation measure formula 2 to calculate the final performance isolation.
Validation of Isolation Changes
In theory, when the total number of containers is different, the degree of impact between containers is also unlike. When the number of containers is small, the influence is small between the containers, then the performance isolation is good. And when the number of containers increased, the competition between the container increased, and the containers interact with each other frequently, so the performance isolation is relatively poor.In order to measure the effect of the number of containers on system performance isolation, we conducted the following experiments.
We will perform 4 groups of experiments respectively in the same system, and the total number of containers was different between these experiments.We calculate the performance isolation, when the total number of containers is 2, 4, 8, and 16 respectively.For each case, we conducted eight experiments. Figure 2 shows the results of the case 1 when the total number of containers is 8. As Figure 2 shows, when the total number of containers is 8, the container CPU resources and TPS performance decline curve.We can see from the figures, with the workload of the overloaded containers increasing, the affected containers decline sharply at the beginning, then gradually slow down. Using the curves in Figure 2 , we can calculate P loss and R shrinkage when the total number of containers is 8. And then through the isolation model to calculate the performance isolation. Similarly, the results of the other three groups of experiments are computed by this way.
Experimental results are shown in Figure 3 , we can find that when the total number of containers is the same, performance isolation of the container system is relatively stable. While the total number of containers is different, the performance isolation of the system showed a big difference. And performance isolation of the containers decreases with the increase of the number of containers. The experimental results are in agreement with our suppose and verify the accuracy and validity of the performance isolation measure model.
Model Comparison
There are two types of containers in the container system, affected containers and overloaded containers. And the workload of the affected containers will have an impact on the performance isolation in a certain degree. When the workload on the affected containers is low, the overloaded containers can easily grab the resources from the affected containers and have a significant impact on the affected containers. In this case, the affected degree of the containers becomes larger and the performance isolation is poor. And if the workload of affected containers is high, then the overloaded containers are not easy to interfere with the affected containers. This time the performance isolation is relatively good. The purpose of these experiments is to measure the impact of the affected container workload on performance isolation.
The experiment controls the workload of the containers by controlling the number of threads of Sysbench. When the number of threads increases, the workload on the containers increases. The number of threads in the experiment was 4, 6, 8 and 10, respectively. The number of affected containers and overloaded containers for each experiment is 4.
In order to compare with the traditional isolation model of the performance loss ratio, we will use the performance loss ratio and our measurement model to calculate the performance isolation, and then the experimental results were compared. In each case, eight experiments were performed and 64 sets of data were recorded.
Experimental results are shown in Figure 4 . Model1 represents our model, and model2 represents the traditional performance loss ratio. Mode1-4 means the result of 4 threads in our model. The top four lines are the result of the decline of traditional performance loss ratio, and the bottom four lines are the result of our model. As we can see from Figure 4 , when the affected containers workload is different, the difference of the performance loss ratio is small, so it can not effectively measure the changes of the performance isolation. And our model presents a large difference, the difference of the performance isolation corresponding to the different workload is more obvious. We will take out the eight sets of data of the case 6 in Figure 4 , and drawn into Figure 5 . So Figure 5 shows the results of the performance loss ratio and our metric model in the first experiment. From Figure 5 , we found that both methods show an upward trend in performance isolation, but the results of the performance loss ratio are less obvious, and our model clearly shows that the performance isolation increases as the workload increases in the affected containers. We validate our model through experiments and compare it with the model of performance loss ratio. The experimental results show that in some cases, the result of our model is more likely to reflect the performance isolation trend of the containers than the performance loss ratio in container system. The result shows that in the container environment, only considering the performance loss is not an accurate measurement of performance isolation, and we need to join the measurement of resources.
Discussion
Performance isolation vs. resource elasticity
Resource elasticity is the feature of dynamic, flexible and frequent resizing of resources that are provided to an application by the virtualized platform. High elasticity can be considered as a key benefit of the container-based virtualization. We should notice that resource elasticity and performance isolation may have conflicts when the server is overloaded because of one misbehaving container. In other words, there is a tradeoff between performance isolation and resource elasticity. Therefore, when a method for optimizing the isolation is designed, it is quite necessary to guarantee an appropriate elasticity. That is why we combine the resource changes into the measurement model proposed in this work.
Resource management optimization
A simple way to optimize the performance isolation is to implement an effective resource management for containers. The central problem for resource management is allocating resources to support the varying demand for these containers. One approach is to maintain a pool of idle resource capacity that is allocated to containers as they suffer overload. The problem of dynamic resource resources is to do it in time according to the variant of workload. Using the model proposed in this work, system designers can evaluate not only performance isolation, but also the effectiveness of resource management.
Workload-aware container orchestration
Container orchestration is container scheduling, cluster management, and provisioning of more hosts in containers environment. To achieve effective orchestration and reduce the performance interference between containers, the first step is to characterize workload within containers. Their workloads may belong to one of the categories, including CPU-intensive, IO-intensive and so on. For each container, its workload can be modeled as a vector of resource usage. The workload model of containers will be used to guide container consolidation and mitigate the performance interference.
Conclusions
In this paper, we proposed a performance isolation model for container-based virtualization systems. The performance isolation model combines the performance loss ratio and resource shrinkage. We implemented a continuous dynamic model to calculate the changes of resources and performance, to improve the accuracy and effectiveness of the results. Finally, we conducted a group of experiments to validate our proposed model.
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