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Abstract
The forcing number of a perfect matching M of a graph G is the cardinality of the smallest subset of M that is contained in no
other perfect matching of G. In this paper, we demonstrate several techniques to produce upper bounds on the forcing number of
bipartite graphs. We present a simple method of showing that the maximum forcing number on the 2m × 2n rectangle is mn, and
show that the maximum forcing number on the 2m × 2n torus is also mn. Further, we investigate the lower bounds on the forcing
number and determine the conditions under which a previously formulated lower bound is sharp; we provide an example of a family
of graphs for which it is arbitrarily weak.
© 2005 Elsevier B.V. All rights reserved.
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1. Introduction
The idea of a forcing number was inspired by practical chemistry problems. It is for this reason that hexagonal
systems were the ﬁrst to be studied. Other graphs were investigated soon thereafter. The minimum and maximum
forcing number on the square grid were determined by Pachter and Kim [2]. The minimum forcing number on the torus
has been determined by Riddle [3]; the same paper also presents the minimum forcing number of the 2n-hypercube.
Most recently, the minimum and maximum forcing numbers on the “stop sign” were given by Lam and Pachter [1].
For a simple graph G, we say that M is a perfect matching of G if it is a set of disconnected edges in G that covers
all vertices of G. Each vertex is uniquely paired with another via an edge of M, hence the terminology.
Deﬁnition 1.1. A subset S of a perfect matching M forces M if S is contained within no other perfect matching of G.
The forcing number of M, denoted (M), is the cardinality of the smallest set S that forces M.
Deﬁnition 1.2. An alternating cycle in a perfect matching M of a graph G is a cycle in G in which exactly every other
edge belongs to M. A dashed cycle in a perfect matching M of a graph G is the intersection of an alternating cycle in
M and the set M.
In this paper, we restate in different terms amethod for producing bounds on theminimum forcing number introduced
by Riddle [3] and thereby determine under what conditions it achieves sharpness. Next, we present a simple constructive
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argument that bounds the maximum forcing number of subgraphs of square and hexagonal planar lattices. Finally, we
provide a method for placing bounds on the maximum forcing number of some nonplanar graphs and prove that the
forcing number on the torus C2m × C2n is at most mn.
2. Lower bounds on the forcing number in bipartite graphs
In this section, we state some lemmas on forcing and then consider methods for bounding the minimum forcing
number over all matchings of G.
The following bijection in Lemma 2.1 was given in Pachter and Kim [2] and elaborated on by Riddle [3].
Lemma 2.1. Given a perfect matching M of a bipartite graph G, a subset S ⊂ M forces M if and only if M − S
contains no dashed cycles.
Proof. First we demonstrate that a forcing subset cannot leave a dashed cycle in the rest of the matching. Using the
method of Pachter and Riddle [2,3], assume that S ⊂ M forces M. Now, given a dashed cycle C in M − S, consider
the matching produced by shifting the matched edges of C: it is a distinct perfect matching of G that still contains S.
But S was assumed to force M, so such a cycle cannot exist.
For the converse, assume S does not force M. Consider the matching T ⊆ M of maximal size that is forced by S,
that is, the intersection over i of all perfect matchings Ti ⊇ S of G. By assumption, T = M .
Let V be the set of vertices covered by M − T . Also let G′ be the subgraph of G deﬁned by restriction to the vertex
set V . It is clear that there cannot be any isolated vertices in G′: if there were, then T would not be extendable to a
perfect matching on G. Also, no vertex of G′ can have only one neighbor, for if that were the case, it would have to
be matched to that neighbor in any perfect matching Ti of the entire graph G, and therefore it would be in the inter-
section T.
Thus if G′ is nonempty, it consists of a set of vertices none of which has fewer than two neighbors. It also comes
with a ready-made perfect matching, namely M − T .
Nowchoose an arbitrary vertexv1 ∈ G′, andproceed to followapath throughneighboringverticesv1, v′1, v2, v′2, . . . ∈
G′ in which v′i is the vertex matched to vi in M. Since each vertex has at least two distinct neighbors, we can always
continue with vi = vi+1 for all i. Eventually, since G′ is ﬁnite, we must revisit a vertex, producing a cycle through
G′. In fact, this is an alternating cycle in M by construction because G is bipartite, and we then have a dashed cycle in
M − T . In particular, this is a dashed cycle in M − S as well. 
The following term is originally deﬁned in [3].
Deﬁnition 2.2. Given a division of G into partite classes A and B, and an (arbitrary) ordering b1 <b2 < · · ·<bn on
the n vertices of B, we say that bi ∈ B is a leading vertex if there exists a corresponding vertex a ∈ A for which bi is
the highest-ordered vertex in the neighborhood of a, denoted N(a).
The following proposition is equivalent to Theorem 3.1 from [3].
Proposition 2.3. Let G be a bipartite graph with partite classes A and B. Let m be the maximum number of leading
vertices over all orderings of vertices in B, and let n be the number of vertices in one of the partite classes. Then
(M)n − m for any matching M of G.
We will use a simple formulation, equivalent to vertex-ordering, that we will call edge-packing.
Deﬁnition 2.4. Given a bipartite graph G and its two partite classes A and B, an edge-packing of G is a disconnected
collection E of edges in G along with an injective weight function w : E → {1, 2, . . . , |E|} on these edges extended to
a weight function on their endpoints as well, by inheriting the edge-weight, and in which no vertices in A are adjacent
to vertices in B of greater weight.
The set of edges constituting an edge-packing P will be denoted E(P ). A maximal edge-packing Pmax of a graph G
is an edge-packing of G such that |E(Pmax)| |E(P )| for all edge-packings P of G.
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Proposition 2.5. Let G be a bipartite graph with partite classes A and B. Given an ordering on the vertices in B, there
is an edge-packing P for which |E(P )| is equal to the number of leading vertices in that ordering. Conversely, given
an edge-packing P, there is an ordering on the vertices in B for which the number of leading vertices in that ordering
equals |E(P )|.
Proof. Each leading vertex v ∈ B has by deﬁnition a nonempty set of neighbors w1, w2, . . . ∈ A for which v leads
N(wi) for each i. Choose wi arbitrarily from this set. Now include the edge e between v and wi in the edge-packing
P, with edge weight w(e) equal to the order of v in the original ordering.
We will never choose the same vertex inA to be paired to two distinct leading vertices, because then its neighborhood
would be led by two distinct vertices, a contradiction. Finally, we notice that we may not have a vertex v ∈ A adjacent
to any vertices in B of greater weight, as this would mean that a vertex in the neighborhood of v is greater than the
leader of the neighborhood.
As for the converse, we can number each vertex in B involved in an edge-packing with the associated edge’s weight,
and give the rest of the vertices of B arbitrary numbers lower than those. With this ordering, the number of leading
vertices equals |E(P )|. 
Proposition 2.6. For P an edge-packing of G, E(P ) does not contain any dashed cycles.
Proof. Assume it does. Label the k edges in such a cycle e1, e2, . . . , ek . From the edge-packing condition we have a
cyclic chain of inequalities—either w(e1)<w(e2)< · · ·<w(ek)<w(e1) or w(e1)>w(e2)> · · ·>w(ek)>w(e1)—
which is a contradiction. 
The converse statement is also true.
Proposition 2.7. Given a bipartite graph G, a set of disconnected edges E ⊂ G that does not contain any dashed
cycles can be assigned weights that make it into an edge-packing.
Proof. We give a constructive argument. Let A and B be the partite classes of G. Consider the subset of these classes
consisting of endpoints of E, which we will callA(E) andB(E). If there exists a vertex inA(E)with only one neighbor
in B(E), the edge between the two vertices is forced to be in the matching; give it the lowest available weight in the set
{1, 2, . . . , |E|}. If we continue in this fashion we may have to make choices about which of several possible edges to
consider next, but we will never run into a conﬂict: every remaining unweighted vertex in A(E) can only be neighbors
with lower-weighted vertices in B(E).
It only remains to show that following this construction allows us to weight all the edges. If it did not, we would
be left with nonempty subsets A′ ⊂ A(E) and B ′ ⊂ B(E) where every vertex in A′ has more than one neighbor. The
conclusion of the argument is similar to the end of the proof of Lemma 2.1: start with an unweighted edge of E, with
endpoints a0 and b0. We know a0 must have another neighbor, b1, which is part of an edge in E whose other endpoint
is a1. We can continue in this manner because all of our vertices ai have more than one neighbor, and the ﬁniteness of
the graph insures that this sequence of edges in E will eventually double back on itself, contradicting our assumption
that E did not contain any dashed cycles. 
We can now make the following characterization of the sharpness of the lower bound on the forcing number stated
earlier.
Theorem 2.8. The lower bound on the forcing number given in Proposition 2.3 is sharp exactly when some maximal
edge-packing Pmax of the graph G in question has E(Pmax) extendable to a perfect matching M of G.
Proof. The proof is a synthesis of the previous results in this section. Propositions 2.6 and 2.7 show that a given set of
disconnected edges E inG contains no dashed cycles if and only if it isE(P ) for some edge-packing P ofG. By Lemma
2.1, a subset S of a perfect matching M forces M if and only if its complement M − S is E(P ) for some edge-packing
P of G. Let PM be an edge-packing of G for which E(PM) ⊂ M and |PM | |P ′M | for all other such edge-packings
P ′M of G. Then the forcing number of M is exactly |M| − |E(PM)|.









Fig. 1. A class of graphs with divergent forcing number. The ﬁlled vertices belong to the B partite class. The numbered dark edges represent the
edge-packing.
Given a maximal edge-packing Pmax of G, by deﬁnition (M)= |M| − |E(PM)| |M| − |E(Pmax)| for any perfect
matching M of G. By Proposition 2.5, this is the same as the bound of Proposition 2.3.
But writing it this way makes it clear when equality holds: it holds if and only if one of those E(Pmax) is actually a
subset of M. So for the lower bound over all matchings of G to be attained, there needs to be some matching M of G
that contains the edges of some maximal edge-packing of G. 
Using this idea, we demonstrate a family of graphs for which the bound of Proposition 2.3 gives a uniform lower
bound of 1, but the forcing number diverges.
The graph depicted in Fig. 1 can be matched in exactly the same ways that n disjoint four-cycles can, and therefore
its forcing number is n. The maximal edge-packing demonstrated fails to cover exactly one vertex in each partite class,
and so as above Proposition 2.3 can only tell us that the lower bound is not less than 1.
3. Upper bounds on the forcing number in some bipartite planar graphs
Using a technique originated in [1], wewill give a constructive argument for general upper bounds for planar bipartite
graphs that are subgraphs of certain regular bipartite grids. The results in this section can be achievedwith othermethods
(see, for example, [2]), but the proof we present is very simple and emphasizes the constructability of these forcing
sets.
Deﬁnition 3.1. A set of diagonal boundaries of a square grid graph is the set of dashed nonintersecting lines in Fig. 2,
or its translationally symmetric counterpart.A set of diagonal boundaries of a hexagonal grid graph is the set of dashed
nonintersecting lines in Fig. 2, or its two rotationally symmetric counterparts. Diagonal boundaries in subgraphs of
these lattices are simply the restrictions of the boundaries to the subgraphs.
The following lemma was proven in the case of the square grid by Lam and Pachter [1]. We shall sketch a proof in
the case of the hexagonal grid only.
Lemma 3.2. Let S be a subset of the square grid that allows a perfect matching. Let H be a subset of the hexagonal
grid that allows a perfect matching. For any matching M of S or H, (M) is bounded above by the number of edges in
M which cross any set of diagonal boundaries in S or H, respectively.
Proof. For H as above, it sufﬁces to show that given any cycle C in H, the set C′ ⊂ C consisting of every other edge
in C must contain a horizontal edge, and the lemma follows by symmetry. It is clear that C must cross at least two
horizontal edges in the graph. Choose one of these. If the edge is not contained in C′, the rightmost of its two endpoints
must be in a diagonal edge in C′. From there, we notice that the consecutively following edges in C′ can either stay in
the same vertical column or move rightwards if C′ does not include a horizontal edge, but since the cycle must ﬁnish
to the left of where it started, we conclude that a horizontal edge must have been used in the alternating cycle.
Therefore, if we remove the set of edges in M that cross a set of diagonal boundaries, the remainder of the matching
can contain no alternating cycles and is thus forced, proving the lemma.
A similar method can be used to prove this result on S. 
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Fig. 2. The diagonals, up to symmetry, on square and hexagonal grids.
Proposition 3.3. For S and H as in Lemma 3.2, and for matchings MS of S and MH of H, (MS)|MS |/2	 and
(MH )|MH |/3	.
Proof. First we consider the square grid. It is clear that the complement in S of the edges intersecting a given set of
diagonal boundaries intersects a different set of diagonal boundaries. (The second set’s lines run parallel to the ﬁrst.)
Therefore, we can partition any matching MS of S into two sets, each of which forces the other, by Lemma 3.2. Choose
the smallest of these; by the pigeonhole principle, it is a forcing set that satisﬁes the proposition.
Now each edge in a matching MH of H is in one of three directions; this partitions MH into three sets, each of
which happens to be exactly those crossed by one set of diagonal boundaries. Again by Lemma 3.2, any one of these
three sets forces the matching, and by choosing the smallest one as before, the second statement in the proposition
follows. 
Corollary 3.4. The forcing number of a matching of the 2m × 2n rectangle is bounded above by mn. Furthermore,
this bound is sharp.
The sharpness of the bound is demonstrated by the matching where all edges are in the same direction.
The method outlined in this section is a quick and surprisingly intuitive way of giving an upper bound for the forcing
number of some graphs. Furthermore, it is constructive, and explicitly partitions the matching into subsets, any one of
which forces the others. Pachter and Kim [2] have a different constructive method for the square graph, but since the
proof relies upon Pick’s Theorem, it does not immediately extend to nonsquare lattices.
4. Upper bounds on the forcing number of the torus
Deﬁne the 2m × 2n rectangular torus to be the graph C2m × C2n. To prevent multigraphs, we must have m, n> 1.
Note that there are two perpendicular directions in this graph.
A sharp lower bound for the minimum forcing number on the torus was given in [3]. Here, we will consider the
maximum forcing number.
Observation 4.1. If a matching M of C2m × C2n contains a dashed cycle that is strictly conﬁned to a single row, it
cannot contain any dashed cycles that are conﬁned to a single column.
From this, we conclude that given a matching M, we can orient the rectangular torus so that there are no vertical
dashed cycles in M.
Now we mark exactly one-quarter of the vertices in C2m × C2n, beginning with a given vertex and proceeding
periodically as in Fig. 3, so that every other column has every other vertex marked. In the matching M, we can produce
a set of marked edges, in which an edge is marked if one of its endpoints is marked. It is clear that whatever the
S. Kleinerman / Discrete Mathematics 306 (2006) 66–73 71
Fig. 3. The regular placement of the marked vertices on the torus.
Fig. 4. An example of a “seam” on the graph C6 × C10. It consists of the fourth, ﬁfth, and sixth columns from the left.
matching, these marked edges will compose exactly half the edges of the matching, as no two marked vertices are
distance 1 from each other.
We will prove that no matter what the matching, if it has no dashed cycles conﬁned to a single column, we can
engineer the marking process so that there exist no dashed cycles that consist entirely of marked edges.
First, we will prove it for the case C4m × C4n.
Observation 4.2. In the graphC2m×C2n, themarking patternmay have a “seam”, that is, three consecutive columns in
which the outside columns are marked and the marked vertices line up next to one another. (See Fig. 4 for an example.)
In such a graph, given that the horizontal direction is C2m with m odd, there are exactly 4m ways to place the seam.
Observation 4.3. In the graph C4m × C4n, the marking pattern will have no seam.
Proposition 4.4. In the graph C4m × C4n, given the marking of vertices and edges as above, there exists no dashed
cycle that consists entirely of marked edges.
Proof. If such a dashed cycle existed, there would be a corresponding cycle in the graph that would pass through exactly
the same number of marked as unmarked vertices. We can treat such a cycle as a union of paths whose endpoints are
precisely the marked vertices in the cycle.
Since the length of the cycle must be exactly twice the number of marked vertices, and there can be no paths of length
one, all the paths must be of length two. But all paths of length two between marked vertices are vertical. Therefore,
the dashed cycle must be conﬁned to a single column. However, we oriented the marking such that no such dashed
cycles exist. 
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Fig. 5. A nulhomotopic dashed cycle that sequesters three vertices and thus cannot be part of a perfect matching.
Theorem 4.5. In the graphC2m ×C2n,we can choose a marking of vertices and edges such that there exists no dashed
cycle that consists entirely of marked edges.
Proof. Just as in Proposition 4.4, we look for the paths of length two between marked vertices: the only such paths
are either vertical or between the two columns of the seam. Hence no cycle can touch any other columns besides the
three composing the seam. Therefore, it sufﬁces to show that given a matching M, we can place the seam such that M
does not have an alternating cycle composed of edges with vertices in the seam. We will assume that there is no way
of placing the seam to prevent dashed cycles, and thereby produce a contradiction.
If the dashed cycle starts in one column and crosses to the next, when it moves back to the ﬁrst column it can either
move in the direction that completes the loop or in the opposite direction and perhaps continue to cross back and forth
on additional occasions before completing the cycle. However, if it immediately completes the loop (i.e. corresponds
to a nulhomotopic loop on the torus), it cannot give rise to a perfect matching, because there is always an odd number
of vertices sequestered inside this loop. (See Fig. 5.) Hence any cycle must be a “modiﬁed vertical cycle”, that is, we
can produce it by starting with a vertical cycle in the ﬁrst column of the seam and letting it move to the third column
and back at speciﬁed intervals. In particular, notice that each cycle will have exactly n vertical edges, divided in some
way between the two columns.
Now if the seam is translated to the right by one column, we must also have a modiﬁed vertical cycle in this new
seam that is part of the same perfect matching to which the ﬁrst cycle belongs. We will demonstrate that the new cycle
must contain a greater number of vertical edges in its rightmost column than the ﬁrst cycle does.
Consider the set of vertical edges in the rightmost column of the ﬁrst cycle. It is partitioned into subsets naturally
by proximity: there is a set of vertical edges, then a cross-over, then perhaps a cross-back, then another set of vertical
edges, and so forth. Consider one of these sets. Either the previous edge or the next edge in the cycle, both horizontal,
is completely forbidden to be in the new cycle, because it does not lie within the two columns of the new seam. Of
course, so are these vertical edges themselves. Therefore, it is impossible to have vertical edges in the second cycle to
the left of vertical edges in the ﬁrst cycle, because there is no possibility of two such cycles crossing each other through
both edges without conﬂict.
In particular, this means that all vertical edges in the rightmost column of the ﬁrst cycle give rise to abutting vertical
edges in the rightmost column of the second cycle. By inspection, there is at least one more edge in this set because not
both of the ﬁrst cycle’s cross-over horizontal edges can overlap. (For an illustration of the minimum number of vertical
edges in the second cycle, see Fig. 6.) Therefore, in order for the second cycle not to conﬂict with the ﬁrst, there must
be a greater number of edges in the rightmost column.
But that is all we need: given a modiﬁed vertical cycle, we must have an abutting cycle with more edges in the
rightmost column. Since we can never have more than n − 1 such edges in any modiﬁed vertical cycle’s rightmost
column, we cannot simultaneously have modiﬁed vertical cycles through every possible placement of the seam.
We can therefore place the seam in such a way that there is no modiﬁed vertical cycle through it, and the technique
of Proposition 4.4 applies. 
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Fig. 6. Two dashed cycles through two adjacent placements of the “seam” on the graph C10 × C6: note that the second cycle has one more vertical
edge in its rightmost column than the ﬁrst.
Corollary 4.6. The forcing number of the C2m × C2n torus is at most mn. Furthermore, this bound is sharp.
Proof. By Theorem 4.5, given a matching M of the torus, we can mark the vertices so that exactly half of the edges
will contain a marked vertex, and that this set of edges does not contain an dashed cycle. By Proposition 2.1, this set’s
complement in M forces M.
The sharpness of the bound is demonstrated once again by the matching in which all the edges are in the same
direction. 
5. Further directions
A conjecture of Pachter [2], restated by Riddle [3], proposes that the minimum forcing number of the n-hypercube is
2n−2. It was proven in [3] that the minimum forcing number for the n-hypercube is 2n−2 for n even. It is not too hard to
demonstrate with certain pigeonhole arguments and the method of edge-packing that its minimum forcing number for n
odd is greater than ((2n−2)/(2n−1))2n−2. It is highly probable that the minimum forcing number of the n-hypercube
is 2n−2 for all n. The conjecture remains open.
The minimum forcing number on the rectangular lattice P2m × P2n has yet to be fully investigated. The case where
m = n was completed in [2], but nothing further has been published.
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