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Abstract
In earlier work the authors obtained formulas for the probability in the
asymmetric simple exclusion process that at time t a particle is at site x and
is the beginning of a block of L consecutive particles. Here we consider asymp-
totics. Specifically, for the KPZ regime with step initial condition, we determine
the conditional probability (asymptotically as t→∞) that a particle is the be-
ginning of an L-block, given that it is at site x at time t. Using duality between
occupied and unoccupied sites we obtain the analogous result for a gap of G
unoccupied sites between the particle at x and the next one.
I. Introduction
The asymmetric simple exclusion process (ASEP) on the integer lattice Z has
remained an important stochastic model in nonequilibrium statistical physics and
interacting particle systems since its introduction by Frank Spitzer [5] nearly fifty
years ago. Nearly ten years ago, for the case of step initial condition (particles
initially occupying the positive integer sites Z+), a formula for the distribution of
the mth particle from the left [8] was the starting point for the one-point probability
distribution of the height function for the Kardar-Parisi-Zhang (KPZ) equation with
narrow wedge initial conditions [1, 4]. For a review of these developments in stochastic
growth processes, see [2, 3].
In [9] the authors derived formulas associated with blocks of particles in ASEP
analogous to those derived earlier for a single particle [6, 7]. First there was a formula
for the probability that at time t the mth particle from the left is the beginning of a
1
block of particles of length L (or “L-block”) starting at x. Specifically it was for the
probability PL,Y (x,m, t) of the event
xm(t) = x, xm+1(t) = x+ 1, . . . , xm+L−1(t) = x+ L− 1,
given the initial configuration Y = {y1, . . . , yN}. Here xm(t) denotes the position of
the mth particle from the left at time t. The probability was given in two forms as
sums of multiple integrals. One of these permitted an extension to infinite systems
unbounded on the right. In the case of step initial condition (Y = Z+), the sum was
shown to equal an integral involving a Fredholm determinant.
Here we consider the following question for ASEP with step initial condition: what
is the conditional probability (asymptotically as t→∞) that the mth particle from
the left is the beginning of an L-block, given that it is at site x at time t? Of course
everything depends on how x and m depend on t. Our result is for the KPZ regime
considered in [8, §5].
Recall that in ASEP particles jump one step to the right with probability p (if
the site is unoccupied) or one step to the left with probability q = 1 − p (if the site
is unoccupied). We assume q > p > 0, so there is a drift to the left. The notation of
[8] was
m = σt, c1 = −1 + 2
√
σ, c2 = σ
−1/6(1−√σ)2/3.
What was shown there was that, with γ = q − p,
lim
t→∞
P(xm(t/γ) ≤ c1 t + c2 s t1/3) = F2(s),
uniformly for σ in a compact subset of (0, 1), where F2 is the distribution function
of random matrix theory. Here we show the following, under the same assumptions.
(We call this the KPZ regime.)
Theorem 1. When m = σt and x = c1 t+ c2 s t
1/3 we have, as t→∞,
PL,Z+(x,m, t/γ) = c−12 σ(L−1)/2 F2′(s) t−1/3 + o(t−1/3).
Corollary 1. The conditional probability that the mth particle from the left is the
beginning of an L-block, given that it is at x at time t/γ, has the limit σ(L−1)/2.1
The corollary follows since the conditional probability is equal to
PL,Z+(x,m, t/γ)
P1,Z+(x,m, t/γ) = σ
(L−1)/2 + o(1).
1The conditional probability that there is a block of precisely L particles, and no more, has the
limit σ(L−1)/2 − σL/2 = σ(L−1)/2 (1−√σ).
2
We also consider the probability that there is a gap of (at least) G unoccupied
sites to the right of x. Specifically, we define PG,Y (x,m, t) to be the probability that
xm(t) = x and xm+1(t) > x+ G, given the initial configuration Y . For this we show
the following.
Theorem 2. When m = σt and x = c1 t+ c2 s t
1/3 we have, as t→∞,
PG,Z+(x,m, t/γ) = c−12 (1−
√
σ)G F2
′(s) t−1/3 + o(t−1/3).
Corollary 2. The conditional probability that the mth particle from the left is
followed by a gap of G unoccupied sites, given that it is at x at time t/γ, has the
limit (1−√σ)G.2
The starting point for the proof of Theorem 1 will be the formula for PL,Z+(x,m, t/γ)
derived in [9]. We set τ = p/q < 1, define
U(ξ, ξ′) =
p+ qξξ′ − ξ
ξ′ − ξ , Kx(ξ, ξ
′) =
ξx e(p/ξ+qξ−1)t
p+ qξξ′ − ξ ,
and denote by KL,x(z) the integral operator acting on functions on CR with kernel
KL, x(ξ, ξ
′; z) = q1−LKx+L−1(ξ, ξ
′)
L∏
j=1
U(zj , ξ).
(The notation is slightly different than in [9].) Here CR is the circle with center zero
and large radius R, depending on τ . The result was the formula
PL,Z+(x,m, t) = (−1)L−1 pL(L+1)/2 τ−(m−1)(L−1)
×
∫
Γ0,τ
· · ·
∫
Γ0,τ
1
zL1 (qz1 − p) zL−12 (qz2 − p) · · · zL (qzL − p)
∏
i<j
1
U(zj , zi)
×
[∫
det(I − τ−L λKL, x(z))
(λ; τ)m
dλ
λL
]
dzL · · · dz1. (1)
The λ-integration is over a contour enclosing the singularities of the integrand at τ−j
for j = 0, . . . , m− 1.
We explain the notation. First, (λ; τ)m =
∏m−1
j=0 (1 − λ τ j). As for the iterated
integral, Γ0,τ is a contour consisting of tiny circles around the points z = 0 and z = τ ,
with the circles for each zi lying well inside the circles for zi−1. Alternatively, the
2The conditional probability that there is a gap of precisely G sites, and no more, has the
limit (1 − √σ)G√σ. No gap is the same as a block of at least two, so this is consistent with
Corollary 1 with L = 2.
3
integral is interpreted as follows: First take the sum of the residues at zL = 0 and
zL = τ . In the resulting integrand take the sum of the residues at zL−1 = 0 and
zL−1 = τ . And so on.
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The proof of the Theorem 1 will have two parts. In the first, a pair of facts on
stability of Fredholm determinants allows us to replace the operators KL, x(z) in the
λ-integral in (1) by different operators — ones for which we can do an asymptotic
analysis. Since the derivation of this replacement goes along the lines of the argument
in [8] for a single particle the details will be deferred to an appendix. In the second
part we use the previously established formula to reduce the problem to the evaluation
of an explicit L-dimensional integral (which is not completely trivial). Theorem 2 will
be deduced from Theorem 1 using the duality between occupied and unoccupied sites
in ASEP, and some easy computations.
II. Replacing the operators KL,x(z) by operators JL,x,m(w)
The details of what follows will be given in Appendix A. We first make the change
of variables
ξ =
1− τη
1− η , ξ
′ =
1− τη′
1− η′
in the operator, which will then act on functions on small circle about η = 1. Then,
in the operator and the zi-integrals in (1), we make the substitutions
zi =
wi − τ
wi − 1 ,
and we find that the integrations are over Γ0,τ as before, with the wi-contours well
inside the wi−1 contours.
What comes next depends the two propositions, proved in [8, §2], on stability of
Fredholm determinants.
Proposition 1. Suppose r → Cr is a deformation of closed curves and a kernel
H(η, η′) is analytic in a neighborhood of Cr×Cr ⊂ C2 for each r. Then the Fredholm
determinant of H acting on Cr is independent of r.
Proposition 2. Suppose H1(η, η
′) and H2(η, η
′) are two kernels acting on a simple
closed contour C, that H1(η, η′) extends analytically to η inside C or to η′ inside C,
and that H2(η, η
′) extends analytically to η inside C and to η′ inside C. Then the
Fredholm determinants of H1(η, η
′) +H2(η, η
′) and H1(η, η
′) are equal.
After using these two propositions (among other things) we arrive at an operator
JL,x,m(w) acting on functions on a circle with center zero and radius r ∈ (τ, 1). It has
3The order matters because of the factors 1/U(zj, zi) in the integrand. Observe that U(τ, z) = p
and U(z, τ) = q for z 6= τ .
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kernel
JL,x,m(η, η
′;w) =
∫
φ∞,x(ζ)
φ∞,x(η′)
ζm−L
(η′)m−L+1
f(µ, ζ/η′)
ζ − η
L∏
j=1
V (ζ, η′;wj) dζ, (2)
where
φ∞,x(η) = (1− η)−x−L+1 e
η
1−η
t, f(µ, z) =
∑
k∈Z
τk
1− τkµ z
k, V (ζ, η′;w) =
w ζ − τ
w η′ − τ .
The ζ-integration is over a circle with center zero and radius in the interval (1, r/τ).
The new statement, which will be derived in Appendix A, is
PL,Z+(x,m, t) = −τ−(L2−5L+2)/2
∫
Γ0,τ
· · ·
∫
Γ0,τ
L∏
j=1
(wj − 1)L−j
wj(wj − τ)L−j+1
∏
i<j
wj − wi
wj − τwi
×
∫ [
(τLµ; τ)∞ det(I + µJL,x,m(w))
dµ
µL
]
dwL · · · dw1. (3)
Here µ runs over a circle of radius larger than τ−L+1, and the order of integration of
the wj is as indicated.
III. Asymptotics
Now we asssume m = σt and x = c1 t + s c2 t
1/3. In [8, §5] we did a saddle point
analysis of the operator with kernel (2), but without the product in the integrand.
We made the variable changes
η → ξ + c−13 t−1/3 η, η′ → ξ + c−13 t−1/3 η′, ζ → ξ + c−13 t−1/3 ζ, (4)
where ξ = −√σ/(1 − √σ) was the saddle point and c3 = σ−1/6 (1 −
√
σ)5/3. Using
Proposition 1 above, we found4 that µ times the operator had the same Fredholm
determinant as an operator J (0)+o(1), where o(1) denotes a family of operators whose
trace norms tend to zero as t→∞. And det(I + J (0)) = F2(s). The kernel of J (0) is
J (0)(η, η′) =
∫
Γζ
e−ζ
3/3+sζ+(η′)3/3−sη′
(ζ − η)(η′ − ζ) dζ, (5)
which is independent of µ. Here Γζ is the contour consisting of the rays from −c3 to
−c3+∞ e±2πi/3 while the operator acts on functions on Γη, which consists of the rays
from 0 to ∞ e±πi/3.
4There is a minor change here. In the expression for φ∞,x we have an exponent −x−L+1 rather
than the −x in [8]. Since changing x by O(1) amounts to changing s by O(t−1/3) this does not affect
the asymptotics.
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Now consider the effect of the product in the integrand in (2). If we make the
replacements (4) in V (ζ, η′;w) a little computation shows that
V (ζ, η′;w)→ 1 + (ζ − η′) w
w ξ − τ c
−1
3 t
−1/3 [1 +O(min(1, t−1/3|η′|))],
so for the product,
L∏
j=1
V (ζ, η′;wj)→ 1 + (ζ − η′)
L∑
j=1
wj
wj ξ − τ c
−1
3 t
−1/3 + E(ζ, η′;w), (6)
where E(ζ, η′;w) is a polynomial in ζ−η′ with coefficients that are functions of η′ with
bound O(t−2/3|η′|). By exactly the same argument as in [8], the error term E(ζ, η′;w)
causing no difficulty, we see that µ JL,x,m(w) has the same Fredholm determinant as
an operator
J (0) + o(1) + J (1)
L∑
j=1
wj
wj ξ − τ c
−1
3 t
−1/3 + o(t−1/3),
where J (1) has kernel
J (1)(η, η′) = −
∫
e−ζ
3/3+sζ+(η′)3/3−sη′
ζ − η dζ.
5 (7)
Both bounds are in trace norm, and the o(1) bound is independent of w. Thus the
determinant in (3) is equal to the determinant of
I + J (0) + o(1) + J (1)
L∑
j=1
wj
wj ξ − τ c
−1
3 t
−1/3 + o(t−1/3),
which in turn equals
det(I + J (0) + o(1)) det
(
I + (I + J (0))−1J (1)
L∑
j=1
wj
wj ξ − τ c
−1
3 t
−1/3 + o(t−1/3)
)
= (F2(s) + o(1))
[
1 + tr ((I + J (0))−1J (1))
L∑
j=1
wj
wj ξ − τ c
−1
3 t
−1/3
]
+ o(t−1/3).
Now from (5) and (7) we see that J (1) = dJ (0)/ds and therefore by a general fact
tr ((I + J (0))−1J (1)) =
d
ds
log det(I + J (0)) =
F2
′(s)
F2(s)
,
5This is obtained from the kernel of J (0) by multiplying the integrand in (5) by the factor ζ − η′
from (6).
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so the determinant in (3) is equal to
F2(s) + o(1) + F2
′(s)
L∑
j=1
wj
wj ξ − τ c
−1
3 t
−1/3 + o(t−1/3). (8)
Again the o(1) term is independent of the wj.
The limit is independent of µ, so to evaluate the µ-integral in (3) we will only
need to use ∫
(τLµ; τ)∞
dµ
µL
= (−1)L−1 τ
(L−1)(3L−2)/2
(1− τ) · · · (1− τL−1) . (9)
Lastly we have to integrate over the wj in (3), so it remains to evaluate∫
Γ0,τ
· · ·
∫
Γ0,τ
F (w1, . . . , wL) dwL · · · dw1 (10)
and ∫
Γ0,τ
· · ·
∫
Γ0,τ
F (w1, . . . , wL)
L∑
j=1
wj
wj ξ − τ dwL · · · dw1, (11)
where
F (w1, . . . , wL) =
L∏
j=1
(wj − 1)L−j
wj(wj − τ)L−j+1
∏
i<j
wj − wi
wj − τwi .
IV. End of the proof of Theorem 1
Write
F (w1, . . . , wL) =
(w1 − 1)L−1
w1(w1 − τ)L GL(w1, . . . , wL),
where
GL(w1, . . . , wL) =
∏
j>1
(wj − 1)L−j
wj(wj − τ)L−j+1
∏
1≤i<j≤L
wi − wj
τwi − wj . (12)
The integral (10) is∫
Γ0,τ
· · ·
∫
Γ0,τ
(w1 − 1)L−1
w1(w1 − τ)L GL(w1, . . . , wK) dwL · · · dw1. (13)
It is shown in Appendix B that if ψ(w2, . . . , wL) is analytic in the neighborhood of
{0, τ}L−1 then ∫
Γ0,τ
· · ·
∫
Γ0,τ
GL(w1, . . . , wK)ψ(w2, . . . , wL) dwL · · · dw2
7
is analytic for w1 outside {0, τ} except for a pole of order at most L − 1 at w1 = 1,
and is O(1) for large w1. If we use this with ψ(w2, . . . , wL) = 1 we see by expanding
the w1-contour that the integral (13), which is the same as (10), equals zero. (The
pole of order L−1 is cancelled by the zero of order L−1 in the first factor.) Similarly,
by taking
ψ(w2, . . . , wL) =
L∑
j=2
wj
wj ξ − τ ,
we see that the integral (11), but with the sum starting at j = 2, is also zero.
Thus the remaining integral to be evaluated is∫
Γ0,τ
· · ·
∫
Γ0,τ
(w1 − 1)L−1
w1(w1 − τ)L GL(w1, . . . , wK)
w1
w1ξ − τ dwL · · · dw1. (14)
We do this by integrating out one variable at a time until we get to the end. Precisely,
we claim that for k = 1, . . . , L the integral equals
− ξ
L−1
(1− ξ)L (τ
k/ξ − 1)L−k (1− τ) · · · (1− τ
k−1)
τkL
(15)
×
∫
Γ0,τ
· · ·
∫
Γ0,τ
(wk+1 − 1)L−k−1
wk+1(wk+1 − τ)L−k
∏
j≥k+1
τ/ξ − wj
τk+1/ξ − wj GL−k(wk+1, . . . , wL) dwL · · · dwk+1.
(16)
For the inductive proof we use the easily checked fact that for k ≥ 0,
GL−k(wk+1, . . . , wL) =
(wk+2 − 1)L−k−2
wk+2(wk+2 − τ)L−k−1
∏
j>k+1
wk+1 − wj
τwk+1 − wj GL−k−1(wk+2, . . . , wL).
(17)
Using Appendix B again we see that we can expand the w1-contour in (14) and find
now that the integral equals minus the residue at w1 = τ/ξ. Using (17) with k = 0
we find that (14) equals the integral over wL, . . . , w2 of
−(τ/ξ − 1)
L−1
ξ (τ/ξ − τ)L
(w2 − 1)L−2
w2(w2 − τ)L−1
∏
j≥2
τ/ξ − wj
τ 2/ξ − wj GL−1(w2, . . . , wL)
= − ξ
L−1
τL (1− ξ)L (τ/ξ − 1)
L−1 (w2 − 1)L−2
w2(w2 − τ)L−1
∏
j≥2
τ/ξ − wj
τ 2/ξ − wj GL−1(w2, . . . , wL).
This verifies the claim for k = 1. Now assume it is true for k < L. From
Appendix B, with 1 replaced by k+1 and L replaced by L−k, we find by expanding the
contour that the integral over wk+1 in (16) equals minus the residue at wk+1 = τ
k+1/ξ.
Using (17) we see that this equals the integral over wL, . . . , wk+2 of
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(τk+1/ξ − 1)L−k−1
τk+1/ξ (τk+1/ξ − τ)L−k (τ/ξ − τ
k+1/ξ)
∏
j>k+1
τ/ξ − wj
τk+1/ξ − wj
× (wk+2 − 1)
L−k−2
wk+2(wk+2 − τ)L−k−1
∏
j>k+1
τk+1/ξ − wj
τk+2/ξ − wj GL−k−1(wk+2, . . . , wL)
=
(τk+1/ξ − 1)L−k−1
(τk/ξ − τ)L−k
1− τk
τL
× (wk+2 − 1)
L−k−2
wk+2(wk+2 − τ)L−k−1
∏
j>k+1
τ/ξ − wj
τk+2/ξ − wj GL−k−1(wk+2, . . . , wL).
If we multiply this by the factor (15) we obtain the statement for k+1. This completes
the inductive proof of the claim. When k = L the integral in (16) does not appear
and we obtain the result that the integral (11) equals
− ξ
L−1
(1− ξ)L
(1− τ) · · · (1− τL−1)
τL2
. (18)
Putting all this together, we have shown that when we multiply F (w1, . . . , wL) by
(8) and integrate the result is c−13 F2
′(s) t−1/3 + o(t−1/3) times (18). (Recall that (10)
equals zero, so the summand F2(s)+o(1) independent of the wj drops out, while (11)
gets multiplied by c−13 F2
′(s) t−1/3 and o(t−1/3) is added.) If we combine this with (9)
and refer to (3) we obtain
PL,Z+(x,m, t) = (−1)L−1 c−13
ξL−1
(1− ξ)L F2
′(s) t−1/3 + o(t−1/3).
Then using
ξ = −√σ/(1−√σ), c3 = σ−1/6 (1−
√
σ)5/3, c2 = σ
−1/6(1−√σ)2/3,
we see that
c−13
1− ξ = c
−1
2 ,
ξ
1− ξ = −
√
σ.
This gives the statement of Theorem 1, that
PL,Z+(x,m, t/γ) = c−12 σ(L−1)/2 F2′(s) t−1/3 + o(t−1/3).
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V. Proof of Theorem 2
Let P denote ASEP with step initial condition and P ′ the process whose occupied
sites are the unoccupied sites in P after the switch x → −x. Then P ′ is an ASEP
with step initial condition6 and the same p and q.
We want to compute the probability PG,Z+(x,m, t/γ) that xm = x in P at time
t/γ and sites x + 1, . . . , x + G are unoccupied. In terms of P ′ site x′ = −(x + G) is
occupied, as are sites x′ + 1, . . . , x′ + G − 1, while site x′ + G = −x is unoccupied
since x is occupied in P . Thus, if P ′ denotes probability for blocks in P ′ then
PG,Z+(x,m, t/γ) = P ′G,Z+(x′, m′, t/γ)−P ′G+1,Z+(x′, m′, t/γ), (19)
where m′ is such that xm′ = x
′ in P ′. To determine m′, observe that m − 1 is the
number of occupied sites in P to the left of x, so analogously m′ − 1 is the number
of unoccupied sites to the right of x + G in P . The number of unoccupied sites to
the right of x equals m− x, so the number of unoccupied sites to the right of x+G
equals m− x+O(1). Thus m′ = m− x+O(1).
The assumption of Theorem 1 is that we are in the KPZ regime in P , so that if
m = σt then σ is in a compact subset of (0, 1) and
x = c1 t+ c2 s t
1/3 where c1 = −1 + 2
√
σ, c2 =
√
σ
−1/3
(1−√σ)2/3. (20)
To apply Theorem 1 to the right side of (19) we have to show that we are in the KPZ
regime in P ′. This means that if we define
σ′ = m′/t, c′1 = −1 + 2
√
σ′, c′2 =
√
σ′
−1/3
(1−
√
σ′)2/3, (21)
then σ′ is in a compact subset of (0, 1) and
x′ = c′1 t+ c
′
2 s t
1/3 + o(t1/3).7 (22)
Since m = σt and m′ = m− x+O(1), it follows from (20) that
σ′ = σ − c1 − c2 s t−2/3 +O(t−1) = (1−
√
σ)2 − c2 s t−2/3 +O(t−1),
√
σ′ = 1−√σ − 1
2
(1−√σ)−1c2 s t−2/3 +O(t−1). (23)
6Not quite since the initial configuration for P ′ is the set of nonegative integers. This will make
no difference and we ignore the fact.
7It will turn out to be the same s. The o(t1/3) doesn’t matter since it can be removed by
replacing s by s+ o(1), which will give the same asymptotics.
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Clearly σ′ is in a compact subset of (0, 1), so it remains to verify (22). First, from
(21) and (23) it follows that
c′1 = −1 + 2
[
1−√σ − 1
2
(1−√σ)−1c2 s t−2/3 +O(t−1)
]
= −c1 − (1−
√
σ)−1c2 s t
−2/3 +O(t−1),
whence
c′1t = −c1t− (1−
√
σ)−1c2 s t
1/3 +O(1).
Then, from (21) and (23) again we see that
c′2 = (1−
√
σ)−1/3
√
σ
2/3
+O(t−2/3),
so
c′2 s t
1/3 = (1−√σ)−1/3√σ 2/3 s t1/3 +O(t−1/3).
Thus,
c′1 t+ c
′
2 s t
1/3 = −c1t−
[
(1−√σ)−1c2 − (1−
√
σ)−1/3
√
σ
2/3
]
s t1/3 +O(1).
Miraculously, the expression in brackets above equals c2, as is easily checked. There-
fore
c′1 t + c
′
2 s t
1/3 = −c1t− c2 s t1/3 +O(1).
Since x′ = −(x+G) = −c1t− c2st1/3 −G, relation (22) follows.
Hence we are in the KPZ regime in P ′ and may apply Theorem 1 to the right side
of (19). We obtain
PG,Z+(x,m, t/γ) = c′2−1 (σ′ (G−1)/2 − σ′G/2)F2′(s) t−1/3 + o(t−1/3)
= c′2
−1
(1−√σ)G−1√σ F2′(s) t−1/3 + o(t−1/3).
Finally, one sees that c′2
−1√σ = c−12 (1−
√
σ) +O(t−2/3), so the above equals
c−12 (1−
√
σ)G F2
′(s) t−1/3 + o(t−1/3).
This completes the proof of Theorem 2.
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Appendix A. Deformation to the operators JL,x,m(w)
In order to simplify notation, in this section we do not display the subscripts L
and x, since they will have the same meaning throughout. In particular the operator
we denoted by KL,x(z) before we now denote by K(z).
We follow the steps in the argument in [8]. We first make the changes of variable
ξ =
1− τη
1− η , ξ
′ =
1− τη′
1− η′ , zi =
wi − τ
wi − 1
in the kernel of K(z). The result is the operator K2(w) with kernel
K2(η, η
′;w) =
φ(η′)
η′ − τη
L∏
j=1
wj η
′ − τ
wj η′ − 1 ,
where
φ(η) =
(
1− τη
1− η
)x+L−1
e[
1
1−η
− 1
1−τη
]t.
This operator, which has the same Fredholm determinant as K(z), acts on functions
on a small (clockwise) circle γ about 1. Using
L∏
j=1
1
zL−j+1j (qzj − p)
∏
i<j
1
U(zj , zi)
∏
j
dzj
dwj
= (−1)Lq−L(L+1)/2
L∏
j=1
(wj − 1)L−j
wj(wj − τ)L−j+1
∏
i<j
wj − wi
wj − τwi ,
we see that (1) becomes
PL,Z+(x,m, t) = −τL(L+1)/2−(m+L−1)(L−1)
∫
Γ0,τ
· · ·
∫
Γ0,τ
L∏
j=1
(wj − 1)L−j
wj(wj − τ)L−j+1
∏
i<j
wj − τwi
wj − wi
×
[∫
det(I − λK2(w))
(τLλ; τ)m
dλ
λL
]
dwL · · ·dw1, (24)
where we made the substitution λ → τLλ in the λ-integral. The λ-contour is large
enough so that all the zeros of (τLλ; τ)m are inside the contour.
Now we shall use the two propositions on stability of Fredholm determinants stated
in Section II. We introduce the operator K1(w) with kernel
K1(η, η
′;w) =
φ(τη)
η′ − τη
L∏
j=1
τwj η − τ
τwj η − 1 .
12
Observe that K2(η, η
′;w) is analytic for η inside γ while K1(η, η
′;w) is analytic for
both η and η′ inside γ. Therefore, by Proposition 2, the Fredholm determinant of
K2(η, η
′;w) acting on γ clockwise is equal to the Fredholm determinant of
K1(η, η
′;w)−K2(η, η′;w)
acting on γ counterclockwise. Furthermore, if C denotes a (counterclockwise) circle
with center zero and radius R ∈ (1, τ−1), then the above difference is analytic in η
and η′ in the deformation from γ to C, the singularities at η′ = τη of the two kernels
cancelling. Using Proposition 1 we conclude that in the integral (24) the operator
K2(w) may be replaced by K1(w)−K2(w) acting on C.
Consider the kernel K1(η, η
′;w) acting on rC, where 0 ≤ r < 1. It is analytic for
η, η′ ∈ rC and so by Proposition 1 the Fredholm determinants are independent of r.
On the other hand their Fredholm determinants are the same as for r K1(rη, rη
′;w)
acting on C. As r → 0 these operators converge in trace norm to τLK0, where K0
has kernel
K0(η, η
′) =
1
η′ − τη .
8
We conclude that
det(I − λK1(w)) = det(I − τLλK0) = (τLλ; τ)∞.
For the last identity see the end of the proof of Proposition 4 of [8].
Next, define R(λ;w) = λK1(w) (I − λK1(w))−1, the resolvent operator of K1(w).
From the preceding we conclude that det(I − λK2(w)) appearing in (24) is equal to
det[I − λK1(w) + λK2(w)] = det(I − λK1(w)) det[I + λK2(w)(I +R(λ;w)]
= (τLλ; τ)∞ det[I + λK2(w) (I +R(λ;w))],
the operators acting on functions on C. Substituting this into (24) we obtain
PL,Z+(x,m, t) = −τL(L+1)/2−(m+L−1)(L−1)
∫
Γ0,τ
· · ·
∫
Γ0,τ
L∏
j=1
(wj − 1)L−j
wj(wj − τ)L−j+1
∏
i<j
wj − τwi
wj − wi
×
[∫
(λτm+L; τ)∞ det [I + λK2(w)(I +R(λ;w))]
dλ
λL
]
dwL · · · dw1. (25)
For the computation ofR(η, η′;λ;w), the kernel ofR(λ;w), we can see by induction
on n that the kernel of K1(w)
n is
τnL
φn(τη)
η′ − τnη
L∏
j=1
wjη − 1
τnwjη − 1 ,
8The operator with kernel rK1(rη, rη
′;w) equals the trace class operator K0 left-multiplied by
a function tending uniformly on C to the constant function τL.
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where
φn(η) = φ(η)φ(τη) · · ·φ(τn−1η) =
(
1− τnη
1− η
)x+L−1
e[
1
1−η
− 1
1−τnη
]t.
Therefore
R(η, η′;λ;w) =
∞∑
n=1
(λτL)n
φn(τη)
η′ − τnη
L∏
j=1
wjη − 1
τnwjη − 1 .
Since
φn(η) =
φ∞(η)
φ∞(τnη)
,
where
φ∞(η) = lim
n→∞
φn(η) = (1− η)−x−L+1 e
η
1−η
t,
we can write the kernel of K2(w)R(λ;w) as
∞∑
n=1
(τLλ)n
∫
φ∞(ζ)
φ∞(τn+1ζ)
L∏
j=1
wjζ − τ
τnwjζ − 1
dζ
(ζ − τη)(η′ − τnζ) .
Here |ζ | = R but by analyticity we may take any radius such that 1 < |ζ | < R. This
is equal to
∞∑
n=1
(τLλ)n
∫
φ∞(ζ)
ζ − τη
L∏
j=1
(wjζ−τ)
[∫
1
φ∞(uζ) (η′ − uζ/τ)
∏
j(uwjζ/τ − 1)
du
u− τn+1
]
dζ,
where on the u-contour we have τ 2 < |u| < τR/|ζ |. (The u-integral equals the residue
at τn+1.) Using
1
u− τn+1 =
∞∑
k=0
τ (n+1)k
uk+1
and summing first on n gives
∞∑
k=0
λτ 2k+L
1− λτk+L
∫
φ∞(ζ)
ζ − τη
L∏
j=1
(wjζ−τ)
[∫
1
φ∞(uζ) (η′ − uζ/τ)
∏
j(uwjζ/τ − 1)
du
uk+1
]
dζ.
If we take |u| > τ (as we may since |ζ | < R) then when we write
λτ 2k+L
1− λτk+L =
τk
1− λτk+L − τ
k,
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the above sum may be written as the sum of two, in the obvious way, since both series
will converge. Summing the second gives
−
∫
φ∞(ζ)
ζ − τη
L∏
j=1
(wjζ − τ)
[∫
1
φ∞(uζ) (η′ − uζ/τ) (u− τ)
∏
j(uwjζ/τ − 1)
du
]
dζ.
It is easy to check that the only singularity inside the u-contour is at u = τ , so
evaluating the u-integral in the above gives
−
∫
φ∞(ζ)
φ∞(τζ)
1
(ζ − τη)(η′ − ζ)
L∏
j=1
wjζ − τ
wjζ − 1 dζ = −
∫
φ(ζ)
(ζ − τη)(η′ − ζ)
L∏
j=1
wjζ − τ
wjζ − 1 dζ.
If we expand the contour so that R < |ζ | < τ−1, then we pass a pole at ζ = η′ and
get
− φ(η
′)
η′ − τη
L∏
j=1
wjη
′ − τ
wjη′ − 1 −
∫
φ(ζ)
(ζ − τη) (η′ − ζ)
L∏
j=1
wjζ − τ
wjζ − 1 dζ.
The first term in the above is exactly −K2(η, η′;w), so we have shown that
(K2(w)(I +R(λ;w))(η, η
′) = −
∫
φ(ζ)
(ζ − τη)(η′ − ζ)
L∏
j=1
wjζ − τ
wjζ − 1 dζ
+
∞∑
k=0
τk
1− λτk+L
∫
φ∞(ζ)
ζ − τη
L∏
j=1
(wjζ−τ)
[∫
1
φ∞(uζ)(η′ − uζ/τ)
∏
j(uwjζ/τ − 1)
du
uk+1
]
dζ.
In the first integral on the right |ζ | > R while in the second 1 < |ζ | < R and
τ < |u| < τR/|ζ |.
The first term on the right extends analytically for η, η′ inside C (the circle with
radius R) and the sum extends analytically for η inside C. It follows by Proposition 2
that for the Fredholm determinant we may replace K2(w)(I+R(λ;w) by the operator
whose kernel is the sum on the right.
If in the sum the index k were negative, then the u-integration would give zero
since the integrand would be analytic inside the u-contour. Therefore we may take
the sum over k ∈ Z. In addition we make the variable change u→ u/ζ and the sum
becomes
∑
k∈Z
τk
1− λτk+L
∫
φ∞(ζ)
ζ − τη ζ
k
L∏
j=1
(wjζ−τ)
[∫
1
φ∞(u)(η′ − u/τ)
∏
j(uwj/τ − 1)
du
uk+1
]
dζ,
where now τ |ζ | < |u| < τR.
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Recall that
f(µ, z) =
∑
k∈Z
τk
1− τkµ z
k,
which is analytic for 1 < |z| < τ−1. When we sum those terms involving k we get
∑
k∈Z
τk
1− λτk+L (ζ/u)
k = f(λτL, ζ/u),
so that the last sum equals
τL
∫ ∫
φ∞(ζ)
φ∞(u)
f(λτL, ζ/u)
(ζ − τη)(η′ − u/τ)
L∏
j=1
wjζ − τ
uwj − τ dζ
du
u
.
With the substitutions η, η′ → η/τ, η′/τ we see that the above has the same Fredholm
determinant as
τL
∫ ∫
φ∞(ζ)
φ∞(u)
f(λτL, ζ/u)
(ζ − η)(η′ − u)
L∏
j=1
wjζ − τ
uwj − τ dζ
du
u
,
where now the operator acts on a circle with radius r ∈ (τ, 1), and in the integrals
1 < |ζ | < r/τ, τ |ζ | < |u| < r.
We shall make the substitution λ = τ−mµ in (25). When we do that here we use
the easy fact f(τ−nµ, z) = (τz)n f(µ, z) and see that the above becomes
τm
∫ ∫
φ∞(ζ)
φ∞(u)
(
ζ
u
)m−L
f(µ, ζ/u)
(ζ − η)(η′ − u)
L∏
j=1
wjζ − τ
uwj − τ dζ
du
u
.
If we expand the u-contour, so that r < |u| < 1 on the new contour, then we pass the
pole at u = η′ with minus the residue equal to
τm
∫
φ∞(ζ)
φ∞(η′)
ζm−L
(η′)m−L+1
f(µ, ζ/η′)
ζ − η
L∏
j=1
wjζ − τ
wjη′ − τ dζ = τ
m JL,x,m(η, η
′;w),
by definition (2). (The function f(µ, ζ/η′) remains analytic during the deformation.)
The new double integral is anaytic for |η|, |η′| ≤ r and JL,x,m(η, η′;w) is analytic for
|η| ≤ r, so by Proposition 2 we may replace the last double integral by JL,x,m(η, η′;w).
Making the substitution λ = τ−mµ in (25) and replacing K2(w)(I + R(λ;w)) by
τmJL,x,m(w) we arrive at (3).
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Appendix B. Singularity of the GL-integral
Here we show that if ψ(w2, . . . , wL) is analytic in the neighborhood of {0, τ}L−1
then ∫
Γ0,τ
· · ·
∫
Γ0,τ
GL(w1, . . . , wL)ψ(w2, . . . , wL) dwL · · · dw2 (26)
is analytic for w1 outside {0, τ} except for a pole of order at most L−1 at w1 = 1, and
is O(1) for large w1. This is straightforward except for the nature of the singularity
w1 = 1, which occurs when some wj is integrated over Γτ . We show that it is pole of
order at most L− 1.
The integral (26) is a sum of integrals in each of which some wj are taken over
Γ0 and some over Γτ . Let Z be the set of former indices, and integrate first with
respect to the wj with j ∈ Z. There are simple poles at wj = 0. When evaluating
the integrals we recall the convention, which is relevant only for the integrals over
Γ0, that we integrate first with respect to the wj with the largest j. If in the double
product in (12) some j ∈ Z then the product over i equals τ j−1, while if i ∈ Z but
j 6∈ Z then that factor becomes 1. Thus after these integrations we are left with a
constant times (26) except that all indices run over Zc, and all integrals are over Γτ .
In the function ψ(w2, . . . , wL) the variables wj with j ∈ Z are set equal to zero.
To be more explicit, set n = |Z| and let the indices in Zc be ℓ2 < ℓ3 < · · · < ℓL−n.
(Note that ℓ2 ≥ 2.) Then the integrand becomes a function analytic near all wℓj = τ
and w1 = 1 times ∏
1<i<j(wℓi − wℓj)∏
j>1[(wℓj − τ)L−ℓj+1(τw1 − wℓj)]
.
We make the variable changes wℓj → wj + τ , so the integrations are over Γ0 and the
integrand equals is a function analytic near all wj = 0 (j ≥ 2) and w1 = 1 times∏
1<i<j(wi − wj)∏
j>1[w
L−ℓj+1
j (τ(w1 − 1)− wj)]
. (27)
It is conventient to set
v = τ(w1 − 1),
so that τ(w1 − 1) − wj = v − wj. The analytic multiplying function has a series
expansion ∑
α2,...,αL−n≥0
c(α2, . . . , αL−n)
L−n∏
j=2
w
αj
j , (28)
where the coefficients are polynomials in v.
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The numerator in (27) is equal to a Vandermonde determinant det(w ij ). (Rows i
run from 0 to L−n−2 and columns j from 2 to L−n.) Multiplying by the rest of (27)
and the product in (28) has the effect of multiplying column j by w
−L+ℓj−1+αj
j /(v−wj).
So we obtain a linear combination over α2, . . . , αL−n of determinants with i, j entry
w
i−L+ℓj−1+αj
j
v − wj . (29)
We are to integrate this over all wj ∈ Γ0. Since wj appears only in column j,
the multiple integral is gotten by integrating each entry. The i, j-entry integrates to
vi−L+ℓj−1+αj if i−L+ℓj+αj ≤ 0, when the exponent is negative, and zero otherwise.9
We make the substitution i → L − n − 2 − i (the new i also runs from 0 to
L − n − 2) and set V = v−1. Then the i, j entry is V i+n+3−ℓj−αj if the exponent is
positive and zero otherwise. We factor out V from each entry and get V L−n−1 times
the determinant whose i, j entry is V i+n+2−ℓj−αj if the exponent is nonnegative and
zero otherwise. Since for what follows we want j, as well as i, to start from 0 we
replace the nonzero entries by
V i+n+2−ℓj+2−αj+2 . (30)
Lemma. Suppose we have a determinant with i, j entry V ai−bj if the exponent is
nonnegative and zero otherwise. (The indices begin at 0.) If the determinant is
nonzero then the ai and bj , after reordering, satisfy
b0 ≤ a0 < b1 ≤ a1 < b2 ≤ a2 < . . . ,
in which case the determinant equals ±V
∑
i(ai−bi).
Proof. We may assume the sequences {ai} and {bi} are nondecreasing. If the deter-
minant is nonzero then some exponent a0 − bj in the top row is nonnegative. Then
this would hold for the smallest bj , which is b0. If also a0 − bj were nonnegative for
some j > 0 then columns 0 and j would be linearly dependent since there would be
no zero entries in these columns. (Because the remaining ai ≥ a0.) Hence bj > a0
for j > 0 and the 0, 0-entry is the only nonzero one in the top row. Therefore the
determinant equals V a0−b0 times the 0, 0 cofactor, which is of the same form as the
original determinant. The result follows by induction.
It follows from the lemma that when ai = i and the bj are integers the determinant
is nonzero only if the bj when reordered satisfy b0 ≤ 0 and bj = j when j > 0, in
which case the determinant is ±V −b0 . For the determinant with entries (30) we have
ai = i and
bj = −n− 2 + ℓj+2 + αj+2 ≥ −n
9If any αj > L − ℓj then the jth column is zero, and therefore so is the determinant. Thus the
linear combination is a finite one.
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for all j since αj+2 ≥ 0 and ℓj+2 ≥ 2. Thus the determinant is O(V n). Recalling
the factor V L−n−1 we had for this determinant we have shown that our original
determinant is O(V L−1) = O((w1 − 1)−L+1). Therefore the singularity at w1 = 1 is a
pole of order at most L− 1.
Acknowledgments
The authors had interesting communications with Ivan Corwin who has found a
way, from other considerations, to conjecture Corollaries 1 and 2. The authors also
thank Timo Seppa¨la¨inen for helpful comments.
The work was supported by the National Science Foundation through grants
DMS–1207995 (first author) and DMS–1400248 (second author).
References
[1] G. Amir, I. Corwin, and J. Quastel, Probability distribution of the free energy
of the continuum directed random polymer in 1+1 dimensions, Commun. Pure
Appl. Math. 64 (2011), 466–537.
[2] I. Corwin, The Kardar-Parisi-Zhang equation and universality class, Random
Matrices: Theory and Application 1 (2012) 1130001 [76 pages].
[3] J. Quastel and H. Spohn, The one-dimensional KPZ equation and its univer-
sality class, arXiv:1503.06185.
[4] T. Sasamoto and H. Spohn, The crossover regime for the weakly asymmetric
simple exclusion process, J. Stat. Phys. 140 (2010), 209–231.
[5] F. Spitzer, Interaction of Markov processes, Adv. Math. 50 (1970) 246–290.
[6] C. A. Tracy and H. Widom, Integral Formulas for the Asymmetric Simple Ex-
clusion Process , Comm. Math. Phys. 279 (2008) 815–844. Erratum to “Integral
formulas for the asymmetric simple exclusion process”, Comm. Math. Phys.
304 (2011) 875–878.
[7] C. A. Tracy and H. Widom, A Fredholm Determinant Representation in ASEP,
J. Stat. Phys. 132 (2008) 291–300.
[8] C. A. Tracy and H. Widom, Asymptotics in ASEP with step initial condition,
Comm. Math. Phys. 290 (2009) 129–154.
[9] C. A. Tracy and H. Widom, Blocks in the asymmetric simple exclusion process,
to appear in J. Math. Phys., arXiv:1707.04927.
19
