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( Херсон I 
Указан способ построения векторов, инвариантных по направлению относитель­
но двух итераций s-шагового метода скорейшего спуска. Найдено достаточное усло­
вие, при котором справедлива гипотеза Форсайта об асимптотическом поведении 
s-шагового метода скорейшего спуска. 
Введение 
1. Пусть дано уравнение 
(1) Au=f, 
где А — линейный положительно-определенный и самосопряженный опе­
ратор, действующий в вещественном гильбертовом пространстве Я. Ре­
шение уравнения (1) ищется с помощью s-шагового метода скорейшего 
спуска (м.с.с). Последовательные приближения и0, ии . . . к решению урав­
нения (1) строятся по правилу 
(2) о » + , = в » + ^ т Г Л ' - Ч ' А—0,1 
где zk=Auh—f, а числа выбираются из условия минимума величины 
F(uk+l) =0.5 (Auh+i, uk+i) -(»k+1, f). 
Доказательство сходимости и оценки скорости сходимости s-шагово­
го м.с.с. получены в [1] и [2]. Неулучшаемая оценка скорости сходимости 
этого метода в конечномерном пространстве Я найдена в [3] . 
Теоретический и практический интерес представляет изучение асимп­
тотического поведения s-шагового м.с.с. (т.е. изучение сходимости по­
следовательности векторов yh=zh/\\zh\\). Для одношагового ( s = l ) м.с.с. в 
конечномерном пространстве в [4], [5] установлено, что последователь­
ности {у2к}к=ог {^2A+i}ft=o сходятся. Обобщение некоторых результатов об 
асимптотическом поведении s-шагового м.с.с. в конечномерных простран­
ствах на бесконечномерные приведено в [6] . Вопросам практического 
применения асимптотических свойств и изучению асимптотической ско­
рости сходимости одношагового м.с.с. посвящены работы [7] — [9]. 
Наиболее известные результаты об асимптотическом поведении s-ша­
гового м.с.с. ( s > l ) в конечномерном пространстве принадлежат Форсай­
ту. Так, им доказано (см. [5]) , что множество предельных векторов 
R(y0, А) последовательности {# 2JfUo связно и замкнуто в Я и что каждый 
предельный вектор инвариантен по направлению относительно двух после­
довательных итераций. 
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- В настоящей работе сформулировано условие, при котором последо­
вательность {г/2ь}£=о сходится, а также исследуется множество векторов 
F(A) из единичной сферы, инвариантных по направлению относительно 
двух последовательных итераций s-шагового ;м.с.с. В § 1 указан критерий, 
позволяющий только по многочлену Ps(t, у) ответить на вопрос, принад­
лежит ли вектор у множеству F{A).В § 2 найдено необходимое и доста­
точное условие, которому должен удовлетворять произвольный веществен­
ный многочлен P(t), для ТФТО чтобы существовал хотя бы один вектор */<= 
е Я такой, что P(t)=Ps(t, у) (множество F(P) всех г/, удовлетворяющих 
данному равенству, определяется множеством положительных решений 
указанной в § 2 системы линейных уравнений). Далее определяется сово­
купность всех многочленов, удовлетворяющих критерию § 1 и условию 
§ 2, и строится множество F(A) как объединение множеств F(P) по всем 
многочленам этой совокупности. В частности, показано, что множества 
Fm(A) (см. п. 2) непусты при любых 0 < X i < . . . <Km и m„ s+Km<2s. 
В § 3 рассматривается специальное множество V(I) векторов из ( s+1) -
мерного подпространства, натянутого на собственные векторы операто­
ра А. Доказано, что если R(y0, A)f\V(I)=?L0,i то последовательность нор­
мированных градиентов v0y v2,... сходится, если только v0 принадлежит 
достаточно малой окрестности ректора у:0. Более того, предел последова­
тельности Vo, v2l—непрерывно зависит от vQ из данной окрестности век­
тора г/0. В частности, для любого s доказано существование .векторов у0*£ 
&F (А) таких, что последовательность г/0, z / 2 , . . . сходится. 
2. Здесь и в дальнейшем полагаем, что ,А — диагональная матрица с 
различными собственными значениями: 
^ = d i a g ( X i , . . . Д п ) , 0 < A , i < . . . <Я„ 
(общий случай рассмотрен в § 3) . Так как случай 2s>n сводится к слу­
чаю 2s^n путем добавления/к векторам нулевых компонент (не влияю­
щих на свойства s-шагового м.с.с), то всюду предполагается также 2s<rc. 
Положим 
8 
(3) РДЛ, 2 „)=Я+^ Т < ( 0 ) Л\ 
где коэффициенты у№ определяются из соотношения (2) при 7с=0, Д — 
единичная матрица. Пусть 2* — множество векторов из единичной сфе-
- ры 2 пространства Н, у которых по крайней мере s + 1 ненулевых компо-
нент. Каждому * / е 2* поставим в соответствие матрицу Т ( г/) = 
=Ps(Ay y)/\\Ps(A, у)у\\, где PS{A, у) определено в (3) с z0=y. Множество 
F{A) совпадает с множеством решений уравнения 
(4) Т0/)У'-У, 
где у'=*Т(у)у. Так как многочлен степени 2s имеет не более 2s дорней, 
то решениями уравнения (4) могут являться векторы не более чем с 2s 
ненулевыми компонентами. Множества Fm(A)y s+l<m^2si решений 
уравнения (4) cm ненулевыми компонентами фактически не исследова­
ны, и даже вопрос об их непустоте в общем случае является открытым 
(множество Fs+i(A) изучено в [5] ; оно совпадает с множеством векто-
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ров, имеющих в точности s+1 ненулевую компоненту). Отметим, что в 
[5] установлена непустота некоторых из. множеств Fm(A)r s+l<m<2s, 
лишь для спектров, симметричных относительно! середины. 
§ 1 . Условие включения в множество F (А) 
В § 1, 2 рассматриваются векторы у из F(A), имеющие только пер­
вые m ненулевых компонент (т.е. г/= (г/±..., ут, 0, . . . , 0 ) , у^О, 
2 , . . . , т), что, по существу, не ограничивает общности утверждений. 
Уравнение (4) запишем в виде 
(1.1) Р8(А, y')Ps{A, y)y=\\Ps(Ary')Ps(A> у)у\\у. 
Так как многочлен P8(t, у) с точностью до постоянного множителя равен 
определителю (см. [5]) 
D(t,y) = deb 
р,0 pa . • • | V i 1 
Ра |А 2 . . . t 
где 
ца=(А« y,y)=&\ Ш<\ a = 0 , l r - . . , 2 s - l , tt 
то уравнение (1.1) эквивалентно следующей системе нелинейных алге­
браических уравнений относительно уи ...,ут: 
(1.2) Л ' Л ^ / Л , й - 1 , 2 , . . . , п » , 
где Ph=Pk(y)=D(K, У), 
(1.3) Pb' = Pk'(y) = det 
Hi' ji 2 ' 
^ 2 
a = 0 , l , . . . , 2 s - l . 
Непосредственное решение системы (1.2) затруднительно, однако 
верна 
Т е о р е м а 1. Вектор у принадлежит множеству F(A) тогда и только 
тогда, когда существует многочлен Ps{t) = ^ 0 + ^ 1 ^ + • • • +Y^ S такой, что для 
всех &=1, 2 , . . . , m справедливо равенство 
(1.4) 
Предварительно докажем вспомогательное утверждение. 
Л е м м а 1. Пусть y=(yi,..., ym, 0 , . . . , 0)i, i = l , 2, Гогда 
(1.5) •Pi Pi Pfn Prr PJÎ /JI •. • Pj, Aj,..^ Вы...! m i 
i < i 1 < . . . < j s < m 
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где 
B\ju..j т = det 
я*1 • я ^ 
1 1 . . . 1 1 
р х р л . . . ph рт 
Суммирование в (1.5) ведется по всем наборам / 4 , . . . , / « , ' удовлетво­
ряющим указанным там условиям. 
Д о к а з а т е л ь с т в о . Из определения Р / , &=1, 2 , . . . , иг, следует, 
что 
(1.6) л - = >', ^ , 2 . . . р ; 5 ^ д 3 1 . . , и А л . . , , + 
i < j i < . . . < i s < w 
(1.7) 
i<Ji<. . .< ia 
Р"» VmPhVu • • • Р; s _ 1 I / i s _ 1 ^ w i i - i s _ i Amji...j $_ti, 
K J i < . . . < J e - i < m 
P̂ n — ^ Phl/ji2 • •• • Pi s J/i5^ii..-isrn^ii...is"'" 
!<J i< . . .<Je<m 
+• ^ PfvWVb •, - P L i ^ s - i A ^ - i e _i A i i i . - i 8 _i^ 
1<Л<.. .<; В -1<т 
С помощью (1.6), (1.7) получаем 
(1.8) Р/Р±-Рт'Рт=- 2J ВД,¥-^.Д-,Х 
K i i < . . . < i e - i < w i 
K i i < . . . < i s < r a 
PтРиУн • • • Pj s 2/jsAji...^Ajb..ie 
K i i < . . . < i s < w 
Рассмотрим выражение 
(1.9) ЛУ1 . 8 Д, Л . . . ^ 1 ' + / , т у а т А™л. . . у_ а = ' 
PiUi* + Pmy2m 1 • • • 1 
= d e t 
я Г а д + я ^ р ^ я Г . . . 
В силу построения, вектор г/' ортогонален векторам г/, 4 г / , . . . И 8 " 1 ?/, т. е. 
m 
~ -^Я.Ч>,у, 8=0, a = 0 , l , . . . , s - l . • 
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Используя это соотношение, преобразуем (1.9) к виду 
(1.10) Р^А^..^ +PmyJAmU...Js_i=- ^ РШ'А^..^ < 
i < i < m 
Подставляя (1.10) в (1.8), убеждаемся: в справедливости леммы. Лемма 
доказана. 
З а м е ч а н и е 1. Если в левой и правой частях тождества (1.5) поменять одно­
временно ролями % т и - А*,, ут, и у к, то левая; часть (1.5) преобразуется в разность 
Pi'Pi-Pk'Ph, а измененная правая часть (1.5) даст представление этой разности, ана­
логичное представлению разности Р^'Р^-РтРт правой частью (1.5). 
Д о к а з а т е л ь с т в о т е о р е м ы 1. Пусть существует многочлен 
Ps(t)i удовлетворяющий условию (1.4).; Тогда для любого набора целых 
чисел K / i < . . . <js+i<m определитель! Bih .. . ^—О и, следовательно, 
в силу леммы 1 и замечания к ней, P/Pi—Л/£\=0, Л=»1, 2 , . . . , т. Итак,г 
вектор у — решение системы (1.2), т. е. y?=F(А). 
Наоборот, если y^F(A), то многочлен Ps(t) с точностью до постоян­
ного множителя равен многочлену P s ( £ , у,'). Теорема доказана. 
§ 2. Построение множества F(A) ' 
1. Пусть P(t)=ts+qs-its~i+ ... +q0 — произвольный многочлен с ве­
щественными коэффициентами. Обозначим через Nm(P) совокупность 
действительных решений (уи ..., ут), г/i^O, i==l, 2, ...,ттг, системы урав­
нений 
т т 
(2.1) Yjyl=U £ W W - O , a = 0 , l , . . . , s - l , 
г = 1 г' = 1 
линейной относительно у*,..., г/ т 2. Имеет место 
Л е м м а 2. Множество Nm(P) непусто тогда и только тогда, когда ко­
личество перемен знака последовательности P ( X i ) , . . . , P(Xm) равно s. 
Если (уи . . . ,ym)z=Nm(P), то вектор у=(уи:..., z/ m , 0 , 0 ) е = # таков, что' 
Ps(t, у) =^cP(t), где с — некоторая постоянная. 
Множества Nm(P),, s+l^m^2s, играют роль «кирпичиков», из -кото­
рых будет построено множество F(A), и могут быть найдены с помощью 
методов линейного программирования (см., например, [10]) . 
2. Укажем сначала способ построения множества F2s(A). Пусть 
/ : . -
28 
?>'*= min max l<?2 s(*)l* - CM'*) = Т Т 
* e l . 2 • * e ( * 2 f - l . * 2 i > 
Зафиксируем (J,-0<fJ<[J*, и обозначим через т / ^ т Д / = 1 , 2 , . . . , 5 , корни 
многочлена (?2s(0—Р> расположенные в интервале (A,2j-i, Пусть Л/— 
множество конечных последовательностей (ih i s ) , где i i ? / = 1 , 2 , . . . , 5, 
могут принимать только значения 1 или 2. Рассмотрим многочлен 
Л ; , . Л ( 0 = Д ( т / ' - 0 , 0 i , . . . ,J s )< 2ЯГ. 
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Пусть Л^ДРрг,... и) — множество действительных решений системы (2.1) 
при P(t) = P P i , . . . u(t). Обозначим через F28($, i u . . . , i s, А) совокупность 
векторов ( г / 1 ? . , . , y2s, 0 , . . . , 0 ) е = # таких, что (уи ..., y28)^N28(Pm .. - . * , ) . 
В силу леммы 2, F2s(^ i u . . . , is, А)Ф0, и если (р, г 4 , г 3 ) ¥ = 
=^(р, ^ , . . . , ? в), то ^ 2 s(P, ii, . . . Л , Л )П^ 2 8 (р , и , . . . . , i e , А)=0. Из построе­
ния множеств Ми(Р$и... *s) и теоремы 1 следует 
(2.2) F2S(A)= U (J ^ ( р , ^ , . . . , 1 з , Л ) . 
3. Для m<2s рассмотрим последовательность из 2s плюсов и минусов, 
образованную чередованием групп +— и —+•. Например, если 5 = 5 , то по­
следовательность знаков такова: + + + ++—. Пусть пи ..., nm-i — 
набор целых неотрицательных чисел. Оставим первый слева знак после­
довательности знаков и сотрем nt следующих за ним знаков. Из группы 
знаков, расположенных справа от стертых, оставим первый слева (если 
он существует) и сотрем п2 следующих за ним знаковой т. д. Будем гово­
рить, что последовательность знаков, полученная в результате описанной 
процедуры, порождается набором п и п т - и Например, если 5 = 6 , то 
набор 1, 0, 1, 2, 0, 1, i порождает последовательность знаков +—+—+—+. 
Набор пи...., Пт-t назовем допустимым, если порожденная им после­
довательность имеет в точности s перемен знака. 
Пусть {at-}?f:™ — не равные Кл,.,., A,m, X i < a i < . <а2з-т<Хт1 числа. 
Обозначим через щ, / = 1 , 2 , . . . , т—1, количество чисел а*, принадлежащих 
интервалу (Л,-, Xj+i). Конечную последовательность аи ..., а28-т назовем 
допустимой, если допустимым является построенный по ней набор ntl,.. 
. . . , Tlm—i. 
Пусть Я / < . . . <Я 2 / — упорядоченная по возрастанию совокупность 
чисел ^ i , . . . , Хт, oci,..., a 2 s-m, где а и . . . , a 2 s - m — допустимая конечная по­




P * , . . . a 2 s _ m = min max \Qtra^m{t)\. 
Пусть , 0 < p < p * 1 . . . a 2 s _ m , a T } a i . . . a 2 s _ m < T l a i . . . a 2 s _ r a - к о р н и многочлена 
^ai . . .a 2 s -m щ ^ расположенные в и н т е р в а л е ( ^ Д г / ) . Образуем много­
член 
где (h,..., is)^M — множеству, определенному в п. 2. Пусть Fm(^ i u . 
. . . , is, a"i,..., a 2 s - m , A) — совокупность векторов (yu . . . , ym, 0 , . . . , 0) 
таких, что '(уи - • #m) S (Рьи/.л^™) ~ множеству действительных 
решений системы (2.1) при Р (t) = PlZ'J*~M (0- Используя теорему 1 
и лемму 2, можно показать следующее: 
(2.3) F n { ^ i u . . : \ i А)Ф0; 
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при . . . , i e, а 1 ? . . . , a 2 s - m ) ^ ( p , i 4 , . . . , is, a l 5 . . . , a 2 s _ m ) и p < p a i . . ^ 2 s _ m ; 
(2.4) ... и . и, :'u ^ m ( M i . . . . , 
( a i , . . . , a 2 s _ m ) e G O <&<0* ; •-<ii,.-r'., *S)€=M 
. . o , j g , OCl,'. • . , 0C2 S _ m , 
A), ' 
где G = 7 ^ 0 — множество всех допустимых конечных последовательностей 
0 *1 , . . . , 0& 2 s—m« 
З а м е ч а н и е 2. Из соотношений (2.2) - (2.4) следует, что Fm(A) представляет 
собой объединение несчетного семейства непустых множеств, следовательно, непус­
то. Тем самым доказано, что при произвольных 0<%i< . . . < Я т и m, s+Km^2s, 
множество векторов, инвариантных по направлению относительно двух последова-' 
тельных итераций s-шагового м.с.с. и имеющих в точности пг ненулевых компонент, 
непусто. 
§ 3. Асимптотическое поведение s -шагового м.с.с. 
1. Пусть yh=zk/\\zh\\, й = 0 , 1 , . . . , — нормированные градиенты s-шагово-
го м.с.с. В [5] высказана гипотеза, что для любого вектора / ? о е 2 * после­
довательность {у2k} £10 сходится. Справедливость этой гипотезы доказана 
в случае 5 = 1 и очевидна для y0^F(A). При s > l , по-видимому, неизвест­
но, существует ли хотя бы один вектор y^F(A) такой, что {г/ 2ь}^о с х о " 
дится. 
2. Обозначим через ЕА множество векторов г/<=2*, для которых соответ­
ствующие последовательности у0=у, у2, •.., У in,... сходятся (векторы 
г/2, г / 4 , . . . зависят от г/0), а через / : E 4 ^ F ( 4 ) — функцию, определенную 
по правилу 
f (у) = limy 2k. 
Пусть / — набор целых чисел iu . . . , i8+i, K f 4 < . . . <is+i<n; а H(I) — 
подпространство пространства Я, натянутое на собственные векторы матри­
цы А, соответствующие собственным значениям {А г }ге1. Через V{I) обозна­
чим множество векторов 1 г/е2*Г)#(/) таких, что для каждого 1^1 и / е 
^ { 1 , 2 , . . . , п}\1 справедливо неравенство 
(3.1) Ps(Xi,y')Ps(h,y)>\Ps(Xhy/)Ps(Xj, у)\ 
(здесь уг=Т(у) у). С помощью леммы 2 можно показать, что существует 
по крайней мере один набор / , для которогоY {1)Ф0. Отметим также, что 
если V (1)^=0 для некоторого / , то 1, 
Основным результатом данного параграфа является 
Т е о р е м а 2. Если R(y0, А)ПУ(7)=й0, то на достаточно малой окрест-
ности вектора у0 
0(^yo)-{v\v^\\v-yo\\<6} " v : 
функция f определена и непрерывна. '> 
Для произвольного вектора положим vr=T;{v)v, v"=*T(v'):v'., 
а v = (vu ..., vn) — проекция вектора v на подпространство Я ( / ) , v = (viy... 
. . . , vn) — ортогональное дополнение (т. e.v=*v+v, v^H(I), v-LH(I))* 
Предварительно докажем вспомогательное утверждение. 
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Л е м м а 3. Для всякого замкнутого множества К^Ъ* существует не­
отрицательная, ограниченная на К функция aK(v) такая, что для любо­
го V*=K 
(3.2) Hi/7-!;!!* - ( [ T ( v ' ) T ( v ) - Е ] % v) +aK(v) \\v\\\ 
Д о к а з а т е л ь с т в о . Соотношение (3.2) эквивалентно равенству 
(3.3) ([T{t/)T(v)-E]% v)=uK(v)\\v\\\ 
Если v<£H(I), то из (3.3) следует, что 
(3.4) aK(v) = {[T(v')T(v)-E}% 
Для v^H(I) положим aK(v)=0. Определенная таким образом функция 
<x>K(v) неотрицательна. Покажем, что она ограничена на К. 
Выражение (3.4) запишем в виде 
п 
(3.5) aK(v) = J^[P/(v)PM-L'4v)]%VL(v)\\v\\\ 
l'=l 
где 
L(v) = ^[Pi'(v)Pi(v)]2vi\ 
i = l 
P/(v), Pi(v) определены в (1.3). Функция L(v) непрерывна и положи­
тельна на 2*, поэтому существует 
Z = m i n L ( i ; ) > 0 . 
Пусть 
Р= max sun [Р/ (v)Pi(v) ]2, 
n 
<?=sup J^[Pi'(v)P{{v)-L*{v)]W. 
Из (1.3) следует, что Р < ° ° , (?<•<». Если для некоторого v^K 
п п 
2 = 1 г' = 1 




В противном случае (L'(v)>L"(v)) запишем 
(3.8) Р/ИР^)-Ь,г>^)=Р/(и)Р{(и)-[и(г)У>>--
-B(v)L"{v)l[L'(v)]\ 
где 0 < 6 ( i ; ) < 1 / 2 . Применяя к разности P/(v)Pi(v)—P/.(v)P5(v) замеча­
ние 1, можно показать, что при i^I 
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где а —число, не зависящее от v\ поэтому из соотношений (3.6), (3-8) 
следует, что в случае L'(v) >L"(v) 
(3.9) aK(v)<[a(2iyh+P]2/2l\ 
Справедливость леммы 2 вытекает из (3.7), (3.9). Лемма доказана. 
Д о к а з а т е л ь с т в о т е о р е м ы 2. Пусть у^В(у0, А)П7(/). Тогда су­
ществует 8!-окрестность то^ки у 
0(eiyy)^{v\v^ Wv-yW^} 
такая, что для каждого v^O(eu у) выполняются церавенства 
(3.10) \\v"-v\\<M\\v\\,._ 
(3.11) \\v"-v\\<p\\vl Р < 1 , 
где Ж, р —числа, не зависящие от v. Действительно, пусть st таково, что 
0(ги i / )s2* (0 ( е 4 , у) — замыкание окрестности j0(ei, у) в Я ) . Из равно­
мерной ограниченности по v матриц T(v) на множестве 0(ги у) и лем­
мы 3 (щжК=0{ги у)) следует справедливость неравенства (3.10). Умень­
шая 8 4 , можно добиться также выполнения соотношения (3.11) (в силу 
непрерывности Ps (Я*, v) по v на О (ei, у) и неравенства (3.1)). 
Пусть е 2 удовлетворяет условию 0<е 2 <(1—§)ej( l—р+М). Докажем, 
что на 0 ( е 2 , у) функция / определена и непрерывна. Построим последо­
вательность функций gh. 2*-*2* по правилу 
и подействуем ими на произвольный вектор v0^O(s2l у) 
Величина v2h^O(&i, у) для каждого 0, 1 , . . . . Действительно, пусть 
v2k^O(Eu у) для к^р. Так как 
а в силу неравенств (3.11), (3,10) для &=0, 1 , . . . , р 
(3.12) \\v2k+2-v2h\\^MPke2, 
то | | у 2 Р + 2 - г / | | < М е 2 ( р р + р р - 1 + . . . + l ) + e 2 < 8 i , т. е. v2p+2^0(su у). 
Таким образом, оценка (3.12) обеспечивает сходимость ряда 
l|l>2fc+2-l>2fcll 
ц тем более сходимость ряда u0+(v2—v0)+... + (v2h+2—v2k)+... , т. e. У о * ^ . 
Докажем непрерывность функции f в точке у 0. По заданному е > 0 
выбираем такое натуральное число N, что 
(3.13) р ^ < 8 ( 1 - р ) / з м е 2 . ; 
- В силу непрерывности функции g2N(v) на 2*, существует б 4 > 0 такое, что 
0(8U v0)^O{e2,y) и 
{3.14) g2N(O(^v0))<O^,v2Ny : 
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Тогда f(0(Su vQ))^0(е, / ( У 0 ) ) . Действительно, пусть и — произвольный 
вектор из 0 ( 6 1 ? у 0 ) . Используя (3 .12)-(3 .14) , оцениваем | | / ( У 0 ) — / ( « ) | | : 
(3.15) № 0 - / ( « ) l l ^ £ ( l ! 
•"' V. '•• Г; ' '.' ' i = J V" . . . . . . . ,. . .. , ' _ . . . . . . . . . . . . 
+11 У 2 л — « 3 . v l l < 2 M e 2 ( р Л ' + р Л Ч Ч - . . . ) Ц - < e , ! ; - ' - •>••'< 
О 
т . е . / М е О ( е , / Ы ) . 
Итак, функция / определена и непрерывна на О(е 2 , г/). 
Поскольку y^R(y0i А), то у2р*=0(е2, у) для некоторого номера /?. В силу 
непрерывности g2P(v) на 2*, существует б > 0 такое, что g2P(0(8, Уо))^ 
—0(е 2 , у). Окрестность 0 (6 , у0) — искомая в теореме окрестность. В самом 
деле, функция / определена на 0 ( 6 , у0): 
. f(v) = limg2h(v)=f(g2p(v)), уеО(6 , у о), 
и непрерывна как суперпозиция двух непрерывных функций. Теорема 
доказана. 
Если yo^V(I), то условие теоремы 2 выполнено: 
Л(г/0, A)()V(I) = {yQ}¥=0. 
Следовательно, существует окрестность 0 (6 , у0) точки г/0, на которой 
определена и непрерывна функция /, причем из доказательства теоремы 2 
видно, что / ( 0 ( 6 , г /о))— # . ( / ) . В частности, отсюда вытекает существование 
векторов г / о е 2 4 таких, что y0^F(А). 
3. До сих пор предполагалось, что А — диагональная матрица с различ­
ными собственными значениями. Однако все результаты могут быть рас-' 
пространены и на общий случай. Действительно, выбирая в качестве бази­
са пространства Н ортонормированную систему собственных векторов 
оператора А, можно считать, что А задается диагональной матрицей, возмож­
но, с кратными собственными значениями %i= . . . = Я Л 1 < Я А 1 + 1 = - . ; . . = A , F E 2 < 
< Я ь 2 + 1 = . . . < t a n _ 1 + i = . . . =Xkn- Пусть £ = d i a g ( A , f t l , . . . ,-ЯЛ п), a Rn есть тг-мер-
ное арифметическое пространство. Установим связь между асимптотиче­
скими свойствами 5-шагового м.с.с. в пространстве Н (с матрицей Л ) 
и в Rn (с матрицей В). Положим, что 2 П — единичная сфера в Д п , 2 П * ^ 2 П — 
множество единичных векторов, у которых по крайней мере 5 + 1 ненуле­
вых координат. Пусть PS(A, г/), QS{B, х ) — матричные многочлены, реали­
зующие итерацию s-шагового м.с.с. в пространствах Н и Rn соответственно 
(см, (3)) , Рассмотрим отображение, заданное формулой К(аи . . . , ahi1. .. 
. , akn) = ( | i , . . ' , |п) ,тде li=Ai(au г . . , akn . . . , a f t J=(a f t 2 . . . +аД) ' \ 
i = l , 2 , . . . , /г, А 0 = : 0 . Имеет место следующее основное соотношение: если 
х=Ау^п\ то < . -;. , 
m & ) Q a ( X k i + ^ у) =... =Ps(Ki+iry)\ *=0, 1 , : : , ,дг-1; ;;&o=6i 
Из (3.16), в частности, вытекает, что если : W(B)^2 n * — множество векто­
ров, инвариантных по направлению относительно двух последовательный 
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итераций s-шагового м.с.с. в пространстве Д п , то 
(3.17) F(A)^A-i(F(B)). 
Соотношение (3.17) позволяет построить множество F(A) в общем случае. 
Для изучения асимптотического поведения s-шагового м.с.с. в про­
странстве Н заметим, что если г/о, у и . • последовательность нормирован­
ных градиентов в Д, то, в силу (3.16), я 0 =Лу 0 ' , ^ w = ( T l m A i Z / m , . . . 
. . . , Т п т Л п г / т ) , т==1, 2 , . . . , — последовательность нормированных градиен­
тов в Rn (здесь T z m ^ s i g n ( Р . ( Ц , y™)s<>-i), a:*, m - i есть i-я координата век­
тора ^ m - i ) . Более того, из сходимости x0l х 2 1 . . . следует сходимость 
# о , # 2 , . . . , причем если z/0=(aiV.,-.,, ам0, ... ••» а^0), # o = ( £ i 0 , . . . . . , 1п°1, ^ = 
(хо) H i m я 2 т . = ( g i , . . . , Ы i' то г/=/(г/ 0) = ( < X i , . . . , a f a , . . . , a A n ) , где 
m->6c' , 
_ J 0, если £;°=0, 
• a i " l a / W , если | ^ 0 ; *=1, 2 , . . . , &n, 
а ; определяется из неравенства kj-i<i^kj, 7с0=0. Таким образом, если 
функция 
/ ( я 0 ) = Нт # 2 т 
определена и непрерывна на некотором открытом в топологии 2 П множеств 
ве О и Л""1 (О) — непустое открытое множество в топологии 2, то на Л"*1 (О)' 
определена и непрерывна функция /. 
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