The non-commutative integrability (NCI) is a property fulfilled by some Hamiltonian systems that ensures, among other things, the exact solvability of their corresponding equations of motion. The latter means that an "explicit formula" of the trajectories of these systems can be constructed. Such a construction rests mainly on the so-called Lie theorem on integrability by quadratures. It is worth mentioning that, in the context of Hamiltonian systems, the NCI has been for around 40 years the unique criterium for exact solvability expressed in the terms of first integrals (containing the usual Liouville-Arnold integrability criterium as a particular case). Concretely, a Hamiltonian system with n degrees of freedom is said to be non-commutative integrable if a set of independent first integrals F1, ..., F l are known such that: the l × l matrix with coefficients {Fi, Fj }, where {·, ·} denotes the canonical Poisson bracket, has nullity 2n − l (isotropy); and each bracket {Fi, Fj } is functionally dependent on the functions F1, ..., F l (closure).
Introduction
Consider an ordinary differential equation (ODE) of the forṁ y (t) = f (t, y (t)) .
It is well-known that the continuity of f on an open subset U ⊆ R 2 is enough to ensure the existence of a solution passing through each point of U (see for instance [2, 11] ). But, which is the expression of such a solution? Can we find an explicit formula for it? In general, we do not know how to do that. In the particular case in which the continuous function f is of the form f (t, y) = g (t) /h (y)
(and consequently h (y) = 0 for all y), the unique solution passing through (t 0 , y 0 ) ∈ U is given bŷ
h (s) ds =ˆt t0 g (s) ds, constructing additional first integral satisfying also the closure condition). Such a procedure is an extension of the usual construction of canonical coordinates via the characteristic Hamiltonian functions (which is the main aim of the standard
Hamilton-Jacobi theory [3, 8] ). In particular, the Lie theorem is not needed this time. Also, the integration is ensured in the whole of the phase space (not only along a dense subset).
In other words, we are giving a new criterium for exact solvability, which is weaker than the NCI, and two new ways for finding the trajectories of a Hamiltonian system.
Some of the results of this paper already appeared in [10] , in the language of the Differential Geometry. Here, we make a rather different presentation (of the results and their proofs), using only elementary concepts of the calculus of several variables.
The paper is organized as follows. In Section 2 we prove that local NCI implies exact solvability, and then show that the closure condition, in essence, is no needed to do that. In Section 3 we make a brief review of the standard HamiltonJacobi theory, emphasizing its relationship with the local CI. In Section 4 we present the extension of the Hamilton-Jacobi theory that appears in Ref. [10] . Instead of working in the context of the symplectic geometry, as in the mentioned paper, we shall work in the simpler framework of function of several variables. In Section 5 we show the relationship between the extended theory and the NCI. Finally, in Section 6, we elaborate a new procedure for constructing (up to quadratures) the trajectories of a Hamiltonian system, based on the above mentioned extension of the Hamilton-Jacobi theory.
We shall assume that the reader is familiar with the basic ideas related to Hamiltonian systems [3, 8] and to the calculus of several variables. Nevertheless, below, we introduce some notation and recall some useful concepts and results associated to those subjects.
Notation, conventions and some basic concepts.
• Along all of this paper, the functions will be of class C ∞ on an open subset A of some R m . For instance, if we say that a function is left (resp. right) invertible, we shall be assuming that it has a left (resp. right) inverse of class C ∞ . So, if we have a left and right invertible function, then such a function is a diffeomorphism: class C ∞ , bijective and inverse of class C ∞ .
• Given F : A ⊆ R m → R k , we shall denote by DF (x) ∈ Mat (k × m, R) the Jacobian matrix or differential of F at the point x ∈ A, i.e. the k × m real matrix with coefficients [DF (x)] ij = ∂F i ∂x j (x) , i = 1, ..., k, j = 1, ..., m,
where each F i (resp. x j ) is a component of F (resp. x). We shall also see DF (x) as a linear transformation from R m to R k . If k = 1 (i.e. F = F 1 ), we shall sometimes write
Note that, in this case, DF (x) is a row vector. The transposed (column) vector will be written
• Given a linear space V and a subspace U ⊆ V , the annihilator of U (i.e. the linear forms vanishing on U ) will be denoted U 0 . As it is well-known,
• By the rank of F at x we shall mean the number rankF (
In other words, the linear transformation DF (x) : R m → R k is surjective for all x. It can be shown that, in such a case, ImF ⊆ R k is an open subset. Given a set of independent functions F 1 , ..., F k , for every λ ∈ ImF we shall say that each pre-image
On the other hand, given another function G : A → R, we shall say that G is dependent on F 1 , ..., F k if there exists P : ImF → R such that G = P • F ; and G is locally dependent on F 1 , ..., F k if for each x ∈ A there exists an open neighborhood U of xand a function P :
• In this paper, we shall restrict ourself to Hamiltonian systems whose configuration space is an open subset of R n for some integer n: the number of degrees of freedom; i.e. Hamiltonian systems with phase space contained in
This is because we are only interested in local aspects of these systems. So, the Hamiltonians will be functions H : A ⊆ R 2n → R. Nevertheless, for simplicity, we shall usually assume that A = R 2n . Denoting by (q, p) = q 1 , .., q n , p 1 , ..., p n the points of R 2n , the canonical equations for a Hamiltonian H arė
• Given two functions F, G :
where "·" stands for the Euclidean inner product in R n . In terms of the invertible square matrix
where 0 n (resp. I n ) denotes the n × n null (resp. identity) matrix, we can write [omitting the evaluation point (q, p)]
(Note that J −1 = −J).
• By a vector field on A ⊆ R m we shall mean a function X : A → R m . A set of vector fields X 1 , ..., X r on A is linearly independent if so is the set of vectors X 1 (x) , ..., X r (x) ∈ R m for all x ∈ A. Given two vector fieldsX and Y , its Lie bracket [X, Y ] is the vector field given by
Every vector field X on A defines a dynamical system whose trajectories, also called the integral curves of X, are the functions γ :
Given a manifold N ⊆ A, we shall say that X is tangent to N or that N is an invariant manifold for X, if all the integral curves of X passing through N are entirely contained in N .
• Given a function H : A ⊆ R 2n → R, the vector field X H given by
is called Hamiltonian vector field associated to H. Writing x = (q, p),
It is easy to see [combining (2) , (5) and (7)] that the integral curves of X H are exactly the trajectories of H. Also, given functions F and G on A ⊆ R 2n , it can be shown that
NCI, isotropy and Lie integrability
In this section we give a proof of the fact that, in the context of Hamiltonian systems, local NCI implies exact solvability.
We do that, mainly, in order to show the kind of procedures involved in the construction of the trajectories. Then, we
show that one of the conditions appearing in the definition of NCI, the closure condition, it is no needed for constructing such trajectories. This gives rise to a new criterium for exact solvability which is substantially weaker than the NCI.
From NCI to exact solvability
Let us show that a locally NCI system is exactly solvable. The proof will be based on the following theorem [4, 6, 14] .
Remark 1. We shall say that "a function F : A ⊆ R m → R k can be constructed" if its domain A and their values
• are simply known;
• they can be determined by making a finite number of arithmetic operations (as the calculation of a determinant) and/or solving a finite set of linear equations (which actually can be reduced to arithmetic operations);
• or they can be expressed in terms of the derivatives and/or lateral inverses of another (known) functions.
If the expression of F also involves primitives of another functions, we shall say that "F can be constructed up to quadratures." Theorem 1. (Lie integrability by quadratures) Given a vector field X on R m tangent to an r-dimensional manifold N ⊆ R m , if we know r linearly independent vector fields X 1 , ..., X r tangent to N such that
for all i, j and all x ∈ N , then the integral curves of X contained inside N can be constructed up to quadratures.
Proof. Given p ∈ N , if X (p) = 0, then the integral curve through p is the constant function. So, let us assume that X (p) = 0. We are going to construct (up to quadratures), around p, a set of local coordinates (y 1 , ..., y r ) for the manifold N where the equations of motion adopt the form
Since the vector fields X, X 1 , ..., X r are tangent to N , N is r-dimensional and the X i 's are independent, then we can write X (p) as a linear combination of the vectors X i (p)'s. Since X (p) = 0, such a linear combination must have some non-null coefficient. Let us assume that the first coefficient is non-null (otherwise, we can reorder the vector fields).
This means that the vectors X (p) , X 2 (p) , ..., X r (p) are independent. By continuity, there exists an open neighborhood U ⊆ N of pwhere the vector fields X, X 2 , ..., X r are independent. From now on, let us write X = X 1 .
Let (x 1 , ..., x r ) be local coordinates for N defined on U (shrinking U if needed). Since the vector fields X 1 , ..., X r are tangent to N , the related directional derivatives of a function f : U → R can be written 
On the other hand, it is easy to show that condition [X i , X j ] = 0 is equivalent to
what implies that Equations (10) can be solved by quadratures. In fact, for each k, the general solution y k is given by the formula
We can choose the numbers x 0,i 's as the coordinates of p. In such a case, it is clear that the functions y 1 , ..., y r define a new coordinate system of N around p. In particular, they are independent. Moreover, they satisfy
what implies precisely Eq. (9). Then, the integral curves (x 1 (t) , ..., x r (t)) of the field X = X 1 around p are given by the algebraic equations
.., x r (t)) = y 0,j , for j = 2, ..., r, which can be univocally solved for the x i (t)'s because the functions y i are independent. Since all that can be done around any point of N , the theorem is proved. ♦ Remark 2. As we said in the Introduction, along all of this paper, the phrases "the system is exactly solvable" and "the trajectories of the system can be constructed up to quadratures" will be used as synonyms.
Now, suppose that we have a NCI system (as defined in the Introduction) with Hamiltonian function H : R 2n → R and independent first integrals F 1 , ..., F l . Define F := (F 1 , ..., F l ) and for each λ ∈ ImF (the range of F ) consider the level set
Note that:
• R 2n is a (disjoint) union of the subsets F −1 (λ);
• (independence) each subset F −1 (λ) is a manifold of dimension r := 2n − l;
• (first integrals) each trajectory of the system is contained inside some F −1 (λ), i.e. the Hamiltonian vector field X H is tangent to each manifold F −1 (λ).
As a consequence, in order to find all the trajectories of our system, it is enough to look for them on each r-dimensional
Proposition 1. Under above conditions and notation, for each λ 0 ∈ ImF , a set of vector fields X 1 , ..., X r on R 2n tangent to F −1 (λ 0 ) and such that
Proof. The closure condition [see point (4) above] says that
for some function P ij . Note that the last equation determines completely each function P ij . So, the functions P ij 's are known. On the other hand, the isotropy condition [see point (3)] ensures, for each λ, the existence of r = 2n − l linearly
Moreover, it can be shown that, given λ 0 ∈ ImF , we can find a neighborhood U of λ 0 and functions (of class
satisfying above equation. We just have to calculate some determinants to do that. Consider the related vector fields
It is easy to see that they are linearly independent. In addition, using the point (2) [and Eqs. (6) and (8)], we have
what implies that
And, since
[using again (6) and (8)], then
But, for all λ ∈ U , taking into account that
Finally, since
for all i, j and x ∈ F −1 (λ), it can be shown that the vector fields X λ i are tangent to F −1 (λ), for all λ ∈ U (see [5] for instance). Accordingly, it is enough to define
Combining above proposition and the Lie theorem, it is clear that the trajectories of a NCI system can be constructed up to quadratures. For such a construction, we need to follow the steps below. Given the functions F 1 , ..., F l :
1. construct, around each λ 0 ∈ ImF , the functions given by (11); 2. with the functions given in the previous point, construct the vector fields X λ0 1 , ..., X λ0 r by using Eq. (12); 3. apply the (proof of the) Lie theorem to each manifold F −1 (λ 0 ) in order to construct (up to quadratures) all the trajectories of the system.
If the system is just locally NCI, above construction can be made on each open subset U ⊆ R 2n along which the system is NCI. Since those subsets cover the whole of R 2n , again we can construct up to quadratures all the trajectories. Concluding, Theorem 2. Every (locally) NCI system is exactly solvable.
From isotropy to NCI
Now, let us see that, from a set of isotropic first integrals, we can construct another local first integrals that makes the system a locally NCI system 3 (unless on an open dense subset) and, consequently, exactly solvable. First, we need several auxiliary results.
whereF := (F 1 , ..., F k , G). Reciprocally, if above condition holds, then the function G is locally dependent on F 1 , ..., F k .
Proof. For the first statement, note that k ≤ rankF (x) ≤ k + 1. But if rankF (x) = k + 1, then the functions with empty interior, the function G is locally dependent on F 1 , ..., F k along D and F 1 , ..., F k , G are independent along I.
Proof. Define
withF as in the previous lemma. It is clear that
and, since R k+1 is open (because k + 1 is the maximal rank), then R k is closed inside A and we can write R k = intR k ∪ ∂R k (here "int" and "∂" are the interior and the border relative to A). Thus, the lemma follows by taking D := intR k , I := R k+1 and B := ∂R k , and using in D the constant rank theorem (see [5] again). ♦ 3 We think that this result is more and less known, but we did not see its proof in the literature.
Lemma 3. Given a set of independent functions F 1 , ..., F l , and defining F := (F 1 , ..., F l ), the following statements are equivalent:
3. the function F satisfies
Proof. It is easy to show that
, so the equivalence between 1 and 2 is immediate. Now, let us show the equivalence between 2 and 3. Note that, since DF is surjective (because the functions F i 's are independent), its transpose (DF ) t is injective and, consequently, since J is injective too, we have that
On the other hand, the surjectivity of DF also says that dim [Ker [DF ]] = 2n − l. So, using (17) , it follows that (15) A ⊆ R m → R such that F 1 , ..., F k , F k+1 is an independent set, then such a bigger set is also isotropic.
Proof. Define F := (F 1 , ..., F k ) andF := (F 1 , ..., F k , F k+1 ). According to Lemma 3, the isotropy condition on F is equivalent to Eq. (15), which in turn can be written as [see Eq.
(1)]
It is clear that Ker DF ⊆ Ker [DF ]. Consequently,
what implies (by Lemma 3 again) thatF is isotropic. ♦ Now, the annunciated construction. Note that the complement ofD (inside A) is given by the union
Then, we can write
B a is a closed set (relative to A) with empty interior.
Let us focus on each open subset I a . There, the functions
because they are first integrals, and, according to Lemma 4, they also satisfy (3). Now, given (i (1), (2), (3) and (4) are true for the function F 1 , ..., F k , F k+1 . And we can write
where eachB a := • open subsets I a1,...,as , contained in I a1,...,as−1 , where the functions
satisfy (1), (2) and (3);
• open subsetsD a1,...,as−1 where
satisfy (1), (2), (3) and (4) 
are independent, i.e. F = (F 1 , ..., F m ) has rank m there, which is the maximal one. Then, in the next step,
As a consequence, we can write A = D ∪ B where
is an open subset such that, around every point of it, functions F k+1 , ..., F l can be constructed for which F 1 , ..., F l satisfy conditions (1), (2) , (3) and (4), and
is a set with empty interior. The last fact says that D is dense inside A, what ends our proof. ♦ Combining Theorem 2 and the last proposition, we easily have that:
Theorem 3. Given a Hamiltonian system, if we know a set of isotropic and independent first integrals, then the system is exactly solvable along an open dense subset of the phase space.
This tells us that the isotropy condition is, in essence, the most important property for ensuring the exact solvability of a Hamiltonian system. Nevertheless, to integrate the system, we need to construct the rest of first integrals as we have done in the last proposition, which is not, in general, an easy task. In the last section of the paper we shall present an alternative procedure for integrating the Hamilton equations that uses the isotropic first integrals only.
The standard Hamilton-Jacobi theory
The main idea behind the Hamilton-Jacobi theory is to find coordinates where the equations of motion of a Hamiltonian system adopt a very simple form [3, 8] . Let us review such an idea.
Consider a Hamiltonian system with ndegrees of freedom defined by a Hamiltonian function H. The (time independent)
Hamilton-Jacobi equation (HJE) is
whose unknown is a function W : R n → R. The solutions W of such an equation are called characteristic Hamiltonian functions.
In practice, W is usually defined only along an open subset of R n . In such a case, one says that W is a local solution.
Nevertheless, to simplify the notation, we shall assume that the domain is always the entire space.
One is actually interested in finding a "big enough" family of such solutions or, more precisely, a function W :
is a solution of the HJE and det
Each function W λ is called a partial solution of the HJE.
Remark 3. Note that the HJE implies that H q, ∂W ∂q (q, λ) only depends on λ, i.e.
for some function h : R n → R.
The condition (18) is the same as asking that the function Σ :
is a local diffeomorphism. This means that, for every couple of points (q, λ) ,
there exist open neighborhoods V and U of (q, λ) and (q, p), respectively, such that Σ (V ) = U and the restriction of Σ to V is a diffeomorphism with its image U .
Remark 4. Unless a confusion may arise, every local inverse of Σ will be indicated simply as Σ −1 (no mention to the domain or codomain).
We shall also ask Σ to be surjective. A function Σ [given by (20) ] with all these properties is called a complete solution of the HJE. If Σ is not defined along all of R n × R n , but along an open subset of it, we shall say that Σ is a local complete solution.
Given a complete solution Σ, it can be shown [3, 8] that the equations
define a new set of (local) canonical coordinates Q = Q (q, p) and λ = λ (q, p) around every point of the phase space, in terms of which the canonical Hamilton equations [recall (2)] reaḋ
where
The crucial point here is that (see Eq. (19))
and consequently the equations of motion translate tȯ
which can be easily solved. In fact, the general solution is given by
Moreover, the trajectories (q (t) , p (t)) of the system can be obtained through the algebraic equations [see (21)]
We just must solve the first equation for q (t), which can be done because of condition (18).
On the other hand, the functions F i (q, p) := λ i (q, p) are local first integrals of the system and, since they are conjugate momenta, they are in involution, i.e. {F i , F j } = 0 for all i, j = 1, ..., n. Summing up, Theorem 4. Consider a Hamiltonian system with ndegrees of freedom. If we know a complete solution Σ of the HJE for such a system, then the latter can be exactly solved. Moreover, the system is locally commutative integrable by means of the local first integrals
The second affirmation in the last theorem establishes a deep connection between commutative integrability and the Hamilton-Jacobi theory: given a complete solution of the HJE, we have, around every point of R 2n , n local independent first integrals in involution. A reciprocal result is also true, under an additional assumption. Suppose that we have a set of n functions F 1 , ..., F n such that the set of vectors
is l.i. for all (q, p). One says that the functions F 1 , ..., F n are vertically independent. (This implies, in particular, that the involved functions are independent). Now, denote π : R 2n → R n the projection π (q, p) = q and define
Moreover, if the functions F i are first integrals for a Hamiltonian H and they are in involution, then each inverse Σ := (π, F ) −1 is a (local) complete solution of the HJE for H. Thus: given n vertically independent first integrals in involution, we have, around every point of of R 2n , a local complete solution of the HJE.
All above results will be shown in the next sections, in a more general context.
An extended Hamilton-Jacobi theory
We have said in the last section that there is a deep connection between the (standard) Hamilton-Jacobi theory and the commutative integrability. Based on Ref. [10] , we shall present below a slightly extension of such a theory which is intimately related to the non-commutative integrability. (Another extension of the Hamilton-Jacobi theory related to NCI has been developed in [13] ).
Re-writing the HJE
Fix a Hamiltonian function H :
It is clear that σ satisfies
Reciprocally, given σ : R n → R 2n of the form
and fulfilling (22), then (σ (q)) t = ∇W (q) for some function W satisfying the HJE. So, we can think of (22) as the HJE and take the functions σ of the form (23) as their unknowns. In these terms, the complete solutions will be given by a family of solutions σ λ such that Σ (q, λ) = σ λ (q) is a surjective local diffeomorphism. But we shall consider a further modification of (22).
Remark 5. Note that a function of the form (23) has a left inverse (of class C ∞ ), and consequently the same is true for each differential Dσ (q). One of its left inverses is the projection π :
Fix a solution σ of (22). On the one hand, since
we have that
On the other hand, in terms of the matrix J [see Eq. (3)], the condition ∇ ×σ t = 0 is equivalent to
what says that
Since [recall Eq. (1)]
(since J is invertible), we have the equality
So, combining Eqs. (25) and (28),
Concluding,
Proof. The second part of (31) is equivalent to
Since σ is left invertible, then
and consequently dim Ker (Dσ (x))
. So, from the last three equations we have that r ≤ 2n − r, or equivalently, r ≤ n.
Regarding the second affirmation of the proposition, the fact that Σ must be a local diffeomorphism implies that l + r = 2n (see Ref. [5] ). ♦ Remark 8. Consider a function σ satisfying the second part of (31). If σ also satisfies the first part, it is clear that
But the converse is not true [i.e. if σ satisfies (35), it is not true, in general, that it satisfies the first part of (31)], as happens for the r = n case. This is precisely because the inclusion (32) is strict for r < n [compare (27) and (34)].
The next result gives an alternative way of describing the generalized partial and complete solutions of the HJE.
Proposition 5.
A left invertible function σ satisfying the second part of (31) is a generalized solution of the HJE for H if and only if
being Π : R 2n → R r some left inverse of σ. And a family of left invertible functions σ λ , with common left inverse Π, defines a generalized complete solution Σ if and only if Σ is a surjective local diffeomorphism,
for all column vectors v, w ∈ R r .
Proof. The condition ∇H • σ (x) ∈ J · Im (Dσ (x)) is equivalent to the existence of a column vector v ∈ R r such that
Let Π be a left inverse of σ, i.e. Π • σ = id R r . Note that [DΠ (σ (x))] · Dσ (x) = I r . Multiplying by [DΠ (σ (x))] · J to the left both members of above equation, and using that
which proves the first part of the proposition. Now, consider a complete solution Σ given by functions σ λ (all of them with the same left inverse Π). Then, according to the last result, they must satisfy
Since
multiplying (39) by (DΣ (x, λ)) t to the left, we have precisely the Eq. (37). To prove (38), it is enough to check that
for some column vector v ′ , which is true thanks to the second part of (31) (for each σ λ ). The reciprocal follows reversing the previous steps. ♦
Complete solutions and isotropic first integrals
Now, let us see that, related to any generalized complete solution Σ, we have a set of l independent (local) first integrals.
be the projection onto the second factor. Around a given point of R 2n , fix a local inverse Σ −1 of Σ and define
(Note that F is only defined on the open subset where Σ −1 is defined). Since
DΣ is non-singular and Dp is surjective, then DF is also surjective, which means that the functions F i 's are independent.
Let us show that they are first integrals for H. The Poisson bracket between each F i and H is [see (4) ]
So, the bracket vanishes for all i = 1, ..., l if and only if DF · J · ∇H = 0, or equivalently,
In terms of points (x, λ) = Σ −1 (q, p), this means that
It is easy to see that
and accordingly [recall (41)]
Thus, Eq. (43) is equivalent to
which is precisely the first part of (31). As a consequence, the functions F i 's define a set of l independent first integrals for H. Now, let us prove that they are isotropic. To do that, we just need the Lemma 3. In fact, combining (32) and (44) we have exactly the inclusion (16) . Then, according to Lemma 3, the functions F 1 , ..., F l are isotropic.
Concluding, given a complete solution, we have constructed a set of local independent isotropic first integrals around every point of the phase space. Moreover, the "inverse construction" can also be made, as we show below.
Theorem 5. Given a complete solution Σ : R r × R l → R 2n and a point of R 2n , a set of l local independent and isotropic first integrals is defined by the formula [see (40)]
being Σ −1 a local inverse of Σ around the given point. Reciprocally, given a set of l independent and isotropic first integrals F 1 , ..., F l and a point of R 2n , a generalized local complete solution with image around such a point can be constructed.
Proof. The first implication have been proved above. Let us show the second one. Fix a point q 0 , p 0 of R 2n . The independence of the functions F i 's ensures that the l × 2n matrix DF q 0 , p 0 has l columns linearly independent. For simplicity, let us write q i = y i and p i = y n+i . Suppose that the mentioned columns are
. . .
.., l, and call z 1 , ..., z r to the rest of y's (in some order). Finally, define Π = (Π 1 , ..., Π r ) :
It is easy to see that the function (Π, F ) :
It is enough to check that the differential D (Π, F ) q 0 , p 0 is a full rank 2n × 2n matrix. Let us prove that any local inverse Σ := (Π, F ) −1 is a complete solution. To simplify the notation, we shall assume that Σ is globally defined. Note first that each function
is left inverted by Π. In fact, gives rise to (32). But the last equation says precisely that the second part of (31) is fulfilled, as we wanted to show. ♦ Concluding, at a local level, having a generalized complete solution is the same as having a set of isotropic first integrals. Also, using the results of Section 2.2, from a complete solution we can construct a set of local first integrals that make our Hamiltonian system, along an open dense subset of the phase space, a locally NCI system. Thus, if we know a generalized complete solution, then the system is exactly solvable along such a dense subset. All that gives rise to an extension of the Theorem 4 (and its "converse," commented below it) to the present generalized context. Note however that, in order to construct the trajectories of the system, the generalized complete solution or, equivalently, the related isotropic first integrals, are not enough. We also need the rest of first integrals constructed in Proposition 2.
In the next section we shall develop an alternative procedure which only uses generalized (local) complete solutions.
This is because such a procedure does not use the Lie theorem on integrability by quadratures. Also, the new procedure enable us to find all the trajectories of the system, not only those contained in a dense subset of the phase space.
An alternative procedure for integration
Let us see that a generalized complete solution defines (up to quadratures) a transformation of the canonical equations into a set of algebraic equations.
Proposition 6. Given a generalized complete solution Σ : R r × R l → R 2n for H, we can construct up to quadratures a function h : R l → R and a function W : R r × R l → R such that
Proof. It is easy to see that, for every column vector v ∈ R r , 
where we have used that ∇ (H • Σ) (x, λ) = (Dp (x, λ)) t · ∇h (λ) with the implicit function theorem ensures that the solutions of the algebraic equations can be constructed.
Theorem 6. Given a Hamiltonian system, if we know a generalized complete solution solution for it, then such a system is exactly solvable (along the whole of the phase space).
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Thus, given a generalized complete solution, the trajectories of the system can be constructed up to quadratures by following a procedure different to that related to the NCI, which can be described as follows. Given Σ:
1. construct (up to quadratures) the functions h and W from Eqs. (45) and (46), respectively;
