Abstract. It is well-known that there is a positive relationship between the maximal multiplicity and the length of associated virtual 1-parameter subgroup of a projective hypersurface. In this paper, we will define the multiplicity classes of hypersurfaces and construct them from the Hesselink stratification of a Hilbert scheme.
Introduction
In this paper, every scheme is over an algebraically closed field k of characteristic zero. Consider a Hilbert scheme Hilb P r,d (P r k ) of hypersurfaces [7, p. 6] and Plücker embedding (1) Hilb P r,d (P of the chosen Hilbert scheme Hilb P r,d (P r k ) with respect to the canonical action of SL r+1 (k) and Plücker coordinate (1) . In [3, Theorem 3.1] , it has been proven that
if H x is represented by x ∈ E d,r
[λ],δ for some 1-parameter subgroup λ of SL r+1 (k) satisfying λ(t) = diag(t a0 , t a1 , . . . , t ar ) ∈ SL r+1 (k) for all t ∈ k × , a = min 0≤i≤r a i and b = max 0≤i≤r a i for some {a i } r i=0 ∈ Z r+1 . Inequality (3) determines the maximal multiplicity of hypersurface H x if the difference between two bounds in (3) is less than 1. Otherwise, (3) cannot determine the maximal multiplicity. Also, (3) cannot be used to distinguish the maximal multiplicities between two semi-stable hypersurfaces.
Is there a way to construct an arbitrary multiplicity class 2. Preliminaries 2.1. Numerical criterion for semi-stability. Suppose that G = SL r+1 (k) linearly acts on a vector space V . Then there is a G action on P(V ) satisfying
for all g ∈ G and v ∈ V . For any 1-parameter subgroup λ ∈ Γ(G) of G, we have the weight decomposition [5, Proposition 4.14]
Consequently, we may express an arbitrary v ∈ V as the sum of eigenvectors v = 
2.2.
Hesselink stratification of a Hilbert scheme. We can see that G acts on
for all g ∈ G, x ∈ P(V ) and λ ∈ Γ(G). Γ(G) is an abelian group under the addition "+" defined by the following formula:
Our µ(x, λ) measures how much x ∈ P(V ) is unstable under the action of the image of λ. To measure the magnitude of instability of x ∈ P(V ) under the action of G, we may normalize µ by some norm · : Γ(G) → R ≥0 satisfying
• nλ = n λ for all n ∈ N and λ ∈ Γ(G),
• g ⋆ λ = λ for all g ∈ G and λ ∈ Γ(G) because µ(x, nλ) = nµ(x, λ) for all n ∈ N and λ ∈ Γ(G). Furthermore, we may consider the value
as the magnitude of the instability of x ∈ P(V ). Let us state a theorem on the existence of (5), which had been proven in [2] .
Theorem 2.2 (Kempf, [2] ). Suppose that the norm · satisfies the above conditions and there is a maximal torus T of G and integral-valued bilinear form ·, · on the lattice
Furthermore, a parabolic subgroup
of G acts transitively on the set
via the conjugation action given by ⋆.
where [λ] is the conjugacy class of Γ(G) containing λ ∈ Γ(G) and δ ∈ R >0 . Each E [λ],δ is a locally closed subset of P(V ) as we can see in [1] . From now on, let V be k[x 0 , . . . , x r ] d and the action be the canonical G-action on the polynomials defined by the formula
We see that P(V ) is isomorphic to the Hilbert scheme of hypersurfaces of dimension r − 1 and degree d. Let T be the group of diagonal matrices in G. T is a maximal torus of G. Let X(T ) be the group of characters defined on T and
for all t ∈ T and i ∈ {0, 1, . . . , r}, where t ii is the i'th diagonal entry of t. We may embed
e j , ∀i ∈ {0, 1, . . . , r} where e i is the i'th elementary vector in R r+1 . There is a perfect pairing ·, · :
for all χ ∈ X(T ), λ ∈ Γ(T ) and t ∈ k × . Consider the basis {λ i } r i=0 of Γ(T ), which is dual to {χ i } r i=0 with respect to the pairing ·, · . Considering the isomorphism h : Γ(T ) → X(T ) satisfying h(λ i ) = χ i for all 0 ≤ i ≤ r, we can define a norm · 0 on Γ(T ) induced by the Euclidean norm |·| of R r+1 . Such a norm is invariant under the conjugation action of the Weyl group of T in G. Therefore, we can extend · 0 to the norm · of Γ(G) via conjugation. That is, for an arbitrary λ ∈ Γ(G),
if g ⋆ λ ∈ Γ(T ) for some g ∈ G. Such a g always exists since all maximal tori of G are conjugate. Note that · satisfies all the hypotheses in Thoerem 2.2.
Consequently, we have the Hesselink stratification of the Hilbert scheme Proof. See [4] for semi-stability case. See [1] and [2] for the remainder.
From now on, we will call ∆ gm.x in Theorem 2.3 as a worst state polytope of x.
Multiplicities and adapted-1PS of a destabilization
We can see that the multiplicity of a hypersurface H x represented by x ∈ Hilb P r,d (P r k ) at a point [1 : 0 :, . . . , : 0] ∈ P r k is determined by a supporting hyperplane of ∆ x in [3, Lemma 4.1]. Theorem 2.3 means that the Kempf index is the radius of the sphere which is centered at ξ r,d and is tangent to a worst state polytope. When does a sphere look like a plane? We may increase the radius of the sphere and look at it locally at a point. We need to embed the Hilbert scheme via morphism φ r,d,N : Hilb
For an arbitrary x ∈ Hilb P r,d (P 
There are upper triangular matrix u with 1's in the diagonal, lower triangular matrix l and a permutation matrix q satisfying g ′ = ulq. Let u be the matrix of the form 1 0 0 u .
is a worst state polytope of φ r,d,N (x) by Theorem 2.2. Let q be the matrix of the form
and let < lex be the lexicographic ordering with respect to the term order
Under the identification Hilb
Let η be the leading monomial of f with respect to < lex . We can write f as follows: 
and it completes the proof.
When N ≫ 0, our spheres centered at ξ r,d+rN looks like a plane around polynomial Q r d,N so that we can say that the sets in {B 
if N ≫ 0. The right-hand side in the above inequality is equal to |ξ r,d+rN − y| when
. . , N + m ′ r by the convexity of the square-sum function. That is, it suffices to show that (7) lim
The preceding formula is a polynomial in N of degree 1 and the coefficient of N in this polynomial is 1
We have proven (7). Then, we can prove the following theorem. 
