For many years, various methods for the identification and estimation of parameters in linear, discrete-time transfer functions have been available and implemented in widely available Toolboxes for Matlab TM . This paper considers a unified Refined Instrumental Variable (RIV) approach to the estimation of discrete and continuous-time transfer functions characterized by a unified operator that can be interpreted in terms of backward shift, derivative or delta operators. The estimation is based on the formulation of a pseudo-linear regression relationship involving optimal prefilters that is derived from an appropriately unified Box-Jenkins transfer function model. The paper shows that, contrary to apparently widely held beliefs, the iterative RIV algorithm provides a reliable solution to the maximum likelihood optimization equations for this class of Box-Jenkins transfer function models and so its en bloc or recursive parameter estimates are optimal in maximum likelihood, prediction error minimization and instrumental variable terms.
Introduction
Instrumental Variable (IV) methods of parameter estimation have a long history in the statistical and control engineering literature. IV estimation has its roots in statistics and econometrics [32] and is discussed in some detail by Kendall and Stuart [19] . Some early publications in the control engineering literature include [43, 27] and [44] . Comprehensive treatments of ordinary and optimal IV methods applied to the estimation of parameters in discrete-time transfer function models then appeared almost simultaneously in two early books [35, 46] . More recent papers in this general field include [12, 8, 42, 21, 48, 22, 40, 34] . The present paper concerns the optimal Refined Instrumental Variable (RIV) approach to the unified estimation of parameters in both discrete and continuous-time transfer function models. The basic RIV algorithm was first suggested by the present author [45] for discrete-time models and then thoroughly evaluated and extended to multivariable and continuous-time models [52, 16, 53, 46] . Over This paper was not presented at any IFAC meeting. Email address: p.young@lancaster.ac.uk (Peter C. Young).
the subsequent years, it has been developed in various ways, with recent publications on this topic including [9, 51, 47, 48, 11, 10] . The present paper follows the above references and considers estimation in the time domain. Alternative IV approaches formulated in the frequency domain (see e.g. [30] ) have received much less attention, although recent research [13] is moving in this direction.
Unlike standard IV algorithms, the RIV approach is not based on an IV modification of a linear least-squares solution to the estimation problem, or an approximate approach to prediction error minimization. Rather, as this paper will show, it is an iterative Pseudo-Linear Regression (PLR) algorithm that is derived directly from the conditions required for optimization of the Maximum Likelihood (ML) function associated with a unified BoxJenkins (BJ) transfer function model. Upon convergence of this iterative procedure, therefore, its parameter estimates are optimal in maximum likelihood, prediction error minimization and instrumental variable terms. This is a rather elegant solution because it not only provides en-bloc estimates that maximize the likelihood function but it can also produce recursive estimates that are identical to the repeated, stage-wise en bloc estimates, as in linear least squares estimation. Indeed, this was one of the primary motivations for developing the algorithm in the iterative pseudo-linear form where, at each iteration, the estimates are obtained from a linear least squares solution that can be either en-bloc or recursive. Normally, however, the recursive estimates are only required by the user at the final iteration, where they relate to the converged, en-bloc parameter estimates. Here, the recursive estimates are useful for visually appraising the nature of the convergence and associated uncertainty at the final iteration, as illustrated later in the example of Section 6.1.
The first aim of the paper is to emphasize the inherent ML derivation of the RIV parameter estimation algorithm and so heighten awareness of this derivation. The second is to show how this solution is a unified one that can be applied to discrete-time and continuous-time transfer function models that includes models defined in terms of the backward shift, δ and derivative operators. The acronym RIV will be used to refer to the general, unified algorithm, while RIVD, RIVC and RIVδ will refer to the specific operator versions. For simplicity, the associated analysis will be presented for the case of a single input, single output, stochastic system. This is, of course, easily extended to a multiple input system where the transfer functions share a common denominator; and RIV algorithms for multiple input models with different denominators in each input channel have been developed for discrete [15] and continuous-time [9] models: these are described fully in these references, so they will not be considered here.
A third aim is to show that the iterative optimization procedure used in the standard implementation of the RIV algorithm can be considered in an entirely equivalent 'iterative updating' form of the Gauss-Newton (GN) kind, demonstrating again that it is based on an implicit prediction error minimization procedure. This GN interpretation demonstrates how the iterative optimization strategy is seeking out a local maximum of the loglikelihood cost function via prediction error minimization. As such, it provides an alternative to standard iterative prediction error minimization that is both robust under difficult estimation conditions and, as mentioned above, yields inherent recursive estimates of the model parameters because of the pseudo-linear nature of the estimation model. The paper will argue that these recursive parameter estimates can provide a useful diagnostic tool for evaluating both the identifiability of the model and the quality of the associated parameter estimates, as well as providing an obvious link with real-time recursive RIV estimation of time-variable parameters [24, 48] .
The next Section 2 of the paper introduces the unified BJ model; while the maximum likelihood estimation of the parameters in this model is considered in Section 3. Section 4 shows how maximum likelihood estimation of the unified BJ model can be accomplished by transforming the system and noise sub-models into pseudo-linear regression models, whose iterative estimation within the RIV framework yields maximum likelihood estimates of the full model parameters. Section 5 outlines the main aspects of the RIV algorithm and discusses its initiation, convergence and optimality in instrumental variable terms. Finally, Section 6 presents two simulation studies that reasonably exemplify the performance of the unified RIV algorithm when applied to backward shift, derivative and δ operator transfer function models.
The Unified Box-Jenkins Model
This paper is concerned with the estimation of the parameters that characterize a Single-Input, Single-Output (SISO), linear, time-invariant and stable transfer function model from uniformly sampled input-output data {u(k), y(k)}, k = 1, 2, . . . , N , where the argument k denotes the kth sample from an underlying continuoustime system. In particular, let us consider the stochastic SISO transfer function model first conceived and promoted by Box and Jenkins [5, 6] for discrete-time systems, which can be unified and written, at any sampling instant k, in the following decomposed form 1 :
System TF Model :
Noise TF Model :
Output Observation :
where τ is a pure time delay and µ is a unified operator that, in the present paper, can be interpreted as the forward shift operator, denoted here by z; the derivative operator, denoted here by s; or the delta operator, δ. The 'noise-free' output x(k) plays an important part in the subsequent analysis and establishes the link between maximum likelihood and instrumental variable estimation. Given the possible interpretations of the unified operator µ, it is important to note that this model is informal and represents a 'snapshot' of the system at the kth sampling instant.
The model polynomials in µ that characterize the model (1) are defined as follows,
1 Note that the nomenclature used for transfer functions here is that used for RIV estimation since 1976 [45, 48] ; in this unified context, models intended for PEM estimation in Matlab TM would use C(µ −1 )/D(µ −1 ) for the ARMA noise model; and/or B(µ −1 )/F (µ −1 ) for the system model.
Although these definitions are required for the development of the unified results and apply directly to the polynomials of the backward shift operator model, where µ −1 = z −1 , the polynomials used in the subsequent development of RIVC and RIVδ algorithms, are defined in terms of µ (see later, Section 4.3.1), i.e.,
which does not, of course, change the model. Also, for reference in the next Section,
where N is the number of samples available for estimation. The structure of the above model will be denoted by the pentad [n m τ p q] and, for simplicity of exposition, the time delay τ will be set initially to zero, without any loss of generality; and the µ −1 argument will be dropped from the polynomials.
Finally, note that, while this unified Box-Jenkins (BJ) model assumes the stochastic white noise source e(k) is normally distributed, this is not an essential requirement for the application of the resultant RIV algorithms, although it is essential to the optimality of the ML approach used in the derivation of the RIV algorithm that follows below in the next two Sections.
Maximum Likelihood Estimation
Following the ML approach [3, 24, 30] , as considered in [45, 46] , the log-likelihood function for the N observations {y(k), u(k)}, k = 1, 2, . . . , N , associated with the model (1), can be written as follows:
where,
Maximization of this log-likelihood function clearly requires the minimization of the final term on the right hand side of (5), which will be recognized as simply the sum of the squares of the prediction errors e(k) where, considered from a control theoretic standpoint, these can be defined as follows:
or, alternatively,
which is important in the subsequent pseudo-linear regression analysis.
In the present context, the ML and PEM optimization problems are identical: it is necessary to find those estimates of the parameters in the polynomials (2) , together with the variance σ 2 , which minimize the third term in the log-likelihood function (5), namely, the sum of squares of the prediction errors, which is a classical but clearly nonlinear least squares problem. More formally this optimization requires:
where
and
T (10) is the vector of unknown parameters in the model. The conditions for this are obtained in the usual manner by partially differentiating the log-likelihhood function with respect to all the parameters, in turn, and setting these derivatives to zero. This yields the following five equations:
Most published work on this topic has considered purely discrete-time models and the most common method of obtaining estimates of the BJ model parameters that satisfy these conditions is to search the parameter space in some manner. The best known and most computationally efficient approach is to use gradient-based schemes that follow from those originally employed by Box and Jenkins [5] for the BJ model, or Aström and Bohlin [4] for the alternative AutoRegressive Moving Average eXogenous variables (ARMAX) model.
A very interesting property of the ML estimates for the BJ model was revealed by the analysis of Pierce [29] , who showed that the ML estimates of the parameters in the discrete-time model polynomials A(z −1 ) and B(z −1 ) are asymptotically independent of the estimates of the parameters in the ARMA noise model polynomials C(z −1 ) and D(z −1 ), so that the associated error covariance matrix for θ is block diagonal, with the off-diagonal blocks zero. This is particularly important in the development of the pseudo-linear regression approach to estimation discussed in subsequent Sections because it is exploited to facilitate the iterative optimization approach used in the RIV algorithm.
The Iterative Pseudo-Linear Regression Approach to Maximum Likelihood Optimization
The RIV algorithm is a pseudo-linear regression approach to the maximum likelihood estimation of the unified BJ model, as defined in Sections 2 and 3, that involves separate but linked sub-algorithms for estimating the parameters in the system and noise models defined by equations (1a) and (1b), respectively. Before describing the RIV algorithm, however, it is necessary to consider the development of the PLR models that are exploited in these sub-algorithms.
The System Model
The pseudo-linear regression estimation procedure for the system model parameters becomes apparent if we consider equation (7) and define the following discretetime 'prefiltered' variables
where the subscript f ρ indicates that these are prefilters required for the estimation of the system parameter vec-
Here, the subscript f ρ is necessary because a different prefilter is required for estimating the noise model: see subsequent sub-Section 4.2.
With these definitions, note that equations (11a) and (11b) can be rewritten conveniently in terms of the prefiltered variables:
These equations are linear in the parameters a i , i = 1, 2, . . . , n and b i , i = 0, 1, . . . , m, provided we assume knowledge of the prefiltered variables y fρ (k), u fρ (k) and
Now, if we combine the three equations in (1) and manipulate the model to the form,
then it can be written as follows in terms of the prefiltered variables,
This can then be represented conveniently as the following regression-like model,
is a data vector defined in terms of the prefiltered variables. Now, equations (14) can be written in the alternative vector-matrix form:
is a data vector defined in the same way as φ fρ (k) but with the prefiltered output variables replaced by the similarly prefiltered but unobserved, noise-free output variables x fρ (k) defined in (12) .
Of course, the regression-like model (17) cannot be considered as a basis for direct estimation because it is not a true regression relationship; it is a pseudo-linear regression equation involving prefiltered variables that depend on the parameters to be estimated. Before considering how this problem is circumvented, however, the development of a similarly motivated PLR equation for the noise model is considered in the next sub-Section.
The Noise Model
In all three operational transfer functions considered in this paper, the ARMA noise model is considered in purely discrete-time terms because of the well known problems of directly estimating the parameters in a purely continuous-time ARMA process (see e.g. [20] ).
There are various methods available for the estimation of parameters in such a discrete-time ARMA model (see e.g. [31] , page 359 et seq) but, in order to achieve uniformity in RIV estimation, we require an approach that is based on pseudo-linear regression and so can yield recursive estimates if these are required. The pseudo-linear regression estimation method utilized in the RIV algorithm is the Instrumental Variable ARMA (IVARMA) algorithm [48] , which is actually applied to the inverse noise model,
under the initial assumption that both e(k) and ξ(k) are available for measurement. Then the following prefiltered variables are introduced:
where the subscript f η indicates that these filters are required for the estimation of the noise model parameter vector η defined later in equation (26) . Now, after some manipulation of the ML equations [46] , (11c) and (11d) can be rewritten conveniently in terms of the prefiltered variables:
These equations are linear in the c i and d i parameters, again provided we assume knowledge of the prefiltered variables in (22) .
Noting that the pseudo-linear relationship between the noise model parameters can be obtained as follows [48] :
The underlying estimation model in this case is then:
in which,
Now, if indeed ξ(k) and e(k) were available for measurement, the equations (23a) can be written in the alternative vector-matrix form:
Of course, ξ(k) and e(k) are not directly available for measurement and so, as in the case of the system model, they must be replaced by estimated variables in the iterative pseudo-linear regression solution.
Refined Instrumental Variable Estimation
The RIV estimation algorithm is an iterative method of jointly solving the optimization equations for the system and noise model parameters derived in the previous Sections. Referring to the ideal normal equations in (19) , upon convergence of the iterations, the final RIV estimateρ is given by,
where φ fρ (k) is the data vector in equation (18) and φ fρ (k) is an iteratively updated estimate of the 'noisefree' vectorφ fρ in equation (20) , in whichx fρ (k) is an iteratively updated estimate of x fρ (k). In instrumental variable terms,φ fρ (k) is the IV vector,
wherex fρ (k) is generated as the output of the auxiliary model equation in the RIV algorithm, i.e.,
in whichÂ andB are the iteratively updated estimates of the A and B polynomials.
Similarly, referring to the ideal normal equations (27) of the noise model, the final converged estimate of the ARMA noise model parameter vectorη is given by,
where ψ fη (k) is the data vector in equation (26) and ψ fη (k) is the IV vector,
in whichξ
is generated as the output of the 'inverse noise' auxiliary model equation
whereĈ andD are the iteratively updated estimates of the C and D polynomials. Finally,ẽ fη (k) in (31) is generated from an independent estimate of e(k) obtained as the residual of high order AR estimation, as discussed below.
In more specific terms, the iterative RIV algorithm blends the separate algorithms for the estimation of the system and noise parameters using a 'bootstrap' approach. Here, at the j th iteration, the system model parameter estimateρ j−1 obtained at the previous iteration by the solution of the RIV normal equations (28), or their recursive equivalent, provides the information required to form the auxiliary model. This is then used both to generate the instrumental variablex(k) from u(k) (cf the third equation in (22)) and to provide an estimateξ(k) of the noise ξ(k), i.e.,
Obtaining an estimate of e(k) is more difficult but it is well known that a high order AR model of ξ(k), as estimated by en bloc or recursive linear least squares, yields residuals that provide a good estimateẽ(k) of e(k) (see e.g. [7, 14] ). The estimatesξ(k) andẽ(k) obtained in this manner are then prefiltered by f η = 1/D, wherê D is the iteratively updated estimate of MA polynomial D, and these prefiltered variables are used to construct the following vector,
which provides an iteratively updated estimate of the unobservable vectorψ(k) in equation (26) . The estimate of the ARMA noise model parameter vector is then given by reference to equation (31): i.e.,
. This is the basis of the IVARMA algorithm.
Special aspects of the RIVC and RIVδ estimation
As pointed out previously in Section 2, in the implementation of the hybrid continuous-time (RIVC) and delta operator (RIVδ) versions of the above RIV algorithm, the A and B polynomials are made functions of µ, rather than µ −1 . This is because, in these cases, the pseudolinear regression estimation equation (17) is considered in the alternative form,
as obtained by multiplying through the equation by µ n , where now,
In other words, the 'dependent' variable in the pseudolinear regression is the filtered nth order derivative of the measured output, in continuous or discrete-time. In the same way, the instrumental variable vector in (29) is defined aŝ
5 The Unified RIV Algorithm
The major steps in the current standard implementation of the RIV algorithms are summarized below. For completeness, the time delay τ and appropriate arguments are re-introduced here. The RIV algorithm is a unified one in the sense that its basic operations are defined in terms of the unified operator µ −1 . However, there are small differences, depending on the specific operator model being considered. These specific algorithms will be referred to by the acronyms RIVD, RIVδ and RIVC for, respectively, backward shift, δ and derivative operator transfer function models. Also, it is necessary to initiate the algorithm and this initiation also depends to some extent on the specific operator model concerned. In order to not obscure the nature of the basic unified algorithm, therefore, these are discussed in the next subSection 5.1. A diagram of the unified RIV algorithm is given in Figure 1 , where the estimated parameter vectorθ (see Section 3), with σ 2 removed because it is estimated separately (see below), is shown in partitioned form as the combination of the system and noise model parameter vectors, i.e.
Major Steps in the Unified RIV Algorithm
Step 1. Initialization: This provides an initial estimate of the TF system model parameter vectorρ 0 (see subSection 5.1).
Step 2. Iterative or recursive-iterative IV estimation with adaptive prefilters:
for j = 1: convergence (1) Generate the IV seriesx(k) from the system 'auxiliary model':
with the polynomials based on the estimated parameter vectorρ j−1 obtained at the previous iteration of the algorithm; for j = 1,ρ 0 is the estimate obtained in Step 1.
(2) Obtain the latest estimateη j of the noise model parameter vector based on the estimated noise sequenceξ(k) = y(k) −x(k) using the en bloc IVARMA estimation algorithm (37) or the recursive equivalent of this. 
with the polynomials based on the estimated parameter vectorρ j−1 obtained at the previous iteration of the algorithm andη j obtained in
Step (2);
for j = 1,ρ 0 is the estimate obtained in Step 1. (4) Based on these prefiltered data, compute the estimateρ j of the TF system model parameter vector using the en bloc solution (28) or the recursive IV equivalent of this.
end
Step 3. Error covariance matrix evaluation: After convergence, compute the estimated parametric error covariance matrices associated with the parameter estimates, from the following expressions that follow from the theorem by Pierce [29, 18] .
2 is estimated by reference to condition (11e) of equation (11) 
andê(k) are the estimated ARMA model residuals. P * ρ is also generated naturally from the 'symmetric' versions of these algorithms, so that they can be accessed straightforwardly by adding such a symmetric update subsequent to convergence (see page 183 in [46] and later Section 5.2). Note that the definitions (42) assume that the off-diagonal blocks in the full error covariance matrix for θ are zero, following the Pierce theorem (see Section 3).
The Simplified Refined Instrumental Variable (SRIV) algorithm is a very useful, reliable and computationally efficient version of the RIV-type algorithm obtained in the case where the additive noise is purely white (i.e. C = D = 1.0), so removing completely the need to estimate the ARMA noise model. The resulting SRIVD, SRIVC and SRIVδ algorithms are optimal under these special conditions but they also function well in practice, maintaining consistency even if the noise is coloured because of the IV-type solution; or even if the noise does not conform to the ARMA type description. In effect, the SRIV algorithms are the pseudo-linear regression equivalent of standard 'Output Error' (OE) estimation but they can sometimes produce superior estimation results (e.g. [9, 25] ). Note also that if the denominator of the ARMA noise model is constrained equal to the system transfer function denominator, the RIV algorithm can be used for the estimation of ARMAX models (see [18] which also discusses RIV estimation of other transfer function model forms).
Finally, the recursive equivalent of the en bloc solution (28) is well known [48] and will not be discussed here. It is sufficient to note that the unified recursive equations take the form:
where the third equation is a recursive update of the inverse IV cross-product matrix (45) that avoids matrix inversion. Recursive estimation takes a little longer than en-bloc estimation so, although it could be used at each iteration, it is computationally more efficient to use it only at the final iteration, as mentioned previously in Section 1 and illustrated later in the example of Section 6.1.
Initiation
The initiation of the RIV/SRIV algorithms requires the specification of A(z −1 ,ρ 0 ), A(s,ρ 0 ) or A(δ,ρ 0 ). In the case of the RIVD/SRIVD algorithm, it is standard practice to use initial linear least squares estimation of an ARX model. While the parameters of this model are normally biased, they are nearly always sufficient to define an initial estimate that induces subsequent convergence of the RIV algorithm. Note that if the estimated ARX model is unstable, then the unstable eigenvalues of the estimated denominator polynomial are reflected into the stable region of the complex z −1 plane (e.g. using the Matlab routine polystab). Normally, this estimate is employed to initiate the simpler SRIVD algorithm (see above) and then the resulting estimated parameter vector is used to define the initial A(z −1 ,ρ 0 ) for final, full RIVD estimation. Of course, a facility could be added that allows the user to specify A(z −1 ,ρ 0 ) on the basis of prior knowledge; or to employ the 'state variable filter' approach that is used in the RIVC algorithm.
The initiation of the RIVC algorithm is discussed fully in [51, 48] but the two simplest approaches are: (i) estimate an ARX model in discrete-time, as in the RIVD case, and convert this to continuous-time form in the conventional manner, so providing an initial A(s,ρ 0 c ); or (ii) select a single breakpoint parameter λ (breakpoint frequency in radians/time unit) of the State Variable Filter (SVF):
This latter SVF approach, which is normally superior, was suggested a long while ago [44] but has proven popular ever since. When used in practice, it is necessary to find a λ value that induces satisfactory convergence. This is chosen so that it is equal to, or larger than, the bandwidth of the system to be identified. However, the choice is not critical since convergence occurs over a fairly wide range of values (see example 2, Section 6.2). These same two approaches can also be used for initiation of the RIVδ algorithm but, naturally, in relation to the specification of the initial A(δ,ρ 0 ) polynomial.
Convergence
A recent, quite comprehensive analysis of convergence for RIVC algorithm is given in [23] , who refer to the earlier analysis of Stoica and Söderström [39, 36] in relation to the Steiglitz-McBride algorithm [38] . Here, we will consider the local convergence of the unified RIV algorithm in rather simpler terms using an alternative 'incremental' implementation of the algorithm that is completely equivalent to the standard RIV iterative update.
The standard RIV algorithm outlined in Section 5 is one way of implementing the pseudo-linear regression type of optimization based on the ideas presented in Sections 4.1 to 4.3. But there are other possibilities provided that the resulting RIV algorithm is based on the PLR approach with the basic prefiltering carried out as described. One possibility is to consider how the parameter vector is updated at the jth iteration based on its estimate at the previous (j − 1)th iteration. In order to develop this incremental iterative updating, equation (28) is written in the following vector-matrix terms at iteration j:
Here,ρ j N is the estimate based on all N samples in the data set at the jth iteration; Φ j−1 is a N × m + n + 1 data matrix with rows defined in (18) or (39) , depending of the specific form of the algorithm, with the prefilters defined at iteration j − 1;Φ j−1 is a similarly formed and prefiltered instrumental variable product matrix, with rows defined in (29) or (40); and y j−1 is the N × 1 prefiltered output vector with elements y fρ,j−1 (k) or µ n y fρ,j−1 (k), k = 1, 2, . . . , N , where the subscript f ρ,j−1 denotes the prefiltering operation at iteration j − 1. However, y j−1 can be defined in terms of the previous iteration estimates, i.e.,
where e j−1 is the N × 1 vector of recursive residualŝ e(k), k = 1, 2, . . . , N . Combining these equations shows thatρ
When considering these updating equations, it is important to emphasize that the updating algorithm (49) is entirely equivalent to the standard RIV iterative update (47) and so it can be used to evaluate the convergence of the standard RIV iterations. Also, this equation is of the Gauss-Newton (GN) type (see e.g. [24] ), except that the cross-product matrix in the square brackets is not symmetric because of the IV formulation (cf. the equivalent symmetric Hessian matrix within a standard GN context). Nevertheless, it will be very close to symmetric because the source of the instrumental variables (the output of the auxiliary model) is an estimate of the noise-free output x(k) and it can be shown [48] that,
where p. lim is the probability in the limit as N → ∞.
. . , N , as defined previously in terms of the noisefree output and input variables by equation (20) . Consequently, we see that, in these probabilistic terms, the symmetry is implicit in the RIV algorithm. The GN nature of the RIV algorithm becomes even more obvious if a 'symmetric gain' version of the RIV algorithm (see above, Step 3 in Section 5) is utilized, i.e.,
where the Hessian is now symmetric. It is then clear from the ML formulation of the algorithm and the Pierce theorem [29] that the update is indeed the product of the Hessian and gradient of the ML cost function. Indeed, this is the reason why the standard implementation of the RIV algorithms includes a final iteration using this symmetric gain version of the solution. Originally, the symmetric gain form of the RIV algorithm was recommended [52] , however, it is not now used until the final iteration because it has been found, by practical application of the RIV algorithm over many years [18, 48] , that it is more robust to use the standard asymmetric RIV solution (28) (i.e. the en-bloc equivalent of (49)).
If the GN update (51) was being applied to a pure regression rather than a pseudo-linear regression model, then it would constitute a Newton algorithm and so converge in one step. In the present context, however, it constitutes an efficient gradient descent algorithm and, depending on the provision of a suitable initial estimate, as discussed above in sub-Section 5.1, it will converge to a local minimum or stationary point and can be compared to the 'damped' GN algorithm normally used for PEM optimization [24] , except that there is no 'step-size' parameter. Indeed, as Van den Hof and Douma point out in relation to the SRIVC algorithm [41] , unlike this classic GN algorithm, updates such as (49) and (51) do not rely on an approximate Taylor series expansion for their formulation and may, therefore, have improved convergence properties. In other words, at each iteration of the RIV algorithm the pseudo-linear regression model is automatically linearized by the introduction of the prefilters and, therefore, provides a very suitable basis for GN-type updating. This is certainly borne out by practical experience with RIV algorithms over many years, as well as simulation results (e.g. [47] ) which show that RIV can have advantages over PEM, particularly when applied to data from 'stiff' systems that have a wide range of eigenvalues. Of course, the PEM approach is much more general than RIV estimation and has advantages in other areas, such as the estimation of multiple input models with a different denominator in each constituent transfer function, where the RIV 'backfitting' approach [15, 9] is less efficient.
RIV optimality in Instrumental Variable Terms
Söderström and Stoica [37] develop a general framework for instrumental variable estimation that they term Extended Instrumental Variable (EIV) estimation. This includes the use of prefilters that depend on the form of the transfer function model being considered and, in the case of the BJ model considered here, these prefilters are the same as those considered in the previous Sections of this paper (see also [12, 11] ). In particular, using the nomenclature of the present paper, this EIV formulation considers IV estimation in terms of the following optimal solution:ρ
fρ (k)y fρ (k) (53) and optimization of this criterion with respect to ρ then yields the RIV solution (28), i.e.,
Moreover, Söderström [34] , in considering "How accurate can instrumental variables become", concludes that, upon convergence of the iterations, the prefilters used in this RIV solution are optimal from EIV and PEM standpoints. In other words, not only are the RIV estimates optimal in maximum likelihood and prediction error terms, but also the RIV algorithm is an optimal instrumental variable estimator.
Simulation Examples
Recently, a number of publications by the author and his colleagues have provided simulation and real examples of RIV-type estimation and have compared the results with those obtained by other methods (see e.g. [47, 48] ).
Here, therefore, we will consider only two simulation examples that reasonably exemplify the performance of the unified RIV algorithm. In these examples, generic names will be used for the various algorithms but routines from the CAPTAIN Toolbox 2 for Matlab TM will be used for RIV model identification and parameter estimation. These are the rivbjid and rivbj routines that implement RIVD model structure identification and parameter estimation, respectively; and the analogous rivcbjid and rivcbj routines in the case of RIVC. A similar implementation of RIVC is available in the CONTSID Toolbox 3 . For comparison, the pem and tfest routines from the Matlab SID Toolbox are used for PEM estimation of discrete and continuous-time models, respectively. The results for δ operator model estimation are obtained using a recently updated version of an algorithm developed some years ago [50] but not available in the CAPTAIN Toolbox.
Although model structure identification will not be discussed in these examples, such identification has been used in all cases using the rivbjid and rivcbjid routines in CAPTAIN and based on well known order identification criteria such as AIC [1] , BIC [2, 33] and YIC (see [48] and the prior references therein), as well as reference to the recursive estimation results (see e.g. section 7.3 of chapter 7 in [48] ). However, the degree to which a model explains the measured output data will be specified by the following coefficient of determination:
where σ 2 x is the sample variance of the noise-free output x(k); and σ 2 ex is the sample variance of the error e x (k) = x(k) −x(k) between the noise-free output and the simulated noise-free output of the model. In other words, R 2 T (x) measures how much of the noise-free output variance is explained by the model.
Simulation Example 1: Discrete-Time Example
This example is concerned with the following, fourth order, backward shift operator TF model [55] :
where σ 2 is selected so that the noise/signal ratio, in relation to the noise-free output, is 0.2 by variance or 0.447 by standard deviation (equivalent to a signal/noise ratio (SNR) of 8.7 dB, using the standard SNR definition). The system and noise models are highly oscillatory with natural frequencies that are quite close together at 0.676 and 1.060 radians per time unit; and the associated damping factors are 0.102 and 0.238. The input signal is a 1000 sample, pseudo-random binary signal between 0 and 1 with a switching period of 10 samples and an adequate 'run-in' of 20 zero samples to avoid the well known problems that can occur because of the sharp step changes in the input. This is quite a difficult example with considerable data distortion entering via the reasonable level of additive, highly coloured and oscillatory noise.
The model is identified with the correct [4 4 1 2 2] structure and the RIVD estimation is evaluated by Monte Carlo Simulation (MCS) experiments involving 200 random realizations. For each realization, the RIVD algorithm is initiated using standard ARX model estimation (see Section 5.1). The results are given in Table 1 , which compares the performance of the RIVD algorithm with the PEM algorithm. The results for the noise model are omitted because of space limitations in the table. Also shown are the results obtained when the GN-type updating (see Section 5.2), referred to here as 'trimming', is applied subsequent to convergence of the standard RIVD algorithm. It is clear that these two RIVD results are almost identical, as expected. The PEM results are also similar, although there were nine failures where the estimated parameters were far from the true values. These were removed in calculating the statistics for Table 1 . As pointed out previously, one advantage of the RIV approach to estimation is that it is straightforward to generate the recursive estimates, if these are required. Figure 2 shows the recursive estimates for each of the parametersâ 1 (k) andb 2 (k), as obtained from the final iteration (see Section 5) of four random realizations (represented, respectively, by full, dashed, dash-dot and dotted black lines), using a longer data set of 3000 samples. The grey regions in Figure 2 indicate the changing estimated 95% confidence bounds for the estimates shown by the black line and reveal that the estimate of a 1 is much better defined than b 2 . The recursive estimates provide the user with an excellent visualization of the uncertainty in the parameters, considerable enhancing the standard error estimates that are returned at the end of the data set after en bloc estimation. Taking the uncertainty bounds in Figure 2 into account, at least 1000 samples are required to obtain reasonable estimates of the b 2 parameter. In other words, although the model is identifiable, the recursive estimates show that estimation, particularly of the transfer function numerator parameters, is made difficult because of the highly oscillatory noise effects; and they suggest that, if the numerical values of the parameters are important for the application being considered, then it would be desirable to base single realization estimation (often the practical situation) on at least 2000 samples in order to ensure well converged estimates. In all of the cases shown in Figure 2 , however, R 2 T (x) > 0.999 after 1000 samples, so the models would be appropriate for applications such as forecasting. Note that recursive estimates are even more useful in cases where the model is poorly identifiable, for example because of over-parameterization: here, the recursive estimates do not show any clear convergence, whatever the sample size, but tend to wander about because of the ill-defined minimum in the cost function hypersurface. Example 7.4 of [48] shows typical results in this regard.
Finally, although this is a discrete-time model, it is interesting to note that the RIVC algorithm is able to produce a reasonable explanation of the data: e.g. in a typical single run, the best identified model has a structure pentad [4 4 0 2 2] and the time delay is accommodated by a small non-minimum phase effect. This yields a model with a coefficient of determination, based on the noise free output, of R 2 T (x) = 0.994.
Simulation Example 2: Continuous-Time Model
This is a modified version of a difficult benchmark example prepared for the IFAC SYSID'06 Symposium in Newcastle, NSW, Australia, in which the simple white additive noise of the original is replaced by ARMA noise, making it still more difficult. The example is the following fourth order system with widely separated modal frequencies and an ARMA(2,1) noise model: The input signal is a maximal length pseudo-random binary sequence (±1.0); and the complete data set consists of 6138 input-output samples with a sampling interval of ∆t = 0.005 time units (i.e. total time 30.69 time units). The noise level at the output is high: in relation to the noise-free output, the noise-signal-ratio is 0.64 by variance or 0.8 by standard deviation (equivalent to a SNR=1.94 dB).
The [4 3 0 2 1] model structure is correctly identified and RIVC estimation is evaluated by MCS analysis in a similar manner to the previous discrete-time example. In all realizations, the RIVC algorithm was initiated with the SVF breakpoint frequency λ = 0.1, although the same results were obtained for λ between 0.00001 and 0.5. The results are shown in Table 2 . Also shown are the results obtained using the tfest routine, recently introduced into the Matlab TM SID Toolbox, which is initiated with a SID implementation of SRIVC. Here, the mean estimates are very similar to the RIVC algorithm estimates but the standard deviations are marginally larger and there was one failure (the estimates are far removed from their true Table 2 MCS estimation results obtained by the RIVC and TFEST algorithms for the model (57) (based on 100 realizations; 'mean' and 'SD' denote the mean values and standard deviation of these MCS realizations)
values). Noise model estimates are not given by tfest 4 .
The RIVC estimated model from the closest realization to the median of the R The estimated standard errors are of the same order as the standard deviations in Table 2 . If the Matlab c2d routine is applied to the continuoustime model (57) it yields complex roots in the denominator polynomial at 0.9995 ± 0.00497j. These roots are very close to the unit circle because the sampling rate is very fast in this example and this leads to both the RIVD and PEM algorithms failing to converge to satisfactory discrete-time models. In control system terms, it would be advantageous at this fast sampling rate to use the associated δ operator model [28, 50] obtained using either conversion from the continuous-time to the delta operator model, or direct estimation of this model using RIVδ. The latter yields the model:
which explains the noise-free output well with R 2 T = 0.998, marginally lower than the continuous-time model (58).
Conclusions
This paper has presented the Refined Instrumental Variable (RIV) approach to the estimation of a unified transfer function model of the Box-Jenkins type that subsumes transfer functions in the backward shift, δ and derivative operators as special cases. It has shown how this RIV algorithm is formulated and developed within the context of maximum likelihood optimization and that the optimization strategy is based on iterative solution of pseudo linear regression equations. It has also shown that this strategy can be considered in an entirely equivalent Gauss-Newton (GN) updating form that overtly minimizes the sum-of-squares of the stochastic model prediction errors. We see, therefore, that in maximum likelihood estimation of Box-Jenkins transfer function models, the RIV-type algorithm is an effective alternative to prediction error minimization using gradient-based numerical optimization. As pointed out in Section 5, it can be used also, in a simply constrained form, for the identification and estimation of ARMAX and other transfer function model forms [17, 18] . A RIV algorithm for full, multivariable TF model estimation has been developed and evaluated [16] but it is complex to implement and use, so the amalgamation of separately estimated multiple input models is recommended, even though this is not strictly optimal in statistical terms.
The GN formulation of the RIV optimization in equation (49) has its attractions, particularly from a theoretical standpoint where it demonstrates that the algorithm will converge to a local minimum of the ML cost function, requiring only an easily specified initial estimate of the transfer function denominator polynomial. In more practical terms, however, its full implementation (see e.g [26] ) removes the algorithm's ability to easily generate recursive estimates and can have other disadvantages [49] . GN updates could be used to 'trim' the RIV estimates subsequent to convergence of the standard RIV iterations, but simulation and practical examples suggest that this rarely makes any noticeable difference to the estimates, although it may be worthwhile introducing it as a user option for the standard RIV algorithms.
The option to generate recursive estimates of the model parameters is an important advantage of standard RIV algorithmic family. Indeed, as far as the author is aware, this RIV approach is the only, fully unified method of transfer function model identification and estimation that exploits a virtually identical algorithm for both discrete and continuous-time transfer function models while, at the same time, allowing for inherent recursive estimation in which the recursive estimates are identical to those obtained by stage-wise en-bloc estimation. It is also distinguished by its optimality in both maximum likelihood and instrumental variable terms, with the instrumental nature of the algorithmic implementation providing robustness to violation of the statistical assumptions associated with the noise model, as well as an assurance of consistent parameter estimates even if the additive noise does not have rational spectral density. The paper has not described various additional RIV algorithms that have been developed and are available in the CAPTAIN and CONTSID Toolboxes. These include multiple input models with either a common denominator in all constituent transfer functions or different denominators [15, 9] , where the former is a trivial extension of the single input case described in the present paper; models within a feedback system [47, 11] ; Linear Parameter Varying (LPV) models [21] ; State Dependent Parameter (SDP) nonlinear models [54] ; and frequency-domain formulations [13] . Except for the latter approach, these are described in [48] , and the prior references therein. This latter reference also discusses real-time recursive estimation of time variable and state-dependent parameters which are, of course, most appropriate extensions to constant parameter RIV estimation because of its inherent recursive estimation facility.
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