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2956 Z.-G. Liu / Journal of Number Theory 132 (2012) 2955–2966Deﬁnition 1.1. Jacobi theta functions θ j for j = 1,2,3,4 are deﬁned as
θ1(z|τ ) = 2
∞∑
k=0
(−1)kq(2k+1)2/8 sin(2k + 1)z, θ3(z|τ ) = 1+ 2
∞∑
k=1
qk
2/2 cos2kz,
θ2(z|τ ) = 2
∞∑
k=0
q(2k+1)2/8 cos(2k + 1)z, θ4(z|τ ) = 1+ 2
∞∑
k=1
(−1)kqk2/2 cos2kz.
We now introduce the concept of the degree of a theta function.
Deﬁnition 1.2. Let r be a positive integer and a, b be two nonzero complex numbers, and let f (z)
be an entire function of z satisfying the functional equations f (z + π) = af (z) and f (z + πτ) =
be−2irτ f (z). Then we say f (z) is a theta function of degree r.
Using the theory of elliptic functions, we proved essentially in [6] the following theta function
identity of degree four, which includes the quintuple product identity and many other identities as
special cases.
Theorem1.1. Let h(z) is an even entire function of z which satisﬁes the functional equations h(z) = h(z+π) =
q2e8izh(z + πτ). Then we have
h(z) − h(−z)
θ1(2z|τ ) =
h(y) − h(−y)
θ1(2y|τ ) .
Our main aim of this paper is extending the above identity to the following curious theta function
identity of degree 8 with the method of asymptotic analysis.
Theorem 1.2. Suppose that f (z) is an even entire function of z which satisﬁes the functional equations f (z) =
f (z + π) = q4e16iz f (z + πτ). Then we have
f (z)
θ21 (2z|τ )
− f (y)
θ21 (2y|τ )
= 1
4
θ1(z + y|τ )θ1(z − y|τ )
{ − f (0)
θ21 (z|τ )θ21 (y|τ )
+ f (
π
2 )
θ22 (z|τ )θ22 (y|τ )
− qf (
π+πτ
2 )
θ23 (z|τ )θ23 (y|τ )
+ qf (
πτ
2 )
θ24 (z|τ )θ24 (y|τ )
}
.
For brevity, in this paper we use the prime to denote partial differential operator with respect to
the ﬁrst variable of theta functions, and ϑ ′1(τ ), ϑ2(τ ), ϑ3(τ ), and ϑ4(τ ) to denote θ ′1(0|τ ), θ2(0|τ ),
θ3(0|τ ), and θ4(0|τ ) respectively.
Deﬁnition 1.3. Eisenstein series L(τ ) and M(τ ) are deﬁned by
L(τ ) = 1− 24
∞∑
n=1
nqn
1− qn ,
M(τ ) = 1+ 240
∞∑
n=1
n3qn
1− qn .
Z.-G. Liu / Journal of Number Theory 132 (2012) 2955–2966 2957For any function f (z), we use (log f )′(z) to denote the logarithmic derivative of f (z) with respect
to z. Using the method of asymptotic analysis to Theorem 1.2, we can obtain the following theta
function identity of degree 8.
Theorem 1.3. Suppose that f (z) is an even entire function of z which satisﬁes the functional equations f (z) =
f (z + π) = q4e16iz f (z + πτ). Then we have
f (0)
72ϑ ′1(τ )4
((
8L(τ ) + 3(log f )′′(0))2 + 8M(τ ) + 3(log f )(4)(0))
= f (
π
2 )
ϑ42 (τ )
− qf (
π+πτ
2 )
ϑ43 (τ )
+ qf (
πτ
2 )
ϑ44 (τ )
.
Theorem 1.3 allows us to derive the following corollary involving Eisenstein series.
Corollary 1.1. Suppose that g(z) is an even entire function of z with g(0) = 0 which satisﬁes the functional
equations g(z) = −g(z + π) = −q5/2e10iz g(z + πτ). Then we have
(
5L(τ ) + 3(log g)′′(0))2 + 2M(τ ) + 3(log g)(4)(0) = 0.
Theorems 1.2 and 1.3 include many nontrivial theta function identities as special cases. In this
paper we shall give a few examples to explain how these two theorems can be used to derive theta
function and Eisenstein series identities.
This paper is organized as follows. In Section 2, we introduce some basic properties of theta func-
tions. In Section 3, we prove Theorems 1.2 and 1.3 using the method of asymptotic analysis, and show
Theorem 1.2 is an extension of Theorem 1.1. Corollary 1.1 is also proved in Section 3. In Section 4, we
use Theorem 1.2 to derive the following new addition formula for theta functions of degree 5 which
is obviously different from the addition formula in [7], and some applications are given. In particular,
this addition formula allows us to give an extension of the Hirschhorn septuple product identities.
Theorem 1.4. If g1(z) and g2(z) are two even entire functions of z which satisfy g j(z) = −g j(z + π) =
−q5/2e10iz g j(z + πτ) for j = 1,2, then there exists a constant C independent of z and y such that
g1(z)g2(y) − g1(y)g2(z) = Cθ1(2z|τ )θ1(2y|τ )θ1(z + y|τ )θ1(z − y|τ )
θ1(z|τ )θ1(y|τ ) .
In Section 5, we use Theorem 1.2 to set up a Lambert series identity. Theorem 1.3 is used to derive
some new Eisenstein series identities in Section 6. For example, we prove the following two nontrivial
identities.
Proposition 1.1.With L(τ ) and M(τ ) as in Deﬁnition 1.3, we have
5
(
L(τ ) − L(3τ ) − 4L(6τ ))2 − M(τ ) − 5M(3τ ) + 16M(6τ )
= 90
∞∏
n=1
(
1+ qn
1− qn
)4(1− q3n
1+ q3n
)12
, (1.1)
20
(
L(τ ) − L(5τ ) − 8L(10τ ))2 − M(τ ) − 11M(5τ ) + 32M(10τ )
= 180
∞∏
n=1
(
1+ qn
1− qn
)2(1− q5n
1+ q5n
)10
. (1.2)
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To carry out our study, we need some basic properties of theta functions. From the deﬁnitions of
theta functions and some straightforward calculations, we easily ﬁnd the following proposition (see,
for example [10, p. 166]).
Proposition 2.1.With respect to the (quasi) periods π and πτ , we have the functional equations
θ1(z|τ ) = −θ1(z + π |τ ) = −q1/2e2izθ1(z + πτ |τ ),
θ2(z|τ ) = −θ2(z + π |τ ) = q1/2e2izθ2(z + πτ |τ ),
θ3(z|τ ) = θ3(z + π |τ ) = q1/2e2izθ3(z + πτ |τ ),
θ4(z|τ ) = θ4(z + π |τ ) = −q1/2e2izθ4(z + πτ |τ ).
It is easily seen that in the fundamental periodic parallelogram given by
∏
= {xπ + yπτ | 0 x 1, 0 y  1}
theta function θ1 has a simple zero at 0, which indicates that in the period parallelogram θ1(2z|τ )
has simple zeros at 0, π/2, (π + πτ)/2, and (πτ )/2 by using Proposition 2.1.
The four Jacobi theta functions are mutually related, and starting from one of them we may obtain
the other three by simple calculation. For example, we have (see, for example [10, p. 167])
Proposition 2.2. Theta functions θ1 , θ2 , θ3 , and θ4 satisfy the relations
θ1(z + π/2|τ ) = θ2(z|τ ),
θ1
(
z + (πτ )/2∣∣τ )= iq−1/8e−izθ4(z|τ ),
θ1
(
z + (π + πτ)/2∣∣τ )= q−1/8e−izθ3(z|τ ).
The inﬁnite product representations of theta functions are given by the following proposition (see,
for example [10, p. 171]).
Proposition 2.3. Let θ j for j = 1,2,3,4 be deﬁned as in Deﬁnition 1.1. Then we have
θ1(z|τ ) = 2q1/8(sin z)
∞∏
n=1
(
1− qn)(1− qne2iz)(1− qne−2iz),
θ2(z|τ ) = 2q1/8(cos z)
∞∏
n=1
(
1− qn)(1+ qne2iz)(1+ qne−2iz),
θ3(z|τ ) =
∞∏
n=1
(
1− qn)(1+ qn−1/2e2iz)(1+ qn−1/2e−2iz),
θ4(z|τ ) =
∞∏
n=1
(
1− qn)(1− qn−1/2e2iz)(1− qn−1/2e−2iz).
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the following proposition (see, for example [10, p. 172]).
Proposition 2.4. Let η(τ ) be the Dedekind eta function. Then we have
ϑ ′1(τ ) = 2q1/8
∞∏
n=1
(
1− qn)3 = 2η3(τ ).
The trigonometric series expansion of (log θ1)′(z|τ ) can be stated in the following proposition [11,
p. 489].
Proposition 2.5. If θ1(z|τ ) is deﬁned as in Deﬁnition 1.1, then we have
(log θ1)
′(z|τ ) = cot z + 4
∞∑
n=1
qn
1− qn sin2nz.
Substituting the Laurent expansion of cot z and the Maclaurin series of sin z in to the right-hand
side of the above equation, we can easily derive the following asymptotic expansion near z = 0.
Proposition 2.6. (log θ1)′(z|τ ) = 1z − 13 L(τ )z − 145M(τ )z3 + O (z5).
3. Proofs of Theorems 1.2 and 1.3
For any complex function f , in this section we use pri( f ;α) to denote the principal part of f at
z = α. Now we begin to prove Theorem 1.2.
Proof of Theorem 1.2. If f is the given function in Theorem 1.2, it is easy to show that f (z)/θ21 (2z|τ )
is an even elliptic function with possible poles at 0, π/2, (πτ )/2 and (π + πτ)/2. By a direct com-
putation, we ﬁnd that near z = 0,
1
θ21 (2z|τ )
= 1
4ϑ ′1(τ )2z2
+ O (z2).
Since f (z) is an even entire function of z, we have that f (z) = f (0) + O (z2), as z → 0. Thus we
conclude that near z = 0,
f (z)
θ21 (2z|τ )
= f (0)
4ϑ ′1(τ )2z2
+ O (1).
It follows that
pri
(
f (z)
θ21 (2z|τ )
;0
)
= f (0)
4ϑ ′1(τ )2z2
.
Similarly, with the help of the functional equations f (z) = f (z + π) = q4e16iz f (z + πτ) we can ﬁnd
that the principal parts of f (z)/θ21 (2z|τ ) at z = π/2, (πτ )/2, (π + πτ)/2 are given by
2960 Z.-G. Liu / Journal of Number Theory 132 (2012) 2955–2966pri
(
f (z)
θ21 (2z|τ )
; π
2
)
= f (π/2)
4ϑ ′1(τ )2(z − π/2)2
,
pri
(
f (z)
θ21 (2z|τ )
; πτ
2
)
= qf ((πτ )/2)
4ϑ ′1(τ )2(z − (πτ )/2)2
,
pri
(
f (z)
θ21 (2z|τ )
; π + πτ
2
)
= qf ((π + πτ)/2)
4ϑ ′1(τ )2(z − (π + πτ)/2)2
.
If we use r(z) to denote the right hand member of the equation in Theorem 1.2, then by direct
computations, we ﬁnd that
pri
(
r(z);0)= pri
(
f (z)
θ21 (2z|τ )
;0
)
, pri
(
r(z); (π + πτ)/2)= pri
(
f (z)
θ21 (2z|τ )
; π + πτ
2
)
,
pri
(
r(z);π/2)= pri
(
f (z)
θ21 (2z|τ )
; π
2
)
, pri
(
r(z);πτ/2)= pri
(
f (z)
θ21 (2z|τ )
; πτ
2
)
.
It follows that f (z)/θ21 (2z|τ ) − r(z) is an elliptic function without poles, so it must be a constant [1,
Theorem 1.5, p. 5]. Thus for some constant C , we have
f (z)
θ21 (2z|τ )
+ C = r(z).
Putting z = y and using the obvious fact r(y) = 0, we deduce that C = − f (y)/θ21 (2y|τ ). Substituting
this into the above equation, we complete the proof of Theorem 1.2. 
Next we prove Theorem 1.3 with Theorem 1.2 and the method of asymptotic expansion.
Proof of Theorem 1.3. Dividing both sides of Theorem 1.2 by z− y and then letting y → z, we imme-
diately obtain.
4 f (z)
ϑ ′1(τ )θ
3
1 (2z|τ )
(
(log f )′(z) − 4(log θ1)′(2z|τ )
)
= − f (0)
θ41 (z|τ )
+ f (
π
2 )
θ42 (z|τ )
− qf (
π+πτ
2 )
θ43 (z|τ )
+ qf (
πτ
2 )
θ44 (z|τ )
. (3.1)
Using Proposition 2.6 and some elementary calculations, we deduce that near z = 0,
1
θ41 (z|τ )
= 1
ϑ ′1(τ )4z4
+ 2L(τ )
3ϑ ′1(τ )4z2
+ 10L
2(τ ) + M(τ )
45ϑ ′1(τ )4
+ O (z2).
Since f (z) is even, with Proposition 2.6 and some straightforward calculations, we ﬁnd that near
z = 0, the left-hand side of (3.1) equals
f (0)
360ϑ ′1(τ )4
(
5
(
8L(τ ) + 3(log f )′′(0))2 + 15(log f )(4)(0) − 80L2(τ ) + 32M(τ ))
− f (0)
ϑ ′ (τ )4z4
− 2 f (0)L(τ )
3ϑ ′ (τ )4z2
+ O (z2).
1 1
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Theorem 1.3. 
Now we show that Theorem 1.2 is really an extension of Theorem 1.1.
Proof of Theorem1.1. If h(z) is the given function in Theorem 1.1, then (h(z)−h(−z))θ1(2z|τ ) satisﬁes
the conditions of Theorem 1.2. Taking f (z) = (h(z) − h(−z))θ1(2z|τ ) in Theorem 1.2, with the aid
of the fact z = 0, z = π/2, (π + πτ)/2, and (πτ )/2 are zeros of θ1(2z|τ ), we deduce that f (0) =
f ( π2 ) = f ( π+πτ2 ) = f ( πτ2 ) = 0. Substituting these values into Theorem 1.2, we immediately obtain
Theorem 1.1. 
Finally we prove Corollary 1.1 using Theorem 1.3 and Proposition 2.6.
Proof of Corollary 1.1. Taking f (z) = g(z)θ1(2z|τ )/θ1(z|τ ) in Theorem 1.3 and noting that 0, π/2,
(π + πτ)/2, and (πτ )/2 are zeros of θ1(2z|τ ), we ﬁnd that f (0) = 2g(0) = 0 and f ( π2 ) = f ( π+πτ2 ) =
f ( πτ2 ) = 0. Now the identity in Theorem 1.3 becomes
(
8L(τ ) + 3(log f )′′(0))2 + 8M(τ ) + 3(log f )(4)(0) = 0. (3.2)
Using Proposition 2.6 and straightforward calculation, we easily deduce that
(log f )′′(0) = −L(τ ) + (log g)′′(0), (log f )(4)(0) = −2M(τ ) + (log g)(4)(0).
Substituting these equations into (3.2), we ﬁnish the proof of Corollary 1.1. 
4. Proof of Theorem 1.4
We begin this section by proving Theorem 1.4 with Theorem 1.2.
Proof of Theorem 1.4. Let g j(z) for j = 1,2 be the given functions in Theorem 1.4. Then we can
choose f (z) = θ1(2z|τ )g j(z)
θ1(z|τ ) in Theorem 1.2. Since 0, π/2, (π + πτ)/2 and (πτ )/2 are zeros of f (z),
we easily ﬁnd that f (0) = 2g j(0) and f ( π2 ) = f ( π+πτ2 ) = f ( πτ2 ) = 0. It follows that for j = 1,2,
g j(z)
θ1(z|τ )θ1(2z|τ ) −
g j(y)
θ1(y|τ )θ1(2y|τ ) = −
g j(0)θ1(z + y|τ )θ1(z − y|τ )
2θ21 (z|τ )θ21 (y|τ )
.
Using the above two equations and a direct computation, we deduce that
(g1(z)g2(y) − g1(y)g2(z))θ1(z|τ )
θ1(z + y|τ )θ1(z − y|τ )θ1(2z|τ ) =
g2(0)g1(y) − g1(0)g2(y)
2θ21 (y|τ )
.
We denote the right hand member of the above equation by α(y). It follows that
g1(z)g2(y) − g1(y)g2(z)
θ1(z + y|τ )θ1(z − y|τ ) =
θ1(2z|τ )α(y)
θ1(z|τ ) . (4.1)
It is obvious that the left hand member is symmetric in z and y, so we have
θ1(2z|τ )α(y) = θ1(2y|τ )α(z) ,
θ1(z|τ ) θ1(y|τ )
2962 Z.-G. Liu / Journal of Number Theory 132 (2012) 2955–2966which indicates that α(y)θ1(y|τ )/θ1(2y|τ ) is independent of y, so it must be a constant, say C .
Thus, we have α(y) = Cθ1(2y|τ )/θ1(y|τ ). Substituting this into (4.1), we complete the proof of Theo-
rem 1.4. 
Using Theorem 1.4, we can derive the following remarkable identity.
Proposition 4.1. Let Hk(z|τ ) for k = 1,2 be deﬁned as Hk(z|τ ) = e2kizθ1(5z + kπτ |5τ ) − e−2kizθ1(5z −
kπτ |5τ ). Then we have the identity
q1/2H1(z|τ )H2(y|τ ) − q1/2H1(y|τ )H2(z|τ ) = θ1(z + y|τ )θ1(z − y|τ )θ1(2z|τ )θ1(2y|τ )
θ1(z|τ )θ1(y|τ ) .
When y = 0, the above equation becomes the Hirschhorn septuple identity [5] (see also [2–4,9]).
q1/2H1(z|τ )θ1(2πτ |5τ ) − q1/2θ1(πτ |5τ )H2(z|τ ) = θ1(z|τ )θ1(2z|τ ).
Proof. Taking g1(z) = q1/2H1(z|τ ) and g2(z|τ ) = q1/2H2(z|τ ) in Theorem 1.4, we immediately have
q1/2H1(z|τ )H2(y|τ ) − q1/2H1(y|τ )H2(z|τ ) = C θ1(z + y|τ )θ1(z − y|τ )θ1(2z|τ )θ1(2y|τ )
θ1(z|τ )θ1(y|τ ) .
Setting y = π/5, z = 2π/5 in the above equation and simplifying, we conclude that
4
(
cos2
2π
5
− cos2 π
5
)
q1/2θ1(πτ |5τ )θ1(2πτ |5τ ) = Cθ1
(
π
5
∣∣∣∣τ
)
θ1
(
2π
5
∣∣∣∣τ
)
.
Using the inﬁnite product expansion formula of θ1(z|τ ), we can easily ﬁnd that
θ1(πτ |5τ )θ1(2πτ |5τ ) = −q−1/4
∞∏
n=1
(
1− qn)(1− q5n),
θ1
(
π
5
∣∣∣∣τ
)
θ1
(
2π
5
∣∣∣∣τ
)
= √5q1/4
∞∏
n=1
(
1− qn)(1− q5n).
Combining the above three equations and 4(cos2 2π5 − cos2 π5 ) = −
√
5, we ﬁnd C = 1. This completes
the proof of Proposition 4.1. 
Using the same method, we can derive the following four propositions.
Proposition 4.2. Let Lk(z|τ ) for k = 1,2 be deﬁned as Lk(z|τ ) = θ1(z+ kπ5 |τ )− θ1(z− kπ5 |τ ). Then we have
L1(z|τ )L2(y|τ ) − L1(y|τ )L2(z|τ ) = 5θ1(z + y|5τ )θ1(z − y|5τ )θ1(2z|5τ )θ1(2y|5τ )
θ1(z|5τ )θ1(y|5τ ) .
Proposition 4.3. Let Mk(z|τ ) for k = 1,2 be deﬁned as Mk(z|τ ) = θ51 (z + kπ5 |τ ) − θ51 (z − kπ5 |τ ). Then we
have
M1(z|τ )M2(y|τ ) − M1(y|τ )M2(z|τ )
=
(
250η4(τ )η4(5τ ) + 3125η
10(5τ )
η2(τ )
)
θ1(z + y|τ )θ1(z − y|τ )θ1(2z|τ )θ1(2y|τ )
θ1(z|τ )θ1(y|τ ) .
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e2kizθ51 (z + kπτ |5τ ) − e−2kizθ51 (z − kπτ |5τ ). Then we have
q5/2N1(z|τ )N2(y|τ ) − q5/2N2(z|τ )N1(y|τ )
=
(
10η4(τ )η4(5τ ) + η
10(τ )
η2(5τ )
)
θ1(z + y|5τ )θ1(z − y|5τ )θ1(2z|5τ )θ1(2y|5τ )
θ1(z|5τ )θ1(y|5τ ) .
Proposition 4.5. For j = 2,3, we have the addition formula
θ j(2z|τ )
θ21 (z|τ )
− θ j(2y|τ )
θ21 (y|τ )
= −ϑ j(2τ )θ1(z + y|τ )θ1(z − y|τ )
θ21 (z|τ )θ21 (y|τ )
.
5. A Lambert series identity
In this section, we use Theorem 1.2 to prove the following Lambert series identity, which is a
variant form of [8, Lemma 3].
Proposition 5.1.
sin z sin2z
sin5z
−
∞∑
n=1
(
n
5
)
qn
1− qn sin2nz =
η2(5τ )θ1(z|τ )θ1(2z|τ )
2η(τ )θ1(5z|5τ ) .
To prove Proposition 5.1, we ﬁrst prove the following lemma.
Lemma 5.1.
− 1
4
√
5
2∑
k=1
(−1)k−1
(
(log θ1)
′
(
z + kπ
5
∣∣∣∣τ
)
+ (log θ1)′
(
z − kπ
5
∣∣∣∣τ
))
= sin z sin2z
sin5z
−
∞∑
n=1
(
n
5
)
qn
1− qn sin2nz.
Proof. Using the trigonometric series expansion in Proposition 2.5, we immediately ﬁnd the left-hand
side member in Lemma 5.1 equals
2∑
k=1
(−1)k−1
(
cot
(
z + kπ
5
)
+ cot
(
z − kπ
5
))
+ 4
∞∑
n=1
qn
1− qn
2∑
k=1
(−1)k−1
(
sin2n
(
z + kπ
5
)
+ sin2n
(
z − kπ
5
))
.
Using some elementary calculations, we deduce that
2∑
(−1)k−1
(
cot
(
z + kπ
5
)
+ cot
(
z − kπ
5
))
= −4
√
5 sin z sin2z
sin5z
,k=1
2964 Z.-G. Liu / Journal of Number Theory 132 (2012) 2955–29662∑
k=1
(−1)k−1
(
sin2n
(
z + kπ
5
)
+ sin2n
(
z − kπ
5
))
= 4√5
(
n
5
)
.
Combining the above three equations, we complete the proof of Lemma 5.1. 
Now we begin to prove Proposition 5.1 using Theorem 1.2 and Lemma 5.1.
Proof of Proposition 5.1. Taking the logarithmic differentiation of the ﬁrst equation in Proposition 2.1
with respect to z, we obtain
(log θ1)
′(z + π |τ ) = 2i + (log θ1)′(z + πτ |τ ) = (log θ1)′(z|τ ).
Using this we easily verify that the left hand member in Lemma 5.1 is an elliptic function with periods
π and πτ . It is easily seen that this elliptic function has only poles at ±π5 and ± 2π5 and all these are
simple poles. It follows that the right hand member of Lemma 5.1 is an elliptic function with periods
π and πτ and has poles at ±π5 and ± 2π5 .
For simplicity, we temporarily use H(z) to denote the right hand member of Lemma 5.1. It is easy
to verify that we can choose f (z) = θ1(5z|5τ )θ1(2z|τ )θ−11 (z|τ )H(z) in Theorem 1.2.
Employing the fact 0, π/2, (πτ )/2, and (π + πτ)/2 are zero points of θ1(2z|τ ), we ﬁnd that
f (0) = f (π/2) = f ((πτ )/2)= f ((π + πτ)/2)= 0.
Substituting these values into Theorem 1.2, we conclude that
H(z)θ1(5z|5τ )
θ1(z|τ )θ1(2z|τ ) =
H(y)θ1(5y|5τ )
θ1(y|τ )θ1(2y|τ ) .
Letting y → π/5, we easily ﬁnd that the numerator of the right hand member reduces to
sin π5 sin
2π
5 ϑ
′
1(0|5τ ) =
√
5
2 η
3(5τ ), and the denominator becomes θ1( π5 |τ )θ1( 2π5 |τ ) =
√
5η(τ )η(5τ ).
It follows that
H(z)θ1(5z|5τ )
θ1(z|τ )θ1(2z|τ ) =
η2(5τ )
2η(τ )
which is equivalent to the identity in Proposition 5.1. We complete the proof of Proposition 5.1. 
6. Some Eisenstein series identities
We begin this section by proving two Eisenstein series identities in Proposition 1.1.
Proof of Proposition 1.1. Taking f (z) = θ21 (z|τ/3)θ−21 (z|τ )θ23 (z|τ )θ24 (z|τ ) in Theorem 1.3, then
we have f ((πτ )/2) = f ((π + πτ)/2) = 0, f (0) = ϑ ′1(τ/3)2ϑ ′1(τ )−2ϑ23 (τ )ϑ24 (τ ) and f (π/2) =
ϑ2(τ/3)2ϑ2(τ )−2ϑ23 (τ )ϑ24 (τ ). The identity in Theorem 1.3 becomes
(
8L(τ ) + 3(log f )′′(0))2 + 8M(τ ) + 3(log f )(4)(0) = 72ϑ22 (τ/3)ϑ ′1(τ )6
ϑ ′1(τ/3)2ϑ
6
2 (τ )
.
Using Proposition 2.4 and the inﬁnite product representation for θ2 in the right-hand side of the
above equation, we obtain
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8L(τ ) + 3(log f )′′(0))2 + 8M(τ ) + 3(log f )(4)(0) = 72
∞∏
n=1
(
1+ qn/3
1− qn/3
)4(1− qn
1+ qn
)12
. (6.1)
Using the trigonometric series expansions for (log θ3)′(z|τ ) and (log θ4)′(z|τ ) (see, for example [11,
p. 489]), we easily ﬁnd that
(log θ3)
′(z|τ ) + (log θ4)′(z|τ ) = 8
∞∑
n=1
qn
1− q2n sin4nz.
With Proposition 2.6 and the above equation, we ﬁnd that (log f )′(z) equals
2
3
(
L(τ ) − L(τ/3))z + 2
45
(
M(τ ) − M(τ/3))z3 + 16
∞∑
n=1
qn
1− q2n sin4nz.
It follows that
(log f )′′(0) = 2
3
(−L(τ/3) − 3L(τ ) + 4L(2τ )),
(log f )(4)(0) = 4
15
(−M(τ/3) − 15M(τ ) + 16M(2τ )).
Substituting these two equations into (6.1) and then writing τ as 3τ , we obtain (1.1).
In the same way by taking f (z) = θ1(z|τ/5)θ−11 (z|τ )θ23 (z|τ )θ24 (z|τ ) in Theorem 1.3, we can obtain
(1.2). 
Proposition 6.1.With L(τ ) and M(τ ) as in Deﬁnition 1.3. Then we have
10
(
L(τ ) − 3L(3τ ))2 − M(τ ) + 6M(3τ )
= 45ϑ
′
1(3τ )
8
ϑ ′1(τ )4
(
ϑ42 (τ )
ϑ82 (3τ )
− ϑ
4
3 (τ )
ϑ83 (3τ )
+ ϑ
4
4 (τ )
ϑ84 (3τ )
)
.
Proof. Taking f (z) = θ41 (z|τ/3)/θ41 (z|τ ) in Theorem 1.3 and a direct computation shows that
f (0) =
(
ϑ ′1(τ/3)
ϑ ′1(τ )
)4
, f
(
(π + πτ)/2)= q−1
(
ϑ3(τ/3)
ϑ3(τ )
)4
,
f (π/2) =
(
ϑ2(τ/3)
ϑ2(τ )
)4
, f
(
(πτ )/2
)= q−1
(
ϑ4(τ/3)
ϑ4(τ )
)4
. (6.2)
Using Proposition 2.6 and some elementary calculations, we ﬁnd that
(log f )′(z) = 4
3
(
L(τ ) − L(τ/3))z + 4
45
(
M(τ ) − M(τ/3))z3 + O (z5).
It follows that
(log f )′′(0) = 4 (L(τ ) − L(τ/3)), (log f )(4)(0) = 8 (M(τ ) − M(τ/3)).
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the proof of Proposition 6.1. 
Similarly, by taking f (z) = θ21 (z|τ/5)/θ21 (z|τ ) in Theorem 1.3 and proceeding through the same
steps as in deducing Proposition 6.1 from Theorem 1.3, we can obtain
Proposition 6.2. Let L(τ ) be the Eisenstein series deﬁned in Deﬁnition 1.3. Then we have
5
(
5L(5τ ) − L(τ ))2 + 11M(5τ ) − M(τ )
= 90ϑ
′
1(5τ )
6
ϑ ′1(τ )2
(
ϑ22 (τ )
ϑ62 (5τ )
− ϑ
2
3 (τ )
ϑ63 (5τ )
+ ϑ
2
4 (τ )
ϑ64 (5τ )
)
.
By taking f (z) = θ1(3z|τ )/θ1(z|τ ) in Theorem 1.3, using f (0) = 3, f (π/2) = −1, f ((πτ )/2) =
f ((π + πτ)/2) = q−1, (log f )′′(0) = −8L(τ )/3, (log f )(4)(0) = −32M(τ )/3, we obtain the following
well-known Eisenstein series identity.
Proposition 6.3. M(τ ) = ϑ43 (τ )ϑ44 (τ ) − ϑ42 (τ )ϑ44 (τ ) + ϑ42 (τ )ϑ43 (τ ).
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