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Singularity of maps of several variables and a problem of Mycielski
concerning prevalent homeomorphisms
RICHA´RD BALKA, MA´RTON ELEKES, VIKTOR KISS, AND MA´RK POO´R
Abstract. S. Banach pointed out that the graph of the generic (in the sense
of Baire category) element of Homeo([0, 1]) has length 2. J. Mycielski asked if
the measure theoretic dual holds, i.e., if the graph of all but Haar null many (in
the sense of Christensen) elements of Homeo([0, 1]) have length 2. We answer
this question in the affirmative.
Since the graph of f ∈ Homeo([0, 1]) has length 2 iff f is singular (i.e., it
takes a suitable set of full measure to a nullset) iff f is strongly singular (i.e.,
it has zero derivative almost everywhere), the following problems are all natu-
ral generalisations of Banach’s observation and Mycielski’s problem. What is
the d-dimensional Hausdorff measure of the generic/almost every element of
Homeo([0, 1]d)? Is the generic/almost every element of Homeo([0, 1]d) singu-
lar? Is the generic/almost every element of Homeo([0, 1]d) strongly singular?
We show that for d ≥ 2 the graph of the generic element of Homeo([0, 1]d)
has infinite d-dimensional Hausdorff measure, contrasting the above result of
Banach. The measure theoretic dual remains open, but we show that the set
of elements of Homeo([0, 1]d) with infinite d-dimensional Hausdorff measure is
not Haar null. We show that for d ≥ 2 the generic element of Homeo([0, 1]d) is
singular but not strongly singular. We also show that for d ≥ 2 almost every
element of Homeo([0, 1]d) is singular, but the set of strongly singular elements
form a so called Haar ambivalent set (neither Haar null, nor co-Haar null).
Finally, in order to clarify the situation, we investigate the various pos-
sible definitions of singularity for maps of several variables, and explore the
connections between them.
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1. Introduction
Let Homeo([0, 1]d) denote the group of homeomorphisms of the d-dimensional
cube [0, 1]d, and let us equip this group with the maximum metric. It is well-
known that this a Polish group [17, 9.B.8], i.e., a completely metrizable separable
topological group, hence we can apply Baire category arguments. (Note that the
maximum metric itself is not complete, but instead the topology it generates is
completely metrizable.)
According to J. Mycielski [25], S. Banach pointed out the following interesting
fact, whose rather easy proof is left to the reader.
Fact 1.1 (S. Banach). The graph of the generic (in the sense of Baire category)
element of Homeo([0, 1]) is of length 2.
Length here can be considered as the arclength of the planar curve x 7→ (x, f(x)),
but it is well-known that for injective continuous curves arclength of a curve is the
same as the 1-dimensional Hausdorff measure of the range of the curve, i.e., in this
case H1(graph(f)). (See the next section for the definitions.)
Mycielski [25] raised the question if the measure theoretic dual of Fact 1.1 holds.
However, since Homeo([0, 1]) carries no natural invariant measure, first we need to
clarify what he meant by almost every homeomorphism. The following notion was
introduced by J. P. R. Christensen [7].
Definition 1.2 (J. P. R. Christensen). A subset X of a Polish group G is Haar
null if there exists a Borel probability measure µ and a Borel set B containing X
such that µ(gBh) = 0 for every g, h ∈ G. The complement of a Haar null set is
called prevalent.
Christensen proved that Haar null sets form a proper σ-ideal which coincides
with the family of sets of Haar measure zero if G is locally compact. This notion
turned out to be very useful in various branches of mathematics, see e.g. the survey
paper [10].
Now we are able to formulate Mycielski’s question [25].
Question 1.3 (J. Mycielski). What is the length of the graph of the prevalent
element of Homeo([0, 1])?
One of the goals of the present paper is to answer this question.
SINGULARITY OF FUNCTIONS OF SEVERAL VARIABLES 3
Corollary 6.1. The graph of the prevalent f ∈ Homeo([0, 1]) is of length 2.
In Theorem 3.7 below we will prove that the graph of f ∈ Homeo([0, 1]) has
length 2 iff f is singular (i.e., it takes a suitable set of full measure to a nullset)
iff f is strongly singular (i.e., it has zero derivative almost everywhere). Therefore
the following problems are all natural generalisations of Banach’s observation and
Mycielski’s problem.
Question 1.4. Let d ≥ 2 be an integer. What is the d-dimensional Hausdorff
measure of the graph of the generic/prevalent element of Homeo([0, 1]d)?
Question 1.5. Let d ≥ 2 be an integer. Is the generic/prevalent element of
Homeo([0, 1]d) singular?
Question 1.6. Let d ≥ 2 be an integer. Is the generic/prevalent element of
Homeo([0, 1]d) strongly singular?
In Theorem 6.2 we will answer Question 1.4 in the generic case by showing
that for d ≥ 2 the graph of the generic element of Homeo([0, 1]d) has infinite
d-dimensional Hausdorff measure, contrasting the above result of Banach. The
prevalent case remains open, but we show in Theorem 6.3 the partial result that
the set of elements of Homeo([0, 1]d) with infinite d-dimensional Hausdorff measure
is not Haar null. We also answer the remaining two questions in Sections 4 and 5: we
show that for d ≥ 2 the generic element of Homeo([0, 1]d) is singular but not strongly
singular, and also that that for d ≥ 2 the prevalent element of Homeo([0, 1]d) is
singular, but the set of strongly singular elements form a so called Haar ambivalent
set (neither Haar null, nor prevalent).
Moreover, in Section 3, in order to clarify the situation, we investigate the various
possible definitions of singularity for maps of several variables, and explore the
connections between them.
Finally, in the Appendix we prove an approximation result communicated to us
by J. Luukkainen stating that the set of somewhere smooth homeomorphisms is
dense in Homeo([0, 1]d). These types of problems are really delicate, dimension 4 is
particularly difficult, since for example there exists a homeomorphism f of (0, 1)4
into R4 that cannot be uniformly approximated even by bi-Lipschitz homeomor-
phisms, let alone smooth ones [9, page 183]. Moreover, J. Luukkainen [20] pointed
out to us that we can even find such an f ∈ Homeo([0, 1]4).
We note here that several problems we consider in this paper have well-known
analogues for continuous maps instead of homeomorphisms. For example it is clas-
sical that the generic f ∈ C([0, 1]d,Rd) is nowhere differentiable, (the case of d = 1
dates back to Banach [4], for the general case see e.g. Claim 3.6), hence not strongly
singular, but singular (see Theorem 3.1). The prevalent f ∈ C([0, 1],R) is nowhere
differentiable [16], hence not strongly singular, and also not singular, since quite
the opposite holds, namely, the occupation measure λ ◦ f−1 is absolutely continu-
ous [3, Theorem 4.2]. (It will be shown in Theorem 3.1 that f is singular iff the
occupation measure is a singular measure.) But it should be noted that the case of
homeomorphisms is very different and much more difficult. First, as we have just
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mentioned above, the problem of approximating homeomorphism with more reg-
ular homeomorphisms is very subtle. Second, Homeo([0, 1]d) is not commutative,
and the theory of Haar null sets is notoriously complex for non-abelian groups (the
group structure on C([0, 1]d,Rd) is pointwise addition, hence commutative).
As our final remark, we mention that there is a completely different approach to
define random homeomorphisms, see Graf, Mauldin, and Williams [15].
2. Preliminaries and notations
Let G be a Polish group. A set A ⊆ G is called compact catcher if for every
compact set K ⊆ G there exist g, h ∈ G such that gKh ⊆ A. The following fact is
well known, see e.g. [10, Lemma 6.6.1].
Fact 2.1. If A is compact catcher then it is not Haar null.
We use λd to denote the d-dimensional Lebesgue measure on Rd, and we simply
write λ instead of λ1. For a set A let diamA, ∂A, and intA stand for the diameter,
the boundary, and the interior of A, respectively. We say that K ⊂ Rd is a Cantor
set if it is perfect and totally disconnected.
Let Homeo([0, 1]d) denote the group of homeomorphisms of the d-dimensional
cube [0, 1]d (under composition, as the group operation), and let us equip this group
with the maximum metric. It is well known that this is a Polish group [17, 9.B.8],
i.e., a completely metrizable separable topological group. Note that the maximum
metric itself is not complete, but instead the topology it generates can also be
generated by the complete metric %(f, g) = ‖f − g‖ + ‖f−1 − g−1‖, where || · ||
denotes the maximum norm. We will also often work with the Polish space of
continuous functions f : [0, 1]d → Rd endowed with the maximum metric as well.
Let B(x, r) and U(x, r) denote the closed and open balls of radius r around x,
respectively. Let | · | denote the Euclidean norm on Rd.
We use B(X) to denote the Borel sets of a topological space X and P(X) to
denote the space of the Borel probability measures on a separable metrizable space
X. The classical result [17, Theorem 17.19] states that P(X) is also a separable
metrizable space when equipped with the weak topology.
For A ⊆ Rd and s ≥ 0 we define s-dimensional Hausdorff measure as
Hs(A) = lim
δ↓0
Hsδ(A), where
Hsδ(A) = inf
{ ∞∑
i=1
(diamAi)
s : A ⊆
∞⋃
i=1
Ai, ∀i diamAi ≤ δ
}
.
The length of a curve γ : [0, 1]→ Rd is defined as
length(γ) = sup
{
n∑
i=1
|γ(xi)− γ(xi−1)| : n ∈ N+, 0 = x0 < · · · < xn = 1
}
.
The length of the graph of a function f : [0, 1]→ [0, 1] is defined as
length(graph(f)) = length(γ),
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where γ : [0, 1] → [0, 1]2 is defined as γ(x) = (x, f(x)). Since γ is one-to-one, the
following well-known fact follows e.g. from [6, Theorem 2.6.2].
Fact 2.2. For each continuous function f : [0, 1]→ [0, 1] we have
length(graph(f)) = H1(graph(f)).
Let X be a completely metrizable topological space. A subset of X is somewhere
dense if it is dense in a non-empty open set, otherwise it is called nowhere dense.
We say that M ⊆ X is meager if it is a countable union of nowhere dense sets, and
a set is called co-meager if its complement is meager. It is not difficult to show that
a set is co-meager iff it contains a dense Gδ set. We say that the generic element
x ∈ X has property P if {x ∈ X : x has property P} is co-meager. See e.g. [17] for
more on these concepts.
Let H ⊆ Rd and f : H → Rd. We say that f is differentiable at a point x0 of H
with x0 ∈ H if there is a d× d matrix L such that for each x ∈ H we have
(2.1) f(x) = f(x0) + L(x− x0) + o(|x− x0|) as x→ x0.
The above matrix L is not necessarily unique. We say that f is not differentiable
at x0 if there exists no L satisfying (2.1), actually we will always prove in this case
that
lim sup
x→x0, x∈H
|f(x)− f(x0)|
|x− x0| =∞.
Note that if f is differentiable at a density point x0 of H with x0 ∈ H or if
x0 ∈ H = [0, 1]d then there is a unique f ′(x0) = L satisfying (2.1).
3. Versions of singularity
In this section we explore the connections between the various possible defini-
tions of singularity of maps. The special cases when the map is one-to-one, or
differentiable almost everywhere, or d = 1 are also examined.
Theorem 3.1. Let d ≥ 1, H ⊆ Rd be Borel, and f : H → Rd be Borel measurable.
Consider the following properties of f :
(1) f is differentiable at x and det f ′(x) = 0 for almost every x ∈ H,
(2) limr↓0
λd(f(B(x,r)∩H))
λd(B(x,r))
= 0 for almost every x ∈ H,
(3) limr↓0
λd(f−1(B(y,r)))
λd(B(y,r))
= 0 for almost every y ∈ Rd,
(4) The pushforward measure λd ◦ f−1 is singular with respect to λd,
(5) There exists a Borel set F ⊆ H with λd(H \ F ) = 0 and λd(f(F )) = 0.
Then (1) ⇒ (2) ⇒ (3) ⇔ (4) ⇔ (5). If f is one-to-one then (2) ⇔ (3). If f is
differentiable at almost every x ∈ H then (5) ⇒ (1), therefore (1) ⇔ (2) ⇔ (3) ⇔
(4) ⇔ (5). For each d ≥ 1 the generic continuous map f : [0, 1]d → Rd witnesses
(3) 6⇒ (2). For each d ≥ 1 and Cantor set K ⊆ Rd with λd(K) > 0 the generic
continuous map f : K → Rd is one-to-one and witnesses (2) 6⇒ (1).
Definition 3.2. Let d ≥ 1, H ⊆ Rd Borel, and f : H → Rd Borel measurable. We
say that f is strongly singular if it satisfies (1) of Theorem 3.1, and singular if it
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satisfies the three equivalent properties (3)-(5). Recall that if f is one-to-one, e.g. a
homeomorphism, then the four properties (2)-(5) are equivalent as well.
Proof of Theorem 3.1. We first show the directions (1) ⇒ (2), (2) ⇒ (5), (3) ⇔
(4), (4)⇔ (5), (2)⇔ (3) if f is one-to-one, (5)⇒ (1) if f is differentiable at almost
every x ∈ H, and then construct the counterexamples.
(1) ⇒ (2): Assume that f ′ exists at x ∈ H and det f ′(x) = 0 and let
R = sup{|f ′(x)y| : |y| ≤ 1}.
For ε > 0 fixed, let r0 > 0 be small enough so that
|f(y)− f(x)− f ′(x)(y − x)| ≤ ε|y − x|
for all y ∈ B(x, r0) ∩H. Since det f ′(x) = 0, the set {f ′(x)y : y ∈ Rd} is contained
in a (d − 1)-dimensional hyperplane. Hence f(B(x, r) ∩ H) is contained in the
εr-neighborhood of a (d − 1)-dimensional ball of radius Rr for any r < r0. Using
the formula for the volume of the d-dimensional ball, λd(B(0, r)) = Cdr
d, it follows
that
λd(f(B(x, r) ∩H))
λd(B(x, r))
≤ Cd((R+ ε)r)
d−12εr
Cdrd
≤ cxε
for all r < r0, where cx does not depend on r, r0 or ε. Therefore the lim sup in
question is indeed 0.
(2) ⇒ (5): Let
F =
{
x ∈ H : lim sup
r↓0
λd(f(B(x, r) ∩H))
λd(B(x, r))
= 0
}
.
Using (2), λd(H \ F ) = 0. To show that λd(f(F )) = 0, we use the 5r-covering
Theorem [21, Theorem 2.1]. By partitioning F into countably many pieces, without
loss of generality, it is enough to show that λd(f(F ′)) = 0, where F ′ = F ∩ [0, 1]d.
For a fixed ε > 0, let
B =
{
B(x, r) : x ∈ F ′ , r ≤ 1, and λ
d (f (B(x, 5r) ∩H))
λd(B(x, 5r))
≤ ε
}
.
Clearly, F ′ ⊆ ⋃B. The 5r-covering theorem implies that there is a countable family
B′ ⊆ B consisting of pairwise disjoint balls such that 5B′ := ⋃{5B : B ∈ B′} covers⋃B, where 5B = B(x, 5r) for a ball B = B(x, r). Then
λd(f(F ′)) ≤ λd (f (5B′)) ≤ ε5dλd
(⋃
B′
)
≤ ε5d3d,
where we used the disjointness of the balls in B′ and the fact that ⋃B′ ⊆ [−1, 2]d.
It follows that λd(F ′) = 0, finishing the proof.
(3) ⇔ (4): The equivalence of a measure, in this case λd ◦ f−1 being singular
with respect to λd and lim supr↓0
λd(f−1(B(y,r))
λd(B(y,r))
= 0 almost everywhere is a well-
known fact in the theory of differentiation of measures. In particular, it follows
from [27, Theorem 7.14].
(4) ⇔ (5): If λd ◦ f−1 is singular with respect to λd then there is a Borel
set N ⊆ Rd with λd(N) = 0 and λd(H \ f−1(N)) = λd(f−1(Rd) \ f−1(N)) =
λd(f−1(Rd \ N)) = 0. Hence, (5) is satisfied with F = f−1(N). Conversely,
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if F is a Borel set witnessing (5), then f(F ) is a Lebesgue measurable set with
λd(f(F )) = 0 and
λd(f−1(Rd \ f(F ))) = λd(H \ f−1(f(F ))) ≤ λd(H \ F ) = 0,
showing that λd ◦ f−1 is singular with respect to λd.
(2) ⇔ (3) if f is one-to-one: We first note that since f is one-to-one, using [17,
Corollary 15.2], f(B) is Borel for every Borel set B ⊆ H, and f−1 : f(H) → Rd is
a Borel measurable function. We need to prove that (3) ⇒ (2). Indeed, (3) implies
(5), and using that f(F ) is Borel, (5) holds for f−1 as well. Then (5) yields (3) for
f−1, which means that (2) holds for f .
(5) ⇒ (1) if f is differentiable at almost every x ∈ H: We note first that the
sets defined throughout the proof could be proved to be Borel sets using standard
methods. However, as the proof works without using that the sets in question are
Borel, the reader is encouraged to think of λd as an outer measure.
Using (5), there is a Borel set F ⊆ H such that λ(H \F ) = 0 and λd(f(F )) = 0.
Assume to the contrary that
A = {x ∈ F : x is a density point of H, ∃f ′(x) and det f ′(x) 6= 0}
satisfies λd(A) > 0. Let Q = {q1, q2, . . . } be a countable dense set in A and let
An,k =
{
x ∈ A ∩B(qk, 1n ) : |f(x)− f(y)| ≥ 1n |x− y| for all y ∈ B(qk, 1n )
}
.
Using that for each x ∈ A the derivative of f at x exists with non-zero determinant,
it is easy to check that
⋃
n,k An,k = A. It follows that λ(An,k) > 0 for some n and
k. Let us fix such an n and k. Using the definition of An,k, one easily checks that
f is one-to-one on An,k and that f
−1|f(An,k) is Lipschitz with Lipschitz constant at
most n. Using also that An,k ⊆ F , we obtain that
λd(An,k) = λ
d(f−1(f(An,k))) ≤ nλd(f(An,k)) ≤ nλd(f(F )) = 0,
a contradiction.
(3) 6⇒ (2): To show that the generic continuous function satisfies (3), it is enough
to show that it satisfies (5). It is probably well-known, but we include its short
proof for the sake of completeness.
Claim 3.3. There is an Fσ set F ⊆ [0, 1]d with λd(F ) = 1 such that the generic
continuous map f ∈ C([0, 1]d,Rd) satisfies λd(f(F )) = 0.
Proof. Take a union of Cantor sets F =
⋃∞
i=1 Ci ⊆ [0, 1]d such that λd(F ) = 1. Fix
i, n ∈ N+ arbitrarily. It is enough to prove that
Fi,n = {f ∈ C([0, 1]d,Rd) : λd(f(Ci)) < 1/n}
is dense open, since then
⋂
i,n≥1 Fi,n gives our desired co-meager set. The set
Fi,n is clearly open by the outer regularity of Lebesgue measure, so it suffices to
check that it is dense. Let g ∈ C([0, 1]d,Rd) and ε > 0 be given, we need to find
f ∈ Fi,n ∩ B(g, ε). By the uniform continuity of g there exists δ > 0 such that
|g(x) − g(y)| < ε whenever |x − y| ≤ δ. As Ci is totally disconnected, there is a
finite family of pairwise disjoint open sets {U1, . . . , Uk} such that diam(Uj) < δ for
all 1 ≤ j ≤ k and Ci ⊆
⋃k
j=1 Uj . We can define f ∈ B(g, ε) such that f |C∩Uj is
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constant for all 1 ≤ j ≤ k. Indeed, it is enough that f |C ∈ B(g|C , ε), then Tietze’s
Extension Theorem guarantees the existence of a continuous extension f ∈ B(g, ε).
Clearly f ∈ Fi,n, and the proof is complete. 
Now we prove that the generic continuous map f : [0, 1]d → Rd does not satisfy
(2). Moreover, we prove the following more general claim. First we need a known
fact.
Fact 3.4. Assume that 0 < ε < r <∞ and B = B(0, r) is a closed ball in Rd. Let
f : B → Rd be a continuous map such that f ∈ B(id, ε). Then B(0, r − ε) ⊆ f(B).
Proof. Let y0 ∈ B(0, r − ε) be arbitrary, it is enough to show that y0 ∈ f(B).
Let g(x) = x − f(x) + y0, then g maps B into itself. By Brouwer Fixed Point
Theorem [14, Proposition 4.4] there is a point x0 ∈ B such that g(x0) = x0, so
f(x0) = y0. 
Claim 3.5. For the generic continuous f ∈ C([0, 1]d,Rd) for any x ∈ [0, 1]d,
lim sup
r↓0
λd(f(B(x, r) ∩ [0, 1]d))
λd(B(x, r))
=∞.
Proof. For the sake of simplicity we denote f(B(x, r) ∩ [0, 1]d)) by f(B(x, r)). Fix
n ∈ N+, it is enough to show that
Fn = {f ∈ C([0, 1]d,Rd) : ∀x∃y ∃r < 1/n such that B(y, nr) ⊆ f(B(x, r))}
contains a dense open set, since then
⋂∞
n=1 Fn will give our desired co-meager set.
Assume that g ∈ C([0, 1]d,Rd) and ε > 0 are given, we will find f ∈ B(g, 2ε)
such that B(f, θ) ⊆ Fn for some θ > 0. By the uniform continuity of g we can
choose a positive δ < ε/(6n) such that |g(x) − g(y)| ≤ ε whenever |x − y| ≤ δ.
Let {x1, . . . , xk} be points in [0, 1]d such that {B(xi, δ)}1≤i≤k are pairwise disjoint
and
⋃k
i=1B(xi, 2δ) = [0, 1]
d. We show that there is a continuous map f ∈ B(g, 2ε)
such that for all 1 ≤ i ≤ k and x ∈ B(xi, δ) we have f(x) = g(xi) + 6n(x − xi).
Let C =
⋃k
i=1B(xi, δ), by Tietze’s Extension Theorem it is enough to prove that
f |C ∈ B(g|C , 2ε). Indeed, for all i and x ∈ B(xi, δ) we have
|f(x)− g(x)| ≤ |g(x)− g(xi)|+ 6n|x− xi| ≤ ε+ 6nδ < 2ε.
Let θ = 3nδ. Finally, we need to show that B(f, θ) ⊆ Fn. Let r = 3δ and fix
arbitrary x ∈ [0, 1]d and h ∈ B(f, θ). Choose i ∈ {1, . . . , k} such that x ∈ B(xi, 2δ).
Then B(xi, δ) ⊆ B(x, 3δ) = B(x, r). Applying Fact 3.4 for ε = 12 after a similarity
transformation implies that B(g(xi), 3nδ) ⊆ h(B(xi, δ)). Thus y = g(xi) satisfies
B(y, nr) = B(g(xi), 3nδ) ⊆ h(B(xi, δ)) ⊆ h(B(x, r)).
Therefore h ∈ Fn, and the proof is complete. 
(2) 6⇒ (1): Let K ⊆ Rd be a Cantor set with λd(K) > 0. Consider the generic
map f : K → Rd. Then we have λd(f(K)) = 0, for the well-known argument see the
proof of Claim 3.3, so f automatically satisfies (2). As K is totally disconnected,
it is well-known that the generic f : K → Rd is one-to-one, see e.g. [2, Lemma 2.6].
Hence f is a homeomorphism from K to f(K). Therefore, it is enough to prove
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that the generic f : K → Rd is nowhere differentiable. We prove the following more
general statement.
Claim 3.6. Let (K, ρ) be a compact, perfect metric space. Then for the generic
f : K → Rd for all x ∈ K we have
(3.1) lim sup
y→x
|f(x)− f(y)|
ρ(x, y)
=∞.
Proof. For all k, n ∈ N+ let
Fk,n = {f : ∃m ≥ n such that diam f(B(x, 1/m)) > k/m for all x ∈ K}.
Clearly the functions in
⋂∞
k=1
⋂∞
n=1 Fk,n satisfy (3.1), so it is enough to prove that
the Fk,n are dense open sets.
Fix k, n ∈ N+. First we prove that Fk,n is open. Assume that fi ∈ Fck,n and
fi → f uniformly as i→∞, we need to prove that f ∈ Fck,n. Fix m ≥ n arbitrarily.
Then there is an xi,m ∈ K such that diam fi(B(xi,m, 1/m)) ≤ k/m. As K is
compact, by choosing a subsequence we may assume that xi,m → xm as i → ∞.
Then clearly diam f(B(xm, 1/m)) ≤ k/m. As this holds for all m ≥ n, we obtain
that f ∈ Fck,n.
Finally, we prove that Fk,n is dense. Let ε > 0 and a continuous g : K → Rd be
given. We will construct an f ∈ B(g, 2ε) ∩ Fk,n. Choose m ≥ n such that k/m <
ε and finitely many points {x1, . . . , xN} in K so that
⋃N
i=1B(xi, 1/(2m)) = K.
Choose zi ∈ B(xi, 1/(2m)) for all 1 ≤ i ≤ N such that |g(xi) − g(zi)| ≤ ε. Define
f(xi) = g(xi) and f(zi) = yi so that |g(xi)− yi| = ε. Then |f(zi)− g(zi)| ≤ 2ε, so
applying Tietze’s Extension Theorem for the finite set {xi, zi : i ≤ N} we obtain
a continuous map f ∈ B(g, 2ε) with the above property. We need to check that
f ∈ Fk,n. Indeed, fix x ∈ K arbitrarily. Then there exists 1 ≤ i ≤ N such that
xi, zi ∈ B(x, 1/m), and |f(xi)−f(zi)| = ε > k/m. Thus diam f(B(x, 1/m)) > k/m,
so f ∈ Fk,n. This completes the proof. 
Therefore the proof of Theorem 3.1 is also complete. 
Theorem 3.7. If f ∈ Homeo([0, 1]) then the five properties (1)-(5) are equivalent,
and so is
(6) The length of the graph of f equals 2.
Proof. By Theorem 3.1 it is enough to prove that (5) ⇒ (6) and (6) ⇒ (1). Fix a
homeomorphism f : [0, 1] → [0, 1], we may assume that f is monotone increasing.
First we show that
(3.2) length(graph(f)) ≤ 2.
Indeed, consider finitely many points 0 = a0 < a1 < · · · < ak = 1. Then for the
corresponding approximation of the length of graph(f) we obtain
(3.3)
k∑
i=1
|(ai − ai−1, f(ai)− f(ai−1))| ≤
k∑
i=1
(ai − ai−1) + (f(ai)− f(ai−1)) = 2,
which implies (3.2).
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Now we prove that (5) ⇒ (6): Let f ∈ Homeo([0, 1]) be a homeomorphism
satisfying (5). Since Fact 2.2 implies that length(graph(f)) = H1(graph(f)), by
(3.2) it is enough to prove that
(3.4) H1(graph(f)) ≥ 2.
There is a Borel nullset N ⊆ [0, 1] with λ(f(N)) = 1. As the H1 measure cannot
increase under an orthogonal projection, projecting graph(f |N ) to the y-axis implies
that
H1(graph(f |N )) ≥ 1.
Similarly, projecting graph(f |[0,1]\N ) to the x-axis yields
H1(graph(f |[0,1]\N )) ≥ 1.
Adding up the above two inequalities implies (3.4). Here we used that the two parts
of the graphs are continuous one-to-one images of Borel sets, so they are Borel (in
particular, H1 measurable) by [17, Corollary 15.2].
Now we prove that (6) ⇒ (1): Let f ∈ Homeo([0, 1]) be a homeomorphism
satisfying (6). Since the length of the graph of f is 2, for each n ∈ N+ we can
choose points
0 = an0 < a
n
1 < · · · < ankn = 1
such that
(3.5) ani − ani−1 < 1/n for all 1 ≤ i ≤ kn
and the sum of the lengths of the corresponding line segments satisfies
(3.6) `n :=
kn∑
i=1
∣∣(ani − ani−1, f(ani )− f(ani−1))∣∣ ≥ 2− 2−n.
Define
Sn =
⋃{
(ani−1, a
n
i ) : 1 ≤ i ≤ kn and
f(ani )− f(ani−1)
ani − ani−1
≤ 1
n
}
.
It is enough to prove that λ(Sn)→ 1 as n→∞. Indeed, let
S := lim sup
n→∞
Sn =
∞⋂
n=1
∞⋃
k=n
Sk,
then clearly λ(S) = 1. By definition and (3.5) at each point x ∈ S the lower
derivative
Df(x) = lim inf
t→0
f(x+ t)− f(x)
t
satisfies Df(x) = 0. Since f is monotone, it is differentiable almost everywhere, so
we obtain that f ′(x) = 0 at almost every x.
Finally, we prove that λ(Sn)→ 1 as n→∞. For each n ∈ N+ define
In =
{
1 ≤ i ≤ kn :
f(ani )− f(ani−1)
ani − ani−1
>
1
n
}
.
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Fix n ∈ N+, we clearly have
(3.7)
∑
i∈In
ani − ani−1 = 1− λ(Sn).
For all 1 ≤ i ≤ kn define
wni = (a
n
i − ani−1) + (f(ani )− f(ani−1))− |(ani − ani−1, f(ani )− f(ani−1)|.
For every i ∈ In we obtain by elementary calculation that
(3.8) wni ≥ (ani − ani−1)
(
1 + 1/n−
√
1 + 1/n2
)
≥ a
n
i − ani−1
n+ 1
.
Then (3.6), the equation in (3.3), (3.8), and (3.7) imply that
2−n ≥ 2− `n =
kn∑
i=1
wni ≥
∑
i∈In
ani − ani−1
n+ 1
=
1− λ(Sn)
n+ 1
.
Thus λ(Sn) ≥ 1− (n+ 1)2−n → 1 as n→∞, which completes the proof. 
4. Singularity of generic homeomorphisms
In this section we prove that for each d ≥ 2 the generic f ∈ Homeo([0, 1]d) is not
strongly singular, but for all d ≥ 1 it is singular. This answers the generic case of
Questions 1.5 and 1.6. The next result implies that the generic f ∈ Homeo([0, 1]d)
is not strongly singular.
Theorem 4.1. Let d ≥ 2 be an integer. The generic f ∈ Homeo([0, 1]d) is nowhere
differentiable.
We will only need the full power of the following theorem in the next section.
Here we only use it for the one-element compact sets K = {g}.
Theorem 4.2. Let d ≥ 2 be an integer. Let K ⊆ Homeo([0, 1]d) be a compact set
and let ε > 0. Then there exists a homeomorphism f ∈ B(id, 2ε) such that g ◦ f is
nowhere differentiable for all g ∈ K. Moreover, for all g ∈ K and x ∈ [0, 1]d,
(4.1) lim sup
y→x
|g(f(x))− g(f(y))|
|x− y| =∞.
First we prove the following elementary lemma. We will only use its consequence
Corollary 4.4 in this section, the more general statement will be needed in Section 6.
Lemma 4.3. Assume that sn ↓ 0. Then there exist a sequence qn ↓ 0 and a
continuous function ϕ : [0, 1]→ [0, 1] such that for all n ∈ N if I, J are intervals of
length 2−n and sn, respectively, then
λ({z ∈ I : ϕ(z) ∈ J}) ≤ qnλ(I).
Corollary 4.4. Assume that sn ↓ 0. Then there exist N ∈ N and a continuous
function ϕ : [0, 1]→ [0, 1] such that for all n ≥ N the oscillation of ϕ on any interval
of length 2−n is at least sn.
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Proof of Lemma 4.3. We call a closed interval I ⊆ [0, 1] m-dyadic, if ` = [ `2m , `+12m ]
for some l ∈ N, and we call it dyadic if it is m-dyadic for some m ∈ N. Let us fix a
strictly increasing sequence am of natural numbers such that
(4.2) sam ≤ 2−2
m+1
for all m ∈ N. We construct piecewise linear continuous functions ϕm : [0, 1]→ [0, 1]
such that ϕ0 ≡ 0 and for all m ≥ 1 we have
(1) ‖ϕm − ϕm−1‖ ≤ 2−2m−1 ,
(2) if I is an am-dyadic interval, and J is a 2
m-dyadic interval, then
λ ({x ∈ I : ϕm(x) ∈ J}) ≤ 2−2m−1λ(I).
First we show that this is indeed enough. By (1) the functions ϕm uniformly
converge, let ϕ = limm→∞ ϕm be their limit. Then clearly ϕ : [0, 1] → [0, 1] is
continuous. To check that ϕ satisfies the lemma with some qn, let I and J be
intervals of length 2−n and sn for some n, respectively. Clearly, if n < a0, then we
can set qn = 1 to satisfy the conclusion of the lemma. Otherwise, let m be chosen
so that am ≤ n < am+1. Then one can find a sequence of am+1-dyadic intervals
I1, . . . , Ik such that I ⊆
⋃k
i=1 Ii and I
′ =
⋃k
i=1 Ii satisfies
(4.3) λ(I ′) ≤ 3λ(I).
A sn is decreasing, (4.2) yields
sn ≤ sam ≤ 2−2
m+1
.
Hence, we can find a sequence of consecutive 2m+1-dyadic intervals J1, J2, . . . , J6,
so that J ⊆ J3 ∪ J4. Let J ′ =
⋃6
j=1 Jj . By (1) we obtain ‖ϕ− ϕm+1‖ ≤ 21−2
m+1
,
hence
(4.4) {x ∈ I : ϕ(x) ∈ J} ⊆ {x ∈ I ′ : ϕ(x) ∈ J} ⊆ {x ∈ I ′ : ϕm+1(x) ∈ J ′}.
Using (4.4), applying (2) to each pair of intervals Ii and Jj , and (4.3) imply that
λ ({x ∈ I : ϕ(x) ∈ J}) ≤ λ ({x ∈ I ′ : ϕm+1(x) ∈ J ′})
≤ 6 · 2−2mλ(I ′)
≤ 18 · 2−2mλ(I).
We can then define qn = 18 · 2−2m for the largest m with am ≤ n. One easily check
that qn ↓ 0 which will finish the proof of the lemma.
Finally, we construct the functions ϕm satisfying (1) and (2). If m = 0 then
ϕ0 ≡ 0 is continuous and linear, while (1) and (2) are vacuous. Now let m ≥ 1, and
suppose that ϕ0, . . . , ϕm−1 are already constructed satisfying our conditions. Our
goal is to construct ϕm. Using that ϕm−1 is piecewise affine, we can decompose
[0, 1] into non-overlapping closed intervals B1, . . . , B` such that ϕm−1(Bi) ⊆ J ′i
for some 2m−1-dyadic interval J ′i for each 1 ≤ i ≤ `. Clearly, [0, 1] is covered by
non-overlapping intervals of the form I ∩Bi, where I is an am-dyadic interval and
1 ≤ i ≤ `. Then it suffices to define ϕm on each such interval separately, with the
condition that ϕm and ϕm−1 coincide on the boundary of such intervals.
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So fix such intervals I and Bi. Let J
′
i be a 2
m−1-dyadic interval such that
ϕm−1(Bi) ⊆ J ′i . Clearly, one can define ϕm on I ∩Bi so that
(i) ϕm|∂(I∩Bi) = ϕm−1|∂(I∩Bi),
(ii) ϕm is piecewise linear,
(iii) ϕm(I ∩Bi) ⊆ J ′i ,
(iv) for each 2m-dyadic interval J with J ⊆ J ′i we have
λ({x ∈ I ∩Bi : ϕm(x) ∈ J}) = 2−2m−1λ(I ∩Bi).
To see that (iv) can indeed be satisfied, note that there are exactly 22
m−1
many
2m-dyadic intervals inside J ′i . By (i) and (ii) our function ϕm is a well-defined,
piecewise linear, continuous function. Then ϕm satisfies (1) because of (iii), and
(2) follows from (iv). This completes the proof. 
Proof of Theorem 4.2. Fix K and ε as above. Let B = B(0, 1) ⊂ R2 be the closed
unit disc on the plane and consider T = B × [0, 1]d−2. Observe that [0, 1]d is bi-
Lipschitz equivalent to T . Indeed, it is enough to give a bi-Lipschitz map between
[−1, 1]2 and B, for which take the radial homeomorphism which maps ∂[−r, r]2
onto ∂B(0, r) for all 0 ≤ r ≤ 1. Therefore, it is enough to prove (4.1) for T . For
all n ∈ N+ define
sn = min{0 ≤ s ≤ 1 : |g(t1)− g(t2)| ≥ 1/n whenever g ∈ K and |t1 − t2| ≥ s}.
By the compactness of K we have sn > 0 for all n, and sn ↓ 0 as n → ∞. By
Corollary 4.4 there exist a continuous function ϕ : [0, 1] → [0, ε] and N ∈ N such
that for all n ≥ N the oscillation of ϕ on any interval of length 2−n is at least
4
√
sn. By increasing N if necessary we can assume that max{2−n, 4√sn} < ε
for all n ≥ N . Let h : [0, 1] → [0, 1] be an increasing homeomorphism such that
h(0) = 0, h(r) = r if r > ε, and h(2−n) = sn for all n ≥ N . Let us parametrize
T = {(r, α, y) : 0 ≤ r ≤ 1, 0 ≤ α < 2pi, y ∈ [0, 1]d−2}.
Now we can define f : T → T by
f(r, α, y) = (h(r), α+ ϕ(r) mod 2pi, y).
It is clear that f is a homeomorphism. First we show that f ∈ B(id, 2ε). Indeed,
|f(r, α, y)− (r, α, y)| ≤ |h(r)− r|+ max{h(r), r}ϕ(r) ≤ |h(r)− r|+ ϕ(r) ≤ 2ε,
since |h(r)− r| ≤ ε and ϕ(r) ≤ ε by the definitions.
Now we prove (4.1). Fix t = (r, α, y) ∈ T . It is enough to find for all n ≥ N a
tn ∈ T such that |t−tn| ≤ 2−n and |f(t)−f(tn)| ≥ sn, then |g(f(t))−g(f(tn)) ≥ 1/n
by the definition of sn, so (4.1) clearly holds. First assume that r = 0. Let
tn = (2
−n, α, y), then |t− tn| = 2−n, and |f(t)− f(tn)| ≥ |h(0)− h(2−n)| = sn for
all n ≥ N , and we are done. Finally, assume that r > 0. Let tn = (rn, α, y) such
that |r − rn| ≤ 2−n and |ϕ(r)− ϕ(rn)| ≥ 2√sn. By elementary geometry
|f(t)− f(tn)| ≥ min{r, rn}2 sin(√sn) ≥ r√sn ≥ sn
for all large enough n using that sn → 0 and rn → r as n → ∞. This completes
the proof. 
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Proof of Theorem 4.1. Define
G =
{
f ∈ Homeo([0, 1]d) : lim sup
y→x
|f(x)− f(y)|
|x− y| =∞ for all x ∈ [0, 1]
d
}
.
The elements of G are clearly nowhere differentiable. Theorem 4.2 yields that G is
dense in Homeo([0, 1]d), so it is enough to prove that G is Gδ. It is easy to show
that G = ⋂∞n=1 Gn, where
Gn = {f ∈ Homeo([0, 1]d) : ∀x ∈ [0, 1]d ∃y ∈ U(x, 1/n) s. t. |f(x)−f(y)| > n|x−y|}.
Fix n ∈ N+, it is sufficient to show that Gcn is closed. Let fk ∈ Gcn be a sequence
such that fk → f uniformly as k →∞, we need to prove that f ∈ Gcn. By definition,
for each k there exists xk ∈ [0, 1]d such that |fk(xk) − fk(y)| ≤ n|xk − y| for all
y ∈ U(xk, 1/n). By choosing a convergent subsequence we may assume that xk → x
as k →∞. Let y ∈ U(x, 1/n) be arbitrarily fixed. Then y ∈ U(xk, 1/n) for all large
enough k, so
|f(x)− f(y)| = lim
k→∞
|fk(xk)− fk(y)| ≤ lim
k→∞
n|xk − y| = n|x− y|.
Thus f ∈ Gcn, and the proof is complete. 
Having dealt with strong singularity, now we turn to singularity.
Theorem 4.5. For each d ≥ 1 the generic f ∈ Homeo([0, 1]d) is singular.
Clearly, for each d there exists a meager set M ⊂ [0, 1]d with λd(M) = 1.
Thus Theorem 4.5 follows from the statement below, which is probably known.
In dimension 1 it is indeed the case, see e.g. [26, Theorem 13.1]. In any case, we
include a proof for the sake of completeness.
Theorem 4.6. Assume that d ∈ N+ and M ⊆ [0, 1]d is meager. Then the generic
f ∈ Homeo([0, 1]d) satisfies λd(f(M)) = 0.
First we need some lemmas.
Lemma 4.7. For any ball B(x, r) ⊆ [0, 1]d and ε > 0 there exists h ∈ Homeo([0, 1]d)
that fixes every point of the boundary of [0, 1]d such that λd(h(B(x, r))) > 1− ε.
Proof. By choosing h to be a ‘radial’ homeomorphism fixing x and moving the
points away from x (but fixing the boundary) we can obtain that h([0, 1]d \B(x, r))
is in an arbitrarily small neighborhood of the boundary of [0, 1]d, hence its measure
can be arbitrarily small. 
Lemma 4.8. For every nowhere dense set K ⊆ [0, 1]d and for every ε, δ > 0 there
exists h ∈ Homeo([0, 1]d) in the δ-neighborhood of the identity with λd(h(K)) < ε.
Proof. Choose n ∈ N+ such that the cubes in the 1n -grid are of diameter less
than δ > 0. In every cube in this 1n -grid, since K is nowhere dense, we can fix a
ball that is disjoint from K. In every such cube apply the (scaled version of the)
previous lemma to this ball. Then the obtained homeomorphisms together form a
homeomorphism h that clearly works. 
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Lemma 4.9. For every nowhere dense compact set C ⊆ [0, 1]d and for every ε > 0
the set {f ∈ Homeo([0, 1]d) : λd(f(C)) < ε} is dense open.
Proof. This set is clearly open (by the outer regularity of Lebesgue measure), so it
suffices to check that it is dense. Let g ∈ Homeo([0, 1]d) and δ > 0 be given. Apply
the previous lemma with K = g(C). Then f = h ◦ g is in the δ-neighborhood of g,
and f(C) = h(g(C)) = h(K), hence λd(f(C)) = λd(h(K)) < ε. 
Proof of Theorem 4.6. Let (Cn)n∈N+ be a sequence of nowhere dense compact sets
in [0, 1]d such that M ⊆ ⋃∞n=1 Cn. Applying the previous lemma for every Cn
and for every ε = 1k (k ∈ N+) we obtain that λd(f(M)) = 0 holds for the generic
f ∈ Homeo([0, 1]d). 
5. Singularity of prevalent homeomorphisms
In this section we prove that for all d ≥ 2 the strongly singular homeomorphisms
f ∈ Homeo([0, 1]d) form a Haar ambivalent set and also that for every d ≥ 1 the
prevalent f ∈ Homeo([0, 1]d) is singular. These results answer the prevalent case of
Questions 1.5 and 1.6.
Theorem 5.1. Let d ≥ 2 be an integer. The set
F = {f ∈ Homeo([0, 1]d) : f is strongly singular}
is Haar ambivalent. In fact, both F and Fc are compact catcher.
Theorem 4.2 implies the following.
Corollary 5.2. Let d ≥ 2 be an integer. The set
{f ∈ Homeo([0, 1]d) : f is nowhere differentiable}
is compact catcher, so Haar positive.
Theorem 5.1 follows from Corollary 5.2 and Theorem 5.4 below. First we need
the following construction.
Definition 5.3. Let us define the Smith-Volterra-Cantor set K ⊂ [0, 1] as follows.
In the first step we remove the middle open interval of length 14 from [0, 1], and
obtain two first level elementary intervals. After the (n − 1)st step we have 2n−1
disjoint, closed (n− 1)st level elementary intervals. In the nth step we remove the
middle open intervals of length 2−2n from each of them, and obtain 2n disjoint,
nth level elementary intervals. We continue this procedure for all n ∈ N+, and the
limit set is the Smith-Volterra-Cantor set K. A closed interval is an elementary
interval of K if it is an nth level elementary interval for some n ≥ 1. We can define
elementary intervals analogously for similar copies of K. Then
λ(K) = 1−
∞∑
n=1
2n−1 · 2−2n = 1
2
.
For all n ≥ 1 the length of the nth level elementary intervals equals
(5.1) bn =
1
2n
(
1−
n∑
i=1
2i−1 · 2−2i
)
= 2−(n+1) + 2−(2n+1) ∈ [2−(n+1), 2−n).
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Theorem 5.4. The set
{f ∈ Homeo([0, 1]d) : f has zero derivative almost everywhere}
is compact catcher.
Proof. For the sake of simplicity endow [0, 1]d with the maximum metric, and let
K ⊆ Homeo([0, 1]d) be an arbitrarily fixed compact set. We may assume that
id ∈ K. We will define F ∈ Homeo([0, 1]d) such that (g ◦ F )′(x) = 0 for all g ∈ K
for almost every x ∈ [0, 1]d. Define ϕ : [0, 1]→ [0, 1] as
ϕ(r) = max{0 ≤ s ≤ 1 : |g(x)− g(y)| ≤ r3 whenever g ∈ K and |x− y| ≤ s}.
It is easy to see that ϕ is increasing and ϕ(r) = 0 if and only if r = 0. We will
define a homeomorphism f : [0, 1] → [0, 1] and families of non-overlapping closed
intervals {In}n≥1 such that for each n and I ∈ In we have
(1) 2−n−1 ≤ diam(I) < 2−n,
(2) diam f(I) ≤ ϕ(diam I), and
(3) λ(lim infn
⋃ In) = 1.
First we prove that this suffices. Let G = lim infn
⋃ In and for each x ∈ G and
large enough n choose In(x) ∈ In such that x ∈ In(x). Let
P = {x ∈ G : B(x, 4−n) ⊆ In(x) for all large enough n}.
First we show that λ(P ) = 1. Indeed, for every n define
Sn =
⋃
{B(∂In, 4−n) : In ∈ In}
and let S = lim supn Sn. Since In consists of at most 2n+1 intervals of [0, 1], we
obtain that
λ(Sn) ≤ 2n+24−n = 2−n+2,
thus λ(S) = 0 by the Borel-Cantelli lemma. Clearly G \ S ⊆ P , which implies that
λ(P ) = 1. Now define F ∈ Homeo([0, 1]d) by
F (x1, . . . , xd) = (f(x1), . . . , f(xd)).
We show that for all g ∈ K we have (g ◦ F )′(x) = 0 at each x ∈ P d. Fix x ∈ P d
and g ∈ K and, then In(xi) are defined such that B(xi, 4−n) ⊆ In(xi) for all large
enough n. Fix such an n and let Bn := B(x, 4
−n) =
∏d
i=1B(xi, 4
−n). Then the
definition of F , (2), and (1) imply that diamF (Bn) ≤ ϕ(2−n). Thus the definition
of ϕ yields that
diam(g ◦ F )(Bn) ≤ 2−3n,
so indeed (g ◦ F )′(x) = 0.
Finally, we construct In and f satisfying (1), (2), and (3). Let K ⊆ [0, 1] be
the Smith-Volterra-Cantor set, see Definition 5.3. Let f0 = id and K0 = {0, 1}.
Assume by induction that a homeomorphism fn−1 : [0, 1] → [0, 1] and a compact
set Kn−1 ⊆ [0, 1] have already been constructed for some n ∈ N such that the
length of each complementary interval of Kn−1 is an integer power of 2. We will
construct a homeomorphism fn : [0, 1] → [0, 1] and a compact set Kn ⊆ [0, 1] such
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that Kn−1 ⊆ Kn and fn|Kn−1 = fn−1|Kn−1 . We obtain Kn by filling up the comple-
mentary intervals of Kn−1 with similar copies of K. More precisely, enumerate the
complementary intervals {(ui, vi)}i≥1 of Kn−1 and let us decompose each [ui, vi]
into finitely many non-overlapping closed intervals {Ji,j = [wi,j−1, wi,j ]}1≤j≤ki such
that wi,0 = ui, wi,ki = vi, and for all 1 ≤ j ≤ ki we have wi,j − wi,j−1 = 2−N for
some large enough N = N(i) ∈ N+ for which the oscillation of fn−1 satisfies
(5.2) fn−1(wi,j)− fn−1(wi,j−1) ≤ 2−n.
Let Ki,j be the similar copy of K with endpoints {wi,j−1, wi,j}, more precisely, let
Ki,j = ψi,j(K) where ψi,j(z) = (wi,j − wi,j−1)z + wi,j−1. Define
Kn = Kn−1 ∪
 ∞⋃
i=1
ki⋃
j=1
Ki,j
 .
Let us modify fn−1 on each interval Ji,j simultaneously as follows. Fix i, j, we
will define fn|Ji,j as a limit of uniformly convergent, strictly increasing functions
hk = hk(i, j). First let h0 = fn−1|Ji,j . If hk−1 is given, we modify it on each
(k−1)st level elementary interval [a, b] of Ki,j in a strictly monotone way such that
hk(a) = hk−1(a), hk(b) = hk−1(b), and the kth elementary subintervals I1, I2 in
[a, b] satisfy
(5.3) diamhk(Im) ≤ ϕ(diam Im)
for m = 1, 2. We can define hk for all k ∈ N and clearly
(5.4) ‖hk − hk−1‖ ≤ ϕ(2−k−1) ≤ 2−k+1,
where the last inequality comes from id ∈ K. Therefore, hk uniformly converges to
some continuous h = hi,j . We show that h is strictly increasing. Let x, y ∈ Ji,j
such that x < y, we need to prove that h(x) < h(y). Choose a complementary
interval U of Ki,j such that U ⊂ (x, y). By our construction h|U = (hk)|U for a
large enough k and hk is strictly increasing, so h(x) < h(y). By the construction for
every k ≥ 1 and kth level elementary interval I = [c, d] of Ki,j we have h`(c) = h(c)
and h`(d) = h(d) for all ` ≥ k, so (5.3) implies that
(5.5) diamhi,j(I) ≤ ϕ(diam I).
Define the homeomorphism fn : [0, 1]→ [0, 1] such that
fn(z) =
{
fn−1(z) if z ∈ Kn−1,
hi,j(z) if z ∈ Ii,j for some i ≥ 1 and 1 ≤ j ≤ ki.
Note that fn is really strictly increasing, because fn−1 and hi,j are strictly increasing
as well. We have defined fn for all n ∈ N. The construction and (5.2) imply
‖fn − fn−1‖ ≤ 2−n,
so fn converges to a homeomorphism f : [0, 1] → [0, 1]. Indeed, it is easy to show
that f is strictly increasing: Let 0 ≤ x < y ≤ 1 be arbitrary, we need f(x) < f(y).
As
⋃∞
n=1Kn is dense in [0, 1], we can choose n ∈ N and xn, yn ∈ Kn such that
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x < xn < yn < y. As f |Kn = (fn)|Kn by our construction and fn is strictly
increasing, we obtain
f(x) ≤ f(xn) = fn(xn) < fn(yn) = f(yn) ≤ f(y),
proving that f is a homeomorphism. Let I be the family of elementary intervals I
of all the copies of K of the form Ki,j that we used during the construction. We
show that for all I ∈ I we have
(5.6) diam f(I) ≤ ϕ(diam I).
Indeed, each I ∈ I is an elementary interval of Ki,j ⊆ K` for some i, j, `. Then
diam fn(I) = diam f`(I) = diamhi,j(I) for all n ≥ ` by the construction of fn.
Thus diam f(I) = diamhi,j(I), so (5.5) implies (5.6). For each n ≥ 1 let
In = {I ∈ I : 2−n−1 ≤ diam I < 2−n}.
We need to show that f and In satisfy (1), (2), and (3). Property (1) follows from
the definition of In, and (5.6) yields (2). Hence it is enough to show (3). Let
G =
⋃∞
n=1Kn. The construction of Kn implies that
λ(G) = lim
n→∞λ(Kn) = limn→∞ 1− (1− λ(K))
n = lim
n→∞(1− 2
−n) = 1.
We need to show that G ⊆ lim infn
⋃ In (actually equality holds). Indeed, if z ∈ G,
then z is in a similar copy C of K with similarity ratio 2−` for some ` ∈ N. For
each k ≥ 1 the kth elementary interval Ik of C containing z satisfies |Ik| = 2−`bk,
so 2−(`+k)−1 ≤ |Ik| < 2−(`+k) by (5.1). Thus Ik ∈ Ik+`, and z ∈
⋃ Ik+` for all
k ≥ 1. Thus z ∈ lim infn
⋃ In, and the proof is complete. 
Before proving the main result of this section we need some preparation.
Lemma 5.5. For every homeomorphism g ∈ Homeo([0, 1]d) there exists a Borel set
Rg ⊆ [0, 1]d such that λd(Rg) = 1 and if N ⊆ Rg and λd(N) = 0, then λd(g(N)) = 0
as well.
Proof. Let A be a maximal disjoint family of Borel sets of positive measure with
measure zero preimage. Then Rg = [0, 1]
d \ g−1(⋃A) clearly works. 
We also need [17, Theorem 17.25], which states the following.
Theorem 5.6. Let (X,S) be a measurable space, Y a separable metrizable space,
and A ⊆ X × Y a measurable set. Then the map
Φ : X ×P(Y )→ [0,∞), Φ(x, ν) = ν(Ax)
is measurable for S × B(P(Y )), where Ax = {y ∈ Y : (x, y) ∈ A} is the x-section
of A, P(Y ) is the set of probability measures on Y endowed with the weak topology,
and B(·) stands for the Borel σ-algebra.
Now we are ready to prove the following.
Theorem 5.7. Let d ≥ 1. The prevalent f ∈ Homeo([0, 1]d) is singular.
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Proof. Fix d ≥ 1 and define
S = {f ∈ Homeo([0, 1]d) : f is singular},
we need to prove that S prevalent.
First we prove that S is a Borel set. For each n ∈ N+ define
gn : Homeo([0, 1]
d)× [0, 1]d → [0,∞), gn(f, x) = λ
d (f (B (x, 1/n)))
λd (B (x, 1/n))
.
By Theorem 3.1 we obtain that
S =
{
f ∈ Homeo([0, 1]d) : lim sup
n→∞
gn(f, x) = 0 for a. e. x ∈ [0, 1]d
}
.
Notice that the set
Γ =
{
(f, x) ∈ Homeo([0, 1]d)× [0, 1]d : lim sup
n→∞
gn(f, x) = 0
}
is Borel. Indeed, it can be written as
Γ =
∞⋂
k=1
∞⋃
m=1
∞⋂
n=m
{
(f, x) ∈ Homeo([0, 1]d)× [0, 1]d : gn(f, x) < 1/k
}
,
where the sets {(f, x) : gn(f, x) < 1/k} are open. Applying Theorem 5.6 for
X = Homeo([0, 1]d), S = B(X), Y = [0, 1]d, and A = Γ yields that
Φ: Homeo([0, 1]d)×P([0, 1]d)→ [0,∞), Φ(f, ν) = ν(Γf )
is a Borel measurable map. The definition of Γ implies that
S = {f ∈ Homeo([0, 1]d) : λd(Γf ) = 1}
= {f ∈ Homeo([0, 1]d) : (f, λd) ∈ Φ−1({1})}
is the section of the Borel set Φ−1({1}) at λd ∈ P([0, 1]d). Hence S is a Borel set.
To conclude the proof, we will construct a measure µ which witnesses that S
is prevalent. Fix a singular homeomorphism f0 ∈ Homeo([0, 1]d) and a subset
F ⊆ [0, 1]d such that λd(F ) = 1 and λd(f0(F )) = 0. For s = (s1, s2, . . . , sd), where
0 < si <∞ for each 1 ≤ i ≤ d, let us define the ψs ∈ Homeo([0, 1]d) as
ψs(x1, x2, . . . , xd) = (x
s1
1 , x
s2
2 , . . . , x
sd
d ).
For any Borel set B ⊆ Homeo([0, 1]d) define
µ(B) = λ2d
({
(s, t) ∈ [1, 2]d × [1, 2]d : ψs ◦ f0 ◦ ψt ∈ B
})
.
It is easy to see that this defines a Borel probability measure on Homeo([0, 1]d). We
prove that µ is indeed a witness measure for S. Assume that g, h ∈ Homeo([0, 1]d)
are arbitrarily fixed, it is enough to show that µ(g−1 ◦ S ◦ h−1) = 1.
According to the definition of µ,
µ(g−1 ◦ E ◦ h−1) = λ2d ({(s, t) ∈ [1, 2]d × [1, 2]d : ψs ◦ f0 ◦ ψt ∈ g−1 ◦ E ◦ h−1}) .
This means that we want to prove that for almost every pair (s, t) the composition
g ◦ψs ◦ f0 ◦ψt ◦h is an element of S. Using the definition of S, this is equivalent to
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the condition that for almost every pair (s, t), there exists a set C = Cs,t ⊆ [0, 1]d
such that λd(C) = 1 and
(5.7) λd((g ◦ ψs ◦ f0 ◦ ψt ◦ h)(C)) = 0.
Consider a point x in the interior of [0, 1]d. It is clear that h(x) is also in the
interior of [0, 1]d, because h is a homeomorphism.
By definition t 7→ ψt(h(x)) is a smooth, one-to-one map from
(
1
2 ,
3
2
)d
to an open
subset of [0, 1]d. Thus λd(F ) = 1 yields
λd
({
t ∈ [1, 2]d : ψt(h(x)) ∈ F
})
= 1.
By Lemma 5.5 there exists a Borel set Rg ⊆ [0, 1]d such that λd(Rg) = 1 and
λd(g(N)) = 0 for every nullset N ⊆ Rg. Now consider a point x from the interior of
[0, 1]d and t ∈ [1, 2]d. As f0◦ψt◦h is still a homeomorphism, the point (f0◦ψt◦h)(x)
is in the interior of [0, 1]d and we may repeat the previous argument to show that
λd
({
s ∈ [1, 2]d : ψs((f0 ◦ ψt ◦ h)(x)) ∈ Rg
})
= 1.
If we apply Fubini’s theorem, we may combine these observations to see that
almost every triple
(x, s, t) ∈ [0, 1]d × [1, 2]d × [1, 2]d
satisfies that ψt(h(x)) ∈ F and ψs((f0 ◦ ψt ◦ h)(x)) ∈ Rg.
Applying Fubini’s theorem in the other direction yields that for almost every
pair (s, t) there exists a set C = Cs,t ⊆ [0, 1]d with λd(C) = 1 satisfying
(5.8) ψt(h(C)) ⊆ F
and
(5.9) (ψs ◦ f0 ◦ ψt ◦ h)(C) ⊆ Rg.
We only need to show that C satisfies (5.7). By (5.8) we obtain
λd((f0 ◦ ψt ◦ h)(C)) ≤ λd(f0(F )) = 0.
Since ψs is Lipschitz, it maps measure zero sets to measure zero sets, so
λd((ψs ◦ f0 ◦ ψt ◦ h)(C)) = 0.
Then (5.9) and the definition of Rg imply (5.7), and the proof is complete. 
6. Solution to the problem of Mycielski and Hd-measure of graphs in
higher dimensions
In this section first we answer Mycielski’s problem, then formulate the general-
izations of this question and Banach’s result to higher dimensions.
First, Theorems 5.7 and 3.7 immediately yield the following, answering Ques-
tion 1.3 of Mycielski.
Corollary 6.1. The graph of the prevalent f ∈ Homeo([0, 1]) is of length 2.
New we turn to Question 1.4, the natural generalization to higher dimensions.
First we answer this question in the generic case, then we partially answer it in the
prevalent case. Somewhat surprisingly, the Hd-measure tend to be infinite.
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Theorem 6.2. For every d ≥ 2 for the generic f ∈ Homeo([0, 1]d) we have
Hd(graph(f)) =∞.
Theorem 6.3. For every d ≥ 2 the set
F = {f ∈ Homeo([0, 1]d) : Hd(graph(f)) =∞}
is compact catcher, in particular not Haar null.
We need to prove two lemmas first.
Lemma 6.4. Let C, ε ∈ R+ be given. Then for every f ∈ Homeo([0, 1]d) that is
Lipschitz on a cube Q ⊆ [0, 1]d there exists g ∈ Homeo([0, 1]d) that is also Lipschitz
on Q such that g ∈ B(f, ε) and Hd(graph(g|Q)) > C.
Proof. By shrinking Q if necessary, we can assume that the distance between Q
and the boundary of [0, 1]d is positive. Then, since f is a homeomorphism, there
exists δ ∈ R+ such that
(6.1) f(Q) ⊆ (δ, 1− δ)d.
First we check that λd ({(x1, . . . , xd) ∈ Q : det f ′(x1, . . . , xd) 6= 0}) > 0 (note
that f is Lipschitz on Q, and therefore differentiable almost everywhere on Q by
the Rademacher Theorem [12, Theorem 3.1.6]). Indeed, if the determinant were
0 almost everywhere on Q, then by the implication (1) ⇒ (5) of Theorem 3.1 we
could find a Borel set F ⊆ Q with λd(Q \F ) = 0 and λd(f(F )) = 0, but using that
f is Lipschitz on Q we would also have λd(f(Q \ F )) = 0, hence λd(f(Q)) = 0,
which is absurd since f is a homeomorphism.
This implies that in particular f ′2 cannot be the zero vector almost everywhere
on Q (here f2 is the second coordinate function of f). Hence we can find a set
P ⊆ Q with λd(P ) > 0 such that f ′2 exists and f ′2 6= 0 on P . By partitioning P
into d many pieces and picking the one with positive measure we can assume that
there is a fixed coordinate j such that ∂f2∂xj exists and
∂f2
∂xj
6= 0 on P . And finally,
by partitioning P into countably many pieces and picking the one with positive
measure we can assume that
∃P ⊆ Q with λd(P ) > 0 ∃j ∈ {1, . . . , d} ∃% ∈ R+ such that
∂f2
∂xj
exists and
∣∣∣∣∂f2∂xj
∣∣∣∣ ≥ % at every point of P.(6.2)
The sets of the form f−12 (a) (where a ranges over [0, 1]) are pairwise disjoint
and measurable, hence λd(f−12 (a)) = 0 for all but countably many a ∈ [0, 1]. Let
D = {a ∈ [0, 1] : λd(f−12 (a)) = 0}. Then D is clearly dense.
Hence we can fix a continuous piecewise affine function ϕ : [0, 1]→ R (a ‘zig-zag
function’) with the following properties:
(1) |ϕ| < min{ε, δ},
(2) the points of non-differentiability of ϕ are in D,
(3) |ϕ′| > 1%
(
C
λd(P )
+ Lip(f1)
)
(wherever exists),
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where Lip(f1) is the Lipschitz constant of the Lipschitz function f1 (and C is given
in the statement of the theorem).
Next we slightly modify P . Since f is differentiable almost everywhere, we can
assume by removing a nullset from P (i.e. (6.2) will still hold) that
(6.3) f is differentiable at every point of P.
Similarly, for the finitely many points a of non-differentiability of ϕ we remove
the set f−12 (a) ∩ P from P . By (2) these sets are of measure zero, hence (6.2) still
holds, but now we also have that
(6.4) ϕ is differentiable at f2(x) for every point x ∈ P.
Now we construct a piecewise affine homeomorphism Φ ∈ Homeo([0, 1]d) as
follows. For (y1, ..., yd) ∈ [0, 1]d let
Φ(y1, ..., yd) =

(y1
(
1 + ϕ(y2)δ
)
, y2, . . . , yd) if 0 ≤ y1 ≤ δ,
(y1 + ϕ(y2), y2, . . . , yd) if δ ≤ y1 ≤ 1− δ,
(y1
(
1− ϕ(y2)δ
)
, y2, . . . , yd) if 1− δ ≤ y1 ≤ 1.
A short calculation shows that this map is well defined (the two values in the
cases y1 = δ and y1 = 1−δ agree), and every segment of the form [0, 1]×(y2, . . . , yd)
is an invariant set (note that |ϕ| < δ by (1)). Moreover, it is not hard to see that
the map Φ is bijective on every such segment, indeed, on [δ, 1 − δ] × (y2, . . . , yd)
it is a translation by ϕ(y2), and on the remaining two small segments [0, δ] ×
(y2, . . . , yd) and [1− δ, 1]× (y2, . . . , yd) it is the unique affine extension that makes
it a continuous, (‘strictly increasing’) bijection of the segment [0, 1] × (y2, . . . , yd).
Since these segments form a partition of [0, 1]d, we obtain that Φ is a bijection of
[0, 1]d. Next, the map Φ is easily seen to be continuous, since it is clearly continuous
on the three rectangles where it is defined separately, and since the values agree
on the common faces where the rectangles meet. And finally, by compactness, the
inverse if Φ is also continuous, hence Φ ∈ Homeo([0, 1]d).
Another easy calculation shows, using that |ϕ| < ε by (1), that Φ ∈ B(id, ε).
Therefore, Φ ◦ f ∈ B(f, ε). Now define
g = Φ ◦ f.
Clearly, g ∈ Homeo([0, 1]d), and (since Φ is piecewise affine, and hence Lipschitz),
g is Lipschitz on Q. So all that remains to check is Hd(graph(g|Q)) > C.
The Hausdorff measure of the graph of a function can be computed by the Area
Formula [12, Theorem 3.2.3]. Let
G = id×g : [0, 1]d → [0, 1]2d,
that is,
G(x1, . . . , xd) = (x1, . . . , xd, g1(x1, . . . , xd), . . . , gd(x1, . . . , xd)).
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Then clearly graph(g|Q) = range(G|Q). Since G is Lipschitz on Q (and one-to-
one), we can apply the Area Formula which states that
Hd(range(G|Q)) =
∫
Q
JG(x) dλd(x),
where JG(x) is the Jacobian of G, that is,
√
det (G′(x)TG′(x)) (which exists almost
everywhere on Q). In order to show that
Hd(graph(g|Q)) = Hd(range(G|Q)) =
∫
Q
JG(x) dx > C
it suffices to prove that
(6.5) JG(x) exists and JG(x) >
C
λd(P )
at every point of the set P ⊆ Q from (6.2) above.
As G is Lipschitz on Q, by throwing away a final nullset from P we can assume
that G′, and hence also JG exist at every point of P .
Let x ∈ P be arbitrary. The Cauchy-Binet Formula [8, page 9] implies that
det
(
G′(x)TG′(x)
)
is the sum of the squares of the determinants of the d× d sized
minors of G′(x). Hence, in order to obtain (6.5) it suffices to find a single minor of
size d× d with the absolute value of its determinant greater than C
λd(P )
. We claim
that the minor obtained by taking the first d rows (which form the d × d identity
matrix) and replacing the jth row by the (d+ 1)st works (here j comes from (6.2)).
Some easy linear algebra shows that the determinant of this minor is the jth entry
of its diagonal, that is, ∂g1(x1,...,xd)∂xj . Therefore, the proof will be complete if we
show that at every point (x1, . . . , xd) ∈ P we have
(6.6)
∣∣∣∣∂g1(x1, . . . , xd)∂xj
∣∣∣∣ > Cλd(P ) .
By the definition of Φ and by (6.1) for every (x1, ..., xd) ∈ Q (and even on a
neighborhood of Q) we have that
g(x1, . . . , xd) = (f1(x1, ..., xd) + ϕ(f2(x1, ..., xd)), f2(x1, ..., xd), ..., fd(x1, ..., xd)),
hence
g1(x1, . . . , xd) = f1(x1, ..., xd) + ϕ(f2(x1, ..., xd)) on a neighborhood of Q.
By (6.3) and (6.4) these expressions are differentiable at every (x1, ..., xd) ∈ P ,
hence by the Chain Rule
∂g1(x1, . . . , xd)
∂xj
=
∂f1(x1, . . . , xd)
∂xj
+ ϕ′(f2(x1, ..., xd))
∂f2(x1, . . . , xd)
∂xj
.
Then (3), (6.2), and ∣∣∣∣∂f1(x1, . . . , xd)∂xj
∣∣∣∣ ≤ Lip(f1)
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imply that∣∣∣∣∂g1(x1, . . . , xd)∂xj
∣∣∣∣ ≥ |ϕ′(f2(x1, ..., xd))| ∣∣∣∣∂f2(x1, . . . , xd)∂xj
∣∣∣∣− ∣∣∣∣∂f1(x1, . . . , xd)∂xj
∣∣∣∣
>
C
λd(P )
.
This completes the proof of (6.6), and hence the proof of the lemma. 
Remark. Note that the construction of the map Φ above was inspired by the so
called ‘slides’ from [1].
The following lower semicontinuity result seems to be known, the case of d = 2
is due to Besicovitch [5, page 21]. As we were not able to find a full reference (and
for the reader’s convenience), we include its proof here.
Lemma 6.5. Let d ≥ 2 and C > 0. For every homeomorphism f that is Lipschitz
on a cube Q ⊆ [0, 1]d satisfying Hd(graph(f |Q)) > C there exists ε > 0 such that
for every h ∈ B(f, ε) we have Hd(graph(h|Q)) > C.
Before proving Lemma 6.5 we need some preparation.
Definition 6.6. Let s > 0. A family B is said to be an s-almost Vitali covering of
a set E ⊂ Rm if for Hs almost every x ∈ E we have
inf{diamB : x ∈ B, B ∈ B} = 0.
Let (K(Rm), dH) be the non-empty compact subsets of Rm endowed with the
Hausdorff metric, that is, for all compact sets K1,K2 ⊆ Rm we have
dH(K1,K2) = min {r : K1 ⊂ B(K2, r) and K2 ⊂ B(K1, r)} ,
where B(A, r) = {x ∈ Rm : ∃y ∈ A such that |x− y| ≤ r}. Then (K(Rm), dH) is a
Polish space, see [17] for more on this concept.
Let Kn ⊆ Rm be compact sets such that Kn converges to K in the Hausdorff
metric. We say that {Kn}n≥1 is almost uniformly concentrated in dimension s if
for every ε > 0 there is an s-almost Vitali covering B of K such that for each B ∈ B,
(6.7) lim sup
n→∞
Hs(Kn ∩B) ≥ (1− ε)(diamB)s.
For the proof of the following claim see [24, Theorem 10.14] after the straight-
forward modifications.
Claim 6.7. Assume that {Kn}n≥1 is an almost uniformly concentrated sequence
of compact sets in Rm in dimension s > 0 and Kn converges to K in the Hausdorff
metric. Then
lim inf
n→∞ H
s(Kn) ≥ Hs(K).
Proof of Lemma 6.5. Let f ∈ Homeo([0, 1]d) be Lipschitz on a cube Q ⊆ [0, 1]d
and assume that {fn}n≥1 is an arbitrary sequence of homeomorphisms such that
fn → f uniformly as n→∞. Then we need to prove that
(6.8) lim inf
n→∞ H
d(graph(fn|Q)) ≥ Hd(graph(f |Q)).
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It is enough to show that Kn := graph(fn|Q) is an almost uniformly concentrated
sequence in dimension d. Indeed, we may assume that Q is closed, so the compact
sets Kn converge to K := graph(f |Q) in the Hausdorff metric. Therefore, applying
Claim 6.7 for Kn, K, and s = d will finish the proof of (6.8).
Let ε > 0 be arbitrarily fixed, we need to define a d-almost Vitali covering B of
K for which (6.7) holds with s = d. Let
D = {x ∈ intQ : f is differentiable at x}.
For all z ∈ D define Tz : Rd → Rd as
Tz(x) = f(z) + f
′(z)(x− z).
Let us choose 0 < δ < 12 such that (1− 2δ)d ≥ 1− ε. For all z ∈ D define δ(z) > 0
such that B(z, δ(z)) ⊆ [0, 1]d and for all x ∈ B(z, δ(z)) we have
(6.9) |f(x)− Tz(x)| ≤ (δ/2)|x− z|.
Define
B = {B((z, f(z)), r) : z ∈ D, 0 < r < δ(z)}.
By the Rademacher Theorem λd(Q \D) = 0. As f |Q is Lipschitz, we have
Hd({(x, f(x)) : x ∈ Q \D}) = 0,
thus B is really a d-almost Vitali covering of K.
Fix z ∈ D and B = B((z, f(z)), r) ∈ B with some 0 < r < δ(x). Let T = Tz and
V = {(x, T (x)) : x ∈ Rd} be the tangent plane at z. Choose N ∈ N+ such that for
all n ≥ N and x ∈ [0, 1]d we have
(6.10) |fn(x)− f(x)| ≤ (δ/2)r.
It is enough to prove that
(6.11) Hd(Kn ∩B) ≥ (1− ε)(diamB)d
for all n ≥ N . Fix an arbitrary n ≥ N . By (6.10) and (6.9) for all x ∈ B(z, r) we
obtain
(6.12) |fn(x)− T (x)| ≤ |fn(x)− f(x)|+ |f(x)− T (x)| ≤ (δ/2)r + (δ/2)r = δr.
Let B′ = V ∩B((z, f(z)), r(1− δ)) and B′′ = V ∩B((z, f(z)), r(1− 2δ)). Note that
if y ∈ B′ then there is a unique x ∈ B(z, r) such that y = (x, T (x)). Consider the
continuous map S : B′ → V such that for y = (x, T (x)) ∈ B′ we have
(6.13) S(y) = prV ((x, fn(x))),
where prV is the orthogonal projection to V . By (6.12) if (x, T (x)) ∈ B′ then
(x, fn(x)) ∈ Kn ∩ B. Therefore, since projections cannot increase the Hausdorff
measure, we obtain
(6.14) Hd(Kn ∩B) ≥ Hd(S(B′)).
Let y = (x, T (x)) ∈ B′, then x ∈ B(z, r), (6.12), and (6.13) imply
(6.15) |S(y)− y| ≤ |(x, fn(x))− (x, T (x)| = |fn(x)− T (x)| ≤ δr.
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Then (6.15) and applying Fact 3.4 after a similarity transformation imply that
B′′ ⊆ S(B′), so
(6.16) Hd(S(B′)) ≥ Hd(B′′) = (diamB′′)d = ((1− 2δ)2r)d ≥ (1− ε)(diamB)d.
Inequalities (6.14) and (6.16) yield (6.11), and the proof is complete. 
Definition 6.8. Let us say that a map f is somewhere smooth, if it is smooth on
a non-empty open set (which may depend on f).
Proof of Theorem 6.2. By Corollary 8.2 below, for every positive integer d the set
of somewhere smooth homeomorphisms is dense in Homeo([0, 1]d). Note that a
somewhere smooth map is Lipschitz on a suitable cube. Hence
Fn = {f ∈ Homeo([0, 1]d) : Hd(graph(f)) > n}
is dense for every n ∈ N by Lemma 6.4, consequently Fn contains a dense open set
for every n ∈ N by Lemma 6.5, therefore
{f ∈ Homeo([0, 1]d) : Hd(graph(f)) =∞} =
∞⋂
n=0
Fn
is co-meager. 
Finally, we prove Theorem 6.3.
Proof of Theorem 6.3. Let d ≥ 2 and a compact set K ⊂ Homeo([0, 1]d) be fixed.
We will construct a homeomorphism Φ ∈ Homeo([0, 1]d) such that f ◦ Φ ∈ F for
all f ∈ K. For all n ∈ N define
sn = min{0 ≤ s ≤ 1 : |f(x)− f(y)| ≥ d2−n whenever f ∈ K and |x− y| ≥ s}.
As K is compact, it is easy to see that sn ↓ 0. By Lemma 4.3 there exist a sequence
qn ↓ 0 and a continuous function ϕ : [0, 1]→ [0, 14 ] such that for all n ∈ N if I, J are
intervals of length 2−n and sn, respectively, then
(6.17) λ({z ∈ I : ϕ(z) ∈ J}) ≤ qn2−n.
Let T = [ 14 ,
1
2 ] × [0, 1]d−1. Similarly as in the proof of Lemma 6.4 we can define a
homeomorphism Φ ∈ Homeo([0, 1]d) such that for all (x1, . . . , xd) ∈ T we have
Φ(x1, . . . , xd) = (x1 + ϕ(x2), x2, . . . , xd).
Fix an arbitrary f ∈ K, we will show that
(6.18) Hd(graph((f ◦ Φ)|T )) =∞.
Let µ be the pushforward measure λd ◦ Ψ−1, where Ψ: T → T × [0, 1]d is defined
as Ψ(x) = (x, f(Φ(x))). Then µ is a Borel measure supported on graph((f ◦Φ)|T ),
and for any Borel set A ⊆ [0, 1]2d we have
µ(A) = λd({x ∈ T : (x, f(Φ(x))) ∈ A}).
Fix an arbitrary n ∈ N and cubes Q1 ⊆ T and Q2 ⊆ [0, 1]d of edge length 2−n, it
is enough to prove that
(6.19) µ(Q1 ×Q2) ≤ qn2−nd.
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Indeed, then the Mass Distribution Principle [22, Theorem 4.19] implies that with
some cd > 0 we have
Hd(graph((f ◦ Φ)|T )) ≥ cd lim inf
n→∞
1
qn
λd(T ) =∞,
so (6.18) holds. In order to prove (6.19), define the interval J as the orthogonal
projection of f−1(Q2) to the first coordinate axis. Since diamQ2 < d2−n, the
definition of sn implies that diam f
−1(Q2) ≤ sn, so diam J ≤ sn as well. Let
Q1 = I1 × · · · × Id, by (6.17) for all x1 ∈ I1 we obtain
(6.20) λ({x2 ∈ I2 : ϕ(x2) ∈ J − x1} ≤ qn2−n.
It is straightforward that
(6.21) {x ∈ Q1 : f(Φ(x)) ∈ Q2} ⊆ {x ∈ Q1 : ϕ(x2) ∈ J − x1}.
Hence (6.21) and (6.20) easily yield
µ(Q1 ×Q2) = λd({x ∈ Q1 : f(Φ(x)) ∈ Q2})
≤ λd({x ∈ Q1 : ϕ(x2) ∈ J − x1})
= 2−n(d−2)
∫
I1
λ({x2 ∈ I2 : ϕ(x2) ∈ J − x1}) dx1
≤ qn2−nd.
Thus (6.19) holds, and the proof is complete. 
7. Concluding remarks and open problems
In Theorem 6.2 we showed that that the d-dimensional Hausdorff-measure of the
graph of the generic f ∈ Homeo([0, 1]d) is infinite. However, since graph(f) ⊆ R2d,
it may even be possible that dimH graph(f) > d for the generic f ∈ Homeo([0, 1]d),
where dimH is the Hausdorff dimension, see e.g. [21] for the definition.
In fact, it is not hard to see that if d 6= 4 or 5 then the generic f ∈ Homeo([0, 1]d)
satisfies dimH graph(f) = d, we plan to publish this in a forthcoming paper.
Question 7.1. Let d = 4 or 5. What can we say about dimH graph(f) for the
generic f ∈ Homeo([0, 1]d)?
For the case of prevalent homeomorphisms, the d-dimensional Hausdorff-measure
of the graph is also open.
Question 7.2. Let d ≥ 2 be an integer. What is Hd(graph(f)) for the prevalent
f ∈ Homeo([0, 1]d)? What is dimH graph(f) for the prevalent f ∈ Homeo([0, 1]d)?
The answer to the following question may easily be known, but we have been
unable to find it in the literature. By setting Q = [0, 1]d in Lemma 6.5 one ob-
tains a form of lower semi-continuity result for the d-dimensional Hausdorff mea-
sure of a graph of a homeomorphism f ∈ Homeo([0, 1]d): if f is Lipschitz with
Hd(graph(f)) > c then there exists ε > 0 such that Hd(graph(g)) > c for all
g ∈ B(f, ε). This observation motivates the following question. Since it is not hard
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to see that the answer to the following question is affirmative if d = 1, we assume
d ≥ 2.
Question 7.3. Let d ≥ 2 be an integer. Is the d-dimensional Hausdorff measure
lower semi-continuous restricted to the graphs of homeomorphisms of [0, 1]d, that
is, is the set
{f ∈ Homeo([0, 1]d) : Hd(graph(f)) > c}
open for each c ∈ R?
Remark. Instead of using Hausdorff measures in the above problems, one may
consider the notion of surface area introduced by Lebesgue [19]. The Lebesgue area
L(f) of a continuous map f : [0, 1]d → Rd is obtained by taking the infimum of
limit inferiors of surface areas of piecewise affine functions converging uniformly
to f . Then L is lower semi-continuous, and L(f) = Hd(graph(f)) whenever f is
Lipschitz, see e.g. [11] for more on this concept. Using our above results concerning
the Hd measure of the generic graph, it is straightforward to obtain that L(f) =∞
holds for the generic f ∈ Homeo([0, 1]d).
8. Appendix (an approximation result in differential topology)
We establish for convenience a known result needed above. Recall that a map
f is called somewhere smooth if it is smooth on a non-empty open set (that may
depend on f).
Theorem 8.1. Let d ≥ 2 be an integer, f ∈ Homeo((0, 1)d) and ε : (0, 1)d → (0,∞)
be continuous. Then there exists a somewhere smooth g ∈ Homeo((0, 1)d) such that
|f(x)− g(x)| < ε(x) for every x ∈ (0, 1)d.
In fact, an easy and elementary argument shows that the statement also holds
for d = 1, but we will not need this here.
Proof. First we show that, if d 6= 4, then the above g can even be a PL (piecewise
affine) homeomorphism of (0, 1)d.
For d = 2 see e.g. [23, Theorem 8.4], while for d = 3 see [23, Theorem 36.1]. For
d ≥ 5, let us fix a PL homeomorphism φ : Rd → (0, 1)d with
(8.1) |φ(x)− φ(y)| ≤ |x− y| for each x, y ∈ Rd.
Let ε̂ = ε ◦ φ. Then f̂ = φ−1 ◦ f ◦ φ is a homeomorphism of Rd. We claim that f̂
can be ε̂-approximated by a PL homeomorphism h, that is,
(8.2)
∣∣∣f̂(x)− h(x)∣∣∣ < ε̂(x) for each x ∈ Rd
for some PL homeomorphism h ∈ Homeo(Rd). It follows from a theorem of Con-
nell and Bing (see e.g. [28, Theorem 4.11.1]) that every stable homeomorphism of
Rd can be ε̂-approximated by a PL homeomorphism, and since every orientation-
preserving homeomorphism is stable if d ≥ 5 by a result of Kirby [18], we obtain
an ε̂-approximation ĥ of either f̂ or r ◦ f̂ , where r is a reflection on a hyperplane.
Let h = ĥ in the former case, while h = r ◦ ĥ in the latter to finish the proof of
the claim. Now set g = φ ◦ h ◦ φ−1; clearly g is a PL homeomorphism. Using
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(8.1), (8.2) and the fact that f = φ ◦ f̂ ◦ φ−1, it is easy to check that g is also an
ε-approximation of f .
Suppose now that d = 4. Let x ∈ (0, 1)d be arbitrary, and let V be an open
neighborhood of x small enough so that
(8.3) diam f(V ) < inf{ε(y) : y ∈ V }.
By [13, Theorem 8.1A] applied with M = N = (0, 1)d (hence there is no boundary,
so the restriction of smoothness on the boundary is vacuous, and the isotopies
relative to the boundary are just isotopies), K = {x} and U = V , we obtain
that there exists a somewhere smooth g ∈ Homeo((0, 1)d) such that g|V c = f |V c .
Therefore g(V ) = f(V ), and hence g is an ε-approximation of f by (8.3). 
Corollary 8.2. Let d be a positive integer, f ∈ Homeo([0, 1]d) and ε > 0. Then
there exists a somewhere smooth g ∈ Homeo([0, 1]d) with g ∈ B(f, ε) such that g
agrees with f on the boundary of [0, 1]d.
Proof. Choose a continuous ε : (0, 1)d → (0,∞) with ε(x) < ε for every x ∈ (0, 1)d
such that ε(xn)→ 0 whenever xn → x ∈ ∂[0, 1]d. Then obtain a map g by applying
Theorem 8.1 to this function ε(x) and f |(0,1)d . Finally, extend this map g to the
boundary of [0, 1]d so that f and g agree on the boundary. 
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