The half-open real unit interval (0, 1] is closed under the ordinary multiplication and its residuum. The corresponding infinite-valued propositional logic has as its equivalent algebraic semantics the equational class of cancellative hoops. Fixing a strong unit in a cancellative hoop -equivalently, in the enveloping lattice-ordered abelian group-amounts to fixing a gauge scale for falsity. In this paper we show that any strong unit in a finitely presented cancellative hoop H induces naturally (i.e., in a representation-independent way) an automorphism-invariant positive normalized linear functional on H. Since H is representable as a uniformly dense set of continuous functions on its maximal spectrum, such functionals -in this context usually called statesamount to automorphism-invariant finite Borel measures on the spectrum. Different choices for the unit may be algebraically unrelated (e.g., they may lie in different orbits under the automorphism group of H), but our second main result shows that the corresponding measures are always absolutely continuous w.r.t. each other, and provides an explicit expression for the reciprocal density.
Introduction
A cancellative hoop is an algebra (H, +, · −, 0) satisfying commutative monoid identities for +, 0,
x · − x = 0, (x · − y) · − z = x · − (y + z),
x + (y · − x) = y + (x · − y),
The above identities have manifold appearances, and can be seen from various points of view. First of all, they characterize the equational theory of truncated addition. Indeed, the class CH of cancellative hoops coincides with the equational class generated by (R ≥0 , +, · −, 0), where x · − y = max{0, x − y}. Therefore, they suffice to capture all identities valid in the positive reals. Also, cancellative hoops are precisely the positive cones of lattice-ordered abelian groups ( -groups for short), the latter being the abelian groups (G, +, −, 0) endowed with a lattice order (G, ∧, ∨) on which the group translations act as order automorphisms. Actually, more is true: the assignment G → G ≥0 = {g ∈ G : g ≥ 0} is functorial, and provides a categorical equivalence between the class of all -groups (which is generated by R, and is equational in the language +, −, 0, ∧, ∨), and CH [6, Theorem 1.17] . Note that the lattice operations are definable in the hoop language by x ∨ y = x + (y · − x) and x ∧ y = x · − (x · − y). The prototypical examples of -groups -and hence, taking positive cones, of cancellative hoops-are the sublattice-subgroups of the -group C(X) of all real-valued continuous functions on a compact Hausdorff space X, with componentwise operations.
Reversing the order and changing notation provides a second point of view, of a logical nature. Let exp(r) = c r , for some arbitrarily fixed real number 0 < c < 1. Then exp is an order-reversing isomorphism between (R ≥0 , +, · −, 0) and the residuated lattice ((0, 1], ·, →, 1); here (0, 1] is the half-open real unit interval endowed with the usual order and multiplication ·, and → is the residuum of ·, characterized by the adjunction z ≤ x → y iff z · x ≤ y. An easy checking gives x → y = min{1, y/x}, and the cancellative hoop axioms translate to the familiar logical identities commutative monoid identities for ·, 1,
The many-valued logical system defined by the above identities has the interval (0, 1] as its set of truth-values, and is called the logic of cancellative hoops [11] , [26] , [21, §6.4] ; it is what remains of Hajek's product logic [15] once the falsum is removed.
A third facet of the matter arises from the observation that the addition operation + and its residuum · − capture the process of production and consumption of resources in a Petri net under the firing of a transition. In the classical setting the resources at each place of a Petri net are marked by an element of Z ≥0 , and this setting is readily generalizable to arbitrary cancellative hoops which are called, in this setting, Petri algebras. See [1] and references therein.
An element of the cancellative hoop H whose multiples eventually dominate any element of H is traditionally called a strong unit or, sometimes, an order unit. Since we are not dealing with the related notion of weak unit, we will simply say unit. So, explicitly, a unit is an element u ∈ H such that for every h ∈ H there exists a positive integer k with h ≤ ku. An element u of a hoop of the form C(X) ≥0 is a unit iff u(x) = 0 for every x ∈ X (remember that X is compact Hausdorff by definition). Units arise in all contexts cited above: they are archimedean elements in the -group enveloping H, gauge scales for falsity in falsum-free product logic, and universal bounds in bounded Petri nets. Upon defining x ⊕ y = u ∧ (x + y), ¬x = u − x, x y = ¬(¬x ⊕ ¬y), the interval Γ(H, u) := {h ∈ H : h ≤ u} is an MValgebra, namely the equivalent algebraic semantics of Lukasiewicz infinite-valued logic. In the following we assume some familiarity with -groups, cancellative hoops and MV-algebras, referring to [5] , [6] , [8] , [11] , [24] for all unproved claims.
Let u be a unit in the cancellative hoop H. A state on the pair (H, u) is a monoid homomorphism m : H → R ≥0 such that m(u) = 1; states on (H, u) correspond in a 1-1 canonical way to states on the unital -group enveloping H and to states on the MV-algebra Γ(H, u) [22, Theorem 2.4] . We are naturally interested in automorphism-invariant states, namely those states m such that m • σ = m for every automorphism σ of H that fixes u. This is a quite natural requirement, since its lacking makes impossible to assign an "average truth value" to propositions in infinite-valued Lukasiewicz logic in a representation-independent way. The first result in this context is [22, Theorem 3.4] , saying that integration w.r.t. the Lebesgue measure is an automorphism-invariant state on the free MV-algebra over finitely many generators Free n (MV); this has been generalized in [23, Theorem 4 .1] to all finitely presented MV-algebras. As a matter of fact, integration w.r.t. the Lebesgue measure is the only (modulo certain natural restrictions) automorphism-invariant state on Free n (MV); this has been proved in [27] using ergodic theory, and in [20] using algebraic means.
The set M u of all states on (H, u) is compact convex in R H ; let E u ⊆ M u be the set of extremal states. Then m ∈ E u iff m is a hoop homomorphism [14, Theorem 12.18] . As in [14, p . 70], we say that e ∈ E u is discrete if e[H] is a discrete subhoop of R ≥0 : this happens iff e[H] = b −1 · Z ≥0 for a uniquely defined integer b ≥ 1, which we call the denominator of e. Let H be any finitely presented cancellative hoop, and let u ∈ H be any unit. Our first main result, Theorem 4.2, says that for every enumeration of the discrete extremal states of (H, u) according to nondecreasing denominators, the corresponding Cesàro mean converges, does not depend on the enumeration, and determines an automorphism-invariant state m u on (H, u). The definition of m u is thus intrinsic, because it is not based on any given representation of H. Of course the proof of the above properties is heavily based on the representation theory of -groups (as well as on tools new in this circle of ideas, namely uniform distribution theory and the Ehrhart theory).
Let now a representation of H as a separating subhoop of some C(X) ≥0 be given. Contrary to standard usage, we do not assume that the elements of H are represented by piecewise-linear functions on X, nor that u is represented by the constant function 1l (note however that the representing space X is determined by H up to homeomorphism; see §2). By Lemma 2.1(iv) the state m u defined by Theorem 4.2 corresponds to a unique Borel finite measure µ u on X. Let now v be any other unit of H, and let m v , µ v be the corresponding state and measure. In contrast with the vector lattice case [4, Lemma 4.2], the automorphism group of H does not act transitively on the set of units, so u and v may be algebraically unrelated. Nevertheless, our second main result, Theorem 6.1, says that µ u and µ v are absolutely continuous w.r.t. each other, and computes explicitly the reciprocal density in terms of u, v, and the dimension of X -again, a number intrinsically determined by H.
We thank the referee for his attentive reading and detailed comments on a previous version of this paper.
Representations and relative volume
We fix notation by recalling a few basic definitions and facts; since the categorical equivalence between -groups and cancellative hoops preserves all the usual notions of homomorphism, subalgebra, dual space, . . ., we shall use freely well-known facts from the theory of -groups.
The maximal spectrum of the cancellative hoop H is the space MaxSpec H whose elements are the maximal ideals of H (i.e., the kernels of the hoop homomorphisms from H to R ≥0 ), endowed with the hull-kernel topology, namely the topology generated by all sets of the form {m ∈ MaxSpec H : h / ∈ m}, for h varying in H. All hoops we consider are representable in the following restricted sense: H is representable if it is nonzero and there exists an injective hoop homomorphism ρ : H → C(X) ≥0 , for some compact Hausdorff space X, such that for every x = y ∈ X there exists h ∈ H with (ρh)(x) = 0 and (ρh)(y) = 0.
Lemma 2.1. Let H be a cancellative hoop. Then:
(i) H is representable iff it contains a unit and MaxSpec H = 0.
(ii) Let ρ : H → C(X) ≥0 be a representation and u ∈ H a unit. Then the three spaces E u , MaxSpec H, X are canonically homeomorphic via the mappings
MaxSpec H m → the unique hoop homomorphism e : H → R ≥0 whose kernel is m and such that e(u) = 1 ∈ E u ;
(iii) Given two representations ρ i : H → C(X i ) ≥0 , for i = 1, 2, let R : X 1 → X 2 be the homeomorphism obtained by composing the maps in (ii) (this amounts to saying that Rx is the unique point in X 2 such that, for every h ∈ H, (ρ 1 h)(x) = 0 iff (ρ 2 h)(Rx) = 0). Then there exists a unit f ∈ C(X 1 ) ≥0 such that, for every h ∈ H,
Moreover, R is the only homeomorphism : X 1 → X 2 satisfying this property. (iv) Let ρ, u be as in (ii). Then ρ induces a canonical bijection between the set of states on (H, u) and the set of regular Borel measures on X (since X is compact, such measures are necessarily finite). If H is countable, all Borel measures on X are regular.
Proof. (i) and (ii) are well known [33] .
(iii) Let x ∈ X 1 ; then {(ρ 1 h)(x) : h ∈ H} and {(ρ 2 h)(Rx) : h ∈ H} are isomorphic nonzero subhoops of R ≥0 under the natural isomorphism (since they both are isomorphic to H/m x ). By [17, Proposition II.2.2], any isomorphism of subhoops of R ≥0 is given by multiplication by a positive real number. Therefore there exists f (x) > 0 such that (ρ 1 h)(x) = f (x)· (ρ 2 h)(Rx) , for every h ∈ H. The function x → f (x) is continuous because it is the quotient f = (ρ 1 u)/ (ρ 2 u) • R of two continuous never 0 functions (u being any unit of H). Since f is never 0 and X 1 is compact, f is a unit of C(X 1 ) ≥0 ; in general f does not belong to ρ 1 H. Let T : X 1 → X 2 be a homeomorphism such that, for some unit g of C(X 1 ) ≥0 and every h ∈ H, we have
(iv) Every state m on (H, u) obviously corresponds to the state m • ρ −1 on (ρH, ρu). As proved in [27, Proposition 1.1] using the lattice version of the StoneWeierstrass theorem, m • ρ −1 can be uniquely extended to a state on all of C(X). By the Riesz representation theorem there exists a 1-1 correspondence between states on C(X) and Borel regular measures on X; denoting with µ the measure corresponding to m • ρ −1 we thus have
for every h ∈ H. If H is countable then X is second countable, whence metrizable and every open set is σ-compact; hence every Borel measure on X is regular [30, Theorem 2, 18] . See [18] , [27] , [9] , [13] , [24, Chapter 10] for details and further developments.
A McNaughton function over the n-dimensional cube [0, 1] n is a continuous function f : [0, 1] n → R ≥0 for which the following holds:
there exist finitely many affine polynomials f 1 , . . . , f k , each f i of the form
integers, such that, for each w ∈ [0, 1] n , there exists i ∈ {1, . . . , k} with f (w) = f i (w).
The free cancellative hoop over n + 1 generators Free n+1 (CH) is then the sub-
whose elements are all the McNaughton functions, the free generators being x 1 , . . . , x n , 1l − (x 1 ∨ · · · ∨ x n ); here x i is the i-th projection [26, Theorem 1] . Also, the free MV-algebra over n generators is Free n (MV) = Γ(Free n+1 (CH), 1l), the free generators being x 1 , . . . , x n . Extending the above notation, we will write M (W ) ≥0 for the hoop of restrictions of McNaughton functions to the closed subset W of [0, 1] n . We write points of [0, 1] n as n-tuples w = (α 1 , . . . , α n ), and points of R n+1 as column vectors w = (α 1 · · · α n+1 ) tr . We also use boldface to denote functions on subsets of R n+1 ; in particular x 1 , . . . , x n+1 are the coordinate projections. We often embed [0, 1] n in the hyperplane {x n+1 = 1} of R n+1 in the obvious way. The point w is rational if it belongs to Q n+1 , and is integer if it belongs to Z n+1 . In the latter case, w is primitive if the gcd of its coordinates is 1. The denominator of w ∈ Q n+1 is the least integer b ≥ 1 such that bw ∈ Z n+1 . The cone over W ⊆ [0, 1] n ⊂ R n+1 is Cone(W ) = {αw : α ∈ R >0 and w ∈ W }. Any f ∈ M (W ) ≥0 gives rise to its homogeneous correspondent f : Cone(W ) → R ≥0 via f (w) = x n+1 (w) · f w/x n+1 (w) , which is a positively homogeneous piecewiselinear map, all of whose linear pieces have integer coefficients. In syntactical terms, f is obtained by writing f as a term (either in the -group language +, −, 0, ∨, ∧ or in the hoop language) built up from the projections x 1 , . . . , x n and the constant function 1l, and replacing each x i with x i , and 1l with x n+1 . Definition 2.2. A McNaughton representation of the cancellative hoop H is a representation ρ : H → C(W ) ≥0 such that W is a closed subset of some cube [0, 1] n and the range of ρ is M (W ) ≥0 . We then write h : Cone(W ) → R ≥0 for the homogeneous correspondent of ρh. Given a unit u of H, we set
, and the projection w → w/u(w) from W to W 1 is the homeomorphism R of Lemma 2.1(iii). Lemma 2.3. Let H, u, ρ 1 be as in Definition 2.2. Then the homeomorphism F : E u → W 1 of Lemma 2.1(ii) amounts to F (e) = w iff e(h) = h(w) for every h ∈ H. Moreover, given any integer b ≥ 1, F induces a bijection between:
(a) the discrete states e ∈ E u of denominator b; (b) the rational points w ∈ W 1 of denominator b; (c) the primitive points in Cone(W ) ∩ {u = b}. In particular, each of the above three sets is finite.
Proof. Since u W 1 = 1l, the statement about F is obvious. Let h 1 , . . . , h n , h n+1 be the ρ-counterimages of the generators
Then H is generated by h 1 , . . . , h n+1 , and h i = x i , for i = 1, . . . , n + 1. Let now
tr ∈ W 1 . Then e(h i ) = α i , and e[H] is the intersection of R ≥0 with the subgroup of R generated by α 1 , . . . , α n+1 . Therefore e is discrete of denominator b iff the subgroup of R generated by α 1 , . . . , α n+1 is b −1 · Z iff bα 1 , . . . , bα n+1 ∈ Z and the group they generate is all of Z iff bα 1 , . . . , bα n+1 are relatively prime integers iff w is a rational point of denominator b. This establishes the bijection between (a) and (b). To every rational point w ∈ W 1 there corresponds the unique primitive point den(w)w ∈ Cone(W ), and u den(w)w = den(w) · u(w) = den(w), so (b) and (c) are in bijection.
We need some further tools from piecewise-linear topology: see [29] , [34] , [12] for full details. A rational polytope S is the convex hull of finitely many points of Q n+1 ; its (affine) dimension is the maximum integer d = dim(S) such that S contains d + 1 affinely independent points. The affine subspace A = aff(S) of R n+1 spanned by S is then d-dimensional and defined over Q (i.e., it is the 0-set of finitely many affine polynomials with rational coefficients). A face of S is S itself or the intersection of S with an hyperplane π such that S is entirely contained in one of the two closed halfspaces determined by π; the empty set is a face, and every face different from S is proper. The index of S is the least integer b ≥ 1 such that
, and the relative interior of S, relint(S), is the topological interior of S in A or, equivalently, the set of all points of S which do not lie in a proper face. 
This amounts to saying that, for every continuous function f : A → R with compact support (more generally, every Riemann-integrable function), we have
Up to sign Ω A does not depend on the choice of ψ, and we always assume that ψ has been chosen so that
Given a Riemann-measurable subset E of A, the identity (1) yields the explicit formula
where
Example 2.5. For the reader's convenience we give here a direct construction for the map ψ of Definition 2.4, and provide an example. Adopting the above notation, assume that w ∈ bA ∩ Z n+1 . Then bA − w is a d-dimensional linear subspace of R n+1 , and is defined over Q (equivalently, over Z). It follows that there exists a As an example, consider the following five simplexes in R 3 :
• S 1 = the convex hull of (0, 1/3, 1), (1/3, 1, 1), (1/9, 8/9, 1);
. . , S 5 lie in the unit square of the hyperplane {x 3 = 1}; we provide a sketch for the reader's convenience
. Now, the affine span of S 1 is all of {x 3 = 1}, which intersects Z 3 nontrivially; hence the index of S 1 is 1 and ν aff(S1) = λ 2 . The affine span of S 2 again contains points in Z 3 , e.g., w = (0, 0, 1). An appropriate affine isomorphism ψ : aff(S 2 ) → R (i.e., one that establishes a bijection between aff(S 2 ) ∩ Z 3 and Z ⊂ R) is determined by mapping w to 0 and v = (2, 1, 1) to 1. The line segment [w, v] has thus ν aff(S2) -measure 1 and
The affine span of S 3 does not contain points in Z 3 , and neither does 2 aff(S 3 ). On the other hand, 3 aff(S 3 ) is the line passing through w = (1, 0, 3) and v = (1, 1, 3) , so the index of S 3 is 3; we can take ψ : 3 aff(S 3 ) → R as the unique affine map that sends w to 0 and v to 1. By (2) we have
One easily checks that ψ[3S 3 ] is the interval [9/5, 3] in R and concludes that Lemma 2.6. Let d > 0 and let S be a d-dimensional simplex, not necessarily rational, whose vertices w 1 , . . . , w d+1 lie on {a = 1}, for some a ∈ Hom(Z n+1 , Z). Assume that the subspace V spanned by w 1 , . . . , w d+1 in R n+1 is defined over Q, and let m 1 , . . . , m d+1 be a Z-basis for the free Z-module
Proof. It is obvious that S f dλ, where λ is any multiple of the d-dimensional Lebesgue measure, is the product of λ(S) and the average value of f over the vertices of S. Since ν aff(S) is such a multiple, we just need to check the stated formula for f = 1l, namely
Writing b for the least positive integer such that b aff(S) contains an integer point, we have by definition ν aff(S) (S) = b −(d+1) ν aff(bS) (bS), so everything boils down to proving
Now, the strip V ∩ {0 < a < 1} does not contain integer points and hence neither does the strip V ∩ {0 < a < b}. It follows that Z n+1 ∩ V has a Z-basis (r 1 , . . . , r d+1 ) with r 1 , . . . , r d ∈ V ∩ {a = 0} and r d+1 ∈ V ∩ {a = b} = aff(bS). Let
As in Example 2.5 we define ψ : aff(bS) → R d by sending r d+1 to 0 and r i + r d+1 to the i-th element e i of the standard basis of R d . Thus ν aff(bS) (bS) is the ordinary volume of ψ(bS) in R d , namely |det(P )|/d!, where P is the (d + 1) × (d + 1) matrix (see, e.g., [32] ) whose last row is (1 · · · 1) and whose upper d × (d + 1) minor P is defined by (ψbw 1 · · · ψbw d+1 ) = (e 1 · · · e d )P . We claim that P = R. Indeed, let U be the (d + 1) × (d + 1) matrix that has 1 along the main diagonal and the last row, and 0 otherwise. Then
and each column of U −1 R adds up to 1 (because (1 · · · 1 1)U −1 = (0 · · · 0 1), and R has last row (1 · · · 1 1)). Hence we get
Therefore the d × (d + 1) upper minor of R is P , and since the last row of R is (1 · · · 1) we have P = R, as claimed. We have thus proved (4) for a specific choice -namely (m 1 · · · m d+1 ) = (r 1 · · · r d+1 ), whence bM = R-of the basis of Z n+1 ∩ V . But any other choice is the image of (r 1 · · · r d+1 ) by a matrix in GL d+1 Z, and hence (4) remains valid.
Example 2.7. Let S 1 , S 2 , S 3 be as in Example 2.5; we can take a = x 3 . The subspace V 1 spanned by the vertices of S 1 is all of R 3 , so we can take the standard basis of R 3 as m 1 , m 2 , m 3 , whence
By (3) we have ν aff(S1) (S 1 ) = |det(M 1 )|/2! = 1/18, in agreement with the direct checking of Example 2.5. The subspace V 2 spanned by the vertices of
, and ν aff(S2) (S 2 ) = |det(M 2 )|/1! = 1/4. The computation for S 3 is analogous.
Definition 2.8. A d-dimensional rational polytopal complex is a finite set Σ of rational polytopes in R n+1 such that each face of each element of Σ belongs to Σ, every two elements intersect in a -possibly empty-common face, at least one element is d-dimensional and none is l-dimensional, for d < l ≤ n + 1. If all the elements of Σ are simplexes, we say that Σ is a simplicial complex. For 0 ≤ l ≤ d, let Σ max (l) be the set of all l-dimensional polytopes of Σ which are not properly contained in any element of Σ. A rational polytopal set W is the underlying set W = Σ of some rational polytopal complex Σ.
Lemma 2.9. Let W = Σ = Π be a polytopal set. Then:
F is a face of S and P ∈ Π} is a pure polytopal complex (i.e., (Π S ) max (r) = ∅ for every r < l).
, for every l. (iv) Σ and Π have the same dimension.
Proof. (i) Clearly Π S is a polytopal complex [29, 2.8.6] . Let R ∈ (Π S ) max (r) for some r ≤ l, and let w be a point in relint(R). Then w / ∈ R for any R = R ∈ Π S , and therefore there exists an open ball B ⊂ R n+1 centered at w and such that B ∩ R = B ∩ Π S = B ∩ S. The latter set is l-dimensional, and hence r = l.
(ii) Let R ∈ (Π S ) max (l) be as in (i). Then R = S ∩P for some P ∈ Π max (p), with l ≤ p. By (i), Σ P is a pure p-dimensional complex, and hence S ∩ P is contained in some p-dimensional element S ∩ P of Σ P . Therefore (S ∩ S ) ∩ P = S ∩ P is p-dimensional and l ≥ dim(S ∩ S ) ≥ p; thus P ∈ Π max (l).
, and by the proof of (ii) every R ∈ (Π S ) max (l) is contained in some P ∈ Π max (l). This shows the left-to-right inclusion, and the other inclusion is analogous.
(iv) is immediate from (iii).
Definition 2.10. The dimension of the polytopal set W is the dimension of any polytopal complex Σ of which W is the underlying set; this makes sense because of Lemma 2.9(iv). Let 0 ≤ l ≤ d = dim(W ). The l-dimensional support of W is the set of all hyperplanes of the form aff(S), for some S ∈ Σ max (l). The set A 1 , A 2 , . . . , A r l of l-dimensional supporting hyperplanes is finite -possibly emptyand, by Lemma 2.9(ii), depends on W only. For every l such that W has at least one l-dimensional supporting hyperplane, and for every Borel subset B of W , define
Note that ν 0 W is the counting measure on the set of isolated points of W . As we will be concerned with the measures ν 
where µ is the Möbius function, defined by µ(k) = 0 if k is not squarefree, µ(k) = 1 if k is the product of an even number of distinct prime factors, and µ(k) = −1 otherwise. Clearly ϕ 1 is Euler's totient. We have
here the first identity is a definition while the second one, which involves Riemann's zeta function ζ, is well known [25, pp. 193-195] .
As usual, the meaning of identities α(k) = β(k) + O γ(k) such as (5) above is that there exists a constant C > 0 satisfying |α(k) − β(k)| < Cγ(k) for every k.
We will need the following fact about Cesàro convergence.
Lemma 3.1. Let α : N → R be bounded, let 0 = n 0 < n 1 < n 2 < · · · be a strictly increasing sequence of natural numbers, and let β ∈ R. Then:
(ii) if (6) holds and lim k→∞ (n k − n k−1 )/n k = 0, then n be a rational polytope of dimension d ≥ 1. Let u = a 1 x 1 + · · · + a n x n + a n+1 be an affine function with integer coefficients which is strictly positive on S, and let u be its homogeneous correspondent. Let c be a positive multiple of the index of the d-dimensional rational polytope S 1 = Cone(S)∩ {u = 1}, and let Ξ(S, t) be the number of primitive points in Cone(S) ∩ {u ≤ t}. Then
Proof. By the definition of the index b of S 1 , the integer points in Cone(S) ∩ {u ≤ ck} are contained in the disjoint union {tbS 1 : 1 ≤ t ≤ ck/b}. Let L bS1 (t) (respectively, P bS1 (t)) be the number of integer (respectively, primitive) points in tbS 1 . Since L bS1 (t) = h|t P bS1 (h), we have by Möbius inversion 
with l d−1 (h), . . . , l 0 (h) rational numbers that only depend on the residue class of h modulo e. Fix a number M such that |l j (h)| ≤ M for every 0 ≤ j < d and 1 ≤ h.
We thus obtain
and the latter goes to 0 as t goes to infinity [28, §2] . Therefore
So we get
, and the last expression goes to 0 as k goes to infinity by Lemma 3.1(i). Finally, due to the asymptotic estimate (5),
The main result
Lemma 4.1. Let W ⊆ R n+1 be a rational polytopal set, and letȳ = y 1 , y 2 , y 3 , . . ., z = z 1 , z 2 , z 3 , . . . be sequences of points in W . Suppose that for every rational polytope T ⊆ W the Cesàro average of 1l T alongȳ exists, say
Then:
(i) for every f ∈ C(W ), the Cesàro average A(f,ȳ) exists; (ii) the functional A(−,ȳ) : C(W ) → R is linear, positive (i.e., A(f,ȳ) ≥ 0 if f ≥ 0), and normalized (i.e., A(1l W ,ȳ) = 1). By the Riesz representation theorem, A(−,ȳ) is induced by integration w.r.t. a uniquely defined Borel probability measure on W ; (iii) if, for every T , the average A(1l T ,z) exists and equals A(1l T ,ȳ), then A(f,z) = A(f,ȳ) for every f ∈ C(W ).
Proof. Since by hypothesis the Cesàro averages alongȳ exist for all characteristic functions 1l T , they exist for all step functions, i.e., all R-linear combinations of such characteristic functions. The proof is now straightforward from the fact that the set of step functions is dense in L ∞ (W ) (the Banach space of all bounded functions on W with the topology of uniform convergence).
The following is our main result.
Theorem 4.2. Let H be a finitely presented cancellative hoop in which a unit u has been fixed. Let e 1 , e 2 , e 3 , . . . be an enumeration without repetitions of all the discrete extremal states of (H, u) according to nondecreasing denominators. Then for every h ∈ H the limit
exists, does not depend on the enumeration, and the function m u : H → R ≥0 thus defined is an automorphism-invariant state.
Proof. Let n ≥ 0 be the least integer such that H can be generated by n+1 elements h 1 , . . . , h n+1 .
Remark 4.3. We do not require h 1 , . . . , h n+1 ≤ u. In particular, the MV-algebra Γ(H, u) is still finitely generated -a simple application of the Riesz decomposition property [14, Proposition 2.2]-, but the least cardinality of a generating set may be larger than n + 1. For example, let H = Free 2 (CH), and let u = x 1 ∨ (−kx 1 + 1) for some integer k ≥ 1. Then n = 1, because H is not generable by a single element. On the other hand, E u contains k + 2 discrete states of denominator 1, namely the states h → h(w)/u(w) for w ∈ {0, 1, 1/2, 1/3, 1/4, . . . , 1/(k + 1)}. The usual representation of Γ(H, u) as an MV-algebra, i.e., as a quotient of Free m (MV) for some integer m, assumes that u is represented by the constant function 1l. Now, the only points in the unit cube [0, 1] m that correspond to states of denominator 1 w.r.t. the unit 1l are the 2 m vertices of the cube. In our case we need k + 2 such points, hence presenting Γ(H, u) as an MV-algebra requires at least log 2 (k + 2) generators.
Our H can then be presented as x 1 , . . . ,
for every i} is a rational polytopal set of dimension 0 ≤ d ≤ n, and the hoop homomorphism ρ :
We adopt the notation of Definition 2.2.
The case d = 0 is trivial. Indeed, in this case W is just a finite set of rational points, and by Lemma 2.1(ii) the given enumeration is finite, say e 1 , e 2 , . . . , e r . Therefore, m u is always defined and is a state. Given any automorphism σ of H such that σ(u) = u, the sets {e 1 , e 2 , . . . , e r } and {e 1 • σ, e 2 • σ, . . . , e r • σ} are equal, and hence m u (h) = m u σ(h) for every h.
Let now d ≥ 1; by Lemma 2.3, the enumeration e 1 , e 2 , e 3 , . . . corresponds to an enumeration w 1 , w 2 , w 3 , . . . of all primitive points in Cone(W ) according to nondecreasing values of u. Let w t = w t /u(w t ) be the point of intersection of W 1 with the ray R ≥0 w t ; by Lemma 2.3 e t (h) = h(w t ), so we must show that
exists. Since h W 1 is a continuous function, we can use Lemma 4.1(i) to prove the convergence of (7). Let then T be a rational polytope contained in W 1 . Using [29, 2.8(6)] we can construct a polytopal complex Σ such that W 1 = Σ and T is a union of elements of Σ; we can thus safely assume T ∈ Σ. Note that we do not need that Σ is a simplicial complex, nor that it satisfies any unimodularity condition (see [23] for unimodular simplicial complexes). Let c be the lcm of the d-indices of the d-dimensional polytopes in Σ. The set of primitive points in Cone(W ) is then partitioned in blocks B 1 , B 2 , B 3 , . . ., where B k = {w ∈ Cone(W ) : w is primitive and c(k − 1) < u(w) ≤ ck}. For every k ≥ 1, let n k be such that w n k ∈ B k and w n k +1 ∈ B k+1 . Generalizing the notation in Lemma 3.2, let Ξ(W, t) be the number of primitive points in Cone(W ) ∩ {u ≤ t}.
where (S) is either +1, 0 or −1, according to the inclusion-exclusion principle applied to S w.r.t. the combinatorial structure of Σ. Since (S) is necessarily +1 if S is d-dimensional, and Ξ(S, ck) = o Φ d (ck) if dim(S) < d, from Lemma 3.2 and the estimate (5) we obtain
. (8) We thus have, for every k ≥ 1,
Therefore, by Lemma 3.2, (5) and (8), we obtain
note that ν W1 (T ) = 0 if dim(T ) < d. From (8) it is immediate that lim k→∞ (n k − n k−1 )/n k = 0, so we apply Lemma 3.1(ii) and conclude
Any enumeration of the discrete extremal states of (H, u) according to nondecreasing denominators must induce the same partition B 1 , B 2 , B 3 , . . . of the primitive points in Cone(W ). Since the limits (9) and (10) only depend on this latter block partition, Lemma 4.1(iii) shows that (7) does not depend on the enumeration. By Lemma 4.1(ii), m u is a state on (H, u).
Finally, let σ be an automorphism of H that fixes u. As in the d = 0 case, precomposition with σ is a homeomorphism of E u preserving the discrete states and their denominators. Therefore e 1 • σ, e 2 • σ, e 3 • σ, . . . is another enumeration of the discrete extremal states of (H, u) according to nondecreasing denominators. By the above remarks, the Cesàro limit of h w.r.t. the new enumeration, namely m u σ(h) , equals the Cesàro limit of h w.r.t. the old enumeration, namely m u (h). Hence m u is automorphism-invariant. 
Proof. If d = 0, then ν W1 is the counting measure on the finite set W 1 = {w 1 , . . . , w r }, which is in bijection with {e 1 , . . . , e r }; since e t (h) = h(w t ), our statement is immediate. If d ≥ 1 then, by Lemma 4.1(ii) applied to W 1 , m u (h) is given by integration of h W 1 w.r.t. a certain Borel finite measure on W 1 . By (10) , that measure is ν W1 /ν W1 (W 1 ).
By realizing W 1 as the underlying set of a simplicial complex ∆ such that h ∆ is affine for every S ∈ ∆ (this is always possible, see, e.g., the proof of [23, Theorem 4.1]), Lemma 2.6 provides an efficient way for computing the expression for m u (h) given by Corollary 4.4; we will make use of this in §7.
Topological dimension without topology
The maximal spectrum of H is an invariant of H, and in particular its topological dimension -which is an integer ≥ 0 [16, Definition III 1], [10, Definition 1.1.1]-is implicitly determined by H. The results in §3 and §4 provide an expression for this integer that bypasses topology; we will return to dimensional issues in the final section of this paper.
Theorem 5.1. Let H be a finitely presented cancellative hoop. Let u ∈ H be a unit and let (E u ≤ t) denote the number of discrete extremal states of (H, u) of denominator ≤ t. Then the limit
exists and is an integer not depending on u. We have l = 0 iff E u is finite iff MaxSpec H has topological dimension 0. Otherwise, 2 ≤ l ≤ (the minimum cardinality of a generating set for H), and MaxSpec H has topological dimension l − 1.
Proof. As in the proof of Theorem 4.2, we identify H with M (W ) ≥0 , where W is a polytopal set in [0, 1] n and n + 1 is the minimum cardinality of a generating set. Clearly l = 0 if E u is a finite set. We know from Lemma 2.1(ii) that W , MaxSpec H and E u are canonically homeomorphic, so if E u is not a finite set then W has dimension d ≥ 1. Let then c be as in the proof of Theorem 4.2 and let k(t) = t/c . Then c k(t) − 1 < t ≤ ck(t) and
Since (E u ≤ t) = Ξ(W, t), our statements follow readily from (8) and the highly nontrivial fact that the dimension of W as a polytopal set coincides with its topological dimension [10, pp. 101-102].
Remark 5.2. In general, in the statements of Theorem 4.2 and of Theorem 5.1 it is not possible to replace "finitely presented" with "finitely generated". For example, let 0 < α < 1 be any irrational number, and let W ⊂ [0, 1] 2 be the line segment of extrema (α, 0) and (α, 1). Then M (W ) ≥0 , 1l is a three-generated, countably presented cancellative hoop with unit that has no discrete extremal state at all.
Absolute continuity
Let H be a separating subhoop of some C(X) ≥0 (i.e., the inclusion map of H in C(X) ≥0 is a representation). Assume that H, as an abstract hoop, is finitely presentable. Let u 1 , u 2 ∈ H be two arbitrary units; we are not assuming any structure either on X (besides being a compact Hausdorff space), or on the elements of H (besides being continuous functions). Note that u 1 and u 2 may lie in different orbits under the action of the automorphism group of H; equivalently, the MValgebras Γ(H, u 1 ) and Γ(H, u 2 ) may not be isomorphic. This is the case, e.g., of the functions 1l and u of Remark 4.3, which are both units in
Let m 1 , m 2 be the automorphism-invariant states determined by Theorem 4.2. By Lemma 2.1(iv) there exist two uniquely determined Borel finite measures µ 1 , µ 1 on X such that
for every h ∈ H and i = 1, 2.
Theorem 6.1. Under the above hypotheses and notation, each of µ 1 and µ 2 is absolutely continuous w.r.t. the other. More precisely, let d be the topological dimension of X, as given by Theorem 5.1. We have:
(
where C is the constant
We devote the rest of this section to the proof of Theorem 6.1. The case d = 0 is trivial. Indeed, in this case X is a finite set, say X = {p 1 , · · · , p r }, in bijection with
The measure µ i is therefore
where δ pj is the Dirac unit measure at p j , and the formula (11) is clear. Assume now d ≥ 1; we shall prove that there exists a constant C such that
for every continuous function f : X → R. As in the proof of Theorem 4.2, we construct a McNaughton representation ρ :
We adopt the notation in the proof of Theorem 4.2; in particular, for i = 1, 2, u i is the homogeneous correspondent of ρu i , and W i = Cone(W ) ∩ {u i = 1}. We thus have two representations ρ i : H → C(W i ) ≥0 , given by ρ i h = h W i . We construct a rational polytopal complex Σ having W as its underlying set and such that both ρu 1 and ρu 2 are affine on each polytope of Σ. Then Σ i = {S i : S i = Cone(S) ∩ W i , for S ∈ Σ} is a rational polytopal complex and Σ i = W i . Let S ∈ Σ be d-dimensional, let b i be the index of S i , and choose affine isomorphisms ψ i as in Definition 2.4 from aff(b i S i ) to R d . We display our data in a diagram
The unnamed maps are inclusions, and P, R 1 , R 2 are the homeomorphisms of Lemma 6.2. Let p be a point in the interior of ψ 1 b 1 S 1 ; then the absolute value j F (p) of the determinant of the Jacobian matrix of F at p has value
Proof. Let T ⊆ ψ 1 b 1 S 1 be a d-dimensional simplex, not necessarily rational, containing p in its interior. By [30, Theorem 7.24] , j F (p) is the limit, for T shrinking to p, of the ratio vol(F T )/ vol(T ). By definition, that ratio is ν aff(b2S2) (Gψ
in a free Z-module of rank d + 1; let m 1 , . . . , m d+1 be a Z-basis for this module. Let w 1 , . . . , w d+1 be the vertices of ψ
, and the argument above applies to ν aff(b2S2) as well, one immediately computes
Letting T shrink to p, the w's converge to ψ 
for every continuous function f : Z → R. By Lemma 2.1(iii) applied to ρ i and the identity representation of H, there exists a unit f i ∈ C(W i ) ≥0 such that h W i = f i · (h • R i ) for every h ∈ H and i = 1, 2. Taking h = u i we see that
and therefore
The preliminaries being over, let us fix a continuous function f : X → R. We choose S ∈ Σ max (d) and compute:
Since ν Wi is 0 on S i ∩ T i for every S = T ∈ Σ max (d), we obtain from (13)
So (12) (1) The only set of dimension −1 is the empty set.
(2) A space has local dimension ≤ n at a point p if p has arbitrarily small neighborhoods whose boundaries have dimension ≤ n − 1. (3) A space has dimension ≤ n if it has local dimension ≤ n at each of its points. (4) A space has local dimension n at p if it has local dimension ≤ n at p, and does not have local dimension ≤ n − 1 at p. (5) A space has dimension n if it has dimension ≤ n and does not have dimension ≤ n − 1. (6) A space has dimension ∞ if it does not have dimension ≤ n for any n. In the proof of Theorem 5.1 we already made use of the fact that the dimension of a polytopal set coincides with its topological dimension (note that throughout this paper the unqualified word "dimension" always refers to the affine dimension).
The following lemma provides a local version of that fact.
for every l. In particular, the partition
Proof. Since both {W l : W l = ∅} and {L l : L l = ∅} are partitions of W , it clearly suffices to show that W l ⊆ L l for every l. Let w ∈ W l . Then w does not belong to any element of Σ of dimension > l, and hence there exists an open ball B ⊂ R n+1 centered at w and such that B ∩ W = B ∩ W , where W = {S ∈ Σ : dim(S) ≤ l} is an l-dimensional polytopal set. Thus the local dimension of W at w agrees with the local dimension of W at w, which is ≤ l again by [10, pp. 101-102] . We thus have to show that the local dimension of W at w is not ≤ l − 1. If l = 0 this is clear, so assume l > 0 and choose S ∈ Σ max (l) such that w ∈ S. Choose a ball B as above such that relint(S) is not contained in the closure of B. It is then enough to show the following: (A) Let U be an open set in W such that w ∈ U ⊆ B, and write M for the boundary of U in W . Then M ∩ relint(S) contains a point at which the local dimension of M is not ≤ l − 2. Let U be as in (A) and letŪ be its closure in W . Then relint(S) is the disjoint union of relint(S) ∩ U , relint(S) ∩ M , and relint(S) \Ū . By construction there exist points p ∈ relint(S) ∩ U and q ∈ relint(S) \Ū . It follows that every continuum (i.e., closed connected set) C ⊆ relint(S) containing p and q must intersect M , for otherwise (C ∩ U ) ∪ (C \Ū ) would be a nontrivial disconnection of C. By Mazurkiewicz's Theorem [10, Theorem 1.8.19] applied to the open region relint(S) inside aff(S) R l , the topological dimension of M ∩ relint(S) is not ≤ l − 2. Therefore there exists a point as required by (A).
We shall need the measures ν 
for every Riemann-integrable function f : W → R. 
exists and does not depend on the enumeration. The function m
is an automorphism-invariant state, which is faithful (i.e., h = 0 implies m
Proof. Every convex combination of automorphism-invariant states is clearly an automorphism-invariant state, so it suffices to show that every m li u is such a state. Fix then 0 ≤ l ≤ d such that E l u = ∅, and say that W is the underlying set of the polytopal complex Σ. Let W = Σ max (l); then W is an l-dimensional rational polytopal set which, by Lemma 2.9(iii), depends on W and l only. The restriction map ρh → ρh W is a homomorphism from M (W ) ≥0 to M (W ) ≥0 , and the latter hoop is finitely presented because W is rational. Every element of the enumeration e n ; since u = 1l we have W 1 = W and h W 1 = h. Choose a unimodular complex ∆ supported on W (see [23] for all relevant definitions), such that h is affine on each simplex of ∆. Let T be an l-dimensional unimodular simplex contained in ∆ max (l) (not necessarily belonging to ∆), and let w 1 , . . . , w l+1 be the vertices of T . By the unimodularity assumption (den(w 1 )w 1 · · · den(w l+1 )w l+1 ) is a Z-basis for Z n+1 ∩ (the R-subspace spanned by T ). Therefore by Lemma 2. In general µ 0 and τ 0 are different, but they both are automorphism-invariant, since every automorphism of (H, 1l) must act on W 0 in a denominator-preserving way. For example, let again W = S 1 ∪· · ·∪S 5 be the polytopal set of Example 2.5, S 4 = {v}, S 5 = {w}. Then den(v) = 2, den(w) = 7, W 0 = {v, w}; take h = x 1 W to be the projection on the first coordinate. Then The hidden reason for the rigidity of the invariant measure on the higherdimensional parts of the spectrum, together with its relative flexibility on the 0-dimensional part, is subtle: the 0-dimensional part is made of finitely many isolated discrete extremal states, while the higher-dimensional parts contain infinitely many discrete extremal states. Now, in a finite average the input data can be rearranged arbitrarily without affecting the final result, a fact which is definitely false for infinite averages. Actually, a classical result by Descovich (but dating back to von Neumann for the real unit interval [19, Theorems II.4.4 and III.2.5]) guarantees that every regular Borel measure on a compact Hausdorff space with no isolated points can be realized as in Lemma 4.1(ii) by enumerating appropriately the elements of any given countable everywhere dense subset. In our case, the set of all discrete extremal states is such a subset, and in Theorem 4.2 the key constraint on the resulting measure is the denominator-nondecreasing condition, which becomes irrelevant precisely on the 0-dimensional part of the spectrum. As that condition depends crucially on the choice of a unit, it is apparent that units and measures are inextricably intertwined.
