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QUIVER GRASSMANNIANS OF TYPE D˜n,
PART 2: SCHUBERT DECOMPOSITIONS AND F-POLYNOMIALS
OLIVER LORSCHEID AND THORSTENWEIST
ABSTRACT. Extending the main result of [21], in the first part of this paper we show that every
quiver Grassmannian of an indecomposable representation of a quiver of type D˜n has a decompo-
sition into affine spaces. In the case of real root representations of small defect, the non-empty
cells are in one-to-one correspondence to certain, so called non-contradictory, subsets of the ver-
tex set of a fixed tree-shaped coefficient quiver. In the second part, we use this characterization to
determine the generating functions of the Euler characteristics of the quiver Grassmannians (resp.
F-polynomials). Along these lines, we obtain explicit formulae for all cluster variables of cluster
algebras coming from quivers of type D˜n.
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INTRODUCTION
In this paper we continue the consideration of quiver Grassmannians of type D˜n initiated in [21].
Denoting the unique imaginary Schur root by δ, there it is shown that every quiver Grassmannian
of a real root representation of dimension α with 〈δ,α〉=−1 has a cell decomposition into affine
spaces. Moreover, it is also shown that this is true for every indecomposable representation lying
in an exceptional tube and for every Schur representation of dimension δ.
Passing to dual representations, this result can be easily extended to all indecomposable real root
representations of dimensionα of small defect, i.e. |〈δ,α〉|≤ 1. We use this result to obtain the first
main result of this paper, which says that this statement is in fact true for every indecomposable
representation of type D˜n.
The focus of the second part of the paper is on the generating functions of the Euler characteris-
tics of quiver Grassmannians (resp. F-polynomials) of indecomposable representations of D˜n, i.e.
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for a fixed representationM of Q, we consider
FM(x) = ∑
e∈NQ0
χ(Gre(M))x
e.
Thanks to the Caldero-Chapoton-formula, see [5] and [6], this also builds the bridge to cluster
algebras, which were introduced in [16] and whose theory developed rapidly within the last ten
years. We refer to the introduction of the first part ([21]) for more details.
Initially, we use the combinatorial description of the non-empty cells in terms of non-contra-
dictory subsets of a particular coefficient quiver in [21] to obtain explicit formulae for the F-
polynomials of indecomposable representations of small defect. Surprisingly, it turns out that the
F-polynomials of all preprojective (resp. preinjective) representations of small defect only depend
on the F-polynomials of certain preprojective (resp. preinjective) representations, whose dimen-
sion vector is smaller than the imaginary Schur root δ, and the F-polynomials of representations
lying in homogeneous tubes. For the latter ones, we also have explicit descriptions which then
gives explicit formulae for all F-polynomials. For representations lying in exceptional tubes an
analogous phenomenon arises.
Subsequently, the results of the first part can be used to obtain explicit formulae for the F-
polynomials of all indecomposable representations of dimension α of large defect, i.e. |〈δ,α〉|= 2.
Using the Caldero-Chapoton-formula, these results can now be used to obtain an explicit de-
scription of all cluster variables of mutation finite cluster algebras coming from quivers of type
D˜n.
Connections to previous results. The formulae for F-polynomials of representations of large
defect can also be obtained by applying the multiplication formula of [7].
The formulae we obtain for representations of small defect differ from those present in the liter-
ature as they state relations between F-polynomials from different components of the Auslander-
Reiten quiver. Moreover, it is possible to state an explicit formula for the F-polynomial of any
representation in terms of F-polynomials of indecomposables whose dimension is smaller than δ.
Those formulae which are known to us and which are present in the literature are mostly of recur-
sive nature and between F-polynomials of representations from one component of the Auslander-
Reiten quiver, see [19, 14]. But clearly, it would be interesting to investigate if there is a direct way
to obtain our formulae from the present recursive formulae.
As far as mutation finite cluster algebras are concerned, the approach of calculating the F-
polynomials in order to determine cluster variables was mainly applied to cluster algebras of type
A and only partially for type D, see [9], [10], [18], [14] and [15].
Finally, we note that cluster algebras of type D˜n also arise from surfaces. This yields a combi-
natorial description of the cluster variables in terms of perfect matchings of edge-weighted graphs
coming from triangulations of the corresponding surface, see [22]. Thus, in theory, the Euler char-
acteristics could be determined using this approach, but this has not been carried out yet in the case
of quivers of type D˜n. In particular, it is not clear if our explicit formulae for the F-polynomials
can be obtained using this description. From the representation-theoretic point of view, this ap-
proach would also be unsatisfactory as it does not use the geometry of the quiver Grassmannians
themselves. We should point out that it is not clear at all how these two combinatorial descriptions
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fit together. Actually, this would be very interesting to investigate. However, since the shape of the
formulae, which are obtained with our approach, are indeed easy, there is hope for a generalization
to other mutation finite cluster algebras.
Schubert decomposition. For Schubert decompositions of quiver Grassmannians of indecom-
posable real root representations M of small defect of a quiver of type D˜n, which are in fact cell
decompositions into affine spaces, we consider the coefficient quivers ΓM listed in [21, Appendix
B]. Recall that every subset β ⊂ (ΓM)0 of cardinality e defines a possibly empty Schubert cell
CMβ ⊂ Gre(M) induced by the Schubert decompositions of the product of usual Grassmannians
∏q∈Q0Greq(Mq). The first aim of this paper is to generalize Theorem 4.4 of [21] to all indecom-
posable representations of D˜n, i.e.:
Theorem A. Let M be an indecomposable representation of D˜n. Then there exists a coefficient
quiver ΓM of M such that the Schubert decomposition Gre(M) =
∐
CMβ is a decomposition into
affine spaces and empty cells. Here β runs through all subsets of (ΓM)0 of cardinality e.
The generalization of Theorem 4.4 of [21] to representations of large defect and to representa-
tions of the homogeneous tubes is subject of section 1. Since the quiver Grassmannians of repre-
sentations lying in the homogeneous tubes behave similar to those of large defect, throughout the
paper, we exclude them when referring to representations of small defect. While the construction
of the cell decompositions of quiver Grassmannians of representations of small defect is highly
combinatorial, in the cases of large defect the main idea is to consider exact sequences which are
close to being almost split. It turns out that every indecomposable representation B of large defect
can be written as the middle term of such a sequence between indecomposablesM and N of small
defect. In particular, there exists a coefficient quiver of B with vertex set (ΓM)0 ∪ (ΓN)0 where
ΓM and ΓN are those considered in [21]. Generalizations of results of [5] can be used to show
that this setup preserves cell decompositions in such a way that every pair of subsets (β,β′) of
(ΓM)0× (ΓN)0 determines a (possibly empty) cell C
B
β,β′ of a certain quiver Grassmannian of the
middle term which turns out to be an affine space. Since all cells can be obtained using this con-
struction, this already proves that every quiver Grassmannian of indecomposables of large defect
has a cell decomposition into affine spaces, see Theorem 1.17 and also section 1.4 for the notion
of non-contradictory subsets:
Theorem B. Let B be a real root representation of defect −2. Then there exist indecomposable
representations M and N of defect −1 and respective coefficient quivers ΓM and ΓN such that the
(induced) Schubert decomposition
Gre(B) =
∐
CB(β,β′)
is a decomposition into affine spaces and empty cells. Here (β,β′) runs through all non-contra-
dictory subsets of (ΓM)0× (ΓN)0 such that the cardinalities of β and β
′ sum up to e.
There is also a very explicit description in terms of the Auslander-Reiten quiver of those pairs
corresponding to an empty cell. As shown in [5], in the case of almost split sequences there is only
one such pair, consisting of the cokernel and the trivial subrepresentation.
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With similar methods we can also show that every quiver Grassmannian of an indecomposable
representation lying in one of the homogeneous tubes has a cell decomposition into affine spaces,
see Theorem 1.24.
In this paper and also in [21] we consider preprojective representations rather than preinjective
ones. In section 1.9, we prove that passing to the opposite quiver and to dual representations Schu-
bert decompositions are preserved. Thus all results can be transferred to the case of preinjective
representations in the natural way.
Theorems A and B have strong implications on the geometry of Gre(M), see [20, Section 6]. In
particular, we can compute the Euler characteristic of Gre(M) as
χ
(
Gre(M)
)
= #
{
β ⊂ (ΓM)0 of type e such thatC
M
β is not empty
}
.
If, in addition, Gre(M) is smooth, the closures of the non-empty Schubert cells form an additive ba-
sis for the singular cohomology ring of Gre(M) and it follows that the cohomology is concentrated
in even degree.
The construction of the cell decompositions in terms of those of representations of small defect
yields a description of the F-polynomial of the indecomposables of large defect, see Theorem
1.19. As already mentioned, in terms of cluster algebras this result translates to the well-known
multiplication formula of [7]. As far as cluster variables are concerned, we are thus left with
the determination of F-polynomials of indecomposables of small defect. The investigation of F-
polynomials and the derivation of explicit formulae is the main topic of sections 2, 3 and 4.
Calculation of F-poynomials. As already mentioned, the F-polynomials of representations of
the homogeneous tubes play an important role in the formulae for F-polynomials of arbitrary
indecomposable representations. They only depend on the dimension vector and are independent
of the chosen tube, we denote them by Frδ throughout the paper. This is straightforward with
the methods of this paper, but also known for general affine quivers, see [13, Lemma 5.3]. With
the results obtained there, also the F-polynomials of general representations (which means that
they decompose into certain Schurian representations) of non-Schurian roots, can be determined
recursively.
Considering the cell decompositions into affine spaces, we first obtain a recursive formula for
Frδ which can be used to obtain an explicit formula in terms of Fδ in Corollary 4.13:
Frδ =
1
2z
(λr+1+ −λ
r+1
− ), where z=
1
2
√
F2δ −4x
δ, λ± =
Fδ
2
± z.
Besides the combinatorial description of the non-empty cells, there are two other main ingre-
dients which are used to obtain explicit, i.e. non-recursive, formulae for the F-polynomials of
indecomposable representations. The first one is studied in section 2. The main idea is to reduce
the determination of the F-polynomials to smaller quivers, i.e. D˜n for n≤ 6. Here we use that most
linear maps corresponding to indecomposable representations of D˜n for large n are isomorphisms.
In combination with the reflection functor introduced in [3], it turns out that this is a powerful
tool. In section 3, we review the reflection functor and its consequences for quiver Grassmannians,
which were also studied in [29] and [12].
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If D˜n is in subspace orientation, we are left with counting admissible subsets as defined in
section 4.7. Since the coefficient quivers under consideration follow a certain recursion and since
the description of these subsets is very easy (and again easier for n≤ 6), we get recursive formulae
for the F-polynomials. It turns out that these recursive formulae can be used to obtain explicit
formulae for all F-polynomials of real root representations of small defect in section 4. All these
explicit formulae are in terms of the F-polynomials Frδ from above and of certain indecomposable
representations whose dimension is smaller than δ. Since there also exists an explicit formula for
Frδ in terms of Fδ, we are left with the easy task of calculating F-polynomials of representations
of dimension α≤ δ. While these F-polynomials do depend on the orientation of D˜n, the upshot is
that the formulae for the remaining F-polynomials turn out to be independent of the orientation.
In order to state the main result of the second part, we need some notation. If α is a real
root, we denote by Mα the unique indecomposable representation of this dimension and by Fα the
corresponding F-polynomial. In a tube of rank t there exist t chains of irreducible morphisms
M0,1 →֒M0,2 →֒ . . . →֒M0,t−1 →֒M1,0 :=Mδ →֒M1,1 →֒ . . .
where the ml(r) := dimMr,l are real roots and the indecomposable representations Mr,0 of dimen-
sion rδ are uniquely determined by this chain. Furthermore, for every real root α in the tube of rank
t there exists an exceptional root ml(0) such that α= rδ+ml(0). Under the convention that Fα = 0
if α ∈ ZQ0 has at least one negative component and setting mt(0) := δ, we obtain the second main
result of this paper, see Theorems 1.19, 4.15, 4.19 and 4.26:
Theorem C. (i) For the representations Mml(r), where l = 0, . . . , t − 1 (lying in the excep-
tional tube of rank t) and r ≥ 1, we have
Fml(r) = Fml(0)Frδ+ x
ml+1(0)Fmt−1(0)−ml+1(0)F(r−1)δ.
(ii) Let M be preprojective of defect −1 such that tM = dimM− rδ ≤ δ. If δ− tM is injective,
we have
FM = FtMFrδ− x
δF(r−1)δ.
If δ− tM is not injective, we have
FM = FtMFrδ− x
τ−1tMFδ−τ−1tMF(r−1)δ.
Here τ is the Auslander-Reiten-translation.
(iii) Let B be an indecomposable representation of defect −2 which is not projective. Then
there exist indecomposable representations M and N of defect −1 such that
FB = FNFM− x
dimτ−1MFN/τ−1M.
(iv) Passing to the dual, we obtain analogous formulae for indecomposable representations of
positive defect.
Acknowledgements. The authors would like to thank Giovanni Cerulli Irelli, Christof Geiß, Mar-
kus Reineke and Jan Schro¨er for interesting discussions on the topic of this paper and for several
helpful remarks.
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1. SCHUBERT DECOMPOSITION OF QUIVER GRASSMANNIANS
One main result of this section is that every quiver Grassmannian of an indecomposable represen-
tation of a quiver of type D˜n of large defect has a cell decomposition into affine spaces, see section
1.7. With similar methods, we can show that this is also the case for indecomposable representa-
tions of the homogeneous tubes, see section 1.8. This can be used later to obtain formulae for the
F-polynomials.
In order to prove this, we first introduce notation in sections 1.1 and 1.3. In section 1.2, we recall
some results from the theory of cluster algebras which are linked to our considerations. In sections
1.5 and 1.6, we state lemmas that are important for the proof of the main results.
Finally, we show in section 1.9 how the results can be used to pass from representations of
negative defect to representations of positive defect (resp. from preprojectives to preinjectives).
1.1. Quiver representations. We fix k=C as our ground field. This suffices for the application of
the results to cluster algebras. Actually, all results concerning the representation theory of quivers
and quiver Grassmannians of representations remain true when passing to any algebraically closed
field k.
We shortly review some basics on quiver representations, see [1] and [11] for more details. Let
Q = (Q0,Q1) be a quiver with vertices Q0 and arrows Q1 denoted by p
v
−→ q or v : p→ q for
p,q ∈ Q0. We assume that Q has no oriented cycles. In most parts of this paper, we consider
quivers Q of extended Dynkin type D˜n, i.e. the underlying graph of Q is
qb qc
q0 q1 · · · qn−5 qn−4
qa qda
b v0 vn−5
c
d
A vertex p ∈ Q0 is called sink if there does not exist an arrow p
v
−→ q ∈ Q1. A vertex q ∈ Q0 is
called source if there does not exist an arrow p
v
−→ q ∈Q1. For an arrow p
v
−→ q, let s(v) = p and
t(v) = q. We denote by a(p,q) the number of arrows from p to q. For a vertex p ∈ Q0, let
Np := {q ∈ Q0 | ∃ p
v
−→ q ∈ Q1∨∃q
v
−→ p ∈ Q1}
be the set of neighbors of p. Consider the abelian group ZQ0 =
⊕
q∈Q0Zq and its monoid of
dimension vectors NQ0. A finite-dimensional complex representationM of Q is given by a tuple
M = ((Mq)q∈Q0,(Mv :Ms(v) →Mt(v))v∈Q1)
of finite-dimensional complex vector spaces and C-linear maps between them.
Let Rep(Q) denote the category of finite-dimensional representations of Q. The dimension
vector dimM ∈ NQ0 of M is defined by dimM = ∑q∈Q0 dimkMqq. Let Rα(Q) denote the affine
space of representations of dimension α. Moreover, we denote by Qop the quiver obtained from Q
when turning around all arrows. Taking dual vector spaces and adjoint linear maps for each arrow,
we obtain the dual representationM∗ of Qop for every representationM of Q.
On ZQ0 we have a non-symmetric bilinear form, the Euler form, which is defined by
〈α,β〉= ∑
q∈Q0
αqβq− ∑
v∈Q1
αs(v)βt(v)
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for α, β ∈ ZQ0. Recall that for two representationsM, N of Q we have
〈dimM,dimN〉= dimkHom(M,N)−dimkExt(M,N)(1.1)
and Exti(M,N) = 0 for i ≥ 2. For two representation M and N, define [M,N] := dimHom(M,N).
As usual letM⊥ = {N ∈ Rep(Q) | Hom(M,N) = Ext(M,N) = 0}.
A dimension vector α is called a root if there exists an indecomposable representation of this
dimension. It is called Schur root if there exists a representation with trivial endomorphism ring
with this root as dimension vector. A representation M with α = dimM is called exceptional
if we have Ext(M,M) = 0. In the case of real roots, i.e. if 〈α,α〉 = 1, there only exists one
indecomposable representation M up to isomorphism having α as dimension vector. We denote
this representation by Mα. We denote by Sq the simple representation corresponding to the vertex
q and by sq its dimension vector.
If Q is of extended Dynkin type, we denote by δ the unique imaginary Schur root which is
actually independent of the orientation. Following [11, section 7], the defect of a representation
M is defined as δ(M) := 〈δ,dimM〉. Clearly the defect is additive on dimension vectors. For
indecomposables of quivers of extended Dynkin type D, we have |δ(M)| ≤ 2. We say that an
indecomposable representationM has small defect if |δ(M)| ≤ 1 and large defect if |δ(M)|= 2. As
already mentioned, we exclude the representations from the homogeneous tubes when referring to
representations of small defect.
1.2. Quiver Grassmannians, Cluster algebras and F-polynomials. For a representationM with
m= dimM, the quiver Grassmannian Gre(M) is the set of subrepresentationsU ofM with dimU =
e. It is a closed subvariety of the product ∏q∈Q0Gr(eq,mq) of the usual Grassmannians Gr(eq,mq).
Let Q[x±1q | q ∈ Q0] be the Q-algebra of Laurent polynomials in the variables xq for q ∈ Q0.
Denoting by χ the Euler characteristic in singular cohomology, as in [5], we set
XM = ∑
e∈NQ0
χ(Gre(M)) ∏
q∈Q0
x
−〈e,sq〉−〈sq,m−e〉
q .
With Q we can associate a cluster algebra A (Q), which were introduced by [16], and its cluster
category CQ introduced in [4]. We cite [6, Theorem 4]:
Theorem 1.1. The correspondence M 7→ XM provides a bijection between the set of indecompos-
able objects of CQ without self-extensions and the set of cluster-variables of A (Q).
Actually, this bijection restricts to a bijection between indecomposable exceptional representa-
tions of Q and cluster variables of A (Q) excluding the initial variables. In [7, Theorem 2], which
generalizes [5, Proposition 3.10], the following multiplication formula is shown:
Theorem 1.2. Let M and N be indecomposable objects of CQ such that dimExtCQ(M,N) = 1.
Then we have
XMXN = XB+XB′
where B and B′ are up to isomorphism the unique middle terms of the non-split triangles
N→ B→M→ SN, M→ B′→ N→ SM.
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Note that we have
dimExtCQ(M,N) = dimExt(M,N)+dimExt(N,M),
see [4]. Moreover, if Ext(M,N) = k, the middle term B is the one induced by the non-splitting
sequence in the module category. But since Ext(N,M) = 0 in this case, using the terminology of
[6], the middle term B′ is just an object of CQ. But it actually has a corresponding representation
in the module category which can be determined explicitly.
In this paper, we mostly consider the generating function FM of the Euler characteristics of the
corresponding quiver Grassmannians ofM, also called F-polynomial, i.e.
FM(x) = ∑
e∈NQ0
χ(Gre(X))x
e
where xe = ∏q∈Q0 x
eq
q for e ∈ NQ0, see also [12]. It is closely related to the cluster variables XM.
Indeed, setting
m′q = ∑
p∈Q0
a(p,q)mp−mq
and considering the variable transformation xq 7→ x
′
q with
x′q = ∏
p∈Q0
x
a(q,p)−a(p,q)
p ,
it is straightforward to check that we have
XM = x
m′FM(x
′).
1.3. Coefficient quivers and Schubert decomposition. We introduce coefficient quivers and tree
modules following the presentation given in [24]. Let Q be a quiver, α ∈ NQ0 a dimension vector
and M with dimM = α a representation of Q. A basis ofM is a subset B of
⊕
q∈Q0Mq such that
Bq := B∩Mq
is a basis ofMq for all vertices q ∈ Q0. For every arrow p
v
−→ q, we may writeMv as a (αq×αp)-
matrix Mv,B with coefficients in k such that the rows and columns are indexed by Bq and Bp
respectively. If
Mv(b) = ∑
b′∈Bq
λb′,bb
′
with λb′,b ∈ k and b ∈Bp, we obviously have (Mv,B)b′,b = λb′,b.
Definition 1.3. The coefficient quiver Γ(M,B) of a representation M with a fixed basis B has
vertex set B and arrows between vertices are defined by the condition: if (Mv,B)b′,b 6= 0, there
exists an arrow (v,b,b′) : b→ b′. If B is ordered linearly, we say that Γ(M,B) is an ordered
coefficient quiver.
A representation M is called a tree module if there exists a basis B for M such that the corre-
sponding coefficient quiver is a tree.
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Note that we obtain a natural map F : Γ(M,B)→Q. In order to shorten notation, we sometimes
denote an arrow (v,b,b′) by v where p
v
−→ q is the corresponding arrow of the original quiver.
We shortly recall the notion of Schubert decompositions of quiver Grassmannians, see [20]. Let
M be a representation with ordered basis B and corresponding coefficient quiver ΓM. By µv,s,t ,
where v : p→ q is an arrow in Q1 and s ∈ F
−1(p) and t ∈ F−1(q), we denote the corresponding
matrix coefficient corresponding to the linear mapMv. The induced Schubert decomposition of the
usual Grassmannian induces a Schubert decomposition of the corresponding quiver Grassmannians
Gre(M) =
∐
β⊂B
of type e
CMβ
where the affine varieties CMβ are obtained as subset of the matrix space MatB×B with variables
wi j for i, j ∈B. Let V (M,B) be the vanishing set of the polynomials
E(v, t,s) = ∑
(v,s′,t ′)∈Γ1
µv,s′,t ′wt,t ′ws′,s − ∑
(v,s′,t)∈Γ1
µv,s′,tws′,s
for all arrows v : p→ q in Q1 and all vertices s ∈ F
−1(p) and t ∈ F−1(q). For a subset β of B, a
matrix w ∈MatB×B is in β-normal form, if it satisfies
(NF1) wi,i = 1 for all i ∈ β,
(NF2) wi, j = 0 for all i, j ∈ β with j 6= i,
(NF3) wi, j = 0 for all i ∈B and j ∈ β with j < i,
(NF4) wi, j = 0 for all i ∈B and j ∈B−β, and
(NF5) wi, j = 0 for all i ∈Bp and j ∈ βq with p 6= q.
Now the Schubert cell CMβ is the intersection of V (M,β) with the solution set of (NF1)-(NF5). An
arrow (v,s, t) of ΓM is extremal if for all arrows (v,s
′, t ′) ∈ (ΓM)1 either s < s
′ or t ′ < t. A subset
β of B = Γ0 is extremal successor closed if for all extremal arrows (v,s, t)∈ (ΓM)1, s ∈ β implies
t ∈ β.
We can restrict to the reduced Schubert system if β is extremal successor closed which is a
necessary condition for the Schubert cell for being not empty, see [21, section 2.3]. This means
that we find the Schubert cell as vanishing set of the equations E(v, t,s) where t /∈ β and s ∈ β :
E(v, t,s) = ∑
(v,s,t ′)∈Γ1
t<t ′
µv,s,t ′wt,t ′ + ∑
(v,s′,t ′)∈Γ1
t<t ′ and s′<s
µv,s′,t ′wt,t ′ws′,s − ∑
(v,s′,t)∈Γ1
s′<s
µv,s′,tws′,s − µv,s,t
where µv,s,t = 0 if Γ does not contain the arrow (v,s, t). These equations are trivial if t > s such
that there is no arrow s
v
−→ t. Note that we have µv,s,t ∈ {0,1} ifM is a tree module.
1.4. Non-contradictory subsets. As it is used in this section and in section 4, we recall the notion
of non-contradictory subsets for those ordered bases of preprojective representations of defect −1
which are described in [21, Appendix B]. In this case, it is possible to simplify the definition; for
the general definition we refer to [21, section 4].
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Up to a permutation of the underlying graph Q, a preprojective representation M of defect −1
has an ordered basis B such that the associated coefficient quiver Γ has the following shape.
2
3 4 5 · · · n−1 n n+1
n+2
2n+1 2n 2n−1 · · · n+5 n+4 n+3
2n+2
2n+3 2n+4 2n+5 · · ·
v0 vn−5
c
v0 vn−5
b
v0
b
a
d
d
a
a
Note that, depending on the orientation of the arrows a, b, c and d, we find one of the following
four situations at the “ramifications” of Γ where x stands for b or c and y stands for a or d and
where we label the vertices with its residue class module n for simplicity.
0
2
3 4
x
x
y
0
2
3 4
x
x
y
0
2
1
4
x
x
y
0
2
1
4
x
x
y
A subset β of B = Γ0 is called non-contradictory if β is extremal successor closed and if the fol-
lowing conditions are satisfied, depending on the orientations of x and y in the above illustrations.
x
−→,
y
−→: β∩{0,2,3,4} 6= {2,3,4};
x
←−,
y
−→: β∩{0,2,3,4} 6= {3,4};
x
−→,
y
←−: β∩{0,1,2,4} 6= {2,4};
x
←−,
y
←−: β∩{0,1,2,4} 6= {4}.
Note that a non-contradictory subset β is in particular extremal successor closed as defined in
section 1.3 and Definition 4.7.
Remark 1.4. This notion of non-contradictory subsets transfers to the coefficient quivers of the
representations lying in the exceptional tube of rank n−2 and, moreover, to the case of the tubes
of rank two for n= 4, see [21, section 4.3]. This means that the subsets need to be successor closed
and satisfy the same condition at the ramification subgraphs. In particular, this notion suffices to
determine the F-polynomials of all representations of quivers of D˜n.
Remark 1.5. The more general definition of non-contradictory β-states Σβ in [21] is based on the
internal logic of Schubert systems. While the above conditions on β are always satisfied if Σβ is
non-contradictory, the reverse conclusion does not hold in general, but it holds in special cases as
the one considered above.
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1.5. Short exact sequences and quiver Grassmannians. As already mentioned, the first aim
of this paper is to prove that every quiver Grassmannian of an indecomposable representation of
large defect has a cell decomposition into affine spaces. To do so, we write representations of
large defect as the middle term of certain short exact sequences between indecomposables of small
defect. Then we can combine [21, Theorem 4.4] with the following observations relating the quiver
Grassmannians of the middle term to those of the outer terms. In general, given two representations
M, N and an exact sequence
0→M
i
−→ B
pi
−→ N→ 0,
following [5, section 3], this yields a map
Ψe : Gre(B)→
∐
f+g=e
Gr f (M)×Grg(N),U 7→ (i
−1(U),pi(U))
whose restrictions to Ψ−1e (Gr f (M)×Grg(N)) are morphisms of algebraic varieties for every f and
g with f +g= e. Note that we have i−1(U)∼=U ∩M and pi(U)∼= (U+M)/M ∼=U/U ∩M.
The following is shown in the course of the proof of [5, Lemma 3.11] in the case of almost split
sequences. Actually, the proof for almost split sequences applies to arbitrary short exact sequences:
Lemma 1.6. If Ψ−1e (A,V ) is not empty, we have Ψ
−1
e (A,V ) = A
[V,M/A].
The next step is to restrict the map Ψe to the preimage of products of Schubert cells C
M
β1
×CNβ2
in CBβ1∪β2 . This gives a morphism of affine varieties which we denote by Ψβ1,β2 . If M has ordered
basis B1 and N has ordered basis B2, the middle term B has ordered basis B = B1∪B2 where
we can assume that p < q for all p ∈ B1 and q ∈ B2. Thus the non-vanishing variables wi j
corresponding to the Schubert cell CBβ1∪β2 can be subdivided into three disjoint subsets Vi for
i= 1,2,3 where wi j ∈ V1 if i, j ∈B1, wi j ∈ V2 if i, j ∈B2 and wi j ∈ V3 if i ∈B1, j ∈B2.
From now on we assume that β1, β2 and β1∪β2 are extremal successor closed which simplifies
the following considerations. Actually, this is no restriction as we already mentioned that this is a
necessary condition to the Schubert cell to be not empty.
Also the set of non-trivial reduced equations E(v, t,s) can be subdivided, i.e. we have E = E1∪
E2∪E3 with E(v, t,s)∈E1 if s, t ∈B1, E(v, t,s)∈ E2 if s, t ∈B2 and E(v, t,s)∈ E3 if s∈B2, t ∈B1.
Note that the set of equations E1 defines C
M
β1
and the set E2 defines C
N
β2
. Moreover, all variables
appearing in Ei are in Vi for i= 1,2. Finally, it is straightforward to see that, for fixed variables in
Vi for i= 1,2, the equations E(v, t,s)∈ E3 are linear in the variables from V3. Indeed, we have t < s
with s ∈B2 and t ∈B1 if E(v, t,s) is non-trivial. The term µv,s′,t ′wt,t ′ws′,s can only be non-trivial
if t < t ′ and s′ < s. Thus wt,t ′ ,ws′,s ∈ V3 would imply t
′ ∈ B2 and s
′ ∈ B1 which means s
′ < t ′.
But there is no arrow from a basis element of s′ ∈B1 to a basis element t
′ ∈B2 in the coefficient
quiver of B. Thus in terms of the variables V the morphism Ψβ1,β2 is given by setting the variables
wi j ∈ V3 to zero.
Proposition 1.7. Fix βi ⊂Bi for i= 1,2 and let β := β1∪β2. Assume that the Schubert cells C
M
β1
and CNβ2
are affine spaces and let m := dimCMβ1 +dimC
N
β2
. Consider
Ψβ1,β2 :C
B
β →C
M
β1
×CNβ2 .
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If the fibres of Ψβ1,β2 are affine spaces of constant dimension n for some n≥ 0, we haveC
B
β
∼=An+m.
Proof. As a first step, we observe that the fibres Ψ−1β1,β2
(p) and CBβ are reduced schemes for the
following reason. The Schubert cell CBβ is a subspace of a large matrix space MatB×B and equals
the intersection of the affine space CMβ1 ×C
N
β2
×MatB1×B2 with the hypersurfaces defined by the
equations E(v, t,s) in E3. Since these equations are linear in the variables wi, j in V3, it is clear that
each fibre of Ψβ1,β2 is an affine space and henceforth reduced.
The equations E(v, t,s) in E3 are also linear in the variables in V1 ∪V2, which means that the
fibres of Ψβ1,β2 can be seen as the solutions to a system of affine linear equations whose coefficients
are linear in the variables of V1∪V2. Therefore there is an open subsetU inC
M
β1
×CNβ2 such that at
each point x ofU the rank of this system of affine linear equations is maximal.
Thanks to the Gauss algorithm, the solution space at a point x in U can be parametrized by a
bijective affine linear map from an affine space that is rational in the coefficients of the affine linear
equations E(v, t,s), i.e. those variables contained in V1∪V2. As a rational function on C
M
β1
×CNβ2 ,
it is actually defined on an open subset and it specializes to a parametrization of the solution space
for all points x in a non-empty open subset V ofU .
This shows that the restriction of Ψβ1,β2 to the inverse image of V is a trivial vector bundle
over V and therefore reduced. Since CBβ is a closed subscheme of the ambient affine space of all
variables in V1∪V2 ∪V3, it must contain the reduced subscheme whose support is the closure of
Ψ−1β1,β2
(V ). By the semi-continuity of the fibre dimension and since all fibres of Ψβ1,β2 have the
same dimension, we conclude that CBβ is equal to this reduced subscheme.
The map Ψβ1,β2 induces homomorphisms on the tangent spaces for each q ∈ C
B
β which we
denote by dq := dqΨβ1,β2 . As the fibres of Ψβ1,β2 are affine spaces of dimension n, we have
ker(TqΨβ1,β2)
∼= An for every q ∈CBβ , see [17, Section II.8].
A priori, it is not clear yet that CMβ is irreducible. But C
M
β contains an irreducible component Z
of dimension dimZ = dimCMβ such that Ψβ1,β2(Z) is dense in C
M
β1
×CNβ2 . Therefore we can apply
[27, Theorem 25.3.1], which asserts that there exists a dense open subsetU ⊂ Z such that Ψβ1,β2 |U
is smooth of dimension dimZ−dimCMβ1×C
N
β2
. Thus there exists a dense open subsetU ⊂ Z such
that dq is surjective for all q ∈U . This yields
dimZ = dimTqZ = dimTdΨβ1 ,β2 (q)
CMβ1×C
N
β2
+n
for all q ∈ U which means that U is contained in the smooth locus of Z. Thus for an arbitrary
q ∈ Z, we have
dimZ ≤ dimTqZ = dim
(
im(dq)
)
+n≤ dimTdΨβ1,β2 (q)
CMβ1×C
N
β2
+n= dimZ.
This shows that Z is smooth and that dq is surjective for all q ∈ Z. Since all fibres of Ψβ1,β2 are
affine spaces of dimension n, this implies that every fibre is contained in Z. We conclude that
Z =CMβ .
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Thus Ψβ1,β2 is a morphism between smooth complex varieties whose fibres are affine spaces
of constant dimension. As the induced maps on the tangent spaces are all surjective, it follows
that Ψβ1,β2 is smooth of relative dimension n, see [17, Proposition III.10.4]. Thus we can cover
CMβ1×C
N
β2
with open affineWi such that the following diagrams commute
CBβ

Ψ−1β1,β2
(Wi)
pii //

oo AnWi
xxqqq
qq
qq
qq
qq
qq
CMβ1
×CNβ2 Wi
oo
for all i, where pii is e´tale. Since we know that the fibres of Ψe are affine spaces of dimension n,
each fibre of pi is a point. By the inverse function theorem for e´tale morphisms, pi is an e´tale locally
trivial fibre bundle whose fibre is a point. In other words, pi is an e´tale vector bundle of rank 0, and
therefore by Serre’s theorem (see [25, section 4]) a Zariski vector bundle of rank 0. We conclude
that pi is an isomorphism.
This shows that Ψβ1,β2 is a locally trivial A
n-bundle. A result of [2] shows that every affine
bundle over an affine space is already a vector bundle. Thus our claim follows by the Quillen-
Suslin-Theorem [23, 26] as every vector bundle over an affine space is trivial. 
1.6. Quiver Grassmannians of exceptional regular representations. For the remaining part of
this section, Q is assumed to be of extended Dynkin type D˜n. In order to prove the main result
of section 1, we need some properties concerning the quiver Grassmannians of exceptional regu-
lar representations. More detailed, we need that the cell decomposition of [21, Theorem 4.4] is
compatible with the decomposition of subrepresentations into direct sums of regular and prepro-
jective representations. To do so, we consider the coefficient quivers of the exceptional regular
representations lying in the tubes of rank 2 and n−2 respectively treated in [21, Appendix B].
Proposition 1.8. Let M be an exceptional regular representation of D˜n and let C
M
β be a Schubert
cell. If there exists U ∈ CMβ such that U
∼= R⊕ T with R regular and T preprojective, we have
U ∼= R⊕T ′ with T ′ is preprojective for all U ∈CMβ .
Proof. First recall the shape of the exceptional tubes listed in [21, Appendix B]. IfM lies in a tube
of rank 2, the statement is clearly true because M has no regular subrepresentation. In the tube of
rank n−2 there exist n−2 chains of irreducible inclusions
M
j
1 ⊂M
j
2 ⊂ . . .⊂M
j
n−3
of exceptional regular representations. Thus we have M ∼= M
j
i for some i ∈ {1, . . . ,n− 3} and
j ∈ {1, . . . ,n−2}. We proceed by induction on i. If i= 1, we have that M
j
i has only preprojective
subrepresentations and the claim follows.
If e is the dimension vector of a regular subrepresentation of M, we have that e = dimM
j
l with
l ≤ i. Moreover, e is an exceptional root and thus by [8, Corollary 4] we have
dimGre(M) = 〈e,dimM− e〉 = dimHom(M
j
l ,M)−1= 0.
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In particular, there exists a unique subset of the vertex set of the coefficient quiver of M corre-
sponding to Gre(M). Since there exists a short exact sequence
0→M
j
l →M→M
j′
k → 0
with k+ l = i, where M
j′
0 := 0, the construction of the coefficient quivers in [21, Appendix B]
shows that the coefficient quiver ofM is obtained by glueing the one ofM
j′
k to the one ofM
j
l by an
outgoing arrow.
Now assume that U ∼=M
j
l ⊕T is a subrepresentation of M such that T is preprojective. Since
Ext(T,M
j
l ) = 0, we obtain a commutative diagram
0 // M
j
l
// M // M
j′
k
// 0
0 // M
j
l
// M
j
l ⊕T
//
OO
T //
OO
iT
OO
0
In particular, T lies in a cell C
M
j′
k
β defined by a subset β of the vertex set of the coefficient quiver
of M
j′
k . By induction hypothesis, we have that all representations in the cell C
M
j′
k
β of T decompose
into preprojective representations.
Now we have Ψ−1
dimM
j
l
+dimT
(M
j
l ,T ) = A
0 which shows that the lifted cell Ψ−1
dimM
j
l
+dimT
(C
M
j′
k
β )
has the same dimension. Thus every representation in the cell of U decomposes into a direct sum
ofM
j
l and a preprojective representation. 
1.7. Representations of large defect. The main aim of this section is to show that the Schubert
decomposition of indecomposable representations of small defect obtained in [21, Theorem 4.4]
extends to a Schubert decomposition of indecomposable representations of large defect. In section
1.8, it turns out that similar methods can be applied to show that every quiver Grassmannian coming
along with a representation lying in one of the homogeneous tubes has a cell decomposition into
affine spaces.
As already mentioned, we can restrict to the case of preprojective roots. Recall that the prepro-
jectives of defect−1 are precisely the Auslander-Reiten translates of the projectives corresponding
to the outer vertices, i.e. of Pqa ,Pqb,Pqc and Pqd . The preprojectives of defect −2 are Auslander-
Reiten translates of projectives corresponding to the inner vertices, i.e. of Pq0 , . . . ,Pqn−4 .
Remark 1.9. (i) An indecomposable preprojective representation M has no proper factor N
such that δ(N) ≤ δ(M). This follows because the defect is additive on exact sequences
and preprojective representations have only preprojective subrepresentations.
(ii) If M is preprojective with δ(M) = −1 and N is preprojective, then every non-zero mor-
phism f : M→ N is injective. Indeed, since Im( f ) is a subrepresentation of N, we have
δ(Im( f ))≤−1= δ(M). Since Im( f ) is a factor ofM, the first part yields Im( f ) =M.
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(iii) If M and N are preprojective and there is no path from M to N in the Auslander-Reiten
quiver we have Hom(M,N) = Ext(N,M) = 0. The first statement is clear, the second
follows by the Auslander-Reiten formula dimExt(N,M) = dimHom(M,τN) keeping in
mind that every morphism betweenM and N is a finite decomposition of irreducible ones.
Indeed, there is a path from τN to N and thus no path from M to τN by assumption.
For D˜n in subspace orientation, there exist almost split sequences of the form
0→ τ−(l−1)Pp → τ
−lPq0 → τ
−lPp → 0, 0→ τ
−(l−1)Pp′ → τ
−lPqn−4 → τ
−lPp′ → 0
for p∈ {qa,qb}, p
′ ∈ {qc,qd} and l ≥ 1. In this case, the initial part of the preprojective component
of the Auslander-Reiten quiver looks as follows
Pa  s
&&▼▼
▼▼ τ
−1Pa  u
((PP
PP
. . . . . .
P0  r
$$❍
❍❍
❍
  //
, 
::✈✈✈✈
Pb
  // τ−1P0 // //
66 66♥♥♥♥
 u
((PPP
P
τ−1Pb
  // τ−2P0  u
((PPP
P
66 66♥♥♥♥♥♥
// // . . . . . .
P1
+ 
88qqqqq
 r
%%❏❏
❏❏
❏❏
τ−1P1
) 	
66♥♥♥♥
 t
''◆◆
◆◆
τ−2P1  u
''PP
PPP
PP
( 
66❧❧❧❧❧❧❧
P2
* 

77♣♣♣♣♣♣
 s
%%❑❑
❑❑
❑❑
❑❑
τ−1P2 s
%%❑❑
❑❑
❑❑
❑
* 

77♣♣♣♣ . . .  t
''❖❖
❖❖
❖❖
❖
. . .  t
&&◆◆
◆◆
◆◆
. . .  t
''❖❖
❖❖❖
❖ τ
−2Pn−7 u
((◗◗◗
◗◗
* 

77♦♦♦♦♦♦♦♦♦
Pn−6
* 

88♣♣♣♣♣♣
 u
''PP
PP
P τ
−1Pn−6
) 	
66♠♠♠♠♠
 v
))❙❙❙
❙
τ−2Pn−6
Pn−5
) 	
66♠♠♠♠♠
 v
((❘❘
❘❘❘
❘ τ
−1Pn−5  v
))❙❙❙
❙
( 
55❦❦❦❦
Pn−4  w
))❚❚❚
❚❚❚
❚❚❚
( 
55❦❦❦❦❦❦  // Pc
  // τ−1Pn−4
Pd
' 
55❥❥❥❥❥❥❥
where we use the abbreviations Pi := Pqi . If n is even, the remaining part of the preprojective
component is obtained from this and looks for every orientation as follows:
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•
&&◆◆
◆◆
◆◆ •
&&◆◆
◆◆
◆◆ •
&&◆◆
◆◆
◆◆ . . .
P˜0 // //
66 66♠♠♠♠♠♠♠
((◗◗
◗◗◗
◗◗ • // • // //
88 88♣♣♣♣♣♣
&&◆◆
◆◆
◆◆ • // • // //
88 88♣♣♣♣♣♣
&&◆◆
◆◆
◆◆ • // • // //
77 77♦♦♦♦♦♦
''❖❖
❖❖
❖❖
❖ . . .
•
&&◆◆
◆◆
◆◆
88♣♣♣♣♣♣
•
&&◆◆
◆◆
◆◆
88♣♣♣♣♣♣
•
&&◆◆
◆◆
◆◆
88♣♣♣♣♣♣
. . .
P˜2
66♠♠♠♠♠♠♠
&&▲▲
▲▲
▲▲
▲▲
•
88♣♣♣♣♣♣
$$❍
❍❍
❍❍
❍❍
•
88♣♣♣♣♣♣
$$❍
❍❍
❍❍
❍❍
•
77♦♦♦♦♦♦
%%❏❏
❏❏
❏❏
❏❏ . . .
... •
::✈✈✈✈✈✈✈ ... •
::✈✈✈✈✈✈✈ ... •
::✈✈✈✈✈✈✈ ... . . .
...
##❍
❍❍
❍❍
❍❍
...
##❍
❍❍
❍❍
❍❍
...
##❍
❍❍
❍❍
❍❍
...
P˜n−6
((PP
PPP
P
99rrrrrrr
•
;;✈✈✈✈✈✈✈
&&▼▼
▼▼
▼▼ •
;;✈✈✈✈✈✈✈
&&▼▼
▼▼
▼▼ •
::tttttttt
''❖❖
❖❖
❖❖
❖ . . .
•
&&▼▼
▼▼
▼▼
88qqqqqq
•
&&▼▼
▼▼
▼▼
88qqqqqq
•
&&▼▼
▼▼
▼▼
88qqqqqq
. . .
P˜n−4
(( ((◗◗
◗◗◗
◗
// //
66♥♥♥♥♥♥
• // • // //
&& &&▼▼
▼▼
▼▼
88qqqqqq
• // • // //
&& &&▼▼
▼▼
▼▼
88qqqqqq
• // • // //
'' ''❖❖
❖❖
❖❖
❖
77♦♦♦♦♦♦
. . .
•
88qqqqqq
•
88qqqqqq
•
88qqqqqq
. . .
where the usual arrows indicate monomorphisms and the P˜i are Auslander-Reiten translates of Pi.
In subspace orientation we have
P˜0 = τ
− n+32 P0, P˜2 = τ
− n+12 P2, . . . P˜n−6 = τ
−2Pn−6, P˜n−4 = τ
−1Pn−4.
If n is odd, the remaining part of the preprojective component is obtained from this and looks
for every orientation as follows:
•
&&◆◆
◆◆
◆◆ •
&&◆◆
◆◆
◆◆ •
&&◆◆
◆◆
◆◆ •
((PP
PPP
P
P˜0 // //
66 66♠♠♠♠♠♠♠
((◗◗
◗◗◗
◗◗ •
// • // //
88 88♣♣♣♣♣♣
&&◆◆
◆◆
◆◆ • // • // //
88 88♣♣♣♣♣♣
&&◆◆
◆◆
◆◆ • // • // //
88 88♣♣♣♣♣♣
&&◆◆
◆◆
◆◆ • // • . . .
•
&&◆◆
◆◆
◆◆
88♣♣♣♣♣♣
•
&&◆◆
◆◆
◆◆
88♣♣♣♣♣♣
•
&&◆◆
◆◆
◆◆
88♣♣♣♣♣♣
•
66♥♥♥♥♥♥
((PP
PPP
P . . .
P˜2
66♠♠♠♠♠♠♠
&&▲▲
▲▲
▲▲
▲▲
•
88♣♣♣♣♣♣
$$❍
❍❍
❍❍
❍❍
•
88♣♣♣♣♣♣
$$❍
❍❍
❍❍
❍❍
•
88♣♣♣♣♣♣
$$❍
❍❍
❍❍
❍❍
• . . .
... •
::✈✈✈✈✈✈✈ ... •
::✈✈✈✈✈✈✈ ... •
::✈✈✈✈✈✈✈ ... •
99rrrrrrr
. . .
P˜n−5
&&◆◆
◆◆
◆◆
...
$$❏❏
❏❏
❏❏
❏
...
$$❏❏
❏❏
❏❏
❏
...
$$❏❏
❏❏
❏❏
❏
...
•
&&▼▼
▼▼
▼▼
::ttttttt
•
::ttttttt
&&▼▼
▼▼
▼▼ •
::ttttttt
&&▼▼
▼▼
▼▼ •
88qqqqqqqq
((PP
PPP
PPP . . .
P˜n−3
66♥♥♥♥♥♥
''◆◆
◆◆
◆◆
•
%%❑
❑❑
❑❑
❑
88qqqqqq
•
%%❑
❑❑
❑❑
❑
88qqqqqq
•
%%❑
❑❑
❑❑
❑
88qqqqqq
. . .
P˜c // • // //
%% %%❑
❑❑
❑❑
❑
99ssssss
• // • // //
%% %%❑
❑❑
❑❑
❑
99ssssss
• // • // //
%% %%❑
❑❑
❑❑
❑
99ssssss
• // • // //
&& &&◆◆
◆◆
◆◆
◆◆
88♣♣♣♣♣♣♣
. . .
P˜d
77♣♣♣♣♣♣♣
•
99ssssss
•
99ssssss
•
99ssssss
. . .
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where the usual arrows indicate monomorphisms and the P˜i are Auslander-Reiten translates of Pi.
In subspace orientation we have
P˜0 = τ
− n+32 P0, P˜2 = τ
− n+12 P2, . . . P˜n−5 = τ
−2Pn−5, P˜n−3 = τ
−1Pn−3, P˜c = Pc, P˜d = Pd.
If N is preprojective with δ(N) = −1, we denote by Nˆ its neighbor in the Auslander-Reiten
quiver satisfying δ(Nˆ) = −1, which means by definition that they are Auslander-Reiten translates
of Pa and Pb (resp. Pc and Pd). Note that, for n≥ 5, this means that they are direct summands of the
middle term of the same Auslander-Reiten sequence. In subspace orientation, for τ−sPa we have
τ̂−sPa = τ
−sPb and τ̂−sPc = τ
−sPd
and the corresponding relations when permuting a,b and c,d respectively.
For a representation C with δ(C) = −1, we define ρC := τ̂−1C and κC := ρ̂C. Then we get a
chain of irreducible inclusions
C ⊂ ρC ⊂ ρ2C ⊂ . . .⊂ ρiC ⊂ . . . .
Let CC denote the full subcategory of Rep(Q) which contains the objects ρlC/ρkC for l > k≥ 1
and which is closed under exact sequences and images.
Lemma 1.10. The following holds:
(i) The category CC is equivalent to the full subcategory of Rep(Q) whose objects are direct
sums of representations of the tube of rank n−2.
(ii) For 1≤ l ≤ n−3 and m≥ 0, we have
dimExt(κm(n−2)+lC,C) = m+1, dimHom(C,κm(n−2)+lC) = m.
Proof. For two representations M,N ∈ Rep(Q), we have Hom(M,N) = Hom(τ−1M,τ−1N) and
Ext(M,N) = Ext(τ−1M,τ−1N) by the Auslander-Reiten formulae, see [1, Theorem IV.2.13]. Thus
we can assume that C = Pa and the first part of the lemma is straightforward.
For the second part, one observes that dimκm(n−2)C = dimC+mδ for m ≥ 0. Since we have
Ext(M,N) = 0 or Hom(M,N) = 0 for two preprojective representations and since δ(C) =−1, the
claim follows by formula (1.1). 
Given two representationsM, N and an exact sequence
0→M
i
−→ B
pi
−→ N→ 0,
we consider the map
Ψe : Gre(B)→
∐
f+g=e
Gr f (M)×Grg(N),U 7→ (i
−1(U),pi(U))
defined in section 1.5. If non-empty, the dimension of a fibre depends on the direct sum decompo-
sition of the subrepresentations ofM and N. In general, it is already difficult to say in which cases
the fibre is empty. But in the case of representations of large defect there are sequences which
are close to being almost split so that the fibres can be determined in any case. This extends the
following result, see [5, Lemma 3.11] and [8, Proposition 2].
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Theorem 1.11. Let M be a representation of Q and τM be its Auslander-Reiten translate. Consider
the almost split sequence
0→ τM→ B→M→ 0.
Then we have
Ψ−1e (A,V) =
{
/0 if (A,V ) = (0,M)
A[V,τM/A] otherwise.
In particular, we have
χ(Gre(B)) =
{
∑ f+g=eχ(Gr f (M))χ(Grg(τM)) if e 6= dimM
∑ f+g=eχ(Gr f (M))χ(Grg(τM))−1 if e= dimM.
In general, a representation of large defect cannot be written as the middle term of an almost
split sequence. But we can modify the preceding statement to make it applicable for our purposes.
If B is indecomposable preprojective of defect−2, which is not projective, in the Auslander-Reiten
quiver exists the following subquiver
M  r
$$❍
❍❍
❍❍
❍❍
κM  s
%%❑❑
❑❑
❑❑
❑❑
. . . . . . . . . κl−1M s
&&▼▼
▼▼
▼▼
▼▼
N = κlM
•
:: ::ttttttt
 q
##●
●●
●●
●●
// // ρM 
 // • . . . •
77 77♣♣♣♣♣♣♣♣♣ // // ρl−1M 
 // •
77 77♦♦♦♦♦♦♦♦♦
. . .  s
%%❑❑
❑❑
❑❑
❑❑
•  r
%%❏❏
❏❏
❏❏
❏❏
. .
. + 
99sssssssss
•
, 
99tttttttt
 t
''◆◆
◆◆◆
◆◆◆
•
* 

77♣♣♣♣♣♣♣♣♣
B
* 

77♣♣♣♣♣♣♣♣
Here M and N are two indecomposable preprojective representations of D˜n of defect −1. More
precisely, we have:
Lemma 1.12. Every indecomposable preprojective representation B with δ(B) =−2 which is not
projective is obtained as the middle term of an exact sequence
0→M→ B→ N→ 0
such that N = κlM ∈M⊥ with l ≤ n−3, Ext(N,M) = k and Hom(N,M) = 0.
Proof. The representation B is the nth Auslander-Reiten translate of a projective representation
corresponding to an inner vertex qi where n≥ 1. As B is not projective, it has a subrepresentation
M which is the mth Auslander-Reiten translate of a projective representation of defect −1 where
n−1≤ m≤ n. This can be seen when considering the preprojective component of the Auslander-
Reiten quiver. By applying Auslander-Reiten translations, we can assume that M = Pa. The claim
follows by Lemma 1.10 together with the Auslander-Reiten-formulae. 
Note that, if B is projective, it might happen that such a triangle does not exist. This is for
instance the case if D˜n is in subspace orientation. But as our quiver is acyclic, there is at most
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one path between each two vertices of the quiver which means that for the dimension vectors α of
projective representations, we have αq ∈ {0,1} for all vertices q. In turn, the quiver Grassmannians
trivially have cell decompositions.
Actually, we can assume that N = κlM with l ≤ n/2−1. This is because the two lower rows of
the Auslander-Reiten quiver behave dual to the upper ones. In particular, if n= 4,5 we can assume
that N = τ−1M and, moreover, we are in the situation of Theorem 1.11.
From now on, we assume that B is not projective. In the following, we refer to the indecom-
posable representations lying properly in the above triangle or corresponding to a point T 6= B on
the path from B to N as (M,N)-inner representation. The remaining ones, i.e. those which are
outside the triangle or on the path from M to B, as (M,N)-outer representations. We drop (M,N)
if it is clear which representations are considered. Finally, if a (M,N)-inner (resp. (M,N)-outer)
representation is also a subrepresentation of N, we call it inner (resp. outer) subrepresentation of N
if we fixed a triangle. In order to investigate such a triangle, the Auslander-Reiten formulae assure
that we can mostly without loss of generality assume that M = Pa and N = κ
lM.
In order to prove the following essential lemma, we use the notation of Lemma 1.12 and use
some well-known facts concerning the Auslander-Reiten theory of extended Dynkin quivers, see
for instance [1, sections IV, VIII.2]:
Lemma 1.13. The following holds:
(i) For every inner representation C, we have Hom(C,B) = Hom(C,M) = 0.
(ii) The representation N has no subrepresentation which is isomorphic to a representation
which lies on the border of the triangle.
(iii) If Z is an outer representation, an injective morphism f ∈ Hom(Z,N) with f 6= 0 factors
through B.
(iv) The inner subrepresentations C of N are precisely the representations C = κiM for i =
1, . . . , l. In particular, N has no inner subrepresentation of defect −2.
(v) If A is a non-zero subrepresentation of M and V is any subrepresentation of N we have
Ext(V,M/A) = 0.
Proof. The first part follows because there is no path from an inner representation C to B and M
respectively, see also part three of Remark 1.9.
We get (ii) as follows: for each representation C 6= N which lies on the border, there exists an
injectionM →֒C. Now we can use that Hom(M,N) = 0.
To see (iii), one first observes that every such mono factors through an outer representation N′
which lies on the path fromM to B and we thus haveM ⊂ N′ ⊂ B. Since Hom(M,N) = 0, we have
N′ 6=M and thus δ(N′) = −2 . As we get an exact sequence with the same properties as those for
M and B, which has N′ as the middle term and M as the kernel, it is straightforward that M ∈ N′⊥
which yields Hom(N′,B)∼= Hom(N′,N). Thus if an injection factors through N′ it already factors
through B.
Every representation of defect −2 which lies in the triangle has M as a subrepresentation. As
Hom(M,N) = 0, the representation N has no such subrepresentations. Moreover, there exists the
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following chain of inner representations
κM ⊂ κ2M ⊂ . . .⊂ κlM = N.
Apart from these representations the only representations of defect −1 in the triangle are of the
form ρiM for i = 1, . . . , l. But since M ⊂ ρiM, they are no subrepresentations of N. Thus we get
(iv).
Since N is preprojective, V is also preprojective. By the first part of Remark 1.9, it follows that
M/A has no preprojective direct summand. Thus we get (v).

We use this lemma to prove the following proposition classifying subrepresentations of N.
Proposition 1.14. The following holds:
(i) If 0 6=V ⊆ N, the corresponding injection either factors through B or V ∼=C⊕L where C
is an inner subrepresentation of N.
(ii) If C⊕L ⊆ N such that C is an inner subrepresentation, we have that L ⊆ N/C is prepro-
jective, and, moreover, with respect to the Schubert decomposition induced by the bases
considered in [21, Appendix B], we have that
{V ′ ∈ GrdimC+dimL(N) |V
′ ∼=C⊕L′, L′ preprojective} ∼= {L′ ∈ GrdimL(N/C) | L
′ preprojective}
is a union of cells CNβ of the cell decomposition of GrdimC+dimL(N) into affine spaces.
Proof. Part (i) is just a reformulation of statements of Lemma 1.13 taking into account Remark
1.9. Note that we have Hom(C,B) = 0 and thus B has no subrepresentation isomorphic to C⊕L
whereC is an inner subrepresentation.
The second part can be obtained as follows. For a fixed inner subrepresentation C ⊂ N, setting
e := dimC+dimL, we again obtain a map of quiver Grassmannians
Ψe : Gre(N)→ ∏
f+g=e
Gr f (C)×Grg(N/C).
Our task is to analyze the fibres in the case f = dimC and the consequences for the Schubert
decompositions.
By Lemma 1.10, we have that N/C is an exceptional regular representation. In addition, it
follows that Hom(C,N/C) = Ext(C,N/C) = 0. Now [8, Corollary 4] yields GrdimC(N) = {pt}.
Moreover, since we have N = ρmC for some m ≤ n− 4, by construction of the coefficient quiver
ΓN of N in [21, Appendix B], this subrepresentation corresponds to the full subquiver ΓC of ΓN
which consists of the first dimC vertices. Since C is a subrepresentation of N and N/C a factor,
the full subquiver ΓN/C consisting of the vertices (ΓN)0\(ΓC)0 is connected to ΓC by an outgoing
arrow.
If L ⊂ N/C has a regular direct summand, we have Hom(L,N) = 0. In particular, L⊕C is no
subrepresentation of N. Note that, if L is regular indecomposable, we can consider the inclusion
Hom(L,N/C) →֒ Ext(L,C). Then we even have that the middle term C′ of the corresponding
sequence is also an inner representation, see also Remark 1.15.
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Thus assume that L ⊆ N/C is preprojective. By Proposition 1.8, we have that there exist cells
C
N/C
β1
, . . . ,C
N/C
βn
such that the subsets βi have cardinality dimL and such that all representations in
these cells are preprojective. If Ext(L,C) = 0, we obtain a commutative diagram
0 // C // N // N/C // 0
0 // C // V //
OO
L //
OO
iL
OO
0
with V ∼=C⊕L. In particular, the subrepresentation L lifts to a subrepresentation of N.
We claim that, actually, Ext(L,C) = 0 for all preprojective subrepresentations L⊂ N/C. We can
without loss of generality assume that L is indecomposable,N ∈ {τ−lPa,τ
−lPb} and thatC= τ
−rPa
where 1≤ r ≤ l ≤ n−3. In particular, we have δ > dimN ≥ dimC. If L = κlC for some n−3≥
l ≥ 1, the representation V would be an indecomposable inner representation with δ(V ) = −2.
Indeed, in this case we haveC ∈ ⊥L by Lemma 1.10. But since N has no inner subrepresentations
of defect −2 by Lemma 1.13, this is not possible. Also l ≥ n−2 is not possible because then we
had dimL> δ > dimN/C.
We have dimExt(L,C) = dimHom(C,τL) by the Auslander-Reiten formulae. If Ext(L,C) 6= 0,
since C is of defect −1, by the second part of Remark 1.9, it follows that C ⊂ τL. If δ(L) = −2,
there exists a chain of inclusions
τL⊂ L⊂ τ−1L⊂ . . .
In particular, we have dimL ≥ dimτL ≥ dimC. But for C = τ−rPa we either have dimCqa ≥ 1 or
dimCqb ≥ 1 and thus dimVqa ≥ 2> δqa ≥ dimNqa or dimVqb ≥ 2> δqb ≥ dimNqb . But this is not
possible because V is a subrepresentation of N and dimN < δ.
Thus it remains to deal with the case if L ∈ {τ−lPc,τ
−lPd} for some l ≥ 0. There exists a
r ≥ 1 such that C ⊂ τ−sPn−4 and C 6⊂ τ
−tPn−4 for s ≥ r and r−1≥ t ≥ 0. Moreover, there exists
almost-split sequences
0→ τ−kPc → τ
−rPn−4 → τ
−(k+1)Pc → 0, 0→ τ
−k′Pd → τ
−rPn−4 → τ
−(k′+1)Pd → 0
for some k,k′ ≥ 0. By the choice of r, we have Hom(C,τ−kPc) = Hom(C,τ
−k′Pd) = 0 because
otherwise there were a path of irreducible morphism from C to τ−kPc which were forced to factor
through τ−r+1Pn−4. Thus, keeping in mind the second part of Remark 1.9, it follows that C ⊂
τ−lPc, τ
−lPd for all l > k,k
′ and the claim follows as in the case δ(L) =−2.
Since we have Ψ−1e (C,L) =A
0 if the fibre is not empty, as a consequence, we obtain an isomor-
phism
{V ′ ∈ GrdimC+dimL(N) |V
′ ∼=C⊕L′, L′ preprojective} ∼= {L′ ∈ GrdimL(N/C) | L
′ preprojective}.
As the right hand side is compatible with the Schubert decomposition by Proposition 1.8, this
restricts to an isomorphism between the respective Schubert cells. 
Remark 1.15. By the results of this section, it follows that every subrepresentation C⊕L ⊂ N
such that the fibre of (0,C⊕L) is empty are in bijection with the subrepresentations of N/τ−1M.
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To check this it suffices to keep in mind that every inner representation is obtained as the middle
term of an exact sequence between a regular subrepresentation of N/τ−1M and τ−1M.
The considerations of this section enable us to prove several properties concerning the morphism
Ψe : Gre(B)→ ∏
f+g=e
Gr f (M)×Grg(N)
induced by short the exact sequence under consideration:
Proposition 1.16. Let A⊂M and V ⊂ N be subrepresentations such that e= dimA+dimV.
(i) The fibre Ψ−1e (A,V ) is empty if and only if A = 0 and V
∼= C⊕ L where C is an inner
subrepresentation and L= 0 or L⊂ N/C is preprojective.
(ii) We have [V,M/A] = 〈dimV,dimM/A〉. In particular, we haveΨ−1e (A,V )=A
〈dimV,dimM/A〉
if Ψ−1e (A,V ) is not empty, i.e. the fibre dimensions only depend on the dimension vectors
of V and A.
Proof. The strategy of the proof is adopted from [5, Lemma 3.11].
If A = 0, by Proposition 1.14, the inclusion V →֒ N does not factor through B if and only if
V ∼= C⊕ L where C is an inner subrepresentation and L = 0 or L ⊂ N/C is preprojective. This
yields one direction of the first part.
From now on let A 6= 0. If V is direct sum of outer representations, by Proposition 1.14, every
injection V →֒ N factors through B. Thus the fibre is not empty.
Next letV =C be an inner subrepresentation ofN. Then we haveC= κmM with 1≤m≤ l ≤ n−
3. We have Hom(N/C,M) = 0 because N/C is exceptional regular by Lemma 1.10. AsC = κmM,
considering the appropriate long exact sequence, we obtain Ext(N/C,M)= 0 and thus Ext(C,M)∼=
Ext(N,M) = k. Since the representation C is preprojective and M/A has no preprojective direct
summand, we have Ext(C,M/A) = 0 and thus we get a surjection
Ext(C,A)։ Ext(C,M)∼= Ext(N,M).
In particular, we get a commutative diagram
0 // M // B // N // 0
0 // A //
iA
OO
U //
OO
C //
OO
iC
OO
0
showing that Ψ−1e (A,C) 6= /0 where e= dimU .
Finally, if V =C⊕L is a direct sum of an inner subrepresentation and outer subrepresentations,
we can combine both cases in order to show that the fibre is not empty. In summary, we obtain the
first statement.
The second part is obtained as follows. By Lemma 1.6, we have Ψ−1e (A,V) =A
[V,M/A]. If A 6= 0,
we have Ext(V,M/A) = 0 because M/A has no preprojective direct summand by the preceding
considerations. Thus the second part follows in this situation. If A= 0 and if the fibre is not empty,
by the first part,V is forced to be a direct sum of outer subrepresentation. Let V ∼=V1⊕ . . .Vr be its
direct sum decomposition. Since Vi does also not lie on the border, by the second part of Lemma
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1.13, there is no path from M to Vi in the Auslander-Reiten quiver for all 1≤ i≤ r. It follows that
we have Ext(Vi,M) = 0 and thus dimHom(Vi,M) = 〈dimVi,dimM〉. 
Keeping in mind Proposition 1.7, the considerations of this section together with [21, Theorem
4.4] now yield that there exists a cell decomposition for every quiver Grassmannian attached to
preprojective representations (resp. preinjective representations).
Theorem 1.17. Let B ∈ Rep(Q) be an indecomposable preprojective representation with δ(B) =
−2. Then there exist two preprojective representations M and N = κlM with δ(M) = δ(N) = −1
and a short exact sequence
0→M→ B→ N→ 0
such that for Ψe we have
Ψ−1e (A,V) =
{
/0 if A= 0,V ∼=C⊕L,C an (M,N)-inner subrepresentation
A〈dimV,dimM/A〉 otherwise
.
Moreover, the fibres Ψ−1e (A,V ) are constant over C
M
β ×C
N
β′ ⊆ GrdimA(M)×GrdimV (N) for each
pair (β,β′) of type (dimA,dimV ) and Gre(B) has a cell decomposition into affine spaces.
Using Theorem 1.26, we obtain:
Corollary 1.18. Let B∈Rep(Q) be a preinjective representation with δ(B) = 2. Then every quiver
Grassmannian Gre(B) has a cell decomposition into affine spaces.
The results of this section can now be used to obtain the F-polynomials of indecomposable
representations of large defect. It is straightforward to check that, in terms of cluster variables, this
corresponds to the multiplication formula, see Theorem 1.2:
Theorem 1.19. Let B be an indecomposable representation with δ(B) = −2. If 0→ M → B→
N→ 0 is a short exact sequence as in Theorem 1.17 we have
FB = FNFM− x
dimτ−1MFN/τ−1M.
Proof. First recall that GrdimC(N) = {pt} for every inner representation C ∈ C . Every regular
subrepresentationV of N/C gives rise to a subrepresentationC′ whereC′ is also an inner subrepre-
sentation of N such that fibre of (0,C′) is empty. Moreover, every preprojective subrepresentation
L gives rise to a subrepresentationC⊕L of N such that the fibre of (0,C⊕L) is empty. We can also
combine both cases in the natural way. ChoosingC= τ−1M as in Remark 1.15, these observations
can be summarized to
χ(Gre(B)) = ∑
f+g=e
χ(Gr f (M))χ(Grg(N))− ∑
f=e−dimτ−1M
χ(Gr f (N/τ
−1M)).
Now it is straightforward that, in terms of F-polynomials, this translates to the claim. 
Clearly, the analogous statement holds for preinjective representations B with δ(B) = 2.
24 OLIVER LORSCHEID AND THORSTENWEIST
1.8. Representations of the homogeneous tubes. In this section, we consider quiver Grassman-
nians of indecomposable representations lying in one of the homogeneous tubes. It turns out that
they are independent of the chosen tube because the quiver Grassmannians of indecomposable
representations of dimension δ are independent of the chosen homogeneous tube, see [13, Lemma
5.3] and [21, Theorem 4.4]. Note that this can also be checked by hand, see section 4.3. We fix a
homogeneous tube and denote by Mrδ the indecomposable representation of dimension rδ which
lies in this tube where r ≥ 1. There exists a chain of irreducible inclusions
{0}
i1
−֒→Mδ
i2
−֒→M2δ
i3
−֒→ . . .
ir
−֒→Mrδ
ir+1
−֒−→ . . .
Actually, we can recursively construct all representations Mrδ by considering non-splitting short
exact sequences
0→M(r−1)δ
ir−→Mrδ
pir−→Mδ → 0.
The idea is to proceed along the lines of section 1.7. Thus we start with considering the mor-
phism
Ψre : Gre(Mrδ)→
∐
f+g=e
Gr f (M(r−1)δ)×Grg(Mδ),U 7→ (i
−1
r (U),pir(U)).
Remark 1.20. We have Grmδ(Mrδ) = {pt} if m ≤ r. Indeed, the only subrepresentations of Mrδ
are preprojective or contained in the tube ofMrδ. Since δ(mδ) = 0 and since the defect is additive,
a subrepresentation of dimension mδ cannot contain a preprojective direct summand.
Lemma 1.21. Let A be a subrepresentation of M(r−1)δ such that 0 6= A
′ := pir−1(A) (Mδ. Then
we have Ext(Mδ,M(r−1)δ/A
′) = 0.
Proof. Since A′ is a proper subrepresentation of Mδ, we have that A
′ is preprojective and Mδ/A
′
is preinjective. Thus we have Ext(Mδ,Mδ/A
′) = 0. But since A′ is preprojective, the inclusion
A′ →֒Mδ factors throughM(r−1)δ. In particular, we get (using the universal property of the cokernel
of A′ →֒M(r−1)δ) a commutative diagram
0 // M(r−2)δ
// M(r−1)δ/A
′ // Mδ/A
′ // 0
0 // M(r−2)δ
// M(r−1)δ
//
OO
Mδ //
OO
0
But since the lower sequence does not split and, moreover, since Ext(Mδ,M(r−2)δ) = k, this shows
that Hom(Mδ,Mδ/A
′)→ Ext(Mδ,M(r−2)δ) is surjective. Thus we have
Ext(Mδ,M(r−1)δ/A
′)∼= Ext(Mδ,Mδ/A
′) = 0,
which completes the proof. 
Lemma 1.22. The fibre (Ψre)
−1(A,V) is empty if and only if V = Mδ and i
−1
r−1(A)
∼= A, i.e. A is
already a subrepresentation of M(r−2)δ.
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Proof. IfV = 0, the fibre of (A,V ) is clearly not empty because every subrepresentation ofM(r−1)δ
is already a subrepresentation ofMrδ.
If 0 6=V (Mδ, we have that V is preprojective and thus the canonical inclusion factors through
Mrδ. In particular, the fibre of (A,V) is not empty.
Thus assume that V =Mδ. If A= 0, the fibre is empty because the sequence does not split. For
general A⊂M(r−1)δ, we consider the long exact sequence
0 // Hom(Mδ,A) // Hom(Mδ,M(r−1)δ) // Hom(Mδ,M(r−1)δ/A) //
// Ext(Mδ,A)
f Ar // Ext(Mδ,M(r−1)δ) // Ext(Mδ,M(r−1)δ/A) // 0
Since dimExt(Mδ,M(r−1)δ) = 1, we have that the fibre is empty if and only if f
A
r = 0. This is
obviously the case if and only if Ext(Mδ,M(r−1)δ/A) = k. In turn the fibre is not empty if and only
if f Ar is surjective. First assume that i
−1
r−1(A)
∼= A. If A = M(r−2)δ, we have M(r−1)δ/A
∼= Mδ by
Remark 1.20. Then every vector space in the above sequence is isomorphic to k. In particular, we
have f Ar = 0.
Furthermore, if A⊂M(r−2)δ, we have that f
A
r is the composition
Ext(Mδ,A)
f Ar−1
−−→ Ext(Mδ,M(r−2)δ)
f
M(r−2)δ
r
−−−−−→ Ext(Mδ,M(r−1)δ).
Thus also in this case the fibre is empty.
If A′′ := i−1r−1(A) ≇ A, we have A
′ = pir−1(A) 6= 0. Then we have the following commutative
diagram
0 // M(r−2)δ
// M(r−1)δ
// Mδ // 0
0 // A′′ //
OO
A //
OO
A′ //
OO
0
inducing a diagram
Ext(Mδ,A
′′)

f A
′′
r−1 // Ext(Mδ,M(r−2)δ)

// Ext(Mδ,M(r−2)δ/A
′′) //

0
Ext(Mδ,A)

f Ar // Ext(Mδ,M(r−1)δ)

// Ext(Mδ,M(r−1)δ/A) //

0
Ext(Mδ,A
′) // Ext(Mδ,Mδ) // Ext(Mδ,Mδ/A
′) // 0
If A′ =Mδ, we clearly have Ext(Mδ,Mδ/A
′) = 0. By induction, we have that f A
′′
r−1 is surjective and
thus it follows that Ext(Mδ,M(r−1)δ/A) = 0. Thus the fibre is not empty.
Finally, assume that 0 6=A′= pir−1(A) 6=Mδ. By Lemma 1.21, we have Ext(Mδ,M(r−1)δ/A
′)= 0.
Thus f A
′
r is surjective. But since A
′ is a factor of A, we have Ext(Mδ,A)։ Ext(Mδ,A
′). Thus the
fibre of (A,Mδ) is not empty. 
Lemma 1.23. If (Ψre)
−1(A,V ) 6= /0, we have (Ψre)
−1(A,V ) = A〈dimV,dimM(r−1)δ/A〉.
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Proof. By Lemma 1.6, we have
(Ψre)
−1(A,V ) = A[dimV,dimM(r−1)δ/A]
if it is not empty. The statement is clearly true for V = 0. If 0(V (Mδ, it is preprojective. Since
M(r−1)δ/A has no preprojective direct summand, we have Ext(V,M(r−1)δ/A) = 0 in this case. If
V =Mδ and the fibre is not empty, by the considerations in the proof of Lemma 1.22, we have that
f Ar is surjective. Thus we have Ext(Mδ,M(r−1)δ/A) = 0. 
The preceding lemmas together with Lemma 1.6 and Proposition 1.7 can now be used to prove
the main result of this section:
Theorem 1.24. Every quiver GrassmannianGre(Mrδ) has a cell decomposition into affine spaces.
Moreover, this decomposition is compatible with the decomposition
Gre(Mrδ) = {U ∈ Gre(Mrδ) | pir(U) = 0}∪{U ∈ Gre(Mrδ) | pir(U) 6= 0}.(1.2)
Proof. We proceed by induction on r. If r = 1, the claim follows by [21, Theorem 4.4]. Alterna-
tively, it is straightforward to check by hand that every quiver Grassmannian has a cell decompo-
sition. Since we clearly have pi1(U) ∼=U 6= 0 for every subrepresentation 0 6= U ⊂ Mδ, also the
compatibility follows.
Thus let r≥ 2. By Lemma 1.22, the fibre of (A,V ) is empty if and only if A is a subrepresentation
of M(r−2)δ and V = Mδ. Since Gr f (M(r−1)δ) and Grg(Mδ) have cell decompositions, by Lemma
1.23 together with Proposition 1.7, it follows that
(Ψre)
−1(Gr f (M(r−1)δ)×Grg(Mδ))
has a cell decomposition if g 6= δ. If g = δ, the fibre is empty if pir−1(A) = 0. Since the cell
decompositions of the quiver Grassmannians Gr f (M(r−1)δ) are compatible with the decomposition
(1.2) by induction hypothesis, the claim follows in this case in the same way.
Since we have pir((Ψ
r
e)
−1(A,V )) = 0 if and only if V = 0, it follows that
{U ∈ Gre(Mrδ) | pir(U) = 0}= (Ψ
r
e)
−1(Gre(M(r−1)δ)×{0})
and
{U ∈ Gre(Mrδ) | pir(U) 6= 0}= (Ψ
r
e)
−1(
∐
f+g=e
g6=0
Gr f (M(r−1)δ)×Grg(Mδ)).
This already shows that the cell decompositions of the quiver Grassmannians Gre(Mrδ) are also
compatible with decomposition (1.2). 
We define Frδ := FMrδ . Now the following Corollary, which is also obtained in [14, Theorem
7.1] is straightforward:
Corollary 1.25. We have
Frδ = FδF(r−1)δ− x
δF(r−2)δ
for r ≥ 1 where F0 = 1 and F−δ := 0.
In section 4.3, we use this recursive formula to obtain an explicit formula for the F-polynomial
Frδ.
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1.9. Representations of positive defect. For indecomposable representations M of positive de-
fect, we can deduce that Gre(M) decomposes into affine spaces from the corresponding fact for
indecomposable representations of negative defect when passing to dual representations.
Let M be a representation of Q with ordered basis B and d := dimM. It defines the dual basis
B∗ of M∗, which consists of the linear maps fb :M→ C with fb(b′) = δb,b′ . We endow B
∗ with
the inverse order of B. Note that the coefficient quiver Γ(M∗,B∗) is obtained from the coefficient
quiver Γ(M,B) by inverting the arrows.
IfM= sp1 · · ·sptSp is preprojective, thenM
∗= sp1 · · ·sptS
∗
p is preinjective, and vice versa. There-
fore the dual (−)∗ establishes a correspondence between the preprojective representations ofQ and
the preinjective representations of Qop. If Q is of extended Dynkin type D˜n, the absolute value of
the defect depends on whether p ∈ {qa,qb,qc,qd}. Thus this correspondence restricts to a corre-
spondence between defect−1 (or defect−2) preprojectives and defect 1 (or defect 2) preinjectives.
For a subrepresentationU ofM with dimension vector e, we defineU∗ = (U∗q )q∈Q as the collec-
tion of subspaces
U∗q = { f ∈M
∗
q | f (n) = 0 for all n ∈Uq}
ofM∗q . For a subset β of B, we define its dual as
β∗ = { f ∈B∗ | f (b) = 0 for all b ∈ β },
which is of type e∗ = d−e. Note that β∗ is the complement of the set of dual elements fb ∈B
∗ of
basis vectors b ∈ β.
Theorem 1.26. The association U 7→ U∗ defines an isomorphism Gre(M)
∼
→ Gre∗(M
∗), which
restricts to an isomorphismCMβ
∼
→CM
∗
β∗ between Schubert cells for every subset β of B.
Proof. Let d˜ = ∑dp be the total dimension of d = (dp), e˜ the total dimension of e and e˜
∗ the
total dimension of e∗. Then M has dimension d˜ as a C-vector space, a subrepresentation U with
dimension vector e has dimension e˜ over C and a subrepresentation U∗ of M∗ with dimension
vector e has dimension e˜∗ over C.
The canonical isomorphism Λe˜M
∼
−→ Λe˜
∗
M∗ that sends n1 ∧ · · · ∧ ne˜ to the unique element
f1 ∧ · · · ∧ fe˜∗ with f j(ni) = 0 for all i = 1, . . . , e˜ and j = 1, . . . , e˜
∗ induces an isomorphism Φ :
P
(
Λe˜M
) ∼
−→ P
(
Λe˜
∗
M∗
)
between the corresponding projective spaces.
A subrepresentation U of M of type e corresponds to a point ι(U) of P
(
Λe˜M
)
and U∗ corre-
sponds to a point ι∗(U∗) of P
(
Λe˜
∗
M∗
)
where ι and ι∗ denote the respective Plu¨cker embeddings.
It is clear from the definitions that ι∗(U∗) = Φ
(
ι(U)
)
.
The following calculation shows that U∗ is a subrepresentation of M∗, i.e. that M∗v∗(U
∗
q ) ⊂U
∗
p
for all arrows v : p→ q of Q where v∗ : q→ p denotes the dual arrow of Qop. For f ∈U∗q , we have
f (Mv(n)) = 0 for all n ∈Up since Mv(Up) ⊂Uq. By the defining property of the adjoint map M
∗
v∗
of Mv, we have f (Mv(n)) =M
∗
v∗( f )(n). Thus M
∗
v∗( f )(n) = 0 for all n ∈Up, which shows that the
functionalM∗v∗( f ) is indeed an element ofU
∗
p .
We conclude that the isomorphism Φ : P
(
Λe˜M
) ∼
−→ P
(
Λe˜
∗
M∗
)
restricts to a morphism Φ′ :
Gre(M)→ Gre∗(M
∗). By the same arguments as above applied to the respective dual spaces M∗
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and (M∗)∗ =M, we see that the inverse Ψ of Φ restricts to a morphism Ψ′ : Gre∗(M
∗)→ Gre(M),
which is inverse to Φ′. This shows that the association U 7→ U∗ defines an isomorphism Φ′ :
Gre(M)→ Gre∗(M
∗), which establishes the first claim of the theorem.
For a subset β of B, the Schubert cellCMβ consists of all subrepresentationsU = (Up) ofM such
that ∆βp(Up) 6= 0 and ∆β′p(Up) = 0 for all p ∈ Q0 and β
′ > β. The isomorphism Φ′ : Gre(M)→
Gre∗(M
∗) restricts to an isomorphismCMβ
∼
→CM
∗
β∗ of Schubert cells since it is compatible with the
vanishing of Plu¨cker coordinates, i.e. we have ∆βp(Up) = 0 if and only if ∆β∗(U
∗
p) = 0 where
we make use of the notation from the Introduction of [21]. This shows the second claim of the
theorem. 
2. REDUCTIONS OF QUIVER GRASSMANNIANS
In this section, we show how we can simplify the determination of quiver Grassmannians by pass-
ing to smaller quivers and smaller roots respectively. Together with BGP-reflections reviewed in
section 3, it turns out that these methods are very useful when calculating generating functions of
representations of D˜n in section 4.
2.1. Reduction of type one. Assume that Q has a full subquiver of the form
p0
ρ1←− p1
ρ2←− p2.
Let α be a dimension vector of Q and letM be a representation of dimension α such that the linear
maps Mρi for i = 1,2 have maximal rank. Note that this is true for all linear maps of real root
representation. This follows because they are even of maximal rank type, see [28].
Let e be a second dimension vector such that e≤ α and such that Gre(M) 6= /0. Thus, in terms of
quiver Grassmannians, we consider a commutative diagram
kα0 kα1oo kα2oo
ke0
?
OO
ke1
?
OO
oo ke2oo
?
OO
where αi := αpi and ei := epi .
Let Q(p1) be the quiver of type D˜n−1 resulting from Q when deleting the vertex p1 and the two
corresponding arrows and, moreover, when adding an extra arrow p2 → p0. Moreover, let eˆ, αˆ be
the corresponding dimension vectors and Mˆ the induced representation.
If α2 ≤ α1 = α0, all maps in the diagram are injective and we have e2 ≤ e1 ≤ e0. It is easy to
check that Mˆ is indecomposable if and only if M is indecomposable. For a vector space V , we
denote by Gr(l,V ) the usual Grassmannian (resp. Gr(l,r) in the case V = kr). Recall that, for a
fixed vector space V and a subspaceU with dimU ≤ l, we have
Gr(l,U,V) := {W ∈ Gr(l,V ) |U ⊂W} ∼= Gr(l−dimU,dimV −dimU).
Thus it is straightforward that Gre(M) is Gr(e1− e2,e0− e2)-bundle over Greˆ(Mˆ). In particular,
we have
χ(Gre(M)) = χ(Gr(e1− e2,e0− e2))χ(Greˆ(Mˆ)).
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Note that, since α1 = α0 every subspace of Mp0
∼= kα0 can be identified with a subspace of Mp1
∼=
kα1 and vice versa. Moreover, note that, in case of a subquiver
p2 ← p1 ← p0
with dimension vector α satisfying α2 ≤ α1 = α0, we can turn around all arrows in Q to obtain the
situation treated above.
We want to consider a similar case: using the same notation, we assume that we are faced with
the following situation
ke0 kα0
ke1
OO
⊆ kα1
ke2
;;✇✇✇✇✇✇
ke3
cc●●●●●●
kα2
, 
;;✈✈✈✈✈✈
kα3
2 R
cc❍❍❍❍❍❍
where α2+α3 ≤ α1 = α0 and e≤ α. Assume that k
α2 ∩ kα3 = {0} when understanding these two
vector spaces as subspaces of kα1 . This is again true for real root representations and representa-
tions of maximal rank type respectively.
Since all maps in the diagram are injective, similar to the preceding case, we can reduce this
situation to the case
ke0 kα0
ke2
;;✇✇✇✇✇✇
ke3
cc●●●●●●
kα2
::✈✈✈✈✈✈
kα3
dd❍❍❍❍❍❍
Note that it is again straightforward to check that α is a root if and only if αˆ is a root (resp. that
the corresponding representation M is indecomposable if and only if Mˆ is indecomposable). As
before we get a subrepresentation ofM for a fixed subrepresentation of Mˆ together with a subspace
U ∈Gr(e1−e2−e3,e0−e2−e3). As above, we obtain that Gre(M) is a Gr(e1−e2−e3,e0−e2−
e3)-bundle over Greˆ(Mˆ) and we have
χ(Gre(M)) = χ(Greˆ(Mˆ))χ(Gr(e1− e2− e3,e0− e2− e3)).
Note that there is again a dual case obtained when turning around all arrows. In the sequel we will
refer to these two procedures as reduction of type one.
2.2. Application to real root representations and examples. When calculating the generating
function of the Euler characteristics of quiver Grassmannians, it turns out that the reduction of
type one is a very powerful tool when combining it with BGP-reflections. Actually, we can start
with D˜n in subspace orientation where we can apply reductions of type one. Then we can show
that the obtained formulae are invariant under BGP-reflections. Note that the reductions of type
one preserve possible cell decompositions into affine spaces whence it is not clear under which
conditions this is true for BGP-reflections.
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Considering the Auslander-Reiten quiver of D˜n in subspace orientation, it can be seen easily that
the preprojectives of defect −1 can be reduced to
2r+1 2r
r
99rrrrrrrr
r+1
OO
2r
gg◆◆◆◆◆◆◆◆◆
r
;;✇✇✇✇✇✇✇
r
OO
2r−1
gg◆◆◆◆◆◆◆◆
r
BB✆✆✆✆✆
r
\\✾✾✾✾✾
r
==⑤⑤⑤⑤⑤⑤
r−1
dd❍❍❍❍❍❍
and
2r+1 2r
r
88qqqqqqqqq
r
==⑤⑤⑤⑤⑤⑤
r
aa❇❇❇❇❇❇
r+1
ggPPPPPPPP
r
::tttttttt
r
BB✆✆✆✆✆
r
\\✾✾✾✾✾
r−1
ff▼▼▼▼▼▼▼▼
where the numbers indicate the dimension vector.
Note that in the same way we can reduce the calculation of quiver Grassmannians of indecom-
posables of preinjective roots to the case of D˜5. Alternatively, we can consider the opposite quiver
and restrict to preprojective roots.
Next we consider the non-exceptional real roots. It is easy to check that we can actually reduce
all the real roots of the tubes of rank two to cases of the form
2r−1
r
66❧❧❧❧❧❧❧❧❧❧❧
r−1
::✈✈✈✈✈✈
r−1
dd❍❍❍❍❍❍
r
hh❘❘❘❘❘❘❘❘❘❘❘
Most of the real roots of the exceptional tubes of rank n−2 can be reduced to the case n= 5, the
remaining to n= 6. Roughly speaking, the worst roots to consider are the following:
2r+2 2r−2
r+1
99ssssss
r+1
OO
2r+1
ii❘❘❘❘❘❘❘❘❘
r−1
99ssssss
r−1
OO
2r−2
ii❘❘❘❘❘❘❘❘❘
2r+1
OO
2r−1
OO
r+1
<<②②②②②
r+1
bb❊❊❊❊❊
r−1
<<②②②②②
r−1
bb❊❊❊❊❊
In summary, as far as subspace orientation is concerned, by the introduced reductions steps,
we can stick to the exceptional roots of D˜5 and to the non-exceptional roots of D˜6. As far as the
calculation of F-polynomials is concerned, it suffices to consider the case n= 5.
Note that one has to be careful when applying these methods to imaginary root representations
lying in the exceptional tubes because not all linear maps are of maximal rank.
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3. BGP-REFLECTIONS AND QUIVER GRASSMANNIANS
Another method to get morphisms and connections between quiver Grassmannians and the cor-
responding generating functions is to consider the reflection functor introduced by Bernstein,
Gelfand and Ponomarev in [3], see [29, section 5] and [12, section 5]. For a quiver Q, consider the
matrix A= (ap,q)p,q∈Q0 with ap,p = 2 and ap,q = aq,p for p 6= q, in which ap,q = |{v ∈Q1 | v : p→
q∨ v : q→ p}|. Fixed some q ∈ Q0 define σq : ZQ0 → ZQ0 as
σq(p) = p−aq,pq.
Let Q be a quiver and q ∈ Q0 a sink (resp. a source). Then by σqQ we denote the quiver which
is obtained from Q by turning around all arrows with tail (resp. head) q. In both cases we de-
note the reflection functors, which are additive functors, by σq : Rep(Q)→ Rep(σqQ). If M is a
representation of Q and q is a sink (resp. a source) we consider the linear maps
φMq :
⊕
p
v
−→q
Mp
Mv−→Mq (resp. φ
M
q :Mq
Mv−→
⊕
q
v
−→p
Mp).
Recall that in both cases we have (σqM)p =Mp if p 6= q. Moreover, we have (σqM)q = Ker(φ
M
q )
(resp. (σqM)q = coker(φ
M
q )). Now the linear maps (σqM)v for v : p → q (resp. (σqM)v for
v : q→ p) are the natural ones. Moreover, the maps Mv′ for the remaining arrows v
′ ∈ Q1 do not
change. The functors have the following properties:
(i) If M ∼= Sq, then σq(Sq) = 0.
(ii) If M ≇ Sq is indecomposable, then σq(M) is indecomposable such that σ2q(M) ∼= M and
dimσq(M) = σq(dimM).
In order to investigate the behavior of quiver Grassmannians and the corresponding generating
functions under the reflection functor, we review and re-prove some results of [29] and [12]. Note
that in [12] the more general case of mutations is treated. We define
Gre(M,q
r) = {U ∈ Gre(M) | dimHom(U,Sq) = r}.
and
Gre(q
r,M) = {U ∈ Gre(M) | dimHom(Sq,U) = r}.
In order to simplify notations, we assume that q is a sink and, moreover, that M is an inde-
composable representation of Q with α := dimM. The case when q is a source can be obtained
analogously or simply by considering the isomorphisms Gre(M) ∼= Grα−e(M
∗). Following [29,
section 5], we consider the following map
pirq : Gre(M,q
r)→ Gre−rsq(M,q
0)
where pirq is defined by pi
r
q(U)q = Imφ
U
q and pi
r
q(U)p =Up if p 6= q. Note that, indeed, pi
r
q(U) is a
subrepresentation of dimension e− rsq of M such that Hom(U,Sq) = 0. By [29, Theorem 5.11],
we have for sinks q:
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Theorem 3.1. The morphism pirq is surjective with fibres isomorphic toGr(r,αq−eq+r). Moreover,
there exists an isomorphism of varieties
σq : Gre(M,q
0)→ Grσqe(q
0,σqM),U 7→ σqU.
The analogous statement holds if q is a source.
For every dimension vector e ∈ NQ0, there exists some 0≤ t ≤ eq such that Gre−lsq(M,q
r) = /0
for r ≥ 1 and l ≥ t. Then we have Gre−tsq(M,q
0) = Gre−tsq(M). Fix t ∈ N minimal with this
property. Thus, for e′ = e− lsq with l ≥ t we have Gre′(M) ∼= Grσqe′(σqM). Then we have the
following statement:
Proposition 3.2. Assume that q is a sink and that Gre(M) = Gre(M,q
0). Then we have
χ(Gre+msq(M,q
0)) =
m
∑
i=0
(−1)m−i
(
αq− eq− i
m− i
)
χ(Gre+isq(M)).
Proof. First recall that χ(Gr(k,n)) =
(
n
k
)
for k ≤ n. We proceed by induction on m. The statement
is satisfied for m= 0. By Theorem 3.1, we have
χ(Gre+msq(M)) =
m
∑
i=0
(
αq− eq− (m− i)
i
)
χ(Gre+(m−i)sq(M,q
0)).
Applying the induction hypothesis, we get
χ(Gre+msq(M,q
0)) = χ(Gre+msq(M))−
m
∑
i=1
(
αq− eq− (m− i)
i
)
χ(Gre+(m−i)sq(M,q
0))
= χ(Gre+msq(M))−
m
∑
i=1
(
αq− eq− (m− i)
i
)
·
m−i
∑
j=0
(−1)m−i− j
(
αq− eq− j
m− i− j
)
χ(Gre+ jsq(M))
= χ(Gre+msq(M))−
m−1
∑
j=0
χ(Gre+ jsq(M))
·
m− j
∑
i=1
(−1)m−i− j
(
αq− eq− (m− i)
i
)(
αq− eq− j
m− i− j
)
= χ(Gre+msq(M))−
m−1
∑
j=0
(−1)m− j
(
αq− eq− j
m− j
)
χ(Gre+ jsq(M))
·
m− j
∑
i=1
(−1)i
(
m− j
i
)
.
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Since we have
m− j
∑
i=1
(−1)i
(
m− j
i
)
=−1
the claim follows. 
We need the following identities which can be proved by induction where(
n
k
)
:=
n(n−1) . . .(n− k+1)
k!
for n ∈ Z.
Lemma 3.3. The following holds:
(i) For natural numbers m, t,n with n≥ t ≥ m, we have
m
∑
r=0
(−1)r
(
m
r
)(
n−m+ r
n− t
)
= (−1)m
(
n−m
t
)
.
(ii) For natural numbers m, t,n with m≤ n< t, we have
m
∑
r=0
(−1)r
(
m
r
)
(n−m+ r)!
(t−m+ r)!
=
(n−m)!(t−n+m−1)!
t!(t−n−1)!
.
Proof. We proceed by induction where the result is checked easily for m= 0. Applying the induc-
tion hypothesis and the well-known formula
(
n
k
)
=
(
n−1
k−1
)
+
(
n−1
k
)
have
m+1
∑
r=0
(−1)r
(
m+1
r
)(
n− (m+1)+ r
n− t
)
=
m+1
∑
r=0
(−1)r
((
m
r
)
+
(
m
r−1
))(
n− (m+1)+ r
n− t
)
=
m
∑
r=0
(−1)r
(
m
r
)(
(n−1)−m+ r
(n−1)− (t−1)
)
−
m
∑
r=0
(−1)r
(
m
r
)(
n−m+ r
n− t
)
= (−1)m+1
(
−
(
n−1−m
t−1
)
+
(
n−m
t
))
= (−1)m+1
(
n− (m+1)
t
)
.
The second statement can be proved similarly. We proceed by induction where the result is
checked easily for m= 0. Applying the induction, hypothesis we have
m+1
∑
r=0
(−1)r
(
m+1
r
)
(n−m−1+ r)!
(t−m−1+ r)!
=
m
∑
r=0
(−1)r
(
m
r
)
((n−1)−m+ r)!
((t−1)−m+ r)!
−
m
∑
r=0
(−1)r
(
m
r
)
(n−m+ r)!
(t−m+ r)!
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=
(n−1−m)!(t−n+m−1)!
(t−1)!(t−n−1)!
−
(n−m)!(t−n+m−1)!
t!(t−n−1)!
=
(n−m−1)!(t−n+m)!
t!(t−n−1)!
This completes the proof of the lemma. 
Applying the preceding statements, we see that the Euler characteristic of a quiver Grassmannian
of a representation, which is obtained by reflecting at a source or sink, is already determined by
the Euler characteristics of quiver Grassmannians of the original representation:
Theorem 3.4. Let M be a representation of dimension α. Let q be a sink and e ∈ NQ0 such that
Gre(M) = Gre(M,q
0). Let n := (σqe)q and t := αq− eq. We have
χ(Grσqe−msq(σqM)) =
m
∑
j=0
χ(Gre+ jsq(M))
(
n− t
m− j
)
.
Proof. Let q be a source and assume that Gre(M) = Gre(q
0,M). This is the case if and only if
Grα−e(M
∗) = Grα−e(M
∗,q0). Since χ(Gre(M)) = χ(Grα−e(M
∗)), by Theorem 3.1 (for a source
q), we get
χ(Gre−msq(M)) = χ(Grα−e+msq(M
∗)) =
m
∑
i=0
(
eq− (m− i)
i
)
χ(Grα−e+(m−i)sq(M
∗,q0))
=
m
∑
i=0
(
eq− (m− i)
i
)
χ(Gre+(i−m)sq(q
0,M)).
Thus if Gre(M) = Gre(M,q
0), applying successively this statement, Theorem 3.1 and Proposi-
tion 3.2, we have
χ(Grσqe−msq(σqM)) =
m
∑
i=0
(
(σqe)q− (m− i)
i
)
χ(Grσqe+(i−m)sq(q
0,σqM))
=
m
∑
i=0
(
(σqe)q− (m− i)
i
)
χ(Gre+(m−i)sq(M,q
0))
=
m
∑
i=0
(
(σqe)q− (m− i)
i
)
m−i
∑
j=0
(−1)m−i− j
(
αq− eq− j
m− i− j
)
χ(Gre+ jsq(M))
=
m
∑
j=0
χ(Gre+ jsq(M))
m− j
∑
i=0
(−1)m−i− j
(
(σqe)q− (m− i)
i
)(
αq− eq− j
m− i− j
)
.
Set n= (σqe)q and t = αq− eq. First assume that n≥ t. Applying Lemma 3.3, we obtain:
χ(Grσqe−msq(σqM)) =
m
∑
j=0
(t− j)!(n− t)!
(n−m)!(m− j)!
(−1)m− jχ(Gre+ jsq(M))
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·
m− j
∑
i=0
(−1)i
(
m− j
i
)(
n− j− (m− j− i)
n− j− (t− j)
)
=
m
∑
j=0
χ(Gre+ jsq(M))(−1)
2(m− j) (t− j)!(n− t)!
(n−m)!(m− j)!
(n−m)!
(t− j)!(n− t−m+ j)!
=
m
∑
j=0
χ(Gre+ jsq(M))
(
n− t
m− j
)
.
If n< t, again applying Lemma 3.3, we obtain
χ(Grσqe−msq(σqM)) =
m
∑
j=0
(t− j)!
(n−m)!(m− j)!
(−1)m− jχ(Gre+ jsq(M))
·
m− j
∑
i=0
(−1)i
(
m− j
i
)
(n− j− (m− j− i))!
(t− (m− j− i))!
=
m
∑
j=0
(−1)m− j(t− j)!
(n−m)!(m− j)!
(n−m)!(t−n+m− j−1)!
(t− j)!(t−n−1)!
χ(Gre+ jsq(M))
=
m
∑
j=0
(−1)m− jχ(Gre+ jsq(M))
(
t−n+m− j−1
m− j
)
=
m
∑
j=0
χ(Gre+ jsq(M))
(
n− t
m− j
)
.
This completes the proof of the theorem. 
We want to investigate how the F-polymonial of a representation changes when applying BGP-
reflections. Assume that Gre(M) = Gre(M,q
0). By Theorem 3.4, we know that
χ(Gre+rsq(M))
(
n− t
i
)
contributes to the coefficient of xσq(e)−(r+i)sq for r = 0, . . . , t and i= 0, . . .n− t. In other words for
the coefficient of xσq(e)−(r+i)sq in FσqM(x) we get
n−t
∑
i=0
(
n− t
i
)
χ(Gre+rsq(M))x
σq(e)−(r+i)sq = xσq(e+rsq)χ(Gre+rsq(M))(1+ x
−1
q )
n−t .
Define
σq(x
e) := xσq(e)(1+ x−1q )
σq(e)q+eq.
Recall that a(p,q) was defined as the number of arrows from p to q. Finally, we re-obtain [12,
Lemma 5.2] in the case where q is a sink:
Theorem 3.5. The following holds:
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(i) Let q be a sink. We have
FσqM(x) = (1+ x
−1
q )
−dimMq ∑
e∈NQ0
χ(Gre(M))σq(x
e) = (1+ x−1q )
−dimMqFM(x
′)
where
x′i =
{
x−1i if i= q
xix
a(i,q)
q (1+ x
−1
q )
a(i,q) if i 6= q
(ii) Let q be a source. We have
FσqM(x) = (1+ x
−1
q )
(σqdimM)qFM(x
′)
where
x′i =
{
x−1i if i= q
xix
a(q,i)
q (1+ xq)
−a(q,i) if i 6= q
Proof. The first part follows from the results of this section. Moreover, we have FσqM = F(σqM∗)∗ .
Since q is a sink of Qop and keeping in mind that FM∗(xp | p ∈ Q0) = x
dimMFM(x
−1
p | p ∈ Q0), the
statement is straightforward consequence of the first part. 
Remark 3.6. If we consider the quiver with one vertex and ifM is the semi-simple representation
of dimension vector n we get the generating function of the usual Grassmannian
FM(x) =
n
∑
k=0
(
n
k
)
xk.
We have σq(x
k) = x−k(1+ x−1)−n and thus
FσqM(x) = F0 =
n
∑
k=0
(
n
k
)
x−k(1+ x−1)−n = 1.
4. GENERATING FUNCTIONS OF EULER CHARACTERISTICS OF QUIVER GRASSMANNIANS OF
TYPE D˜n
The main aim of this section is to develop explicit formulae for the generating functions of Euler
characteristics of quiver Grassmannians (resp. F-polynomials) of representations of quivers of
type D˜n. This reduces to counting certain subsets of the vertex set of coefficient quivers of the
respective representations. We first derive formulae for the generating functions of indecompos-
able representations of small defect. To do so, we initially restrict to subspace orientation and
generalize the obtained formulae by applying BGP-reflections. By Theorem 1.19, this can be used
to obtain formulae for all indecomposable representations of a quiver of type D˜n. Since we have
FM⊕N = FMFN for two representations M and N, see [5, Corollary 3.7], we obtain formulae for all
representations of Q. Throughout this section, we frequently use the notation of section 3.
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Remark 4.1. The following observation is trivial, but crucial for the considerations of this section:
if F,G∈ k[xq | q∈Q0] and xq 7→ x
′
q, where x
′
q ∈ k[xq | q∈Q0], is a variable transformation, we have
(FG)(x′) = F(x′)G(x′) and F(x′)+G(x′) = (F+G)(x′).
In many cases, we can use this to transfer a factorization or a formula for the generation function
of a representation M to one ofM′ which is obtained from M by applying the reflection functor or
the methods from section 2.1.
Recall that for a sink (resp. source) q ∈ Q0 we defined σqx
d = (x′)d where x′ is obtained by the
variable transformation of Theorem 3.5. Moreover, this extends to FσqM = (1+ x
−1
q )
−dimMqσqFM .
We frequently use the following lemma:
Lemma 4.2. The following holds:
(i) Let d ∈ NQ0. For a sink q ∈ Q0, we have
σqx
d = (1+ x−1q )
∑p∈Q0
a(p,q)dpx
(σqd)q
q ∏
p∈Q0
p6=q
xdp = (1+ x−1q )
∑p∈Q0
a(p,q)dpxσqd.
(ii) Let q be sink of Q. Then for every indecomposable representation M, we have
dim(τM)q = ∑
p∈Q0
a(p,q)dimMp−dimMq.
Proof. The first part is just a reformulation of the definition. The second statement follows because
the Auslander-Reiten translate can be obtained by any admissible sequence of BGP-reflections at
sinks. 
Remark 4.3. If a dimension vectorα∈NQ0 is a root ofQ, it is a root with respect to all orientations
of the arrows. Though the F-polynomial Fα depends on the chosen orientation of Q, we opt
to suppress it from the notation. Note that also the F-polynomial Fδ of a representation from a
homogeneous tube depends on the orientation.
4.1. Reduction steps and generating functions. In this section, we analyze the behavior of the
generating functions under reduction of type one, i.e. we have an indecomposable representation
M of dimension α such that αi = αi+1 = αi+2+1. LetM be of maximal rank type and Mˆ and eˆ the
induced representation and induced dimension vector, respectively. According to section 2, when
removing the vertex i+1, for the Euler characteristic we get
χ(Gre(M)) = χ(Gr(ei− ei+1,ei− ei+2))χ(Greˆ(Mˆ)) =
(
ei− ei+2
ei− ei+1
)
χ(Greˆ(Mˆ)).
This yields the following easy relation between the corresponding F-polynomials.
Lemma 4.4. Let M be a representation of D˜n which can be reduced to a representation Mˆ by
reduction of type one. Then we have
FM(x) = ∑
eˆ∈NQ0
χ(Greˆ(Mˆ))x
eˆx
eˆi+2
i+1 (1+ xi+1)
eˆi−eˆi+2 .
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In other words, considering the variable transformation xq 7→ x
′
q where
x′i := xi(1+ xi+1), x
′
i+2 := xi+2xi+1(1+ xi+1)
−1, x′q = xq for all q
′ /∈ {i, i+2},
we have FM(x) = FMˆ(x
′).
Moreover, we obtain an analogous statement for the second instance of reduction of type one.
Finally, in order to pass to preinjective representations, we can pass to the opposite quiver and
dual representations. On the level of F-polynomials this can be described by the following formula:
Lemma 4.5. Let M be a representation of Q. Then for the F-polynomial of the dual representation
M∗ we have
FM∗(x) = x
dimMFM(x
′)
where x′q = x
−1
q for every q ∈ Q0.
4.2. Counting admissible subsets. In order to determine F-polynomials for any orientation of
D˜n, we first determine the F-polynomials for representations of D˜n in subspace orientation. Ap-
plying BGP-reflections, we obtain the corresponding formula for every orientation. To do so and
to fix notation, we proceed with recalling some well known procedure which can be used to obtain
the generating functions explicitly.
Let f0, f1 ∈ k[xi | i ∈ I] and let f j for j ≥ 2 be recursively defined by(
f2n
f2n+1
)
=
(
a b
c d
)(
f2n−2
f2n−1
)
for some a,b,c,d ∈ k[xi | i ∈ I] and where n ≥ 1. The eigenvalues of A :=
(
a b
c d
)
are the zeroes
of χA = (X−a)(X−d)−bc, i.e.
λ± =
a+d
2
±
√
(a+d)2
4
−ad+bc.
Define z :=
√
(a+d)2
4
−ad+bc. We have λ+λ− = ad−bc and λ+−λ− = 2z. Assuming that z 6= 0
and b 6= 0, for the eigenspaces, we get
Eλ± = 〈
(
−b
a−λ±
)
〉.
For
T :=
(
−b −b
a−λ+ a−λ−
)
, we have T−1 =
1
detT
(
a−λ− b
λ+−a −b
)
.
Then we have(
f2n
f2n+1
)
=
(
a b
c d
)n(
f0
f1
)
=
1
−2bz
(
−b −b
a−λ+ a−λ−
)(
λ+ 0
0 λ−
)n(
a−λ− b
λ+−a −b
)(
f0
f1
)
QUIVER GRASSMANNIANS OF TYPE D˜n 39
=
1
−2bz
(
b(λn−(a−λ+)−λ
n
+(a−λ−)) b
2(λn−−λ
n
+)
(a−λ+)(a−λ−)(λ
n
+−λ
n
−) b(λ
n
+(a−λ+)−λ
n
−(a−λ−))
)(
f0
f1
)
.
Thus we get
f2n =
1
2z
((a(λn+−λ
n
−)− (ad−bc)(λ
n−1
+ −λ
n−1
− )) f0−b(λ
n
−−λ
n
+) f1)(4.1)
and
f2n+1 =
−1
2bz
((a−λ+)(a−λ−)(λ
n
+−λ
n
−) f0+b(λ
n
+(a−λ+)−λ
n
−(a−λ−)) f1)(4.2)
The quiver Am = 0← 1← . . .← m appears as a subquiver of D˜n and the coefficient quiver of
the real root representation of dimension 1m = (1,1, . . . ,1) as a subset of the vertex set of the co-
efficient quivers under consideration. If X1m is the corresponding indecomposable representation,
it is straightforward to check that we have
Fm := FX1m =
m
∑
i=−1
i
∏
j=0
x j.
Moreover, let F1,m := ∑
m
i=0∏
i
j=1 x j. By an easy induction, the following can be proved:
Lemma 4.6. We have
(i) ∏
m
i=0
(
1 0
1 xi
)
=
(
1 0
Fm−1 ∏
m
i=0 xi
)
(ii) ∏
m−1
i=0
(
0 1
−xm−i xm−i+1
)
=
(
−F1,m−1+1 F1,m−1
−F1,m+1 F1,m
)
In order to determine generating functions of preprojectives of defect −1, we consider the fol-
lowing snake-shaped coefficient quiver Q(s,n) (where t := 2n−2) where we omit the vertices qi
in the notation:
012n−4n−3
n−2
n−1 n n+1 2n−42n−5
2n−3
2n−22n−1
st+n−4st+n−3
st+n−2
st+n−1 st+n
d
vn−5v0
a
a
b
v0
c
d
c
vn−5
v0
a
a
b
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Wewill see that we can basically restrict our calculations to this case. Also the case of the excep-
tional tubes can be reduced to this case. We refer to the corresponding preprojective representation
by M(s,n).
We call a subgraph a ramification subgraph if it is of the following form:
l
l+1
l+2 l+3
x
x
y
Note that in our case we have x ∈ {a,c} and y ∈ {b,d}. In this situation, the extremal arrows
of Q(s,n) defined in section 1.3 are all arrows but those of the form l+1
x
−→ l contained in the
ramification subgraphs.
Definition 4.7. We call a subset G0 of Q(s,n)0 admissible if the following holds:
(i) G0 is extremal successor closed, i.e. if the tail of an extremal arrow is contained in G0, the
head is also contained in G0.
(ii) For all ramification subgraphs, we have: if l+1, l+2 ∈ G0, then l ∈ G0.
Note that we automatically have l+3 ∈ G0 if G is extremal successor closed and if l+1 ∈ G0
or l+ 2 ∈ G0. Every subset induces a dimension vector e ∈ NQ0, called the type of G0 in what
follows. The next step is to determine the number of admissible subsets of Q(s,n)0 of a fixed type
e for the following reason. By Theorem [21, Theorem 4.4], for representations of defect −1, the
non-empty Schubert cells correspond to the non-contradictory subsets β, see section 1.4. In the
present case, this translates into the notion of admissibility.
Theorem 4.8. Let e ∈NQ0. Then χ(Gre(M(s,n))) is the number of admissible subsets of Q(s,n)0
of type e.
Remark 4.9. In order to determine the F-polynomials for indecomposables lying in exceptional
tubes, we need to consider slight modifications of the coefficient quiver Q(s,n) for n ≤ 5. The
notions of extremal arrows and admissible subsets are the same as before, i.e. the extremal arrows
are all but those of the form l+1
x
−→ l contained in the ramification subgraphs and Definition 4.7
can be transferred word by word.
Consider I := {0, . . . ,2s+ 1} and J := {0, . . . ,n− 4}. If we delete the sources of Q(s,n) cor-
responding to the ramification subgraphs, we can think of the remaining graph as a matrix having
entries which are vertices, i.e. with every index (i, j) we associate the vertex in the ith row and jth
column of the remaining graph. Note that we start the indexing by (0,0).
For (i, j) ∈ I × J, let G (i, j) be the full (connected) subgraph of Q(s,n) which has vertices
{(0,n−4),(0,n−5), ...,(i, j)} and where we add the subgraph 1← 0 and also all sources of ram-
ification subgraphs whose remaining vertices are all contained in {(0,n−4),(0,n−5), ...,(i, j)}.
Let
F
j
i = ∑
e∈NQ0
χ(i, j,e)xe
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be the generating function counting the number χ(i, j,e) of admissible subsets of G (i, j)0 of type
e. We define F n−4−1 := 1 and F
n−4
0 := 1+ xn−4+ xn−4xd .
Lemma 4.10. We have the following recursive relations:
(i) For all m≥ 0, j = n−5, . . . ,0, we have F
j
2m = x jF
j+1
2m +F
n−4
2m−1.
(ii) For all m≥ 0, we have
F
0
2m+1 = (1+ x0+ x0xa+ x0xb+ x0xaxb)F
0
2m− x0xaxbF
n−4
2m−1.
(iii) For all m≥ 0, we have F 12m+1 = (x1+1)F
0
2m+1− x1F
0
2m.
(iv) For all m≥ 0, j = 2, . . . ,n−4, we have F j2m+1 = (x j+1)F
j−1
2m+1− x jF
j−2
2m .
(v) For all m≥ 1, we have
F
n−4
2m = (1+ xn−4+ xn−4xc+ xn−4xd + xn−4xcxd)F
n−4
2m−1− xn−4xcxdF
n−5
2m−1.
Proof. An admissible subset of G (2m, j)0 is obtained from one of G (2m, j− 1)0 by adding the
vertex corresponding to the index (2m, j) or it is given by an admissible subset G (2m−1,n−4)0.
Note that if (2m, i) is a vertex of an admissible subset, then (2m, i−1) is forced to be part of the
admissible subset because it is extremal successor closed for i = n−4, . . . ,1. Thus we obtain the
first statement. The third and forth statements can be obtained similarly.
An admissible subset of G (2m+1,0)0 is obtained by adding an admissible subset of the ram-
ification subgraph which is glued. This corresponds to the first summand in the second state-
ment. But because of the second property we have to drop those subsets containing the vertices
sm+n−2, sm+n−1,sm+n but not containing sm+n−3. This gives the second summand. The
last statement can be obtained by a similar argument. 
Let H(x,y,z) = 1+ x+ xy+ xz+ xyz. Together with the observations in the beginning of this
section, Lemmas 4.6 and 4.10 give rise to the following recursive description of the generating
functions:
Corollary 4.11.(
F
n−4
2m+1
F
n−4
2m+2
)
=
(
0 1
−xn−4xcxd H(xn−4,xc,xd)
)(
−F1,n−5+1 F1,n−5
−F1,n−4+1 F1,n−4
)
(
0 1
−x0xaxb H(x0,xa,xb)
)(
1 0
Fn−6 ∏
n−5
i=0 xi
)(
F
n−4
2m−1
F
n−4
2m
)
For n= 4, we get(
F 42m+1
F 42m+2
)
=
(
0 1
−x0xcxd H(x0,xc,xd)
)(
0 1
−x0xaxb H(x0,xa,xb)
)(
F 42m−1
F 42m
)
=
(
−x0xaxb H(x0,xa,xb)
−x0xaxbH(x0,xc,xd) −x0xcxd +H(x0,xc,xd)H(x0,xa,xb)
)(
F 42m−1
F 42m
)
With this tool in hand we can determine the F-polynomials of representations of D˜n explicitly
using formulae (4.1), (4.2). This is done in the following subsections. We begin with the represen-
tations of the tubes as it turns out that the proofs are less technical.
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4.3. The homogeneous tube. The F-polynomials of the representations of the homogeneous
tubes play an important role in the following. The imaginary Schur root δ of D˜n is independent of
the orientation of D˜n. Using the methods of section 2.1 and 3, it is straightforward to check that
the F-polynomial of a representation of dimension δ lying in one of the homogeneous tubes does
not depend on the tube. Alternatively, one can apply [13, Lemma 5.3] or [21, Theorem 4.4]. Thus
we can fix a homogeneous tube without loss of generality. We denote the unique representation of
dimension rδ in this tube by Mrδ and define Frδ := FMrδ . Moreover, for every r ≥ 1 there exists an
almost split sequence of the form
0→Mrδ →M(r−1)δ⊕M(r+1)δ →Mrδ → 0
whereM0δ =M0 := 0 and FM0 = 1. By applying Theorem 1.11, we obtain
Lemma 4.12. The F-polynomial of representations lying in one of the homogeneous tubes depends
only on the dimension vector and satisfies the recursion
F(r+1)δF(r−1)δ = F
2
rδ− x
rδ
for r ≥ 1. 
By the methods of section 4.2, we also obtain an explicit formula for Fδ. Recall Corollary 1.25,
saying that
Frδ = FδF(r−1)δ− x
δF(r−2)δ
for r ≥ 1 where F0 = 1 and F−δ = 0. This yields(
Frδ
F(r+1)δ
)
=
(
0 1
−xδ Fδ
)r+1(
0
1
)
Defining
z=
1
2
√
F2δ −4x
δ, λ± =
Fδ
2
± z,
we thus get the following explicit formula:
Corollary 4.13. We have
Frδ =
1
2z
(λr+1+ −λ
r+1
− ).
4.4. The exceptional tubes of rank two. In this section, we apply the developed methods to
representations lying in the exceptional tubes of rank two. To do so we first restrict to D˜4 in
subspace orientation. Afterwards, we extend the results to D˜n in subspace orientation and, finally,
to any orientation.
If α is a real root let Fα := FMα . Similar to the case of preprojective representations of defect
−1, we obtain all coefficient quivers of representations lying in this tube by glueing the coefficient
quivers
• •
•
~~
c ⑦⑦⑦
`` a
❅❅
❅ •
~~
b ⑦⑦⑦
`` d
❅❅
❅
• •
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This means that (up to permutation of the arrows a,b,c,d), we consider the coefficient quivers
Q(s,4)with an extra arrow−1
b
−→ 1. Also the notion of non-contradictory subsets transfers exactly
to the one of admissible subsets, see also Remark 4.9. We denote the representation on the left
hand side by T1 and the representation on the right hand side by T2. Then we get for the generating
functions
FT1 = 1+ x0+ x0xa+ x0xc+ x0xaxc, FT2 = 1+ x0+ x0xb+ x0xd+ x0xbxd .
Without loss of generality we can assume that we start our glueing process with the coefficient
quiver of T1. Now we proceed completely analogous to subsection 4.2 and apply Theorem [21,
Theorem 4.4] to obtain f−1 = 0, f0 = 1 and
f2r+1 = FT1 f2r− x0xaxc f2r−1, f2r+2 = FT2 f2r+1− x0xbxd f2r
where f2r+1 is the generating function corresponding to the unique indecomposable of dimension
t(r) := dimT1+ r · δ and f2r+2 is the generating function corresponding to the unique indecom-
posable M1(r+1)δ of dimension (r+1) · δ such that T1 ⊂M
1
(r+1)δ. Note that also the recursion is up
to permutation of arrows basically the same as the one in subsection 4.2. The only difference is
that we start our glueing process in the present situation with the empty coefficient quiver while in
subsection 4.2, we start with the coefficient quiver •
d
←− •.
Proposition 4.14. For r ≥ 0, we have
Ft(r) = f2r+1 = FT1Frδ = Ft(0)Frδ,
FM1
(r+1)δ
= f2r+2 = F(r+1)δ+ x0xaxcFrδ
Proof. Using the notation from subsection 4.2, we have
a=−x0xaxc, b= FT1, c=−x0xaxcFT2, d =−x0xbxd+FT1FT2.
Then it is easy to check that we have
a+d = Fδ, z=
1
2
√
F2δ −4x
δ, ad−bc= λ+λ− = x
δ.
Moreover, we get
λ+ =
1
2
(Fδ+
√
F2δ −4x
δ), λ− =
1
2
(Fδ−
√
F2δ −4x
δ).
Since f−1 = 0 and f0 = 1, equation (4.1) yields
f2r+1 =
1
2z
(FT1(λ
r+1
+ −λ
r+1
− )).
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Since λ± and z take the same values as in section 4.3, by Corollary 4.13, we get f2r+1 = FT1Frδ.
Using Equation (4.2) together with Corollary 4.13, we have
f2r+2 =
1
2z
(λr+1− (−x0xaxc−λ−)− (λ
r+1
+ (−x0xaxc−λ+)))
=
1
2z
(λr+2+ −λ
r+2
− )+
1
2z
x0xaxc(λ
r+1
+ −λ
r+1
− )
= F(r+1)δ+ x0xaxcFrδ,
which completes the proof of the proposition. 
Let us consider the tubes of rank two for general n with arbitrary orientation. For a fixed tube,
we denote by t1(0) and t2(0) the quasi-simple roots. The real roots in this tube are given by
ti(r) = ti(0)+ rδ. Finally, we denote the representation of dimension rδ with subrepresentation
Mti(0) by M
i
rδ.
Theorem 4.15. For the indecomposable representations Mti(r) and M
i
rδ lying in one of the excep-
tional tubes of rank two of D˜n, we have:
(i) Fti(r) = Fti(0)Frδ
(ii) FMi
rδ
= Frδ+ x
ti(0)F(r−1)δ
Proof. Under consideration of Lemma 4.4 it is straightforward to generalize Proposition 4.14 to
arbitrary D˜n in subspace orientation.
Assume that M with dimM = ti(r)+ rδ lies in one of the exceptional tubes of rank two of D˜n
(with arbitrary orientation) and satisfies FM = Fti(0)Frδ. Applying Theorem 3.5, we have
FσqM = Fσqti(0)Frδ.
Thus the first statement follows by induction.
For a fixed sink q, of D˜n with arbitrary orientation, it is straightforward to check that
∑
p∈Q0
a(p,q)ti(0)p = δq.
Indeed, if q ∈ {a,b,c,d}, both sides are one. Otherwise both sides are two. Assume that FMi
rδ
=
Frδ+ x
ti(0)F(r−1)δ. Then, again by Theorem 3.5 and Lemma 4.2, we have
FσqMirδ
= Frδ+ x
σqti(0)(1+ x−1q )
∑p∈Q0
a(p,q)ti(0)p(1+ x−1q )
−δqF(r−1)δ = Frδ+ x
σqti(0)F(r−1)δ.
Thus the second statement also follows by induction. 
4.5. The exceptional tube of rank n− 2. Let us consider the tube of rank n− 2. In this tube,
there exist n− 2 indecomposable representations of dimension rδ, which we denote by Mirδ for
i= 1, . . . ,n−2. If it is clear which of these representations is considered, we drop the i.
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We again first restrict to subspace orientation and treat the general case later. Let dm(r) be the
root given by
dm(r)q =

r for q= a,b
r−1 for q= c,d
2r−1 for q= 0, . . . ,m
2r−2 for i= m+1, . . . ,n−4
In this tube, there exists an infinite chain of irreducible inclusions
Md0(1) →֒Md1(1) →֒ . . . →֒Mdn−4(1) →֒Mδ →֒Md0(2) →֒ . . .
where the imaginary root representationsMrδ are uniquely determined by this chain.
Lemma 4.16. Let n= 5. Then we have
(i) Fd0(r) = Fd0(1)Frδ+ x0x1xaxbF(r−1)δ
(ii) Fd1(r) = Fd1(1)Frδ
(iii) FMrδ = Frδ+ x0xaxb(1+ x1)F(r−1)δ
Proof. First note that the coefficient quivers of the representations under consideration pointed
out in [21, Appendix B] are modifications of Q(s,5). Moreover, the notion of non-contradictory
subsets and admissibility transfers again, see Remark 4.9. More precisely, we add an extra arrow
−1→ 1 in all cases and, moreover, the last vertices of the quivers to consider are st+1,st+2 and
st−2 respectively.
Then the last two statements follow in the same way as Proposition 4.14 where we additionally
apply Lemma 4.4. Now we can apply (the methods of) Lemma 4.10 in order to obtain
Fd0(r) = Fd0(1)FMrδ − x0xaxbFd1(r−1) = Fd0(1)Frδ+ x0x1xaxbF(r−1)δ.
Here we use that Fd0(1)(1+ x1)− x1 = Fd1(1), see also Lemma 4.10. 
For l ≤ m, we denote by Sl,m the exceptional representation with dimension vector dimSl,m =
∑
m
i=l qi. Note that
dimSm+2,n−4 = dn−4(1)−d0(1)− τ
−1dm(1) = dn−4(1)−dm+1(1).
Moreover, we have
m+1
∏
i=1
xi = x
τ−1dm(1), x0xaxb = x
d0(1).
Lemma 4.17. For arbitrary n, we have
(i) Fdm(r) = Fdm(1)Frδ+ x0xaxb∏
m+1
i=1 xiFSm+2,n−4F(r−1)δ for m= 0, . . . ,n−5.
(ii) Fdn−4(r) = Fdn−4(1)Frδ
(iii) FMrδ = Frδ+ x0xaxbFS1,n−4F(r−1)δ
Proof. This is obtained when combining Lemma 4.16 and Lemma 4.4. 
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For D˜n with arbitrary orientation in the tube of rank n−2, there exist n−2 chains of irreducible
morphisms of the form
M0,1 →֒M0,2 →֒ . . . →֒M0,n−3 →֒M1,0 :=Mδ →֒M1,1 →֒ . . .
where the ml(r) := dimMr,l are real roots and the imaginary root representations Mr,0 :=Mrδ are
uniquely determined by this chain. In particular, for every real root α in the tube of rank n− 2
there exists an exceptional root ml(0) such that α= rδ+ml(0).
Lemma 4.18. For 1≤ l ≤ n−4, we have δ = mn−3(0)+ τml+1(0)−ml(0).
Proof. Considering the tube and its roots in detail, we obtain
δ = mn−3(0)+ τmn−3(0)−mn−4(0).
Since we also have
ml(0)+ τml+2(0) = ml+1(0)+ τml+1(0)⇔ τml+2(0)−ml+1(0) = τml+1(0)−ml(0),
the claim follows by induction. 
Under the convention that Fα = 0 if α ∈ ZQ0 has at least one negative coefficient, we obtain the
following result:
Theorem 4.19. Set m0(r) = mn−2(r−1) = rδ. Let M be an indecomposable representation of D˜n
lying in the tube of rank n− 2 such that dimM = ml(r) for some l = 0, . . . ,n− 3. Then we have
and, moreover, we have
Fml(r) = Fml(0)Frδ+ x
ml+1(0)Fmn−3(0)−ml+1(0)F(r−1)δ
for l = 0, . . . ,n−3.
Proof. We proceed by induction. For every representation M lying in the tube of rank n−2, there
exists a sequence of reflections σ1, . . . ,σl at sinks and a representationMdm(r) withm∈ {−1, . . . ,n−
4} such thatM= σ1 . . .σlMdm(r). Since the claim is true forMdm(r), by Lemma 4.17, we can assume
thatM = σqMr,l and that the claim is true for Mr,l, i.e. we have
Fml(r) = Fml(0)Frδ+ x
ml+1(0)Fmn−3(0)−ml+1(0)F(r−1)δ
Then applying Theorem 3.5 and Lemma 4.2, we have
FM = Fσqml(0)Frδ+(1+ x
−1
q )
a(1+ x−1q )
bxσqml+1(0)Fσq(mn−3(0)−ml+1(0))F(r−1)δ
with
a=−δq−ml(0)q+mn−3(0)q−ml+1(0)q, b= ∑
p∈Q0
a(p,q)ml+1(0)p.
Again by Lemma 4.2 and, moreover, by Lemma 4.18, we have
a+b=−δq−ml(0)q+mn−3(0)q+ τml+1(0)q = 0,
which completes the proof of the theorem. 
Note that Theorems 4.15 and 4.19 can be summarized as done in Theorem C.
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4.6. The preprojectives of small defect. Finally, we consider the preprojective roots. Also in this
case, we obtain explicit formulae. Thanks to Theorem 1.19, the generating functions corresponding
to the roots of defect −2 can easily be obtained from those of defect −1. Moreover, the generating
functions for the preinjectives can be calculated when passing to the opposite quiver.
We again denote the projective representations corresponding to the outer vertices by Pa,Pb,Pc
and Pd . We follow the strategy of the last two subsections and first restrict to subspace orientation.
Up to permutation of the sources, the preprojective roots for n= 4 are given by
d1(r) = (2r+1,r+1,r,r,r) and d2(r) = (2r,r−1,r,r,r).
Proposition 4.20. Let n= 4. Then we have
(i) Fd1(r) = FPaFrδ− x
dimτ−1PaFδ−dimτ−1PaF(r−1)δ
(ii) Fd2(r) = Fτ−1PaF(r−1)δ− x
δF(r−2)δ
Proof. Initially, we consider the coefficient quiver of the preprojective representation of dimension
(1,1,0,0,0), i.e. •
a
−→ •. By glueing the coefficient quivers
• •
•
~~
d ⑦⑦⑦
`` c
❅❅
❅ •
~~
b ⑦⑦⑦
`` a
❅❅
❅
• •
in turn, up to permutation of the arrows, we obtain the coefficient quiversQ(s,4) and we can apply
Theorem 4.8. We denote the corresponding representations by T1 and T2 respectively. Using the
notation and results from subsection 4.2, we have
f0 = 1, f1 = 1+ x0+ x0xa.
Moreover, we have f2r = Fd2(r) and f2r+1 = Fd1(r) and
a=−x0xcxd , b= FT1, c=−x0xcxdFT2, d =−x0xaxb+FT1FT2.
Using λ+λ− = ad−bc= x
δ , we also have
(a−λ+)(a−λ−) = (a
2+(ad−bc)−a(a+d)) =−bc.
Since a,b,c,d and hence z and λ± take the same values as in the proof of Proposition 4.14, follow-
ing Corollary 4.13, we have
Frδ =
1
2z
(λr+1+ −λ
r+1
− ).
We obtain
f2r =−x0xcxdF(r−1)δ− x
δF(r−2)δ+FT1F(r−1)δ f1 = Fτ−1PbF(r−1)δ− x
δF(r−2)δ,
f2r+1 = cF(r−1)δ− (aF(r−1)δ−Frδ) f1
= FPaFrδ− x
dimτ−1PaFδ−dimτ−1PaF(r−1)δ
Note that δ− dimτ−1Pa = dimSa is the simple root (which is in this case also the injective root
respectively) corresponding to the vertex a. 
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Remark 4.21. Applying the reflection functor toMd1(r) (resp. Fd1(r)), it is straightforward to check
that
Fd2(r) = (1+ x
−1
a )Frδ− x
dimPaFδ−dimPaF(r−1)δ.
Note that τd1(r) = dˆ2(r), where dˆ2(r) is defined below.
The following is straightforward to check:
Lemma 4.22. Considering the variable transformation of Lemma 4.4, we have
(1+ x1)Fδ−dimPb(x
′) = Fδ−dimPb(x)
where the root δ−dimPb on the left hand side is the root q0+qa+qc+qd of D˜4 and on the right
hand side it is the root q0+2q1+qa+qc+qd of D˜5.
For general n, the preprojective roots of defect −1 are given by:
• dm1 (r), m = 0, . . . ,n−4, with d
m
1 (r)qi = 2r+1 for i = 0, . . . ,m, d
m
1 (r)qi = 2r for i = m+
1, . . . ,n−4, dm1 (r)a = d
m
1 (r)c = d
m
1 (r)d = r and d
m
1 (r)b = r+1. We denote by dˆ
m
1 (r) the
resulting root obtained when permuting qa and qb.
• d2(r) with d2(r)qi = 2r for i = 0, . . . ,n− 4, d2(n)a = d2(r)c = d2(r)d = r and d2(r)b =
r−1. We denote by dˆ2(r) the resulting root obtained when permuting qa and qb.
• dm3 (r), m = 0, . . . ,n−4, with d
m
3 (r)qi = 2r for i = 0, . . . ,m, d
m
3 (r)qi = 2r−1 for i = m+
1, . . . ,n−4, dm3 (r)a = d
m
3 (r)b = d
m
3 (r)c = r and d
m
3 (r)d = r−1. We denote by dˆ
m
3 (r) the
resulting root obtained when permuting qc and qd .
• d4(r) with d4(r)qi = 2r+1 for i= 0, . . . ,n−4, d4(r)a = d4(r)b = d4(r)c = r and d4(r)d =
r+1. We denote by dˆ4(r) the resulting root obtained when permuting qc and qd .
Note that we have τ−1dm1 (r) = dˆ
m+1
1 (r) for m = 0, . . . ,n− 5, τ
−1dn+41 (r) = dˆ2(r+ 1) and
τ−1dˆ2(r+1) = d
0
1(r+1). The analogous statement holds for d
m
3 (r) and dˆ4(r+1).
We denote by Pm the projective corresponding to the vertex qm and by sq the simple root corre-
sponding to q. We have dm1 (0) = dimPm+ sa.
Proposition 4.23. Let D˜n be in subspace orientation. Then we have
(i) Fdm1 (r)
= Fdm1 (0)Frδ− x
τ−1dm1 (0)Fδ−τ−1dm1 (0)
F(r−1)δ
(ii) Fd2(r) = Fd2(1)F(r−1)δ− x
δF(r−2)δ
(iii) Fdm3 (r)
= Fdm3 (1)F(r−1)δ− x
τ−1dm3 (1)Fδ−τ−1dm3 (1)
F(r−2)δ
(iv) F
dn−43 (r)
= F
dn−43 (1)
F(r−1)δ− x
δF(r−2)δ
(v) Fd4(r) = Fd4(0)Frδ− x
τ−1d4(0)Fδ−τ−1d4(0)F(r−1)δ
Proof. Initially, we derive the case n = 5 when applying Lemma 4.4 to the results of Proposition
4.20. We first obtain
Fd11(r)
= Fd11(0)
Frδ− x
τ−1d11(0)Fδ−τ−1d11 (0)
F(r−1)δ.
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We have τ dˆ11(r) = d
0
1(r) where τ dˆ
1
1(r) is obtained from d
1
1(r) when reflecting successively at the
sinks q0,qa,qb,q1,qc and qd . Thus, keeping in mind Lemma 4.2 and Theorem 3.5, a straightfor-
ward calculation yields
Fd01 (r)
= Fτ dˆ11(r)
= Fτ dˆ11(0)
Frδ− x
τ−1dˆ01(0)Fδ−τ−1dˆ01 (0)
F(r−1)δ
= Fd01(0)
Frδ− x
τ−1d01(0)Fδ−τ−1d01(0)
F(r−1)δ.
Again by Proposition 4.20 together with Lemma 4.4, we get
Fd2(r) = Fd2(1)F(r−1)δ− x
δF(r−2)δ.
Moreover, we get
Fd13 (r)
= Fd13(1)
F(r−1)δ− x
δF(r−2)δ.
Similar to the case of d01(r), we have τ dˆ
1
3(r) = d
0
3(r). Let σ := σdσ1σaσbσ0. It is straightforward
to see that
Fσd13(r)
= Fσd13(1)
F(r−1)δ− x
δF(r−2)δ.
But since (σd13(0))c = 0 we get
Fσcσd13(r)
= Fσcσd13(1)
F(r−1)δ− x
δ(1+ x−1c )F(r−2)δ
= Fd03 (1)
F(r−1)δ− x
τ−1d03 (1)Fδ−τ−1d03(1)
F(r−2)δ.
Finally, also the formula for Fd4(r) for n = 5 is obtained in this way. In order to obtain the
formulae for general n≥ 4, we can apply Lemma 4.4 starting with the case n= 5. 
For the remaining part of the subsection, we should keep the following remark in mind:
Remark 4.24. • Using Lemma 4.22 together with Equation (4.1), we get
Fd2(r) = (1+ x
−1
b )Frδ− x
dimPbFδ−dimPbF(r−1)δ.
It is likely that there is a similar formula for dn−43 (r).
• If α ≤ δ is a preprojective root such that σq(α) > δ, then q is a source and δ−α is the
injective simple root corresponding to q. Indeed, δ−α is a preinjective root if 0< α< δ
is preprojective. Since the positive non-simple roots are invariant under the Weyl group,
δ−α is forced to be simple. In particular, if α< δ and τ−1α< δ, we have that σqτ
−1α> δ
if and only if δ− τ−1α is the simple root corresponding to the source q. The analogous
statement holds if α is preinjective.
• If q is a sink, we have that Pq = Sq. If tM is preprojective with τ
−1tM < δ, we have
σqτ
−1tM < δ because otherwise δ− τ
−1tM = sq were injective. In turn if tM < δ and
σqτ
−1tM > δ, we already have τ
−1tM > δ in which case δ− tM is injective.
• If α is a preprojective root of defect −1 of D˜n in subspace orientation, we have that δ−α
is injective if and only if α= d2(1) or α= d
n−4
3 (1).
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• If Iq is the injective representation corresponding to q and q
′ 6= q is a source, we have that
σq′Iq is also injective. Note that since D˜n is tree-shaped, we have dim(Iq)q′ = 1 if and only
if there exists a (unique) path from q′ to q and dim(Iq)q′ = 0 otherwise.
Proposition 4.25. Let M be a preprojective representation of D˜n such that tM := dimM− rδ ≤ δ.
Let q be a sink.
(i) Assume that
FM = FtMFrδ− x
τ−1tMFδ−τ−1tMF(r−1)δ.
If τ−1tM < δ and sq 6= tM ≤ δ, we have
FσqM = FσqtMFrδ− x
σqτ
−1tMFδ−σqτ−1tMF(r−1)δ.
Then we also have σqτ
−1tM < δ.
(ii) Assume that
FM = FtMFrδ− x
δF(r−1)δ
and that δ− tM is the injective root corresponding to q
′. Then we have δ− τ−1tM =
−dimPq′ . Moreover, if q 6= q
′, we have
FσqM = FσqtMFrδ− x
δF(r−1)δ.
and if q= q′, (we have δ− tM 6= sq and) we have
FσqM = FσqtMFrδ− x
σqτ
−1tMFδ−σqτ−1tMF(r−1)δ
where δ−σqτ
−1tM = sq.
Proof. For a sink q, by the second part of Lemma 4.2, we have
∑
p∈Q0
a(p,q)τ−1(tM)p− (τ
−1tM)q = (tM)q.
Thus we get
(tM+ rδ)q = ∑
p∈Q0
a(p,q)τ−1(tM)p+(δ− τ
−1tM)q+((r−1)δ)q.
Thus, since tM is not the simple root corresponding to q, the first part follows by Theorem 3.5.
For the second statement, note that σq(δ− tM) is preinjective and dim Iq = sq is the injective root
of σqQ corresponding to q. Indeed, q is a sink of Q and in turn a source of σqQ. For the first part,
it suffices to show that
∑
p∈Q0
a(p,q)δp = (tM)q+ δq.
This can be deduced from
∑
p∈Q0
a(p,q)δp− δq = ∑
p∈Q0
a(p,q)(τ−1tM)p− (τ
−1tM)q
which actually follows from τ−1tM− δ = dimPq′ . Indeed, since q is a sink and Q tree-shaped, we
have dim(Pq′)q = 1 if and only if there is exactly one neighbour p such that dim(Pq′)p = 1.
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Since q is a sink, we have dimPq = sq. Thus the second part follows because
xδ(1+ x−1q ) = x
δ−sqFsq = x
σqτ
−1tMFδ−σqτ−1tM
and (δ− τ−1tM)q = 1 in this case. 
Clearly the formulae hold in the other direction as well. This leads to the main result of this
section:
Theorem 4.26. Let M be preprojective of defect −1 such that tM = dimM− rδ ≤ δ. If δ− tM is
injective we have
FM = FtMFrδ− x
δF(r−1)δ.
If δ− tM is not injective we have
FM = FtMFrδ− x
τ−1tMFδ−τ−1tMF(r−1)δ.
Proof. We proceed by induction. For D˜n in subspace orientation, the statement is true by Proposi-
tion 4.23 keeping in mind Remark 4.24.
Now assume that α1, . . . ,αl are all preprojective roots of defect−1 of D˜n with a fixed orientation
such that αi ≤ δ. If q is a sink, we can reflect at q to obtain all preprojective roots σqα with σqα≤ δ
of σqQ except t := δ− sq. In particular, we can apply Proposition 4.25 to obtain the generating
functions corresponding to preprojectives of defect −1 except those of the form rδ+ t. Using the
notation of Proposition 4.25, we are thus left with the case when tM = sq where we can assume that
FM = FtMFrδ− x
τ−1tMFδ−τ−1tMF(r−1)δ
because δ− sq is not injective. Since tM = sq, we have τ tM =−dim Iq. In particular, since δ− (δ+
τ tM) is injective, by induction hypothesis, we have
FτM = Fδ−dim IqF(r−1)δ− x
δF(r−2)δ.
Now there exists an admissible sequence
σ := ∏
q′∈(D˜n)0
q′ 6=q
σq′
of reflections at sources such that στM = σqM. Since the first part of the second statement of
Proposition 4.25 clearly also holds in the opposite direction, keeping in mind the last part of Re-
mark 4.24, we have
FσqM = Fδ−dim IqF(r−1)δ− x
δF(r−2)δ.
Since q is a source, we have dim Iq = sq and the claim follows.

52 OLIVER LORSCHEID AND THORSTENWEIST
REFERENCES
[1] Ibrahim Assem, Daniel Simson, and Andrzej Skowron´ski. Elements of the representation theory of associative
algebras. Vol. 1, volume 65 of London Mathematical Society Student Texts. Cambridge University Press, Cam-
bridge, 2006. Techniques of representation theory.
[2] Hyman Bass, Edwin Hale Connell, and David Lee Wright. Locally polynomial algebras are symmetric algebras.
Inventiones mathematicae 38(3): 279-299, 1976.
[3] I. N. Bernstein, I. M. Gelfand, and V. A. Ponomarev. Coxeter functors, and Gabriel’s theorem.Uspehi Mat. Nauk,
28(2(170)):19–33, 1973.
[4] Aslak Bakke Buan, Robert Marsh, MarkusReineke, Idun Reiten, and Gordana Todorov. Tilting theory and cluster
combinatorics. Adv. Math., 204(2):572–618, 2006.
[5] Philippe Caldero and Fre´de´ric Chapoton. Cluster algebras as Hall algebras of quiver representations. Comment.
Math. Helv., 81(3):595–616, 2006.
[6] Philippe Caldero and Bernhard Keller. From triangulated categories to cluster algebras. II. Ann. Sci. E´cole Norm.
Sup. (4), 39(6):983–1009, 2006.
[7] Philippe Caldero and Bernhard Keller. From triangulated categories to cluster algebras. Invent. Math., 172(1):
169–211, 2008.
[8] Philippe Caldero and Markus Reineke. On the quiver Grassmannian in the acyclic case. J. Pure Appl. Algebra,
212(11):2369–2380, 2008.
[9] Giovanni Cerulli Irelli. Quiver Grassmannians associated with string modules. J. Algebraic Combin., 33(2):259–
276, 2011.
[10] Giovanni Cerulli Irelli and Francesco Esposito. Geometry of quiver Grassmannians of Kronecker type and ap-
plications to cluster algebras. Algebra Number Theory, 5(6):777–801, 2011.
[11] William Crawley-Boevey. Lectures on representations of quivers. Unpublished lecture notes, online available at
http://www1.maths.leeds.ac.uk/∼pmtwc/quivlecs.pdf, 1992.
[12] Harm Derksen, Jerzy Weyman, and Andrei Zelevinsky. Quivers with potentials and their representations II:
applications to cluster algebras. J. Amer. Math. Soc., 23(3):749–790, 2010.
[13] Gre´goire Dupont. Generic variables in acyclic cluster algebras. J. Pure Appl. Algebra, 215(4):628–641, 2011.
[14] Gre´goire Dupont. Cluster multiplication in regular components via generalized chebyshev polynomials.Algebras
and Representation Theory, 15(3):527–549, 2012.
[15] Gre´goire Dupont. Positivity for regular cluster characters in acyclic cluster algebras. J. Algebra Appl., 11(4):
1250069, 19, 2012.
[16] Sergey Fomin and Andrei Zelevinsky. Cluster algebras. I. Foundations. J. Amer. Math. Soc., 15(2):497–529
(electronic), 2002.
[17] Robin Hartshorne. Algebraic geometry. Springer Science & Business Media, New York, 1977.
[18] Nicolas Haupt. Euler Characteristics of Quiver Grassmannians and Ringel-Hall Algebras of String Algebras.
Algebr. Represent. Theory, 15(4):755–793, 2012.
[19] Bernhard Keller and Sarah Scherotzke. Linear recurrence relations for cluster variables of affine quivers. Adv.
Math., 228(3): 1842-1862, 2011.
[20] Oliver Lorscheid. On Schubert decompositions of quiver Grassmannians. J. Geom. Phys., 76:169–191, 2014.
[21] Oliver Lorscheid and Thorsten Weist. Quiver Grassmannians of type D˜n. Part 1: Schubert decompositions for
small defect. Preprint, 2015.
[22] Gregg Musiker, Ralf Schiffler, and Lauren Williams. Positivity for cluster algebras from surfaces. Adv. Math.,
227(6):2241–2308, 2011.
[23] Daniel Quillen. Projective modules over polynomial rings. Inventiones mathematicae 36 (1): 167-171, 1976.
[24] Claus Michael Ringel. Exceptional modules are tree modules. In Proceedings of the Sixth Conference of the
International Linear Algebra Society (Chemnitz, 1996), volume 275/276, pages 471–493, 1998. 7
[25] Jean-Pierre Serre. Espaces fibre´s alge´briques. Se´minaire Claude Chevalley 3:1-37, 1958.
QUIVER GRASSMANNIANS OF TYPE D˜n 53
[26] Andrei A. Suslin Projective modules over polynomial rings are free. Dokl. Akad. Nauk SSSR 229(5):1063-1066,
1976.
[27] Vakil, Ravi. Foundations of Algebraic Geometry. Lecture notes. Online available at
http://math.stanford.edu/~vakil/216blog/FOAGjun0417public.pdf, version of June 4, 2017.
[28] Marcel Wiedemann. Quiver representations of maximal rank type and an application to representations of a
quiver with three vertices. Bull. Lond. Math. Soc., 40(3):479–492, 2008.
[29] S. Wolf. A geometric version of BGP reflection functors. Preprint, arXiv:0908.4244v1, 2009.
INSTITUTO NACIONAL DE MATEMA´TICA PURA E APLICADA, ESTRADA DONA CASTORINA 110, RIO DE
JANEIRO, BRAZIL
E-mail address: oliver@impa.br
BERGISCHE UNIVERSITA¨T WUPPERTAL, GAUSSSTR. 20, 42097 WUPPERTAL, GERMANY
E-mail address: weist@uni-wuppertal.de
