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Abstract
As classical technology approaches its limits, exploration of quantum technologies is
critical. Quantum optics will be the basis of various cutting-edge research and applications in quantum technology. In particular, quantum optics quite efficacious when applied
to quantum networks and the quantum internet. Quantum Optomechanics, a subfield of
quantum optics, contains some novel methods for entanglement generation. These entanglement production methods exploit the noise re-encoding process, which is most often
associated with creating unwanted phase noise in optical circuits. Using the adapted twophoton formalism and experimental results, we simulate (in an experimentally viable parameter space) optomechanical entanglement generation experiments. These simulations
consider dual coherent field input, displaced single-mode squeezed input, and displaced
two-mode squeezed inputs. Unsqueezed inputs should yield an EN of about 0.1 at room
temperature, although very high measurement certainty is needed to observe this in the laboratory. Squeezing the displaced input fields increases the expected output entanglement
significantly (maximum of EN of about 1). Furthermore, when considering dual two-mode
squeezed input (4 fields) in the simulation, the optomechanical cavity demonstrates squeezing angle-dependent entanglement distribution.
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Chapter 1
Introduction
The development of applied quantum physics and quantum technologies is at the intersection of many science fields (genetics, material science, condensed matter, optics, computer science, machine learning, etc.) [1, 2, 3, 4, 5, 6]. As knowledge of classical mechanics
allowed for the development and application of the classical machinery that sparked the
industrial era, quantum mechanics shall usher in a new technological age. More than
ever, physical phenomena must be better understood to fully implement technologies such
as quantum networks, quantum sensors, universal one-way quantum computers, and the
quantum internet. Ultimately, extensive research is required in an array of areas of quantum physics and physical phenomena. One aspect critical to most quantum technologies
today and tomorrow is the need for a stable and efficient entanglement source. Correlations
are fundamental to communication. In general, the transmission of information from point
A to B requires a message sent between the sender and receiver. However, communication
channels today are typically over classical communications networks, which are still lacking
in security, privacy, and bandwidth relative to their quantum technological counterparts.
Furthermore, Quantum Mechanics can produce advantageous correlation effects. These
quantum physics principles make quantum technologies an attractive option for upgrading
classical communication networks. Squeezed states and quantum entanglement are physically fundamental corollary phenomena that will be the central limiting resource behind
all quantum networks and most quantum technologies. These resources are already in
high demand today and will only become more valuable in the future, yet we do not have
efficient production methods [7, 8]. Thus, to further develop the technologies involved
in entanglement generation and entanglement distributions, this work explores quantum
cavity optomechanics. Quantum cavity optomechanics is a sub-field of cavity optics; it considers a mechanical oscillator’s motion coupled to the optical cavity fields. Exploiting these
phenomena can produce a novel source of quantum light. Ponderomotive entanglement is
an entanglement generation technique that has gained recent attention [9]. It exploits op1

tomechanical couplings, which are traditionally noise sources in most optics measurements.
To examine the effects of the radiation pressure and quantum back action in our simulations, we consider a dual homodyne quadrature variance measurement of two optical output
fields from a single cavity double optical spring. The mechanically oscillating endmirror’s
mass is small enough to enhance further the quantum back-action effects (see Chapter 4)
(micromirror (µmirror)). Two coherent input states yield entangled light. A single input
yields displaced squeezed light. Both distinctive outputs, of course, require careful attention
and treatment of variables and experimental complications such as cavity linewidth, optical
losses, mechanical oscillator temperature, cavity circulating power, optomechanical detunings, etc. These are all considered in the simulations reported in the chapters that follow.
Achieving large N entanglement (macroscopic entanglement) will significantly bolster the
attention, efficacy, and applications of quantum technologies (quantum key distribution,
quantum teleportation, quantum metrology, etc.)

[10] [11]. The most popular method

for producing entangled photons is Spontaneous Parametric Down Conversion (SPDC).
SPDC involves illuminating a birefringent material with laser light. This method yields
at most two entangled photon pairs per approximately a million input photons [12]. This
method will not be reliable as demands increase due to costs and other factors. Developing
a scalable optical entanglement generation method that did not depend on crystal purity
is ideal. Optomechanical cavity-based entanglement generation is, so far, not scalable. It
is also not yet known to yield competitive entanglement rates. The work and results in
the chapters that follow will demonstrate both the typical entanglement output seen in the
recent experimental work and some computational studies [9, 13]. We will make a case for
how these devices could yield significant entanglement rates while considering laboratory
conditions and constraints.
Previous research reaffirms optomechanical methods’ applications in entanglement generation—the theoretical study of entanglement of two optical fields from two optical cavities. In 2007 D. Vitali et al. showed that entanglement could theoretically manifest be-
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tween an electromagnetic field and a movable mirror [14]. Then, in 2008 Christopher Wipf,
Thomas Corbitt, Y. Chen, and Mavalvala adapted Vitali et al.’s approach to generating
bipartite entangled optical fields [15]. Later, Y. Wang and A Clerk at Mc Gill University
showed that the optomechanical entanglement of two cavity electromagnetic modes and a
laser-cooled mirror could actualize optomechanical entanglement when subject to the suitable optomechanical couplings and other favorable experimental constraints. Furthermore,
if the couplings can be easily adjusted, the entanglement can be maximized [16]. Interestingly, researchers from Texas A&M University reported that, in theory, a two-cavity
two-qubit system could act as a quantum state “beam” splitter of sorts; thus predicted
to yielding maximally entangled N00N states from input |N i ⊗ |0i [17] [18]. (Chapter
6 reveals more evidence of optomechanical cavities acting as beam splitter-like devices.)
They also demonstrated scaling up the system produced multi-N00N states.
Additionally, optomechanical cavities yield squeezed light when the radiation pressure
noise is high [19]. More research into maximizing this squeezing is currently underway [20].
Moreover, recent work on optomechanical entanglement includes significant computational
and experimental investigation. One experimental paper of note achieves bipartite optical
entanglement from an oscillating silicone membrane optomechanical cavity. The computational works showed that optomechanical cavities should still output entangled states
without cryogenics [21, 13]. Furthermore, Our study showed that the input quantum noise
ratio to the thermal noise determines the entanglement’s temperature sensitivity.
Not many experimental reports on the ponderomotive entanglement systems have been
published. This lack of experiments is partly due to some disconnect between what is and
is not accessible in the laboratory. One goal of this research is to amend this disconnect.
Another is to help realize ponderomotive entanglement at LSU and explore possible scaling
configurations towards innovative, efficacious entanglement devices through the comprehensive study of ponderomotive entanglement generation. This study will begin with the
simulation of this optomechanical entanglement process. This study considers laboratory
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constraints and optomechanical cavities’ response to quantum noises. Furthermore, it aims
to explore upscaling optomechanical systems and the possibility of macroscopic entanglement or other useful entanglement devices.
Creating, aligning, and executing experiments is an arduous task: a task that can
end with wasted time, effort, and financial resources. There is a demand for simulations
that can closely and accurately simulate possible experiments. A failed computational
project is often less expensive than a failed experimental one. Previous work by Corbitt
et al. has established a functioning optomechanical circuit simulation. The program has
proven accurate in predicting higher-order mechanical effects and their influence over the
optomechanical cavities’ quantum dynamics [22, 23, 20].
This dissertation will begin with a short review of quantum optics and entanglement
measures in this research. The next chapter will provide the reader with a quick introduction to quantum cavity optomechanics and the mathematical frameworks used to study
these systems. For a more comprehensive review of quantum cavity optomechanics, see
the paper by Aspelmeyer et al. [24]. This dissertation will discuss some of the current
quantum cavity optomechanics applications in entanglement and squeezing-based devices.
It will also cover the work done to extend the simulation programs to examine possible
experiments and provide insight into optomechanical entanglement. Squeezing will also be
discussed briefly.

4

Chapter 2
A Brief Introduction to Quantum Optics
2.1

Field quantization

...photons don’t really exist like electrons or protons. They are just an [outdated]
explanatory device. That’s why you don’t see them in physics...I do research in optics and
from what I have seen light is purely classical... there is no such thing as quantum optics...
–Dr. Ye Feng Technical Director at LAM Research

People tend to take the optical for granted. The above quote serves as proof. A former
physicist assumes to understand optics because he works with optics often, forgetting that
in a sense, we all “work with optics”. Quantum Optics can serve many purposes, but one
of those can be a humbling one. The ability to manipulate something is not evidence of
understanding that something.
Field quantization is the most fundamental derivation in Quantum Optics. Field quantization is that critical because it establishes the ever-elusive photon.
To begin, we start from Maxwell’s Equations:

∇ · E = ρ/0 ,

(2.1)

∇·B=0 ,

(2.2)

∂B
,
∂t
∂E
∇ × B = µ0 (J + 0
).
∂t
∇×E=−

(2.3)
(2.4)

These equations are known to describe the dynamics of classical light as an electromagnetic
wave. Next, we apply these equations to a scenario that will properly yield hints into light’s
quantum nature. For this, we imagine a one-dimensional box of length L (an optical cavity)
that entirely confines the light. As a further simplification, let us assume that the light is
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completely polarized in the x-direction, and the light is only free to propagate and reflect
off the bounds of the box. Let us say for the time being that the trapped light is or can be
equated to a single photon. Maxwell’s equations for the system are

∇ · E = ∇ · B = 0,
∂B
,
∂t
∂E
,
∇ × B = µ0 0
∂t
∇×E=−

(2.5)
(2.6)
(2.7)

These develop into a wave equation:
∂B
,
∂t
∂E
,
∇ × B = µ0 0
∂t
∂ 2E
∂B
∇×−
= −µ0 0 2 ,
∂t
∂t
2
∂
E
∇ × (∇ × E) = −1/c20 2 ,
∂t
∇×E=−

(2.8)
(2.9)
(2.10)
(2.11)

then, apply

∇ × (∇ × A) = ∇(∇ · A) − ∇2 A,

(2.12)

(where ∇2 A = (∇ · ∇)A),

(2.13)

and since ∇ · E = 0 ∇ × (∇ × E) = −∇2 E,

(2.14)

which leaves us the wave equation (in E and B),

∇2 E −

1 ∂ 2B
1 ∂ 2E
2
=
0
=
∇
B
−
.
c2 ∂t2
c2 ∂t2

(2.15)

Since the light is polarized in the x-direction the electric field is considered of the
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form E = x̂ Ex (z, t). This allows us to easily solve the differential equations above and
q
2
see, after boundary conditions are considered, that Ex (z, t) = 2ω
q(t) sin(kz). Like the
L0
particle in a box example from vanilla quantum mechanics, ω is the frequency, q(t) is a
function that acts as the position of a particle later, so here we call it q(t). Furthermore,
we note that from Maxwell’s equations, the magnetic field must obey the relation: B =
q
µ0 ω
20
ŷ k
· q(t) cos(kz). With forms for the electric and magnetic fields, we can write the
L
R
Hamiltonian as H = 1/2 (0 E2 + 1/µ0 B2 )dV ; after integrating, we find
H = 1/2(p2 + ω 2 q 2 ) ;

(2.16)

since their Hamiltonians are the same, the single optical mode acts like a harmonic oscillator. Since these are the canonical position and momentum variables, we can replace them
with the operators. Moreover, since the single-mode follows the same Hamiltonian as the
harmonic oscillator, the ladder operators satisfy the commutation relation [â, â† ] = 1. Thus
the position and momentum operators q̂ and p̂ follow the canonical commutation relation.
For the remainder of this work, we will refer to these operators as the quadrature operators
X̂ and Ŷ respectively.
2.2

Quadrature operators
The analogous phase space operators for quantum optics are the quadrature operators,

here written in terms of the ladder operators X̂ and Ŷ follow the equations below:

X̂ =

â† + â
2

Ŷ = i

(â† − â)
.
2

(2.17)

They are the position (X̂) and momentum (Ŷ) analogues for electromagnetic oscillations.
They follow the quantum canonical commutation relation directly: [X̂, Ŷ] = i~. Consequently, they are useful for creating optical phase space diagrams (see figure 2.1).
Such diagrams give a compelling visual representation of the statistics of optical states
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and operations on optical states. Here these operators allow for the characterization of
Gaussian state statistics for the quantification of bipartite optical entanglement. They are
great for visualizing squeezing.
It is also useful to establish a generic quadrature operator that varies with a quadrature
angle ζ:
1
Q̂(ζ) = (â† eiζ + âe−iζ ) .
2

(2.18)

This form is beneficial when creating the optical phase space plots. This form allows for
the X quadrature as ζ = 0 and Y quadrature as ζ = π/2.
2.3

Coherent states
Here coherent states refer to optical Gaussian states with a second-order coherence

function equal to unity. These states are noiseless laser light. They are also the Eigenstates
of the annihilation operators:

â |αi = α |αi .
2.4

(2.19)

The Wigner quasiprobability distribution function
Another necessary tool in exploring quantum optics is the Wigner quasiprobability

distribution (or only Wigner function). A quasiprobability distribution (QPDF) could be
hastily described as a distribution function that almost could be called a probability distribution function (PDF). To fully classify as a PDF, distribution functions must satisfy
the three Kolmogorov axioms at the foundation of probability theory. The Wigner function violations the first and third of these axioms. Specifically, the non-negativity and
σ-additivity axioms.
A wavefunction’s Wigner function is also the generator for the wavefunction’s spatial
autocorrelations. This feature of the Wigner function directly relates the wavefunction to
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the noise power spectral density. For a pure state, the Wigner function is:
1
W (X, Y ) =
π~

∞



−2iY X 0
ψ (X + X )ψ(X − X ) exp
dX 0 .
~
−∞

Z

∗

0

0

(2.20)

Moreover, in general, and in this dissertation, we primarily deal with mixed states. The
Wigner function for an arbitrary mixed state with density matrix operator ρ̂ is:
1
W (X, Y ) =
π~
2.5

∞



−2iY X 0
hX + X | ρ̂ |X − X i exp
dX 0 .
~
−∞

Z

0

0

(2.21)

Squeezed light
Squeezed light is a form of quantum light with minimal uncertainty and whose statistics

are modified to yield higher noise in one measurable mode than another canonically conjugate mode. The result is light with phase uncertainty under the Heisenberg ~/2 limitation
while amplitude noise is increased.
To demonstrate the topics from sections 2.2-2.4, we shall plot the Wigner distribution
for a squeezed coherent state. Our squeezed coherent state has a wavefunction hx|ψi = ψ(x)
where ~ = 1 let

(x − 1)2
ψ(x) = exp −
+ 2ix
2w02



(ignoring the normalization constant for now). (2.22)

In this form the parameter, w0 , represents the squeezing; w0 > 1 represents amplitude
squeezing and 0 < w0 < 1 represents phase squeezing. Using the equation 2.20 Wigner
function can be written as

W (X, Y ) =

√
4
2
π|w0 |e(4w0 (4+Y (iX+Y −4))+w0 X(3X−4iY )+(X−8)X−4) ;

(2.23)

the “squeezing” of the coherent function is more apparent in the Wigner function plots as
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w0=1

w0=0.
5

w0=1.
5

Figure 2.1: The above images are 3D plots of the Wigner quasiprobability distribution
of three nearly identical coherent states. The only difference between the coherent states
above is the squeezing amount quantified by the parameter, w0 , and its deviation from
unity (note that w0 > 0). The Wigner function plotted is mathematically described by
equation 2.23.
displayed in figure 2.1.
Then, we can fully characterize quantum states with the Wigner quasiprobability distribution within the optical phase space. Future work (discussed in Chapter 7) will heavily
involve solving and propagating the intracavity Wigner functions to produce the full process tomography [25]. Here, the function solely serves to provide a fundamental method
for visualizing the optical quantum states and showing a coherent field’s squeezing.
2.6

Operator propagation
One of the go-to methods for solving quantum optical systems applies a matrix trans-

formation to the incident optical fields yielding the output fields or vice versa. Essentially,
taking incident field operator from â to â0 via a set of equations specific to the type of optic
the field is acting on/ passing through. The following section reviews an example applica-
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tion of this method for single photons (N = 1 Fock states). However, these methods can
(and will) be applied to continuous-variable quantum optics as well (see sections 2.5.1 and
Chapter 4 and 5).
Beamsplitter Example
As a quick example of operator propagation through an optical apparatus we examine
a single photon state incident on a (50:50) beam splitter (figure 2.2). Here the initial state,
|ψinput i, is just a single photon, |1i1 . Then the solving following the matrix equation for
the outgoing field operators we find expressions for modes â2 and â3 :












 â2   t2 r1   â0 

=
×

â3
r2 t1
â1
for a 50:50 beam splitter the transmission and reflection coefficients all equal to

(2.24)

√

0.5. Our

initial state is then rewritten as |1i1 = â1 |0i. This in combination with the matrix equation
about reveal the outgoing fields as (see figure 2.2) :
1
|ψiout = √ (|0i2 |1i3 + |1i2 |0i3 ) ;
2

(2.25)

here the matrix equation determines how the initial field ladder operators are transformed
by the beam splitter, how the operators propagate around the beam splitter.
2.7

Homodyne measurement
Homodyne measurement or homodyne detection is the measurement technique most

critical to the research that follows. They allow the measurement of quadrature means and
variances, making them highly useful when working with Gaussian states.
Typically, this is considered an electrical engineering technique that excels at extracting
information from frequency modulations. This scheme uses a local oscillator considered to
have zero frequency modulation relative to the signal beam detected. In optics, the local
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50:50 beam splitter

Figure 2.2: A single photon incident on a beam splitter yields an N = 1 N00N state [26].
oscillator is the unsqueezed optical source. Alternatively, using the signal (squeezed light)
as a reference oscillator is called self-homodyne detection [27, 28]. Ultimately, the path
length of one arm of the optical circuit is varied intentionally to create a difference in
phase between the two paths. This phase difference corresponds to the quadrature angle
ζ in equation 2.18. The measured deviation from the local oscillator at some phase is the
quadrature measurement at the corresponding angle.
2.7.1

Dual homodyne measurement in the two-photon formalism

When trying to characterize entangled Gaussian states, more quadrature spaces are
necessary. In order to correctly measure the statistics of such systems, multiple homodyne
detection schemes are necessary. The parallel homodyne detectors are necessary because
the quadrature modes’ entanglement and correlations will appear as noise in the singleangle quadrature measurement.
Our programs simulate the noises and losses associated with the measurement. Later
in this work, the simulated experiments require several (three or more) parallel homodyne
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detection circuits. Fortunately, using the adapted two-photon formalism, we can write the
homodyne measurement step in each experiment as a function. A function that is readily
modified to adapt to detector modes necessary to characterize the bipartite entanglement
(see appendix-B). The adapted two-photon formalism is a method of operator propagation
regarding the twin sideband modes as a single term [29, 22].
2.8

Beam splitter entanglement
Here we review a standard method for generating optical entanglement. Here beam

splitter entanglement refers to methods that involve sending single-mode squeezed light
to a beam splitter [30]. Such methods of using squeezed light to create entanglement
present a problem in our analysis of squeezed light enhancement of optomechanical cavity
entanglement generation (see Chapter 6).
We begin with one single-mode squeezed vacuum state incident on a 50:50 beam splitter.
The input state|ψN i is |ψi1 = |ξi1 = Ŝ |0i1 . The application of equation 2.24 we find
(considering as well the phase difference factor of i):

p
1/2(â0 + iâ1 ) .

(2.26)

√
√
2
2 †
†
â1 =
(â3 − iâ2 ) and â1 =
(â + iâ†2 ) .
2
2 3

(2.27)

â2 =

p

ˆ 0 + â1 )
1/2(ia

â3 =

This reduces to the following:

The input state is the squeezing operator acting on vacuum so the operator to transform is
h
i
the single-mode squeezing operator Ŝ, where Ŝ = exp 1/2(ξ ∗ â21 − ξâ†2
)
. The transformed
1
operator becomes:

Ŝ01



1 ξ ∗ 2 ξ †2
1 ξ ∗ 2 ξ †2
1
† †
∗
= exp ( â2 − â2 ) − ( â3 − â3 ) + ((iξ) â2 â3 − (iξ)â2 â3 )
2 2
2
2 2
2
2
= Ŝ2 (ξ/2)Ŝ†3 (ξ/2)Ŝ23 (iξ) ;
(2)
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(2.28)

(2)

where Ŝ23 represents the two-mode squeezing operator, which yields an entangled state
when acting on vacuum (two-mode squeezed vacuum).
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Chapter 3
A Brief Overview of Entanglement Measures of Interest
To determine whether or not the output fields are entangled, we need to choose a
convenient measure. The primary measure we will use for this paper and others on this
project will be the logarithmic negativity entanglement measure [31]. Later on, in our work,
we will utilize at least one more measure. That measure we will call the Duan measure.
The variance matrix assembled from the quadrature operators will be the main output to
measure entanglement on, thus the variance matrix can be written as follows:


∗

 hX1 X1 i+

 hY1 ∗ X1 i
+

V=
 hX ∗ X i

2
1 +

hY2 ∗ X1 i+

∗

∗

∗



hX1 Y1 i+ hX1 X2 i+ hX1 Y2 i+ 

hY1 ∗ Y1 i+ hY1 ∗ X2 i+ hY1 ∗ Y2 i+ 


hX2 ∗ Y1 i+ hX2 ∗ X2 i+ hX2 ∗ Y2 i+ 


∗
∗
∗
hY2 Y1 i+ hY2 X2 i+ hY2 Y2 i+

(3.1)

or in block form:




 V11 V12 
V =
.
V21 V22

(3.2)

In the above formula, the symmetrized average follows the form:

hX̂j Ŷk i+ =
3.1

1
hX̂j Ŷk + Ŷk X̂j i .
2

(3.3)

Logarithmic negativity
Negativity is an “easy-to-compute” measure of entanglement defined as follows:

N (ρ) =

||ρΓA || − 1
,
2

(3.4)

where ρ is the density matrix, A is the dimension of the subsystem, and ρΓA is the partial
transpose of ρ with respect to subsystem A [32, 33]. Written with the same dependence
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the logarithmic negativity is the following:

EN = log2 ||ρΓA ||1 .

(3.5)

One of the most beneficial features of this measure is that it is additive for tensor products;
meaning, EN (ρA ⊗ ρB ) = EN (ρA ) + EN (ρB ). It can also be defined as a function of the
quadrature covariance matrix (see chapter 5).
3.2

Duan’ measure of inseparability
Since the logarithmic negativity is strongly dependent on the normalization, we com-

pute a second entanglement measure, Duan’s measure, as a sanity check. Figure 3.1 contrasts the two measures with the results from the calculations discussed in Chapter 5. We
chose this measure because it does not deviate from the choice of variance matrix normalization. This entanglement monotone is an alternative to the negativity-based measure for
CV entangled beams [34]. The calculation determining the a parameter is dependent on
calculations done on the variance matrix V ; however, the only variance matrices of certain
forms can be used [34]. Fortunately, Duan’s work explains how to quantify entanglement
from an arbitrary covariance matrix (with arbitrary normalization, for example). Duan’s
approach involves transforming the given non-standard covariance matrix into their standard forms for robust entanglement quantification. The variance matrix of the standard
form (the goal) is written as follows:


c1
 n1


n2
c2

V 00 = 
 c
m1
 1

c2
m2
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.




(3.6)

These matrix elements are computed from the elements of what we shall call the “substandard form of the variance matrix”; this form shall be written as follows:




c
 n



0 

n
c


V0 =
.
 c

m




0
c
m

(3.7)

The standard form is calculated from the substandard form by solving the following system
of equations for the parameters r1 and r2 :
p
√
√
|c0 |
r1 r2 |c| − √
= αn αm − (βn βm )
r1 r2
βn
βm
=
αn
αm

(3.8)
(3.9)

− 1, αm = mr2 − 1, and βm = rm2 − 1. Then, to apply r1 and
√
0
r2 : n1 = nr1 , n2 = n/r2 , m1 = mr1 , m2 = mr2 , c1 = c r1 r2 , c2 = √rc1 r2 .
where αn = nr1 − 1, βn =

n
r1

Finally, our original variance matrix, V , will be referenced in block form as follows:








 V11 V12   A B 
V =
=
 .
T
T
V12 V22
B C

(3.10)

Calculating V0 from V was done using the following equations.

det A = n2 , det C = m2 , det B = cc0 ,

(3.11)

det V = (nm − c2 )(nm − c02 )

(3.12)

After attaining the proper form, the following inequalities need to be broken for there
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Entanglement Quantification
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Figure 3.1: Duan measure 1 − R and logarithmic negativity EN versus side-band frequency.
For this measure, higher values correspond to stronger entanglement. Both at T = 295 K.
The dips in the Duan measure are due entirely to numeric instabilities from our parameter
space.
to be entanglement in the system:

|c1 | ≤

p

(n1 − 1)(m1 − 1)

(3.13)

|c2 | ≤

p

(n2 − 1)(m2 − 1)

(3.14)

To compare Duan’s measure with logarithmic negativity, we use the following form of
the metric inequality representing Duan’s measure:

R=

2

where a =

q

m1 −1
.
n1 −1

a2 (n1 +n2 )
2

+

(m1 +m2 )
−
2a2
2
−2
a +a

|c1 | − |c2 |

≥1

The system is separable only when this inequality is satisfied. The

plot of the two entanglement measures versus the side-band frequency is depicted in figure
3.1.
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Logarithmic negativity EN
4

3

2

1

0.5

1.0

1.5

2.0

r

Figure 3.2: This is a plot of the output entanglement (EN ) versus the input squeezing
strength (r/2) of one single-mode squeezed coherent state incident on a 50:50 beam splitter.
A notable feature for comparison to OMC entanglement methods is the low squeezing
region, see chapter 6.
3.3

Optical entanglement generation example
When one single-mode squeezed coherent beam is incident on a 50:50 beam splitter, the

result is the tensor product state. That state consists of a two-mode squeezed state and two
single-mode squeezed states (see equation 2.29). Thus, the logarithmic negativity between
the two beam splitter outputs (due to the logarithmic negativity’s additivity) is equivalent
to the logarithmic negativity of a two-mode squeezed state. Later in this work, this twomode squeezed state generation method is used to compare the efficacy of new entangling
techniques. Figure 3.2 plots the output Logarithmic negativity versus the strength of the
input squeezing.
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Chapter 4
Introduction to Quantum Cavity Optomechanics
Optomechanical cavities are optical cavities with at least one mechanical mode coupled
to at least one intracavity optical mode. The inclusion of these coupled mechanical modes
elicits rich dynamics in the optical cavities. The following is a quick introduction to the
field of optomechanics. We discuss the basics necessary to understand the experiments that
follow this chapter.
4.1

Optical cavities
An optical cavity (also referred to as an optical resonator or a resonating cavity) is an

optical device that temporarily traps incoming light. This temporary confinement causes
an amplification in the cavity fields. The most common form of the optical cavity is the
Fabry-Perot cavity. These devices utilize two flat mirrors to trap and amplify input light.
While the amplification only occurs inside the cavity, this temporary boost in intensity
is still useful for many applications. The optical resonator’s ability to host longitudinal
optical states closely ties quantum optics and optical resonators (see chapter 2).
The physics of the stationary optical cavity (here meaning, without a mechanical resonator) is highly relevant to the quantum optomechanical descriptions that are seen in the
Quantum Langevin approach to quantum cavity optomechanics. In particular, the input
output theory provides a quantum mechanical framework for understanding optical cavity
reflection and/or transmission. Traditionally, input output theory is written in Heisenberg’s
picture of quantum mechanics. It establishes direct relationships between the intracavity
and extracavity (exocavity) optical field operators:

√
√
â˙ c = −κ/2âc + i(ωα − ωc )âc + κx ân + κ0 â` ;

(4.1)

where: âc is the intracavity field operator, âN is the input field operator, κx is the loss rate
due to the input mirror of the cavity, and κ0 is the optical loss rate in the rest of the cavity;
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thus the total cavity loss rate is their sum: κ = κ0 + κx . Moreover, the theory describes the
√
relationship of the intracavity light to the out going light as âout = ân − κx â, and it also
establishes the input power photon number as P ∝ hâ†N âN i. The terms âN , â, and âout are
the ladder operators that correspond to the input field, the intracavity field, the output
field respectively.
4.2

Optomechanical cavities
An optomechanical cavity (OMC) is an optical cavity that includes a mechanical os-

cillator that is coupled to the intracavity electromagnetic field. For our discussions we are
primarily concerned with the physics of Fabry-Perot cavities with movable endmirrors as
the mechanical oscillator. These types of OMC’s couple the optical to mechanical fields via
the momentum transfer that comes from the intracavity radiation pressure. Since this is
the only mode of interaction between the mechanical and optical fields we can , from this,
write the radiation pressure force and its relation to the interaction Hamiltonian:

hF̂i =

dHint
~ω †
hâc âc i = − h
i
L
dx̂µ
~ωâ†c âc
Hint ≈ C0 −
.
Lx̂µ

(4.2)
(4.3)

This type of optomechanical interaction creates a dynamical back action on the intracavity fields. The dynamical back action causes the mechanical oscillator’s resonance
frequency to change with the optical field frequency, optical losses, and the mechanical
oscillator frequency. Moreover, these effects lend to the physics of the optical spring. More
information on the physics of ideal OMC and the optical spring effect can be found the
references [19, 24, 15, 35, 36]. One area of study involves the inclusion or consideration
of the cavity end mirror’s response to the amplified radiation pressure. This phenomenon
boasts a rich physics that deeply extends into cutting-edge quantum technology research.
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Intracavity
optical fields

x p
Stationary cavity mirror

Figure 4.1: This figure depicts a cartoon of an optomechanical cavity with two intracavity
fields (red and blue not indications of detuning here) cantilever shaped movable end mirror
here marked µmirror. The OMC that we simulate exhibits viscous dampening due to its
size. A thin rod (acts as a heat pipe) maintains the endmirror’s (mechanical oscillator’s)
temperature. It connects the head of the cantilever mirror and a coolable heatsink. The decoherence rate depends on temperature, which we can control in our simulations (Chapters
5-7).
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4.2.1

Optical springs

For a movable endmirror optical cavity, the restoring force for the endmirror with no
optical fields considered to follow Hooke’s law for small vibrations in position from the rest
position. For equilibrium mirror position x = 0 the potential energy of the mechanical
oscillator is V0 (x) = mΩ2 x2 /2. Considering the intracavity optical fields complicates the
physics. The mechanical oscillator responds to the applied radiation pressure from the
intracavity circulating fields. Thus, changing the oscillator potential function to:

V (x) = V0 (x) + VR (x);

where VR (x) =

∂FR
∂x

(4.4)

is the potential that comes from the radiation pressure force. Thus,

changing the equilibrium position to x0 , where x0 = x when

∂V0
(x)
∂x

R
= − ∂V
(x). This
∂x

phenomenon can be understood as changing the effective spring constant of the endmirror.
In other words, after considering the change to the rest position of the endmirror, two
springs are acting in series; the original restoring action from the mechanical oscillators
restoring force (with potential V0 ) and the new restoring action from the optical field’s
force on the endmirror. This is called the Optical spring effect. The new effective spring
constant ke follows:
ke = mΩ2 +

∂ 2 VR
(x)|x=x0 .
∂x2

(4.5)

This effect gives rise to other phenomena such as bistable oscillation and optical cooling (of
the mechanical oscillator) in the red-detuned regime (ωα −ωc < 0), unstable oscillation, and
optical heating in the blue-detuned regime (see reference [24, 19]), and (when considering
the dynamic back-action as well) frequency dependency shifts to the effecting mechanical
dampening and oscillating frequency (see references).

23

4.3

The optomechanical Hamiltonian
A salutary approach for understanding the quantum dynamics of a generic OMC begins

with the optomechanical Hamiltonian. Guessing the form from the preceding radiation force
equation and considering the free-photon and free-phonon Hamiltonians. The following is
a Hamiltonian of a 1-dimensional optical cavity with a moving end mirror (cavity length
depends on the position, x, of end mirror):

H = ~ωc (x)â† â + ~ωmech b̂† b̂ + i~E(eiωα t â − e−iωα t â† );

(4.6)

where â and b̂ are the annihilation operators for the intracavity photon field and the
movable endmirror’s phonon modes respectively; E is the carrier electric field, ωα is the
frequency of the carrier, and t is time. This Hamiltonian considers the endmirror’s behavior
as quantum, the perhaps more adaptable version of this Hamiltonian is H = ~ωc (x)â† â +
p̂2 /(2mµ ) + i~E(eiωα t â − e−iωα t â† ). Furthermore, in our work or endmirror has a restoring
force that follows Hookee’s law, this adds 1/2mµ ωµ x̂2µ to the Hamiltonian.
Since the cavity frequency, ωc , is dependent on cavity length it depends on the cavity
endmirror’s position operator x̂:
∞
X
2πc
ωc (x̂) =
= 2πc
(−1)n L−n−1 x̂n ,
L + x̂
n=0

(4.7)

where L is the cavity length with the endmirror at the “rest” position (x = 0) and c is the
intracavity speed of light. Though there are some interesting and important effects that
call attention to the higher order terms in the series, typically, quadratic and higher order
terms are ignored [37].
So far, the Hamiltonian describes the cavity’s physics, but we are concerned with noise
effects specifically. In systems with sufficient input power versus the mechanical oscillator’s
inertia, the systems can act as a classical steady-state with fluctuations, in that steady-
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state, due to quantum and thermal noises. The quantum noise in the input light drives
the quantum behavior of the cavity. To begin, we assume that the quantum noise in the
optical and mechanical fields can be represented by the quadrature mode operator δâ such
that the total mode operator â is then rewritten [24]:

â− > â0 + δâ

(4.8)

Furthermore, we can exclude the time dependence terms by switching to a rotating frame
of reference (at frequency ωα ); since the â† â terms ultimately yield a constant factor of α2 ,
we omit that factor by reestablishing the µmirror rest position to account for this radiation
pressure constant. The Hamiltonian becomes

H = ~(ωα − ω0 )δâ† δâ + ~ωm b̂† b̂ −

2πω0 γc α~ †
(δâ + δâ)(b̂† + b̂),
LF (ωm )

(4.9)

where F (ωm ) is a function that accounts for the higher order modes in the mechanical
oscillator (when the sideband frequency, ωm , equals a higher mode frequency the function
goes to zero).
4.4

Correlations in optomechanics
Cavity optomechanics allows for the generation of quantum correlations between the

oscillator and the intracavity optical field [24]. The amplitude variations from each input
field in the OMC induces variations in the end mirror position. The quantum dynamical
back action then imprints those variations onto the intracavity optical field’s phases. Since
both fields receive fluctuations from each other, the output fields are correlated. This phenomenon can present as phase noise in most interferometers. The phase noise is caused
by the fluctuations in input power fluctuating the overall cavity length, which encodes this
noise (or fluctuations) in the outgoing light phase. However, via the application of quantum cavity optomechanics, the phenomena can be exploited as a source for quantum light,
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such as squeezed light [23]. The optomechanical phase noise limited the Laser Interferometer Gravitational-wave Observatory ’s (LIGO’s) measurements. Recently, LIGO upgraded
their facility to include squeezed light to reduce the quantum back-action effects on the
phase measurements (these measurements are critical in an interferometer). This implementation of quantum technologies significantly increased the overall sensitivity of their
gravity wave detector [38, 39]. These methods involve injected squeezed light to reduce
the effects of the optomechanical interaction but injecting squeezed light can also boost
the quantum behavior of the OMC (see Chapter 6). We should capitalize on a weakness
anytime can be turned into a strength. We have this opportunity with quantum cavity
optomechanics. One of the most interesting of the quantum effects that spawn from the
three-wave mixing in quantum noise-dominated OMCs is the emission of entangled optical
fields from the OMC.
4.5

Research in optomechanical entanglement
Entanglement is the most common resource for quantum technologies, from quantum

metrology [40], to quantum communication [41] and quantum computing [42, 43]. Quantum light sources, in particular entangled sources, require nonlinear interaction [44]. To
date, most of these sources are based on all-optical nonlinear processes in crystals [45],
which are good enough for most applications, but insufficient for applications with very
short wavelengths [46]. Exploring different avenues to generate quantum entanglement is a
consistent topic of interest in the quantum technology research community [47, 11, 10, 48].
One approach is to use strong light-matter interaction with single atoms [47] or single
quantum dots [11]. While this method is very efficient, it is limited to a single entangled
pair at a time. A reliable source of entanglement which does not require a high-intensity
field and provides multi-photon entanglement is still in need.
Radiation pressure — the force electromagnetic radiation exerts on a material surface — is a significant source of noise in optical metrology [49]. The light’s momentum
causes fluctuations in the mirror’s position, yielding phase noise in the electromagnetic
26

Figure 4.2: Labeled image of the OMC in LSU optics laboratory. This setup was used to
obtain thermal and quantum noise measurements used in the simulations [19].
wave. However, exploiting this interaction could produce light with squeezed or entangled
light. When an electromagnetic wave is incident on a movable micromirror, it experiences
an optical nonlinearity which can yield squeezed light[50]. The same process can generate
entanglement between the light and the micromirror [14]. However, if two light sources
are used, the entanglement can be swapped such that the two light sources are entangled
[35, 16]. This work numerically evaluates the amount of entanglement produced by simulating two coherent light fields on one micromirror under realistic experimental conditions.
Furthermore, we aim to investigate the entanglement’s dependence on various experimental
parameters like temperature, sideband frequency, cavity length, and loss. Ponderomotive
entanglement is an entanglement generation technique that exploits optomechanical coupling. This coupling is traditionally a noise source in most optical measurements; the
radiation pressure noise. To enhance the effect of the radiation pressure and quantum back
action, we consider a homodyne quadrature variance measurement of two optical output
fields from a single cavity double optical spring; quantum back action is further enhanced
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by utilizing a very small mirror in the cavity (µmirror). Here, we report the prediction of an
experimentally feasible parameter configuration that allows for observable entanglement at
room temperature and lower. Furthermore, based on programs and foundations that have
been previously tested and reported [20, 19], we can predict continuous-variable entanglement between two Gaussian beams using only one optical cavity and micro-mirror with
realistic losses. These relationships between output entanglement and laboratory parameters will be discussed further in the subsequent chapter. Let us next present the theory
behind optomechanical entanglement through the use of the Quantum Langevin equations.
4.5.1

Before the Quantum Langevin Equations

To begin and find the correct form of the Quantum Langevin Equations, we start with
the system’s Hamiltonian.
Commence with the OMC Hamiltonian with the restoring force term and only the
linear term in the expansion for the mechanical oscillator’s Brownian motion ωc (x̂µ ), and
in the rotating reference frame:
1
H = ~(ωα − ω0 )â† â + ~ωµ b̂† b̂ + ~ωµ2 − ~gâ† âx̂µ ,
2

(4.10)

where: â† â = n̂. These will be used interchangeably for the photon fields only unless
otherwise specified, the optomechanical interaction term is Hint = −~g n̂x̂µ , the free photon component is H0 = ~ω0 n̂, the mechanical oscillator in the simple harmonic potential is
Hµ = ~ωµ b̂† b̂+ 12 mµ ωµ x̂2µ . The Quantum Langevin method describes the how the intracavity operators evolve in time. Therefore, we are interested in the time derivatives of the operators: x̂µ , X̂, Ŷ, p̂; where X̂ and Ŷ are the optical quadrature operators described in eqn
˙
2.17. Applying Heisenberg’s equations (for arbitrary operator Â Â = ~i [H, Â(t)] + ( ∂∂tÂ )H )
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yields (let x̂µ = x̂):
p̂
i
x̂˙ = [H, x̂] = ,
~
m

(4.11)

p̂˙ = −mωµ2 x̂ + ~g n̂,

(4.12)

â˙ = ig1 (1 − x̂) + ... ..

(4.13)

Using these equations to form the optical quadrature operators and arranging them into
the covariance matrix form will lead to the Quantum Langevin equations and a coupling
matrix K.
4.5.2

Quantum Langevin Approach

The mathematics describing the entangling process that occurs in the cavity are, so far,
best explained by the quantum Langevin equations. Most of the parameters specific to the
optical cavity are contained in the coupling matrix, K. The intracavity fields are considered
within the Heisenberg picture, thus to describe the field’s evolution we must identify the
relevant operators. The coordinate operators of the intracavity field are contained in the
vector uc . To cleanly model the noises in our system we assume the injection of noise in to
our cavity as the addition of a set of noise operators confined to the vector uN , the input
noise coordinate vector. This means:

uc = [q, p, Xc1 , Yc1 , Xc2 , Yc2 ]T ,









and K = 








uN = [0, Fth , XN 1 , YN 1 , XN 2 , YN 2 ]T ,
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(4.14)
(4.15)

(4.16)

The mirror resonance frequency is ωm , m is the mass of the movable mirror, γc is the
cavity linewidth, and G1 , G2 are the optomechanical couplings; while Γm is the movable
mirror dampening rate. Also, the detunings are ∆n = −ωn + ωc (1 −

hqi
).
L

When ωc is

the cavity resonance frequency, the optomechanical couplings can be written as follows:
q
n γc ωc
Gn = 2 ~L2I(γ
2 +∆2 ) . With these elements, one can describe in the Heisenberg picture of
c

n

quantum mechanics the dynamics that entangle the two Gaussian fields. The quantum
Langevin equations that do so are as follows:

u̇c = Kuc + uN .

(4.17)

To solve this differential matrix equation we can conveniently transform to the side-band
frequency-space:

eN ,
−iΩe
uc = Ke
uc + u

(4.18)

−[K + iΩI]uc = uN .

(4.19)

e c − > uc , etc..Since our goal is to calculate the variance matrix for
Here, we have taken u
our measurements we can shape the solution for the equation into a form most appropriate
for the calculations by considering the outer product of the intracavity coordinate vector
and the input-output relation for the system. The input output relation is

âout =

p

2γc âc − âN ,

where the quadratures are defined as X̂ =

â+â†
2

and Ŷ =

(4.20)
â−â†
.
2i

After considering these

equations, the expectation of the outer product of the output field should yield the variance
matrix of the output field; to illustrate we write the outer product of the output field as
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follows:


X̂∗1 X̂1
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X̂∗1 X̂2

X̂∗1 .Ŷ2







 Ŷ∗ X̂1 Ŷ∗ Ŷ1 Ŷ∗ X̂2 Ŷ∗ Ŷ2 
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1
1

 1
v ⊗ v† = 
.
 X̂∗ X̂ X̂∗ Ŷ X̂∗ X̂ X̂∗ Ŷ 

 2 1
2
2
1
2
2
2


∗
∗
∗
∗
Ŷ2 X̂1 Ŷ2 Ŷ1 Ŷ2 X̂2 Ŷ2 Ŷ2

(4.21)

The Quantum Langevin equation and the input-output relation allow us to (somewhat)
directly write the variance matrix in terms of the coupling matrix, the sideband frequency
(Ω), and the outer product of the input noise vector. Conveniently, the input noise vector’s
outer product with its Hermitian conjugate is also the input noise’s correlation spectra.
Mathematically, from equation 4.19, write,

uc = −[K + iΩI]−1 uN .

(4.22)

Then, let M = [K + iΩI]−1 , and write the outer product of the intracavity space with its
Hermitian conjugate:
uc ⊗ u†c = M uN ⊗ u†N M†

(4.23)

= M G M† ,

(4.24)

where G = uN ⊗u†N . Next, apply the transformation of uc to v (the output field coordinate
vector). Next, we consider the input-output relation and how it transforms uc − > v:

v=

p
2γc uc − uN

v ⊗ v† = 2γc uc ⊗ u†c + uN ⊗ u†N
p
− 2γc (uc ⊗ u†N + uN ⊗ u†c )
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(4.25)

(4.26)
(4.27)

The first half of v ⊗ v† is a simple substitution to v ⊗ v† = M G M† + G − ...; however,
the next two terms require an additional step to simplify.
uc ⊗ u†N = −M uN ⊗ u†N

(4.28)

= −M G;

(4.29)

and likewise for its complex conjugate, uN ⊗ u†c = −G M† . Finally, we may write the
variance matrix as a function of the input noise spectra and the sideband frequency as
follows:

hv ⊗ v† i = h2γc M G M† + G +

p

2γc (M G + G M† )i ,

(4.30)

while recalling V = 21 (hv ⊗ v† i + hv† ⊗ vi).
Also, the correlation spectra is:
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(4.31)

1
2

Then recalling that M is not a matrix of operators we can simplify to the following:

V = 1/2(2γc MhGiM† + hGi +

p

2γc (MhGi + hGiM† ) + ... ;
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(4.32)

which can be further simplified to the following:
1
V = (QhGiQ† + Q† hGiQ),
2
or V = Re(QhGiQ† )
p
where Q = 2γc M + I.

(4.33)
(4.34)
(4.35)

This form can be directly used to calculated entanglement (see Chapter 3).
4.6

Computational methods in optomechanics
When simulating tabletop experiments of effects like temperature-sensitive pondero-

motive squeezing, optomechanical entanglement, quantum back-action, etc., the choice of
theoretical and computational framework is critical. For fast order of magnitude simulations of ideal systems, the Quantum Langevin approach is more than ideal. However, in
long-term experimental projects that require performing several (similar) experiments to
finish the project, then the two-photon formalism adaptation (2PF) by Thomas Corbitt
et al. is the most promising. Both have their strengths and weaknesses, yet preparing
complicated simulations of quantum optomechanics is not straightforward. In both computational/theoretical frameworks, matrices need to be inverted to solve the system. These
matrices are mostly expensive to invert computationally. These computational expenses
imply that higher precision (and in many cases different commands) is (are) necessary to
calculate the inverse accurately. Moreover, the Quantum Langevin (QL) methods are most
advantageous when working with lossless ideal circumstances. In this methodology, the
inversion problems can be mostly avoided by switching to natural units.
However, in the 2PF methods, a different (likely not entirely stable/achievable) parameter space must be used to avoid significant numerical instabilities (at losses within two
orders of magnitude see chapter 6 and the appendix were dropping the losses to 1% of lab
losses eliminated the numerical noise that obscured our results).
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Figure 4.3: Qualitative comparison of two parameter sets that differ only in the squeezing parameter set for the light injected into the OMC. When considering more realistic
conditions the simulation fails at strong squeezing strengths r > 1.
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4.6.1

Quantum Langevin

Although it can be well adapted to simulate loss and other laboratory conditions, the
QL approach shines when such complications are not considered. Losses and noises are
tricky to work into these methods because of the QL’s close reliance on the Hamiltonian
and Quantum master equations; in other words, it is more challenging to use such methods
in open systems.
4.6.2

Adapted Two-Photon Formalism

The adapted two-photon formalism is an approach that more easily allows for high
modularity in the simulation programs. Here high modularity means that a program written in this framework can be modified more promptly to address major or minor changes
to the simulated experiment. In other words, when the experiment is changed or the apparatus is altered, the code can be readily edited to compensate (this modularity is loosely
captured in figure 4.4). Moreover, this approach relies on operator transformations, the
go-to method in photonics. It may be more intuitive to most (especially those without a
strong background in quantum mechanics but with some knowledge of advanced electromagnetism).
Furthermore, this method allows for the inclusion of losses and noise easier than the
Hamiltonian methods. The simulation of an OMC with two intracavity fields that both interact with a single mechanical mode. This is depicted in figure 4.4. These fields only affect
each other through the mechanical mode; thus, the OM coupling is critical to producing
bipartite quantum effects.
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𝜽
𝜽
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here

the phase of the carrier

Figure 4.4: Above the prime operators correspond to a second intracavity field. This figure
is a diagram of an optomechanical cavity with (blue) a movable end mirror with fluctuating position and momentum (x and p). The equations that transform the intracavity fields
in the two-photon formalism are included in the diagram. Here x(ωα ) are the sideband
frequency-dependent position measurements that our group has obtained. These measurements help incorporate effects like thermal noise and higher-order vibration modes when
simulating the optomechanical cavity. Note that even for two intracavity fields, there is
only a single mechanical mode. Thus, each optical mode couples to the mechanical mode,
which determines the overall interaction between the optical modes.
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Chapter 5
Room Temperature Optomechanical Entanglement
To observe the effect of the quantum back action between the two light fields, we consider a homodyne quadrature variance measurement of two output optical fields from a
single cavity double optical spring with a µmirror. We examine the experimental feasibility of observable ponderomotive entanglement in a cantilever µmirror type optomechanical
cavity at room temperature and lower temperature. This work identifies experimental
configurations that will yield observable entanglement using programs, designs, and measurements that have been previously reported [51, 52, 19]. We numerically evaluate the
amount of entanglement and investigate the dependence of entanglement on various experimental parameters such as temperature, side-band frequency, cavity length, and loss.
This is the first work to consider such realistic experimental conditions in a computational
framework; thus, we predict the efficacy of such an entanglement generation as techniques
develop minimizing losses and noises.
5.1

Methods

5.1.1

Experimental considerations

The experimental setup considered is shown in figure 5.1. This configuration allows
for a stable optomechanical system with no external feedback, which could disrupt the
entanglement. It utilizes a single optomechanical cavity, that (when two optical fields are
input) acts as a double optical spring. This setup will convert the squeezing effects of the
optical spring cavity into entanglement. Measuring this form of entanglement requires dual
homodyne detection to properly measure the squeezing correlations (see Appendix). The
two lasers are frequency locked in order to maintain their relative detunings with respect to
the cavity resonance. The laser fields are arranged with orthogonal relative polarizations.
In order to accurately predict entanglement generation from the µmirror cavity we take
into account: temperature, cavity loss, laser power, and optical spring detunings. Concurrently, we restrict the optical detuning to maintain a stable optical spring; while including
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Polarizing Beamsplitter
Suspended 250g Optics
Suspended 1g Optics

Half-wave Plate

LASER

Photon Detector

LASER

Figure 5.1: Schematic diagram of the proposed experiment. The scheme uses two frequency
locked laser fields that are prepared in two orthogonal polarizations before entering the
cavity. A balanced homodyne measurement is employed to construct the full quadrature
covariance matrix. The scheme utilizes polarizing beam splitters to isolate orthogonal
polarizations.
more realistic models for input noises. Other variables pertaining to the optomechanical
cavity, such as the thermal noise from the µmirror motion (at room temperature), was
taken from experimental data of the same setup [52].
5.1.2

Measuring entanglement

To determine whether or not the output fields are entangled we need to choose a convenient measure. The main measure we will use here is the logarithmic negativity entanglement measure [53, 31]. The variance matrix assembled from the quadrature operators
will be the main output to measure.
Logarithmic negativity
The logarithmic negativity is useful for measuring continuous-variable (CV) entanglement and is monotone for Gaussian beams (see appendix for an alternate entanglement measure and results). The information-theoretic meaning of logarithmic negativity
in terms of exact entanglement cost of quantum Gaussian states was established in [54, 55].
Conveniently, the logarithmic negativity can be calculated from the variance matrix (see
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equation 3.2 [56]:
q
p
EN = max[ 0, − ln 2η − 2 η 2 − 4 det V ] ,
where η = det V11 + det V22 − 2 det V12 .
5.1.3

Computational resources

While the quantum Langevin approach is more convenient for an analytical approach,
to experimentally and computationally develop a simulation, sideband operator propagation is preferred; due to its more intuitive treatment of the optics and higher modularity [22, 29]. The simulation assumes an input field and cavity configuration specified by
some parameter configuration ξ and outputs the homodyne measurement of the quadratures. It solves for the output quadratures via successive transformation of the input
sideband quadratures. To calculate the effect of the micromirror on the input sidebands,
measurement data from previous work with the optomechanical cavity is used to simulate
the cantilever’s effects. These data allow our simulation to consider the cantilever’s higher
harmonic modes’ effect on the entanglement.
These programs are written to calculate the entanglement measures over different parameter spaces. There are nine adjustable parameters; highlighted in the table 5.1. Past
experiments identified configurations that would yield observable single mode squeezing for
a single incident beam. These results narrowed our search for optimal parameters (more
on these methods in later in the chapter).
5.2

Results
The last column in table 5.1 represents a parameter set that generates the highest

logarithmic negativity and stable optical spring. After the simulations are preformed the
output is used to calculate the variance matrices and entanglement measures. All subsequent figures will use the parameters in the table above unless otherwise specified. For
example at room temperature and frequency of about 20 kHz, the program predicts an
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output variance matrix,V where EN (V) = 0.104 and where:




 17.32 −51.38 −21.06 −14.80 


 −51.38 156.2

63.76
45.07


V=

 −21.06 63.76
26.61
18.47 




−14.80 45.07
18.47
13.54

(5.1)

(note that unsqueezed shot noise would have a variance matrix of 21 I where I is the identity
matrix).
Table 5.1: Set of variable simulation parameters, and a stable configuration that yield
non-zero entanglement.
Stable laboratory parameters P1
Parameter
Notation Stable and EN 6= 0
Temperature
T
295K
Circulating carrier power
P1
0.2816W
Circulating subcarrier power
P2
0.2238W
Loss
Ls
250ppm
Carrier detuning
d1
0.3
Subcarrier detuning
d2
−1.5
Quality factor
Q
17000
Cavity Length
Ln
0.01m
Further analyzing the entanglement yields, we found that the EN was maximum at
20kHz for the above parameters. This maximum appears to decrease slightly in frequency
as temperature decreases as shown in figure 5.2. In the figure, the sharp drops to zero EN
are at the resonance frequencies of higher order mechanical modes of the cantilever.
Not only is the double optical spring cavity capable of entangling the two fields, it is
able to do so at room temperature. Cooling the micromirror increases both the degree of
entanglement and the frequencies over which it is produced. However, there is no significant
advantage to cooling the micromirror below 4K, for frequencies of 1kHz and above. This
is a result of the thermal noise being pushed well below the quantum back action level, as
shown in figure 4. At about 4K, the logarithmic negativity maximizes at approximately
EN = 0.2 at frequencies above the yaw resonance at 4.3 kHz. Furthermore, the figure shows
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Figure 5.2: Logarithmic negativity measure (EN ) of the two output optical fields as a
function of temperature and frequency. Conveniently, these parameters yield entanglement
at room temperature for a range of frequencies. The sharp drops in EN are due to the
higher order optical spring resonances of the cantilever micromirror (yaw resonance at 4.3
kHz and translation and yaw 54 kHz are the most visible). Top and bottom most dotted
lines indicate 295K and 4K respectively.
that the predicted entanglement closely follows the results of the ponderomotive squeezing
experiment, which also maximized at a frequency of about 20 kHz at room temperature [23].
More promise for this method is inspired by the results displayed in figure 5.3. Even
when realistic noise and losses are considered the entanglement persists. Lower losses
also aid the entangler; figure 5.3 shows the entanglement increases as loss decreases. The
behavior of the classical to quantum noise ratio well follows that of the entanglement at all
temperatures.
To maximize entanglement we consider changing the optomechanical cavity length.
Figure 5.4 shows the dependence between cavity length and EN . Together figures 5.4 and
5.5 pertain to the fundamental concepts behind optomechanical entanglement generation.
The cavity length changes due to the input laser power. This has quantum fluctuations
due to the Heisenberg uncertainty principle. This creates a fundamental uncertainty in
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Figure 5.3: EN vs Loss and frequency at room temperature. Encircled black region denotes
absolute zero logarithmic negativity. For small changes in loss the maximum EN is relatively
constant. The three higher order harmonics are all visible here: yaw,ya-transverse, rolltransverse. The yellow line indicates current experimental losses.
the overall cavity length, which in turn strongly effects the properties of the output light.
This technique manipulates quantum radiation pressure noise into an entanglement source.
When this noise is greater than the classical noise, in this case thermal noise, the entanglement should thrive; figure 5.5 confirms this. Furthermore, entanglement will be limited if
the cavity length fluctuations are too small relative to the overall cavity length. Moreover,
the dampening effects become more dominant as the cavity length increases thus widening
the resonances that destroy entanglement as shown in figure 5.4.
We would like to quantify how difficult it is to experimentally verify the existence of
the simulated entanglement. We simulate a noisy variance matrix measurement by creating
a set of variance matrices normally distributed about the initial output variance matrix at
each frequency. (While we shall only show the experiments noise sensitivity as a function
of Gaussian spread and frequency, it is possible to vary any of the parameters in the table
for the noise analysis) The resulting entanglement uncertainties are plotted in figure 5.6.
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Figure 5.4: Logarithmic negativity versus the cavity length for different ambient temperatures at 20kHz. No benefit to entanglement generation will be seen when cooling below 4K
(unless operating at the cantilever’s higher harmonic frequencies). Furthermore, cooling
below 1K avoids losses to entanglement due to harmonic effects the cavity length effects on
the entanglement (the drop at 10cm) are present at all temperatures. Entanglement does
not improve at cavity lengths shorter than 1mm.
With measurement certainty on the order of 1% the output noise in the measurement is
several times that of the expected maximum entanglement. When measuring at or near
the peak EN frequency, the double homodyne precision must be on the order of 0.1%.
5.3

Simulating the optomechanics
This project’s simulations required a mathematical framework (we refer to as the

adapted two-photon framework) that developed from the two-photon formalism by Caves
and Schumaker. This approach solves for the propagating fields in an interferometer via
the input-output equations that pertain to each constituent optic in the interferometer.
These methods are described in detail in the reference [22]. Here we give a more abstract
overview of the process.
Let â equal a column vector of sideband annihilation operators in the adapted two-
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Figure 5.5: The ratio of quantum to thermal noises in the system (see appendix for calculation). The Logarithmic negativity result at room temperature (295K) has been included
to show agreement.The early decrease of the EN with respect to the noise ratio is due
to losses. While this confirms our hypothesis about the quantum radiation pressure noise
working in opposition to the thermal noises to yield entanglement, in conjunction with our
other results it also shows that such an entanglement generation technique heavily relies
on the other experimental parameters as well.
photon formalism specific to our considered experimental setup in fig. 5.1 [22]. For our
specific experimental setup there is a corresponding matrix M such that the following is
true for each particular parameter configuration ξ:


M (1, 62)
 M (1, 1)


. .

M â = 

. .


M (62, 1)
M (62, 62)





  â1 


 . 



 = û ,
 . 




â62

(5.2)

such that û = v̂0 + l̂0 ;

(5.3)

where v̂0 and l̂0 are column vectors corresponding to vacuum and input laser sidebands.
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Figure 5.6: The effects of Gaussian noise in the double homodyne measurement in the
resulting negativity. This was done by creating a normal distribution of variance matrices
and calculating the standard deviation. Due to the numeric instabilities in the entanglement measure, entanglement verification requires high precision measurement of the output
quadratures (about 0.1%) (67% confidence interval); the logarithmic negativity is highly
sensitive to Gaussian noise. The grey shaded region denotes the uncertainty in the output
entanglement. All parameters for this calculation match those in the table previous.
Furthermore, elements of the vector â are the annihilation operators for the sidebands with
out vacuum noises and laser input. In figure 5.7, the noiseless sidebands are named the
critical sidebands. As is explained in the figure, calculating the fields and the homodyne
measurement simulation requires the inversion of a 62×62 matrix. This is one of the
differences between the traditional Quantum Langevin approach and the two-photon reformalism approach. The two-photon methods allows for the development of more robust
programs. These programs are more intuitive when including losses, noises, and changes
to the experimental apparatus in the computations.
5.3.1

Noise ratio calculation

This technique solves for all fields in the optical apparatus, so it is convenient for our
calculation for the quantum to thermal noise ratio as well. To begin we assume that the only
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Figure 5.7: The program calculates the transformation matrix for the sideband operators
(âj ).Since there are 15 fields with each having an upper and lower annihilation operator for
a single field input the program calculates (considering losses and input noises) and inverts
a 30 +2 by 30 +2 transformation matrix. For the two input fields case the matrix is 60 +
2 by 60 + 2
significant thermal noise source is in the variance of the µmirror’s expected position. Next,
we sum the total quadrature noise directly from the homodyne detection; then, divide by
the thermal noise’s contribution to the double homodyne noise detection. Mathematically,

QN =

total input quantum noise measured
;
total thermal noise measured

(5.4)

for a single coherent input this can be written in the same terms used in figure 5.7. To
begin let there be two vectors u and v such that the elements of u are the matrix elements
M −1 (19, 1), M −1 (19, 6), and all other elements in between in the same row (in MATLAB
v = M −1 (19, 1 : 6)); and where v are likewise but in between the elements M −1 (X, 1),
M −1 (X, 6). Then,
s
QN =

|L(u)|2 + |L(v)|2 + |M −1 (19, 13)|2 + |M −1 (19, 14)|2
,
λ|M −1 (X, X)|2

(5.5)

where L takes the vector and assigns a function to the proper elements that correctly
accounts for losses (in other words it multiplies elements that correspond to the fields a2
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Figure 5.8: All other parameters match the table. Due to the entanglement measure we
see non-Gaussian noise output in certain frequency and temperature combinations.
and a3 by

l
1−l

where l is the Loss parameter in table 5.1). The result of this calculation

for each sideband frequency graphed in figure 5.5
5.3.2

Gaussian noise and the logarithmic negativity

Logarithmic negativity cannot be less than zero. So ensembles with high separability
have the same EN as those with lower separability as long as their η− values are less than
zero (see Chapter 3). Figure 5.8 shows how this effects Gaussian noise analysis. Injecting
Gaussian noise into our simulated dual homodyne apparatus we often found non-Gaussian
statistics in the measurements of EN .
5.4

Project conclusions
All optical circuits and devices are subject to quantum radiation pressure effects. These

effects correlate incident light; which implies potential for new entanglement devices. The
effects are strong enough to be manipulated into generating bipartite optical entanglement. Moreover, this entanglement persists at room temperature with realistic losses, stable optical spring detunings, and accessible circulating powers. With experimentally stable
parameters, we predict a maximum logarithmic negativity of EN = 0.2; while considering
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105

parameters close to reported experiments yields average logarithmic negativity of EN = 0.3
(with about 1% measurement certainty) which agrees with the results reported there [9].
Furthermore, we found that entanglement is highly temperature dependent. While lowering losses could enhance entanglement, we have shown that the current loss levels still
allow for entanglement. Although, predicted entanglement persists despite realistic noise
and higher mode considerations, the sensitivity of the system to Gaussian noises presents
a significant challenge to experimental realizations. Further optimization may be required
to achieve accessible entanglement output.
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Chapter 6
Boosting Optomechanical Entanglement with the Injection
of Squeezed Light
Upon further application of the adapted two-photon formalism, we extend our knowledge of optomechanical cavities as a quantum optical entanglement device [13]. Previous
work computationally demonstrated middling entanglement output when two laser fields
are input. Moreover, the computational and experimental squeezing results are further
evidence of a lack of ”quantumness” in the OMC. We desire a method to enhance these
quantum effects. Amplifying the squeezing effects should enhance its quantum effects. It is
unlikely that the overall increase in usable quantum output, for even a large increase in the
quantum to classical noise ratio, would be marginal; as it was in Chapter 5, where cooling
below T = 4 the increase in the output EN was marginal. OMC could be more useful if
we could enhance these effects; it would also be convenient if these devices could generate much more entanglement. Investigating all options is necessary to grasp the utility of
optomechanical cavities in quantum technologies fully. In a first attempt to amplify these
quantum effects, we consider the room temperature simulations’ results. The project in
Chapter 5 found that the quantum to thermal noise ratio was a good indicator of the OMC’s
”quantumness”. When the ratio was high, entanglement (for dual input) and (for single
input field) squeezing were output. Thus, to increase the quantum effects in the OMC, we
must first need to somehow increase the quantum noise in the cavity. One possibility is to
inject states with higher quantum noise, for example, squeezed states.
6.1

Squeezing
Adding squeezed light in OMC optical circuits has been demonstrated, both theo-

retically and experimentally, to dissipate the negative OM effects that obscure measurements of phase in interferometers, that impede optical cooling of the mechanical oscillator,
etc. [57, 58, 59, 60, 61]. Here, we attempt to use squeezed light to enhance the OM effects. Specifically, we look to increase the output bipartite optical entanglement produced
in the OMC. First, we recall from our previous work that two coherent states input into
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the cavity may yield bipartite entangled optical quantum states. This entanglement is due
to the optomechanical interaction. The quantum fluctuations of the two input beams are
imprinted onto each other since both fields interact with a single mechanical mode. The
interaction Hamiltonian, with the higher-order terms in the mirror’s x quadrature dropped,
is recalled from Chapter 4 as the following:

Hint = −g(n̂1 + n̂2 )X̂µ .

(6.1)

This term also plays a significant role in enhancing the output squeezing when squeezed
light is injected into the OMC.
This enhancement of quantum noise is also what enables these devices to produce
entangled light from coherent inputs. Furthermore, as the squeezed light injection enhances
output squeezing, squeezed inputs also enhance output optomechanical entanglement.
6.1.1

Squeezed coherent input

We predicted enhanced response and increased optomechanical cavity effectiveness
when the input states are squeezed coherent light.
Let us assume we have included in out table top system a black box single-mode
squeezer. Our input state is then written as follows:

|ξA , αA i1 = Ŝ1 (ξA )D̂1 (αA ) |0i1 .

(6.2)

Considering the interaction Hamiltonian above, we can calculate the time propagation
of the squeezing in the intracavity quantum state via Heisenberg’s quantum equation of
motion [62].
In the single-mode simulations, we find that the optomechanical cavity can enhance
the single-mode squeezing strength. This effect is seen mathematically from the following
commutator (for the common first order approximation in phonon position quadrature
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calibrated squeezing (dB)
calibrated squeezing (dB)

Figure 6.1: Above are the simulation results from the single single-mode coherent state
input (r = 1.1). Squeezing is present where the output is below 0.
operator X̂µ ):

[Hint , Ŝj (ξ)] = −g Ŝj (2ξ)X̂µ ,

(6.3)

where ξ = reiθ .
6.2

Enhancing output entanglement
The high quantum to thermal noise ratio is a feature of OM cavities with novel output.

A cavity whose intracavity noise is quantum dominate can yield squeezed light or entangled
light with one or two coherent states at inputs. Injecting squeezed light into such a device
will further increase the quantum to thermal noise ratio. Since the quantum to thermal
noise ratio should increase, the squeezed light injection should yield larger output squeezing
for the single input field and higher logarithmic negativity for the two field cases.
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Our input state

|ξA , αA i1 |ξB , αB i2 = S1 (ξA )D1 (αA )S2 (ξB )D2 (αB ) |0i1 |0i2 .

(6.4)

Considering the interaction Hamiltonian of the form,

Hint = g(n̂1 + n̂2 )X̂µ :

(6.5)

we calculate the expected intracavity quantum state via Heisenberg’s quantum equation of
motion.
For ξA = ξB = ξ the following form is found within:

m1 |2ξi1 |ξi2 + m2 |ξi1 |2ξi2

(6.6)

where m1 , and m2 are functions of temperature, squeezing, and miscellaneous experimental
parameters and conditions. More specifically, part of the intracavity field is entangled
only due to the non-zero input squeezing parameter, ξ. Mathematically, writing the time
derivative of the squeezing operators with respect to the full optomechanical coupling;
˙
˙
Ξ̂ = Ŝ1 (ξA )Ŝ2 (ξB ) + Ŝ1 (ξA )Ŝ2 (ξB ) ,
Ξ̂ = (Ŝ1 (2ξA )Ŝ2 (ξB ) + Ŝ1 (ξA )Ŝ2 (2ξB ) − Ŝ1 (ξA ) − Ŝ2 (ξB )) .
6.2.1

(6.7)

Calculating changes in the output entanglement

Since our final output state will host a pure state of the form written in equation 6.7,
the squeezing parameters that yield optimal entanglement are calculable. Next, assume a
pure state |ψi, such that

|ψi = |Ξi = m1 |2ξA i1 |ξB i2 + m2 |ξA i1 |2ξB i2 .
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(6.8)

The above state is a Gaussian state when ξA = ξB ; it is a Gaussian state for most
combinations of ξA and ξB ; its (positive) Wigner function is written, using the wavefunction
from equation 2.22, in the appendix. Then, the density operator becomes the following;

ρ̂ = |ψi hψ| =

(6.9)

|m1 |2 |2ξA i1 |ξB i2 hξB |2 h2ξA |1 +
|m2 |2 |ξA i1 |2ξB i2 h2ξB |2 hξA |1 +
m1 m∗2 |2ξA i1 |ξB i2 h2ξB |2 hξA |1 +
m∗1 m2 |ξA i1 |2ξB i2 hξB |2 h2ξA |1 .

Which inspires the following form of the logarithmic negativity:

EN (ρ) = ln||ρΓB ||1 .

(6.10)

For a complete basis, we use the photon number basis; so we must recall



1 2 1 ∗2 i θ
|α, ξi = (cosh r)
exp − |α| − α e tanh r ×
2
2
∞
X ( 1 ei θ tanh r)n/2
2
√
Hn [γ(ei θ sinh 2r)−1/2 ] |ni .
n!
n=0
−1/2

The method above is an alternative to finding the quadrature covariance matrix; this
may be easier to solve for the entanglement dynamics. First, we note G & K and start
solving for the elements in the covariance matrix for a state (see Chapters 2 and 3). Note
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that the quadrature covariance matrix is of the traditional form


∗

 hX1 X1 i+

 hY1 ∗ X1 i
+

V=
 hX ∗ X i

2
1 +

hY2 ∗ X1 i+
were hu∗ vi+ =

hu∗ v+v ∗ ui
,
2

∗

∗

∗



hX1 Y1 i+ hX1 X2 i+ hX1 Y2 i+ 

hY1 ∗ Y1 i+ hY1 ∗ X2 i+ hY1 ∗ Y2 i+ 


∗
∗
∗
hX2 Y1 i+ hX2 X2 i+ hX2 Y2 i+ 


∗
∗
∗
hY2 Y1 i+ hY2 X2 i+ hY2 Y2 i+

(6.11)

or in block form:




 V11 V12 
V=
.
V21 V22

(6.12)

Using what we know already we can attempt to write the variance matrix by using the
density operator: T r(ρ̂X̂j Ŷk ) = hX̂j Ŷk i.
For the state above, these quadrature operators transform with respect to a squeezing
operator Ŝ; to transform these operators calculate X̂j = Ŝ† X̂j Ŝ. Of the 16 terms in the
covariance matrix, the four diagonal terms are (somewhat) trivial, and six others can be
calculated directly from the remaining six. Therefore, we only need to calculate six terms
to construct the matrix

X̂j X̂k = cosh rj cosh rk X̂j X̂k
+

1
sinh rj sinh rkˆf̃j (eiθj , 1)ˆf̃k (eiθk , 1)
4
1
+ cosh rj sinh rk X̂jˆf̃k (eiθk , 1)
2
1
+ sinh rj cosh rkˆf̃j (eiθj , 1)X̂k ;
2
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(6.13)

and

X̂j Ŷk = cosh rj cosh rk X̂j Ŷk
−

(6.14)

i
sinh rj sinh rkˆf̃j (eiθj , 1)f̂k (eiθk , 1)
4
i
+ cosh rj sinh rk X̂j f̂k (eiθk , 1)
2
i
− sinh rj cosh rkˆf̃j (eiθj , 1)Ŷk ;
2

these are 5 of the 6 required calculations the final one is the following:

Ŷj Ŷk = sinh rj sinh rk Ŷj Ŷk
−

(6.15)

1
sinh rj sinh rk f̂j (eiθj , 1)f̂k (eiθk , 1)
4
i
+ sinh rj sinh rk Ŷj f̂k (eiθk , 1)
2
i
− sinh rj sinh rk f̂j (eiθj , 1)Ŷk ,
2

for j = 1 and k = 2.
Next, we consider these transformed operators acting on a pair of squeezed states with
squeezing parameters ξ1 and ξ2 . After the transformation, the leftover quadratures are the
quadrature operators for a vacuum state (should produce the same overall variance matrix
as the coherent states). Let us begin by writing V11 for the super-ξ state. This is similar
to calculating G for this case in the QL approach (see next section) but with different (or
more specific) squeezing parameters. Thus, V11 is the following (before symmetrization):


hĝ11 i = 

1 4r12
e
2
i
2


i
2

+ 2 sinh 4r1 cos θ1

− sinh 4r1 sin θ1
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1
2

− sinh 4r1 sin θ1

sinh2 2r1 (1 + i sin θ1 )




(6.16)

furthermore,




1 r22
e
2


hĝ22 i = 

i
2

i
2

+ 2 sinh 2r2 cos θ2

sinh2 r2 (1 + i sin θ2 )

1
2

− sinh 2r2 sin θ2

− sinh 2r2 sin θ2


;

(6.17)

where hĝ12 i = 0 and hĜi = hĝi + hð̂i; additionally,






 ĝ11 ĝ12 
ĝ = 

ĝ21 ĝ22



 ð̂11 ð̂12 
ð̂ = 

ð̂21 ð̂22

(6.18)

next,


hð̂11 i = 

1 r12
e
2
i
2


i
2

+ 2 sinh 2r1 cos θ1
− sinh 2r1 sin θ1

1
2

− sinh 2r1 sin θ1
2

sinh r1 (1 + i sin θ1 )




(6.19)

furthermore,


hð̂22 i = 

1 4r22
e
2
i
2


i
2

+ 2 sinh 4r2 cos θ2
1
2

− sinh 4r2 sin θ2

− sinh 4r2 sin θ2

sinh2 2r2 (1 + i sin θ2 )


.

(6.20)

The process written above follows X̂j = Ŝ† X̂j Ŝ which, in Heisenberg picture, is essentially rewritten using commutator relations as X̂j => Ŝ† ŜÔj ; where Ôj is some arbitrary
operator that is yielded from the commutation of X̂j with Ŝj [44]. However, when trying
to measure the entanglement of the super ξ state one must calculate terms such as X̂j X̂k
to write the super-ξ covariance matrix.These terms are equal to Ŝ†m X̂j X̂k Ŝn , where m and
n indicate the two squeezing parameters, are dependent on two different squeezing parameters when m 6= n. Details of this calculation are in appendix. Those calculations show
for ζ = 2ξ that Ŝ† (ζ)Ŝ(ξ) = Ŝ(2ξ)† , effectively multiplying affected variance matrices by
1
.
cosh 2r

Ultimately, we end up with a sum of 4 matrices as our unsymmetrized variance matrix.(
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for the ξA = 2ξB = 2ξ case); M̂11 1̂ + M̂22 1̂ + M̂12

1
cosh 2r

+ M̂21

1
.
cosh 2r

The following

alternative approach provides more insight into the four terms here.
an alternate approach
The approach above is precarious in notation and handling of the complications due
to the squeezing amplifications. Below is a more formal yet hopefully equivalent methodology. The goal in this section is to calculate the terms in the quadrature variance matrix.
To begin, let Ôj (θ1 ) represent some arbitrary quadrature operator of the j th mode with
quadrature angle θ1 ; then, any arbitrary covariance matrix element is the following:
Ṽjk = Ŝ†1 (s11 ξ1 )Ŝ†2 (s12 ξ2 )Ôj (θj )Ôk (θk )Ŝ1 (s21 ξ1 )Ŝ2 (s22 ξ2 ) ,

(6.21)

(i)

where Ṽjk is an element of one of the unsymmetrized variance matrix that sum to the
P
unsymmetrized variance matrix V (V = 4i=1 V(i) ) before taking the expectation values;
the superscript i is ignored for now. Due to the lack of commutators between different
modes, this element can be written as

Ṽjk =

Y

Ŝ†` (s`1 ξ` )Ô` (θ` )Ŝ` (s`2 ξ` ) .

(6.22)

`

Next, depending on θ` the quadrature operator Ô can be either X̂ or Ŷ, so to solve
our covariance matrix we need to calculate Ŝ†` (s`1 ξ` )X̂` Ŝ` (s`2 ξ` ) and Ŝ†` (s`1 ξ` )Ŷ` Ŝ` (s`2 ξ` ).

Ŝ†` (s`1 ξ` )Ŝ` (s`2 ξ` )Ŝ†` (s`2 ξ` )X̂` Ŝ` (s`2 ξ` ) = Ŝ†` (s`1 ξ` )Ŝ` (s`2 ξ` )γ̂x (s`2 ξ` ) ,

(6.23)

where γ̂x (s`2 ξ` ) = 21 [(cosh s`2 r` − eiθ` sinh s`2 r` )â† + (cosh s`2 r` − e−iθ` sinh s`2 r` )â]. In this work
the terms sm
` are ether 1 or 2. Following the calculation in Appendix A.1 , eqn 6.23 becomes
Ŝ†` ((s`1 − s`2 )ξ` )γ̂x (s`2 ξ` )
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(6.24)

† `
`
(when we restrict sm
` to 1 or 2); likewise for Ŝ` (s1 ξ` )Ŷ` Ŝ` (s2 ξ` ) we have

Ŝ†` (s`1 ξ` )Ŷ` Ŝ` (s`2 ξ` ) = Ŝ†` ((s`1 − s`2 )ξ` )γ̂y (s`2 ξ` )

(6.25)

and γ̂y (s`2 ξ` ) = 2i [(cosh s`2 r` +eiθ` sinh s`2 r` )â† −(cosh s`2 r` +e−iθ` sinh s`2 r` )â]. A more general
form would be Ŝ†` (ξ1` )Ŷ` Ŝ` (ξ2` ) = Ŝ†` (ξ1` − ξ2` )γ̂y (s`2 ξ` ). Ether way the difference between
the two squeezing parameters ,ξ1` − ξ2` , should be known to expedite the calculation in the
appendix Appendix A.1.
6.2.2

Squeezed input with the QL method

The Quantum Langevin method allows for the same setup as the initial unsqueezed
OM entanglement cases. All that changes are the input noises. Since the coupling matrix
does not change for lossless squeezing, we only need to consider alterations to the input
noise spectra hGi. For this calculation, we lean heavily on the results of the transformed
quadrature operators above. Mathematically, each element of the noise matrix is a term of
similar form to hX̂j Ŷk iα1 α2 ; so we write them here

hX̂j Ŷk iαj αk = hcosh rj cosh rk X̂j X̂k
+

(6.26)

1
sinh rj sinh rkˆf̃j (eiθj , 1)ˆf̃k (eiθk , 1)
4
1
+ cosh rj sinh rk X̂jˆf̃k (eiθk , 1)
2
1
+ sinh rj cosh rkˆf̃j (eiθj , 1)X̂k iαj αk
2

assuming we can average with respect to 01 02 instead of α1 α2 we note: X̂ |0i = 1/2 |1i,
ˆf̃ (u, 1) |0i = u |1i = f̂ (u, 1) |0i.
For single-mode correlations, the intra-mode quadratures are non-zero, yet the inter-
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modes are zero; thus,
1
sinh rj sinh rkˆf̃j (eiθj , 1)ˆf̃k (eiθk , 1)
4
1
1
ˆ
iθk
+ cosh rj sinh rk X̂j f̃k (e , 1) + sinh rj cosh rkˆf̃j (eiθj , 1)X̂k )i00
2
2
1
2
2
= h(cosh rj X̂j i00 + h sinh2 rjˆf̃j† (eiθj , 1)ˆf̃k (eiθk , 1)i00
4
1
1
ˆ
iθj
+ h cosh rj sinh rj X̂j f̃j (e , 1)i00 + h sinh rj cosh rjˆf̃j (eiθj , 1)X̂j )i00
2
2
1
1
1
2
2
= 1/4 cosh rj + sinh rj + cosh rj sinh rj eiθj + sinh rj cosh rj e−iθj
4
2
2
1
2
2
= (cosh rj + sinh rj ) + sinh 2rj (cos θj )
4
1 2
= er + sinh 2rj (cos θj ) .
4
hX̂j X̂k i00 = hδjk (cosh rj cosh rk X̂j X̂k +

(6.27)

(6.28)

(6.29)
(6.30)
(6.31)

Next,
i
sinh rj sinh rkˆf̃j (eiθj , 1)f̂k (eiθk , 1)
4
i
i
+ cosh rj sinh rk X̂j f̂k (eiθk , 1) − sinh rj cosh rkˆf̃j (eiθj , 1)Ŷk i00
2
2
i
i
i
2
2
= cosh rj i/4 − sinh rj + cosh rj sinh rj eiθj − sinh rj cosh rj e−iθj
4
4
4
i
1
=
− sinh 2rj sin θj ;
4
2
hX̂j Ŷk i00 = hcosh rj cosh rk X̂j Ŷk −

(6.32)

(6.33)
(6.34)

and lastly,
1
sinh rj sinh rj f̂j (eiθj , 1)f̂j (eiθj , 1)
4
i
i
+ sinh rj sinh rj Ŷj f̂j (eiθj , 1) − sinh rj sinh rj f̂j (eiθj , 1)Ŷj i00
2
2
1
= sinh rj sinh rj 1/4 − sinh rj sinh rj (−1)
4
i
i iθj
i
i
+ sinh rj sinh rj (− e ) − sinh rj sinh rj (− e−iθj )
2
2
2
2
1
1
= sinh2 rj + ( )(sinh2 rj )(2i sin θj )
2
4
1
= sinh2 rj (1 + i sin θj )
2

hŶj Ŷk i00 = hsinh rj sinh rj Ŷj Ŷj −
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(6.35)

(6.36)

(6.37)
(6.38)

The first optical sub-matrix for the correlation spectra for squeezed coherent state input
is the following:



hĜi = 

1 r12
e
2
i
2


i
2

+ 2 sinh 2r1 cos θ1
− sinh 2r1 sin θ1

1
2

− sinh 2r1 sin θ1

sinh2 rj (1 + i sin θj )

(6.39)




Since the coupling matrix does not change when adding the lossless squeezing, we only
need to consider alterations to the input noise spectra hGi. The optical only elements for
the correlation spectra for squeezed coherent state input are the following

hGi =


A21 α+B12 α∗2 +A1 B1 (2|α|2 +1)

2

 i(B 2 α∗2 −A2 α2 +A1 B1 )−1
1
 − 1

2


0


0

i(B12 α∗2 −A21 α2 +A1 B1 )−1
2

0

−A21 α−B12 α∗2 +A1 B1 (2|α|2 +1)−1
2

0

0

0

A22 α+B22 α∗2 +A2 B2 (2|α|2 +1)
2

i(B22 α∗2 −A22 α2 +A2 B2 )−1
2

0

−

i(B22 α∗2 −A22 α2 +A2 B2 )−1
2

0

−A22 α−B22 α∗2 +A2 B2 (2|α|2 +1)
2

where Aj = cosh rj − e−iθj sinh rj and Bj = cosh rj − eiθj sinh rj .
The simulations correspond to the theoretical calculations. The figure (6.3) shows that
the super-ξ state creates entanglement that is periodic in the squeezing angles (with the two
angles sharing the same periodicity in EN ). Since the simulation results more so consider
the realistic output from an experimental apparatus, the results plotted in figure 6.2 more
so correspond to the expected behavior of the output entanglement.
6.2.3

Single 2-mode squeezed input

We expect that the cavity would have a similar effect on two-mode squeezed displaced
states. Figure 6.4 confirms this hypothesis. The cavity, with a particular combination of
input squeezing parameters, outputs completely disentangled light. It appears to act as a
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(6.40)










Figure 6.2: The simulation shows the same two-mode periodicity due to the dependence
on two squeezing angles. This dependence is consistent with our presented theoretical
results of the super-ξ state. The maximum output EN is about unity and is the same
for 2 one-mode squeezed and 1 two-mode squeezed input cases. For this simulation the
squeezing strengths are r1 = r2 = 0.8, and the temperature is set to 4K, see table 6.1 for
other parameters used. The maxima occur when input squeezing angles are odd integer
multiples of π/2 and minima at even integer multiples of π/2.Interestingly, the maximum
EN for r1 = r2 = 0.5 is EN ≈ 6.5, only slightly lower than the r1 = r2 = 0.8 case
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EN in arbitrary units

EN in arbitrary units

-π

0

π
-π

0

π

Figure 6.3: Above is a qualitative plot of logarithmic negativity of a super-ξ state as a
function of the common squeezing angle, θ1 = θ2 on the left and the logarithmic negativity
of the state calculated from the quantum Langevin equations. This result shows that these
states boost the entanglement in the same regions as those in the computational results.
The double-angle dependence has been removed to better compare to the simulation results.
The discrepancies in the theoretical calculations and the simulations are likely from the
entanglement measure. The logarithmic negativity is not necessarily monotonic for nonGaussian continuous variable states, and the super-ξ state is non-Gaussian for some cases
where the input squeezing angles are not equal(see Appendix-A.5). The entanglement
boosts in the figure affirms the production of the super-ξ states within the optomechanical
cavity. Despite a drastic difference in parameters, the maxima in EN boosting are still at
the same relative input squeezing angle and periodicity (integer multiples of π).
detangler for displaced two-mode squeezed states. The entanglement enhancement effects
are also limited to about EN = 1.
6.3

OMC device efficacy
Optomechanical cavity-based entanglement generating devices with unsqueezed coher-

ent state input yields output entanglement. However, it is not efficient enough to rival
two-mode squeezed vacuum entanglement generation methods. The next step is considering light that has some squeezing before inputting into the OMC. The sections above show
much higher output entanglement, yet these yields are not competitive for strong squeezing. The disparaging entanglement yields are clear from comparing figure 6.7 to figure 3.2.
However, in the squeezing strength range of r = 0 to r = 0.2, there is some advantage in the
OMC methods over the traditional methods of optical entanglement generation (see figure
6.7). The OMC method always outputs at least some entanglement, unlike the two-mode
squeezing methods, which see an output EN of zero for r > 0.4.
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Figure 6.4: Above are the results of the two-mode squeezed coherent input. Each plot is
of the same results over different input squeezing parameters. The output EN is strongly
dependent on the input squeezing angle. Output entanglement peaks (EN = 1) at integer
multiples of π with a squeezing strength of about 2. Temperature is set to 4K, and the rest
of the parameters follow table 6.1. The color scale is rest for the plot encircled in black.
The grey boxed plot shows that the peak in output EN is asymptotic in input squeezing
strength r.
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T
=4K

T
=295K

Figure 6.5: Above plots correspond to the dual single-mode squeezed input case with
r1 = r2 = 0.8. In the previous chapter, the quantum to thermal noise ratio greatly
determined the cavity’s entanglement output. Here this still holds, but the overall increase
in entanglement is much less than when unsqueezed coherent light is input (see figure 5.5).
In the two plots, the quantum to thermal noise ratio is maximum at the squeeze angles
where output entanglement is maximum (at about (nπ/2, nπ/2) where n an arbitrary
integer); seemingly, in direct contradiction to the results from our last project. However,
note the boosted quantum noise in the injected field. Then, the quantum to thermal
noise ratio is always above unity. Thus the output bipartite entanglement could occur
at any squeezing angle. What this plot likely hints at is the tripartite optomechanical
entanglement (between the two propagation optical modes and the mechanical oscillator)
at the maximum ratio squeezing angles combination.
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Figure 6.6: This is a plot of the entangled pairs per mode versus the input squeezing
strength and temperature for two single-mode squeezed inputs. The squeezing angles are
set to yield a maximum EN (see appendix for two single-mode squeezed squeezing angles
plot for lab parameter space), and the other parameters are represented in table 5.1. A
notable feature is the maximum entanglement here is at T=1K (which is trivial) and when
r ≈ 0.5. These results hint that OMC may have even more possible applications versus
conventional methods at low input squeezing strength.
However, while these advantages will vary with system parameters, the overall benefit
to entanglement is slight. This benefit to entanglement is seemingly in contrast to the large
increase in the quantum noise (see figure 6.5). The expectation is that the quantum noise
drives (or is an indicator of) the optomechanical entanglement. Figure 6.5 shows large
quantum variances that are at most two orders of magnitude higher than the unsqueezed
input variances (figure 5.5), yet the output entanglement is only weakly boosted.
Entanglement production efficiency output by these devices is low. Even with cryogenics, squeezed light input, and ultra-low losses (here, this means losses two order of
magnitude below current laboratory operations), the maximum output EN is about unity.
There should be some applications that can take advantage of this specific system’s broadband capabilities (table 5.1) . In the paper by Deng et al., the number of entangled pairs
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Figure 6.7: In this figure, entanglement at peak squeezing angles odd integer multiples of
π/2 and π/2 versus squeezing strength. This calculation is done using the LSU parameter
set, except temperature is set to 4 K (see table 5.1). These results can be compared to
figure 3.2 to see efficacy arguments at small squeezing where the methods described for
figure 3.2 yield EN = 0.
per second that these systems overall output per second is EN T where [63],

EN T

1
=
2π

Z

∞

EN (Ω)dΩ .

(6.41)

0

We can consider all output sideband frequencies for some applications when comparing
the entanglement output (see appendix for frequency-dependent plots with squeezed light
injection into the OMC). Another factor that directly affects the output entanglement is the
mechanical oscillator temperature. This variable is difficult (and expensive) to control and
is not an issue with non-optomechanical entanglement methods. With this in mind consider
figure 6.6. Which plots the integral’s result versus input squeezing strength and mechanical
oscillator temperature. Surprisingly, the actual output bipartite optical entanglement rate
peaks at r1 = r2 = 0.5.
The squeezing enhancement results show slight promise for future utility. In section
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Figure 6.8: Another look at the squeezing results from the single-mode input simulations
(similar to figure 6.1). Here input squeezing strength is r = 0.5. The overall squeezing
is much greater for squeezed input than for an unsqueezed coherent state. This would be
an interesting mode of application for these devices if the output squeezing limitations can
be overcome. For increasing input squeezing strength, preliminary results show that the
marginal output is squeezing decreases.
6.1.1, it appears OMC-based device could be designed to output squeezing on the order of
2N r where N is the number of OM cavities (in series) (see equation 6.3) and r is the input
squeezing strength. This application is most likely limited to small input squeezing only
r < 0.4. Our current results show limited output squeezing for increasing input squeezing
strength. More study is necessary to determine feasibility even for the small squeezing
applications.
OMC devices could have useful applications in entanglement swapping [24]. The most
exciting platform for examining the entanglement swapping applications is that of nonGaussian inputs here; we can more easily study Gaussian inputs, so we include entanglement output results from two two-mode squeezed coherent inputs though these results are
preliminary, they are included in the subsequent chapter.
Future application investigations should include quantum network/internet-related ap-
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Cavity
Black
box
squeezer
𝑆(𝜉 )𝑆(𝜉 )

X
P

Vacuum and Loss vectors
Critical sideband vectors
(determine dimensionality)
Micromirror X and P quadratures

Figure 6.9: This diagram depicts the main calculation in the simulation. The functionality
is the same as figure 5.7 but with a lossless black box squeezer that adds two additional
fields to the calculation. This diagram best describes the two single-mode squeezed coherent
state input scenario, yet the two-mode squeezing case is the same but without the field a−1
and only one squeezing parameter ξ.
plications (like entanglement swapping), non-Gaussian input applications, and quantum
noise-based metrology devices.
6.4

Computational methods
Most of the computational framework from our previous project was preserved for this

work. Ultimately, the edits where just the addition of the matrix S and the addition of 1-2
quadrature fields (in figure 6.9 these fields are a0 and a−1 ). Here the matrix S describes
how the sideband operators transform due to single-mode squeezing





sin 2θ sinh r
 cos 2θ sinh r + cosh r

S (r, θ) = 
.
sin 2θ sinh r
cosh r − cos 2θ sinh(r)

(6.42)

Changing the parameter space has a strong effect on the results. For our two-photon
formalism-based calculations, two-parameter spaces were considered. The first we shall
call P1 is a parameter space loosely based on the laboratory parameter listed in a recent
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experimental work where observed OM entanglement from an oscillating silicon membranebased OMC (see table 6.1) [9]. These parameters gave very stable calculations and led to
quick, sensible results. The other parameter space we consider is stable in the optics
laboratory at LSU, and that is the same parameter space as listed in the previous chapter
(see table 5.1). This space more accurately depicts experimental results, yet they do not
stray far from the results from the P1 parameter space. Simulating with this parameter
space presented significant challenges due to numerical instabilities and the non-Gaussian
nature of the entanglement measure EN (see figure 5.8).
Table 6.1: This table is a set of variable simulation parameters and a stable configuration
that yield non-zero entanglement. Since losses were not quantified directly in the reference,
the Loss value was set equal to our other parameter space yet relative to the new cavity
parameters(reflection and transmission).
Ultra-stable parameter set P
Parameter
Notation Stable and EN 6= 0
Temperature
T
4K
Input carrier power
P1
0.01W
Input subcarrier power
P2
0.01W
Loss
Ls
10−10
Carrier detuning
d1
−0.22
Subcarrier detuning
d2
−0.25
Quality factor
Q
1.9 × 109
Cavity Length
Ln
0.001m
Figure 6.10 shows the detunings for the P1 parameter space yield maximum output
entanglement. While figure 3.2 shows the marginal return and limits to higher entanglement
yields versus input squeezing. The marginal return is likely due to the optical cavities
parameters causing the entangling effects to compete with the detangling effects. (seen in
the EN = 0 portions of the plots in figures 6.2, 6.3, and 6.4).
The flexibility of the two-photon formalism allows for the full simulation of homodyne
measurements of the sideband quadratures. Such flexibility creates a robust platform for
understanding how the output entanglement and quantum noise are affected by laboratory
complications and loss parameters.
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Figure 6.10: In these simulation results, the optimal detunings appear well within the
regions of optical spring stability (see reference [64]). For the other calculations in this
parameter space, the detunings are set to yield optimal entanglement. Furthermore, our
calculations also show that the referenced work was operating at the optimal detuning to
yield OM entanglement [9].
6.5

Project conclusions
Entanglement and squeezing are valuable quantum resources in quantum technologies

such as quantum sensing, computing, and networking. The optomechanical cavity’s properties make it an attractive prospect for studying new means of producing squeezed light
and entangled light. However, generating entanglement via squeezed light injection into
OMCs will likely not be a competitive method for producing entanglement from singlemode squeezed Gaussian states. At an input squeezing strength of r = 1 the output
entanglement from the simulated OMC, entanglement circuit yielded EN ≈ 0.8 at squeeze
angles of about π in each input arm. This is the case for both the ultra-stable parameter
space and the laboratory parameter space. If one applied these squeezed coherent fields
to a beam splitter, the output entanglement would yield EN > 3. Although these devices
yield competitive entangling rates for low input squeezing, the yields are barely higher than
the unsqueezed results.
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Chapter 7
Further Extensions of Squeezed Light Injection into OMC’s
In the case of two single-mode squeezed coherent input states input into on optomechanical cavity, the output entanglement varied with the input squeezing angle (see figure 6.2).
Naively, one could assume that the boost in input quantum noise could be modulated in
some way to resonate with the harmonic nature of the OMC. To investigate this hypothesis,
we replace the input squeezing angle with a function of squeezing frequency and time.
7.1

Rotating Squeeze angle
The position of the cavity endmirror X̂µ has a fundamental uncertainty (Heisenberg’s

uncertainty), amplified by the uncertainty in the amplitude of the injected coherent field.
This OM interaction drives the quantum processes in the cavity. Injecting light with more
quantum noise amplifies the quantum effects of the OMC (see chapter 6). However, figure 6.2 shows that it is not strictly amplitude or strictly phase squeezed light that generates
peak output entanglement. Since we already have a well-established computational model
of this system, we can explore these phenomena by merely creating a virtual experiment.
What would occur if the injected light’s squeezing angle rotated at a frequency comparable
to the mechanical oscillator frequency? Perhaps there exists some frequency in squeeze angle where the uncertainty fluctuations could induce a position uncertainty frequency that
could then resonate with at least one of the intracavity field fluctuation frequencies.
When, θ− > βt + δ0 , and we Fourier transform to the sideband frequency Ω; the
squeezing quadrature matrix becomes the following:

pπ

s(r, β, δ0 ) = 

2

−2iδ0

pπ

−2iδ0



δ(Ω − 2β)e
sinh(r) + cosh(r)
i 2 δ(Ω − 2β)e
sinh(r)

 . (7.1)
pπ
p
i 2 δ(Ω − 2β)e−2iδ0 sinh(r)
cosh(r) − π2 δ(Ω − 2β)e−2iδ0 sinh(r)

The hypothesis fails due to the squeezing matrix’s independence relative to the squeezing
˙
angle frequency from this form alone. From, Heisenberg’s equation (Â = ~i [H, Â] + ( ∂∂tÂ )H )
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Figure 7.1: The plot is the results from the rotating squeezing angle simulation. When
varying r from 0 to 1 for the two single-mode squeezed states and oscillator temperature
T = 4K, simulation results show output entanglement only falls from such complications
in the squeezing. Additionally, the transformation to a time-varying squeezing angle has
eliminated the OM entanglement’s angle dependence. This angle-dependency is not replaced with squeeze angle frequency dependence except near Ω = ±2β. Moreover, at the
harmonic frequency (Ω = ±2β) the entanglement is zero. Similar to the higher order mode
frequency behaivor.
we can predict the effect of the new time dependent squeezing operation:

[Hint , Ŝj (ξ)] = (g f̂ (ξ, 2)Ŝj (2ξ) − iβ(ξ ∗ â2 + ξâ†2 ))

X
k

7.2

(−1)k

(X̂µ − 1)k
,
k!

(7.2)

Dual two-mode squeezed input
Previously, we addressed the applicability of optomechanical cavities as entanglement

generators. However, we have yet to mention the entanglement swapping capabilities. The
three-wave mixing in the OM interaction Hamiltonian makes OMCs a legitimate candidate
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Figure 7.2: This simulation was done at T = 4K. The two input fields were both two−mode
squeezed. The modes 1 and 2 were entangled intially, as is were modes 3 and 4. These
results are somewhat preliminary and may require further investigation.
for further attention as a prospect for developing viable entanglement swap devices, particularly for continuous-variable applications. Figure 7.2 contains the simulation results
for the pair of two-mode squeezed coherent states introduced into an OMC. The result is
squeezing angle dependent entanglement swapping. In this simulation, there are four independent intracavity optical modes. Consequentially, our program for this scenario requires
the diagonalization of a 126 by 126 matrix. The increase in dimension dramatically increases the programs’ overall complexity since the original entanglement applications only
required the diagonalization of 66 by 66 matrices per parameter configuration. Initially,
modes 1 and 2 are entangled, and modes 3 and 4 are entangled. The output results show
that this initial entanglement somewhat persists. However, the OMC still appears to swap
some of the entangled modes, yielding more robust entanglement between modes 2 and 3
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output than any other bipartite combination.
These results seem to suggest that OMC’s could be utilized as continuous variable
entanglement swapping devices.
7.3

Future work: networks of optomechanical cavities
Deployment of OMCs in some quantum networks will require firm comprehension of the

behavior of networks of OCMs with an arbitrary number of optical input fields. Furthermore, optomechanical cavities may have further applications when integrated into devices
as a series or in parallel. In this section, we take the first small steps to studying such systems in theory. Here we assume all OMC’s are cantilever movable endmirror type OMCs.
somewhere cite [65, 66, 67].
7.3.1

Parallel

To investigate these applications we start from a more general Hamiltonian:

H = H0 + Hd + Hint .

(7.3)

In the above equation H0 is the sum of the Hamiltonians of the free photons and the
mechanical oscillators in the network of OMC’s, and Hd is the sum of the driving Hamiltonians; likewise for Hint which is the sum of the interaction Hamiltonians. Perhaps the
most important of the three is the interaction term:

Hint =

M
N
X

gjk n̂j u(x̂k ) ,

(7.4)

j k

for M photon fields and N phonon fields (mechanical oscillators). For circuits with multiple
OM oscillators it may be necessary to consider higher order effects so instead of just the
linear term in x̂ we include the entire series expansion which we write as u(x̂).
Since the entanglement effect on unsqueezed input states is relatively weak we shall
only examine squeezed input cases. Next, we calculate the commutator of Ŝ with the
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Input light
source

Figure 7.3: Cartoon of two OMCs configured in parallel.

Input light
source

Figure 7.4: Cartoon of two OMCs configured in series.
interaction Hamiltonian:

[Ŝj , Hint ] =

X

[Ŝj , gkl n̂k u(x̂l )].

(7.5)

j k l

Ignoring the sum for now:

[Ŝj , gkl n̂k u(x̂l )] = gkl [Ŝj , n̂k ] u(x̂l ) = gkl [Ŝj , n̂k ] u(x̂l )δjk

(7.6)

= Ŝj (n̂k − σ̂k† âk + σ̂k âk − σ̂k† σ̂k )gkl u(x̂l )δjk .

(7.7)

Thus when considering the full sum we can write

7.3.2

Series

[Ŝj (ξj ), Hint ] =

X

gjk u(x̂k ) 2f̂2 (ξj )Ŝj (2ξj ).

(7.8)

j k

From the OM squeezing results in previous work, as well as the results displayed in
figure 6.1 one could infer great applications for OMC squeezing and entanglement devices
when arranged in series.
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Appendix A
Miscellaneous Calculations
A.1

Calculation 1

In this section we note the steps to calculate the expected value of Ŝ† (ξ)Ŝ(ζ). Before
we begin we note that Ŝ† (ξ)Ŝ(ζ) = 1̂ when ξ = ζ and Ŝ† (ζ)Ŝ(ξ) = Ŝ(ζ) when ξ = 2ζ (will
be shown in the following notes). Let’s begin with the following:
Ŝ† (ξ)Ŝ(ζ) = e−ξ

∗ â2 +ξâ†2

eζ

∗ â2 −ζ â†2

(A.1)

Using the Baker-Campbell-Hausdroff (BCH) formula we can write this product as follows
(note: A = −ξ ∗ â2 + ξâ†2 and B = ζ ∗ â2 − ζ â†2 ):
h
i
†
−ξ ∗ â2 +ξâ†2 ζ ∗ â2 −ζ â†2
∗
∗ 2
†2
Ŝ (ξ)Ŝ(ζ) = e
e
= exp (−ξ + ζ )â + (ξ − ζ)â + Ẑ ,
(A.2)
1
1
where Ẑ = 21 k̂0 + 12
([f̂2 (−ξ), k̂0 ] − 12
[f̂2 (ζ), k̂0 ]) + ...; and where k̂0 = 21 [−ξ ∗ â2 + ξâ†2 , ζ ∗ â2 −
ζ â†2 ].

k̂0 = [ξâ†2 − ξ ∗ â2 , ζ ∗ â2 − ζ â†2 ]
= [ξâ†2 , ζ ∗ â2 ] − [ξâ†2 , ζ â†2 ] − [ξ ∗ â2 , ζ ∗ â2 ] + [ξ ∗ â2 , ζ â†2 ]
= [ξâ†2 , ζ ∗ â2 ] + [ξ ∗ â2 , ζ â†2 ] ;

(A.3)
(A.4)
(A.5)

since, [â†2 , â2 ] = −2(2n̂ + 1) and [â2 , â†2 ] = 2(2n̂ + 1) we can write eqn A.5 as
2(ξζ ∗ − ξ ∗ ζ)(2n̂ + 1) .

(A.6)

Thus, the resulting operator is highly dependent on the input squeezing angle difference
and is not very sensitive to differences in squeezing strength between the two inputs. To
make this more clear we can write k̂0 in a different form than above if we assume ξ = r1 eiθ
and ζ = r2 eiφ :
k̂0 = 4ir1 r2 sin (θ − φ)(2n̂ + 1) .

(A.7)

If the squeezing angles are the same, the term k̂0 vanishes; the real parts of the squeezing
parameters do not change the form of the operator unless they are zero. Furthermore, at
higher orders there are terms with dependence on sin(θ + φ) and cos(θ + φ); there is still
some non-trivial complications to the squeezing operator around the line θ = φ. These
complications may account for the peaks in the dual single-mode squeezed input entanglement results which appear to show that the entanglement is maximum when θ ≈ φ; it is
likely that when θ exactly equals φ that the EN falls (or rises) sharply.

76

A.1.1

Super ξ (when ζ = 2ξ)

In this case k̂0 = 0 and so are the rest of the terms in the BCH series above. Thus, in
equation A.2 Ẑ = 0 and,
Ŝ† (ξ)Ŝ(2ξ) = Ŝ(2ξ) .
A.1.2

(A.8)

more on the BCH application

Additionally, this is a special application of the BCH formula that lends to a pertinent
lemma. For an arbitrary matrix Lie group, L, it has a corresponding Lie algebra, `. For a
matrix operator element X̂ of the algebra ` the adjoint endomorphisim is the map for all
matrix operations Ŷ ∈ ` then adX̂ : ` −→ ` with adX̂ (Ŷ) = [X̂, Ŷ]. Furthermore, when
eadX̂ Ŷ = Ŷ + [X̂, Ŷ] +

1
1
[X̂, [X̂, Ŷ]] + [X̂, [X̂, [X̂, Ŷ]]] .
2!
3!

(A.9)

Then,
eX̂ eŶ = (adX̂ Ŷ) eX̂ ,

(A.10)

which is known as the braiding identity [68].
A.2

Some Commutator Algebra

[Ŝ, â2 ] = â[Ŝ, â] + [Ŝ, â]â

(A.11)

â[Ŝ, â] = âŜâ − â2 Ŝ
Ŝ† â[Ŝ, â] = Ŝ† âŜâ − Ŝ† â2 Ŝ

(A.12)
(A.13)

Ŝ† â[Ŝ, â] = Ŝ† âŜâ − Ŝ† â2 Ŝ = σ̂â − σ̂ 2 => â[Ŝ, â] = Ŝ(σ̂â − σ̂ 2 )

(A.14)

Moreover,

Let, σ̂ = Ŝ† âŜ, then:

where σ̂ = â cosh r − â† eiθ sinh r.
Next,
[Ŝ, â]â = Ŝâ2 − âŜâ
Ŝ† [Ŝ, â]â = â2 − Ŝ† âŜâ = â2 − σ̂â => [Ŝ, â]â = Ŝ(â2 − σ̂â)
A.2.1

(A.15)
(A.16)

[S,n]

[Ŝ, n̂] = â† [Ŝ, â] + [Ŝ, â† ]â
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(A.17)

Splitting up the two terms: [Ŝ, â† ]â = Ŝâ† â − â† Ŝâ = ŜŜ† [Ŝ, â† ]â = Ŝn̂ − Ŝσ̂ † â. Also,
â† [Ŝ, â] = â† Ŝâ − â† âŜ = ŜŜ† â† Ŝâ − ŜŜ† â† ŜŜ† âŜ = Ŝσ̂ † â − Ŝσ̂ † σ̂.

(A.18)

Ultimately,
[Ŝ, n̂] = Ŝ(n̂ − σ̂ † â + σ̂â − σ̂ † σ̂).

(A.19)

However, using BCH we can show that this commutator is also equivalent to Ŝ(2ξ) − 1̂ (see
section A.3).
more algebra
The input state is the following (neglecting the phonon/µmirror state for now):
|ψinput i = |α1 , α2 i = D̂1 (α1 )D̂2 (α2 ) |0, 0i

(A.20)

The time evolution of the displacement operator (with g− > −g for now).
[Hint , D̂j ] =

(A.21)

g X̂µ (f̂j (α) − |α|2 ) D̂j

(A.22)

where f̂1 (α1 ) = (α1∗ â1 −α1 aˆ† 1 ), f̂j† = −f̂j ; Also recall that [H, D1 D2 ] = D1 [H, D2 ]+[H, D1 ]D2
˙
Thus, D̂ |ψinput i can be written as follows:
[g X̂µ ]((f̂1 (α1 ) + |α1 |2 ) |α1 i |α2 i
+(f̂2 (α2 ) + |α2 |2 ) |α1 i |α2 i) ;

ultimately,
= [g X̂µ ](|α1 |2 + |α2 |2 ) |α1 i |α2 i ;

(A.23)

noting that f̂1 (α1 ) |α1 i = 0. Furthermore we note the following (ignoring explicit time
dependence):
˙
˙
D̂1 D̂2 + D̂1 D̂2 = [g X̂µ ](f̂1 (α1 ) − |α1 |2 + f̂2 (α2 ) − |α2 |2 )D̂1 D̂2
A.3

(A.24)

Boosting squeezing

The boost in predicted out squeezing is due to the commutator of S and Hint. Here
we show this:
[Ŝ, n̂] = Ŝn̂ − n̂Ŝ;
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(A.25)



P
since, Ŝ = exp 1/2(ξ ∗ â2 − ξâ†2 ) = ef̂ (ξ,2) and since ex = n

xn
n!

we can write...

X [(f̂ (ξ, 2))m , n̂]
X (f̂ (ξ, 2))m


, n̂] =
.
[Ŝ, n̂] = [exp 1/2(ξ ∗ â2 − ξâ†2 ) , n̂] =
[
m!
m!
m
m

(A.26)

For m = 0 the commutator is zero. The m = 1 term is
[(f̂ (ξ, 2)), n̂] = 1/2(ξ ∗ [â2 , n] − ξ[â†2 , n]) = 1/2(2ξ ∗ â2 − 2ξâ†2 ) = f̂ (2ξ, 2).

(A.27)

Next, for m = 2...
[(f̂ (ξ, 2))2 , n̂] = (f̂ (ξ, 2))[(f̂ (ξ, 2)), n̂] + [(f̂ (ξ, 2)), n̂](f̂ (ξ, 2))
= 2(f̂ (ξ, 2))(f̂ (2ξ, 2)),

(A.28)
(A.29)

since [f̂ (ξ, 2), f̂ (2ξ, 2)] = 0. From this result we can infer that m = 3 is
22 (f̂ (ξ, 2))2 (f̂ (2ξ, 2)) ;

(A.30)

thus for arbitrary k, where k = m + 1 we have the following:
[(f̂ (ξ, 2))k , n̂] = 2k (f̂ (ξ, 2))k (f̂ (2ξ, 2)),

(A.31)

for k = 0 to infinity. Now we have...
X 2k (f̂ (ξ, 2))k (f̂ (2ξ, 2))


[Ŝ, n̂] = [exp 1/2(ξ ∗ â2 − ξâ†2 ) , n̂] = 0 +
(k + 1)!
k
−1

= 2 f̂ (ξ, 2)

−1

X 2k+1 (f̂ (ξ, 2))k+1 (f̂ (2ξ, 2))
k

=

(k + 1)!

1
f̂ (ξ, 2)−1 (f̂ (2ξ, 2))(ef̂ (2ξ,2) − 1̂)
2

(A.32)
(A.33)
(A.34)

But remember that 2f̂ (ξ, 2) = f̂ (2ξ, 2); this allows ...
1
f̂ (ξ, 2)−1 (f̂ (2ξ, 2))(ef̂ (2ξ,2) − 1̂) = (ef̂ (2ξ,2) − 1̂) = (Ŝ(2ξ) − 1̂) ;
2

(A.35)

thus, [Ŝ(ξ), n̂] = Ŝ(2ξ) − 1̂.
So for two single-mode squeezed vacuum states the time derivative of the product of
squeezing operators (with respect to the interaction Hamiltonian only) (Ŝ1 (ξ)Ŝ2 (ζ)) is
(Ŝ1 (2ξ) − 1̂)Ŝ2 (ζ) + Ŝ1 (ξ)(Ŝ2 (2ζ) − 1̂)
= Ŝ1 (2ξ)Ŝ2 (ζ) + Ŝ1 (ξ)Ŝ2 (2ζ) − Ŝ1 (ξ) − Ŝ2 (ζ)
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(A.36)

A.4

Miscellaneous

To begin let’s define a useful function that takes a complex number as input and
outputs an operator (we will consider the function acting on some complex input as an
operator itself):
m

f̂m (u) = uâ† − u∗ âm ,

(A.37)

where m ∈ N. We note here that f̂m (u)† = −f̂m (u) and that ...
hf̂1 (u)† f̂1 (u)i00 = |u|2 h(n̂ + ââ† )i00
= |u|2 h(2n̂ + 1)i00
= |u|2 ;

(A.38)
(A.39)
(A.40)

hf̂2 (u)† f̂2 (u)i00
ˆ :2 + 1 + â + 2n̂ + n̂2 )i00
= |u|2 h(: n
ˆ :2 + 1 + 2n̂ + n̂2 )i00 = |u|2
= |u|2 h(: n

(A.41)
(A.42)
(A.43)

hf̂1 (u)† f̂1 (u)iα1 α1 =
u †2 u∗ 2
2
†
ˆ
|u| h(−n − ââ + ∗ a + a )iα1 α1
u
u
u †2 u∗ 2
2
= −|u| h(2n̂ + 1 − ∗ a − a )iα1 α1
u
u
= −|u|2 (2|α1 |2 + 1) ;

(A.44)

hf̂2 (u)† f̂2 (u)iα1 α1
ˆ :2 + 1 + â + 2n̂ + n̂2 )iα1 α1
= |u|2 h(: n
= |u|2 (2|α|4 + 2|α|2 + α + 1)

(A.48)
(A.49)
(A.50)

moreover,

Furthermore,

(A.45)
(A.46)
(A.47)

moreover,

A.5

Super-ξ Wigner function

Using the wave function from equation 2.22 we let equation 2.22 equal φ(x, w), and
we assume that w1 and w2 are both greater than unity, then the Wigner function is
Z ∞
2i
0
(A.51)
WΞ (x, y, w1 , w2 ) =
η(x + x0 , w1 , w2 )∗ η(x − x0 , w1 , w2 ) e ~ yx dx0 ,
−∞

where
η(x, w1 , w2 ) = φ(x, 2w1 )φ(x, w2 ) + φ(x, w1 )φ(x, 2w2 ) .
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(A.52)

The result is (calculated with Mathematica):
 16w2
exp −
√
WΞ (x, y, w1 , w2 ) = 2 πw1 w2

(

)

4
2
2
w2 (x−1)2
1 w2 (y−4) +(x−1)
+ 2 2
+8(x−1)2
2
w2
w1
4 4w12 +w22

(

)




p
+
4w12 + w22

 w2 16w4 (y−4)2 +(x−1)2
) + 16w22 (x−1)2 +8(x−1)2
1(
2
2
2
w2
w1

exp −
4(w12 +4w22 )
√
p
2 πw1 w2
+
w12 + 4w22


√
(4w12 (w22 (y−4)−i(x−1))−iw22 (x−1))(w12 (4w22 (y−4)+i(x−1))+4iw22 (x−1))
10 exp −
10w12 w22 (w12 +w22 )
4√
p
(A.53)
πw1 w2
5
w12 + w22
(when wj is less than one the factor in the wavefunction is
function for x and y for the case ξA = ξB like in eqn 6.6.
A.6

1
2

instead of 2). This is a positive

Squeeze entanglement noise in the single homodyne detection scheme

Assume the state:
|S i = c1 |SX i1 |SX i2 + c2 |SX i1 |SY i2 + c3 |SY i1 |SX i2 ,

(A.54)

where the states |SX i and |SY i represent squeezed states (squeezed in the X or Y directions)
and c1−3 are arbitrary constants. The single homodyne detection scheme is used to measure
the squeezing of a single mode. This measurement attempt fails for a state such as |S i.
This is an attempt to measure the amount of squeezing in the eigenstate|SX i which is sx
(times 3 for c1 = c2 = c3 ), or some proportional result due to the constants. To measure
squeezing in the X direction with a single homodyne scheme is mathematically equivalent
to hŜX iS , or
hŜX iS = |c1 |2 sX + |c2 |2 sX γ − |c3 |2 sX + ... .

(A.55)

The negative terms come from the action of the X squeezing operation on a Y squeezed
state. Moreover, notice that they are terms that add and subtract, thus unnecessarily
obscuring the amount of squeezing. Furthermore, the sum continues with terms that are
not related to reaching the goal of the measurement. The correlations and superposition of
modes both work here to obscure the desired result. Such components could be removed
from the measurement in post-measurement calculations, but only when dual homodyne
detection is implemented.

81

Appendix B
Simulation Code
B.1

Entanglement measures

B.1.1

Logarithmic negativity

This takes a covariance matrix as input.
function EN = LogNeg1(tV) %takes 4x4 (co)Variance matrix as input
dtV= det(tV);
dtV11= det(tV(1:2,1:2));
dtV22= det(tV(3:4,3:4));
dtV12= det(tV(1:2,3:4));
tSigma= dtV11+dtV22-2*dtV12;
EN= max([0, real(-1/2*log(2*(tSigma-sqrt(tSigma^2-4*dtV))))]);
B.1.2
•

Duan’s measure

code
function [R]= rhsduan(fvar,Pvar,Ppvar,Lossvar,Tevar,Q0var,dLvar,dLpvar,qqq)
% yields the right hand side of the Duan inequality for a set of parameters
% R must be less than one for there to be entanglement
pO= p_gen();
A= pO; % this is just the same as codeopt really
% Setting variables
A.f= fvar;
A.P=Pvar;
A.Pp= Ppvar;
A.Loss= Lossvar;
A.Te = Tevar;
A.Q0 = Q0var;
A.dL = dLvar;
A.dLp = dLpvar;
A.readout_angle = 0;
A.rot1=0;
%c = (zeros(2,length(f)));
B = micro_code_two(A);

clear(’B’);
f = fvar;
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for j=1:length(f)
A.f= f(j);
B(j,:,:)= micro_code_two(A);
psf12(:,j)= [B(j).psdx1x2;B(j).psdy1y2];
last4(:,j) = [B(j).psdx1y1; B(j).psdx2y1’; B(j).psdx2y2 ; B(j).psdx2y1];
end

for j=1:length(f)
out= (cat(1,B(j).psdx1x1,B(j).psdy1y1,B(j).psdx2x2,B(j).psdy2y2));
three= last4(1:3,j);
four= last4(4,j);
tVun= diag(out)+diag(psf12(:,j),-2)+diag(psf12(:,j)’,2)+ ...
diag(three,1) + diag(three’,-1);
tVun(3,2)= four; tVun(1,4)= B(j).psdx1y2’; tVun(4,1)= B(j).psdx1y2;
tV= real(tVun/2); %real(vpa(tVun+tVun’,qqq)/4);%(tVun+tVun’)/2;
end
%%
G1= vpa(tV(1:2,1:2));
G2= vpa(tV(3:4,3:4));
C= vpa(tV(1:2,3:4));
dG1= det(G1); dG2 = det(G2); dC = det(C); dM = det(tV);
%%
n= sqrt(dG1); m= sqrt(dG2);
c = (1).*2.^(-1/2).*(m.^(-1).*n.^(-1).*(dC.^2+(-1).*dM+m.^2.*n.^2+( ...
1).*((-4).*dC.^2.*m.^2.*n.^2+(dC.^2+(-1).*dM+m.^2.*n.^2).^2).^(1/2))).^(1/2);
cp = (1).*2.^(1/2).*dC.*(m.^(-1).*n.^(-1).*(dC.^2+(-1).*dM+m.^2.*n.^2+ ...
(1).*((-4).*dC.^2.*m.^2.*n.^2+(dC.^2+(-1).*dM+m.^2.*n.^2).^2).^( ...
1/2))).^(-1/2);% From Sol2 +-+- in Mathematica notebook
syms r1 r2 %n1 n2 m1 m2 c1 c2
%assume(abs(c1)-abs(c2)==sqrt((m1-1)*(n1-1))*sqrt((m2-1)*(n2-1)))
eqns1=[];% [ dC ==c*cp,dM==(n*m-c^2)*(n*m-cp^2)];
eqns2= [(n/r1-1)/(n*r1-1)==...
(m/r2-1)/(m*r2-1),sqrt(r1*r2)*abs(c)-abs(cp)/(sqrt(r1*r2))==...
sqrt((n*r1-1)*(m*r2-1))-sqrt((n/r1-1)*(m/r2-1))];
eqns3= [];%n1== n*r1, n2 == n/r1, m1== m*r2, m2== m/r2,c1 == ...
sqrt(r1*r2),c2== cp/(sqrt(r1*r2))];
EQNZ = cat(2,eqns1,eqns2,eqns3);
S = solve(EQNZ,[r1 r2 ],’Real’,true);%n1 n2 m1 m2 c1 c2])
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S.r1;
S.r2;
rr1= S.r1; rr2 = S.r2;

if ~isempty(rr1)
nn1= vpa(n*rr1,qqq);
nn2 = vpa(n/rr1,qqq);
mm1= vpa(m*rr2,qqq);
mm2= vpa(m/rr2,qqq);
cc1 = vpa(c*sqrt(rr1*rr2),qqq);
cc2= vpa( cp/(sqrt(rr1*rr2)),qqq);
%%

a= sqrt(sqrt((mm1-1)/(nn1-1)));
%%
%"a0 is..."
%a
%"Standard form disagreement "
%double(abs(cc1)-abs(cc2)-(sqrt((mm1-1)*(nn1-1))-sqrt((mm2-1)*(nn2-1))))
in= a^2*(nn1+nn2)/2+(mm1+mm2)/(2*a^2)-(abs(cc1)+abs(cc2));
%"should be less than one for entangled systems"
R=-in/(a^2+a^(-2))+1;
end
%"should be less than one for entangled systems"

B.2

squeezed light injection

Injecting squeezed light involves the the inclusion of the correlation matrix and then
adding that as a layer in the simulated apparatus that is later diagonalized.
in the dual single-mode implementation
function results = micro_code_3(opt,psr,psphi,psrp,psphip)
% 2 Single mode squeezed inputs
warning(’off’);
%% Adding squeezed light as input
% psr= opt.psr; % squeezing strength
% psphi= opt.psphi; % squeezing angle
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% psrp= opt.psrp; % squeezing strength 2nd field
% psphip= opt.psphip; % squeezing angle 2nd field
PreSqueeze= vpa([cosh(psr)+sinh(psr)*cos(2*psphi), sinh(psr)*sin(2*psphi);...
sinh(psr)*sin(2*psphi), cosh(psr)-sinh(psr)*cos(2*psphi)],128);
PreSqueezep= vpa([cosh(psrp)+sinh(psrp)*cos(2*psphip), sinh(psrp)*sin(2*psphip);...
sinh(psrp)*sin(2*psphip), cosh(psrp)-sinh(psrp)*cos(2*psphip)],128);
% See eqns 31 in 2phtn rev
...
Eventually you insert the squeezers in the apparatus like so
M(a1:a2,aa1:aa2)= (PreSqueeze);%/sqrt(2);
M(a1p:a2p,aa1p:aa2p)= (PreSqueezep);%/sqrt(2);
where the quadrature mode labels have been properly shifted to account for new fields/optics.
single two-mode implementation
function results = micro_code_4_2paper(opt,psr,psphi)
warning(’off’);
paulix=[0 1; 1 0];
%pauliy=1i.*[0 -1;1 0];
pauliz=[1 0;0 -1];
%% Adding squeezed light as input
une4= ones(1,4);
tempmat1= rot90(cos(psphi).*pauliz+sin(psphi).*paulix,3);
mat1= cosh(psr).*diag(une4)+sinh(psr).*rot90(blkdiag(tempmat1,tempmat1));
PreSqueeze= mat1;
PS= (PreSqueeze);
Which is then is included in the simulation apparatus like the previous scenario.
B.3

multi-homodyne

This is the more modular multi-homodyne detection code that appears at the end of
the MATLAB code for the microcode.m programs. The general purpose was to reduce the
length of the code required to better implement additional fields in the simulation.
in the four optical modes implementation
%% Condensed Measurement (4 fields version)
quadindex= [t1 t2 m1p m2p t10 t20 m1p0 m2p0];
modeindex= [aa1, aa2, b1, b2, c1, c2, h1,h2, n1, n2 ;
aa1p, aa2p, b1p, b2p, c1p, c2p, h1p, h2p, n1p, n2p;
aa10, aa20, b10, b20, c10, c20, h10,h20, n10, n20 ;
aa1p0, aa2p0, b1p0, b2p0, c1p0, c2p0, h1p0, h2p0, n1p0, n2p0];
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%results.x1x1=CovMes0(quadindex, modeindex, iM,TS,1,1);
tempMat0= zeros(8);
for j=1:8
for k=1:8
tempMat0(j,k)= CovMes0(X,quadindex,modeindex, iM,TS,Loss, j,k);
end
end
results.vv= tempMat0;
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Appendix C
Miscellaneous Plots and Results
These graphics begin on the following page.
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Figure C.1: Quantum to thermal noise ratio plot at T = 4K for the dual single-mode
squeezed displaced states input. Here r1 = r2 and φ1 = φ2 (for squeezing angle φ).

Figure C.2: Plot of the logarithmic negativity output from a µmirror OMC with two
single-mode squeezed displaced states input with r = 0.8. Here temperature is set to 4K.
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