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征提取方法, 像随机脸, 特征脸, 拉普拉斯脸等对训练集和测试集做降采样, 最后
分别用NN, NS, SRC等分类方法做分类判别.
2. 先对训练集和测试集做特征提取, 然后对特征提取后的训练集做局部奇异
值分解, 最后用NN, NS, SRC等分类方法做分类判别.
3. 把算法 1 和 2 的内容结合起来, 即先对训练集做降噪处理, 然后用前人的
方法做特征提取和局部奇异值分解, 最后再用NN, NS, SRC等分类方法做分类判
别.
通过实验对比分析得出结论: 在绝大部分情况下, 算法1, 2, 3在低维时识别率
比只用一种特征提取方法要高, 并且所用时间不相上下; 高维时由算法1得到的识
别率比只用一种特征提取方法的要好.



































Face recognition is one of the most important abilities that we utilize in our daily
lives. The reasons such as rising concerns for public security give rise to the growing in-
terest in automated face recognition. It started in the 1960s and has significant progress
in this area in recent years. A number of face recognition and modeling systems have
been developed and deployed. However, robust and accurate face recognition is still
a great challenge to researchers of computer vision and pattern recognition, especially
under unconstrained environments.
In this thesis, we propose three algorithms about feature extraction which is one
important content of face recognition and the specific contents of the three algorithms
are as follows:
1. The global singular value decomposition is exploited for training set to denoise
and then the approaches of feature extraction such as randomfaces, eigenfaces, lapla-
cianfaces are used to reduce dimenstion for training and testing set, lastly, the testing
samples are classified via the approaches of classification like NN, NS and SRC.
2. Reduce dimension to the training and testing set and then perform local sin-
gular value decomposition on the dimension reduced training set, finally, we use the
approaches of classification such as NN, NS and SRC to classify.
3. Combine approaches 1 and 2, namely, noise reduction is performed to the
training set and then feature extraction is utilized to reduce dimension of training and
testing set and local singular value decomposition to denoise for the dimension reduced
training set, eventually, the approaches of classification such as NN, NS and SRC are
used to classify.
Via the experiment we can conclude that, in most cases, the recognition rate of the
three algorithms are higher than the rate of only one method of feature extraction and
the time is nearly the same when the dimension is lower. Moreover, algorithm 1 is prior
to only one method of feature extraction when the dimension is higher.
The main content of the other hand is that the OMP algorithm is employed to clas-
sify to training and testing set after feature extraction to them. And via the experiment
we can conclude that OMP algorithm is better than NN, NS and SRC when the same
approach of feature extraction is used. Meanwhile, the three algorithms are prior to on-















The thesis consists of 5 chapters, and the specific contents of the chapters are
as follows: The research contents and background are introduced in chapter 1. The
common approaches of feature extraction and classification emerge in chapter 2 and
3. In chapter 4, three algorithms about feature extraction are proposed , furthermore,
we compare and analysis the approaches include previous. In chapter 5, the OMP
algorithm is utilized to classification, and at last, compare and analysis the approaches
of classification include previous by means of experiment.
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影响. 再加上人脸识别会融合计算机图形学和数字图像处理, 模式识别, 计算机视
觉, 压缩感知等学科的理论, 所以需要相应的研究人员具有完善的知识体系. 所




人脸识别的研究, 历史比较悠久. 从 1964 年到 1990 年这一阶段[2], 人脸识
别只是作为一般性的模式识别问题, 主要采用基于人脸几何结构特征( Geometric
feature based )的方法来研究的, 较早从事人脸识别研究的研究人员有布莱索(
Bledsoe ),戈登斯泰因( Goldstein ), 哈蒙( Harmon ), 金出武雄( Kanade Takeo )等;
从总体上来说, 此阶段只是人脸识别研究的初级阶段, 重要成果不是很多, 并且基
本没有什么实际的应用.
第二个阶段是从 1991 年到 1997 年[2], 虽然这一阶段的时间相对来说比较
短暂, 可是研究成果却是硕果累累: 很多具有代表性的人脸识别算法的诞生,
FERET人脸识别算法的测试, 商业化运作的人脸识别系统等, 在人脸识别的研究
史上可谓是高潮时期; 在这一时期, 由 Turk 和 Pentland 提出了最负盛名的” 特征

















的发展. 此外, 还有 Belhumeur 等人提出的Fisherface方法, Moghaddam 的基于双
子空间进行贝叶斯估计的识别的方法, 还有弹性图匹配技术, 局部特征分析技
术(即LFA), FERET项目以及柔性模型等. 这一阶段从总体上来说, 人脸识别发展
非常迅速,在较为理想的图像采集条件以及对象配合和中小规模的正面人脸数据
库上, 所提出的的算法达到了很好的性能, 所以很多知名人脸识别商业公司也应
运而生. 从技术方面上看, 统计模式识别方法, 2D的人脸图像线性子空间判别分
析和统计表观模型是这一时期的主流技术.
第三个阶段是从 1998 年到现在[2], 由于光照, 姿态等这些不太理想的采集条
件或是因对象不太配合而造成的变化, 主流的人脸识别技术鲁棒性会比较差. 因
此在这一阶段, 光照和姿态等问题逐渐成为了研究的热点. 而且, 有关人脸识别的
商业系统也在进一步发展. 与此同时, 美国军方分别于 2000 年和 2002 年组织了
两次相关的商业系统评测.
这一时期的主要成果有[2]: Georghiades 等人提出的基于光照锥模型的多姿
态和多光照条件下的人脸识别方法, 基于支持向量机的统计学习理论, Blanz 和
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