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Abstract
The boosting framework has shown good performance in face recognition. By
combining a set of features with Adaboost, a similarity function is developed
which determines if a pair of face images belongs to the same person or not. Re-
cently, many features have been used in combination with Adaboost, achieving
good results on the FERET database. In this paper we compare the results of
several features on the same database and discuss our solutions on some of the
open issues in this method. We compare the boosting framework with some stan-
dard algorithms and test the boosting algorithm under difficult circumstances,
like illumination and registration noise.
1 Introduction
Face recognition can be used in applications such as identity authentication for credit
card or passport, access control and video surveillance. However, most automatic face
recognition systems still only work under constrained conditions. Recently, several pa-
pers propose a new framework for face recognition, which combines a set of features
into a classifier using a boosting algorithm. In this paper we investigate this new
framework to determine if it can deal with the challenges in face recognition, like noisy
registration, illumination and expressions.
In several papers [1, 2, 3, 4, 5] the boosting framework is used for face recognition.
These papers use simple features like rectangle features, Gabor features or Local Bi-
nary Patterns (LBP) to make a function which can evaluate the similarity between
two face images. This function learns the differences between face image pairs of the
same person (intrapersonal) and image pairs of different persons (extrapersonal). The
Adaboost algorithm constructs this similarity function by selecting a combination of
features. This function is able to separate intrapersonal and extrapersonal image pairs.
To the outcome of this similarity function we can apply a threshold for face verifica-
tion. This outcome can also be used for face identification to find the most similar face
image in a gallery.
The boosting framework is built up out of several parts, which allow different settings.
For instance, this framework allows us to use different features, but also a combination
of those features. Further more, different versions of the Adaboost algorithm [6, 7] can
be used. Because we use image pairs we have to deal with large amounts of training
data, given a database of N images per class with K individuals, the total number of
pairs is
(
KN
2
)
, where only a small part is of the same individual. Several resampling
methods are already proposed to solve this problem. In this paper we discuss these
settings of the framework. We use the results on the FERET database as comparison
to the other paper and we also experiment with more challenging datasets, trying to
find the limits of this face recognition approach.
This paper is organized in the following way: In section 2 we explain in detail our
method, which includes the features, the Adaboost algorithm and the resampling
Figure 1: Rectangle Features use by Adaboost
method we use. Section 3 describes the experiments and results on the the differ-
ent datasets. In the final section, we present the conclusions and some future work.
2 Method
The boosting framework can roughly be divided into three parts: the features, the
Adaboost algorithm and the resampling method. In this section, we describe the
different parts of the framework we used in our implementation.
2.1 Features
One of the main issues in face recognition is what features to use to represent a face.
In the boosting framework we can use different features and also combinations of these
features. In [1] Jones and Viola use the rectangle features also used in face detection [8].
In [3, 4] Gabor features are used in combination with Adaboost and [5] uses the local
binary pattern (LBP) as features. We first decided to try a combination of the rectangle
features and LBP. This because the rectangle features are very fast in computation,
while the LBP features are less sensitive to illumination and achieved the best result
in combination with Adaboost [5].
2.1.1 Rectangle Features
Rectangle features are computed by summing the pixelvalues in black areas and sub-
stract these with the sum of the pixelvalues in the white area. Although, there are
already all kind of different rectangle features, especially in the area of face detection
[9], we only use the features given in Figure 1. By adding more features the time to
train Adaboost increases, so there is always a trade off between training time and a
richer feature set. One of the main advantages of the rectangle features is that the
computation can be sped up by using the integral images [8], making it one of the
fastest features to compute.
2.1.2 Local Binary Pattern
The Local Binary Patterns (LBP) are introduced in [10] and have shown to be a robust
feature in face recognition [11]. They can also be used as preprocessing step in face
recognition to remove illumination [12]. The standard LBP, shown in Figure 2 gives
the 3 × 3-neighbors the value 0 if they are smaller than the center pixel value and 1
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Figure 2: Local Binary Features
otherwise. This gives us a 8-bit string, which can be used to represent the texture
at that point. It is also possible to select neighborhoods of bigger sizes, this allows
to capture larger scale structures. Because we work on relative small face images of
a resolution of 45 × 45 we only calculate LBPs in neighborhoods of 1 pixel. In this
method, we compare in a certain region the histograms of different the LBP values.
2.2 Adaboost
Adaboost is the machine learning algorithm which is used to combine the features
given in section 2.1. In the boosting framework we train a face similarity function
which determines if the two faces belong to the same person or to a different person.
The face similarity function is given in below:
F (I1, I2) =
T∑
t=1
ft(I1, I2) (1)
In this equation, I1 and I2 are the face images which are compared to see if they
belong to the same person. The function ft represents a weak classifier used by Ad-
aboost. The final classifier is a weighted sum over all the selected weak classifiers. A
weak classifier fj is given below, where α and β are given by Adaboost.
fj(I1, I2) =
{
α if |φj(I1, I2)| < tj
β otherwise
(2)
In this Formula φj is the feature output for the given image pair and tj is the
feature threshold. This means that for every feature φj, we first determine the optimal
threshold tj, by minimizing the weighted training error, Equation 5. Determining the
optimal threshold for each feature consumes most of the training time. To speed up
this process we sometimes also estimate the threshold by taking the weighted means
of the outputs of all positive and negative examples, and take the value in the middle
as threshold.
There are multiple versions of the Adaboost algorithm, we use Real Adaboost,
described by Schapire and Singer in [6], which almost always outperforms the older
Discrete Adaboost. The main difference between these versions is the calculation of α
and β. α and β are given in Equations 3 and 4, for a further explanation see [6] or [1].
α =
1
2
log(
∑
i:yi=+1∧φj(xi)<tj wi∑
i:yi=−1∧φj(xi)<tj wi
) (3)
β =
1
2
log(
∑
i:yi=+1∧φj(xi)≥tj wi∑
i:yi=−1∧φj(xi)≥tj wi
) (4)
There are some other boosting algorithm which can be used, like GentleBoost and
LogitBoost [7], but it depends on the dataset which boosting algorithm works best. To
be able to make a comparison with [1] we choose to use the Real Adaboost algorithm.
To each example xi = (I i1, I
i
2), a label yi ∈ {+1,−1} and a weight wi are assigned. On
each round Adaboost selects the classifier with the smallest error $j with respect to
weights:
$j =
∑
i:yi=+1∧φj(xi)≥tj
wi +
∑
i:yi=−1∧φj(xi)<tj
wi (5)
Note that we do not minimize the tj on each round of the Adaboost algorithm,
this would lead to much more computation without significant improvement in the
performance. The Real Adaboost algorithm is given in Figure 3.
• Given examples (x1, y1), ..., (xN , yN) where N = A + B. A is the number of
examples with yi = +1 and B is the number of examples with yi = −1
• w1,i = 12A for those examples with yi = +1 and w1,i = 12B for those examples
with yi = −1
• Let R be the number of rounds to boost before resampling
• For t = 1, ..., T
- Normalize the weights, wt,i =
wt,i∑N
k=1 wt,i
- For each φj find the φj which minimizes the error, $j, in Equation 5
- Choose α and β according to Equations 3 and 4
- Update the weights:
wt+1,i = wt,ie
−ft(xi)yi (6)
- If t is a multiple of R then resample.
• The final strong classifier is:
F (x) =
T∑
t=1
ft(x) (7)
Figure 3: Adaboost algorithm
2.3 Resampling
The number of positive examples is small in comparison to the number of negative
examples. The resampling method corrects this imbalance by giving Adaboost a small
negative subset of M examples to train on. To make use of the entire training set of N
examples, the resampling method selects after a number of boosting rounds (R = 40)
a new subset of M examples to train the next boosting rounds. In our paper, we use a
similar resampling approach as described in [1]. We initialize the weight wj for all the
negative examples xj in the training set to
1
2B . After a number of boosting rounds the
weights of negative examples used in Adaboost have changed. We take all the weights
and define a vector with the cumulative weights:
ck =
k∑
i=1
wi for k = {1, 2, ...,N} (8)
The total weight of all negative examples is given by cN . We generate a random
number rs (uniformly distributed) on the interval [0, cN ]. The random number rs is
associated with example xj for which cj < rs < cj+1 holds. We repeat this procedure
until we have M unique examples. If an example is selected it gets a weight 1, if the
same example is selected once more we increase the weight with 1 without adding the
example twice, finally we normalize the total weight to 0.5.
This resampling method will choose more examples with larger weights while trying
to preserve the overall distribution. This method also causes that mutual information
is included in the first boosting iterations after the resampling step. This can be solved
by calculating weights for all the examples by applying the strong classifier (Equation
9), before selecting the different examples.
wi = e
−F (xi)yi (9)
3 Experiments and Results
We performed several experiments with this boosting framework, where we varied
different settings. We experimented on two face databases, namely the FERET and
FRGCv1 dataset.
3.1 FERET
We first tested the boosting framework on the FERET database, which makes it com-
parable to the results in other papers on the boosting framework. We use the FA and
FB images, where we have 1196 FA images and 1195 FB images. All subjects have ex-
actly one image as gallery image and one image as probe image, except for one person.
We use one third of image pairs (396) of the FERET as training set and the rest is
used as gallery and probe set. The resolution of the images is 45× 45 pixels, running
Adaboost for 120 rounds giving us 120 features. We perform experiments with only
rectangle features and with a combination of LBP and rectangle features. These ex-
periments gave results which are comparable to the results reported in [1]. Our results
are shown in Figure 4. Figure 4(a) shows the results of different features, where we
tested with rectangle features and with a combination of LBP and rectangle features
(dashed and solid lines). We also experimented with a different region of interest ig-
noring the mouth region getting even better results with only the rectangle features
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Figure 4: ROC and Rank-N recognition rates on the FERET FA and FB images of the
boosting framework
training ↓ test → no noise 3% noise 5% noise
no noise 1.9 4.2 7.8
3% noise 2.0 2.9 -
5% noise 2.3 - 5.5
Table 1: Robustness to registration errors (EER in %)
(dotted line). Our implementation achieves a rank-1 recognition rate of 97.5% and with
EERs of approximately 1%. This is similar to what other papers report which use the
boosting framework. Using LBP in combination with rectangle features improves the
results, where the first features selected by Adaboost are LBP features. We found out
that other small improvements in the boosting framework are not measurable on the
FERET database. For this reason we experimented with this algorithm under more
difficult circumstances.
One assumption of this algorithm is that the registration of the face images has to be
correct. In practise it is very hard to realize good registration. To simulate mistakes
in registration we added gaussian noise to the landmarks of the FERET database.
Results of these experiments are given in Table 1 showing that registration noise has of
course a negative effect but is not disastrous. These results are reached after 40 rounds
of Adaboost, without resampling.
3.2 FRGC
Because of the excellent results on the FERET database, we tested our method on
a more challenging dataset. We used two subsets of the FRGC version 1 database,
one subset with images taken under controlled conditions and another subset contains
images taken under uncontrolled conditions, most cause by illumination. We divided
both these datasets randomly into 3 subsets, giving the training set at least 2 images
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Figure 5: ROC on the subsets of the FRGCv1 database
for each person. The FRGC dataset taken under controlled conditions has a training
set containing 1363 face image, a gallery set containing 1237 images and a probe set
containing 1161 face images. The FRGC dataset taken under uncontrolled conditions
has a training set containing 775 face image, a gallery set containing 550 images and
a probe set containing 486 face images. The FRGC database contains 275 individu-
als. We compared our results with the PCA Euclidean distance, PCA Mahalanobis
distance and our log-likelihood ratio based approach described in [13]. For PCA we
use 100 components and for LDA we use 50 components.
The FRGC database is a more challenging database, which can be seen in Figure 5.
Our method outperforms the normal PCA approaches and gives slightly better results
in EER than the log-likelihood ratio classifier on the controlled set of faces 5(a). During
this experiment, we combined 280 weak classifiers with Adaboost using both rectangle
features and LBPs. For the uncontrolled set of images we combined 500 rectangle
features and LBPs, results are shown in Figure 5(b). On the uncontrolled set of faces
the difference between the log-likelihood ratio and the boosting framework is even
bigger, which indicates that the boosting framework is more robust to illumination.
4 Conclusions
The boosting framework is a strong method to recognize faces. Although we achieve
the excellent results using the boosting framework, improvement can be made on the
details of this method, like the features selection, resampling approach, version of
Adaboost. We have shown that combinations of features improve the results, although
it takes more time to train the algorithm. In this paper we show that this method is
also promising under more difficult circumstances. This has been demonstrated by the
performance of the boosting framework under bad registration. The experiments on the
FRGC version 1 database also show that the algorithm performs well on more difficult
conditions. In the future we hope to focus more on the illumination problems, in
which this algorithm can play an important role. Also the use of cascading structures in
combination with the boosting framework can speed up recognition on large databases.
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