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Abstract. The current paper is concerned with the asymptotic dynamics of two species com-
petition systems with/without chemotaxis in heterogeneous media. In the previous work [15],
we find conditions on the parameters in such systems for the persistence of the two species and
the existence of positive coexistence states. In this paper, we find conditions on the parameters
for the uniqueness and stability of positive coexistence states of such systems. The established
results are new even for the two species competition systems without chemotaxis but with space
dependent coefficients.
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1 Introduction and the statements of the main results
In the current paper, we consider the following two species parabolic-parabolic-elliptic system
with heterogeneous Lotka-Volterra type competition terms,

ut = d1∆u− χ1∇ · (u∇w) + u
(
a0(t, x)− a1(t, x)u− a2(t, x)v
)
, x ∈ Ω
vt = d2∆v − χ2∇ · (v∇w) + v
(
b0(t, x)− b1(t, x)u− b2(t, x)v
)
, x ∈ Ω
0 = d3∆w + ku+ lv − λw, x ∈ Ω
∂u
∂n
= ∂v
∂n
= ∂w
∂n
= 0, x ∈ ∂Ω,
(1.1)
where Ω ⊂ Rn(n ≥ 1) is a bounded domain with smooth boundary, u(x, t) and v(x, t) represent
the population densities of two mobile species and w(x, t) is the population density of some
chemical substance, di (i = 1, 2, 3) are positive constants, χ1, χ2, k, l, λ are nonnegative constants,
and ai(t, x) and bi(t, x) (i = 0, 1, 2) are positive smooth functions.
∗Partially supported by the NSF grant DMS–1645673
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Chemotaxis refers the tendency of cells, bacteria, or organisms to orient the direction of their
movements toward the increasing or decreasing concentration of a signaling chemical substance.
It has a crucial role in a wide range of biological phenomena such as immune system response,
embryo development, tumor growth, etc. (see [12]). Recent studies describe also macroscopic
process such as population dynamics or gravitational collapse, etc., in terms of chemotaxis (see
[18]). Because of its crucial role in the above mentioned process and others, chemotaxis has
attracted great attention in both biological and mathematical communities since the pioneering
works [16, 17] by Keller and Segel in 1970’s, in which Keller and Segel proposed a celebrated
mathematical model (K-S model) made up of two parabolic equations to describe chemotaxis.
System (1.1) is a Keller-Segel type model of chemotaxis, modeling the population dynamics
of two competitive biological species attracted by the same nutrition subject to Lotka- Volterra
dynamics. The term −χ1∇ · (u∇w) with χ1 > 0 in the first equation of (1.1) reflects the
influence of the chemical substance on the movement of species u, and the term −χ2∇ · (v∇w)
with χ2 > 0 in the second equation of (1.1) reflects the influence of the chemical substance on
the movement of species v. Note that (1.1) with ai(·, ·) and bi(·, ·) (i = 0, 1, 2) being constant
functions was proposed by Tello and Winkler in [24] to study the population dynamics of two
competitive species attracted by the same nutrition. In reality, the environments of many living
organisms are spatially and temporally heterogeneous. It is then important both biologically
and mathematically to study the dynamics of the two species chemotaxis model (1.1) with ai(·, ·)
and bi(·, ·) (i = 0, 1, 2) being time and space dependent functions.
In the absence of chemotaxis, that is, χ1 = χ2 = 0, the dynamics of (1.1) is determined by
the first two equations, that is, the following two species competition system,

ut = d1∆u+ u
(
a0(t, x)− a1(t, x)u− a2(t, x)v
)
, x ∈ Ω
vt = d2∆v + v
(
b0(t, x)− b1(t, x)u− b2(t, x)v
)
, x ∈ Ω
∂u
∂n
= ∂v
∂n
= 0, x ∈ ∂Ω.
(1.2)
For biological reasons, we are only interested in nonnegative solutions of (1.1) and (1.2).
Consider (1.2). It is well known that for any given initial time t0 ∈ R and nonnegative initial
functions u0(x) and v0(x) in C(Ω¯), the solution (u(t, x), v(t, x)) of (1.2) with (u(t0, x), v(t0, x)) =
(u0(x), v0(x)), denoted by (u(t, x; t0, u0, v0), v(t, x; t0, u0, v0)), exists globally (that is, it exists for
all t ≥ t0). Among central dynamical issues in (1.2) are persistence, coexistence, and extinction,
which have been widely studied (see [1], [5], [8], [9], etc.). For example, in [1], the author provided
sufficient conditions for the convergence and ultimate bounds of spatially homogeneous solutions
of (1.2) with ai(t, x) and bi(t, x) (i = 0, 1, 2, 3) being independent of x and satisfying certain
conditions, which implies the persistence. In [9], the authors provided sufficient conditions for
the uniform persistence, coexistence, and extinction in(1.2) with ai(t, x) and bi(t, x) (i = 0, 1, 2)
being almost periodic in t. For example, it is proved in [9] that uniform persistence occurs in
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(1.2) if the coefficients satisfy
a0,inf >
a2,supb0,sup
b2,inf
, b0,inf >
a0,supb1,sup
a1,inf
(1.3)
where
ai,inf = inf
t∈R,x∈Ω¯
ai(t, x), ai,sup = sup
t∈R,x∈Ω¯
ai(t, x),
and bi,inf and bi,sup are defined similarly. Note that the occurrence of persistence in (1.2) implies
the existence of coexistence states. However, there is little study on the uniqueness and stability
of coexistence states of (1.2) in the case that ai and bi (i = 0, 1, 2) depend on x. The uniqueness
and stability of coexistence states of (1.2) proved in Corollary 1.1 and in Theorem 1.5(3) are
new. It should be pointed out that, in the study of (1.2), the so called competitive comparison
principle plays an important role.
Consider (1.1). It is important to investigate the role of chemotaxis in determining the
dynamical behavior of the solutions with nonnegative initial functions. In particular, it is im-
portant to investigate the following questions: whether the presence of chemotaxis affects the
global existence of solutions with nonnegative initial functions, or whether finite time blow-up
occurs; how to identify the circumstances under which persistence or extinction occurs; in the
case that persistence occurs, whether the system has coexistence states, and if so, whether the
coexistence states are unique and stable; whether chemotaxis induces new solution patterns; etc.
Note that chemotaxis induces several difficulties in the study of (1.1), including the lack of the
so called competitive comparison principle.
Several authors have studied the issues mentioned in the above for system (1.1) with constant
coefficients (see [4, 14, 19, 20, 23, 24, 25]). For example, in [24], the authors studied the global
stability of positive constant coexistence state under some assumption on the coefficients. In [23],
the authors considered the competitive exclusion under some complicated smallness assumptions
on the chemotaxis rates. In [25], the authors obtained nonconstant positive coexistence states
induced by chemotaxis for parameters in certain region. In [14], the authors considered a more
general competitive-cooperative chemotaxis system with nonlocal terms logistic sources and
proved both the phenomena of coexistence and of exclusion for parameters in some natural
range.
However, there is little study on these asymptotic dynamical issues for (1.1) with general time
and space dependent coefficients. Besides the difficulties induced by the chemotaxis, the time
and space dependence of the coefficients induces additional difficulties in the study of (1.1). For
example, in the constant coefficients case, a coexistence state of (1.2) is also a coexistence state
of (1.1) (in this case, (1.2) has at most one constant coexistence state), and hence persistence
automatically implies the existence of coexistence states. However, a coexistence state of (1.2)
may not be a coexistence state of (1.1) when the coefficients are space dependent. Therefore,
to study the dynamics of (1.1) with time and space dependent coefficients, new techniques need
to be developed.
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In the very recent paper [15], we studied the global existence, persistence, existence of co-
existence states, and extinction in (1.1). In particular, we found various parameter regions
for the global existence, persistence, existence of coexistence states, and extinction in (1.1) (see
Theorems 1.1-1.3 in the following for some of the results proved in [15]). The objective of the
current paper is to find parameter regions for the uniqueness and stability of coexistence states
in (1.1). Observe that, even for (1.2), the uniqueness and stability of coexistence states has
been studied only for some special cases. We obtain some new results about the uniqueness and
stability of coexistence states in (1.2) (see Remark 1.3(1) and Corollary 1.1). Observe also that
the results established in this paper provide various conditions under which (1.1) has a unique
stable coexistence state. All the conditions depend on the chemotaxis sensitivity coefficients χ1
and χ2, which reflect some effects of chemotaxis on the uniqueness and stability of coexistence
states. There are still several important problems to be studied, for example, whether finite time
blow-up occurs in (1.1) when χ1 and χ2 are not small; whether chemotaxis makes species easier
to persist or go extinct; what patterns may be induced by chemotaxis when the coefficients are
nonconstant; etc. We plan to study these interesting problem in our future works. The reader
is referred to [13] and to [21, 22] for the existing works for one species chemotaxis models with
general time and space dependent coefficients on bounded domains and on unbounded domains,
respectively.
In the following, we state the main results of the current paper. To do so, we first introduce
some notations, assumptions, and recall some results obtained in [15]. Let
C+(Ω¯) =
{
u ∈ C(Ω¯) |u ≥ 0
}
.
The following two assumptions are introduced in [15] for the global existence of classical solutions
of (1.1) with given positive initial functions.
(H1) ai(t, x), bi(t, x), χi and d3, k and l satisfy
a1,inf >
kχ1
d3
, a2,inf ≥
lχ1
d3
, b1,inf ≥
kχ2
d3
, and b2,inf >
lχ2
d3
. (1.4)
(H2) ai(t, x), bi(t, x), χi and d3, k and l satisfy
a1,inf >
kχ1
d3
, b2,inf >
lχ2
d3
, and
(
a1,inf −
kχ1
d3
)(
b2,inf −
lχ2
d3
)
>
kχ2
d3
lχ1
d3
. (1.5)
It is proved in [15] that
Theorem 1.1. (Global Existence)
(1) Assume that (H1) holds. Then for any t0 ∈ R and u0, v0 ∈ C
+(Ω¯), (1.1) has a unique
bounded global classical solution (u(x, t; t0, u0, v0), v(x, t; t0, u0, v0), w(x, t; t0, u0, v0)) which
satisfies that
lim
t→t0+
‖u(·, t; t0, u0, v0)− u0(·)‖C0(Ω¯) + ‖v(·, t; t0, u0, v0)− v0(·)‖C0(Ω¯) = 0. (1.6)
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Moreover, for any ǫ > 0, there is T (u0, v0, ǫ) ≥ 0 such that
0 ≤ u(x, t; t0, u0, v0) ≤ A¯1 + ǫ
and
0 ≤ v(x, t; t0, u0, v0) ≤ A¯2 + ǫ
for all t ≥ t0 + T (u0, v0, ǫ), where
A¯1 =
a0,sup
a1,inf −
kχ1
d3
, A¯2 =
b0,sup
b2,inf −
lχ2
d3
. (1.7)
If u0 ≤ A¯1 + ǫ, v0 ≤ A¯2 + ǫ, then T (u0, v0, ǫ) can be chosen to be zero.
(2) Assume that (H2) holds. Then for any t0 ∈ R and u0, v0 ∈ C
+(Ω¯), (1.1) has a unique
bounded global classical solution (u(x, t; t0, u0, v0), v(x, t; t0, u0, v0), w(x, t; t0, u0, v0)) which
satisfies (1.6). Moreover, for any ǫ > 0, there is T (u0, v0, ǫ) > 0 such that
0 ≤ u(x, t; t0, u0, v0) ≤ B¯1 + ǫ
and
0 ≤ v(x, t; t0, u0, v0) ≤ B¯2 + ǫ
for all t ≥ t0 + T (u0, v0, ǫ), where
B¯1 =
a0,sup(b2,inf −
lχ2
d3
) + lχ1
d3
b0,sup
(a1,inf −
kχ1
d3
)(b2,inf −
lχ2
d3
)− lkχ1χ2
d23
(1.8)
and
B¯2 =
b0,sup(a1,inf −
kχ1
d3
) + kχ2
d3
a0,sup
(a1,inf −
kχ1
d3
)(b2,inf −
lχ2
d3
)− lkχ1χ2
d23
. (1.9)
If u0 ≤ B¯1 + ǫ, v0 ≤ B¯2 + ǫ, T (u0, v0, ǫ) can be chosen to be zero.
The reader is referred to [15, Remark 1.1] for some remarks about Theorem 1.1, and the
assumptions (H1) and (H2). The following concepts of coexistence state and persistence are
introduced in [15].
Definition 1.1. A solution (u(x, t), v(x, t), w(x, t)) of (1.1) defined for all t ∈ R is called an en-
tire solution. A coexistence state of (1.1) is an entire positive solution (u∗∗(x, t), v∗∗(x, t), w∗∗(x, t))
with
inf
t∈R,x∈Ω¯
u∗∗(x, t) > 0, inf
t∈R,x∈Ω¯
v∗∗(x, t) > 0.
We say that persistence occurs in (1.1) if there is η > 0 such that for any t0 ∈ R and u0, v0 ∈
C(Ω¯) with u0 > 0 and v0 > 0, there is τ(t0, u0, v0) > 0 such that
u(x, t; t0, u0, v0) ≥ η, v(x, t; t0, u0, v0) ≥ η ∀ t ≥ t0 + τ(t0, u0, v0).
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The following two assumptions are introduced in [15] for the persistence in (1.1).
(H3) ai(t, x), bi(t, x), χi and d3, k and l satisfy (H1) and
a0,inf > a2,supA¯2 and b0,inf > b1,supA¯1. (1.10)
(H4) ai(t, x), bi(t, x), χi and d3, k and l satisfy (H2) and
a0,inf >
(
a2,sup −
χ1l
d3
)
+
B¯2 +
χ1l
d3
B¯2 and b0,inf >
(
b1,sup −
χ2k
d3
)
+
B¯1 +
χ2k
d3
B¯1, (1.11)
where (· · · )+ represents the positive part of the expression inside the brackets.
Note that both (H3) and (H4) imply (1.3). As it is mentioned in the above, (1.3) are sufficient
conditions for the persistence in (1.2) to occur (see [9, Theorem B]). The following theorems on
persistence and the existence of coexistence states of (1.1) are proved in [15].
Theorem 1.2 (Persistence). (1) Assume (H3). Then there are A1 > 0 and A2 > 0 such that
for any ǫ > 0 and u0, v0 ∈ C
+(Ω¯) with u0, v0 6≡ 0, there exists tǫ,u0,v0 such that
A1 ≤ u(x, t; t0, u0, v0) ≤ A¯1 + ǫ, A2 ≤ v(x, t; t0, u0, v0) ≤ A¯2 + ǫ (1.12)
for all x ∈ Ω¯, t0 ∈ R, and t ≥ t0 + tǫ,u0,v0 .
(2) Assume (H4). Then there are B1 > 0 and B2 > 0 such that for any ǫ > 0 and u0, v0 ∈
C+(Ω¯) with u0, v0 6≡ 0, there exists tǫ,u0,v0 such (1.12) holds with A1, A¯1, A2, and A¯2
being replaced by B1, B¯1, B2, and B¯2, respectively.
Theorem 1.3 (Coexistence). (1) Assume (H3). Then there is a coexistence state (u∗∗(x, t),
v∗∗(x, t), w∗∗(x, t)) of (1.1). Moreover, the following hold.
(i) If there is T > 0 such that ai(t+ T, x) = ai(t, x), bi(t+ T, x) = bi(t, x) for i = 0, 1, 2,
then (1.1) has a T -periodic coexistence state (u∗∗(x, t), v∗∗(x, t), w∗∗(x, t)), that is,
(u∗∗(x, t+ T ), v∗∗(x, t+ T ), w∗∗(x, t+ T )) = (u∗∗(x, t), v∗∗(x, t), w∗∗(x, t)).
(ii) If ai(t, x) ≡ ai(x), bi(t, x) ≡ bi(x) for i = 0, 1, 2, then (1.1) has a steady state
coexistence state
(u∗∗(t, x), v∗∗(t, x), w∗∗(t, x)) ≡ (u∗∗(x), v∗∗(x), w∗∗(x)).
(iii) If ai(t, x) ≡ ai(t), bi(t, x) = bi(t) for i = 0, 1, 2, then (1.1) has a spatially homogeneous
coexistence state
(u∗∗(x, t), v∗∗(x, t), w∗∗(x, t)) ≡ (u∗∗(t), v∗∗(t), w∗∗(t))
with w∗∗(t) = ku∗∗(t) + lv∗∗(t), and if ai(t), bi(t) (i = 0, 1, 2) are periodic or almost
periodic, so is (u∗∗(t), v∗∗(t), w∗∗(t)).
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(2) Assume (H4). Then there is a coexistence state (u∗∗(x, t), v∗∗(x, t), w∗∗(x, t)) of (1.1)
which satisfies (i)-(iii) of (1).
The reader is referred to [15, Remark 1.2] for some remarks about the assumptions (H3),
(H4), and Theorems 1.2 and 1.3.
We now state the results of the current paper on the stability and uniqueness of coexistence
states in (1.1). For convenience, we first introduce the following assumptions.
(H5) Assume (H1) and
a0,inf > a2,supA¯2 + k
χ1
d3
A¯1, b0,inf > b1,supA¯1 + l
χ2
d3
A¯2. (1.13)
(H6) Assume (H2) and
a0,inf > (a2,sup + l
χ1
d3
)B¯2 + k
χ1
d3
B¯1, b0,inf > (b1,sup + k
χ2
d3
)B¯1 + l
χ2
d3
B¯2. (1.14)
(H7) ai(t, x) ≡ ai(t) and bi(t, x) ≡ bi(t) (i = 0, 1, 2) satisfy (1.3) and
inf
t
{
a1(t)− b1(t)
}
> 2
k
d3
(χ1 + χ2), inf
t
{
b2(t)− a2(t)
}
> 2
l
d3
(χ1 + χ2). (1.15)
Remark 1.1. (1) (H5) implies (H3) and (H6) implies (H4).
(2) When χ1 = χ2 = 0, (H5) and (H6) are the same, and both (1.13) and (1.14) become (1.3).
(3) When k = l = d3 = 1, a0 = a1 = µ1, a2 = µ1a˜1, b0 = b2 = µ1, and b1 = µ2a˜2, (H7) become
2(χ1 + χ2) + µ2a˜2 < µ1 and 2(χ1 + χ2) + µ1a˜1 < µ2. Thus our result in Theorem 1.5(3)
recovers the stability result in [24].
By Theorem 1.2, assuming (H3) (resp., (H4)), for any ǫ > 0, [A1, A¯1+ ǫ]× [A2, A¯2+ ǫ] (resp.,
[B1, B¯1 + ǫ] × [B2, B¯2 + ǫ]) is an attracting rectangle for (1.1). The first main theorem of the
current paper is about optimal attracting rectangles for (1.1) under the assumption (H5) (resp.,
(H6)).
Theorem 1.4 (Optimal attracting rectangle). For given u0, v0 ∈ C
+(Ω¯), let u0 = maxx∈Ω¯ u0(x),
u0 = minx∈Ω¯ u0(x), v0 = maxx∈Ω¯ v0(x) , v0 = minx∈Ω¯ v0(x).
(1) Assume (H5) and that the following system has a unique solution (r¯1, r¯2, r1, r2)

(a1,inf − k
χ1
d3
)r¯1 = a0,sup − a2,infr2 − k
χ1
d3
r1
(b2,inf − l
χ2
d3
)r¯2 = b0,sup − b1,infr1 − k
χ1
d3
r2
(a1,sup − k
χ1
d3
)r1 = a0,inf − a2,supr¯2 − k
χ1
d3
r¯1
(b2,sup − l
χ2
d3
)r2 = b0,inf − b1,supr¯1 − l
χ2
d3
r¯2.
(1.16)
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Then 0 < r1 ≤ r¯1, 0 < r2 ≤ r¯2, and for any ǫ > 0, t0 ∈ R, and u0, v0 ∈ C
0(Ω¯) with
inf u0 > 0, inf v0 > 0, there exists tǫ,u0,v0,u0,v0 such that{
0 < r1−ǫ ≤ u(x, t; t0, u0, v0) ≤ r¯1 + ǫ
0 < r2−ǫ ≤ v(x, t; t0, u0, v0) ≤ r¯2 + ǫ,
(1.17)
for all x ∈ Ω¯ and t ≥ t0 + tǫ,u0,v0,u0,v0 . Furthermore
r1 ≤ u0 ≤ r¯1 and r2 ≤ v0 ≤ r¯2 (1.18)
implies
r1 ≤ u(x, t; t0, u0, v0) ≤ r¯1 and r2 ≤ v(x, t; t0, u0, v0) ≤ r¯2 ∀t ≥ t0. (1.19)
(2) Assume (H6) and that there is a unique solution (s¯1, s¯1, s1, s2) of the following system,

s¯1 =
(
a0,sup−(a2,inf+l
χ1
d3
)s2−k
χ1
d3
s1
)
(b2,inf−l
χ2
d3
)
(a1,inf−k
χ1
d3
)(b2,inf−l
χ2
d3
)−lk
χ1χ2
d2
3
+
lχ1
d3
(
b0,sup−(b1,inf+k
χ2
d3
)s1−l
χ2
d3
s2
)
(a1,inf−k
χ1
d3
)(b2,inf−l
χ2
d3
)−lk
χ1χ2
d2
3
s¯2 =
(
b0,sup−(b1,inf+k
χ2
d3
)s1−l
χ2
d3
s2
)
(a1,inf−k
χ1
d3
)
(a1,inf−k
χ1
d3
)(b2,inf−l
χ2
d3
)−lk
χ1χ2
d2
3
+
kχ2
d3
(
a0,sup−(a2,inf+l
χ1
d3
)s2−k
χ1
d3
s1
)
(a1,inf−k
χ1
d3
)(b2,inf−l
χ2
d3
)−lk
χ1χ2
d2
3
s1 =
(
a0,inf−(a2,sup+l
χ1
d3
)s¯2−k
χ1
d3
s¯1
)
(b2,sup−l
χ2
d3
)
(a1,sup−k
χ1
d3
)(b2,sup−l
χ2
d3
)−lk
χ1χ2
d2
3
+
lχ1
d3
(
b0,inf−(b1,sup+k
χ2
d3
)s¯1−l
χ2
d3
s¯2
)
(a1,sup−k
χ1
d3
)(b2,sup−l
χ2
d3
)−lk
χ1χ2
d2
3
s2 =
(
b0,inf−(b1,sup+k
χ2
d3
)s¯1−l
χ2
d3
s¯2
)
(a1,sup−k
χ1
d3
)
(a1,sup−k
χ1
d3
)(b2,sup−l
χ2
d3
)−lk
χ1χ2
d2
3
+
kχ2
d3
(
a0,inf−(a2,sup+l
χ1
d3
)s¯2−k
χ1
d3
s¯1
)
(a1,sup−k
χ1
d3
)(b2,sup−l
χ2
d3
)−lk
χ1χ2
d2
3
.
(1.20)
Then 0 < s1 ≤ s¯1, 0 < s2 ≤ s¯2, and for any ǫ > 0, t0 ∈ R, and u0, v0 ∈ C
0(Ω¯) with
inf u0 > 0, inf v0 > 0, there exists tǫ,u0,v0,u0,v0 , such that (1.17)-(1.19) hold with r¯1, r¯2, r1,
and r2 being replaced by s¯1, s¯2, s1, and s2, respectively.
Remark 1.2. (1) Under the assumptions in Theorem 1.4(1), (r¯1, r¯2) is the unique positive
equilibrium of the system,
ut = u
(
a0,sup −
(
a1,inf − k
χ1
d3
)
u− a2,infr2 − k
χ1
d3
r1
)
vt = v
(
b0,sup −
(
b2,inf − l
χ2
d3
)
v − b1,infr1 − l
χ2
d3
r2
)
,
hence,
r¯1 < A¯1, r¯2 < A¯2,
and (r1, r2) is the unique positive equilibrium of the system,
ut = u
(
a0,inf −
(
a1,sup − k
χ1
d3
)
u− a2,supr¯2 − k
χ1
d3
r¯1
)
vt = v
(
b0,inf −
(
b2,sup − l
χ2
d3
)
v − b1,supr¯1 − l
χ2
d3
r¯2
)
.
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(2) Under the assumptions in Theorem 1.4(2), (s¯1, s¯2) is the unique positive equilibrium of the
system, 
ut = u
(
a0,sup − (a2,inf + l
χ1
d3
)s2 − k
χ1
d3
s1 − (a1,inf − k
χ1
d3
)u+ lχ1
d3
v
)
vt = v
(
b0,sup − (b1,inf + k
χ2
d3
)s1 − l
χ2
d3
s2 − (b2,inf − l
χ2
d3
)v + kχ2
d3
u
)
,
hence,
s¯1 < B¯1, s¯2 < B¯2,
and (s1, s2) is the unique positive equilibrium of the system,
ut = u
(
a0,inf − (a2,sup + l
χ1
d3
)s¯2 − k
χ1
d3
s¯1 − (a1,sup − k
χ1
d3
)u+ lχ1
d3
v
)
vt = v
(
b0,inf − (b1,sup + k
χ2
d3
)s¯1 − l
χ2
d3
s¯2 − (b2,sup − l
χ2
d3
)v + kχ2
d3
u
)
.
(3) When χ1 = χ2 = 0,
r1 = s1 =
a0,infb2,inf − a2,supb0,sup
a1,supb2,inf − a2,supb1,inf
, r¯1 = s¯1 =
a0,supb2,sup − a2,infb0,inf
a1,infb2,sup − a2,infb1,sup
,
r2 = s2 =
a1,infb0,inf − a0,supb1,sup
a1,infb2,sup − a2,infb1,sup
, r¯2 = s¯2 =
a1,supb0,sup − a0,infb1,inf
a1,supb2,inf − a2,supb1,inf
.
Thus Theorem 1.4 recovers the result on ultimate bounds of solutions of (1.2) in [1]. Note
that this result can be proven directly by using the competitive comparison principle. Note
also that, in this case, (r¯1, r2) is the unique coexistence state of{
ut = u(a0,sup − a1,infu− a2,infv)
vt = v(b0,inf − b1,supu− b2,supv)
and (r1, r¯2) is the unique coexistence state of{
ut = u(a0,inf − a1,supu− a2,supv)
vt = v(b0,sup − b1,infu− b2,infv).
(4) When the coefficients are constants, i.e ai(t, x) = ai and bi(t, x) = bi (i = 0, 1, 2), we have
r1 = r¯1 = s1 = s¯1 =
a0b2 − a2b0
b2a1 − b1a2
,
and
r2 = r¯2 = s2 = s¯2 =
b0a1 − b1a0
b2a1 − b1a2
.
Thus Theorem 1.4 implies the uniqueness and stability of coexistence states. In this case,
by Remark 5.1(2), (1.16) has a unique solution iff{
a2
b2
< a0
b0
< a1
b1
,(
a1 − 2k
χ1
d3
)(
b2 − 2l
χ2
d3
)
> a2b1.
(1.21)
Note that (1.21) are the sufficient conditions for the asymptotic stability and uniqueness
of the constant positive steady states in [14, Theorem 1.3] and [4].
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The second main theorem of the current paper is on the uniqueness and stability of coexistence
states of (1.1).
Theorem 1.5 (Stability and uniqueness of coexistence states).
(1) Assume (H5). Furthermore, assume that
lim sup
t−s→∞
1
t− s
∫ t
s
max{Q1(τ)− q1(τ), Q2(τ)− q2(τ)}dτ < 0, (1.22)
where
q1(t) = 2a1,inf(t)r1 + a2,inf(t)r2 +
χ1 (kr1 + lr2)
2d3
, (1.23)
Q1(t) = a0,sup(t) +
χ1
2d3
(
kr¯1 + lr¯2
)
+
k2
4λd3
(χ21r¯21
d1
+
χ22r¯
2
2
d2
)
+
a2,sup(t)r¯1 + b1,sup(t)r¯2
2
,
(1.24)
q2(t) = 2b2,inf(t)r2 + b1,inf(t)r1 +
χ2 (kr1 + lr2)
2d3
, (1.25)
and
Q2(t) = b0,sup(t) +
χ2
2d3
(
kr¯1 + lr¯2
)
+
l2
4λd3
(χ21r¯21
d1
+
χ22r¯
2
2
d2
)
+
a2,sup(t)r¯1 + b1,sup(t)r¯2
2
.
(1.26)
Then (1.1) has a unique coexistence state (u∗∗(x, t), v∗∗(x, t), w∗∗(x, t)), and, for any t0 ∈
R and u0, v0 ∈ C
+(Ω¯) with u0, v0 6≡ 0, the global classical solution (u(x, t; t0, u0, v0),
v(x, t; t0, u0, v0), w(x, t; t0, u0, v0)) of (1.1) satisfies
lim
t→∞
(
‖u(·, t; t0, u0, v0)− u
∗∗(·, t)‖C0(Ω¯) + ‖v(·, t; t0, u0, v0)− v
∗∗(·, t)‖C0(Ω¯)
)
= 0, (1.27)
and
lim
t→∞
‖w(·, t; t0, u0, v0)− w
∗∗(·, t)‖C0(Ω¯) = 0. (1.28)
(2) Assume (H6). Furthermore, assume that (1.22)-(1.26) hold with r¯1, r¯2, r1, and r2 being
replaced by s¯1, s¯2, s1, and s2, respectively, where si and s¯i (i = 1, 2) are as in Theorem
1.4(2). Then the conclusion in (1) also holds.
(3) Assume (H7). Then (1.1) has a unique spatially homogeneous coexistence state (u∗∗(t), v∗∗(t),
w∗∗(t)), and for any t0 ∈ R and u0, v0 ∈ C
+(Ω¯) with u0, v0 6≡ 0, the unique global classical
solution (u(x, t; t0, u0, v0), v(x, t; t0, u0, v0), w(x, t; t0, u0, v0)) of (1.1) satisfies
lim
t→∞
(
‖u(·, t; t0, u0, v0)− u
∗∗(t)‖C0(Ω¯) + ‖v(·, t; t0, u0, v0)− v
∗∗(t)‖C0(Ω¯)
)
= 0, (1.29)
lim
t→∞
‖w(·, t; t0, u0, v0)− ku
∗∗(t)− lv∗∗(t)‖C0(Ω¯) = 0. (1.30)
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Remark 1.3. (1) Assume (H7). (1.3) implies that{
ut = u(a0(t)− a1(t)u− a2(t)v)
vt = v(b0(t)− b1(t)u− b2(t)v)
has a positive entire solution (u∗∗(t), v∗∗(t)) which is globally stable (see Lemma 2.3). Thus
(u∗∗(t), v∗∗(t), w∗∗(t)) with w∗∗(t) = ku
∗∗(t)+lv∗∗(t)
λ
, is a positive entire solution of (1.1) in
the case of space homogeneous coefficients, i.e, ai(t, x) = ai(t) and bi(t, x) = bi(t). The
uniqueness results is new even for the case χ1 = χ2 = 0 with general time dependence.
When the coefficients are periodic, Alvarez and Lazer proved in [2] the uniqueness of the
entire solution (u∗∗(t), v∗∗(t)) only under the assumption (1.3). It remains open whether
such uniqueness result holds even in the case of χ1 = χ2 = 0 with general time dependence
under only the assumption (1.3). The arguments in the proof of Theorem 1.5(3) are
similar to those in [24].
(2) The arguments in [24] as well as the arguments in [4] and [14] are difficult to be applied in
the general nonhomogeneous case. We utilized a new approach to prove the stability and
uniqueness of coexistence states in this later case, namely, we first obtain optimal attracting
rectangle by iterating the so called eventual comparison method (see the proof of Theorem
1.4), next we prove the stability of coexistence states in L2-norm by applying Green’s
Theorem and Young’s inequality and using the optimal attracting rectangle established in
Theorem 1.4, and then we prove the stability and uniqueness of coexistence states in L∞-
norm. By this new approach, we also obtain some new result about the uniqueness and
stability of coexistence states of (1.2) (see Corollary 1.1).
(3) (1.15) implies (H2). It is the analogue of the condition a1,inf >
2χ1k
d3
for the global stability
of the unique spatially homogeneous entire positive solution of the following one species
chemotaxis model,

ut = d1∆u− χ1∇ · (u∇w) + u
(
a0(t)− a1(t)u
)
, x ∈ Ω
0 = d3∆w + ku− λw, x ∈ Ω
∂u
∂n
= ∂w
∂n
= 0, x ∈ ∂Ω,
(see [13, Theorem 1.4]).
(4) When χ1 = χ2 = 0, (1.22) becomes
limt−s→∞
1
t−s
∫ t
s
{
a0,sup(τ) +
a2,sup(τ)
2 r¯1 − 2a1,inf(τ)r1 +
b1,sup(τ)
2 r¯2 − a2,inf(τ)r2
}
dτ < 0
limt−s→∞
1
t−s
∫ t
s
{
b0,sup(τ) +
b1,sup(τ)
2 r¯2 − 2b2,inf(τ)r2 +
a2,sup(τ)
2 r¯1 − b1,inf(τ)r1
}
dτ < 0.
(1.31)
If furthermore the coefficients are time homogeneous i.e ai(t, x) = ai(x) and bi(t, x) =
bi(x), then (1.22) becomes{
a0,sup +
a2,sup
2 r¯1 +
b1,sup
2 r¯2 < 2a1,infr1 + a2,infr2
b0,sup +
b1,sup
2 r¯2 +
a2,sup
2 r¯1 < 2b2,infr2 + b1,infr1.
(1.32)
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We have the following corollary for the uniqueness and stability of coexistence states of (1.2),
which is new in the general space dependence case.
Corollary 1.1. Consider (1.2). Assume that
a0,sup
a0,inf
< 2
a1,inf
a1,sup
and
b0,sup
b0,inf
< 2
b2,inf
b2,sup
. Then (1.2)
has a unique stable coexistence state provided that the competition coefficients a2 and b1 are such
small so that (1.3) and the following hold,

a2,sup
(
r¯1
2 +
2a1,infb0,sup−a0,supb1,inf
a1,supb2,inf−a2,supb1,inf
)
+
b1,sup
2 r¯2 − a2,infr2 < b2,inf
2a1,infa0,inf−a0,supa1,sup
a1,supb2,inf−a2,supb1,inf
b1,sup
(
r¯2
2 +
2b2,infa0,sup−b0,supa2,inf
b2,supa1,inf−b1,supa2,inf
)
+
a2,sup
2 r¯1 − b1,infr1 < a1,inf
2b2,infb0,inf−b0,supb2,sup
b2,supa1,inf−b1,supa2,inf
.
The rest of the paper is organized as follows. In section 2, we recall some important results
in [15] to be used to prove our main theorems. We discuss the optimal attracting rectangles
in section 3. It is here that we prove Theorem 1.4. In section 4, we prove our main Theorem
1.5 about stability and uniqueness of coexistence in the general inhomogeneous case. We also
prove Corollary 1.1 in this section. Finally, we discuss the conditions for (1.16) to have a unique
solution in section 5. Note that such conditions are generic (see Proposition 5.1).
2 Preliminary
Consider the following system of ODEs induced from system (1.1),

u′ = χ1
d3
u
(
ku+ lv − ku− lv
)
+ u
[
a0,sup(t)− a1,inf(t)u− a2,inf(t)v
]
u′ = χ1
d3
u
(
ku+ lv − ku− lv
)
+ u
[
a0,inf(t)− a1,sup(t)u− a2,sup(t)v
]
v′ = χ2
d3
v
(
ku+ lv − ku− lv
)
+ v
[
b0,sup(t)− b1,inf(t)u− b2,inf(t)v
]
v′ = χ2
d3
v
(
ku+ lv − ku− lv
)
+ v
[
b0,inf(t)− b1,sup(t)u− b2,sup(t)v
]
.
(2.1)
For convenience, we let
(u(t), u(t), v(t), v(t))
= (u (t; t0, u0, u0, v0, v0) , u (t; t0, u0, u0, v0, v0) , v (t; t0, u0, u0, v0, v0) , v (t; t0, u0, u0, v0, v0))
be the solution of (2.1) with initial condition
(u (t0; t0, u0, u0, v0, v0) , u (t0; t0, u0, u0, v0, v0) , v (t0; t0, u0, u0, v0, v0) , v (t0; t0, u0, u0, v0, v0))
= (u0, u0, v0, v0) ∈ R
4
+. (2.2)
Then for given t0 ∈ R and (u0, u0, v0, v0) ∈ R
4
+, there exists Tmax (t0, u0, u0, v0, v0) > 0 such
that (2.1) has a unique classical solution (u(t), u(t), v(t), v(t)) on (t0, t0+Tmax (t0, u0, u0, v0, v0))
satisfying (2.2). Moreover if Tmax (t0, u0, u0, v0, v0) <∞, then
lim sup
tրTmax(t0,u0,u0,v0,v0)
(|u(t0 + t)|+ |u(t0 + t)|+ |v(t0 + t)|+ |v(t0 + t)|) =∞. (2.3)
Then we have the following important lemma from [15].
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Lemma 2.1. [15, Lemma 2.2] Let (u(t), u(t), v(t), v(t)) be the solution of (2.1) which satisfies
(2.2).
(i) If 0 ≤ u0 ≤ u0 and 0 ≤ v0 ≤ v0, then 0 ≤ u(t) ≤ u(t) and 0 ≤ v(t) ≤ v(t) for all
t ∈ [t0, t0 + Tmax (u0, u0, v0, v0)).
(ii) If (H2) holds, then Tmax (t0, u0, u0, v0, v0) =∞ and
lim sup
t→∞
u(t) ≤ B¯1, lim sup
t→∞
v(t) ≤ B¯2,
where B¯1 and B¯2 are as in (1.8) and (1.9), respectively.
Lemma 2.2. [14, Proof Theorem 1.1(1)] Assume (H2). Given t0 ∈ R, u0, v0 ∈ C
+(Ω¯),
let u0 = maxx∈Ω¯ u0(x), u0 = minx∈Ω¯ u0(x), v0 = maxx∈Ω¯ v0(x) , v0 = minx∈Ω¯ v0(x) and let
(u(t), u(t), v(t), v(t)) be solution of (2.1) satisfying initial condition (2.2). Then if (u(x, t), v(x, t),
w(x, t)) is the solution of equation (1.1) with initials u(·, t0) = u0 and v(·, t0) = v0, we have
0 ≤ u(t) ≤ u(x, t) ≤ u(t) and 0 ≤ v(t) ≤ v(x, t) ≤ v(t) ,∀x ∈ Ω¯ t ≥ t0.
Proof. By the similar arguments as those in [14, Theorem 1.1(1)], under the condition (H2) we
have
0 ≤ u(t) ≤ u(x, t) ≤ u(t) and 0 ≤ v(t) ≤ v(x, t) ≤ v(t) ,∀x ∈ Ω¯ t ∈ (t0, t0 + Tmax).
By (H2) and Lemma 2.1, we get Tmax =∞.
Next, we have the following lemma about existence and stability of coexistence states when
the coefficients are space independent.
Lemma 2.3. [15, Lemma 4.1 ] Consider{
ut = u
(
a0(t)− a1(t)u− a2(t)v
)
vt = v
(
b0(t)− b1(t)u− b2(t)v
)
.
(2.4)
Assume (1.3) is satisfied. Then there is a strictly positive entire solution (u∗∗(t), v∗∗(t)) of
(2.4). Moreover, for any u0, v0 > 0 and t0 ∈ R,
(u(t; t0, u0, v0), v(t; t0, u0, v0))− (u
∗∗(t), v∗∗(t))→ 0
as t → ∞, where (u(t; t0, u0, v0), v(t; t0, u0, v0)) is the solution of (2.4) with (u(t0; t0, u0, v0),
v(t0; t0, u0, v0)) = (u0, v0). In addition, if ai(t) and bi(t) are almost periodic, then so is (u
∗∗(t),
v∗∗(t)).
13
3 Optimal attracting rectangle and proof of Theorem 1.4
In this section, we construct optimal attracting rectangles for (1.1) and prove Theorem 1.4. We
first prove two important lemmas.
Lemma 3.1. Consider (1.1). For given u0, v0 ∈ C
+(Ω¯), let u0 = maxx∈Ω¯ u0(x), u0 = minx∈Ω¯ u0(x),
v0 = maxx∈Ω¯ v0(x) , v0 = minx∈Ω¯ v0(x).
(1) Assume (H5). Let r01 = r
0
2 = 0, r¯
0
1 = A¯1, r¯
0
2 = A¯2, and

r¯n1 =
a0,sup−a2,infrn−12 −k
χ1
d3
rn−11
a1,inf−k
χ1
d3
r¯n2 =
b0,sup−b1,infrn−11 −k
χ1
d3
rn−12
b2,inf−l
χ2
d3
rn1 =
a0,inf−a2,sup r¯
n
2−k
χ1
d3
r¯n1
a1,sup−k
χ1
d3
rn2 =
b0,inf−b1,supr¯
n
1−l
χ2
d3
r¯n2
b2,sup−l
χ2
d3
(3.1)
for n = 1, 2, · · · . Then {
0 < rn−11 ≤ r
n
1 ≤ r¯
n
1 ≤ r¯
n−1
1 ≤ A¯1
0 < rn−12 ≤ r
n
2 ≤ r¯
n
2 ≤ r¯
n−1
2 ≤ A¯2
(3.2)
for n = 2, · · ·, and for any given u0, v0 ∈ C
+(Ω¯) with inf u0 > 0, inf v0 > 0, ǫ > 0, and
n ∈ N with n ≥ 1, there exists tnǫ,u0,v0,u0,v0 ≥ t
n−1
ǫ,u0,v0,u0,v0
(t0ǫ,u0,v0,u0,v0 = 0) such that{
rn1 − ǫ ≤ u(x, t; t0, u0, v0) ≤ r¯
n
1 + ǫ
rn2 − ǫ ≤ v(x, t; t0, u0, v0) ≤ r¯
n
2 + ǫ,
(3.3)
for all x ∈ Ω¯, t0 ∈ R and t ≥ t0 + t
n
ǫ,u0,v0,u0,v0
.
(2) Assume (H6). Let s01 = s
0
2 = 0, s¯
0
1 = B¯1, s¯
0
2 = B¯2, and

s¯n1 =
(
a0,sup−(a2,inf+l
χ1
d3
)sn−12 −k
χ1
d3
sn−11
)
(b2,inf−l
χ2
d3
)
(a1,inf−k
χ1
d3
)(b2,inf−l
χ2
d3
)−lk
χ1χ2
d2
3
+
lχ1
d3
(
b0,sup−(b1,inf+k
χ2
d3
)sn−11 −l
χ2
d3
sn−12
)
(a1,inf−k
χ1
d3
)(b2,inf−l
χ2
d3
)−lk
χ1χ2
d2
3
s¯n2 =
(
b0,sup−(b1,inf+k
χ2
d3
)sn−11 −l
χ2
d3
sn−12
)
(a1,inf−k
χ1
d3
)
(a1,inf−k
χ1
d3
)(b2,inf−l
χ2
d3
)−lk
χ1χ2
d2
3
+
kχ2
d3
(
a0,sup−(a2,inf+l
χ1
d3
)sn−12 −k
χ1
d3
sn−11
)
(a1,inf−k
χ1
d3
)(b2,inf−l
χ2
d3
)−lk
χ1χ2
d2
3
sn1 =
(
a0,inf−(a2,sup+l
χ1
d3
)s¯n2−k
χ1
d3
s¯n1
)
(b2,sup−l
χ2
d3
)
(a1,sup−k
χ1
d3
)(b2,sup−l
χ2
d3
)−lk
χ1χ2
d2
3
+
lχ1
d3
(
b0,inf−(b1,sup+k
χ2
d3
)s¯n1−l
χ2
d3
s¯n2
)
(a1,sup−k
χ1
d3
)(b2,sup−l
χ2
d3
)−lk
χ1χ2
d2
3
sn2 =
(
b0,inf−(b1,sup+k
χ2
d3
)s¯n1−l
χ2
d3
s¯n2
)
(a1,sup−k
χ1
d3
)
(a1,sup−k
χ1
d3
)(b2,sup−l
χ2
d3
)−lk
χ1χ2
d2
3
+
kχ2
d3
(
a0,inf−(a2,sup+l
χ1
d3
)s¯n2−k
χ1
d3
s¯n1
)
(a1,sup−k
χ1
d3
)(b2,sup−l
χ2
d3
)−lk
χ1χ2
d2
3
(3.4)
for n = 1, 2, · · · . Then {
0 < sn−11 ≤ s
n
1 ≤ s¯
n
1 ≤ s¯
n−1
1 ≤ B¯1
0 < sn−12 ≤ s
n
2 ≤ s¯
n
2 ≤ s¯
n−1
2 ≤ B2
(3.5)
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for n = 2, · · ·, and for any given u0, v0 ∈ C
+(Ω¯) with inf u0 > 0, inf v0 > 0, ǫ > 0, and
n ∈ N with n ≥ 1, there exists tnǫ,u0,v0,u0,v0 ≥ t
n−1
ǫ,u0,v0,u0,v0
(t0ǫ,u0,v0,u0,v0 = 0) such that{
sn1 − ǫ ≤ u(x, t; t0, u0, v0) ≤ s¯
n
1 + ǫ
sn2 − ǫ ≤ v(x, t; t0, u0, v0) ≤ s¯
n
2 + ǫ,
(3.6)
for all x ∈ Ω¯, t0 ∈ R and t ≥ t0 + t
n
ǫ,u0,v0,u0,v0
.
Proof. (1) First of all, note that r¯11 = r¯
0
1 and r¯
1
2 = r¯
0
2, and by (H5), 0 < r
1
1 ≤ r¯
1
1 and 0 < r
1
2 ≤ r¯
1
2.
(3.2) then follows from (3.1) directly.
We then prove (3.3). We do so by induction.
First we claim that there exists t1ǫ,u0,v0,u0,v0 ≥ 0 such that{
r11 − ǫ ≤ u(x, t; t0, u0, v0) ≤ r¯
1
1 + ǫ
r12 − ǫ ≤ v(x, t; t0, u0, v0) ≤ r¯
1
2 + ǫ
(3.7)
for all x ∈ Ω¯, t0 ∈ R and t ≥ t0 + t
1
ǫ,u0,v0,u0,v0
.
In fact, from the first and third equations of (1.1), we get
ut ≤ d1∆u− χ1∇w · ∇u+ u
(
a0,sup − (a1,inf − k
χ1
d3
)u
)
. (3.8)
Let u(t; t0, u0) be the solution of
u′ = u
(
a0,sup − (a1,inf − k
χ1
d3
)u
)
with u(t0; t0, u0) = u0. Then by solving, we get
u(t; t0, u0) =
c0a
c0b− e−a(t−t0)
∀ t ≥ t0, (3.9)
where a = a0,sup, b = a1,inf−k
χ1
d3
, and c0 =
u0
bu0−a
. (Actually u(t; t0, u0) > 0 for all t > t0−
ln(c0b)
a
and blows up in backward time at t∗ = t0 −
ln(c0b)
a
< t0.) Then it follows from (3.8), (3.9) and
parabolic comparison principle that
u(x, t; t0, u0, v0) ≤
c0a
c0b− e−a(t−t0)
∀ t ≥ t0, ∀ t0 ∈ R.
Thus
u(x, t+ t0; t0, u0, v0) ≤ u(t+ t0; t0, u0) =
c0a
c0b− e−at
∀ t ≥ 0, ∀ t0 ∈ R.
Therefore there is t1ǫ,u0 > 0 such that
u(x, t; t0, u0, v0) ≤ r¯
1
1 + ǫ ∀t ≥ t0 + t
1
ǫ,u0
, ∀ t0 ∈ R. (3.10)
Similarly using the second and third equation of (1.1), there exists t1ǫ,v0 > 0 such that
v(x, t; t0, u0, v0) ≤ r¯
1
2 + ǫ ∀ t ≥ t0 + t
1
ǫ,v0
, ∀ t0 ∈ R. (3.11)
15
Choose 0 < ǫ˜ ≤ ǫ such that
a0,inf − a2,supr¯
1
2 − k
χ1
d3
r¯11 − ǫ˜
(
a2,sup + k
χ1
d3
)
a1,sup −
kχ1
d3
− ǫ˜ ≥ r11 − ǫ.
Let t1ǫ˜,u0,v0 = max{tǫ˜,u0 , tǫ˜,v0}. Then for t ≥ t
1
ǫ˜,u0,v0
, from (3.10), (3.11), the first and third
equations of (1.1), we get
ut ≥ d1∆u− χ1∇w · ∇u+ u
(
a0,inf − a2,supr¯
1
2 − k
χ1
d3
r¯11 − (a1,sup − k
χ1
d3
)u− ǫ˜
(
a2,sup + k
χ1
d3
))
.
Thus similar arguments as those lead to (3.10) implies that there is t1ǫ,u0,u0,v0 ≥ t
1
ǫ,u0,v0
such that
r11 − ǫ ≤ u(x, t; t0, u0, v0) ∀ t ≥ t0 + t
1
ǫ,u0,u0,v0
, ∀ t0 ∈ R. (3.12)
Similarly, from (3.10), (3.11), the second and third equation of (1.1) and similar arguments as
those lead to (3.10), there is t1ǫ,v0,u0,v0 ≥ t
1
ǫ,v0,v0
such that
r12 − ǫ ≤ v(x, t; t0, u0, v0) ∀ t ≥ t0 + t
1
ǫ,u0,u0,v0
, ∀ t0 ∈ R. (3.13)
Choose t1ǫ,u0,v0,u0,v0 = max{tǫ,u0,u0,v0 , tǫ,v0,u0,v0}(≥ 0). Then (3.7) follows from (3.10), (3.11),
(3.12) and (3.13).
Next, assume that for any ǫ > 0, there is tkǫ,u0,v0,u0,v0 ≥ t
k−1
ǫ,u0,v0,u0,v0
(k ≥ 2) such that{
rk1 − ǫ ≤ u(x, t; t0, u0, v0) ≤ r¯
k
1 + ǫ
rk2 − ǫ ≤ v(x, t; t0, u0, v0) ≤ r¯
k
2 + ǫ
(3.14)
for all x ∈ Ω¯, t0 ∈ R and t ≥ t0 + t
k
ǫ,u0,v0,u0,v0
. We claim that there is there is tk+1ǫ,u0,v0,u0,v0
≥
tkǫ,u0,v0,u0,v0
(k ≥ 2) such that{
rk+11 − ǫ ≤ u(x, t; t0, u0, v0) ≤ r¯
k+1
1 + ǫ
rk+12 − ǫ ≤ v(x, t; t0, u0, v0) ≤ r¯
k+1
2 + ǫ
(3.15)
for all x ∈ Ω¯, t0 ∈ R and t ≥ t0 + t
k+1
ǫ,u0,v0,u0,v0
.
In fact, choose 0 < ǫ˜ ≤ ǫ such that
a0,sup − a2,infr
k
2 − k
χ1
d3
rk1−ǫ˜
(
a2,inf + k
χ1
d3
)
a1,inf −
kχ1
d3
+ ǫ˜ ≤ r¯k+11 + ǫ
and
a0,inf − a2,supr¯
k+1
2 − k
χ1
d3
r¯k+11 − ǫ˜
(
a2,sup + k
χ1
d3
)
a1,sup −
kχ1
d3
− ǫ˜ ≥ rk+11 − ǫ.
We have that for t ≥ t0 + t
k
ǫ˜,u0,v0,u0,v0
,
ut ≤ d1∆u− χ1∇w · ∇u+ u
(
a0,sup − a2,infr
k
2 − k
χ1
d3
rk1 − (a1,inf − k
χ1
d3
)u− ǫ˜
(
a2,inf + k
χ1
d3
))
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Then there is t˜k+1ǫ,u0,v0,u0,v0
≥ tkǫ,u0,v0,u0,v0 such that for t ≥ t˜
k+1
ǫ,u0,v0,u0,v0
u(x, t; t0, u0, v0) ≤ r¯
k+1 + ǫ ∀ x ∈ Ω¯, ∀ t0 ∈ R ∀ t ≥ t0 + t˜
k+1
ǫ,u0,v0,u0,v0
.
This implies that for t ≥ t0 + t˜
k+1
ǫ,u0,v0,u0,v0
,
ut ≥ d1∆u− χ1∇w · ∇u+ u
(
a0,inf − a2,supr¯
k+1
2 − k
χ1
d3
r¯k+11 − (a1,sup − k
χ1
d3
)u− ǫ˜
(
a2,sup + k
χ1
d3
))
.
It then follows that there is t¯k+1ǫ,u0,v0,u0,v0
≥ tkǫ,u0,v0,u0,v0 such that for t ≥ t0 + t¯
k+1
ǫ,u0,v0,u0,v0
,
rk+11 − ǫ ≤ u(x, t; t0, u0, v0) ≤ r¯
k+1
1 + ǫ.
Similarly, we can prove that there is tˆk+1ǫ,u0,v0,u0,v0
≥ tkǫ,u0,v0,u0,v0 such that for t ≥ t0 +
tˆk+1ǫ,u0,v0,u0,v0
,
rk+12 − ǫ ≤ v(x, t; t0, u0, v0) ≤ r¯
k+1
2 + ǫ.
The claim (3.18) then follows with tk+1ǫ,u0,v0,u0,v0
= max{t¯k+1ǫ,u0,v0,u0,v0
, tˆk+1ǫ,u0,v0,u0,v0
}.
Now, by induction, (3.3) holds for all n ≥ 1. This completes the proof of (1).
(2) It can be proved by the similar arguments as those in (1). We outline some idea in the
following.
First of all, note that s¯11 = s¯
0
1 = B¯1 and s¯
1
2 = s¯
0
2 = B¯1, and by (H6), 0 < s
1
1 ≤ s¯
1
1 and
0 < s12 ≤ s¯
1
2. (3.5) then follows from (3.4) directly.
We prove (3.6) by induction.
To this end, we first claim that there exists t1ǫ,u0,v0,u0,v0 ≥ 0 such that{
s11 − ǫ ≤ u(x, t; t0, u0, v0) ≤ s¯
1
1 + ǫ
s12 − ǫ ≤ v(x, t; t0, u0, v0) ≤ s¯
1
2 + ǫ
(3.16)
for all x ∈ Ω¯, t0 ∈ R and t ≥ t0 + t
1
ǫ,u0,v0,u0,v0
.
In fact, note that{
ut ≤ d1∆u− χ1∇w · ∇u+ u
(
a0,sup − (a2,inf + l
χ1
d3
)s02 − k
χ1
d3
s01 − (a1,inf − k
χ1
d3
)u+ lχ1
d3
v
)
vt ≤ d2∆v − χ2∇w · ∇v + v
(
b0,sup − (b1,inf + k
χ2
d3
)s01 − l
χ2
d3
s02 − (b2,inf − l
χ2
d3
)v + kχ2
d3
u
)
.
Then for any ǫ > 0, there is t¯1ǫ,u0,v0,u0,v0 ≥ 0 such that{
u(x, t; t0, u0, v0) ≤ s¯
1
1 + ǫ
v(x, t; t,u0, v0) ≤ s¯
1
2 + ǫ
for all x ∈ Ω, t0 ∈ R, and t ≥ t0+t¯
1
ǫ,u0,v0,u0,v0
. This implies that for any ǫ˜ > 0, t ≥ t0+t¯
1
ǫ˜,u0,v0,u0,v0
,{
ut ≥ d1∆u− χ1∇w · ∇u+ u
(
a0,inf − (a2,sup + l
χ1
d3
)(s¯12 + ǫ˜)− k
χ1
d3
(s¯11 + ǫ˜)− (a1,sup − k
χ1
d3
)u+ lχ1
d3
v
)
vt ≥ d2∆v − χ2∇w · ∇v + v
(
b0,inf − (b1,sup + k
χ2
d3
)(s¯11 + ǫ˜)− l
χ2
d3
(s¯12 + ǫ˜)− (b2,sup − l
χ2
d3
)v + kχ2
d3
u
)
.
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Choose 0 < ǫ˜ < ǫ such that

(
a0,inf−(a2,sup+l
χ1
d3
)(s¯12+ǫ˜)−k
χ1
d3
(s¯11+ǫ˜)
)
(b2,sup−l
χ2
d3
)
(a1,sup−k
χ1
d3
)(b2,sup−l
χ2
d3
)−lk
χ1χ2
d2
3
+
lχ1
d3
(
b0,inf−(b1,sup+k
χ2
d3
)(s¯11+ǫ˜)−l
χ2
d3
(s¯12+ǫ˜)
)
(a1,sup−k
χ1
d3
)(b2,sup−l
χ2
d3
)−lk
χ1χ2
d2
3
> s11 − ǫ(
b0,inf−(b1,sup+k
χ2
d3
)(s¯11+ǫ˜)−l
χ2
d3
(s¯12+ǫ˜)
)
(a1,sup−k
χ1
d3
)
(a1,sup−k
χ1
d3
)(b2,sup−l
χ2
d3
)−lk
χ1χ2
d2
3
+
kχ2
d3
(
a0,inf−(a2,sup+l
χ1
d3
)(s¯12+ǫ˜)−k
χ1
d3
(s¯11+ǫ˜)
)
(a1,sup−k
χ1
d3
)(b2,sup−l
χ2
d3
)−lk
χ1χ2
d2
3
> s12 − ǫ.
Then there is t1ǫ,u0,v0,u0,v0 ≥ t¯
1
ǫ,u0,v0,u0,v0
such that{
u(x, t; t0, u0, v0) ≥ s
1
1 − ǫ
v(x, t; t,u0, v0) ≥ s
1
2 − ǫ
for x ∈ Ω, t0 ∈ R, and t ≥ t0 + t
1
ǫ,u0,v0,u0,v0
. The claim (3.16) then follows.
Next, assume that for any ǫ > 0, there is tkǫ,u0,v0,u0,v0 ≥ t
k−1
ǫ,u0,v0,u0,v0
(k ≥ 2) such that{
sk1 − ǫ ≤ u(x, t; t0, u0, v0) ≤ s¯
k
1 + ǫ
sk2 − ǫ ≤ v(x, t; t0, u0, v0) ≤ s¯
k
2 + ǫ
(3.17)
for all x ∈ Ω¯, t0 ∈ R and t ≥ t0+ t
k
ǫ,u0,v0,u0,v0
. By the similar arguments as in (1), there is there
is tk+1ǫ,u0,v0,u0,v0 ≥ t
k
ǫ,u0,v0,u0,v0
(k ≥ 2) such that{
sk+11 − ǫ ≤ u(x, t; t0, u0, v0) ≤ s¯
k+1
1 + ǫ
sk+12 − ǫ ≤ v(x, t; t0, u0, v0) ≤ s¯
k+1
2 + ǫ
(3.18)
for all x ∈ Ω¯, t0 ∈ R and t ≥ t0 + t
k+1
ǫ,u0,v0,u0,v0
.
(3.6) then follows by induction and (2) is thus proved.
Lemma 3.2. Consider (1.1).
(1) Assume (H5). For any given n ∈ N, u0, v0 ∈ C
+(Ω¯) with u0, v0 6≡ 0 and t0 ∈ R, if
rn1 ≤ u0 ≤ r¯
n
1 and r
n
2 ≤ v0 ≤ r¯
n
2 , (3.19)
then
rn1 ≤ u(x, t; t0, u0, v0) ≤ r¯
n
1 and r
n
2 ≤ v(x, t; t0, u0, v0) ≤ r¯
n
2 ∀ t ≥ t0. (3.20)
(2) Assume (H6). For any given n ∈ N, u0, v0 ∈ C
+(Ω¯) with u0, v0 6≡ 0 and t0 ∈ R, if
sn1 ≤ u0 ≤ s¯
n
1 and s
n
2 ≤ v0 ≤ s¯
n
2 , (3.21)
then
sn1 ≤ u(x, t; t0, u0, v0) ≤ s¯
n
1 and s
n
2 ≤ v(x, t; t0, u0, v0) ≤ s¯
n
2 ∀ t ≥ t0. (3.22)
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Proof. (1) For given n ∈ N, suppose (3.19) holds. We prove (3.20) holds in two steps.
Step 1. We prove in this step that the following holds for k = 1,
rk1 ≤ u(x, t; t0, u0, v0) ≤ r¯
k
1 and r
k
2 ≤ v(x, t; t0, u0, v0) ≤ r¯
k
2 ∀ t ≥ t0. (3.23)
Recall that (3.8) reads as
ut ≤ d1∆u− χ1∇w · ∇u+ u
(
a0,sup − (a1,inf − k
χ1
d3
)u
)
.
Thus, by parabolic comparison principe and u¯0 ≤ r¯
n
1 ≤ r¯
1
1, we get that
0 ≤ u(x, t; t0, u0, v0) ≤ r¯
1
1 ∀ t ≥ t0. (3.24)
Similarly, by parabolic comparison principe and v¯0 ≤ r¯
n
2 ≤ r¯
1
2, we can get that
0 ≤ v(x, t; t0, u0, v0) ≤ r¯
1
2 ∀ t ≥ t0. (3.25)
Therefore, for t ≥ t0,
ut ≥ d1∆u− χ1∇w · ∇u+ u
(
a0,inf − a2,supr¯
1
2 − k
χ1
d3
r¯11 − (a1,sup − k
χ1
d3
)u
))
.
By parabolic comparison principe and r11 ≤ r
n
1 ≤ u0, we have that
r11 ≤ u(x, t; t0, u0, v0) ∀ t ≥ t0. (3.26)
Similarly, by parabolic comparison principe and r12 ≤ r
n
2 ≤ v0, we have that
r12 ≤ v(x, t; t0, u0, v0) ∀ t ≥ t0. (3.27)
Thus the result follows from (3.24),(3.26),(3.25) and (3.27).
Step 2. Suppose that (3.23) holds for k = 1, 2, · · · , l (l ≤ n− 1), we prove that (3.23) holds for
k = l + 1.
Indeed since (3.23) holds for 1 ≤ k ≤ l, for t ≥ t0, we get from the first and third equation of
(1.1) that
ut ≤ d1∆u− χ1∇w · ∇u+ u
(
a0,sup − a2,infr
l
2 − k
χ1
d3
rl1 − (a1,inf − k
χ1
d3
)u
)
.
Thus, by parabolic comparison principe and u¯0 ≤ r¯
n
1 ≤ r¯
l+1
1 , we get that
u(x, t; t0, u0, v0) ≤ r¯
l+1
1 ∀t ≥ t0. (3.28)
Similarly, from the second and third equation of (1.1) and parabolic comparison principe, we
get since v¯0 ≤ r¯
n
2 ≤ r¯
l+1
2 that
v(x, t; t0, u0, v0) ≤ r¯
l+1
2 ∀t ≥ t0. (3.29)
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Next again from the first and third equation of (1.1) that
ut ≥ d1∆u− χ1∇w · ∇u+ u
(
a0,inf − a2,supr¯
l
2 − k
χ1
d3
r¯l1 − (a1,sup − k
χ1
d3
)u
)
.
Therefore by parabolic comparison principe we get since rl+11 ≤ r
n
1 ≤ u0 that
rl+11 ≤ u(x, t; t0, u0, v0) ∀t ≥ t0. (3.30)
Similarly, from the second and third equation of (1.1) and parabolic comparison principe, we
get since rl+12 ≤ r
n
2 ≤ u0 that
rl+12 ≤ v(x, t; t0, u0, v0) ∀t ≥ t0. (3.31)
By (3.28), (3.30), (3.29) and (3.31), (3.23) holds for k = l + 1.
(3.20) then follows by induction.
(2) It can be proved by the similar arguments as those in (1).
Now we prove Theorem 1.4.
Proof of Theorem 1.4. (1) First of all, from (3.2), the sequences rn1 and r
n
2 are nondecreasing
bounded sequences of nonnegative real numbers and the sequences r¯n1 and r¯
n
2 non-increasing
bounded sequences of nonnegative real numbers. Thus there exist real numbers 0 < r1 ≤ r¯1 ≤ A¯1
and 0 < r2 ≤ r¯2 ≤ A¯2 such that{
limn→∞ r
n
1 = r1, limn→∞ r¯
n
1 = r¯1,
limn→∞ r
n
2 = r2, limn→∞ r¯
n
2 = r¯2.
(3.32)
Combining (3.32) with (3.1), we get
r¯1 =
a0,sup − a2,infr2 − k
χ1
d3
r1
a1,inf − k
χ1
d3
, (3.33)
r¯2 =
b0,sup − b1,infr1 − k
χ1
d3
r2
b2,inf − l
χ2
d3
, (3.34)
r1 =
a0,inf − a2,supr¯2 − k
χ1
d3
r¯1
a1,sup − k
χ1
d3
, (3.35)
and
r2 =
b0,inf − b1,supr¯1 − l
χ2
d3
r¯1
b2,sup − l
χ2
d3
. (3.36)
Hence (r¯1, r¯2, r1, r2) is the unique solution of (1.16).
Next, we prove (1.17). By (3.3) and (3.32), for any ǫ > 0, we can choose N such{
r1 − 2ǫ ≤ r
N
1 − ǫ ≤ u(x, t; t0, u0, v0) ≤ r¯
N
1 + ǫ ≤ r¯1 + 2ǫ
r2 − 2ǫ ≤ r
N
2 − ǫ ≤ v(x, t; t0, u0, v0) ≤ r¯
N
2 + ǫ ≤ r¯2 + 2ǫ,
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for all x ∈ Ω¯, t0 ∈ R and t ≥ t0 + t
N
ǫ,u0,v0,u0,v0
. Thus (1.17) holds.
Now suppose that (1.18) holds. We prove (1.19). Assume that
r1 ≤ u0 ≤ r¯1 and r2 ≤ v0 ≤ r¯2.
Since the sequences rn1 and r
n
2 are nondecreasing bounded sequences of nonnegative real numbers
and the sequences r¯n1 and r¯
n
2 non-increasing bounded sequences of nonnegative real numbers,
from (3.32), we get for n ∈ N that
rn1 ≤ r1 ≤ u0 ≤ r¯1 ≤ r¯
n
1 and r
n
2 ≤ r2 ≤ v0 ≤ r¯2 ≤ r¯
n
2 .
By Lemma 3.2,
rn1 ≤ u(x, t; t0, u0, v0) ≤ r¯
n
1 and r
n
2 ≤ v(x, t; t0, u0, v0) ≤ r¯
n
2 ∀n ∈ N , t ≥ t0.
Then as n→∞, we get
r1 ≤ u(x, t; t0, u0, v0) ≤ r¯1 and r2 ≤ v(x, t; t0, u0, v0) ≤ r¯2 ∀t ≥ t0.
Thus (1.19) holds.
(2) It follows from the similar arguments as those in (1).
4 Uniqueness and stability of coexistence states and Proof of
Theorem 1.5
In this section, we establish the nonlinear stability and uniqueness of entire solutions of system
(1.1) and prove Theorem 1.5 and Corollary 1.1.
We first prove Theorem 1.5(3).
Proof of Theorem 1.5(3). Recall that (1.15) implies (H2) (see Remark 1.3(2)). For given t0 ∈ R
and u0, v0 ∈ C
+(Ω¯) with u0(·), v0(·) 6= 0, let (u(·, t; t0, u0, v0), v(·, t; t0, u0, v0), w(·, t; t0, u0, v0))
be the solution of (1.1) given by Theorem 1.1(2). Note that (u(·, t; t0, u0, v0), v(·, t; t0, u0, v0),
w(·, t; t0, u0, v0)) exists for all t > t0 and without loss of generality, we may assume that
u0(x), v0(x) > 0 for all x ∈ Ω¯.
Let (u∗∗(t), v∗∗(t), w∗∗(t)) be a spatially homogeneous coexistence state of (1.1) (see Remark
1.3(1)). We first prove that (1.29) and (1.30) hold.
To this end, let (u(t), u(t), v(t), v(t)) be as in Lemma 2.2. Then by Lemma 2.2, we have
u(t) ≤ u(x, t; t0, u0, v0) ≤ u¯(t), v(t) ≤ v(x, t; t0, u0, v0) ≤ v¯(t) ∀ x ∈ Ω¯, t ≥ t0. (4.1)
We claim that for any ǫ > 0, there is tǫ,u0,v0,t0 > 0 such that
u(t)− ǫ ≤ u∗∗(t) ≤ u¯(t) + ǫ, v(t)− ǫ ≤ v∗∗(t) ≤ v¯(t) + ǫ ∀ t ≥ t0 + tǫ,u0,v0,t0 . (4.2)
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Indeed let (u1(t), v1(t)) be the solution of (2.4) with (u1(t0), v
1(t0)) = (u0, v0). Note that
(u(t), v(t)) satisfies {
ut ≥ u(t)(a0(t)− a1(t)u(t)− a2(t)v(t))
vt ≤ v(t)(b0(t)− b1(t)u(t)− b2(t)v(t)).
(4.3)
Then by comparison principle for two species competition systems,
u1(t) ≤ u(t) and v1(t) ≥ v(t) for all t ≥ t0. (4.4)
Similarly, let (u2(t), v2(t)) be the solution of (2.4) with (u2(t0), v
2(t0)) = (u0, v0). Note that{
ut ≤ u(t)(a0(t)− a1(t)u(t)− a2(t)v(t))
vt ≥ v(t)(b0(t)− b1(t)u(t)− b2(t)v(t))
(4.5)
By comparison principle for two species competition systems again,
u2(t) ≥ u(t) and v2(t) ≤ v(t) for all t ≥ t0. (4.6)
By Lemma 2.3,
lim
t→∞
(
|ui(t)− u∗∗(t)|+ |vi(t)− v∗∗(t)|
)
= 0 for i = 1, 2.
This implies that for any ǫ > 0, there is tǫ,u0,v0,t0 > 0 such that
u2(t)− ǫ ≤ u∗∗(t) ≤ u1(t) + ǫ, v1(t)− ǫ ≤ v∗∗(t) ≤ v2(t) + ǫ ∀ t ≥ t0 + tǫ,u0,v0,t0 . (4.7)
(4.2) then follows from (4.4), (4.6), and (4.7).
By (4.1) and (4.2), to show (1.29) and (1.30), it suffices to show 0 ≤ ln u(t)
u(t) + ln
v(t)
v(t) −→
0 as t→∞. Assume that t > t0. By (2.1), we have

u′
u
= χ1
d3
(
ku+ lv − ku− lv
)
+
[
a0(t)− a1(t)u− a2(t)v
]
u′
u
= χ1
d3
(
ku+ lv − ku− lv
)
+
[
a0(t)− a1(t)u− a2(t)v
]
v′
v
= χ2
d3
(
ku+ lv − ku− lv
)
+
[
b0(t)− b2(t)v − b1(t)u
]
v′
v
= χ2
d3
(
ku+ lv − ku− lv
)
+
[
b0(t)− b2(t)v − b1(t)u
]
.
This together with (1.3) implies that
d
dt
(
ln
u
u
+ ln
v
v
)
=
u′
u
−
u′
u
+
v′
v
−
v′
v
≤ −min{α1, β1} ((u− u) + (v − v)) ≤ 0, (4.8)
where
0 < α1 = inf
t∈R
{a1(t)− b1(t)− 2k
χ1 + χ2
d3
},
and
0 < β1 = inf
t∈R
{b2(t)− a2(t)− 2l
χ1 + χ2
d3
}.
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Thus by integrating (4.8) over (t0, t), we get
0 ≤ ln
u(t)
u(t)
+ ln
v(t)
v(t)
≤ ln
u0
u0
+ ln
v0
v0
, and then
u(t)v(t)
u(t)v(t)
≤
u0v0
u0v0
.
We have by mean value theorem that
− ((u− u) + (v − v)) ≤ −u
(
ln
u
u
)
− v
(
ln
v
v
)
Therefore
d
dt
(
ln
u
u
+ ln
v
v
)
≤ −
(
min{α1, β1}
)(
min{α2, β2}
)(
ln
u
u
+ ln
v
v
)
, (4.9)
where
0 < α2 := α2,t0,u0,v0 = inf
t≥t0
u(t)
u0v0
u0v0
,
and
0 < β2 := β2,t0,u0,v0 = inf
t≥t0
v(t)
u0v0
u0v0
.
By letting ǫ0,t0,u0,v0 =
(
min{α1, β1}
)(
min{α2, β2}
)
, we have ǫ0,t0,u0,v0 > 0 and
0 ≤ ln
u
u
+ ln
v
v
≤
(
ln
u0
u0
+ ln
v0
v0
)
e−ǫ0,t0,u0,v0 (t−t0) → 0 as t→∞.
Hence (1.29) and (1.30) hold.
Next, we show that (1.1) has a unique spatially homogeneous coexistence state. Suppose that
(u∗i (t), v
∗
i (t), w
∗
i (t)) (i = 1, 2) are spatially homogeneous coexistence states of (1.1). Let u01 =
max{supt∈R u
∗
1(t), supt∈R u
∗
2(t)}, v01 = min{inft∈R v
∗
1(t), inft∈R v
∗
2(t)}, u02 = min{inft∈R u
∗
1(t),
inft∈R u
∗
2(t)}, and v02 = max{supt∈R v
∗
1(t), supt∈R v
∗
2(t)}. For any t0 ∈ R, let (ui(t), vi(t)) =
(u(t; t0, u0i, v0i), v(t; t0, u0i, v0i)) be the solution of (2.4) with (u(t0; t0, u0i, v0i), v(t0; t0, u0i, v0i)) =
(u0i, v0i) (i = 1, 2). By comparison principle for two species competition systems,
u2(t) ≤ u
∗
i (t) ≤ u1(t) and v1(t) ≤ v
∗
i (t) ≤ v2(t) (4.10)
for i = 1, 2 and t ≥ t0. By the definition of coexistence states, there are 0 < δ < K such that
δ ≤ u∗i (t) ≤ K, δ ≤ v
∗
i (t) ≤ K (4.11)
for i = 1, 2 and all t ∈ R. By the similar arguments of (4.8), we have
d
dt
ln
u1(t)
u2(t)
+
d
dt
ln
v2(t)
v1(t)
≤ −min{α˜1, β˜1}
(
u1(t)− u2(t) + v2(t)− v1(t)
)
for t ≥ t0, where
α˜1 = inf
t∈R
(a1(t)− b1(t)), β˜1 = inf
t∈R
(b2(t)− a2(t)).
Let
α˜2 = inf
t∈R
u∗1(t)
u02v01
u01v02
, β˜2 = inf
t∈R
v∗2(t)
u02v01
u01v02
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and ǫ˜0 =
(
min{α˜1, β˜1}
)(
min{α˜2, β˜2}
)
. Then by the similar arguments of (4.9), we have
0 ≤ ln
u1(t+ t0)
u2(t+ t0)
+ ln
v2(t+ t0)
v1(t+ t0)
≤
(
ln
u01
u02
+ ln
v02
v01
)
e−ǫ˜0t
for t ≥ t0. This together with (4.11) implies that
0 ≤ ln
u1(t+ t0)
u2(t+ t0)
+ ln
v2(t+ t0)
v1(t+ t0)
≤ 2 ln
(K
δ
)
e−ǫ˜0t.
Therefore
lim
t→∞
ln
u(t+ t0; t0;u01, v01)
u(t+ t0; t0, u02, v02)
+ ln
v(t+ t0; t0;u02, v02)
v(t+ t0; t0, u01, v01)
= 0
uniformly in t0 ∈ R. It then follows from (4.10) that u
∗
1(t) ≡ u
∗
2(t) and v
∗
1(t) ≡ v
∗
2(t). Indeed
let t ∈ R be given. It follows from (4.10) that
|u∗1(t)− u
∗
2(t)| = |u˜
∗(t) ln
(u∗1(t)
u∗2(t)
)
| (for some u˜∗(t) between u∗1(t) and u
∗
2(t))
≤ max{|u∗1(t)|, |u
∗
2(t)|}| ln
(u∗1(t)
u∗2(t)
)
|
≤ K ln
(u1(t)
u2(t)
)
≤ 2K ln
(K
δ
)
e−ǫ˜0(t−t0), ∀t0 ≤ t.
And similarly
|v∗1(t)− v
∗
2(t)| ≤ 2K ln
(K
δ
)
e−ǫ˜0(t−t0), ∀t0 ≤ t.
Therefore as t0 → −∞, we get |u
∗
1(t) − u
∗
2(t)| = |v
∗
1(t) − v
∗
2(t)|= 0. Hence (1.1) has a unique
spatially homogeneous coexistence state.
Next, we prove Theorem 1.5(1) and (2).
Proof of Theorem 1.5(1) and (2). For given u0, v0 ∈ C
+(Ω¯), let u0 = maxx∈Ω¯ u0(x), u0 =
minx∈Ω¯ u0(x), v0 = maxx∈Ω¯ v0(x) , v0 = minx∈Ω¯ v0(x).
(1) By Theorem 1.2(1) and Remark 1.3(2), (1.1) has coexistence states. Let (u∗∗(x, t),
v∗∗(x, t), w∗∗(x, t)) be a coexistence state of (1.1). Let q1(t), Q1(t), q2(t) and Q2(t) be as in
(1.23), (1.24), (1.25) and (1.26), respectively. By (1.22),
µ = lim sup
t−s→∞
1
t− s
∫ t
s
max{q1(τ)−Q1(τ), q2(τ)−Q2(τ)}dτ < 0.
Fix 0 < ǫ < −µ. Then, for given u0, v0 ∈ C
0(Ω¯) with inf u0 > 0, inf v0 > 0, there exists
Tǫ,u0,v0 := Tǫ,u¯0,v¯0,u0,v0 > 0 such that for any t0 ∈ R,
r1 − ǫ ≤ u(·, t0 + t; t0;u0, v0) ≤ r¯1 + ǫ, r1 − ǫ ≤ u
∗∗(x, t) ≤ r¯1 + ǫ ∀x ∈ Ω¯, t ≥ t0 + Tǫ,u0,v0 ,
r2 − ǫ ≤ v(·, t0 + t; t0;u0, v0) ≤ r¯2 + ǫ, r2 − ǫ ≤ v
∗∗(x, t) ≤ r¯2 + ǫ ∀x ∈ Ω¯, t ≥ t0 + Tǫ,u0,v0 ,
24
and ∫ t0+t
t0
max{q1(s)−Q1(s), q2(s)−Q2(s)}ds ≤ (µ1 + ǫ)t, ∀ t ≥ t0 + Tǫ,u0,v0 .
To simplify the notation, set u(t) = u(·, t; t0;u0, v0), v(t) = v(·, t; t0;u0, v0), u
∗∗(t) = u∗∗(·, t),
and v∗∗(t) = v∗∗(·, t). Let ψ = u− u∗∗ and φ = v − v∗∗. Then ψ satisfies
ψt = d1∆ψ − χ1∇ · (ψ∇w)− χ1∇ · (u
∗∗∇(w − w∗∗))
+ ψ
(
a0(t, x)− a1(t, x)(u + u
∗∗)− a2(t, x)v
)
− a2(t, x)u
∗∗φ, (4.12)
and φ satisfies
φt = d2∆φ− χ2∇ · (φ∇w) − χ2∇ · (v
∗∗∇(w − w∗∗))
+ ψ
(
b0(t, x)− b1(t, x)u − b2(t, x)(v + v
∗∗)
)
− b1(t, x)v
∗∗ψ. (4.13)
We first prove that
∫
Ω
(
ψ2 + φ2
)
dx → 0 as t → ∞ uniformly in t0 ∈ R. To this end, by
multiplying (4.12) by ψ+ and integrating over Ω, we get
1
2
d
dt
∫
Ω
ψ2+ + d1
∫
Ω
|∇ψ+|
2 = χ1
∫
Ω
ψ+∇ψ+ · ∇w + χ1
∫
Ω
u∗∗∇ψ+ · ∇(w − w
∗∗)
+
∫
Ω
ψ2+
(
a0(t, x)− a1(t, x)(u + u
∗∗)− a2(t, x)v
)
−
∫
Ω
a2(t, x)u
∗∗ψ+φ
for a.e t > t0 (see [13, (4.6)] for the reasons to have the above equality). Then by integrating by
parts, we get
1
2
d
dt
∫
Ω
ψ2+ + d1
∫
Ω
|∇ψ+|
2 ≤−
χ1
2
∫
Ω
ψ2+∆w + χ1
∫
Ω
u∗∗∇ψ+ · ∇(w − w
∗∗)
+
∫
Ω
ψ2+
(
a0,sup(t)− a1,inf(t)(u + u
∗∗)− a2,inf(t)v
)
−
∫
Ω
a2(t, x)u
∗∗ψ+φ+ +
∫
Ω
a2(t, x)u
∗∗ψ+φ− (4.14)
for a.e t > t0.
We have from the third equation of (1.1) that
−
χ1
2
∫
Ω
ψ2+∆w =
χ1
2d3
∫
Ω
ψ2+(ku+ lv − λw), (4.15)
and by Young’s inequality
χ1
∫
Ω
u∗∗∇ψ+ · ∇(w − w
∗∗) ≤ d1
∫
Ω
|∇ψ+|
2 +
χ21(u
∗∗
sup)
2
4d1
∫
Ω
|∇(w − w∗∗)|2. (4.16)
We claim that ∫
Ω
|∇(w −w∗∗)|2 ≤
k2
2λd3
∫
Ω
ψ2 +
l2
2λd3
∫
Ω
φ2. (4.17)
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Indeed since (u, v, w) and (u∗∗, v∗∗, w∗∗) are both solutions of (1.1), from the third equation of
(1.1) we get
0 = d3∆(w−w
∗∗)+k(u−u∗∗)+ l(v− v∗∗)−λ(w−w∗∗) = d3∆(w−w
∗∗)+kψ+ lφ−λ(w−w∗∗).
By multiplying this last equation by w−w∗∗ and integrating over Ω, we get by Green’s Theorem
0 = −d3
∫
Ω
|∇(w − w∗∗)|2 + k
∫
Ω
ψ(w − w∗∗) + l
∫
Ω
ψ(w − w∗∗)− λ
∫
Ω
(w −w∗∗)2.
By Young’s inequality we get
d3
∫
Ω
|∇(w − w∗∗)|2 + λ
∫
Ω
(w − w∗∗)2 ≤
k2
2λ
∫
Ω
ψ2 +
l2
2λ
∫
Ω
φ2 + λ
∫
Ω
(w − w∗∗)2,
and the claim thus follows.
By (4.14)-(4.17), we have
1
2
d
dt
∫
Ω
ψ2+ ≤
χ1
2d3
∫
Ω
ψ2+(ku+ lv − λw) +
(kχ1u
∗∗
sup)
2
8λd1d3
∫
Ω
ψ2 +
(lχ1u
∗∗
sup)
2
8λd1d3
∫
Ω
φ2
+
∫
Ω
ψ2+
(
a0,sup(t)− a1,inf(t)(u+ u
∗∗)− a2,inf(t)v
)
− a2,inf(t)
∫
Ω
u∗∗ψ+φ+
+ a2,sup(t)u
∗∗
sup
∫
Ω
ψ+φ−
for a.e t > t0. Thus by Young’s inequality, we have
1
2
d
dt
∫
Ω
ψ2+ ≤
χ1
2d3
∫
Ω
ψ2+(ku+ lv − λw) +
(kχ1u
∗∗
sup)
2
8λd1d3
∫
Ω
ψ2 +
(lχ1u
∗∗
sup)
2
8λd1d3
∫
Ω
φ2
+
∫
Ω
ψ2+
(
a0,sup(t)− a1,inf(t)(u+ u
∗∗)− a2,inf(t)v
)
+
a2,sup(t)u
∗∗
sup
2
∫
Ω
ψ2+
+
a2,sup(t)u
∗∗
sup
2
∫
Ω
φ2−−a2,inf(t)
∫
Ω
u∗ψ+φ+ (4.18)
for a.e t > t0.
Similarly, we have
1
2
d
dt
∫
Ω
ψ2− ≤
χ1
2d3
∫
Ω
ψ2−(ku+ lv − λw) +
(kχ1u
∗∗
sup)
2
8λd1d3
∫
Ω
ψ2 +
(lχ1u
∗∗
sup)
2
8λd1d3
∫
Ω
φ2
+
∫
Ω
ψ2−
(
a0,sup(t)− a1,inf(t)(u+ u
∗)− a2,inf(t)v
)
+
a2,sup(t)u
∗∗
sup
2
∫
Ω
ψ2−
+
a2,sup(t)u
∗∗
sup
2
∫
Ω
φ2+−a2,inf(t)
∫
Ω
u∗∗ψ−φ− (4.19)
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for a.e t > t0. By adding (4.18) and (4.19), we get
1
2
d
dt
∫
Ω
ψ2
≤
∫
Ω
ψ2
( χ1
2d3
(ku+ lv − λw) +
(kχ1u
∗∗
sup)
2
4λd1d3
+ a0,sup(t)− a1,inf(t)(u + u
∗∗)− a2,inf(t)v
)
+
a2,sup(t)u
∗∗
sup
2
∫
Ω
ψ2 +
( (lχ1u∗∗sup)2
4λd1d3
+
a2,sup(t)u
∗
sup
2
)∫
Ω
φ2−a2,inf(t)
∫
Ω
u∗
(
ψ+φ+ + ψ−φ−
)
(4.20)
for a.e. t > t0.
Similarly we have
1
2
d
dt
∫
Ω
φ2
≤
∫
Ω
φ2
( χ2
2d3
(ku+ lv − λw) +
(lχ2v
∗∗
sup)
2
4λd2d3
+ b0,sup(t)− b2,inf(t)(v + v
∗)− b1,inf(t)u
)
+
b1,sup(t)v
∗∗
sup
2
∫
Ω
φ2 +
((kχ2v∗∗sup)2
4λd2d3
+
b1,sup(t)v
∗∗
sup
2
) ∫
Ω
ψ2−b1,inf(t)
∫
Ω
v∗∗
(
ψ+φ+ + ψ−φ−
)
(4.21)
for a.e. t > t0. By adding (4.20) and (4.21), we get
1
2
d
dt
∫
Ω
(
ψ2 + φ2
)
≤
∫
Ω
ψ2
( χ1
2d3
(ku+ lv − λw) +
k2
4λd3
((χ1u∗∗sup)2
d1
+
(χ2v
∗∗
sup)
2
d2
)
+ a0,sup(t)− a1,inf(t)(u + u
∗∗)− a2,inf(t)v
)
+
a2,sup(t)u
∗∗
sup + b1,sup(t)v
∗∗
sup
2
∫
Ω
ψ2
+
∫
Ω
φ2
( χ2
2d3
(ku+ lv − λw) +
l2
4λd3
((χ1u∗∗sup)2
d1
+
(χ2v
∗∗
sup)
2
d2
)
+ b0,sup(t)− b2,inf(t)(v + v
∗∗)− b1,inf(t)u
)
+
a2,sup(t)u
∗∗
sup + b1,sup(t)v
∗∗
sup
2
∫
Ω
φ2 (4.22)
for a.e. t > t0. Thus for t ≥ t0 + Tǫ,u0,v0 , we have
1
2
d
dt
∫
Ω
(
ψ2 + φ2
)
≤
(
Q1(t)− q1(t) +K1(t, ǫ)
) ∫
Ω
ψ2 +
(
Q2(t)− q2(t) +K2(t, ǫ)
) ∫
Ω
φ2,
where
K1(t, ǫ) =
χ1(k + l)
d3
ǫ+
k2ǫ
4λd3
(χ21
d1
(2r¯1+ǫ)+
χ22
d2
(2r¯2+ǫ)
)
+ǫ
(
2a1,inf(t)+a2,inf (t)+
a2,sup(t) + b1,sup(t)
2
)
,
and
K2(t, ǫ) =
χ2(k + l)
d3
ǫ+
l2ǫ
4λd3
(χ21
d1
(2r¯1+ǫ)+
χ22
d2
(2r¯2+ǫ)
)
+ǫ
(
2b2,inf(t)+b1,inf (t)+
b1,sup(t) + a2,sup(t)
2
)
.
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Therefore for t ≥ t0 + Tǫ,u0,v0 , we have
1
2
d
dt
∫
Ω
(
ψ2 + φ2
)
≤ (h(t) +K(t, ǫ))
(∫
Ω
(
ψ2 + φ2
))
,
where
h(t) = max{Q1(t)− q1(t), Q2(t)− q2(t)},
and
K(t, ǫ) = |K1(t, ǫ)| + |K2(t, ǫ)|.
Note that 0 ≤ supt∈RK(t, ǫ)→ 0 as ǫ→ 0. Choose ǫ0 ≪ 1 (ǫ0 < −µ) such that
0 ≤ sup
t∈R
K(t, ǫ) <
−µ− ǫ0
2
.
By
∫ t
t0
h(s)ds ≤ (µ+ ǫ0)(t− t0) for t ≥ t0 + Tǫ,u0,v0 , we have∫
Ω
(
ψ2 + φ2
)
≤ (
∫
Ω
ψ2(t0 + Tǫ,u0,v0) + φ
2(t0 + Tǫ,u0,v0))e
2(µ+ǫ0)(t−t0−Tǫ,u0,v0 )e2(
−µ−ǫ0
2
)(t−t0−Tǫ,u0,v0 )
≤ (
∫
Ω
ψ2(t0 + Tǫ,u0,v0) + φ
2(t0 + Tǫ,u0,v0))e
(µ+ǫ0)(t−t0−Tǫ,u0,v0) ∀ t > t0 + Tǫ,u0,v0 .
Therefore
lim
t→∞
‖u(·, t+ t0; t0, u0, v0)− u
∗∗(·, t+ t0)‖L2(Ω) = lim
t→∞
‖ψ(t+ t0)‖
2
L2(Ω) = 0, (4.23)
and
lim
t→∞
‖v(·, t+ t0; t0, u0, v0)− v
∗∗(·, t+ t0)‖L2(Ω) = lim
t→∞
‖φ(t+ t0)‖
2
L2(Ω) = 0. (4.24)
uniformly in t0 ∈ R.
It follows from (4.23) and (4.24) and similar arguments as in the proof [13, Theorem 1.4 (2)]
that for any u0, v0 ∈ C
0(Ω¯) with inf u0 > 0, inf v0 > 0, we have
lim
t→∞
‖u(·, t + t0; t0, u0, v0)− u
∗∗(·, t+ t0)‖L∞(Ω) = 0,
and
lim
t→∞
‖v(·, t + t0; t0, u0, v0)− v
∗∗(·, t+ t0)‖L∞(Ω) = 0.
uniformly in t0 ∈ R. It then follows that (1.27) and (1.28) hold for any u0, v0 ∈ C
+(Ω¯) with
u0 6= 0 and v0 6= 0.
Next, we prove that (1.1) has a unique entire positive solution. We are going to prove that
in the following two steps.
Step 1. (1.1) has a unique entire positive solution (u∗, v∗, w∗) which satisfy
r1 ≤ u
∗(x, t) ≤ r¯1 and r2 ≤ v(x, t) ≤ r¯2 ∀x ∈ Ω¯ and t ∈ R. (4.25)
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Suppose that (u∗1(x, t), v
∗
1(x, t), w
∗
1(x, t)) and (u
∗
2(x, t), v
∗
2(x, t), w
∗
2(x, t)) are two entire positive
solutions of (1.1) that satisfy (4.25). We claim that
(u∗1(x, t), v
∗
1(x, t), w
∗
1(x, t)) ≡ (u
∗
2(x, t), v
∗
2(x, t), w
∗
2(x, t))
for any t ∈ R. Indeed, Then by assumption (1.22), for given ǫ > 0, there is tǫ > 0 such that∫ t0+t
t0
max{q1(s)−Q1(s), q2(s)−Q2(s)}ds ≤ (µ1 + ǫ)t, ∀t0 ∈ R, t ≥ t0 + tǫ. (4.26)
Then by the arguments in the proof of (4.23) and (4.24), there is ǫ0 > such that for any t, t0 ∈ R
with t ≥ t0 + tǫ0 , we have
‖u∗1(·, t)− u
∗
2(·, t)‖L2(Ω) + ‖v
∗
1(·, t) − v
∗
2(·, t)‖L2(Ω)
≤ (
∫
Ω
(u∗1 − u
∗
2)
2(t0 + tǫ0) + (v
∗
1 − v
∗
2)
2(t0 + tǫ0))e
(µ+ǫ0)(t−t0−tǫ0 ). (4.27)
Moreover, by (4.25), we have
m = min{r1, r2} ≤ u
∗
i (x, t) ≤M = max{r¯1, r¯2} and m ≤ v
∗
i (x, t) ≤M, i = 1, 2.
By combining this with (4.27), we get
‖u∗1(·, t) − u
∗
2(·, t)‖L2(Ω) + ‖v
∗
1(·, t)− v
∗
2(·, t)‖L2(Ω)
≤ 8M2|Ω|e(µ+ǫ0)(t−t0−tǫ0 ) ∀t0 ∈ R and t ≥ t0 + tǫ0 . (4.28)
Now let t ∈ R be given. Choose t0 ∈ R such t0 < t− tǫ0 . Then by (4.28)
‖u∗1(·, t)− u
∗
2(·, t)‖L2(Ω) + ‖v
∗
1(·, t) − v
∗
2(·, t)‖L2(Ω)
≤ 8M2|Ω|e(µ+ǫ0)(t−t0−tǫ0 ) → 0 as t0 → −∞. (4.29)
Thus we get by continuity of solution that u∗1(x, t) = u
∗
2(x, t) and v
∗
1(x, t) = v
∗
2(x, t) for all x ∈ Ω¯
and t ∈ R.
Step 2. We claim that every positive entire solution of (1.1) satisfies (4.25). Indeed, let
(u∗, v∗, w∗) be a positive entire solution of (1.1). Then for any given ǫ > 0 there exists ttǫ,u∗,v∗ :=
tǫ,supu∗,sup v∗,inf u∗,inf v∗ such that{
r1 − ǫ ≤ u
∗(x, t; t0, u
∗(·, t0), v
∗(·, t0)) ≤ r¯1 + ǫ
r2 − ǫ ≤ v
∗(x, t; t0, u
∗(·, t0), v
∗(·, t0)) ≤ r¯2 + ǫ
(4.30)
for all x ∈ Ω¯, t0 ∈ R, and t ≥ t0 + tǫ,u∗,v∗ . Let t ∈ R be fix. We have u
∗(x, t) = u∗(x, t; t −
tǫ,u∗,v∗ , u
∗(·, t−tǫ,u∗,v∗), v
∗(·, t−tǫ,u∗,v∗)) and v
∗(x, t) = v∗(x, t; t−tǫ,u∗,v∗ , u
∗(·, t−tǫ,u∗,v∗), v
∗(·, t−
tǫ,u∗,v∗)). Then by (4.30) with t0 = t− tǫ,u∗,v∗ , we get
r1 − ǫ ≤ u
∗(x, t) ≤ r¯1 + ǫ and r2 − ǫ ≤ v
∗(x, t) ≤ r¯2 + ǫ.
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And since ǫ is arbitrary, we get as ǫ→ 0 that
r1 ≤ u
∗(x, t) ≤ r¯1 and r2 ≤ v
∗(x, t) ≤ r¯2.
and thus the claim holds.
(2) It follows by the similar arguments as those in (2).
Finally, we prove Corollary 1.1.
Proof of Corollary 1.1. First, note that in this case χ1 = χ2 = 0, condition (1.32) implies
condition (1.22) for the global stability and uniqueness of positive entire solution of (1.2). Recall
that (1.32) reads as {
a0,sup +
a2,sup
2 r¯1 +
b1,sup
2 r¯2 < 2a1,infr1 + a2,infr2
b0,sup +
b1,sup
2 r¯2 +
a2,sup
2 r¯1 < 2b2,infr2 + b1,infr1.
(4.31)
Note that r1 =
a0,infb2,inf−a2,supb0,sup
a1,supb2,inf−a2,supb1,inf
, and r2 =
a1,infb0,inf−a0,supb1,sup
a1,infb2,sup−a2,infb1,sup
(see Remark 1.2(3)). Hence
(4.31) is equivalent to

a2,sup
2 r¯1 +
b1,sup
2 r¯2 < −a0,sup + 2a1,inf
(
a0,infb2,inf−a2,supb0,sup
a1,supb2,inf−a2,supb1,inf
)
+ a2,infr2
b1,sup
2 r¯2 +
a2,sup
2 r¯1 < −b0,sup + 2b2,inf
(
a1,infb0,inf−a0,supb1,sup
a1,infb2,sup−a2,infb1,sup
)
+ b1,infr1,
which is equivalent to

a2,sup
2 r¯1 +
b1,sup
2 r¯2 <
−a0,supa1,supb2,inf+a0,supa2,supb1,inf+2a1,infa0,infb2,inf−2a1,infa2,supb0,sup
a1,supb2,inf−a2,supb1,inf
+ a2,infr2
b1,sup
2 r¯2 +
a2,sup
2 r¯1 <
−b0,supa1,infb2,sup+b0,supa2,infb1,sup+2b2,infa1,infb0,inf−2b2,infa0,supb1,sup
a1,infb2,sup−a2,infb1,sup
+ b1,infr1,
and so

a2,sup
2 r¯1 +
b1,sup
2 r¯2 <
b2,inf
(
2a1,infa0,inf−a0,supa1,sup
)
−a2,sup
(
2a1,infb0,sup−a0,supb1,inf
)
a1,supb2,inf−a2,supb1,inf
+ a2,infr2
b1,sup
2 r¯2 +
a2,sup
2 r¯1 <
a1,inf
(
2b2,infb0,inf−b0,supb2,sup
)
−b1,sup
(
2b2,infa0,sup−b0,supa2,inf
)
a1,infb2,sup−a2,infb1,sup
+ b1,infr1.
Therefore (4.31) is equivalent to

a2,sup
(
r¯1
2 +
2a1,infb0,sup−a0,supb1,inf
a1,supb2,inf−a2,supb1,inf
)
+
b1,sup
2 r¯2 < b2,inf
2a1,infa0,inf−a0,supa1,sup
a1,supb2,inf−a2,supb1,inf
+ a2,infr2
b1,sup
(
r¯2
2 +
2b2,infa0,sup−b0,supa2,inf
b2,supa1,inf−b1,supa2,inf
)
+
a2,sup
2 r¯1 < a1,inf
2b2,infb0,inf−b0,supb2,sup
b2,supa1,inf−b1,supa2,inf
+ b1,infr1.
(4.32)
Next, suppose that 2a1,infa0,inf−a0,supa1,sup > 0 and 2b2,infb0,inf−b0,supb2,sup > 0. If a2 and b1
are such small so that (1.3) and (4.32) hold, then conditions (1.3) and (1.22) hold and Corollary
1.1 follows from Theorem 1.5.
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5 Appendix
In this appendix, we discuss the conditions under which (1.16), that is,

(a1,inf − k
χ1
d3
)r¯1 = a0,sup − a2,infr2 − k
χ1
d3
r1
(b2,inf − l
χ2
d3
)r¯2 = b0,sup − b1,infr1 − k
χ1
d3
r2
(a1,sup − k
χ1
d3
)r1 = a0,inf − a2,supr¯2 − k
χ1
d3
r¯1
(b2,sup − l
χ2
d3
)r2 = b0,inf − b1,supr¯1 − l
χ2
d3
r¯2,
(5.1)
has a unique solution.
First, note that
r1 =
a0,inf − a2,supr¯2 − k
χ1
d3
r¯1
a1,sup − k
χ1
d3
, r¯1 =
a0,sup − a2,infr2 − k
χ1
d3
r1
a1,inf − k
χ1
d3
, (5.2)
r2 =
b0,inf − b1,supr¯1 − l
χ2
d3
r¯2
b2,sup − l
χ2
d3
, r¯2 =
b0,sup − b1,infr1 − l
χ2
d3
r2
b2,inf − l
χ2
d3
. (5.3)
It follows from (5.2) and (5.3) that
r¯1
(
a1,inf − k
χ1
d3
)
= a0,sup − a2,inf
{b0,inf − b1,supr¯1 − lχ2d3 r¯2
b2,sup − l
χ2
d3
}
− k
χ1
d3
{a0,inf − a2,supr¯2 − kχ1d3 r¯1
a1,sup − k
χ1
d3
}
.
Thus
r¯1
(
a1,inf − k
χ1
d3
)(
a1,sup − k
χ1
d3
)(
b2,sup − l
χ2
d3
)
= a0,sup
(
a1,sup − k
χ1
d3
)(
b2,sup − l
χ2
d3
)
− a2,infb0,inf
(
a1,sup − k
χ1
d3
)
+ a2,infb1,sup
(
a1,sup − k
χ1
d3
)
r¯1
+ l
χ2
d3
a2,inf
(
a1,sup − k
χ1
d3
)
r¯2 − k
χ1
d3
a0,inf
(
b2,sup − l
χ2
d3
)
+ k
χ1
d3
a2,sup
(
b2,sup − l
χ2
d3
)
r¯2 + k
2χ
2
1
d23
(
b2,sup − l
χ2
d3
)
r¯1
Therefore, we get
r¯1
{ (
b2,sup − l
χ2
d3
)[(
a1,inf − k
χ1
d3
)(
a1,sup − k
χ1
d3
)
− (
kχ1
d3
)2
]
− a2,infb1,sup
(
a1,sup − k
χ1
d3
)
︸ ︷︷ ︸
h¯1(χ1,χ2)
}
=
(
b2,sup − l
χ2
d3
)[
a0,sup
(
a1,sup − k
χ1
d3
)
− k
χ1
d3
a0,inf
]
− a2,infb0,inf
(
a1,sup − k
χ1
d3
)
︸ ︷︷ ︸
h¯2(χ1,χ2)
+ r¯2
{
l
χ2
d3
a2,inf
(
a1,sup − k
χ1
d3
)
+ k
χ1
d3
a2,sup
(
b2,sup − l
χ2
d3
)
︸ ︷︷ ︸
h¯3(χ1,χ2)
}
. (5.4)
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Similarly, we get
r¯2
{ (
a1,sup − k
χ1
d3
)[(
b2,inf − l
χ2
d3
)(
b2,sup − l
χ2
d3
)
− (
lχ2
d3
)2
]
− b1,infa2,sup
(
b2,sup − l
χ2
d3
)
︸ ︷︷ ︸
p¯1(χ1,χ2)
}
=
(
a1,sup − k
χ1
d3
)[
b0,sup
(
b2,sup − l
χ2
d3
)
− l
χ2
d3
b0,inf
]
− b1,infa0,inf
(
b2,sup − l
χ2
d3
)
︸ ︷︷ ︸
p¯2(χ1,χ2)
+ r¯1
{
k
χ2
d3
b1,inf
(
b2,sup − l
χ2
d3
)
+ l
χ2
d3
b1,sup
(
a1,sup − k
χ1
d3
)
︸ ︷︷ ︸
p¯3(χ1,χ2)
}
, (5.5)
r1
{ (
b2,inf − l
χ2
d3
)[(
a1,inf − k
χ1
d3
)(
a1,sup − k
χ1
d3
)
− (
kχ1
d3
)2
]
− a2,supb1,inf
(
a1,inf − k
χ1
d3
)
︸ ︷︷ ︸
h1(χ1,χ2)
}
=
(
b2,inf − l
χ2
d3
)[
a0,inf
(
a1,inf − k
χ1
d3
)
− k
χ1
d3
a0,sup
]
− a2,supb0,sup
(
a1,inf − k
χ1
d3
)
︸ ︷︷ ︸
h2(χ1,χ2)
+ r2
{
l
χ2
d3
a2,sup
(
a1,inf − k
χ1
d3
)
+ k
χ1
d3
a2,inf
(
b2,inf − l
χ2
d3
)
︸ ︷︷ ︸
h3(χ1,χ2)
}
, (5.6)
and
r2
{ (
a1,inf − k
χ1
d3
)[(
b2,inf − l
χ2
d3
)(
b2,sup − l
χ2
d3
)
− (
lχ2
d3
)2
]
− b1,supa2,inf
(
b2,inf − l
χ2
d3
)
︸ ︷︷ ︸
p1(χ1,χ2)
}
=
(
a1,inf − k
χ1
d3
)[
b0,inf
(
b2,inf − l
χ2
d3
)
− l
χ2
d3
b0,sup
]
− b1,supa0,sup
(
b2,inf − l
χ2
d3
)
︸ ︷︷ ︸
p2(χ1,χ2)
+ r1
{
k
χ2
d3
b1,inf
(
b2,inf − l
χ2
d3
)
+ l
χ2
d3
b1,inf
(
a1,inf − k
χ1
d3
)
︸ ︷︷ ︸
p3(χ1,χ2)
}
. (5.7)
Thus we get 

h¯1r¯1 = h¯2 + h¯3r¯2
p¯1r¯2 = p¯2 + p¯3r¯1
h1r1 = h2 + h3r2
p1r2 = p2 + p3r1.
(5.8)
Therefore, we have
Proposition 5.1. (1.16) has a unique solution iff h¯1p¯1 6= h¯3p¯3 and h1p1 6= h3p3.
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Remark 5.1. (1) When χ1 = χ2 = 0, (1.16) has a unique solution iff (1.3) holds. Indeed, in
this case, we have h¯1 = a1,sup
(
b2,supa1,inf−a2,infb1,sup
)
, h¯2 = a1,sup
(
b2,supa0,sup−a2,infb0,inf
)
,
h¯3 = h3 = 0, h1 = a1,inf
(
b2,infa1,sup − a2,supb1,inf
)
, h2 = a1,inf
(
b2,infa0,inf − a2,supb0,sup
)
,
p¯1 = b2,sup
(
a1,supb2,inf − b1,infa2,sup
)
, p¯2 = b2,sup
(
a1,supb0,sup − b1,infa0,inf
)
, p¯3 = p3 = 0,
p1 = b2,inf
(
a1,infb2,sup − b1,supa2,inf
)
, p2 = b2,inf
(
a1,infb0,inf − b1,supa0,sup
)
. Thus under the
hypothesis (1.3), (1.16) has the following unique solution,
r1 =
b2,infa0,inf − a2,supb0,sup
b2,infa1,sup − a2,supb1,inf
, r¯1 =
b2,supa0,sup − a2,infb0,inf
b2,supa1,inf − a2,infb1,sup
r2 =
a1,infb0,inf − b1,supa0,sup
a1,infb2,sup − b1,supa2,inf
, r¯2 =
a1,supb0,sup − b1,infa0,inf
a1,supb2,inf − b1,infa2,sup
.
(2) When the coefficients are constants i.e ai(t, x) = ai and bi(t, x) = bi, (1.16) has a unique
solution iff (1.21) holds. Indeed, in this case, we have
h¯1 = h1 = (b2 − l
χ2
d3
)[(a1 − k
χ1
d3
)2 − (k
χ1
d3
)2]− a2b1(a1 − k
χ1
d3
),
h¯2 = h2 = (b2 − l
χ2
d3
)(a1 − 2k
χ1
d3
)a0 − a2b0(a1 − k
χ1
d3
),
h¯3 = h3 = a2
(
l
χ2
d3
(a1 − k
χ1
d3
) + k
χ1
d3
(b2 − l
χ2
d3
)
)
,
p¯1 = p1 = (a1 − k
χ1
d3
)[(b2 − l
χ2
d3
)2 − (l
χ2
d3
)2]− a2b1(b2 − l
χ2
d3
),
p¯2 = p2 = (a1 − k
χ1
d3
)(b2 − 2l
χ2
d3
)b0 − b1a0(b2 − l
χ2
d3
),
and
p¯3 = p3 = b1
(
l
χ2
d3
(a1 − k
χ1
d3
) + k
χ1
d3
(b2 − l
χ2
d3
)
)
.
Then
h¯1p¯1 =
{
(b2 − l
χ2
d3
)[(a1 − k
χ1
d3
)2 − (k
χ1
d3
)2]− a2b1(a1 − k
χ1
d3
)
}
×
{
(a1 − k
χ1
d3
)[(b2 − l
χ2
d3
)2 − (l
χ2
d3
)2]− a2b1(b2 − l
χ2
d3
)
}
= (a1 − k
χ1
d3
)(b2 − l
χ2
d3
)
{
[(b2 − l
χ2
d3
)2 − (l
χ2
d3
)2][(a1 − k
χ1
d3
)2 − (k
χ1
d3
)2] + (a2b1)
2
}
− (a1 − k
χ1
d3
)2[(b2 − l
χ2
d3
)2 − (l
χ2
d3
)2]a2b1 − (b2 − l
χ2
d3
)2[(a1 − k
χ1
d3
)2 − (k
χ1
d3
)2]a2b1
and
h¯3p¯3 = a2b1
{
l
χ2
d3
(a1 − k
χ1
d3
) + k
χ1
d3
(b2 − l
χ2
d3
)
}2
= (l
χ2
d3
)2(a1 − k
χ1
d3
)2a2b1 + (k
χ1
d3
)2(b2 − l
χ2
d3
)2a2b1 + 2lk
χ1χ2
d23
a2b1.
33
Thus
h¯1p¯1 − h¯3p¯3
= (a1 − k
χ1
d3
)(b2 − l
χ2
d3
)
{
[(b2 − l
χ2
d3
)2 − (l
χ2
d3
)2][(a1 − k
χ1
d3
)2 − (k
χ1
d3
)2] + (a2b1)
2
}
+ (a1 − k
χ1
d3
)(b2 − l
χ2
d3
)
{
− 2(a1 − k
χ1
d3
)(b2 − l
χ2
d3
)a2b1 − 2lk
χ1χ2
d23
a2b1
}
= (a1 − k
χ1
d3
)(b2 − l
χ2
d3
)
{
(a1 − 2k
χ1
d3
)(b2 − 2l
χ2
d3
)− a2b1
}
(b2a1 − b1a2).
Similarly
h¯2p¯1 + h¯3p¯2 = (a1 − k
χ1
d3
)(b2 − l
χ2
d3
)
{
(a1 − 2k
χ1
d3
)(b2 − 2l
χ2
d3
)− a2b1
}
(a0b2 − a2b0),
and
p¯2h¯1 + p¯3h¯2 = (a1 − k
χ1
d3
)(b2 − l
χ2
d3
)
{
(a1 − 2k
χ1
d3
)(b2 − 2l
χ2
d3
)− a2b1
}
(b0a1 − b1a0).
Therefore under the hypothesis (1.21), (1.16) has the following unique solution,
r1 = r¯1 =
h¯2p¯1 + h¯3p¯2
h¯1p¯1 − h¯3p¯3
=
a0b2 − a2b0
b2a1 − b1a2
,
and
r2 = r¯2 =
p¯2h¯1 + p¯3h¯2
h¯1p¯1 − h¯3p¯3
=
b0a1 − b1a0
b2a1 − b1a2
.
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