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Abstract-   Distributed Processing System (DPS) consists of one or more applications spread over several computer systems 
to solve some computational problems. Task allocation refers to the allocation of tasks to processors before commencement 
of their execution. The challenge of allocation is predicting the execution behavior of a system and partitioning tasks to 
processors in a way that there should be maximizes resource utilization by minimizes processing cost. Regarding static task 
allocation also wide spectrum of techniques, including branch and bound, integer programming, searching, graph theory, 
randomization, genetic algorithms, and evolutionary methods have been given. The objective of this paper is to evaluate the 
optimality in terms of processing cost taken to allocate tasks in a DPS. Static allocation on a DPS to minimize the processing 
cost is a well known problem in parallel & distributed processing applications. In the present research paper we have taken 
‘n’ processors and ‘m’ tasks to allocate them on the processors in DPS, where the number of tasks is always greater then 
number of processors. 
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I. Introduction 
A task is a piece of code that is to be executed. To realize the performance, a good task allocation [14, 15, 18] scheme in 
Distributed Processing System (DPS) is essential. Task allocation [2, 6, 11] includes some workload on the processor. One of 
the research issues in DPS is the development of effective techniques for allocating tasks on multiple processors. If workload 
at some computer is heavier than at others, or if some processors execute tasks more slowly than others, the situation can be 
troublesome. In Static task Scheduling processes are assigned to processors before the executions starts. The advantage of 
static task allocation methods is that all the overhead of the allocation process is incurred at compile time, resulting in a more 
efficient execution environment. In this type of task allocation scheme the assignment of tasks to processors is done before 
program execution begins. Information regarding task execution and processing cost [4, 5] is assumed to be known at 
compile  time.  In  order  for  the  performance  advantage  in  terms  to  minimize  the  processing  cost,  appropriate  processor 
assignment is must. Proper Allocation of tasks is responsible for fulfilling the aim of performance goals such as minimum 
processing cost [19, 22, 25]. The basic idea in task allocation is an attempt to balance the load on all processors in such a way 
as to allow progress by all processes on all nodes to proceed at approximately the same rate. A poor allocation of tasks 
increases the communication overhead and makes it difficult to meet the processing cost [7] constraints in a DPS. In the 
present paper, decisions are made for Task allocation [20, 23, 24] on processors on the basis of processing cost [8, 10]. 
Finding an effective task allocation requires the consideration of both the heterogeneity of processors and high interprocessor 
communication overhead, which results from non-trivial data movement between tasks scheduled on different processors. 
The task allocation problem includes the problem of assigning the task of an application to suitable processor and the 
problem of ordering tasks executions on each resource [3, 21]. 
   
  II. OBJECTIVE 
 The objective of this paper is to design an algorithm by which the task can be allocated statically in an optimal processing 753 
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cost manner to the processors. Many algorithms exist regarding this so it is also an objective to experiment the algorithm on 
different inputs for developing a skilled algorithm and to calculate the overall processing cost [1] in which all the tasks must 
be executed in a Distributed Processing System (DPS). The objective is to engage all the processor at every time to get the 
task done in a speedy manner so as to minimize the processing cost by minimizing the processing time. Also the objective of 
this paper is to compare the results given by this algorithm with other existed algorithm to prove the present algorithm better. 
Authors wish to give a contribution and motivation in the research area related with task allocation in DPS adopting a static 
strategy.  
 
  III. NOTATIONS 
n     :      Number of Processors 
m     :      Number of Tasks 
c     :     Processing cost 
PCM       :     Processing cost Matrix 
SPCM     :     Square Processing cost Matrix 
 
  IV.TECHNIQUE 
For calculating the overall processing cost in a Distributed Processing System (DPS) we have chosen the problem of static 
task allocation[12,17] where a set P= {p1, p2, p3…pn} of ‘n’ processors and a set T= {t1, t2, t3…tm} of ‘m’ tasks, where m>n. 
The processing cost [13, 16] of each and every task to each and every processor is known and it is mentioned in the 
processing cost matrix namely PCM (,) of order n*m. We select n tasks from PCM (,) and store the addition and average of 
each row in a matrix. On selecting corresponding processing cost and by subtracting it from average of corresponding row we 
allocate the available task to corresponding processor in order of their decreasing processing cost. 
 
V. AlGORITHM 
 
Step 1:   Read the number of tasks in m 
Step 2:   Read the number of processor in n 
              Step 3:   Read the Processing cost Matrix PCM (,) of order n*m 
              Step 4:    While (all tasks! = allocated) 
Step 5:   {   
(i) Select n tasks from PCM (,) and take the addition and average of each   row in a matrix. 
                      (ii) Select corresponding processing cost and subtract it from average of corresponding row.  
                                 (iii) Allocate the available task to corresponding processor in decreasing order of their processing cost. 
                                             } 
Step 6:      Compute the processor wise overall processing cost 
Step 7:    Display the result 
Step 8:    End of algorithm 
 
VI IMPLEMENTATION 
 
 
In the present research paper we have chosen a Distributed Processing System (DPS) consisting a set P of 3 processors {p1, 
p2, p3} and a set T of 8 tasks {t1, t2, t3, t4, t5, t6, t7, t8}. Diagrammatically it can be shown by Fig. 1. 
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Figure 1: Task allocation problem in Distributed Processing System 
 
The processing cost (c) of each task on various processors are known and mentioned in the processing cost matrix namely 
PCM (,). 
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As there are three processors in PCM (,), so we take first three tasks to make a square matrix of order 3*3- 
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Now we will take the sum and average row wise- 
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Now, subtract processing cost from average of corresponding row, zero and negative values will not be considered- 
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Now, allocate the available task to corresponding processor in order of their minimal processing cost as in Table I, given 
below- 
 
TABLE I: Task Allocation 
 
1100 t p
1200 t p
1300 t p
Cost   Processing  task Allocated Processors
2 3
1 2
3 1  
 
By repeating this process for all the remaining tasks (t4, t5, t6, t7 & t8) we get the Table II and Table III which is given below- 
 
TABLE II: Task Allocation 
 
1100 t p
1100 t p
1100 t p
Cost   Processing  task Allocated Processors
6 3
4 2
5 1  
 
TABLE III: Task Allocation 
 
L L 3
7 2
8 1
p
1200 t p
1200 t p
Cost   Processing  task Allocated Processors
 
 
The overall allocation of tasks to processor and overall processing cost which is taken from Table I,II and III, is shown in 
table VI which is given below- 
 
TABLE VI: Overall Allocation 
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9300 : Cost   Processing   Overall
2200 t * t p
3500 t * t * t p
3600 t * t * t p
Cost   Processing   task Allocated Processors
6 2 3
7 4 1 2
8 5 3 1
 
 
VII: CONCLUSION 
 
In this research paper we have chosen the problem, in which the number of the tasks is more than the number of processors of 
the distributed network. The model mentioned in this paper is based on the consideration of processing cost of the tasks to 
various processors. The method is presented in pseudo code and implemented on the several sets of input data to test the 
performance and effectiveness of the pseudo code. It is the common requirement for any allocation problem that the tasks 
have to be processed with minimum processing cost. Here, performance is measured in terms of processing cost of the task 
that has been processed by the processors of the network and also these tasks have been processed optimally. As we know 
that, the analysis of an algorithm is mainly focuses on time complexity. Time complexity is a function of input size ‘n’. It is 
referred to as the amount of time required by an algorithm to run to completion. The time complexity of the above mentioned 
algorithm is O(mn). By taking several input examples, the above algorithm returns following results as in Table VII- 
 
Table VII: Optimal Results 
77 11 7
70 10 7
63 9 7
56 8 7
60 10 6
54 9 6
48 8 6
42 7 6
45 9 5
40 8 5
35 7 5
30 6 5
32 8 4
28 7 4
24 6 4
20 5 4
21 7 3
18 6 3
15 5 3
12 4 3
Results   Optimal Tasks(m)   No.of (n) Processors   No.of
 
 
The graphical representation of the above results are shown by figure 2, 3, 4, 5 and 6 as given below- 
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Figure 2: Processor wise Complexity 
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Figure 3: Processor wise Complexity 
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Figure 4: Processor wise Complexity 
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Figure 5: Processor wise Complexity 
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Figure 6: Processor wise Complexity 
 
The performance of the suggested algorithm is compared with the algorithm suggested by H.kumar et al [13] as the given 
Table VIII shows the comparison of time complexity between algorithm [13] and our algorithm- 
 
Table VIII: Comparison of time complexity 
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91 260 13 7
84 228 12 7
66 187 11 6
60 160 10 6
45 126 9 5
40 104 8 5
28 77 7 4
24 60 6 4
15 40 5 3
12 28 4 3
O(mn) mn) O(m
algorithm Present  13] algorithm[
of   complexity   Time of   complexity   Time Tasks(m) (n) Processors
2 +
 
 
From the above table it is clear that algorithm proposed by us is much better for the optimal allocation of tasks for enhancing 
the performance of distributed computing system. The graphical representation is given below between algorithm [13] and 
present algorithm by figure 7, 8, 9, 10 and 11. 
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Figure 7: Comparison Graph 
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Figure 8: Comparison Graph 
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Figure 9: Comparison Graph 
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Figure 10: Comparison Graph 
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Figure 11: Comparison Graph 
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