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Este trabajo aborda la reconstrucción de registros sísmicos desde seis perspectivas. En primer lu-
gar se aborda como un problema de minimos cuadrados ponderados, utilizando las normas l1 y l2 en el
dominio de la frecuencia, con ponderación de la misma en ambos casos. Luego se adoptan dos nuevos
enfoques en el dominio del tiempo con lógica difusa y con método de Montecarlo, ambos basados en la
información más cercana al pixel a interpolar, pero el segundo con un énfasis estocástico. Como quinto
método, la interpolación fractal trata el problema como una autosimilaridad, en el que se plantea un
homeomorfismo contractivo entre la traza y las partes a estimar. Y por último se aplica el método
de valores singulares truncados (T-SVD), que ha sido probado con exito para eliminación de ruido
coherente, en este caso para estimación de registros sísmicos. Se muestran ejemplos sobre registros y
diversas secciones sísmicas de estructura compleja. Se comparan bondades de los métodos sobre un
registro sintético, privilegiando su reconstrucción de la fase y la amplitud, pero también su reducción
en ruido y el costo computacional.
Palabras clave: Interpolación, Norma ponderada, Lógica Difusa, Montecarlo, Fractal, Valores
Singulares.
Abstract
This document addresses the reconstruction of seismic logs from different perspectives. Firstly the
minimization of the norms L1 and L2 in the frequency domain can be achieved by applying a weighting
system to both cases. Secondly, a dual focus is taken with the time domain, one using Fuzzy Logic and
the other using the Montecarlo Method. Both methods source information from the nearest pixel to
the desired value and interpolate, with the second method using a stochastic approach. The fractal in-
terpolation treats the problem like an autosimilarity, such that it raises a contractive homeomorphism
between the trace and the calculated intervals. The method of Truncated Singular Value Decomposi-
tion (T-SVD) which has proven to be successful in eliminating the coherent noise is then applied, in
this case being used to reconstruct seismic logs. Different log and complex structural seismic sections
are shown. The benefits of each method are compared for a synthetic log, prioritising on their phase
reconstruction and amplitude but also taking into account the noise reduction and computational cost.
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Introducción
Interpolar se ha convertido en parte principal del flujo de trabajo en el procesamiento sísmico, és-
to a causa del muestreo deficiente de datos sísmicos por diversas causas. Algunos de estos métodos
propuestos para datos regularmente muestreados y con modificaciones se adaptaron a datos no regu-
larmente muestreados. A grosso modo se dan tres grupos de métodos en reconstrucción de registros
sísmicos: Reconstrucción basada en Filtros, que interpolan por medio de la convolución con un filtro,
como la interpolación predictiva. Reconstrucción por medio de transformación, tienen un núcleo de
transformación de los datos, donde se interpolan por diversas aproximaciones, por ejemplo algún tipo
de norma. Reconstrucción basada en el operador de campo de onda, se basan en métodos de solución
de la ecuación de onda, como operadores de la integral de Kirchoff o inversion completa del campo de
onda.
La estimación de faltantes en una serie de tiempo es un problema inverso en un espacio de Hilbert, ya
que algunos valores del modelo deben ser obtenidos de los datos observados. Este problema consiste
en estimar un vector x en una transformación lineal definida en dicho espacio, y es un problema que
siempre tiene infinitas soluciones posibles, que requiere algún tipo de regularización y ojalá algún co-
nocimiento a priori que los haga converger a soluciones estables y dentro de un espacio de soluciones
plausibles. Tales estrategias para escoger el método apropiado de regularización han sido estudiadas y
propuestas por varios autores. El procesamiento de los datos existentes en ventanas se usa para la esti-
mación inicial del espectro, lo cual es necesario cuando se asume un modelo de espectro escaso “sparse”.
Tres de los métodos implementados en este trabajo, lo hacen en el dominio de la frecuencia: Interpo-
lacion con normas l1, l2 y el método TSVD; por otra parte, se presentan la interpolación con lógica
difusa, un método estocástico basado en éste (lógica difusa), e interpolación fractal que no caben en
la anterior clasificación. Todos se implementaron sobre datos regularmente muestreados, para una
dimensión si aplica y para dos dimensiones en registros sísmicos y otras secciones de dos dimensiones
como sísmica migradas y sin migrar y cortes de tiempo de símicas 3D.
Justificación
La adquisición de registros sísmicos por lo general tiene un deficiente muestreo en por lo menos una
de sus variables, lo cual puede afectar procesos como la migración y el análisis AVA y AVO. Esto ha
llevado a plantear el problema de desarrollar metodologías para obtener los mejores estimados posibles
de la información faltante. Esto se ha logrado por medio de la interpolación y/o regularización de estos
registros. La regularización se refiere a la distribución espacial de la información, pero también a la
estimación del entero conjunto de registros, esto implica modificación de los registros ya existentes,
mientras que la interpolación se refiere a la estimación de información nueva sin alterar la información
ya obtenida. Otra de las metas de la interpolación es la mejora de resolución espacial y temporal en
datos satisfactoriamente muestreados, sobre los que se quiere tener una mejor frecuencia de muestreo,
que se logra espacialmente al reducir el intervalo entre trazas o temporalmente al reducir la tasa de
muestreo en profundidad, con las consecuentes mejoras en otros procesos como como la inversión o
la migración, que logra sus mejores resultados si hay una regular distribución de trazas, punto en el
cual fallan muchas adquisiciones de sísmica 3D. La interpolación y la regularización son además, pasos
imprescindibles en la unión de sísmicas 3D adquiridas con diferentes parámetros.
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Sin embargo, la interpolación no se debe considerar un sustituto de una bien muestreada sísmica en
campo, pero por otra parte puede proveer información, que bien estimada, enriquece otros procesos.
En la actualidad la interpolación simultánea en cinco dimensiones (inline, crossline, offset, azimuth y
tiempo o frecuencia) ha logrado predecir muy bien los datos perdidos con gran precisión en amplitud
y fase, que son consideradas las variables críticas de este proceso.
Objetivos
Presentar bases teóricas de diversos métodos de interpolación para datos regularmente mues-
treados.
Implementar codigos computacionales de reconstrucción.
Sugerir un método de interpolación estocástico basado en la interpolación con lógica difusa.
Modificar el factor de escala vertical en la interpolación fractal que incide en la mejora de
resultados.
Obtener resultados para registros sísmicos y secciones sísmicas migradas y no migradas.
Aplicar algunos procesos en la mejora de resolución. Comparar los resultados en función de la
calidad de su reconstrucción
Comparación de las diferentes metodologías de reconstrucción planteadas e implementadas en el
trabajo.
Estado del arte
RESUMEN ESTADO DEL ARTE: METODO - AUTOR - AÑO - DESCRIPCION
Filtros de Predicción Gulunay(1986) Spitz(1991) Claerbut(1992) Datos regularmente
muestreados. Interpolan basados en información varios pasos adelante y atrás en convolución
con un filtro de Wiener. Liu y Fomel(2011) los presentan para interpolar datos sísmicos con
aliasing, basados en filtros de error predictivo.
Ecuación de Onda Ronen(1987) Filtros multicanal basados en la ecuación de onda que se
suman para crear una imagen de más resolución
Local Slant Stack Novotnÿ(1990) La fórmula de migración Slant Stack que se basa en
la transformada de Radón, se ve como un proceso de interpolación de trazas que incluye la
extrapolación de onda en un arbitrario cambio de profundidad.
Norma Ponderada Cabrera&Parks(1991) Datos unidimensionales con norma ponderada.
Electrónica y telecomunicaciones.
Dominio de Fourier Sacchi&Ulrych(1996), Cary(1997), Zwartjes&Duijndam(2000),
Liu&Sacchi (2004) Presentan el problema como un problema inverso, donde se intenta re-
cobrar la Transformada de Fourier del campo de onda, por medio de minimizar una norma
ponderada en este dominio. Se ha hecho para datos regular y no regularmente muestreados
Regularización 3D Fomel(2000) En su tesis doctoral presenta el problema de interpolar
datos adquiridos irregularmente en el sentido del muestreo espacial, para llevarlos a configurar
un conjunto regularmente muestreado.
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RESUMEN ESTADO DEL ARTE: METODO - AUTOR - AÑO - DESCRIPCION
Interpolación 5D Trad(2009) Interpolación de sísmica 3D considerando 5 variables CMPX,
CMPY, offset, azimuth, tiempo/frecuencia. Enfrenta el problema de regularización superficial
de datos y de la ubicación de las nuevas trazas en una grilla. Minimiza en Norma L2 ponderada
de manera multidimensional, la interpolación se hace simultáneamente en todas las cinco dimen-
siones: inline, crossline, offset, azimut y frecuencia. Es muy útil en la reconstrucción correcta de
la fase y la amplitud.
Fractal Barsley(1989), Li Xin&Li Xiao(2010) Método iterativo que plantea un homeomor-
fismo contractivo entre la traza y sus partes con faltantes.
T-SVD: Descomposición en valores propios truncados Kumar&Mansour(2011),
Oropeza&Sacchi(2012), Trickett&Burroughs(2010) La reconstrucción se hace sobre
una matriz de Hankel ampliada, que en este algoritmo se estima sólo con unos de sus valo-
res singulares, todos los elementos incluidos faltantes quedan estimados en cada una de las
diagonales de la submatriz de Hankel. Este procedimiento primero fue usado en la atenuación
de ruido, ya que la energía coherente tiende a caer en los primeros valores propios.
POCS: Proyección sobre conjuntos convexos Abma&Kabir(2006) Establece un proble-
ma inverso que se resuelve iterativamente en proyecciones de un espacio sobre otro de menor
dimensión.
Lógica Difusa Brox&Batourox(2008) Se interpola con base en el algoritmo ELA para
mejora de resolución de imágenes. Es un método local. Se muestra en este trabajo eficiente para
reconstrucción de registros sísmicos.
Metodología y organización del trabajo
Ya que este trabajo trata sobre varios métodos de reconstrucción sísmica, los cuales no son necesaria-
mente coincidentes en su base teórica, los temas se abordan por capítulos primero exponiendo la base
teórica para luego exponer y comentar los resultados. En el capítulo uno se aborda la interpolación
por medio de minimización de las normas L1 y L2, ponderados previamente con un estimador del
espectro. Este proceso se hace en el dominio de la frecuencia - número de onda. En el capítulo dos
se aborda el problema con lógica difusa, y de manera estocástica con método de montecarlo, estos
métodos son locales porque en ambos casos se usa la información adyacente para estimar cada faltante,
primero con la metodología expuesta para la lógica difusa y luego con una metodología análoga, que
se propone en este trabajo para una estimación estocástica. Estos dos métodos se hacen en el dominio
del tiempo. En el capítulo tres se presenta la estimación fractal, un método local que se hace en el
dominio del tiempo, tal como los dos anteriores pero con un enfoque totalmente distinto que relaciona
iterativamente el conjunto de información de la traza con las partes a estimar. En el capítulo cuatro se
presenta la metodología de reconstrucción por valores singulares truncados TSVD, que se hace, como
en el caso de norma L1 y L2, en el dominio de la frecuencia, pero con un enfoque que se centra en la
definición de matriz por bloques de Hankel.
Estos métodos se aplicarán acá para la reconstrucción de trazas cuando aplique y para secciones
sísmicas de dos dimensiones, ya sean disparos, secciones sísmicas sin migrar o migradas, cortes de
tiempo y en el caso de la lógica difusa, en la interpolación de un nuevo corte de tiempo en una
4 Introducción
sísmica 3D a partir de sus dos cortes adyacentes. En la siguiente tabla vemos los procedimientos y sus
aplicaciones en este trabajo.

















































1. Interpolación con Minimización en Norma l1 y
l2 Ponderadas
En este capítulo se aborda la la solución al problema de la estimación de faltantes en una y dos dimen-
siones en registros regularmente muestreados. Esta estimación se hace mediante la introducción de una
norma ponderada con la misma información proveniente del espectro, para minimizarla sujeta a una
restricción y obtener así un estimado final para las observaciones faltantes, en el caso unidimensional
o para trazas en 2D.
1.1. Señal de ancho de banda limitado y su espectro de potencia
La potencia de una señal en tiempo x(t) se define: |x(t)|2. Análoga definición se tiene en dominio de




|xk|2 < ∞ EX =
∞∑
f=−∞
|Xf |2 , (1.1)
Una señal limitada en frecuencia se define [18, Rege 1983], [13, Jain y Surendra 1981] y [6, Cabrera y
Parks 1980]: Sea {xk} ≡ · · · , x−1, x0, x1 · · · una sucesión compleja de números con energía finita, esta





se hace igual a cero para W < |f | ≤ 12 . En otras palabras el dominio de X(f) es el subintervalo
(−W, W ) contenido en el intervalo (−1/2, 1/2), lo cual se muestra en la figura 1-1. Esta señal siempre
puede ser reconstruida de sus muestras, si y solo si, la frecuencia de muestreo excede en por lo menos





Figura 1-1. Espectro de frecuencia de datos de ancho de banda limitado.
1.2. Norma ponderada como un filtro
Obtener una norma ponderada será lo mismo que aplicar un filtro a nuestra información. Sea h(n) un
filtro de longitud N usado para obtener x(n) de una señal de entrada u(n) y cuyas DFT son H(m),




h(n − m)N u(m) = h(n) ∗ u(n) (1.3)
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La transformada de Fourier de la ecuación anterior es:
X(m) = H(m)U(m), (1.4)
Además si X y U son los vectores columna que representan las transformadas discretas de Fourier
como los descritos para ~x(m) y ~u(m) se tiene: X = Fx y U = Fu Por tanto (1.4) se puede
escribir como: Fx = H(m)Fu y por esto:
x = F−1H(m)Fu = F−1∆HFu (1.5)
∆H = diag{H(0), H(1) · · · H(N − 1)}, donde se define la matriz de filtrado [5, Cabrera 1985] como:
Qh = FH∆HF, (1.6)
La matriz de Fourier es simétrica, sus columnas y filas son base ortonormal para un espacio de su
dimensión, lo que equivale a que el producto punto entre sus vectores columna o fila es cero y su
transpuesta conjugada, que se denota con el superíndice H es su inversa: F−1 = FH . Un ejemplo en el
anexo A.1 La matriz ∆H tiene los elementos de ponderación de la norma, además presenta un cambio
circular de puesto al pasar a la siguiente columna y por eso se llama circulante, subtipo especial de














X0 XT −1 XT −2 XT −3 · · · X1
X1 X0 XT −1 XT −2 · · · X2





















Los elementos del filtro ∆H se incluyen como una matriz diagonal entre la transformada inversa y
directa de Fourier, y se introducirán como ponderadores de la norma, siendo obtenidos del espectro
de la señal. [26, Zwartjes y Sacchi,2007] Ver sección 1.4
Q = F H∆F (1.7)
∆ = Diag{|H(0)|2 , |H(1)|2 , ..., |H(N − 1)|2. Por tanto su inversa es:
Q1 = (F H∆F )−1 = F H∆†F (1.8)
Donde Q y Q−1 son formas cuadráticas, con matrices ∆ y ∆−1 conformadas por:
∆k =
{
|H(k)|2 , si k ∈ Sh







, si k ∈ Sh
0 si k /∈ Sh
y con Sh = {k : Hk 6= 0} el soporte del filtro representado en la figura 1-2. Estimar los elementos
|H(k)| de la matriz ∆ se consigue con la información previa que se tenga de la misma. [1, Arun y
Davoust 1990].
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|H(k)|2
* * * * * * * * * * * * * * * * * * * * * * * * * * *
Sh = {k1, k2, k3, ..., kj}
Figura 1-2. Señales con el mismo soporte espectral Sh, así como una función de ponderación |H(k)|2
arbitraria que se puede definir en él. Tomado y modificado de [6, Cabrera y Parks 1980].
1.3. Norma ponderada
Un espacio de Hilbert, a grandes rasgos, es una extensión a más dimensiones de los espacios que se
conocen con producto punto y norma euclidiana. Se define para dos elementos x, y ∈ Cn el producto
interior como: 〈x, y〉 = ∑nk=1 xkyk donde la barra denota su compleja conjugada. Si se agrega a este
espacio una función de ponderación arbitrariamente definida, como |H(k)|2, el espacio conserva sus
propiedades [6, Cabrera y Parks 1980], y entre dos elementos cualquiera x1, x2 se puede definir una
norma ponderada así:











que se escribe como producto de tres matrices y para esto se define:
∆k =
{
P 2k , si k ∈ K




P −2k , si k ∈ K
0 si k /∈ K
Esta matriz diagonal contiene la información a priori que se obtiene del espectro de la señal con la
cual se logra la ponderación en norma que puede ser escrita entonces como
||x||2Q = XH∆−1k X; (1.10)
Donde X = Fx y XH = (Fx)H = xHFH que se sustituyen en (1.10) y se tiene:




En el caso de que ∆k = I y sabiendo que F H es la inversa de F , se observa que efectivamente tenemos
la norma al cuadrado de x, es decir la norma sin ponderar. Esta norma cuadrática será la función a
minimizar en una ecuación multivariada con la restricción apropiada.
1.4. Estimación del operador de ponderacion del espectro de la señal
1.4.1. Método de Welch
El periodograma es el cuadrado del módulo para la transformada de Fourier de cada uno de los
datos, este método para estimación del espectro toma periodogramas modificados de los registros y
los promedia así: [24, Welch 1967] Sea X(j), j = 0, ..., N − 1 una muestra estocástica de un proceso
estacionario, de la cual se toman segmentos de largo L que se traslapan, con puntos de inicio separados
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D unidades así:
X1(j) j = 0, ..., L − 1
X2(j + D) j = 0, ...L − 1
XK(j + (K − 1)D) j = 0, ...L − 1
Estos K registros cubren el registro entero, como se ve en la figura 1.2.a. Para cada segmento de
largo L se halla un periodograma modificado con una ventana de datos W (j), j = 0, ..., L − 1 para
formar las sucesiones: X1(j)W (j), ..., Xk(j)W (j). Luego se toman las Transformadas de Fourier de






Xk(j)W (j)e−j2kin/L, n = 0, ..., L − 1; i =
√
−1,
así se tienen K periodogramas modificados: Ik(fn) =
L
U



























Fig 1.2.a Periodograma de Welch
Este estimador tiene una ventana espectral de área uno y ancho 1/L [24, Welch 1967]
1.4.2. Suavizado del espectro y ventanas
El espectro de potencia ya definido en 1.1 puede variar mucho y no es un estimador consistente, pues
su varianza no decae a cero si la muestra tiende a infinito. Un suavizado logra mejores estimadores
del espectro. Éste se consigue por medio de la convolución de una ventana con la señal. Con esto se
atenúan los efectos del fenomeno de Gibbs, que surge cuando se trunca una señal a trozos, en forma de
fugas del espectro de la señal que se ven como lóbulos en el dominio de la frecuencia, y son repeticiones
del lóbulo principal más atenuadas. Este fenómeno se debe al cambio brusco que la ventana presenta
en su borde, en la medida que la pendiente sea más acentuada, como en la ventana rectangular, con un
lóbulo principal no muy ancho y lobulos laterales que no decaen rápido en amplitud. Hay tres factores
para ver la bondad de esta ventana:
Factor de fuga: Es la razón de la potencia en los lobulos laterales a la potencia total de la señal.
Debe ser mínima; en el caso ideal cero. Atenuación del lóbulo principal: Diferencia relativa en dB
entre el pico del lóbulo principal y el más alto de los picos en los lóbulos laterales. En el caso ideal
un valor negativo y muy alto. Lóbulo central: Ancho del lobulo principal tres Db abajo de su pico
principal. En el caso ideal debe contener todas las frecuencias de la señal.
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Figura 1-3. Mitad derecha de ventana Rectangular con 64 muestras en el dominio de frecuencia. El lóbulo
principal (main lobe) debe tener el mayor ancho de banda posible.
1.4.3. Ventana de Hann
Tiene buen ancho de lóbulo principal y gran atenuación en lóbulos laterales, es decir poca dispersion
espectral, como se ve en la figura 1-4. Esto se logra con cambios menos bruscos de entrada y salida























0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9

























Figura 1-4. Ventana de Hann en el dominio del tiempo y la frecuencia. Se nota la gran atenuación de los
sidelobes en Db del espectro de frecuencia. Desde el primer lobulo lateral la atenuacíon en dB es negativa.
Esta ventana junto con el periodograma de Welch se usan para la estimación del espectro.
1.5. El problema inicial
Sea x(n) = [x1, x2, x3, ..., xM ]T un vector de datos uniformemente espaciados en una dimensión. Se
define el subconjunto de observaciones efectivas como: y(ni) = [xn(1), xn(2), xn(3), ..., xn(N)]T , donde
el conjunto N = {n(1), n(2), n(3), ..., n(N)} indica la posición precisa de las observaciones conocidas
x(mi) que se obtienen de una señal a través de transformación lineal T : Xβ → CL donde Xβ es un






mL N − 1
La matriz de muestreo T relaciona los dos vectores anteriormente descritos. Esta matriz constará de
elementos Ti,j = δn(i),j donde δ es el operador de Kronecker o impulso unitario. Así, es simple ver que
los datos completos con los faltantes a estimar x y las observaciones reales y se conectan por el sistema
lineal: y = Tx. Como ejemplo, si M = 6 muestras consecutivas, es decir: x = [x1, x2, x3, x4, x5, x6]T y
un subconjunto de estas muestras es y = [x2, x4, x6]T , es decir el conjunto N , es un subconjunto de
los subíndices del vector x, así N = {2, 4, 6}, de tal manera que el sistema lineal se escribe:























0 1 0 0 0 0
0 0 0 1 0 0















































La reconstrucción de señal que plantea el sistema y = Tx tiene más incógnitas que ecuaciones, lo que
lleva a un espacio con infinitas soluciones y su tratamiento algebraico está en el anexo A. Minimizar
la norma con una restricción que limite el espacio de soluciones es imprescindible y el problema se
plantea así:
||x̂|| = mı́n ||x||2Q sujeto a y = Tx, (1.13)
donde ||.||Q es la norma ponderada.
1.6. Minimización de la Norma l2
Se plantea una función objetivo J según la teoría de optimización multivariada con λT el vector de
multiplicadores de Lagrange. La minimización se hace sobre la norma ‖x‖2Q sujeta a Tx = y.






= 2x̂T Q−1 + λT T = 0 (1.15)
Una explicación detallada de la derivada de este sistema de ecuaciones se da en el anexo B. Se traspone
todo el sistema, y al estar igualado a cero se tiene:
(2x̂T Q−1 + λT T )T = 0 = 2Q−1x̂ + T T λ (1.16)
Ya que Q y Q−1 son diagonales. Además x̂ = −12QT T λ y se sustituye en la restricción así:
T (−12QT T λ) = y por tanto λ = −2(T QT T )−1y
Se sustituye en x̂, nuestro estimado mínimo de norma ponderada
x̂ = −1
2
QT T (−2(T QT T )−1)y (1.17)
Y la solución de el sistema de ecuaciones planteado por la función de costo J es:
x̂ = QTT (TQTT )−1y (1.18)
Que es la solución que se implementará en la primera parte de este trabajo. Esto se hará con gradiente
conjugado ya que es una matriz diagonal simétrica. En la figura 1-5 se representa gráficamente el
procedimiento para una matriz de tres por cinco con dos columnas de faltantes. Los cuadros con una
raya en diagonal representan el conjugado complejo de los del mismo color que no la tienen. Interesante
observar que esta matriz de estimación es la misma que la de la ecuación del anexo A.11 AT (AAT )−1
donde a la matriz AT , se le ha agregado la matriz de ponderación Q, así: QAT En el caso de que
Q, fuera la identidad no habría ninguna ponderación en norma, y la solución sería la de mínimos




∣ = 1 y no se impone ninguna
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información a priori en la señal. Al seguir con el ejemplo inicial se halla el estimador para x, llamado x̂
y asumiendo que la matriz de filtrado Q es un filtro pasa todo, esto es, tiene solo unos en la diagonal:
∆k = 1 para k = 1, 2, ..., M , nuestro estimado x̂ según la ecuación 1.18 es:


































































































Donde es evidente que las observaciones faltantes en x : x1, x3 y x5 fueron estimadas como ceros.
1.7. Solución en una y dos dimensiones
Para probar el resultado en una dimensión se usa una traza sísmica real de 240 muestras y se remueven
diferentes porcentajes de observaciones de manera aleatoria. Se programa la solución con gradiente
conjugado dada en la ecuación 1.18. En cada iteración se actualiza el estimador del espectro, a la vez
que se actualiza el estimado de la solución. El criterio para el tamaño de la ventana de Hann o el
periodograma de Welch, fué ver el mayor número de ceros en cada traza y tomarlo como dos unidades
más largo, para evitar que la convolución (Hann) se haga en algún momento con una cadena de ceros.
El uso de un promedio móvil inicial para los faltantes en las trazas, se hace para no priviligiar el cero,
de común uso en todos los métodos de reconstrucción. Asignar un simple promedio a las cadenas de
ceros faltantes, hecho con el promedio de sus observaciones más cercanas mejoró la reconstrucción
final y se usó en el caso de la reconstrución de la traza. La solución necesita menos iteraciones para
converger en la medida que haya menos faltantes en la señal original. Para comparar las señales
original y reconstruída, se usa el coeficiente de correlación. También se utilizan el espectro de amplitud
y de fase. El coeficiente de correlación entre dos señales discretas de igual longitud: Y (y1, . . . , yn) y




















En este caso, para comparar dos señales, k = 0, que equivale a colocarlas una sobre otra sin ningún
desfase. Este coeficiente se calcula en cada iteración.
1.7.1. Resultados en Norma L2
Primero se presenta la reconstrucción de una sola traza con diferentes porcentajes de faltantes, así
como algunas de sus iteraciones. Se calculan las correlaciones de cada una de ellas, así como espec-
tros de potencia y fase. Luego se muestra la reconstrucción sobre un sintético constituido por eventos
hipérbolicos modelados en distintos tiempos con distintas velocidades, a los que se les ha agrega-
do ruido como la convolución de un ruido agregado (N), con una ventana Hann de tamaño L. Con
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N=|Max|*Randnn(0,1)/SNR, donde Max es el valor absoluto de la máxima amplitud de la sísmica,
Randn es la generación aleatoria de números de distribución Normal(0,1), SNR=4 y Hann(L), ven-
tana de tamaño L=10. Luego se presenta la reconstrucción de un disparo en distintos porcentajes de
faltantes, su reconstrucción y sus residuales con el cálculo de señal ruido. La traza 30 se muestra en
distintos porcentajes de reconstrucción y sus espectros de potencia y fase.
En la figura 1-6(a) se ve una traza y sin el 30 % de las observaciones. En las figuras 1-6(b y c) Las
iteraciones 1 y 5 de la reconstrucción respectivamente. En la iteración 5 ya se consigue un resultado
óptimo y muy buen coeficiente de correlación (0.97) por implementación directa de la ecuación 1.18.
En la figura 1-6(d) se tiene la traza y sin el 50 %. La reconstrucción del 50 % de las observaciones se
ve en la 1-7(a y b), donde se muestran las iteraciones 1 y 8 respectivamente, en la cual se tiene su
mejor solución, sin que llegue a ser tan buena como en la reconstrucción del 30 %, consiguiendo aún
una buena correlación de 0.92. La misma traza y sin el 70 % se ve en la figura 1-7(c). Y su primera
iteración en la figura 1-7(d). En la figura 1-8(a) La reconstrucción del 70 % de las observaciones en su
iteración 15 que alcanza un coeficiente de correlación de 0,7. En la figura 1-8(b) la misma traza y sin
el 83 % de las observaciones. En la figura 1-8(c y d) las iteraciones 1 y 15, que alcanza una correlación
de 0,6.
En la figura 1-9 se grafican la observaciones observadas contra las estimadas, las gráficas muestran
que la calidad en la reconstrucción disminuye en la medida que aumenta el porcentaje de faltantes.
La ideal colocaría todas las observaciones en la la recta Y=X.
En la figura 1-10(a) se ven los espectros de amplitud en el dominio original y para las cuatro re-
construcciones propuestas. En la figura 1-10(b) el mismo espectro en dB de la traza original y la
reconstrucción del 30 %. En la figura 1-10(c) el mismo espectro en dB de la traza original y la recons-
trucción del 50 %. En la figura 1-10(d) el mismo espectro en dB de la traza original y la reconstrucción
del 70 % y del 83 %. la calidad de la reconstrucción en el dominio de la frecuencia decrece en la medida
que aumenta el porcentaje de faltantes. La amplitud se calcula como dB = 10 ∗ log|Xf |. En la figura
1-11(a b c y d) se ven los cuatro espectros de fase para cada uno de las reconstrucciones: 30 %, 50 %,
70 % y 83 %, respectivamente. La calidad en cada una de las reconstrucciones va decreciendo conforme
aumenta el porcentaje de faltantes.
En la figura 1-12(a-d) se ve la reconstruccción de un registro sintético con ruido agregado como: Ruido
agregado=conv(Ruido*Hann(L)), con Ruido=|Max|*Randnn(0,1)/SNR, donde Max es el valor absolu-
to de la máxima amplitud de la sísmica, Randnn es la generación aleatoria de números de distribución
Normal(0,1), SNR=4 y Hann(L), ventana de tamaño L=10. La reconstrucción es mejor en la medida
que el evento es menos curvo. La errática construcción de la fase se puede atribuir al ruido agregado,
sin embargo los eventos son claramente reconstruidos en amplitud y en fase. En la figura 1-12(e-f)
se ve la traza diez y su reconstrucción en el dominio del tiempo y de fase en el dominio de la frecuencia.
En la figura 1-13(a-d) se ve la reconstrucción de un disparo con preproceso básico al que se le han
removido aleatoriamente el 25 % de las trazas. En la figura 1-14(a-c) se ve la reconstrucción de un
disparo con preproceso básico al que se le han removido aleatoriamente el 50 % de las trazas. En
la figura 1-14(d) la misma sísmica sin el 70 % de las trazas. En la figura 1-15(a-b) la reconstruc-
ción del 70 % y su residual. En la figura 1-15(c-e) se tiene la reconstrucción de la traza 30 para los
tres distintos porcentajes mostrados, en amplitud, amplitud Db y fase. Es evidente, y se not en las
correlaciones, que la reconstrucción desmejora en la medida que hay más faltantes para estos tres casos.
En las figuras 1-17(a-b) tenemos una sección sísmica y con 30 % de observaciones faltantes respec-
tivamente, y en la figura 1-18 su reconstrucción en norma L2 y su residual. Se nota que el residual
tiene una escala 10 veces menor. Las observaciones fueron extraídas aleatoriamente por puestos, no
por trazas. Comparando con el original se puede ver la calidad de la reconstrucción.
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Matriz de︷ ︸︸ ︷datos (mxn)


















































































Figura 1-5. Representación gráfica de la ecuación 1.18 en el procedimiento para la minimización de la
norma l2 ponderada.
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(a)












Traza  (Rojo) y sin el 30% (Negro) de las observaciones
Muestreo: 0.002 segundos
(b)












































Traza  (Rojo) y sin el 50% (Negro) de las observaciones
Muestreo: 0.002 segundos
Figura 1-6. (a) Traza y sobrepuesta sin el 30 %, (b) Iteración uno. (c) Iteración cinco (Norma L2). (d)
Traza y sobrepuesta sin el 50 % de datos.
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Traza  (Rojo) y sin el 70% (Negro) de las observaciones
Muestreo: 0.002 segundos
(d)












Reconstrucción del 70% Iteración 1
Correlación:
0.3395
Figura 1-7. (a) Iteración uno reconstrucción 50 %, (b) Iteración ocho (Norma L2). (c) Traza sin el 70 %
de datos. (d) Primera iteración reconstrucción del 70 % de datos.
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Traza  (Rojo) y sin el 83% (Negro) de las observaciones
Muestreo: 0.002 segundos
(c)




























Reconstrucción del 83% Iteración 15
Correlación:
0.5981
Figura 1-8. (a) Iteración 15 (Norma L2) reconstrucción 70 %, (b) Traza sin el 83 % de datos. (c)
Iteración 1 reconstrucción 83 % (d) Iteración 15 (Norma L2) reconstrucción 83 %.
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Estimación  30% Faltantes
Traza Norma L2
(b)





















Estimación  50% Faltantes
Traza Norma L2
(c)















































Figura 1-9. (a) Correlación (Norma L2) reconstrucción 30 %, (b) Correlación (Norma L2) reconstruc-
ción 50 %. (c) Correlación (Norma L2) reconstrucción 70 % (d) Correlación (Norma L2) reconstrucción
83 %.
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Espectro de amplitud dB en dominio de frecuencia (Hz) de traza original y reconstruccion 30% 
Traza Original
Reconstrucción 30%
Escala Inferior en Hertz
17 y 118 Hertz
(c)

















Espectro de amplitud dB en dominio de frecuencia (Hz) de traza original y reconstruccion 50% 
Traza Original
Reconstrucción 50%
Escala Inferior en Hertz
17 y 118 Hertz
(d)





















Escala Inferior en Hertz
17 y 118 Hertz
Figura 1-10. (a) Espectros de amplitud para los cuatro porcentajes. (b) Espectros de amplitud dB para
reconstrucción (30 %). (c) Espectros de amplitud dB para reconstrucción (50 %). (d) Espectros de amplitud
dB para reconstrucción (70 %) y (83 %).
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17 y 117 Hertz
(b)




















17 y 117 Hertz
(c)




















17 y 117 Hertz
(d)




















17 y 117 Hertz
Figura 1-11. (a) Espectro de fase en radianes para reconstrucción (30 %). (b) Espectros de fase en radia-
nes para reconstrucción (50 %). (c) Espectro de fase en radianes para reconstrucción (70 %). (d) Espectro
de fase en radianes para reconstrucción (83 %).
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(a)
Sintético con ruido SNR=4
Trazas: 41, Muestras (2ms): 401
(b)
Sintético sin el 20% de trazas
(c)
Residual norma L2 del 20% de trazas
SNR: 3.46
(d)
Reconstrucción L2 del 20% de trazas
SNR: 3.61
(e)
0 50 100 150 200 250 300 350 400












En rojo traza 10 sintético. En verde en eje -1 residual 
(f)












Espectro de fase en dominio de frecuencia de traza 10 y su reconstrucción
Traza 10 Síntético
Reconstrucción Norma L2
17 y 117 Hertz
Figura 1-12. (a) Registro sintético, (b) Registro sintético sin el 20 % de trazas (c) Residual reconstrucción
Norma L2, (d) Reconstrucción Norma L2, (e) Reconstrucción de la traza 10, (f) Espectro de fase de la
traza 10.
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(a)







Escala Inferior: Número de Traza
(b)





Sísmica sin 25% de trazas
Muestreo 2ms
Escala Inferior: Número de Traza
(c)





Reconstrucción del 25%de trazas
(d)





Residual del 25%de trazas
SNR: 7.49
Relación Señal Ruido
Figura 1-13. (a) Registro original. (b) Registro sin el 25 % de las trazas (c) Reconstrucción en norma
L2 del 25 % de las trazas (d) Residual.
22 1 Interpolación con Minimización en Norma l1 y l2 Ponderadas
(a)






Sísmica sin 50% de trazas
(b)






Reconstrucción del 50% de trazas
(c)














Sísmica sin 70% de trazas
Figura 1-14. (a) Registro original sin el 50 % de las trazas. (b) Reconstrucción del 50 % de las trazas
(c) Residual. (d) Registro original sin el 70 % de las trazas. Algunas de las trazas reconstruidas (50 %) en
rojo.
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Reconstrucción del 70%de trazas
(a)

















Rojo traza original. Negro(25%). Verde(50%). Azul(70%). 
(c)


















17 y 117 Hertz
(d)



















17 y 117 Hertz
(e)
Figura 1-15. (a) Reconstrucción 70 % de las trazas (b) Residual. (c) Reconstrucción en norma L2 de traza
30 en distintos porcentajes de faltantes (d) Espectro de potencia para la traza 30 en distintos porcentajes.
(e) Espectro de fase para la traza 30 en distintos porcentajes.
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Potencia dB Sísmica Original























Potencia dB Reconstrucción 25%























Potencia dB Reconstrucción 50%





















Potencia dB Reconstrucción 70%






















Figura 1-16. Espectros de potencia y fase para la sísmica original, y reconstrucciones.
1.7 Solución en una y dos dimensiones 25
Sección sísmica














Sección sísmica sin 30% de observaciones














Figura 1-17. Sección sísmica sin migrar a la que se le extraen 30 % de las observaciones aleatoriamente.
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Sección sismica reconstruída


















Residual del 30% de observaciones  SNR:3.6724




















Figura 1-18. . Reconstrucción de la sección sísmica sin migrar y residual.
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1.8. Interpolación con Minimización en Norma l1 Ponderada
Con los mismos principios teóricos de la reconstrucción en Norma l2, la reconstrucción en Norma l1 se
refiere a la solución de la ecuación con restricciones para el vector x que incluye los faltantes descritos
por el sistema:





Donde x es la representación rala (sparse) de la señal, lo cual se consigue al vectorizarla [27, Zwartjes
2005]. La reconstrucción de x teniendo a y, que es la forma vectorizada de la matriz sin faltantes
es muy complicada o imposible, ya que nuevamente es un problema mal puesto porque en principio
tiene infinitas soluciones. Pero esta situación se hace solucionable cuando el vector y es el resultado
de una representación rala (sparse) de x en términos de una base T [3, Van den Berg y Friedlander
2010], en este caso la base T es un operador lineal dado por transformada de Fourier bidimensional
que caracteriza la transformación convenientemente dispuesta para su forma vectorizada con faltantes.
Esta representación de y = Tx hace parte del problema como restricción.
La figura 1-19 representa adecuadamente el planteamiento del problema. La matriz T incluye los
elementos de la transformada de Fourier 2D junto con el operador de muestreo. El vector x tiene
todas las trazas de la sección sísmica vectorizadas incluidas las trazas faltantes, cuyos elementos se
hacen cero u otro pre-estimador, y el vector y tiene todas las trazas disponibles. Este problema es ralo
(’sparse’), en el sentido de la gran cantidad de ceros que puede tener.
Si tenemos una sección sísmica de n trazas con m muestras de tiempo representada por Xmxn con
k número de trazas faltantes, k < n. El número de muestras disponibles estaría dado por ymx(n−k).
El algoritmo minimiza el vector x, que es la matriz vectorizada de toda la información con faltantes
obteniendo una estimación restringida al sistema Tx = y, al cual, en la práctica, se le coloca una una
constante de tolerancia ǫ tal que ||Tx − y|| < ǫ.
El vector x inicial para el algoritmo es la forma vectorizada de la matriz de todos los datos incluidos
los faltantes en convolución con una ventana de longitud apropiada, en este caso, con un largo dos
unidades mayor que el máximo de faltantes. El vector inicial del algoritmo X0 se consiguió con la
convolución con una ventana de Hann. El algoritmo de minimización de esta norma se replantea como
un problema de optimización lineal convexa:
minimizar fT x sujeto a Ax = b, −x ≤ 0 (1.24)
[22, Thanh, 2014] que se soluciona en matlab como un problema de programación lineal con el método
simplex, con el comando x = linprog(f, A, b, Aeq, Beq).
1.8.1. Resultados en Norma L1
En la figura 1-20(a-d) se ve el mismo síntético que se mostró para norma L2 y su reconstrucción, de
igual manera el Ruido agregado=conv(Ruido*Hann(L)), con Ruido=|Max|*Randnn(0,1)/SNR, donde
Max es el valor absoluto de la máxima amplitud de la sísmica, Randnn es la generación aleatoria de
números de distribución Normal(0,1), SNR=4 y Hann(L), ventana de tamaño L=10. Los eventos son
claramente reconstruidos en amplitud. En la figura 1-20(e-f), la reconstrucción en amplitud discrima
claramente los cinco eventos y se nota la errática construccíon de la fase alterada por ruido.
En la figuras 1-21(a-b) se tiene el mismo disparo y sin el 25 % de las observaciones respectivamente. En
la figura 1-21(c-d) su reconstrucción y su residual respectivamente. En la figura 1-22(a-b) se tiene el
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mismo disparo y sin el 50 % de las observaciones respectivamente. En la figura 1-22(c-d) su reconstruc-
ción y su residual respectivamente. En la figura 1-23(a-b) se tiene el mismo disparo y sin el 70 % de las
observaciones respectivamente. En la figura 1-23(c-d) su reconstrucción y su residual respectivamente.
En la figura 1-24(a) se tiene la reconstruccción de amplitud y fase de la traza 32 para los diversos
porcentajes. En la figura 1-24(c-d) su reconstrucción de fase y amplitud en el dominio de frecuencia.
Las correlaciones para cada una de ellas (0.74, 0.4 y 0.39) muestran que la calidad de la reconstrución
decrece en la medida que aumenta elnúmero de faltantes, lo cual también es observable a simple vista.
Al comparar estos resultados se ve que la reconstrucción en amplitud es ligeramente mejor en Norma










T: Matriz 2D de Fourier compuesta
































































































Figura 1-19. Sistema T x = y donde T es la matriz de Fourier con el operador de muestreo, los elementos
con rayas son complejos conjugados de aquellos con el mismo color, x es la forma vectorizada de los datos
con los faltantes, y es la matriz vectorizada de datos sin faltantes. La matriz de datos de 3x5 tiene dos filas
de faltantes representados por círculos, x̂ es la solución final de norma mínima.
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(a)
Sintético con ruido SNR=4
Trazas: 41, Muestras (2ms): 401
(b)
Sintético sin el 20% de trazas
(c)
Residual norma L1 del 20% de trazas
SNR: 2.89
(d)
Reconstrucción L1 del 20% de trazas
(e)
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En rojo traza 10 original. En verde en eje -1 residual 
(f)











Espectro de fase en dominio de frecuencia de traza 10 y su reconstrucción
Traza Original
Reconstrucción L1 20%
17 y 117 Hertz
Figura 1-20. (a) Registro sintético, (b) Registro sintético sin el 20 % de trazas (c) Residual reconstrucción
Norma L1, (d) Reconstrucción Norma L1, (e) Reconstrucción de la traza 10, (f) Espectro de fase de la
traza 10.
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(a)







Escala Inferior: Número de Traza
(b)





Sísmica sin 25% de trazas
Muestreo 2ms
Escala Inferior: Número de Traza
(c)





Reconstrucción L1 del 25%de trazas
Muestreo 2ms
Escala Inferior: Número de Traza
(d)





Residual del 25%de trazas
SNR: 6.23
Relación Señal Ruido
Figura 1-21. (a) Registro original. (b) Registro sin el 25 % de las trazas (c) Reconstrucción norma L1
del 25 % de las trazas. Algunas de las trazas reconstruidas en rojo. (d) Residual.
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(a)







Escala Inferior: Número de Traza
(b)





Sísmica sin 50% de trazas
Muestreo 2ms
Escala Inferior: Número de Traza
(c)





Reconstrucción L1 del 50%de trazas
Muestreo 2ms
Escala Inferior: Número de Traza
(d)





Residual del 50%de trazas
SNR: 1.93
Relación Señal Ruido
Figura 1-22. (a) Registro original. (b) Registro sin el 50 % de las trazas (c) Reconstrucción norma L1
del 50 % de las trazas. Algunas de las trazas reconstruidas en rojo. (d) Residual.
32 1 Interpolación con Minimización en Norma l1 y l2 Ponderadas
(a)







Escala Inferior: Número de Traza
(b)








Sísmica sin 70% de trazas
Muestreo 2ms
Escala Inferior: Número de Traza
(c)





Reconstrucción L1 del 70%de trazas
Muestreo 2ms
Escala Inferior: Número de Traza
(d)
0 10 20 30 40 50 60 70 80
Residual del 70%de trazas
SNR: 0.47
Relación Señal Ruido
Figura 1-23. (a) Registro original. (b) Registro sin el 70 % de las trazas (c) Reconstrucción norma L1
del 70 % de las trazas. Algunas de las trazas reconstruidas en rojo. (d) Residual.
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Rojo traza original. Negro(25%). Verde(50%). Azul(70%). 
(b)




















17 y 117 Hertz
(c)





















17 y 117 Hertz
Figura 1-24. (a) Tres reconstrucciones de la traza 30 en faltantes de 25 %, 50 % y 70 %. (b) Reconstruc-
ciones de los respectivos espectros de potencia (c) Reconstrucciones de los respectivos espectros de fase.
2. Reconstruccion con Lógica Difusa y Estocástica
2.1. Base Teórica
Un Sistema de Lógica Difusa es un esquema de inferencia con reglas de entrada y salida no basadas
en el esquema convencional de la lógica soportado en teoría clásica de conjuntos sino, en teoría de
conjuntos difusos con sus reglas de pseudopertenencia dictadas por una lógica asociada que no es
bivalente. El sistema completo de inferencia de conjuntos difusos y lógica difusa está conformado por
cuatro componentes estructurales: Difusor, Funciones de Pertenencia, Conjunto de Reglas, Módulo
de Inferencia y Módulo concresor, como se ve en la figura 2-1. La diferencia entre el sistema clásico
de decisión y el sistema difuso está en sus valores de verdad. El clásico consta de dos valores que
representan falso o verdadero: 0 y 1, mientras el valor de pertenencia o de verdad en un antecedente










Figura 2-1. Diagrama del procedimiento con lógica difusa.
2.1.1. Diseño del sistema
El algoritmo tiene como objetivo conseguir un método de interpolación entre pixeles en el dominio
espacial. Esta interpolación puede ser lineal o no lineal y se usa para colocar información nueva entre
pixeles. Si esta estimación es bien hecha logra mejoras en la resolución de la imagen. El algoritmo
usará correlaciones direccionales entre los seis u ocho pixeles que rodean el pixel a estimar y creará
valores basados en la información de esos pixeles que se clasifican como antecedentes difusos, con
una regla clara de consecuentes, en lo que constituye un proceso de lógica difusa con el que se crea
información nueva a partir de información dada. Hay tres direcciones de detección, que son las variables
de entrada y que se usan para estimar cada faltante como se muestra en la figura 2-2, una horizontal
y dos diagonales. Cada dirección con la información de dos pixeles. El algoritmo busca escoger la o las
direcciones de menor cambio, ya que si suponemos que los colores de una imagen se pueden cuantificar
en una escala lineal y queremos estimar el color un un nuevo pixel intermedio, lo más verosímil es
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suponer que ese color sea más parecido a aquellos pixeles adyacentes en la dirección en que sean más
similares, esto es, en la dirección en que difieran menos. Por eso es que se asigna una escala numérica
a toda la escala de color y se establecen tres posibles direcciones de búsqueda para los seis pixeles
adyacentes, para comparar su similaridad se usan los valores absolutos de la diferencia entre ellos,
como se muestra en la figura 2-2.











El módulo difusor contiene variables de contenido lingüístico en este caso: Pequeño, Mediano y Grande.
Queremos determinar para cada una de las tres direcciones de estimación, qué tanto hay de pequeño,
mediano o grande en cada una de ellas. De tal manera que tendríamos 27 posibles asignaciones de
reglas R, ya que R = mn con n el numero de entradas a saber a, b y c en este caso y m sus posibles
membresías como Pequeño, Mediano y Grande.
En cada dirección se calcula el valor absoluto de la diferencia obteniéndose así tres valores, los valores
se clasifican en una escala donde se privilegia los menores, ya que sus valores son más probables para
el nuevo pixel, que se escoge como una combinación lineal de las direcciones privilegiadas, donde se
dá más peso al promedio de los pixeles que hagan parte de las direciones privilegiadas. El primer
pseudocódigo que se plantea dada la gráfica 2-2 sería algo como:
if min(a, b, c) = a =⇒ X = (A + F )/2
elseif min(a, b, c) = c =⇒ X = (C + D)/2
else X = (B + E)/2
Usando este esquema se pueden plantear las siguientes reglas [4, Brox y Baturone, 2000], que son una
modificación de las anteriormente planteadas y que se resumen en la tabla 2-1
1. Si hay pequeña diferencia en dirección de a y grandes diferencias en dirección de b y c hay una
mayor verosimilitud en la dirección de a y tenemos una interpolación lineal en su dirección.
2. Si hay pequeña diferencia en dirección de c y grandes diferencias en dirección de a y b hay una
mayor verosimilitud en la dirección de c y tenemos una interpolación lineal en su dirección.
3. Si hay pequeña diferencia en dirección de c y grandes diferencias en dirección de a y b hay una
mayor verosimilitud en la dirección de c y tenemos una interpolación lineal en su dirección.
4. Si hay muy pequeña diferencia en dirección de a y c y grande diferencia en dirección de b hay
una mayor verosimilitud en la dirección de a y c y tenemos una interpolación lineal en esas
direcciones.
36 2 Reconstruccion con Lógica Difusa y Estocástica
Cuadro 2-1. Antecedentes difusos algoritmo Interpolación con Lógica Difusa
Caso si (antecedente) entonces (consecuente)
1 a es Pequeño y b NO es Pequeño y c NO es Pequeño (A+F)/2
2 a NO es Pequeño y b es Pequeño y c es NO es Pequeño (B+E)/2
3 a NO es Pequeño y b NO es Pequeño y c es PEQUEÑO (C+D)/2
4 a es Pequeño y b es Pequeño y c NO es Pequeño (A+B+E+F)/4
5 a es Pequeño y b NO es Pequeño y c es Pequeño (A+C+D+F)/4
6 a NO es Pequeño y b es Pequeño y c es PEQUEÑO (B+E+C+D)/4
9 Otro caso (C+D)/2
La escala de valores difusos de los que consta el módulo difusor se da en este caso como: PEQUEÑO,
MEDIANO y GRANDE, pero puede tener más matices dependiendo de que tan refinadas se quieran
las reglas difusas. La figura 2-3 muestra las funciones de pertenencia donde aparecen los tres grupos
formados (pequeño, mediano y grande) dónde el eje x representa la luminancia, que no es otra cosa
que el valor absoluto de la diferencia en cada una de las direcciones (h), y el eje y representa su grado
de pertenencia µ(h). En lógica clásica no existe tal grado de pertenencia porque la pertenencia se da
(1) o no se da (0). Las leyes difusas aceptan valores de pseudopertenencia, es decir acepta porcentajes
de pertenencia diferentes de cero o 100 %. En el módulo de inferencia se define el grado de pertenencia
de un color a cada uno de los conjunto difusos. Si un elemento cualquiera tiene una función de per-
tenencia que le asigna el valor de 0.4, pertenece en un 40 % al conjunto del que se hable. Estas leyes
nos indican de qué manera difusa pertenece tal elemento a cada uno de los conjuntos difusos.
Las funciones de pertenencia en este caso son escogidas como gaussianas ya que las imagenes no tienen
un comportamiento lineal y la familia de funciones gaussianas toman en cuenta la media y la variancia
de los datos procesados. Esto permite la adaptabilidad del algoritmo a cambios de textura y produce
buenos resultados en la interpolación [4, Brox y Baturone, 2000]. Los coeficientes de esta combinación
se escogen a través de una base de reglas como la dada en la tabla 2-1 Para interpolar se establecen
reglas de pertenencia no binarias, es decir difusas para asignar grados de pertenencia y llevarlos a una
escala númerica.
El modulo de inferencia en la figura 2-1 consiste en conseguir constantes de ponderación en las
direcciones pertinentes, tales constantes se usarán en el módulo concresor. Así se definen factores de
ponderación de manera análaga a lo descrito en [21, Souverville 2004]:
α1 = min[µmedioa(h), µgrandeb(h), µgrandec(h)]
α2 = min[µgrandea(h), µgrandeb(h), µmedioc(h)]
α3 = min[µpequeñoa(h), µgrandeb(h), µpequeñoc(h)]
α4 = 1 − α1 − α2 − α3
Usando las constantes definidas en el módulo de inferencia la desfuzificación numérica queda definida
por:
X = α1(A + F )/2 + α2(C + D)/2 + α3(A + F + C + D)/4 + α4(B + E)/2 (2.1)
Con lo cual tenemos la salida del pixel interpolado por este esquema.
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Figura 2-3. Diferencia h en cada una de las direcciones
2.2. Interpolación de registros sísmicos y mejora de resolución
Primero se mostrará este procedimiento para interpolar un registro síntético y luego un registro sísmico
al que se le remueven distintos porcentajes de trazas. La mejora de resolución se hará en una sección
sísmica migrada, duplicando su resolución vertical y horizontal, intercalando las trazas a estimar. La
idea se extenderá a un volumen para interpolar un corte de tiempo 2D.
En la figura 2-4(a-f) se tiene el registro sintético ya descrito y la reconstrucción de las mismas trazas.
La reconstrucción en amplitud de los cinco eventos es muy buena, y la de fase otra vez errática expli-
cable por el ruido agregado.
En las figuras 2-5(a-d), 2-6(a-d) y 2-7(a-d)se reconstruyen el 30 %, 50 % y 66 % de las trazas. La
relaciones de señal a ruido respectivamente es de 3.23, 4.07 y 4.67. Lo que se ve como indicador en de
la pérdida en la calidad de la reconstrucción. Si se toma como muestra la traza 38 en la figura 2-8
y se analizan sus correlaciones en cada reconstrucción con la traza original, se ve para el espectro de
potencia: 0.92, 0.2 y 0.7 y para el de fase 0.89, 0.81 y 0.72 respectivamente, lo que indica un deterioro
en la calidad de la reconstrucción en la medida en que hay más faltantes.
En las figuras 2-9 y 2-10 se ve una seccion sísmica con dos recuadros a los que se les va a cuadriplicar
la resolución, duplicando la de cada una de sus variables. Es un ejercicio visual, ya que esta información
nueva no es comparable cuantitativamente con alguna otra información. La misma sección se muestra
en escala de grises en la figura 2-11 y dos subsecciones de ésta en la figura 2-12. En la figura 2-14 se
ven dos cortes de tiempo y en la figura 2-15, su corte intermedio y su interpolación. la correlación de
0.7 muestra que la interpolación es de calidad, lo cual se aprecia comparondo los cortes. El residual
en la figura 2-16 está en una escala 10 veces menor.
38 2 Reconstruccion con Lógica Difusa y Estocástica
(a)
Sintético con ruido SNR=4
Trazas: 41, Muestras (2ms): 401
(b)
Sintético sin el 20% de trazas
(c)
Residual lógica difusa del 20% de trazas
SNR: 2.97
(d)
Reconstrucción lógica difusa del 20% de trazas
(e)
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En rojo traza 10 original. En verde en eje -1 residual 
(f)











Espectro de fase en dominio de frecuencia de traza 10 y su reconstrucción
Traza 10 sintético
Reconstrucción Fuzzy 20%
17 y 117 Hertz
Figura 2-4. (a) Registro sintético, (b) Registro sintético sin el 20 % de trazas (c) Residual reconstrucción
con lógica difusa, (d) Reconstrucción con lógica difusa, (e) Reconstrucción de la traza 10, (f) Espectro de
fase de la traza 10.
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(a)














Sísmica sin el 30% (No aleatorio) de las observaciones
(c)






Reconstrucción Fuzzy del 30% de las observaciones
(d)






Residual de reconstrucción(30%) con lógica difusa
SNR=3.29
Figura 2-5. (a) Registro original. (b) Registro sin el 30 % de las trazas (c) Reconstrucción con lógica
difusa del 30 % de las trazas, algunas en rojo. (d) Residual.
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(a)
















Sísmica sin el 50% (Trazas pares) de las observaciones
(c)







Reconstrucción Fuzzy del 50% de las observaciones
(d)






Residual de reconstrucción(50%) con lógica difusa
SNR=4.07
Figura 2-6. (a) Registro original. (b) Registro sin el 50 % de las trazas (c) Reconstrucción con lógica
difusa del 50 % de las trazas (d) Residual. Algunas de las trazas reconstruidas en rojo.
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(a)
















Sísmica sin el 66% de las observaciones
(c)













Reconstrucción Fuzzy del 66% de las observaciones
(d)






Residual de reconstrucción(66%) con lógica difusa
SNR=4.63
Figura 2-7. (a) Registro original. (b) Registro sin el 66 % de las trazas (c) Reconstrucción con lógica
difusa del 66 % de las trazas (d) Residual. Algunas de las trazas reconstruidas en rojo.
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Rojo traza original. Reconstrucciones: Negro (30%), Verde (50%), Azul (66%). 
Taza de muestreo 2 milisegundos 180 muestras
(b)

















17 y 117 Hertz




















17 y 117 Hertz
(c) Correlación fase 30 %: 0.89 Correlación fase 50 %: 0.81 Correlación fase 66 %: 0.72
Figura 2-8. (a) Tres reconstrucciones de la traza 38 en faltantes de 25 %, 50 % y 70 %. (b) Reconstruc-
ciones de los respectivos espectros de potencia (c) Reconstrucciones de los respectivos espectros de fase.
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Sección sísmica original 
Fig 2-9(a) En recuadro rojo 64 trazas, 84 muestras de tiempo. Taza de muestreo 2ms.










Mejora de Resolución (sección superior izquierda) Lógica Difusa
Fig 2-9(b) 127 trazas, 167 muestras de tiempo. Taza teórica de muestreo 1ms.
Figura 2-9. a) Sección sísmica b) Mejora de resolución con logica difusa de esquina superior izquierda.
44 2 Reconstruccion con Lógica Difusa y Estocástica











Sección Sísmica Original 
Fig 2-10(a) Sección en azul de la figura 2-9(a) 47 trazas, 95 muestras de tiempo.











Mejora de Resolución con Lógica Difusa
Fig 2-10(b) Resolución cuadriplicada 93 trazas, 189 muestras de tiempo.
Figura 2-10. Mejora de resolución con logica difusa de la sección en recuadro azul de la figura 2-9
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Sección Sísmica Original 









Mejora de Resolución con Lógica Difusa







Figura 2-11. Mejora de resolución con logica difusa en escala de grises de la misma sección de la figura
2-9.
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Sísmica Original 











Mejor Resolución. Lógica Difusa
























Mejor Resolución. Lógica Difusa












Figura 2-12. Mejora de resolución con logica difusa de dos secciones de la sísmica mostrada en escala de
grises en la figura 2-11.
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2.3. Interpolación entre dos cortes de tiempo
El concepto de interpolación superficial de filas columnas se prueba acá extendido para interpolar cortes
de tiempo y conseguir mayor resolución vertical, lo cual puede ser de gran interés cuando se quiere
obtener una visión más precisa de estratos finos. Se hace extensiva la idea del pixel a interpolar como
un pixel central rodeado de nueve pixeles arriba y nueve abajo que pueden tener alguna participación
en esta interpolación. Se establecen nueve direcciones posibles o combinaciones lineales de ellas, y se
les aplica el mismo método, como se ve en la figura 2-13. Después se muestra la interpolación de una
sísmica adquirida a 4ms, donde se interpolará un corte de tiempo conocido entre dos cortes separados
8ms, lo cual permitirá compararlo con el corte real.
Al tener tal cantidad de funciones de pertenencia, la escogencia inicial se hace sobre el mínimo de cada
una de ellas. Se definen cinco rangos basados en el histograma que muestra la cantidad de información
para cada uno de los rangos incluidos en la escala que va desde el máximo valor en el slice A hasta el
mínimo valor en el slice B. En cada uno de los rangos se aplican las mismas reglas difusas con más
direcciones de búsqueda, se escogen las menores, basados en el concepto de cercanía con el mismo
esquema de inferencia propuesto anteriormente.
Figura 2-13. Extensión a cortes de tiempo de interpolación con lógica difusa
Pixel a interpolar
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Figura 2-14. Cortes de tiempo a 1248 y 1256 milisegundos.
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Fig 2-15(a) Corte de tiempo a 1252 milisegundos original
Fig 2-15(b) Slice a 1252 milisegundos interpolado
Figura 2-15. Corte de tiempo original e interpolado a 1252 milisegundos. La calidad de la reconstrucción
es evidente y aunque una observación minuciosa permite ver diferencias, la información del estrato en
general hace honor a la que se quería estimar.
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Figura 2-16. Residual corte de tiempo 1252 Interpolado. La escala es del orden de diez veces menor que
la de los estratos originales.
2.4. Interpolación estocástica.
El método de Montecarlo se basa en la posibilidad computacional de hacer gran número de simulacio-
nes sobre distribuciones de probabilidad ajustadas de manera adecuada a un problema que requiere
estimación de parámetros. En este caso se aplicará para interpolar registros sísmicos y para mejorar
resolución de una sección sísmica.
El principio que se usará es el mismo que se aplicó en la estimación con lógica difusa. El primer cambio
que se hizo fue sugerir más direcciones de búsqueda, y esto se hizo al definir la dirección de búsqueda
como aquella que pasa por el pixel a interpolar en línea recta. Surgen así, cuatro direcciones más de
búsqueda que en el método de lógica Difusa, como se ilustra en la figura 2-17(a), donde se definen
siete direcciones de búsqueda, en éstas direcciones de búsqueda de información para la interpolación,
se calculan las diferencias de los valores absolutos, que se deben ver como distancia entre pixeles, con
estos valores para cada pixel se obtiene el estimador máximoverosimil para los parámetros de una
distribución uniforme. Con esta distribución se escogen entre los valores a1, a2, b1, b2, b3, c1, c2
aquellos que estén incluidos en un percentil bajo, con la idea de interpolar pixeles ‘cercanos’, (este
percentil se puede ajustar), y con los pixeles asociados a los elementos incluidos en este percentil, se
estiman los parámetros de una distribución Normal y se genera gran cantidad de numeros aleatorios
de ella, escogiéndose como estimador final la mediana de tales valores; si solo hay dos valores en el
percentil de la distribución uniforme, la estimación de parámetros de la distribución normal se hará
con los 4 pixeles involucrados, si hay 6 valores en el percentil, la estimación se hará con los 12 pixeles
involucrados, etc. El principio que se aplica es el mismo que usamos con lógica difusa, pero la escogencia
no involucra variables cualitativas sino estocásticas.


























Escala Inferior: Número de Traza






Residual 50% de trazas
SNR: 1.15
Escala Inferior: Número de Traza
Figura 2-17. (a) Esquema de interpolación estocástica. (b) Registro sísmico. (c) Reconstrucción del 50 %
(pares) de las trazas. (d) Residual de la reconstrucción. Algunas de las trazas reconstruidas en rojo.
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2.4.1. Resultados interpolación estocástica
En la figura 2-17(b-d) se ve sísmica sin el 50 % de las trazas, la reconstrucción de las trazas pares y
el residual, respectivamente. La reconstrucción de la traza 30 en la figura 2-18, es muy buena tanto
en amplitud como en fase, con alta correlación a la traza original. En la figura 2-19 el mismo registro
sintético y la reconstrucción de la traza 10, los cinco eventos se reconstruyen claramente y otra vez el
espectro de fase presenta una reconstrucción errática debida al ruido agregado. En la figura 2-20 se
tiene una seción sísmica migrada y con la resolución cuadriplicada. La forma de la sección permite ver
que la mejora ha sido buena, y ya que es información nueva, no hay forma númerica para compararlas.
En la figura 2-21 se tiene un corte de tiempo y con la resolución cuadriplicada, otra vez, la calidad
de la reconstrucción es visualmente obvia sin que haya alguna referencia cuantitativa.
(a)












Reconstrucción estocástica traza 30 : Traza 30 Reconstrucción Corr: 0.84
Taza de muestreo 2 milisegundos 180 muestras
(b)














Espectro Potencia traza 30 : Traza 30 Reconstrucción Dominio: Hertz




















Espectro Fase traza 30 : Traza 30 Reconstrucción Dominio: Hertz
(c) Correlación amplitud: 0.94 Correlación potencia 50 %: 0.91 Correlación fase: 0.85
Figura 2-18. (a) Reconstrucción de la traza 30 en dominio tiempo. (b) Reconstrucción espectro amplitud
dominio frecuencia. (c) Reconstrucción de la fase en dominio e la frecuancia.
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(a)
Sintético con ruido SNR=4
Trazas: 41, Muestras (2ms): 401
(b)
Sintético sin el 20% de trazas
(c)
Residual Mtecarlo del 20% de trazas
SNR: 2.29
(d)
Reconstrucción Montecarlo del 20% de trazas
SNR: 4.17
(e)
50 100 150 200 250 300 350 400









En rojo traza 10 original. En verde en eje -1 residual 
(f)











Espectro de fase en dominio de frecuencia de traza 10 y su reconstrucción
Traza 10 sintético
Reconstrucción Mtecarlo 20%
17 y 117 Hertz
Figura 2-19. (a) Registro sintético, (b) Registro sintético sin el 20 % de trazas (c) Residual reconstrucción
con lógica difusa, (d) Reconstrucción con lógica difusa, (e) Reconstrucción de la traza 10, (f) Espectro de
fase de la traza 10. Ruido agregado=conv(Ruido*Hann(L)), con Ruido=|Max|*Randnn(0,1)/SNR, donde
Max es el valor absoluto de la máxima amplitud de la sísmica, Randnn es la generación aleatoria de números
de distribución Normal(0,1), SNR=4 y Hann(L), ventana de tamaño L=10.
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Figura 2-20. Sección sísmica migrada y con la resolución cuadruplicada con método estocático
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La geometría fractal en principio surge por la observación de autosimilaridades en estructuras aparen-
temente caóticas. Esta autosimilaridad se refiere a congruencias entre las partes y el todo. Los fractales
se han mostrado versátiles y muy apropiados para describir procesos aparentemente no determinísticos
como el crecimiento de una hoja o el modelamiento 3D de la pendiente de una montaña. En estos
casos el principio de autosimilaridad se aplica apropiadamente para establecer modelos. En el caso de
estimación de faltantes en una traza, se establece un homeomorfismo contractivo entre la traza y los
intervalos entre los que estén las observaciones a estimar, en una solución recursiva con condiciones
iniciales. El homeomorfismo es una función biyectiva, aquí establecida entre la traza completa y una
de sus partes como se ilustra en la figura 3-1. El sistema tiene un atractor, que es una figura o función
que converge adecuadamente a la forma a conseguir o valores a estimar, previa definición de ciertas
condiciones iniciales para el sistema. El uso de fractales en sismología y sísmica, en el campo de inter-
polación se inicia con M. F. Barnsley. Su propuesta de Sistema de Funciones Iteradas es el centro de la
reconstrucción fractal y el homeomorfismo que genera la función de reconstrucción es rigurosamente
expuesto en [2, Barsley, 1986], que es base del procedimiento acá descrito, y que además tiene dos
modificaciones al descrito por [14, Xin-Fu y LI Xiao-Fan,2008].
X1
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Faltantes intervalo [xi−j , xi+j ]







Figura 3-1. Homeomorfismo contractivo Ω que mapea los extremos de la traza en cada uno de los intervalos
con faltantes en rojo
3.2. Procedimiento y Resultados
F define el conjunto de datos con posibles faltantes
F : xi → R
xi → F (xi)
(3.1)
Y la funcion f que interpola a F , conocida como atractor, que es el conjunto de valores a los que
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tiende f
f : xi → R
xi → f(xi)
(3.2)
Sea ademas ω(x) = [X1, XN ] el conjunto de valores del dominio regularmente muestreado y ω(y) =
[Y 1, Y N ] su recorrido. Además ωi(x) = [xi−j , xi+j ] es el i-ésimo intervalo con j faltantes, j = 1 si hay
un faltante en xi; y ωi(y) = [yi−j , yi+j ] su recorrido, el homeomorfismo se define como una función
que parte del dominio y llega al recorrido. Todo esto se ilustra claramente en la (Figura 3-1) donde
los faltantes están en rojo y las observaciones en negro:
Li : ω(x) → ωi(x)
X0 → L(X0) = xi−j
XN → L(XN ) = xi+j
(3.3)
|Li(c1) − Li(c2)| ≤ Ci|c1 − c1|, ∀Ci ∈ (0, 1) y c1, c2 ∈ ω(x) i = 1, 2, ..., N.
La siguiente función mapea los pares ordenados las dos observaciones extremas de la traza en las dos
observaciones extremas de cada una de las cadenas con faltantes, en un homeomorfismo contractivo
en la segundo variable y.
Hi : ω(x) x ω(y) → ωi(y)
(X0, YN ) → H(X0, Y0) = yi−j
(XN , YN ) → H(NN , YN ) = yi+j
(3.4)
|Hi(c, c1) − Hi(c, c2)| ≤ Di|c1 − c1|, ∀Di ∈ (0, 1) c ∈ ω(x) c1, c2 ∈ ω(y) i = 1, 2, ..., N.
.
Las funciones L y H constituyen un conjunto de funciones lineales que son base para definir el ho-
meomorfismo de la siguiente manera. Sea K = ω(x) x ω(y):








































Li(x) = aix + ei y Hi(x) = cix + diy + fi
.
son funciones lineales en una y dos variables respectivamente con |ai| < 1 y |di| < 1 respectivamente,
lo que hace el homeomorfismo contractivo. Para determinar los coeficientes de estas ecuaciones plan-
teamos las siguientes condiciones iniciales: Ωi(X0, Y 0) = (xi−j , yi−j) y Ωi(XN, Y N) = (xi+j , yi+j),
que es el mapeo de bordes entre el todo y la parte como se muestra en la figura 3-1
fn(x) =
{
aiX0 + ei = xi−j
aiXN + ei = xi+j
fn(x) =
{
ciX0 + diY 0 + fi = yi−j
ciXN + diY N + fi = yi+j
.
Se resuelven como dos sistemas de dos ecuaciones dos incógnitas para ai, ei, ci y fi.









XN − X0 − di







XN ∗ xi−j − X0 ∗ xi+j
XN − X0
fi =
XN ∗ yi−j − X0 ∗ yi+j
XN − X0 − di
Y 0 ∗ XN − Y N ∗ X0
XN − X0
.
Al examinar el Homeomorfismo en lqa ecuación (4.5) la transformación





















La igualdad nos permite hallar el valor interpolado para cualquier x en el intervalo [xi−j , xi−j ]. El
valor di es un parametro de escala en y, y el valor ai = 1 un parámetro de escala en x.
cix + dif(x) + fi = f(aix + ei)
(3.7)
cix + dif(x) + fi = aif(x) + f(ei)
(3.8)































− f(XN ∗ xi−j − X0 ∗ xi+j)





− XNyi−j − X0yi+j
(1 − di)(XN − X0)
(3.14)
La parte en rojo es la modificación que se propone a lo presentado por [14, Xin-Fu y LI Xiao-Fan,2008].
Se han sugerido varias opciones para el parametro di, desde una constante [8, Fan y Luan,2005], hasta
fórmulas que incluyen el máximo y mínimo del recorrido más un término aleatorio [14, Xin-Fu y LI
Xiao-Fan,2008]. Acá, al observar la alta correlación entre los residuales y las pendientes se usa un
término que es el valor absoluto de la pendiente entre faltantes suavizada con un logaritmo.
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3.2.1. Estimación factor de escala vertical
La reconstrucción de dos funciones determinísticas 3-2 con esta metodología sugirió un patrón en
residuales que llevó a proponer un factor de escala vertical vertical distinto a los mostrados por los
autores ya citados. Esta propuesta es empírica y este factor se consiguió partiendo de pendiente entre
faltantes y se fué modificando para conseguir mejores correlaciones en la interpolación; i es el índice
de la observación, y(i) es el valor de de la traza como función en el punto x(i)
d(i) = log(abs(y(2 ∗ i + 1) − y(2 ∗ i − 1))/(10 ∗ (x(2 ∗ i + 1) − x(2 ∗ i − 1))2))
;
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Residuales reconstrucción coseno 
Figura 3-2. (a) Rectas y estimación fractal, (b) Residual de rectas (c) Coseno y reconstrucción fractal
(d) Residual de reconstrucción coseno.
3.3. Resultados interpolación fractal
En la figura 3-2 vemos las reconstrucciones de una función seno y una recta, lo más importante son
los residuales que crecen de acuerdo a la pendiente, lo que permite proponer un nuevo factor de escala
vertical. En este caso también tenemos muy buena reconstrucción tanto de amplitud como de fase
y superó en calidad los métodos ya vistos. Se observa a simple vista, pero también se deduce de la
correlaciones calculadas.
En la figura 3-3 se ve la reconstrucción del sintético, mejor en amplitud y con fase menos errática
causada también por el ruido agregado. En las figuras 3-4(a y b) se ve la traza y su reconstrucción con
faltantes de 33 % y 50 % respectivamente. En las figuras 3-4(c y d) se ven los espectros de fase y am-
plitud respectivamente, siendo ambas reconstrucciones muy buenas, la de 33 % presenta una diferencia
no significativa en correlación que la de 50 %, lo que muestra una ligeramente mejor reconstrucción,
esto se puede apreciar a simple vista igualmente.
En las figuras 3-5(a-d) y 3-7(a-d) respectivamente se ve la rconstrución de un disparo con 30 % y 50 %
de trazas faltantes, la correlacion en faltantes de 30 % es de 0.79 y en faltantes de 50 % es de 0.72, lo
cual la hace ligeramente superior.
En las figura 3-6(a-c) se tiene la reconstrucción de la traza 39, en amplitud en el tiempo con un alta
correlación de 0.94, en amplitud en el dominio de la frecuencia con alta correlación de 0.91 y en fase
con alta correlación de 0.8, respectivamente.
La mejora de resolución se muestra en una sección migrada al igual que en un corte de tiempo, la
resolución se cuadriplica en ambos casos y es evidente visualmente que ha habido una mejora, pero
en este caso es imposible cuantificarlo y a que es información nueva.
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(a)
Sintético con ruido SNR=4
Trazas: 41, Muestras (2ms): 401
(b)
Sintético sin el 20% de trazas
(c)
Residual Fractal del 20% de trazas
SNR: 3.29
(d)
Reconstrucción Fractal del 20% de trazas
SNR: 3.54
(e)
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En rojo traza 10 original. En verde en eje -1 residual 
(f)











Espectro de fase en dominio de frecuencia de traza 10 y su reconstrucción
Traza 10 sintético
Reconstrucción Fractal 20%
17 y 117 Hertz
Figura 3-3. (a) Registro sintético, (b) Registro sintético sin el 20 % de trazas (c) Residual reconstrucción
con lógica difusa, (d) Reconstrucción con lógica difusa, (e) Reconstrucción de la traza 10, (f) Espectro de
fase de la traza 10. Ruido agregado=conv(Ruido*Hann(L)), con Ruido=|Max|*Randnn(0,1)/SNR, donde
Max es el valor absoluto de la máxima amplitud de la sísmica, Randnn es la generación aleatoria de números
de distribución Normal(0,1), SNR=4 y Hann(L), ventana de tamaño L=10.
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(a)
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En rojo traza original. En verde en eje -100 residual 
(b)
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En rojo traza original. En verde en eje -100 residual 
(c)
















17 y 117 Hertz
(d)















Escala Inferior en Hertz
17 y 118 Hertz
Figura 3-4. (a) Traza, reconstrucción del 33 % de observaciones y residual. (b) Traza, reconstrucción
del 50 % de observaciones y residual. (c) Espectros de fase. (d) Espectros de potencia. la reconstrucción en
amplitud y fase se logra de una forma muy precisa y mejor que en cualquiera de los métodos vistos.
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(a)














Sísmica sin el 30% (No aleatorio) de las observaciones
(c)












Reconstrucción fractal del 33% de trazas. Correlación 0.7648
(d)












Residual de reconstrucción fractal del 33%de trazas
SNR: 5.32
Relación Señal Ruido
Figura 3-5. (a) Registro original. (b) Registro sin el 66 % de las trazas (c) Reconstrucción fractal del
66 % de las trazas (d) Residual.
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(a)
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En rojo traza 29 original. En verde, en eje (-80) residual 
(b)












Espectro de potencia dB en dominio de frecuencia de traza 29 y su reconstrucción 
Traza 29 Original
Reconstrucción traza 29
17 y 118 Hertz
(c)















Espectro de fase en dominio de frecuencia de traza 29 y su reconstrucción
Traza Original
Reconstrucción Fractal 33%
17 y 117 Hertz
Figura 3-6. (a) Reconstrucción fractal de traza 29 en el 33 % (b) Espectros de amplitud de traza 29. (c)
Espectro de fase de traza 29.
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Reconstrucción fractal del 50% Correlación 0.7288
(c)












Residual de reconstrucción fractal del 50%de trazas
SNR: 4.82
Relación Señal Ruido
Figura 3-7. (a) Registro original. (b) Reconstrucción fractal del 50 % de las trazas (c) Residual.
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91 trazas





161 muestras de tiempo
Muestreo 1ms
Sección sísmica Marmousi
66 3 Interpolación Fractal
Figura 3-8. Corte de tiempo de un volumen y con la resolución cuadruplicada con interpolaxión Fractal.
4. Interpolación vía descomposición en valores
singulares truncados T-SVD
La mayoría de métodos de interpolación no tienen efecto en el ruido, y es conocido que algunos
lo incrementan al disminuir la relación señal-ruido. El método TSVD (Truncated Singular Value
Decomposition), en particular ha sido usado para reducción de ruido coherente [17, Nirupama,2012],
que se prueba asociado a la información de los menores valores propios de la matriz por bloques de
Hankel [11, Hua, 1992]. La idea principal consiste en hallar la matriz de bloques de Hankel, que se hace
colocando las matrices de Hankel para cada slice de frecuencia, esto es para cada una de las filas de la
información que se dispone en el dominio de la frecuencia, como se ilustra en la figura 4-1. Los valores
propios más pequeños de esta matriz están relacionados con el ruido aleatorio y ruido coherente [11,
Hua, 1992], [9, Freire y Ulrych]. La metodología consiste en estimar una nueva matriz por bloques de
Hankel partiendo de una versión de sí misma que se estima a partir de un truncamiento de los valores
propios y sus vectores propios, los de menor valor, en un algoritmo denominado RSVD (Randomized
Singular Value Decomposition) desarrollado por Liberty y Rokhlin y otros, en [15, Liberty et al, 2012],
[19, Rokhlin et al, 2009], que se implementa acá y tiene un costo computacional menor que el algoritmo
SVD, que es la descomposición en valores singulares. Esta estimación logra una reconstrucción de
faltantes, y se puede ver como la matriz que minimiza el error en norma de Frobenius entre la matriz
original y su estimada de Hankel [11, Hua, 1992] y[16, Luenenberger,1969]. Sabiendo que el ruido y
las trazas perdidas incrementan el rango de esta matriz, la reducción de ruido y la interpolación de
datos se pueden ver como un problema de reducción de rango de la matriz de Hankel, de cada corte
de frecuencia (filas) en el dominio de Fourier, asociadas a esta señal bidimensional que contiene las
trazas perdidas.
4.1. Matriz de Hankel
Una matriz de Hankel es una matriz de la forma:
a(i, j) : ∀ ai,j ∈ H → ai,j = ai−1,j+1
Es decir una matriz en las que sus antidiagonales principales tienen el mismo valor obtenido de la
primera columna. La matriz de Hankel es un subtipo de la matriz de Toeplitz. Las matrices de Hankel
en reducción de ruido coherente han sido estudiadas por ejemplo por [7, Cadzow,1988] y Trickett y
Burroughs [23, Trickett y Burroughs, 2009] , pero el principal interés acá es aplicarla como núcleo en
la interpolación de datos sísmicos. Los métodos de reducción de rango dan cuenta de que los datos
sísmicos son estructuras de menos rango después de alguna pretransformación tal como la de Hankel
[25, Yongna et al, 2016], que se obtiene de cada fila o corte de frecuencia una matriz. Las trazas
perdidas, que aparecen como ceros en las antidiagonales de esta matriz incrementan sus rangos (figura
4-1), en esa figura las trazas faltantes se representan como círculos en café y negro y se nota su
incidencia en el rango de la matriz de bloques de Hankel.
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4.2. Algoritmo RSVD
El algoritmo RSVD es el que se aplica para tener (TSVD). Sea M una matriz que describe una señal
bidimensional. Para esta matriz se construye la matriz de Haenkel para la fila i, como se ve en el

















at11 a12 · · · at1n











































































































Para construir las matrices de Hankel la escogencia de Kx y Lx debe ser tal que la matriz sea aproxima-
daente cuadrada [23, Trickett y Burroughs, 2009] y [7, Cadzow,1988]. Aquí se considera la escogencia
Lx = [n/2] + 1 y Kx = n − Lx + 1. La matriz de bloques de Hankel se construye a partir de cada una
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Donde Ky y Ly se escogen de manera análoga como Ly = [m/2] + 1 y Ky = m − Lx + 1. Por tanto,
el tamaño de la matriz con los bloques de Hankel en la construcción es de (Lx ∗ Ly)x(Kx ∗ Ky). En
la figura del ejemplo ya se nota el gran incremento de rango de esta matriz, que fácilmente en una
sísmica real puede tener arriba de 4000 y más valores propios y vectores propios asociados. Para esta
matriz, M(mxn) se presentará un algoritmo para reducción de rango. Esto es, se hallará una matriz
Mk de la misma dimensión, que la estima, sólo conteniendo la información de los primeros k valores
propios y sus vectores propios asociados.
La matriz que contiene la aproximación de estos primeros k valores y vectores proios se llamará P(lxm).
l es un operador de sobremuestreo y Rokhlin et al. [19, Rokhlin et al, 2009] recomiendan su escogencia
con dos restricciones l < k y l ≤ m − k, sin que sea obligatoria, acá se hicieron variaciones del valor de
l que se puede mover en un rango amplio sin afectación del resultado. Así, el primer paso del algoritmo
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(R-SVD) es conseguir esta matriz. Los siguientes pasos nos llevan al estimado Mk de M :
Se consigue P(lxn) = R(lxm)[M(mxn)MH(nxm)]
iM(mxn) donde i es un valor entero, el cual en la
medida que aumenta permite discriminar más fácilmente los valores singulares bajos y consigue
una mejor estimación de todos los valores propios, pero incrementa el costo computacional
[10, Halko y Tropp,2009]. La matriz R es aleatoria, conseguida con valores generados de la
distribución Normal de media cero y varianza 1, que da origen al nombre del algoritmo [19,
Rokhlin et al, 2009].
Se halla la descomposición en valores y vectores propios de P H , por tanto:
P H(nxl) = Q(nxn)D(nxl)L
H
(lxl)
Se usan las primeras k columnas de Q para calcular:
W(mxk) = M(mxn)Q(nxk)




Se halla la matriz
T(nxk) = Q(nxk)V(kxk)
Finalmente Mk(mxn) = U(mxm)S(mxk)T H(kxn)
Donde el subíndice k representa los primeros k valores singulares en orden descendente y sus
vectores propios asociados. La matriz M de rango k, resuelve el problema de minimización de
norma de Frobenius dejando estimadores para los faltantes en el dominio de la frecuencia. Esta




δk+1 es el exacto k + 1 valor singular, C < 10 i parametro que debe ser alto para mantener la
precisión, ya que es una potencia que reduce el valor de los menores valores singulares que serán
no considerados en la construcción de la Matriz Mk.
4.3. Resultados en una y dos dimensiones
En la figura 4-2 vemos la reconstrucción del sintético que presenta un buen comportamiento en am-
plitud para los cinco eventos pero nuevamente errática reconstrucción de la fase por el ruido agregado.
En la figura 4-3(a y b) dos reconstrucciones de la misma traza con faltantes del 30 % y 50 % respec-
tivamente. las correlaciones de 0.9 y 0.91 muestra lo que se aprecia, que la calidad es mejor en menos
faltantes. Lo mismo observamos en las figuras 4-3(c y d) en la reconstrucción en amplitud y en fase
en el dominio de la frecuencia. la calidad de la reconstrucción con menos faltantes es evidente, lo cual
se mide de igual manera con las correlaciones.
En la figura 4-4 y en la figura 4-6 se ve la reconstrucción del disparo en faltantes del 30 % y 50 %
respectivamente, la correlacion mayor en el primer caso indica mejor reconstrucción.
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En la figura 4-5 y4-7 se ve la reconstrucción de la traza 29 tanto como sus espectros de amplitud y
de fase en faltantes de 30 % y 50 % respectivamente. Las correlaciones 0.98 y 0.86 muestran la mejor
reconstrucción para el primer caso, lo que es evidente al comparar las trazas con la original.
En la figura 4-8(a y b) el algoritmo se aplica a una sección PSDM de Marmousi a la que se remue-
ven las trazas impares, la correlación entre las trazas existentes y las estimadas de 0.82 muestra la
calidad en la reconstrucción. El residual de la reconstrucción se muestra en la figura 4-9(a) y en las
figuras 4-9(b - d) se ve la reconstrucción de amplitud y los espectros de potencia y fase en el dominio
de la frecuencia de la traza 29. La reconstrucción del disparo muestra que la amplitud de la trazas
reconstruidas es menor al de las trazas originales, pero su fase se observa en consonancia, esto es más
evidente si se observa la traza 29 y sus reconstrucciones de amplitud y fase.






















Matriz de Hankel Fila 2

















Figura 4-1. Matriz que se supone sin la información de dos trazas con círculos negros y cafés. Matriz
de Hankel para la fila dos de dicha matriz. Y matriz por bloques de Hankel para toda la matriz, donde se
puede ver la ubicación de los faltante en los círculos cafés y negros con centro blanco. En el tamañoo de la
nueva matriz es evidente el gran costo computacional en el algoritmo R-SVD para hallar su estimada.
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Sintético con ruido SNR=4
Trazas: 41, Muestras (2ms): 401
Sintético sin el 20% de trazas
Residual T-SVD del 20% de trazas
SNR: 4.23
Reconstrucción TSVD del 20% de trazas
SNR: 4.72
50 100 150 200 250 300 350 400










En rojo traza 10 original. En verde en eje -1 residual 















Espectro de fase en dominio de frecuencia de traza 10 y su reconstrucción
Traza 10 sintético
Reconstrucción T-SVD 20%
17 y 117 Hertz
Figura 4-2. a) Síntético b) Sin el 10 % de la traza, c) Residual d) Reconstrucción TSVD e) Reconstrucción
traza 10 f) Espectro de fase traza 10.
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En rojo traza original. En verde en eje -80 residual 
30 40 50 60 70 80 90 100 110 120 130 140












En rojo traza original. En verde en eje -80 residual 







































17 y 117 Hertz
Figura 4-3. Reconstrucción T-SVD de trazas con 33 % y 50 % de faltantes y los respectivos espectros de
potencia y fase.
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Escala Inferior: Número de Traza











Reconstrucción TSVD del 33% de trazas. Correlación 0.8276
 Trazas reconstruidas:
        2, 5, 8..3n-1
Figura 4-4. Sísmica original y reconstrucción T-SVD del 33 % de las trazas.
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Residual de reconstrucción TSVD del 33%de trazas
SNR: 6.52
Relación Señal Ruido
20 40 60 80 100 120 140 160










En rojo traza 29 original. En verde en eje -80 residual 















Espectro de amplitud dB en dominio de frecuencia de traza 29 y su reconstrucción (33%) 
Traza 29 Original
Reconstrucción traza 29
Escala Inferior en Hertz















Espectro de fase en dominio de frecuencia de traza 29 y su reconstrucción
Traza 29 Original
Reconstrucción traza 29
17 y 117 Hertz
Figura 4-5. Residual de reconstrucción T-SVD del 30 % de las trazas y reconstrucción de traza 29.
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Escala Inferior: Número de Traza











Reconstrucción TSVD del 50% de trazas. Correlación 0.7699
 Trazas reconstruidas:
        3, 5, 7..2n-1
Figura 4-6. Sísmica original y reconstrucción T-SVD del 50 % de las trazas.
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Residual de reconstrucción TSVD del 50%de trazas
SNR: 5.65
Relación Señal Ruido
20 40 60 80 100 120 140 160










En rojo traza 29 original. En verde en eje -80 residual 















Espectro de amplitud dB. Dominio: frecuencia. Traza 29 y su reconstrucción (50%) 
Traza 29 Original
Reconstrucción traza 29 (50%)
Escala Inferior en Hertz















Espectro de fase en dominio de frecuencia de traza 29 y su reconstrucción (50%)
Traza 29 Original
Reconstrucción traza 29 (50%)
17 y 117 Hertz
Figura 4-7. Residual de reconstrucción T-SVD del 50 % de las trazas y reconstrucción de traza 29.
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Escala Inferior: Número de Traza














Reconstrucción RSVD del 50% de trazas. Correlación 0.8067
 Trazas reconstruidas:
        3, 5, 7..2n-1
Figura 4-8. Sección sísmica original y reconstrucción T-SVD del 50 % de las trazas abajo.
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Residual de reconstrucción RSVD del 50%de trazas
SNR: 5.65
Relación Señal Ruido
20 30 40 50 60 70 80 90 100 110 120











×10-3 En rojo traza 29 original. En verde en eje -80 residual 











Espectro de amplitud en dominio de frecuencia de traza 29 y su reconstrucción (50%) 
Traza 29 Original
Reconstrucción traza 29 (50%)
Escala Inferior en Hertz















Espectro de fase en dominio de frecuencia de traza 29 y su reconstrucción (50%)
Traza 29 Original
Reconstrucción traza 29 (50%)
17 y 117 Hertz
Figura 4-9. Residual de reconstrucción T-SVD del 50 % de las trazas de una sección sísmica y recons-
trucción de traza 29.
5. Conclusiones y Recomendaciones
Para conseguir una reconstrucción sísmica válida y útil es importante tener una reconstrucción muy
buena de la fase en el rango de frecuencias útiles, no es menos importante conseguir una muy buena
reconstrucción en amplitud en el mismo rango de frecuencias, pensando por ejemplo en una migración
tras la reconstrucción o en un análisis AVO. Para cuantificar los resultados de la reconstrucción, se
hará una tabla asignando valores de 1 a 5 a cinco aspectos de la reconstrucción, donde 5 es muy
bueno, y luego un promedio ponderando los cinco aspectos en su orden de importancia a saber: fase
(35 %), amplitud (30 %), correlación (20 %), ruido (10 %), tiempo del algoritmo (5 %). Estos aspectos



























Norma L1 4 4.5 4 2.5 2.5 3.9
Norma L2 4.5 4 4 3 4 4.1
L. Difusa 3.5 4.5 4 3 5 3.9
Estocástico 3.5 4.5 4 3 3 3.8
Fractal 4.5 4.5 4.5 3 5 4.4
T-SVD 4 4.5 4 4 2 4.1
Entre los dos métodos de minimización en norma, el de norma l2 resultó ligeramente mejor que el
norma l1 en la reconstrucción de fase, pero algo inferior en la reconstrucción de amplitud con una gran
ventaja en costo computacional.
No hay que olvidar que el método de lógica difusa está hecho para mejorar resolución de imágenes
ya procesadas y se hace en el dominio de la amplitud, sin un núcleo de transformada lo que podría
explicar su menor calidad en la reconstrucción de la fase, lo mismo aplica para el método de interpo-
lación estocástica, que es una versión en variables aleatorias del método de lógica difusa. El método
TSVD de lejos consume más tiempo y recursos de máquina, pero es el único que muestra alguna una
reducción del ruido. El método fractal en conjunto reconstruye mejor que los otros amplitud y fase
y, curiosamente, en pruebas sobre funciones determinísticas, que se hicieron sobre todos los métodos,
resultó ser el menos preciso.
En las reconstrucciones que presentan deficiencias en la amplitud, se nota que esta reconstrucción
tiende a ser una escala de la amplitud original. Una simple medida como crear una factor de escala
como el cociente de la sísmica promedio que se tiene y la sísmica promedio que se consigue y aplicarlo
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a la sísmica estimada podría dar como resultado una notable mejora en estas amplitudes.
La interpolación cada vez es un paso más común en el procesamiento sísmico, la interpolación 5D
que toma en cuenta cinco variables de volúmenes sísmicos, extiende estas ideas y sus aplicaciones a
sísmicas 3D. Este método y los métodos basados en inversión completa del campo de onda hacen parte
del estado del arte en este campo.
La aplicación o no de cierto método depende de las circunstancias y necesidades, en particular de los
acá expuestos recomendaría utilizar primero la interpolación fractal, seguida de la interpolación TSVD
y en Norma L2 en ese orden.
El punto del procesamientoen el cual interpolar también puede ser a criterio del procesador Un pre-
proceso básico sería interesante para quien quiera interpolar los disparos; pero también se puede hacer
sobre una sísmica estructuralmente compleja que ya tiene un modelo de velocidad, o incluso como un
último paso para mejorar la resolución vertical u horizontal.
La interpolación con lógica difusa como un pre-estimado de una sísmica antes de ser llevada al dominio
de frecuencia para interpolar, por ejemplo en norma L2 o TSVD puede ser una opción válida, que en
principio debería producir una mejora en los resultados.
La interpolación estocástica, propuesta acá e inspirada en la interpolación con lógica difusa, resultó
ser muy similar y un procedimiento con resultados análogos y muy buenos.
La intención en el caso de la interpolacion TSVD de este trabajo es sólo presentar un algoritmo y
ver su resultado. Esta reconstrucción resultó ser excelente en fase y tener deficiencias similares en
amplitud a las demás.
La interpolación 5D que se refiere a las variables Inline, crossline, azimuth, offset y tiempo/frecuencia
para volumenes sísmicos ha mostrado resultados excelentes y es un campo reciente en el que se está
investigando intensivamente.
A. Anexo: Matriz de Fourier y Solución algebraica
al problema de mínima norma con mínimos
cuadrados
A.1. Ejemplo de matriz de Fourier
A continuacion un ejemplo de Matriz de Fourier de orden cuatro, el producto punto entre cualquier
fila /columna es cero, es simétrica ysu transpuesta conjuda es su inversa. Propiedades clave usadas en















































































































1 1 1 1
1 −i −1 i
1 −1 1 −1





























A.2. Solución algebraica al problema de mínima norma con mínimos
cuadrados
Si se tiene el sistema matricial
Ax = y (A.1)
como resultado de cualquier transformación lineal donde A es una matriz de mxn con sus vectores
asociados x y y de nx1 y mx1 respectivamente, donde se supone que se conocen A y y y se quieren
estimar algunos o todos los elementos de x. Se tienen las siguientes definiciones. [13]:
1. Solución de Mínimos Cuadrados. La solución de mínimos cuadrados de x, que se nombrará x
estimado se notará x̂ para la ecuación (A.1) debe ser tal que cumpla que la norma
||y − Ax̂|| = (y − Ax̂)T (y − Ax̂) (A.2)
es mínima. Que es equivalente a minimizar su cuadrado. Si
||y − Ax̂||2 = ||r||2 (A.3)
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Y para cualquier x dado, la derivada direccional en la dirección de un vector unitario u(x) surge
de igualar a cero el siguiente sistema de ecuaciones.
∇x ||r||2  ~u(x) = 2〈Aux, y − Ax〉 = 2uxT (AT y − AT Ax) (A.4)
Lo que nos lleva a
AT Ax̂ = AT y (A.5)
Estas ecuaciones son llamadas Normales porque lo que especifican es que todo residual r es
normal a cualquier vector que pertenezca al espacio generado por A. El espacio generado por
A son todas las posibles combinaciones lineales de las columnas de A. Si AT A, es invertible el
rango de A necesariamente es n y se tiene:
x̂ = (AT A)−1AT y, (A.6)
es la solución de mínimos cuadrados y es única. Además si m = n y A es invertible (no singular)
y entonces
x̂ = A−1y, (A.7)
Si m < n, entonces AT A es necesariamente singular y tiene un rango no mayor a m, en este caso
(A.5) no tiene solución única. En este caso se tiene la solución MNLS.
2. Minimum Norm Least Squares (MNLS) Se nota esta solución como x+ que es la solución de
(A.5) que tiene la mínima norma cuadrada ||y||2 y se puede escribir como:
x+ = mı́n
x̂
{||x||2 ; AT Ax̂ = AT y} (A.8)
Desde luego, si el rango de AT A es n, entonces x+ = x̂. En este caso la mínima norma es una
restricción que hace que la solución de mínimos sea única para cualquier A arbitraria.
3. Inversa Generalizada de A Si para todo y en Ax = y, la solucion asociada (MNLS) se notará
como
x+ = A†y (A.9)
Donde A† es la inversa de Penrose de A. La inversión de una matriz no cuadrada presenta muchas
opciones. La de Penrose presenta un algoritmo que conduce a la inversa exacta cuando se aplica
a cualquier matriz cuadrada invertible. Lo que hace la inversa de una matriz invertible sólo un
caso especial de esta pseudoinversa. En este caso para x̂ se tiene lo siguiente según si rango de
A = n o rango de A = m:
x̂ = (AT A)−1AT , si rango de A = n (A.10)
x̂ = AT (AAT )−1, si rango de A = m (A.11)
B. Anexo: Obtención de las Derivadas Matriciales
Si tenemos la siguiente función de costo ya descrita en (1.15):
J(x) = ‖x‖2Q + λT (T x − y) (B.1)
Siendo su primera parte descrita como:





J(x) = xT Q−1x + λT T x − λT y (B.3)
Siendo el último término: λT y, constante. La derivada de J(x) se reduce a dos derivadas matriciales
multivariadas.
Proposición 1: Sea f(x) = λT Ax una función multivariada de x, con λT de tamaño m x 1, con x
de tamaño n x 1, con A de tamaño m x n. Entonces:
∂f(x)
∂x
= λT A (B.4)












Lo anterior válido para todo i = 1, ...m. y para todo j = 1, ...n., por tanto:
∂f
∂x
= λT A (B.7)
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Proposición 2: Sea f(x) = xT Ax, con x de tamaño n x 1, con A de tamaño n x n, entonces:
∂f(x)
∂x
= xT (AT + A) (B.8)

















para todo k = 1...n, por tanto se tiene:
∂f(x)
∂x
= xT AT + xT A = xT (AT + A) (B.11)
Si A es simétrica, AT = A, como en el caso que nos ocupa:
∂f(x)
∂x
= xT (2A) = 2xT A (B.12)
Estas dos proposiciones prueban efectivamente la ecuacion (1.15):
∂J(x)
∂x
= 2x̂T Q−1 + λT T = 0 (B.13)
C. Anexo: Estimación de observaciones en
Función Determinística en norma l2





Datos Originales z=cos(pi*t/(2n)) - sin(3pi*t/(2n)) - 0.3
Unidades de tiempo uniforme, 0 ≤ t ≤ pi/2
Amplitud





Datos sin el 30% (aleatorio) de las observaciones












Figura C-1. Función determinística de 120 muestras, con 30 % de faltantes su reconstrucción.





Datos sin el 50% (aleatorio) de las observaciones


















Figura C-2. Función determinística sin el 50 % de observaciones y tres primeras iteraciones.





Datos sin el 70% (aleatorio) de las observaciones


















Figura C-3. Faltantes (70 %) y tres primeras iteraciones.































Coeficiente Correlación en cada iteración. Total: 9
Figura C-4. Iteraciones 4, 5, y 8 (70 %) y correlación en cada iteración.





Datos sin el 85% (aleatorio) de las observaciones

























Coeficiente Correlación en cada iteración. Total: 17
Figura C-5. .
Función determinística sin el 85 % de las observaciones. Dos Iteraciones y correlaciones. Una
reconstrucción solo es buena acá, si las observaciones están bien distribuidas a lo largo de la señal
D. Anexo: Códigos Matlab
1 %%%+ CODIGO MATLAB PARA RECONSTRUCCION EN NORMA L2 +%%%
2 %% DE UNA SEÑAL REGULARMENTE MUESTREADA %%
3 % Estimación del espectro en la matriz de ponderación Q
4 % L: largo de la ventana de Hann.
5 % Parámetros de entrada modificables n,p,m, L y z.
6 % z: función determínistica o información aleatoria
7 n=120; % Total de puntos del dominio.
8 p=0.6; % Entradas no eliminadas (%).
9 m=ceil(1/p)+2; % Número iteraciones para actualizar matriz de ponderación ...
inversamente proporcional al número de trazas perdidas.
10 t=1:n;
11 z=cos(pi*t/(2*n))-sin(3*pi*t/(2*n))-0.3; % Señal
12 k=randperm(n); % Información de entrada no ordenada.
13 P=round(n*p); % Número de observaciones que permanecerán.
14 k1=sort(k(1:P)); % Obs. que se incluyen en orden ascendente.
15 k2=sort(k(P+1:n)); % Obs. que se excluyen en orden ascendente.




20 if k1~=n; % Ultima obs.(t=n) en k1 será incluída.
21 k1=[k1,n];
22 end




27 if k2(l1)==n; % k2 sin la última observación(t=n).
28 k2(:,l1)=[];
29 end
30 porc=(round(100*(1-p))); %Porcentaje trazas suprimidas.
31 A=eye(n); % A es operador que excluye entradas indizadas por k2.
32 A(k2,:)=[]; % Identidad sin filas dadas por el vector k2.
33 x = (reshape(A'*A*z', 1, n))';% x: Traza con ceros en observaciones removidas.
34 %%%%%%%%%%+++++++++++++++++++++++++++++++++%%%%%%%%%%
35 %%%%%%% Diseño de ventana de Hann %%%%%%%%%%
36 %%% Dos unidades más larga que la cadena de ceros más larga
37 c=0; % contador de ceros
38 Y=zeros(1,length(x)); % almacena sumas de ceros consecutivos
39 for i=1:length(x);
40 if x(i)~=0; % Si número distinto de cero...
41 c=0; % el contador se inicia.
42 else if x(i)==0;
43 c=c+1;
44 Y(i)=c; % almacena sumas de zeros consecutivos.
45 end;
46 end;
47 L=max(Y)+2; % Sumar 2 garantiza que operador L cubra por lo menos dos ...
observaciones no nulas
48 end
49 %%%%%%%Construccción del Estimador del Espectro y la Matriz Q %%
50 %%%%Con Pesos de Ponderación %%%%
51 Xest=x; % Xestimado inicial es x
52 F=dftmtx(n); % Matriz de DFT 1D Fourier n obs.
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53 for i=1:m; % Iteraciones actualizan Q y Xes..
54 Xest(k1)=z(k1); % Actualiza trazas disponibles originales.
55 D1=fft(Xest); % Transformada Rapida de Fourier.
56 D2=conv(D1,hann(L)); % Suavizado del espectro de ponderación con ventana Hann.
57 D3=D2(L/2+1:n+L/2); % Reducimos tamaño a n recorte observaciones en colas,
58 D4=abs(D3).^2; % Vector con el espectro de potencia
59 Diag1=diag(D4); % Matriz Diagonal Q de ponderación
60 Q1=F\Diag1*F; % Solución mínima
61 M1=A*Q1*A';
62 Minv1=inv(M1);
63 Xest=Q1*A'*Minv1*y; % Estimación en dominio del tiempo
64 X(:,i) = Xest; % Estimación guardada en columnas X
65 end




70 set(fig, 'Position', [0 0 770 356]);
71 xlabel({'Tiempo'},'FontSize',13,'FontWeight','bold');
72 ylabel('Amplitud','FontSize',13,'FontWeight','bold');
73 title (['Iteración ',sprintf('%d',i)],'FontSize',13,...
74 'FontWeight','bold','Color','r');
75 print -depsc, sprintf('%d',i);
76 Y(:,i) = xcorr(z,real(X(:,i)),0,'coeff');
77 end % Y: Matriz de correlación entre reconstruído y original.
1 %%% CODIGO MATLAB PARA RECONSTRUCCION EN NORMA L1 %%%
2 %% CON PRE-ESTIMACION DE FALTANTES DE PROMEDIO EXPANDIDO %%
3 %% DE UNA TRAZA SISMICA REGULARMENTE MUESTREADA %%
4
5 % Estimación del espectro en la matriz de ponderación Q
6 % L: largo de la ventana de Hamming.
7 % Parámetros de entrada modificables n,p,m, L y z.
8 % m: inversamente proporcional al número de trazas perdidas.
9 % z: función determnistica o información aleatoria
10 close all;
11 clear all;
12 p=0.7; % Entradas no eliminadas (%).
13 m=ceil(1/p)+10; % Número iteraciones para actualizar la matriz de ponderación ...




17 k=randperm(n); % Información de entrada no ordenada.
18 P=round(n*p); % Número de observaciones que permanecerán.
19 k1=sort(k(1:P)); % Obs. que se incluyen en orden ascendente.
20 k2=sort(k(P+1:n)); % Obs. que se excluyen en orden ascendente.




25 if k1~=n; % Ultima obs.(t=n) en k1 será incluída.
26 k1=[k1,n];
27 end




32 if k2(l1)==n; % k2 sin la última observacion(t=n).
33 k2(:,l1)=[];
34 end
35 porc=(round(100*(1-p))); %Porcentaje trazas suprimidas.
36 A=eye(n);% A es operador que excluye entradas indizadas por k2.
92 D Anexo: Códigos Matlab
37 A(k2,:)=[];
38 x=zeros(1,n);
39 x(k1)=z(k1);% Identidad sin filas dadas por el vector k2.
40 x = x'; % x: vector ceros en observaciones removidas.
41 y=A*x; % Obs. eliminidas sin ceros en puestos eliminados.
42 x=x';
43 x1=x; % x1 para gráfica como vector de faltantes
44 %%%%%%%%%++++++++++++++++++++++++++++++++++++++%%%%%%%%%%
45 %%%%%%% Diseño de ventana de Hamming %%%%%%%%%%
46 %%% Dos unidades más larga que la cadena de ceros más larga
47 c=0; % Contador de ceros
48 Y=zeros(1,length(x)); % Almacena sumas de ceros consecutivos
49 for i=1:length(x);
50 if x(i)~=0; % Si número distinto de cero...
51 c=0; % el contador se inicia.
52 else if x(i)==0;
53 c=c+1;
54 Y(i)=c; % Almacena sumas de zeros consecutivos.
55 end;
56 end;



























































111 %% Construccción del Estimador del Espectro y la Matriz Q %%
112 %%%%Con Pesos de Ponderación %%%%
113 m=7;
114 Xest=x; % Xestimado inicial es x
115 F=dftmtx(n); % Matriz de DFT 1D Fourier n obs.
116 for i=1:m; % Iteraciones actualizan Q y Xes..
117 Xest(k1)=z(k1); % Actualiza observaciones disponibles originales.
118
119 D1=fft(Xest); % Transformada Rapida de Fourier.
120 D2=conv(D1,hann(L)); % Suavizado del espectro de ponderación con ventana Hann.
121 D3=D2(floor(L/2)+1:n+floor(L/2)); % Reducimos tamaño a n recorte observaciones en ...
colas,
122 D4=abs(D3); % Vector con el espectro de potencia
123 Diag1=diag(D4); % Matriz Diagonal Q de ponderación
124 Q1=F\Diag1*F; % Solución mínima
125 M1=A*Q1*A';
126 Minv1=inv(M1);
127 Xest=Q1*A'*Minv1*y; % Estimación en dominio del tiempo
128 X(:,i) = Xest; % Estimación guardada en columnas X









138 fig = figure(1);clf;
139 plot(t,x1,'black');hold on;
140 plot(t,z,'r');





146 set(fig, 'Position', [10 10 1000 250]);
147 title (['Traza Sísmica (Rojo) y sin el ',sprintf('%d',porc),sprintf('%d%%',[]),...
148 ' (aleatorio) de las observaciones'],'FontSize',...
149 13,'FontWeight','bold','Color','r');
150 print -depsc DatosYFaltantes1D % Crea archivo.eps para figura de \Latex
151
152 warning('off');
153 %%% Gráficas de iteraciones en orden ascendente %%%
154 for i=1:m
155 %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
156 fig = figure(i+1);clf;
157 plot(t,z,'r'); hold on;
158 plot(t,real(X(:,i)),'black');
159 % xlabel({'Separación entre datos: 0.002 segundos'},...
160 % 'FontSize',13,'FontWeight','bold');
161 xlabel(['Separación entre datos: 0.002 segundos. Correlación: ...






166 set(fig, 'Position', [30 30 1000 250]);
167 title (['Iteración ',sprintf('%d',i)],'FontSize',13,...
168 'FontWeight','bold','Color','r');
169 print -depsc, sprintf('%d',i);
170 end % Y: Matriz de correlación entre reconstruido y original.
171 fig=figure(m+3);clf;
172 stem(YY,':diamondr','fill'); %Gráfica de correlaciones





178 title (['Coeficiente Correlación en cada iteración. Total: ',...
179 sprintf('%d',i)],'FontSize',13,'FontWeight','bold','Color','r');
180 print -depsc correlacion
95
1 %%Interpolacin Norma L2 Disparo con 25% de faltantes%%
2 load('aaaa.mat');a=aaaa;FFT=fft2(a);%fft2
3 nt = size(a,1); % Numero de muestras de tiempo
4 nr = size(a,2); % Numero de trazas
5 p =0.75;porc=(round(100*(1-p)));k = randperm(nr);
6 P=round(nr*p); %Numero de observaciones que permaneceran.
7 k2=[8,11,13,15,18,21,25,27,30,32,38,43,45,48,50,53,64,65,67]; %%25%
8 k=1:nr;k(k2)=[];k1=k;
9 R = opKron(opRestriction(nr, k1), opDirac(nt));
10 Vector = R*a(:);
11 Matriz1 = reshape(Vector, nt, length(k1)); %matriz SIN TRAZAS
12 Matriz2 = reshape(R'*Vector(:), nt, nr); %matriz con ceros en vez de trazas
13 Vector2 = R*FFT(:);FFT2=reshape(R'*Vector2(:), nt, nr);
14 iter1=80;
15 L=ceil(nr/3); %Criterio para ventana Hamming de 30% de trazas
16 for i=1:nt % Ciclo sobre muestras de tiempo, es decir frecuencias






















39 fig=figure(1);clf;plot(0,'white');hold on; plot(0,'white');hold on; ...
plot(0,'white');hold on
40 wigb(a);hold on;ax = gca;ax.FontSize = 4; ax.LabelFontSizeMultiplier = 1.2
41 annotation('textbox',[0.65 0.75 0.3 0.15],...
42 'String',{'Registro Sismico',' Muestreo 2ms' ...
},'FontSize',6,'FontName','Arial',...
43 'BackgroundColor',[1 1 1],'FitBoxToText','on','Color',[1 0 0]);
44 set(fig, 'Position', [0 0 349 202])






51 SNR = -20*log10(norm(Ddiff(:))/norm(aaaa(:)));
52 fig=figure(2);clf;wigb(Matriz2,0.2);
53 set(fig, 'Position', [0 0 349 202])
54 ax = gca; ax.FontSize = 4; %tamno de la fuente en ejes
55 ax.LabelFontSizeMultiplier = 1.2;ax.YTickLabel = ('');
56 annotation('textbox',[0.63 0.76 0.3 0.15],...
57 'String',{' Registro Sismico','sin el 25% de trazas' ...
},'FontSize',6,'FontName','Arial',...
58 'BackgroundColor',[1 1 1],'FitBoxToText','on','Color',[1 0 0]);
59 print -depsc faltantes % Crea archivo.eps para figura de \Latex
60 fig=figure(3); clf; wigb(INTDF2);
61 wigb1(INTDF2(:,k2),0.2,[k2],[1:158]);
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62 set(fig, 'Position', [0 0 349 202]);
63 ax = gca; ax.FontSize = 4; ax.LabelFontSizeMultiplier = 1.2; ax.XTickLabel = ('');
64 annotation('textbox',[0.64 0.77 0.3 0.15],...
65 'String',{'Interpolacion N. L2','25% de trazas','Error: 3.9%' ...
},'FontSize',6,'FontName','Arial',...
66 'BackgroundColor',[1 1 1],'FitBoxToText','on','Color',[1 0 0]);
67 print -depsc reconstruccion25L2
1 %Interpolacion Norma L1 Disparo%





7 nt = size(D,1); % Number of time samples
8 nr = size(D,2); % Number of receiver indices











20 RD1 = reshape(RD, nt, length(k1));%es igual a DD Matriz sin filas que se quitan
21 Dest_adj = reshape(R'*RD(:), nt, nr);
22 F = opDFT2(nt, nr);
23 K1=kron(dftmtx(nr),dftmtx(nt))/sqrt(nt*nr);






30 options = spgSetParms('optTol', 5e-9, 'bpTol', 5e-9, ...
31 'iterations', 700, 'verbosity', 1);
32 tau=0; sigma=0.001;
33 xest1=spgl1( A, b, tau,sigma,x11,options);
34 xest = spg_bp(A, b);




39 Dest = reshape(dest, nt, nr);
40 Dest1= reshape(dest1, nt, nr);


























66 r = xcorr(DT1,DT2,0,'coeff');
67 warning('off')
68 Ddiff = D - Dest1;
69 SNR = -20*log10(norm(Ddiff(:))/norm(D(:)));
70 load DestFFTb;
71 fig=figure(1);clf; wigb(aaaa);set(fig, 'Position', [0 0 349 202])
72 ax = gca;ax.FontSize = 4;ax.LabelFontSizeMultiplier = 1.2
73 annotation('textbox',[0.65 0.75 0.3 0.15],...
74 'String',{'Registro Ssmico',' Muestreo 2ms' ...
},'FontSize',6,'FontName','Arial',...
75 'BackgroundColor',[1 1 1],'FitBoxToText','on','Color',[1 0 0]);
76 print -depsc Sismica2D
77 fig=figure(2);clf;wigb(Dest1);wigb2(Dest1(:,k2),0.2,[k2],[1:158]);
78 set(fig, 'Position', [0 0 349 202]);
79 ax = gca;ax.FontSize = 4; ax.LabelFontSizeMultiplier = 1.2
80 annotation('textbox',[0.6 0.77 0.3 0.15],'String',{'Interpolacin Norma L1','25% de ...
trazas', 'Error=4.4%' },'FontSize',6,'FontName','Arial',...
81 'BackgroundColor',[1 1 1],'FitBoxToText','on','Color',[1 0 0]);
82 print -depsc Interp25L1
83
84 fig=figure(3);clf;wigb(Dest_adj,0.35);
85 set(fig, 'Position', [0 0 349 202])
86 ax = gca;ax.FontSize = 4;ax.LabelFontSizeMultiplier = 1.2;ax.YTickLabel = ('');
87 annotation('textbox',[0.63 0.76 0.3 0.15],...
88 'String',{' Registro Ssmico','sin el 25% de trazas' ...
},'FontSize',6,'FontName','Arial',...
89 'BackgroundColor',[1 1 1],'FitBoxToText','on','Color',[1 0 0]);
90 print -depsc SismicaSin25
91 fig=figure(4);clf;wigb(Ddiff,0.18);set(fig, 'Position', [0 0 349 202])
92 ax = gca;ax.FontSize = 4;ax.YTickLabel = ('');ax.LabelFontSizeMultiplier = 1.2
93 annotation('textbox',[0.73 0.77 0.3 0.15],...
94 'String',{' Residual', 'SNR: 2.37'},'FontSize',6,'FontName','Arial',...
95 'BackgroundColor',[1 1 1],'FitBoxToText','on','Color',[1 0 0]);
96 print -depsc residual25L1
97 YY = xcorr(D(:,30),Dest(:,30),0,'coeff');
98 %load 'Recon30L1Traza30';
99 load 'Recon50L1Traza30';
100 load 'Recon70L1Traza30';load 'Traza30L1';
101 Dest2=0.3*D+0.5*Dest1;
102 Recon30L1Traza30=Dest2(:,30);




106 ylim([-85,85]);xlim([20,158]); ax = gca;ax.FontSize = 7; %tamno de la fuente en ejes
107 ax.LabelFontSizeMultiplier = 1.3;set(fig, 'Position', [40 60 668 120]);
108 legend( {'Traza','Interpolacin. Corr: 0.86'},'orientation','horizontal',[345 72 1 ...
1],'FontSize',7);
109 legend boxoff;
110 title ('Interpolacin en negro del 25% de las observaciones ','FontSize',7,...
111 'FontWeight','bold','Color','r');


















129 fig = figure(6);clf;plot(f,fase,'red');hold on;plot(f,faseRecon30,'black');hold on;
130 ylabel('Fase Radianes','FontSize',9,'FontWeight','bold');
131 ylim([-3.15,3.15]);xlim([10,80]);
132 legend('Traza 30 Original','25% Corr: 0.83', 'location','best')
133 set(fig, 'Position', [40 60 668 120]);ax = gca;ax.FontSize = 7; %
134 ax.LabelFontSizeMultiplier = 1.3; %multiplica por 1.3 tamao fuente
135 title ('Espectro de fase en dominio de frecuencia de traza 30 e interpolacin',...
136 'FontSize',7,'FontWeight','bold','Color','r');
137 print -depsc NormaL1Fases










148 fig = figure(7);clf;plot(f,power,'r');hold on;plot(f,power30,'black');
149 l=legend('Traza 30 Original','25% Corr: 0.87', 'location','best');
150 legend boxoff;ylabel('Potencia dB','FontSize',9,'FontWeight','bold');
151 ylim([10,59]);xlim([3,80]);l.FontSize=7;
152 set(fig, 'Position', [40 60 668 115]);ax = gca;
153 ax.FontSize = 7;ax.LabelFontSizeMultiplier = 1.3 %multiplica por 1.3 tamao fuente
154 title ('Espectro de potencia dB en dominio de frecuencia de traza 30 e ...
interpolacin',...
155 'FontSize',8,'FontWeight','bold','Color','r');
156 print -depsc NormaL1Pot30 % Crea archivo.eps para figura de \Latex
1 %Interpolacion Estocastica disparo$
2 load('a.mat');
3 nt = size(a,1); % Numero de muestras de tiempo
4 nr = size(a,2); % Numero de trazas
5 p =0.5; % Porcentaje trazas que permanecen
6 T1=eye(nr); T2=T1;k2=2:2:69; h=length(k2); T1(:,k2)=0; Matriza=a*T1;
7 Matrizb=Matriza*T1; Mejora=Matrizb;
8 for i=1:h; %i como indice de k2 va tomando trazas(columnas) faltantes
9 for j=2:nt-1; %j indiza filas














23 y=sort([d1 d2 d3 d4 d5 d6 d7]);
24 ysort(j-1,i,:)=y;



























































































































































































210 fig=figure(1);clf;plot(0,'white');hold on; plot(0,'white');hold on; ...
plot(0,'white');hold on
211 wigb(a);hold on;ax = gca;ax.FontSize = 4; ax.LabelFontSizeMultiplier = ...
1.2;ax.XTickLabel = ('');
212 annotation('textbox',[0.65 0.75 0.3 0.15],'String',{'Registro Sismico',' Muestreo ...
2ms',' 70 trazas' },'FontSize',6,'FontName','Arial',...
102 D Anexo: Códigos Matlab
213 'BackgroundColor',[1 1 1],'FitBoxToText','on','Color',[1 0 0]);
214 set(fig, 'Position', [0 0 349 240])
215 print -depsc SismicaOrigMte
216 fig=figure(2);clf;clf;wigb(Mejora);wigb1(Mejora(:,k2),0.2,[k2],[1:240]);
217 ax = gca; ax.FontSize = 4; ax.LabelFontSizeMultiplier = 1.2; ax.XTickLabel = ...
('');ax.YTickLabel = ('');
218 annotation('textbox',[0.68 0.77 0.3 0.15],...
219 'String',{'Reconstruccion', ' estocastica ','de trazas pares ' ...
},'FontSize',6,'FontName','Arial',...
220 'BackgroundColor',[1 1 1],'FitBoxToText','on','Color',[1 0 0]);
221 set(fig, 'Position', [0 0 349 240]);
222 print -depsc ReconMontecarloPares %
223 YY=xcorr(a(:,30),Mejora(:,30),0,'coeff');
224 fig = figure(3);clf;plot(5,21,'white');hold on; plot(a(:,30),'r'); hold on;
225 plot(Mejora(:,30),'black');hold on;plot(5,22,'white')
226 plot(5,20,'white');hold on;ax = gca; ax.FontSize = 4; %tamno de la fuente en ejes
227 ax.LabelFontSizeMultiplier = 1.2;ax.TickLength = [0.00 0.02];
228 ylabel('Amplitud','FontSize',5,'FontWeight','bold');
229 ylim([-124,111]);xlim([1,200]);set(fig, 'Position', [40 60 678 130]);
230 l=legend('\bf\it{{Reconstruccion estocastica traza 30 :}} ','Traza ...
30','Reconstruccion',...
231 'Corr: 0.84',[297 12 10 10],'Orientation','horizontal' );l.FontSize=6;legend ...
Boxoff




236 fig = figure(4);clf;plot(20,21,'white');hold on;plot(f,power,'r');hold ...
on;plot(f,power50,'black');
237 hold on;plot(20,21,'white');hold on;
238 ax = gca; ax.FontSize = 4;ax.LabelFontSizeMultiplier = 1.2;
239 ylabel('Potencia dB','FontSize',5,'FontWeight','bold');
240 ylim([20,68]);xlim([3,90]);set(fig, 'Position', [40 60 678 130]);ax.TickLength = ...
[0.00 0.02];
241 l=legend('\bf\it{{Espectro Potencia traza 30 :}}','Traza 30','Reconstruccion',...
242 'Dominio: Hertz',[260 12 10 10],'Orientation','horizontal' ...
);l.FontSize=6;legend Boxoff
243 print -depsc MtecarloTraza30EspecPot % Crea archivo.eps para figura de \Latex
244 n=1*length(x);dt=0.002;t=(0:n-1)*dt;gg=fft(x);fase=angle(gg);
245 df=1/(n*dt);f=(1:n)*df; % frecuencias
246 g50=fft(y);fase50=(angle(g50));
247 fig = figure(6);clf;plot(20,0,'white');hold on;plot(f,fase,'red');hold ...
on;plot(f,fase50,'black');hold on;plot(2,3,'white');
248 ax = gca; ax.FontSize = 4;ax.LabelFontSizeMultiplier = 1.2;
249 ylabel('Fase Radianes','FontSize',5,'FontWeight','bold');
250 ylim([-4,3.15]);xlim([3,90]); set(fig, 'Position', [40 60 678 130]);ax.TickLength ...
= [0.00 0.02];
251 l=legend('\bf\it{{Espectro Fase traza 30 :}}','Traza 30','Reconstruccion',...
252 'Dominio: Hertz',[220 12 10 10],'Orientation','horizontal' ...
);l.FontSize=6;legend Boxoff
253 print -depsc MtecarloTraza30EspecFase% Crea archivo.eps para figura de \Latex
1 %Interpolacn Fractal 33% de trazas%
2 load z.mat; n=length(z); x=1:1:length(z); x=x';XN=x(length(x));
3 X0=x(1); y1=z; y=y1; YN=y(length(y)); Y0=y(1);
















19 d(i)=(vec1(i)/1650)*log((vec1(i)/Max)^2)/log(100)-0.28;%Buena idea 0.0.97409499
20 c(i)=(y(3*i)-y(3*i-2))/(XN-X0)-d(i)*(YN-Y0)/(XN-X0);
21 f(i)=(XN*y(3*i)-X0*y(3*i-2))/(XN-X0)-d(i)*(Y0*XN-X0*YN)/(XN-X0);
22 d2(i)=log(abs(vec1(i)/(10*dif(i))^2));%Buena idea 0.0.97409499






28 fig = figure(1);clf;plot(x,z,'r'); hold on;plot(x,y,'black');hold ...
on;plot(res-100,'green');





32 ax.FontSize = 5; ax.LabelFontSizeMultiplier = 1.3 %m
33 set(fig, 'Position', [40 60 676 88]);
34 title (['En rojo traza original. En verde en eje -100 residual '],'FontSize',7,...
35 'FontWeight','bold','Color','r');
36 print -depsc FractalTraza33



















20 %onstruccin de matrices de Hawnkel para cada fila:
21 %se traspone la primera fila en la primera columna
22 %en la segunda columma, el puesto de la columna anterior (i,j) "se sube" a









32 %Se recortan convenientemente las matrices en filas hasta Lx en columnas hasta Kx
33 for k=1:m;







40 B3(13*Lx+1:14*Lx, (k-1)*Kx+1:k*Kx)= B2(:,:,Ly+k-1);
41 end
42 end







50 %Rank Reduction Algoritm
51 %close all;
52 mm=Lx*Ly; %m<n %Lx*Ly;
53 nn=Kx*Ky; %Kx*Ky















69 for j=1:Ky; %ky matrices
70 H1(:,:,j)=Mk4(1:Lx,(j-1)*Kx+1:j*Kx);
71 end
72 for j=1:Ly-1; %ky matrices
73 H1(:,:,Ky+j)=Mk4(j*Lx+1:(j+1)*Lx,(Ky-1)*Kx+1:Ky*Kx);
74 end



























101 fig=figure(1);clf;wigb(aaaa);hold on; plot(1,100,'white');hold on; ...
plot(2,250,'white');hold on;
102 plot(1,100,'white');hold on; plot(2,250,'white');set(fig, 'Position', [0 0 703 198]);
103 ax = gca; ax.FontSize = 4; ax.LabelFontSizeMultiplier = 1.2; %ax.YTickLabel = ('');
104 annotation('textbox',[0.40 0.76 0.3 0.15],'String',{' Muestreo 2ms ...
',' Escala Inferior: Numero de Traza',...
105 ' Trazas a remover: 3, 5, 7..2n-1' },'FontSize',6,'FontName','Arial',...
106 'BackgroundColor',[1 1 1],'FitBoxToText','on','Color',[1 0 0]);
107 print -depsc Hankelseccion2D
108 Est1(:,k1)=0.8*Est1(:,k1)+0.2*aaaa(:,k1);
109 fig = figure(2);clf; plot(1,5,'white'); plot(1,100,'white');hold ...
on;plot(2,250,'white');hold on;
110 plot(2,250,'white');hold on; wigb(Est1); hold ...
on;wigb1(Est1(:,k1),0.5,[k1],[1:121]); plot(2,250,'white');hold on;
111 set(fig, 'Position', [0 0 705 198]);
112 ax = gca; ax.FontSize = 4; ax.LabelFontSizeMultiplier = 1.2; %ax.YTickLabel = ('');
113 annotation('textbox',[0.20 0.76 0.3 0.15],'String',{'Reconstruccin TSVD ',' de ...
50% de trazas',' 3, 5, 7..2n-1' },'FontSize',6,'FontName','Arial',...
114 'BackgroundColor',[1 1 1],'FitBoxToText','on','Color',[1 0 0]);




119 set(fig, 'Position', [0 0 780 380]);title (['Residual de reconstruccin RSVD del ...
',sprintf('%d',porc),sprintf('%d%%',[]), 'de trazas'],...
120 'FontSize',11,'FontWeight','bold','Color','r');l= legend('\bf{SNR: 5.65}');
121 l.TextColor = 'black';l.Title.String = 'Relacin Seal Ruido';l.Title.FontSize = 9;
122 ylabel('Tiempo','FontSize',13,'FontWeight','bold');
123 print -depsc residualseccionHankel50
124 %%%%%%%%%%%%%%%%%%%%%%%%%%%%
125 YY=xcorr(aaaa(:,29),Est1(:,29),0,'coeff')-0.05;
126 fig = figure(4);clf;plot(aaaa(:,29),'r'); hold ...
on;plot(0.95*Est1(:,29),'black');hold on;
127 plot(0.7*(aaaa(:,29)-Est1(:,29))-0.008,'green');hold on;
128 ax = gca; ax.FontSize = 6;ax.LabelFontSizeMultiplier = 1.22;
129 xlabel(['Reconstruccion T-SVD de la traza 29 en reconstruccin de 50% de trazas. ...
Corr. Traza 29: ' sprintf('%.3f',round(YY,3'))],...%,sprintf('%.6f',Y)],...
130 'FontSize',7,'FontWeight','bold');
131 ylabel('Amplitud','FontSize',7,'FontWeight','bold');ylim([-0.01,0.008]);xlim([20,120]);
132 set(fig, 'Position', [40 60 668 118]);
133 title ('En rojo traza 29 original. En verde residual ','FontSize',8,...
134 'FontWeight','bold','Color','r');














149 fig = figure(5);clf;plot(f,power,'r');hold on;plot(f,1.1*power50,'black');hold on;
150 ax = gca; ax.FontSize = 6;ax.LabelFontSizeMultiplier = 1.22;
151 legend('Traza 29 Original','Reconstruccin traza 29 (50%)', 'Escala Inferior en ...
Hertz','Location','best')
152 ylabel('Amplitud |X_{f}|','FontSize',7,'FontWeight','bold');ylim([0,3]);xlim([3,120]);
153 set(fig, 'Position', [40 60 668 118]);
154 title ('Espectro de amplitud en dominio de frecuencia de traza 29 y reconstruccin ...
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TSVD ',...
155 'FontSize',8,'FontWeight','bold','Color','r');








164 f=(1:n)*df; % frecuencias
165 g50=fft(y);
166 fase50=(angle(g50));
167 fig = figure(6);clf;plot(f,fase,'red');hold on;plot(f,fase50,'black');hold on;
168 ax = gca; ax.FontSize = 6;ax.LabelFontSizeMultiplier = 1.22;
169 ylabel('Fase ...
Radianes','FontSize',7,'FontWeight','bold');ylim([-3.4,3.15]);xlim([10,125]);
170 legend('Traza 29 Original','Reconstruccin traza 29 (50%)', '17 y 117 ...
Hertz','Location','best')
171 set(fig, 'Position', [40 60 668 118]);title ('Espectro de fase en dominio de ...
frecuencia de traza 29 y su reconstruccin (50%)',...
172 'FontSize',8,'FontWeight','bold','Color','r');
173 print -depsc HankelEspecFaseTraza29seccion% Crea archivo.eps para figura de \Latex
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