Abstract. We show that, for positive real numbers with a
Introduction
The simplest version of Young's inequality ( This result plays a fundamental role in the theory of L p spaces ( 6] ) leading, for example, to a transparent proof of Hölder's inequality and to a simple proof of Minkowski's inequality. One attractive way of proving this is by introducing the convex conjugate ( 
for all vectors x and y . This is the general form of Young's inequality. It produces the best inequality of the given form, in the sense that if f (x) + g(y) > hx yi holds universally, then necessarily g(y) > f (y) . Moreover, for a proper lower semicontinuous convex function, the subgradient, @ f , defined by
is easily seen to coincide with
and so, in addition,
if and only if equality is obtained in (YI). Finally we note that when f is differentiable at x then f r f (x)g = @ f (x) so that the conjugate allows one to invert derivatives.
The main business of this note is to compute the conjugate of the function
whose conjugate is of the same form and so, in particular, is convex as soon as a > 
x N ) , y := ( y 1 y N ) when appropriate and define
It is convenient to start by computing the conjugate for the function obtained when r 1.
where γ :=
for all x and so g is convex.
Proof. Part (a) . Let ∆(x) := ln(g(x)). Then g(x) := e ∆(x) where
Now we may apply the formula for the conjugate of a composition with an increasing convex function. In general terms, this is 
Now substitution and simplification completes the proof of (a).
Part (b) follows from a similar computation applied to ln(g (y)) .
Now we can prove our main formula. 
and 
In combination with Lemma 1, this yields ) and now some care with computing the remaining one-dimensional conjugate produces the desired result.
Part (b) now follows easily since the function defined by h(y) := g(;y) has conjugate satisfying h (x) = g (;x) . Iterated conjugation, as used above is a very useful tool in symbolic or numeric computation of conjugates. Convexity is established in ( 4] ) by other methods but the conjugate is not considered. In ( 4] ) and in ( 2] ) a central motivation is the use of the function as a barrier or interior penalty function. Here as elsewhere we keep the implicit sign constraints on x and y . (d) One may make the result totally symmetric (i.e., "distribute" Γ better). Let ( f ) Finally, we observe that the argument in Imai 
Additional Comments
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