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Abstract
The stability number α(G) of a graph G is the cardinality of a stability
system of G (that is of a stable set of maximum size). A graph is α-stable if its
stability number remains the same upon both the deletion and the addition of
any edge. Trying to generalize some stable trees properties, we show that there
does not exist any α-stable chordal graph, and we prove that: if G is a connected
bipartite graph, then the following assertions are equivalent: G is α-stable; G
can be written as a vertex disjoint union of connected bipartite graphs, each of
them having exactly two stability systems covering its vertex set; G has perfect
matchings and ∩{M : M is a perfect matching of G} = ∅; from each vertex
of G are issuing at least two edges, contained in some perfect matchings of G;
any vertex of G belongs to a cycle, whose edges are alternately in and not in a
perfect matching of G; ∩{S : S is a stability system of G} = ∅ = ∩{M :M is a
maximum matching of G}.
1 Introduction
Throughout this paper G = (V,E) is a simple (i.e., a finite, undirected, loopless and
without multiple edges) graph with vertex set V = V (G) and edge set E = E(G);
the number |V | defines its order. If X ⊂ V , then G[X ] denotes the subgraph of G
spanned by X . By G−W we mean the subgraph G[V −W ], if W ⊂ V (G). By G−F
we denote the partial graph of G obtained by deleting all the edges of F , whenever
F ⊂ E(G), and we use G − e, if W = {e}. If A,B are disjoint subsets of V (G),
then (A,B) stands for the set {e = ab : a ∈ A, b ∈ B, e ∈ E}. The neighborhood
of a vertex v ∈ V , denoted by N(v), is the set of vertices adjacent to v. For any
X ⊂ V (G), we denote N(X) = ∪{N(x) : x ∈ X}. A set of mutually nonadjacent
vertices from V (G) is called stable in G. A stable set of maximum size will be referred
to as a stability system of G. The stability number of G, denoted by α(G), is the
cardinality of a stability system of G. A matching is a set of non-incident edges of
G; a matching of maximum cardinality µ(G) is a maximum matching, and a perfect
matching is a matching covering all the vertices of G. A cycle C is called alternating
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if its edges are alternately in and not in a perfect matching of G. A bipartite graph
is a triple G = (A,B,E), where {A,B} is the bipartition of V (G) to its color classes
and E = E(G); if |A| = |B|, then G is balanced bipartite. A set D ⊂ V is called
n-dominating (for n ≥ 1) in G if |N(v) ∩D| ≥ n, for any vertex v ∈ V −D, [8]. By
Cn, Kn, Pn we denote the chordless cycle on n ≥ 4 vertices, the complete graph on
n ≥ 1 vertices, and respectively the chordless path on n ≥ 3 vertices.
Based on some results of Haynes et al. from [10], Gunther et al. characterize the
trees whose stability numbers are not changing under single edge addition or deletion
(see [9]). In this paper we deal with chordal graphs (i.e., graphs having no induced
Cn, for n ≥ 4; see [6]) and bipartite graphs, with the property that their stability
number remains the same upon the deletion and / or the addition of any edge.
In [15] the class of α-stable graphs, namely, the graphs whose stability number is
insensitive to both deletion and addition of any edge, has been considered. Here we
describe the structure of the α-stable bipartite graphs.
Some authors have considered similar problems related to adding or deleting edges
and vertices in graphs in connection with various graph parameters (see [1], [3], [5],
[7], [10], [11], [17], [19], [20], [21]).
2 α−–stable graphs
A graph G is called α−–stable if α(G− e) = α(G), for any e ∈ E(G), (see [9]).
Proposition 2.1 Any graph, which has an α−–stable partial graph with the same
stability number, is an α−–stable graph.
Proof. Let H be an α−–stable partial graph of G with α(H) = α(G). Then, for any
e ∈ E(G), we have α(G) ≤ α(G − e) ≤ α(H − e) = α(H) = α(G), and this clearly
implies the α−–stability of G.
Haynes et al. characterized the α−–stable graphs as follows:
Theorem 2.2 [10] A graph G is α−-stable if and only if each of its stability systems
is a 2-dominating set in G.
If G is a disconnected graph andH1, ..., Hp are its components, then S is a stability
system of G if and only if S ∩V (Hk) is a stability system in Hk , for all k ∈ {1, ..., p}.
Consequently, a disconnected graph is α−-stable if and only if each of its components
is α−-stable.
A graph G having a unique stability system S is called a unique independence
graph; if V (G)− S is also stable, then G is a strong unique independence graph, (see
[13]). In this last case, it is clear that G is bipartite and has {S, V (G) − S} as its
bipartition, i.e., its larger color class equals its unique stability system.
Lemma 2.3 Any unique independence graph is α−-stable.
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Proof. Let G be a graph which has S as its unique stability system; it suffices to
show that S is also 2-dominating in G. Suppose, on the contrary, that S is not such
a set. Then there must exist at least a vertex v ∈ V (G) − S, so that |N(v) ∩ S| ≤ 1.
Now, either: (a) N(v)∩S = ∅; then S ∪{v} is stable in G contradicting the fact that
S is a stability system, or (b) N(v) ∩ S = {w} and hence W = S ∪ {v} − {w} is a
stability system in G, again a contradiction, since S is unique. Consequently, S is a
2-dominating set in G. Hence, by Theorem 2.2, we get that G is α−–stable.
If a graph has a stability system, which is also a 2-dominating set, then it is not
necessarily unique. However, for graphs in which every even cycle possesses a chord
(so also for chordal graphs), Siemes et al. showed:
Theorem 2.4 [18] Let G be a graph in which every even cycle has a chord. If S is
a stable set in G, then the following statements are equivalent:
(i) S is the unique stability system of G;
(ii) S is a 2-dominating set of G.
Combining Lemma 2.3 and Theorem 2.4, we obtain:
Theorem 2.5 [15] For any chordal graph G, the following are equivalent:
(i) G is α−-stable;
(ii) G has a stability system, which is 2-dominating;
(iii) G has a unique stability system.
In particular, Theorem 2.5 holds for trees, as Gunther et al. show in [9]. It is easy
to see that this result can not be generalized to any bipartite graph (e.g., for n ≥ 2,
the complete bipartite graph Kn,n is α
−–stable and has two stability systems). As a
consequence of Proposition 2.1, we get the following result:
Corollary 2.6 Any bipartite graph, which has an α−–stable spanning tree with the
same stability number, is an α−–stable graph.
The bipartite graph consisting of a cycle on 6 vertices with only one chord is a
counterexample to the converse of the above result. In [13], Hopkins and Staton
characterize the strong unique independence graphs, dealing also with the special
class of trees. In the sequel, we give some extensions of their results. Recall that a
vertex of degree one is called pendant.
Lemma 2.7 Any pendant vertex of a graph is contained in some of its stability sys-
tems.
Proof. Let v be a pendant vertex of graph G and S be a stability system in G.
If v /∈ S then S ∩ N(v) = {w}, where N(v) = {w} in G, and consequently the set
S ∪ {v} − {w} is a stability system in G containing v.
Corollary 2.8 All pendant vertices of a unique independence graph G are contained
in its unique stability system.
3
Proposition 2.9 If T is a tree of order at least 3, then the following conditions are
equivalent:
(i) T is a strong unique independence tree;
(ii) T is α−–stable and all its pendant vertices belong to the larger color class;
(iii) the distance between any two pendant vertices of T is even.
Proof. (i) ⇒ (ii) Let S be the unique stability system of T . Then its bipartition is
{S, V − S} and, by above Corollary 2.8, all its pendant vertices are contained in S,
i.e., they belong to the larger color class of T .
(ii) ⇒ (iii) It is true, since all pendant vertices belong to the same color class.
(iii) ⇔ (i) It has been proved in [13].
Lemma 2.10 If H is a partial graph of G such that a stable set S of G is a stability
system of H, then S is a stability system of G as well.
Proof. It is clear that α(G) ≤ α(H) = |S| ≤ α(G), and this implies the conclusion.
Lemma 2.11 If H is a connected partial graph of a bipartite graph G, then G and
H have the same bipartition.
Proof. Let {X,Y } be the bipartition of H, {A,B} be the bipartition of G and
suppose they are different. Let denote A1 = A ∪ X,A2 = A ∪ Y,B1 = B ∪ X
and B2 = B ∪ Y . Since both G and H are connected, at least one of the sets
(A1, A2), (A1, B2), (A2, B2), (B1, B2) must be non-empty, contradicting the fact that
A,B,X, Y are all stable. Therefore, G and H have the same bipartition.
Proposition 2.12 If G is connected, then the following are equivalent:
(i) G is a strong unique independence graph;
(ii) G is bipartite and has a strong unique independence spanning tree;
(iii) G is bipartite and has an α−–stable spanning tree with all its pendant vertices
contained in the larger color class;
(iv) G is an α−–stable bipartite graph and one of its color classes equals its unique
stability system.
Proof. (i) ⇔ (ii) It has been proved in [13].
(ii) ⇒ (iii) It is true according to Proposition 2.9.
(iii)⇒ (iv) Let T be an α−–stable spanning tree of G, with all its pendant vertices
contained in the larger color class. According to Lemma 2.11, G and T have the same
bipartition, say {A,B}, and if A contains all pendant vertices of T , then Proposition
2.9 ensures that A is its unique stability system. Hence, by Lemma 2.10, A is a
stability system for G itself. By Corollary 2.6, G is α−–stable. If S 6= A is another
stability system of G, then S is a stability system of T as well, contradicting the fact
that T has a unique stability system.
(iv) ⇒ (i) It is clear.
In order to obtain a characterization for α−-stable bipartite graphs, we recall the
following classical theorem, due to Ko¨nig.
4
Theorem 2.13 [14] If G is a bipartite graph of order n, then α(G) + µ(G) = n.
Theorem 2.14 If G is a connected bipartite graph, then the following are equivalent:
(i) G is α−–stable;
(ii) µ(G− e) = µ(G), for any e ∈ E(G);
(iii) ∩{M :M is a maximum matching of G} = ∅.
Proof. Since G and G − e, for any edge e ∈ E(G), are bipartite and have the same
number of vertices, Theorem 2.13 ensures that (i) and (ii) are equivalent.
(i) ⇒ (iii) Let G be α−–stable and suppose, on the contrary, that there exists an
edge e contained in ∩{M :M is a maximummatching of G}. Then we have α(G−e) =
α(G), µ(G−e) = µ(G)−1, and henceforth α(G−e)+µ(G−e) < |V (G−e)| = |V (G)|,
in contradiction with Theorem 2.13.
The converse, (iii) ⇒ (i), can be proven in a similar way.
3 α+-stable graphs
A graph G is called α+-stable if α(G + e) = α(G), for any e ∈ E(G), where G is
the complement of G (see [9]). Haynes et al. characterized the α+-stable graphs as
follows:
Theorem 3.1 [10] A graph G is α+-stable if and only if no pair of vertices is con-
tained in all its stability systems.
An α+-stable graph need not necessarily be connected. If G is a disconnected
graph and H1, ..., Hp are its components, then it is not difficult to prove that G
is α+-stable if and only if each Hi, i ∈ {1, ..., p}, is α+-stable and at most one of
Hi, i ∈ {1, ..., p}, has | ∩ {Si : Si is a stability system in Hi}| = 1.
Applying Theorem 3.1 for trees, Gunther et al. proved:
Theorem 3.2 [9] For a tree T of order at least two, the following conditions are
equivalent:
(i) T is α+-stable;
(ii) T has two disjoint stability systems that partition its vertex set;
(iii) T has a perfect matching.
Corollary 3.3 For a tree T of order at least two, the next assertions are equivalent:
(i) T is an α+-stable path;
(ii) T is isomorphic to P2n , for n ≥ 1;
(iii) the distance between any two pendant vertices of T is odd.
Proof. The implications (i) ⇔ (ii) ⇒ (iii) are obvious.
(iii) ⇒ (ii) Since T is a tree, it has at least two pendant vertices, say a, b, which
are endpoints of a P2n, for n ≥ 1. If T 6= P2n, then it has a third pendant vertex v,
and this yields a contradiction: the distance between v and a or between v and b is
even.
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Lemma 3.4 If G is a connected graph having two stability systems, which partition
its vertex set, then G is bipartite, has a unique bipartition, up to an isomorphism,
and is α+-stable.
Proof. Clearly, G is bipartite and the two disjoint stability systems S1 and S2
generate a bipartition for its vertex set. Suppose, on the contrary, that {A,B} is
another bipartition of V (G), such that A,B are stable in G. Then, the sets Ai = Si∩A
and Bi = Si ∩B, for i = 1, 2, are all non-empty and clearly we have Si = Ai ∪Bi, i =
1, 2. Therefore, there is no vertex in A1 ∪ B2, which is adjacent to a vertex from
A2 ∪B1, a contradiction, because G is a connected graph. By Theorem 3.1, G is also
α+-stable.
Lemma 3.5 Any connected bipartite graph has a spanning tree with the same stability
number.
Proof. Let G be a connected and bipartite graph. Then G is also perfect and
therefore it admits a clique cover with exactly α(G) cliques (since, by definition of
perfectness, [2], any of its induced subgraphs, including itself, has such a particular
cover). Let H be the partial subgraph of G generated by this clique cover. Evidently,
α(H) = α(G) holds. Since G is bipartite, H consists of a disjoint union of cliques
isomorphic to K2 and K1. Now, add edges to H from E(G) − E(H), such that the
new graph T is without cycles and connected. This is possible since G was connected
and adding an edge that closes a cycle is clearly redundant in this rebuilding connect-
edness process. Clearly, T is a tree and α(G) ≤ α(T ) ≤ α(H), since T was obtained
fromH by adding edges ofG. Therefore, T is a spanning tree ofG with α(G) = α(T ).
This lemma permits us to establish a key relationship between a bipartite graph
and some of its spanning trees.
Proposition 3.6 A connected bipartite graph is α+-stable if and only if it has an
α+-stable spanning tree.
Proof. Let G be an α+-stable connected bipartite graph. By Lemma 3.5, G possesses
a spanning tree T with the same stability number. Now, if e ∈ E(G)−E(T ), we have
α(T ) ≥ α(T +e) ≥ α(G), and for e /∈ E(G), we obtain α(T ) ≥ α(T +e) ≥ α(G+e) =
α(G). Hence, we get α(T ) = α(T + e), for any e /∈ E(T ), and consequently, T is
α+-stable.
Conversely, let T be an α+-stable spanning tree of G and {A,B} be the bipar-
tition of V (G). Clearly, {A,B} is also bipartition for V (T ), because T is a tree
obtained by removing edges from (A,B). Since T is α+-stable, by Theorem 3.2 and
Lemma 3.4, T has two stability systems, which generate the unique bipartition of
its vertex set. Hence A,B must be the two stability systems of T and since α(G)
≤ α(T ) = |A| = |B| ≤ α(G), we infer that α(G) = |A| = |B|, i.e., G has A,B as
stability systems and therefore is α+-stable, by the above Lemma 3.4.
The bipartite complement of the bipartite graph G = (A,B,E) is the graph de-
noted by G˜ = (A,B, E˜), where E˜ = {ab : a ∈ A, b ∈ B and ab /∈ E}.
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Lemma 3.7 If G is a connected balanced bipartite graph, then the following condi-
tions are equivalent:
(i) µ(G+ e) = µ(G), for any e ∈ E(G);
(ii) µ(G+ e) = µ(G), for any e ∈ E(G˜).
Proof. (i) ⇒ (ii) It is true, because E(G˜) ⊆ E(G).
(ii) ⇒ (i) Since G is balanced and µ(G + e) = µ(G), for any e ∈ E(G˜), we infer
that G has no unmatched pair of vertices, and therefore µ(G + e) = µ(G), for any
e ∈ E(G).
Theorem 3.8 If G is a connected bipartite graph, then the following assertions are
equivalent:
(i) G is α+-stable;
(ii) G has a perfect matching;
(iii) G possesses two stability systems that partition its vertex set;
(iv) ∩{S : S is a stability system of G} = ∅;
(v) |A| = |B| and µ(G+ e) = µ(G), for any e ∈ E(G);
(vi) |A| = |B| and µ(G+ e) = µ(G), for any e ∈ E(G˜).
Proof. (i) ⇒ (ii) If G is α+-stable, Proposition 3.6 ensures that G contains an
α+-stable spanning tree T . By Theorem 3.2, T has a perfect matching, which clearly
is a perfect one for G itself, since it covers V (T ) = V (G), using edges contained only
in E(T ) ⊆ E(G).
(ii) ⇒ (iii) Suppose G, with bipartition {A,B}, has a perfect matching M .
Clearly, M uses edges from (A,B) and consequently, |A| = |B| = α(G). Hence,
A and B are two stability systems for G that partition its vertex set.
(iii) ⇒ (iv) It is clear.
(iv) ⇒ (i) It is true according to Theorem 3.1.
(ii) ⇒ (v) If G has a perfect matching, then |A| = |B| and there is no unmatched
pair of vertices in G. Therefore, we have also µ(G+ e) = µ(G), for any e ∈ E(G).
(v) ⇒ (ii) Suppose, on the contrary, that G has no perfect matching. Conse-
quently, for an arbitrary maximum matching M of G, there are at least two un-
matched vertices, say a ∈ A and b ∈ B. Clearly, e = ab /∈ E(G), otherwise M ∪ {e}
is a matching in G with more edges than M . Therefore, e ∈ E(G) and M ∪ {e}
is a matching in G + e; hence it follows that µ(G + e) > µ(G), contradicting the
assumption in (v).
(v) ⇔ (vi) It is true according to the above Lemma 3.7.
An interesting consequence of Theorem 3.8 is the following result:
Proposition 3.9 If G is a connected bipartite graph of order at least two, then |∩{S :
S is a stability system of G}| 6= 1.
Proof. Suppose, on the contrary, that there is some connected bipartite graphG with
at least two vertices, such that | ∩ {S : S is a stability system of G}| = 1. According
to Theorems 3.1 and 3.8, G is α+-stable and has | ∩ {S : S is a stability system of
G}| = 0, in contradiction with our assumption, and this completes the proof.
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Corollary 3.10 If G is connected, | ∩ {S : S is a stability system of G}| = 1, and
|V (G)| ≥ 2, then G is non-bipartite.
Any Kn, n ≥ 2 is α+-stable and has | ∩{S : S is a stability system of G}| = 0. For
n ≥ 3, the graph H having V (H) = V (Kn) ∪ {v} and E(H) = E(Kn) ∪ {vw}, with
w ∈ V (Kn), is also α+-stable, but has | ∩ {S : S is a stability system of G}| = 1.
Corollary 3.11 For any n ≥ 4 there exist connected non-bipartite α+-stable graphs
G1 and G2 of order n, such that | ∩ {S : S is a stability system of G1}| = 0, and
| ∩ {S : S is a stability system of G2}| = 1.
4 Bistable bipartite graphs
If G = (A,B,E) has A and B as its exactly two stability systems, then G is a bistable
bipartite graph (see [15]). As we shall see in the next section, this special class of
bipartite graphs plays a key role in describing the structure of α+-stable and α-stable
bipartite graphs.
It is easy to see that a bistable bipartite graph is necessarily connected. Clearly,
no chordless path Pn, n ≥ 3, is bistable bipartite. However, it is possible to ”join”
some kind of chordless paths to a bistable bipartite graph in such a way that the
result is also bistable bipartite. More precisely, we have:
Lemma 4.1 Let H be a bistable bipartite graph and G = H ∪Pk, k ≥ 2, be bipartite.
Then G is bistable bipartite if and only if k is an even number and at least the pendant
vertices of Pk are joined to some vertices of H.
Proof. Let H = (A,B,E), Pk = (X,Y, U) with x1, xk as the pendant vertices,
x1 ∈ X , and G = (A ∪X,B ∪ Y,W ).
”if ” Since both G and H are bistable bipartite, they have an even number of
vertices, and therefore k must be even. If one of (x1, B), (xk, A), say the first, is empty,
then the set B ∪ Y ∪ {x1} − {x2} is a third stability system of G, a contradiction,
because G is bistable bipartite. Therefore, we may conclude that k is even and at
least the pendant vertices of Pk are joined to some vertices of H .
”only if ” Since G is connected, we have G = (A∪X,B∪Y,W ) and {A∪X,B∪Y }
is its unique bipartition (such that any of its edges joins a vertex from A ∪ X to a
vertex in B∪Y ). Assume that G has a stability system S, and S 6= A∪X,S 6= B∪Y .
Let us denote SA = S ∩ A,SB = S ∩B,SX = S ∩X,SY = S ∩ Y .
Case 1. Both SA, SB are non-empty. Then |SA|+ |SB| < |A|, |SX |+ |SY | ≤ |X |,
and hence the contradiction:
α(G) = |S| = |SA|+ |SB|+ |SX |+ |SY | < |A|+ |X | = |A ∪X | ≤ α(G).
Case 2. SA = A,SB = ∅, SX 6= ∅, SY 6= ∅. Then xk /∈ S, and there exists
i ∈ {1, ..., k − 1} such that xi, xi+1 /∈ S. Henceforth, we get that |SX | + |SY | < |X |,
and again the same contradiction:
α(G) = |S| = |SA|+ |SX |+ |SY | < |A|+ |X | = |A ∪X | ≤ α(G).
8
Analogously for the case SA = ∅, SB = B,SX 6= ∅, SY 6= ∅.
Consequently, we may have only S = A ∪X or S = B ∪ Y , and clearly it follows
that G is bistable bipartite.
A vertex cover of a graph G is a set W ⊆ V (G) such that W contains at least an
endpoint of every edge of G.
Lemma 4.2 A set S of vertices is stable in G if and only if V (G) − S is a vertex
cover of G, and the cardinality of a minimum vertex cover equals |V (G)| − α(G).
Proof. By definition, S is stable if and only if no edge of G joins two of its vertices,
and this implies that any edge of G has at least one of its endpoints in V (G) − S,
i.e., V (G)− S is a vertex cover of G. Conversely, if V (G)− S is a vertex cover in G,
then no edge of G has both endpoints in S, that is S is stable in G. Consequently,
S is a stability system of G if and only if V (G) − S is a minimum vertex cover of
G, and clearly the cardinality of a minimum vertex cover of G equals |V (G)|−α(G).
A bipartite graph H = (A,B,E) is said to be cover-irreducible if it is balanced
and A,B are its only minimum vertex covers, (see [4]). In [16] a graph G is defined
as elementary if the union of all its perfect matchings forms a connected subgraph
of G. The next theorem extends the characterization of elementary bipartite graphs,
due to Hetyei (see [12]), Lovasz and Plummer (see [16]).
Theorem 4.3 If G = (A,B,E) is a bipartite graph with at least 4 vertices, then the
following assertions are equivalent:
(i) G is cover-irreducible;
(ii) G is bistable;
(iii) for any proper subset X of A or of B, |N(x)| > |X | holds;
(iv) G is balanced and for any proper subset X of A, |N(x)| > |X | holds;
(v) G− a− b is α+-stable, for any a ∈ A and b ∈ B;
(vi) for any a ∈ A and b ∈ B,G− a− b has a perfect matching;
(vii) G is connected and any of its edges lies in some perfect matching of G;
(viii) G is elementary;
(ix ) G can be written in the form G = G0∪H1∪H2∪ ...∪Hk, where G0 consists of
two vertices and an edge joining them and Hi is an even path which joins two points
of G0 ∪ H1 ∪ ... ∪Hi−1 in different color classes and has no other point in common
with G0 ∪H1 ∪ ... ∪Hi−1.
Proof. (i)⇔ (ii) By definition, G is bistable if and only if it has A and B as its only
two stability systems, and according to Lemma 4.2, if and only if V (G)−A = B and
V (G)−B = A are its only two minimum vertex covers, i.e., G is cover-irreducible.
(ii) ⇒ (iii) If A and B are stability systems in G, then clearly α(G) = |A| = |B|.
Suppose there is some proper subset X of A such that |N(x)| ≤ |X |. Consequently,
(X,B−N(x)) = ∅, and therefore S = X ∪ (B−N(x)) is a stable set in G, which has
|S| = |X |+ |B −N(x)| ≥ |X |+ |A−X | = α(G). Hence, S is a third stability system
of G, since it meets both A and B, a contradiction. Analogously, if X ⊂ B.
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(iii) ⇒ (iv) Suppose that |A| < |B|. Then, for any b ∈ B, |B − {b}| ≥ |A|, and
according to (iii), we must have |A| ≤ |B−{b}| < |N(B−{b})| ≤ |A|, a contradiction.
Analogously, the inverse inequality is also impossible, and hence, |A| = |B| holds.
Thus, (iii) is true.
(iv) ⇒ (v) Let a ∈ A, b ∈ B be and H = G− a− b. By Theorem 3.8, it suffices to
show that α(H) = |A−{a}| = |B−{b}|. Suppose, on the contrary, that α(H) = α(G);
then there is a stable set S in H , such that α(H) = |S| > |A−{a}|. Then both SA =
S ∩ (A−{a}) and SB = S ∩ (B − {b}) are non-empty. Since N(SA) ⊆ B −{b}− SB,
we obtain the following contradiction: |N(SA)| ≤ |B − {b} − SB| < |SA| < |N(SA)|.
Therefore, α(H) = |A− {a}| = |B − {b}| must hold.
(v) ⇒ (vi) It is true, according to Theorem 3.8.
(vi)⇒ (vii) Clearly,G is connected, since otherwise for a, b in different color classes
and different connected components G− a− b has no perfect matching, contradicting
the assumption on G − a − b. Let ab be an arbitrary edge of G and M be a perfect
matching in G − a − b, which exists according to hypothesis. Hence, M ∪ {ab} is a
perfect matching in G containing ab.
(vii) ⇒ (viii) It is clear, since the subgraph of G formed by ∪{M :M is a perfect
matching of G} is G itself.
(viii) ⇒ (ix ) It has been proved in [16].
(ix )⇒ (ii) We use induction on the number r of the even paths Hi. Clearly, G0 ∪
H1 is bistable, since it is an even cycle. According to Lemma 4.1, if G0∪H1∪...∪Hr−1
is bistable and Hr is an even path, then by its construction, G0 ∪H1 ∪ ...∪Hr−1 ∪Hr
is also bistable.
Corollary 4.4 Any bistable bipartite graph having at least 4 vertices is α-stable.
Proof. Let G = (A,B,E) be a bistable bipartite graph. According to Theorem
4.3(v), G is α+-stable. By Theorem 4.3(iii), |N(v)| > |{v}| = 1 holds for any vertex
v of G, and this implies that both A and B are 2-dominating. Consequently, G is
also α−–stable, by Theorem 2.2.
Combining Corollary 4.4 and Theorems 3.8 and 2.14, we get the following result:
Corollary 4.5 Any bistable bipartite graph G with at least 4 vertices has perfect
matchings and ∩{M :M is a perfect matching of G} = ∅.
In the next proposition we define some special kind of ”bipartite” substitution,
which also preserves the ”bistable bipartite” property.
Proposition 4.6 Let Gi = (Ai, Bi, Ei), i = 1, ..., p, be disjoint bistable bipartite
graphs, H = (X,Y, U) be a bipartite graph having X = {a1, ..., ap}, Y = {b1, ..., bp}
and G = (A,B,E) be defined as follows: A = A1 ∪ ... ∪ Ap, B = B1 ∪ ... ∪ Bp and
E = E1 ∪ ... ∪ Ep ∪ {aibj : for some ai ∈ Ai, bj ∈ Bj if xiyj ∈ U, 1 ≤ i, j ≤ p, i 6= j}.
Then H is bistable if and only if G has the same property.
Proof. Let H be with X,Y as its only two stability systems and suppose that G has
a third stability system S, different from A and B. Then, there is some k ∈ {1, ..., p},
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such that both S ∩ Ak 6= ∅ and S ∩ Bk 6= ∅. Since for any i ∈ {1, ..., p}, both S ∩ Ai
and S ∩Bi are stable in Gi, we obtain: |S ∩Ai|+ |S ∩Bi| ≤ |Ai| = |Bi|, if i 6= k, and
|S ∩ Ak|+ |S ∩Bk| < |Ak| = |Bk|, and hence the contradiction:
α(G) = |S| = |S ∩A1|+ |S ∩B1|+ ...+ |S ∩Ap|+ |S ∩Bp| < |Ai|+ ...+ |Ap| = α(G).
Conversely, assume that G is bistable, but H has a third stability system S.
Therefore, both SX = S ∩ X and SY = S ∩ Y are non-empty. Since (SX , SY ) = ∅,
it follows that (∪{ Ai : ai ∈ SX},∪{Bi : bi ∈ SY }) = ∅, and consequently, the
set (∪{Ai : ai ∈ SX}) ∪ (∪{Bi : bi ∈ SY }) is a third stability system of G, which
contradicts our assumption on G.
Corollary 4.7 Let G = (A,B,E) be a connected bipartite graph which possesses
a partition of its vertex set consisting of two simple cycles C1, C2 and let denote
Ai = Ci ∩A and Bi = Ci ∩B, for i = 1, 2. Then G is bistable bipartite if and only if
both (A1, B2) 6= ∅ and (A2, B1) 6= ∅.
Proof. Now, the graph H from the above Proposition 4.6 must be isomorphic to a
chordless cycle on 4 vertices, i.e., both (A1, B2) 6= ∅ and (A2, B1) 6= ∅ hold in G.
5 α-Stable bipartite graphs
A graph G = (V,E) is called α-stable if it is both α−-stable and α+-stable, (see [15]).
In this section we determine the structure of α-stable and of α+-stable bipartite
graphs in terms of bistable bipartite graphs. We also provide constructions for larger
α-stable and α+-stable bipartite graphs from smaller ones.
A disconnected graph G, with components H1, ..., Hp, is α-stable if and only if the
next assertions are valid:
(i) each Hi, (i = 1, ..., p), is α-stable;
(ii) at most one of Hi, i = 1, ..., p, has | ∩ {Si : Si is a stability system in Hi}| = 1.
Combining Theorems 2.5 and 3.1 we obtain the following result:
Proposition 5.1 [15] There is no connected chordal graph with at least two vertices
which is α-stable.
In particular, no tree of order at least two is α-stable. However there exist con-
nected α-stable bipartite graphs (e.g., any even chordless cycle). Moreover, Theorems
2.14 and 3.8 yield the following characterization for the α-stable bipartite graphs:
Theorem 5.2 If G is a connected bipartite graph, then the following assertions are
equivalent:
(i) G is α-stable;
(ii) G has perfect matchings and ∩{M :M is a perfect matching of G} = ∅;
(iii) |A| = |B| and µ(G− e) = µ(G) = µ(G+ u), for any e ∈ E and u ∈ E(G);
(iv) |A| = |B| and µ(G− e) = µ(G) = µ(G+ u), for any e ∈ E and u ∈ E(G˜);
(v) ∩{S : S is stable, |S| = α (G)} = ∩{M :M is a matching, |M | = µ (G)} = ∅.
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Lemma 5.3 If graph G = (A,B,E) is α-stable and S is a stability system of G
meeting both A and B, then the subgraph H = G[(S ∩ A) ∪ (B − S)] is α-stable.
Proof. Since SA = S ∩A and B−SB, (for SB = S ∩B), are matched in any perfect
matching of G, H is α+-stable, by Theorem 3.8. We show that H is also α−–stable.
Both A and B are 2-dominating in G, and therefore H has at least 4 vertices. SA is
2-dominating, because for any b ∈ B−SB, we have |N(b)∩SA| = |N(b)∩S| ≥ 2. SB
is also 2-dominating, since for any a ∈ B−SA, we have |N(a)∩SB | = |N(a)∩S| ≥ 2.
Let X be a stability system of H , with XA = X∩A = X∩SA 6= ∅ and XB = X∩B =
X ∩ (B − SB) 6= ∅ . Then S′ = X ∪ SB is clearly a stability system of G, and hence,
we have: |N(a) ∩ X | = |N(a) ∩ XB| = |N(a) ∩ S′| ≥ 2, for any a ∈ SA − XA, and
|N(b) ∩ X | = |N(b) ∩ XA| = |N(a) ∩ S
′| ≥ 2, for any b ∈ B − SB − XB, i.e., X is
2-dominating in H . Consequently, H is α−–stable, by Theorem 2.2.
Lemma 5.4 If a bipartite graph has two perfect matchings M1,M2, then any of its
vertices, from which are issuing edges contained in M1,M2, respectively, belongs to
some cycle that is alternating with respect to at least one of M1,M2.
Proof. Let G = (A,B,E) be a bipartite graph having M1, M2 as perfect matchings,
and let a ∈ A be some vertex from which are issuing two edges, say ab1 and ab2,
contained in M1,M2, respectively. Henceforth, there exist a2b2 ∈M1 and a1b1 ∈M2.
If a1 = a2 or a1b2 ∈ E(G), we are done. Otherwise, we have a1b3 ∈M1 and a2b4 ∈M2.
If b3 = b4 or a2b3 ∈ E(G) or a1b4 ∈ E(G), we are done. If this does not happen, we
continue with a3b3 ∈ M2 and a4b4 ∈ M1. If a3 = a4 or a4b1 ∈ E(G) or a4b3 ∈ E(G)
or a3b2 ∈ E(G) or a3b4 ∈ E(G), we are done. Otherwise, we continue in the same
way. Since G is finite, the process must end, and a cycle, alternating with respect to
M1 or M2, is revealed.
Corollary 5.5 A bipartite graph G has two disjoint perfect matchings if and only if
it has a partition of its vertex set comprising of a family of simple cycles.
Proof. If x is a vertex in G, then we can build a cycle Cx = (Ax, Bx, Ex) using
only edges belonging alternately to the two perfect matchings M1,M2, as is shown
in the proof of the above lemma. If y is a vertex not contained in Cx, we use the
same procedure to create a new cycle Cy, alternating with respect to the both perfect
matchings. This cycle does not use vertices of the former cycle, since Ax and Bx are
already matched by the two perfect matchings and Cy uses only edges ofM1 andM2.
In this way, we get a partition of V (G) consisting of vertex sets of pairwise disjoint
cycles.
Conversely, let {Ci : 1 ≤ i ≤ k} be a family of cycles of G, such that their vertex
sets {V (Ci) : 1 ≤ i ≤ k} form a partition for V (G). Since G is bipartite, all Ci are
even and each one has two disjoint perfect matchings, say Mi,1 and Mi,2. Hence,
∪{Mi,1 : 1 ≤ i ≤ k} and ∪{Mi,2 : 1 ≤ i ≤ k} are two disjoint perfect matchings of G
itself.
The main result is as follows:
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Theorem 5.6 If G is a connected bipartite graph, then the following assertions are
equivalent:
(i) G is α-stable;
(ii) G can be decomposed as G = G1∪ ...∪Gk , k ≥ 1, such that each Gi, 1 ≤ i ≤ k,
is bistable bipartite and has at least 4 vertices;
(iii) G has perfect matchings and ∩{M :M is a perfect matching of G} = ∅;
(iv) from each vertex of G are issuing at least two edges, which are contained in
some perfect matchings of G;
(v) any of its vertices belongs to some alternating cycle of G.
Proof. (i) ⇒ (ii) If G = (A,B,E) has A and B as its only two stability systems, we
are done. Otherwise, let S be a stability system of G, such that both SA = S∩A and
SB = S∩B are non-empty. By Lemma 5.3, the subgraphs H1 = G[(S ∩A)∪ (B−S)]
and H2 = G[(A− S) ∪ (S ∩B)] are α-stable. If they both are bistable, we are done.
Otherwise, we continue with this decomposition procedure, until all the subgraphs we
obtain are bistable. After a finite number of subpartitions, we obtain a decomposition
of G as G = G1 ∪ G2 ∪ ... ∪ Gk, k ≥ 1, such that each Gi, 1 ≤ i ≤ k, is bistable and
α-stable.
(ii) ⇒ (iii) By assertion (vi) of Theorem 4.3, each Gi, 1 ≤ i ≤ k, has a perfect
matching. Hence G owns a perfect matching, too. According to Corollary 4.5, it
follows that ∩{Mi : Mi is a perfect matching of Gi} = ∅ for every 1 ≤ i ≤ k.
Therefore, ∩{M : M is a perfect matching of G} ⊆ ∩{
k⋃
i=1
Mi : Mi is a perfect
matching of Gi} = ∅, i.e., ∩{M :M is a perfect matching of G} = ∅ must hold.
(iii) ⇒ (iv) Suppose the conclusion is not true. Then, there is a vertex v in G, so
that only one edge, say vw, is contained in some perfect matching of G; such an edge
must exist, because G has perfect matchings. Moreover, since v is matched with a
vertex by each perfect matching, we infer that vw is contained in all perfect matchings
of G, in contradiction with the hypothesis on G. Therefore, (iv) is valid.
(iv) ⇒ (v) It is true, according Lemma 5.4.
(v)⇒ (i) Since any vertex of G = (A,B,E) is contained in some alternating cycle
Cx of G, we infer, according to Theorem 3.8, that G is α
+-stable. It is easy to see
that A and B are 2-dominating in G. Let S be a stability system of G, with both
SA = S ∩ A and SB = S ∩ B non-empty. Suppose, on the contrary, that S is not
2-dominating in G, i.e., there is some vertex a ∈ A, so that |N(a)∩S| = |{b}| = 1. Let
Ca be an alternating cycle containing a. Since A−SA is matched with SB by any per-
fect matching of G, the edge ab belongs to Ca and the second neighbor of a on Ca, say
c, must be in B−SB, otherwise we obtain that 2 = |{b, c}| ≤ |N(a)∩SB| = |N(a)∩S|,
in contradiction with the assumption on a. Hence, because (SA, SB) = ∅, the cycle Ca
must use at least two edges from (A−SA, B−SB), which are contained in no perfect
matching of G. Therefore, Ca can not be alternating in G, contradicting the choice of
Ca. Consequently, each stability system of G is 2-dominating, and by Theorem 2.2,
G is also α−–stable.
As a consequence, we get the following result:
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Proposition 5.7 A connected bipartite graph G is α+-stable if and only if it admits
a decomposition as G = G1 ∪ ... ∪Gk, where all Gi are bistable bipartite.
Proof. Let M0 = ∩{M : M is a perfect matching in G}, H0 be the subgraph of G
spanned by the vertices matched by the edges contained in M0, and H1 = G−H0.
Clearly, H1 has ∩{M : M is a perfect matching in H1} = ∅, while H0 is either
empty or a disjoint union of K2. According to Theorem 5.6, any connected compo-
nent of H1 has a decomposition in bistable bipartite graphs. Therefore, G admits a
decomposition as G = G1 ∪ ... ∪Gk, all Gi being bistable.
Conversely, if G = G1 ∪ ... ∪ Gk, and all Gi are bistable, then each Gi has at
least a perfect matching Mi, and ∪{Mi :Mi is a perfect matching in Gi} is a perfect
matching in G. Consequently, by Theorem 3.8, G is α+-stable.
Proposition 5.8 Let H = (A,B,E) be a connected, bipartite and α-stable graph and
G = H ∪Pk , for k ≥ 3, be connected. Then G is α-stable if and only if k is even and
for any stability system S of H, at least one of the pendant vertices of Pk is adjacent
to some vertex of S.
Proof. Let Pk = (X,Y, U) and x1, xk be its pendant vertices.
Suppose G is α-stable. Hence, |V (G)| is even, and consequently, k = 2p. Assume
x1 ∈ X and xk ∈ Y . By Theorem 3.8, we have α(G) = |A ∪ X | = |B ∪ Y | =
α(H)+α(Pk). Hence, A∪X and B ∪Y are 2-dominating stability systems in G, and
therefore (x1, B) and (xk, A) are both non-empty. Let S be another stability system
of G. Since clearly α(G) = |S| = |S ∩ V (H)|+ |S ∩ V (Pk)| ≤ α(H) + α(Pk) = α(G),
we get that S ∩ V (H) is a stability system in H and S ∩ V (Pk) is a stability system
in Pk. If suppose x1, xk ∈ S, there is i ∈ {1, ..., k − 3} such that xi ∈ S ∩ X and
xi+3 ∈ S ∩ Y , and consequently we get |N(xi+2) ∩ S| = |{xi+3}| = 1, contradicting
the fact that S is 2-dominating in G. Hence, either (x1, S) 6= ∅ or (xk, S) 6= ∅.
Conversely, by Theorem 3.8,G is α+-stable, since it has at least a perfect matching.
In addition, we have that α(G) = |A ∪ X | = |B ∪ Y | = α(H) + α(Pk), and because
(x1, B) and (xk, A) are both non-empty, we infer that A ∪ X and B ∪ Y are 2-
dominating stability systems in G. If S is a another stability system of G, as above,
we get that S ∩ V (H) and S ∩ V (Pk) are stability systems in H and Pk, respectively.
According to the hypothesis, one of x1 and xk, say xk, is joined to some vertex t
of S ∩ V (H). Consequently, we get that S ∩ V (Pk) = X . Now, since S ∩ V (H)
is 2-dominating in H , and any z ∈ Y − {xk} has two neighbors in X ⊂ S, and
N(xk) ∩ S = {t, xk − 1}, we may assert that S is 2-dominating in G. Consequently,
G is also α−–stable, and finally G is α-stable.
Proposition 5.9 If Gi, 1 ≤ i ≤ k, k ≥ 1 are bipartite and G = G1 ∪ ... ∪ Gk is
connected, then:
(i) G is α+-stable whenever all Gi, 1 ≤ i ≤ k, are α
+-stable;
(ii) G is α-stable whenever all Gi, 1 ≤ i ≤ k, are α-stable.
Proof. (i) Since all Gi, 1 ≤ i ≤ k, by Theorem 3.8, have a perfect matching, G itself
has a perfect matching, and therefore it is α+-stable.
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(ii) If all Gi = (Ai, Bi, Ei), 1 ≤ i ≤ k, are α-stable, then according to the part (i),
G = (A,B,E) is α+-stable and
α(G) = |A| = | ∪ {Ai : 1 ≤ i ≤ k}| = |B| = |{Bi : 1 ≤ i ≤ k}| = α(G1) + ...+ α(Gk).
Clearly, A and B are 2-dominating in G, and if S is another stability system of G,
we have α(G) = |S| = |S ∩ V (G1)|+ ...+ |S ∩ V (Gk)| ≤ α(G1) + ...+α(Gk) = α(G),
and this implies that |S ∩ V (Gi)| = α(Gi) for any i ∈ {1, ..., k}, i.e., S ∩ V (Gi) is
a stability system in Gi, i ∈ {1, ..., k}. Hence S ∩ V (Gi) is 2-dominating in Gi, for
any i ∈ {1, ..., k}, and therefore S = ∪{S ∩ V (Gi) : 1 ≤ i ≤ k} is 2-dominating in G.
Consequently, G is also α−–stable, by Theorem 2.2. So, we may conclude that G is
α-stable.
6 Conclusions
In this paper we investigated the α−–stability and α+-stability of connected chordal
graphs and of connected bipartite graphs, characterizing the α−–stable chordal graphs,
α−–stable bipartite, α+-stable bipartite and α-stable bipartite graphs. These find-
ings generalize some previously known results for trees. We present new facts on
strong unique independence graphs, and determine the structure of α+-stable bipar-
tite graphs and of the α-stable bipartite graphs. Several operations preserving these
structures are also considered.
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