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The wind industry is facing new challenges due to the planned construction of thousands of offshore wind tur-
bines all around the world. However, with their increasing distance from the shore, greater water depths, and
increasing sizes of the plants, the industry has to face the challenge to develop sustainable installation procedures.
Important limiting factors for offshore wind farm installation are the weather conditions and installation stra-
tegies. In this context, the focus of this research is the investigation of the most effective approach to installing
offshore wind farms at sea, including the effects of weather conditions. This target is achieved through the
implementation of a discrete-event simulation approach which includes the analysis of the environmental con-
ditions, distance matrix, vessel characteristics, and assembly scenarios. The model maps the logistics chain in the
offshore wind industry. A deterministic and a probabilistic metocean data method have been compared and cross
validated. The results point to a good agreement between the two considered models, while highlighting the huge
risks to the time and cost of the installation due to the stochastic nature of the weather. We suggest that simu-
lations may improve and reduce these risks in the planning process of offshore wind farms.1. Introduction
Contextualization – The offshore wind farm (OWF) is an emerging
technology in the area of wind energy conversion systems. Offshore wind
resources are abundant, stronger, and are more consistent in terms of
their availability than land-based wind resources. The average size of an
OWF connected to the grid in 2015 was 338MW, the average water
depth of a completed or partially completed wind farm was 27.1m, and
the average distance to the shore was 43.3 km, (Pineda, 2016). The Eu-
ropean Wind Energy Association expects that by 2020, offshore wind
power will account for 4%–4.2% of Europe's energy demand with an
installed capacity of 40 GW, (Moccia et al., 2011; Kaldellis and Kapsali,
2013).
The potential of wind energy increases as one goes farther from the
coast line (30–100 km), therefore implying greater water depths
(20–50m), higher power turbines ð  5 MWÞ, and stronger foundations
to support the turbine components. As a matter of fact, a signiﬁcantly
higher energy production is achieved due to the larger wind turbine
ratings and stronger wind proﬁles, (Sun et al., 2012). Moreover, to beTekle Muhabie), ph.rigo@ulg.ac.be (
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tember 2017; Accepted 7 December 2economically advantageous, OWFs also have to grow in size, i.e. e600
1000 newwind turbines per year (Moccia et al., 2011), and (Kaldellis and
Kapsali, 2013). This will further complicate the logistical operations of
the offshore wind energy systems, which require special purpose vessels
with a higher deck capacity to transport the components (turbines and
foundations). At the same time, cranes with good lifting capacity should
also be available in order to carry out the lifting and installation opera-
tions without compromising the safety of the crew on board. This implies
serious ﬁnancial, technical and logistical efforts.
This explains why the power production from offshore wind is still
signiﬁcantly more expensive than power generation from onshore wind
farms. Table 1 shows the typical cost breakdown of both onshore and
offshore. As shown, most of the investment costs are related with the
acquisition of a wind farm, including the wind turbines, electrical
infrastructure and civil engineering work. Nevertheless, for OWFs, the
installation and transport costs of an offshore wind energy plant are a
signiﬁcant contributor to the total initial cost and are likely to reach 20%.
Therefore, the risks of over-costs and delays at the construction site, in




Typical breakdown of the initial cost of a wind farm, in %, compiled and adapted from
Henderson et al. (2003); Junginger et al. (2004); T. G. of the United Kingdom (2010);
Davey and Nimmo (2012); IRENA (2012); Voormolen et al. (2016).
Onshore Offshore
Wind turbines 65–75 30–50
Electrical infrastructure 1–10 15–30
Civil work (foundations) 0–6 15–25
Installation and transport 0–3 5–30
Other 6 8
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Research gap – In addition, weather plays a critical role in offshore
wind energy systems, creating a lot of uncertainties in the logistic system
and the design of the foundations (whether ground based or ﬂoating).
Higher wind speeds, larger waves, and the salty air contribute to a
harmful environment at sea that signiﬁcantly reduces the accessibility of
an OWF, (Smit et al., 2007; Walker et al., 2013).
As shown in Fig. 1, there are usually 12 components that make up one
complete offshore wind turbine (OWT): a jacket foundation, 4 piles, a
lower tower, an upper tower, a nacelle, and a rotor comprising one hub
and three blades. Whether these are pre-assembled or transported sepa-
rately (the assembly scenario) has an impact on the vessel's deck space
usage, crane lift requirements, and installation capability. The di-
mensions and weight of the components involved, e.g. blades of more
than 120m in length, make the transport and storage of the components
difﬁcult. It will also affect the time necessary to transport and install the
turbine components, taking into account the suitable weather (time)
windows deﬁned by the acceptable wind speed, wave height, and sea
state. All currently knownmounting techniques can only be performed in
calm sea. In this context, with a wave height of more than 1.5 m and/or a
wind speed of 17m/s at 10m of altitude, the installation and transport of
material at sea will generally be stopped, (Ait-Alla et al., 2013).
Importance – The installation of offshore facilities is very costly and
any interruption of its supply chain could cause a big impact on the
overall operation. Hence having a well-organized transport and instal-
lation system is crucial for the offshore industry. However, no tools areFig. 1. Offshore wind turbine components.
280available that enable developers to perform a robust simulation to derive
comprehensive strategies for deployment and installation. To avoid
supply chain bottlenecks and to provide an effective decision support
tool, an integrated and comprehensive simulation platform of the
installation of OWFs that takes into account the effects of the weather is
required. Indeed, the simulation of different installation strategies can
support the planning process and reduce the risks to the assembly of an
OWF.
Purpose – The focus of this paper is on designing and developing a
discrete-event simulation (DES) model of the installation of an OWF that
allows the identiﬁcation of favorable installation strategies. The aim is to
provide decision support to integrators trying to plan the installation of a
portfolio of OWTs (20–70) in the mid-term (one to three years).
The model builds upon the existing literature by taking into consid-
eration the distance between ports and the OWT installation sites, as well
as sea state parameters. The results of a deterministic and a probabilistic
metocean data module have been compared. For the purposes of illus-
tration, both models are based on metocean time series measured be-
tween January 1995 and December 2008.
The model is able to take into account the effects of weather on the
installation cycle, to assess the likelihood of delays of a certain process,
and to propose alternatives to minimize the effects of these delays. By
evaluating different sets of weather data, the overall installation process
can be optimized with respect to shortest installation times and highest
robustness of the schedule.
Outline – The outline of this paper is as follows. Section 2 reviews
common procedures, aspects and issues associated with the installation
of OWFs and the existing practices coupling stochastic simulations with
weather models. The method and the modelling are explained in Section
3, then the results and a discussion of the case study are presented in
Section 4. Lastly, recommendations and conclusions are provided in
Section 5.
2. Previous research coupling DES with metocean models
Research on OWFs, which until now has been carried out by various
institutions, has been mainly based on the technical challenges in the
design and manufacture of the facilities, (Gonzalez et al., 2014). As
recently discussed by (Barlow et al.,), there has been only a little research
that addresses the logistical problems in the production, installation,
operation and maintenance (O&M), and disassembly of offshore facil-
ities, (Scholz-Reiter et al., 2010; Lange et al., 2012; Steinhauer, 2011;
Caprace et al., 2012; Ait-Alla et al., 2013; El-Thalji and Liyanage, 2012).
Current practices for the long term planning to build an OWF are
based on statistical data. However, statistical data are insufﬁcient for the
long term planning process since it does not take into account the
weather factors which have a major effect on all offshore operations.
According to the literature, there is no speciﬁc tool available performing
a simulation to explicitly consider the scattering (randomness) of various
parameters (uncertainty of weather conditions, uncertainty of task du-
rations, types of vessel failures and maintenance scenario) as well as to
simulate various scenarios regarding the deployment strategy for an
OWF. This causes a large uncertainty in the time frame of the installation
process, so the date of delivery cannot be predicted accurately. Therefore,
this risk can only be controlled by employing some safety margin, which
results in higher deployment and installation costs and/or a longer
duration, which is not compatible with the development of large OWFs.
Simulation is a modelling tool widely used in operational research
(OR), (Tako and Robinson, 2010). One of the most common approaches
is discrete-event simulation (DES). It started and evolved with the advent
of computers, (Robinson, 2005). DES represents individual entities that
move through a series of queues and activities at discrete points in time.
Each event occurs at a particular instant in time and marks a change of
state in the system. Between consecutive events, no change in the system
is assumed to occur; thus the simulation can directly jump in time from
one event to the next. Since a DES does not have to simulate every time
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simulation.
Models are generally stochastic in nature. The issues on how to deﬁne
probability distributions for activity duration through sample data in
manufacturing ﬁeld have been widely studied, (Robinson, 2007). The
most difﬁcult aspect of duration assessment is gathering data of sufﬁcient
quality, quantity and variety, (Robinson et al., 2014). Moreover, the
impact of the uncertainties in the duration of the activities characterizing
the real world, due to factors such as weather conditions, has been little
studied.
DES has been traditionally used in the manufacturing sector while
recently it has been increasingly used in the service sector including
applications to airports, call centres, fast food restaurants, banks, health
care, and business processes.
A literature review shows that there have been some signiﬁcant
tangible outcomes in simulating the installation of OWFs while adopting
probabilistic approaches using metocean data. Tyapin et al. (2011) pro-
vides a comparison study of two different mathematical methods for
estimating weather downtime and operation times using Markov theory
and Monte Carlo simulation. However, this approach is limited to one
OWT and focuses on operations control. A real scheduling approach is in
(Scholz-Reiter et al., 2010), who develop a heuristic for the scheduling of
offshore installation processes. The accompanying weather situations as
well as transport capacity limits of the installation vessel are considered.
Going further (L~Atjen and Karimi, 2012), present an approach for
offshore scheduling that also integrates the inventory control and supply
of the installation port.
The BMT group has developed another model (BMT–MWCOST),
integrating metocean data into a stochastic simulations. This approach
considers the signiﬁcant wave height observations as a limitation for the
vessel access (Stratford, 2007), while the DNV-GL model, based on
(Bossanyi, 1992), takes the wave height values into account in order to
perform time-domain Monte Carlo simulations (Philips et al., 2006).
Recently, there have been signiﬁcant advances in operation &
maintenance (O&M) simulations, while in contrast, few publications
have addressed the logistical problems involved in the manufacturing
and installation of OWFs. The problem of (O&M) scheduling was ﬁrst
treated by (Kovacs et al., 2011), who develop a mixed-integer linear
programming (MILP) method, which constitutes a module of an inte-
grated framework for condition monitoring, diagnosis and maintenance.
The idea of this approach is to ﬁnd the best time for maintenance oper-
ations in relation to the performance of the wind turbine and the avail-
ability of the service capacities. Scheu et al. (2012) and Hagen et al.
(2013) develop multivariate stochastic weather models in order to
generate sea state time series based on observed time series or historical
data and validate a simulation of O&M applied to OWFs.
(Dinwoodie and McMillan, 2013; Dalgic et al., 2015) develop an
econometric O&M model to determine where different operational
choices represent the cost optimal solution. The sensitivity of the oper-
ational strategies to the size of the OWF, the failure rates of the major
components, and the weather conditions are examined. A multivariate
auto-regressive climate model is used. This method maintains the sea-
sonality and correlation between the wind and wave time series. How-
ever, it fails to capture outliers and data behaviour over 17m/s. Hofmann
and Sperstad (2014) pointed out that simulation helps to quantify the
cost of O&M and also claims that larger wind turbines can lead to lower
O&M costs, concluding also that higher failure rates and maintenance
durations will quite quickly counterbalance the beneﬁts of larger wind
turbines. Already a simultaneous increase of failure rates and mainte-
nance durations by 25% will lead to higher O&M costs for a wind farm
with 10MW wind turbines compared to a 5MW turbine OWF.
Various approaches are taken to model the uncertainties on weather
conditions in these studies. A deterministic approach is presented in
(Ait-Alla et al., 2013) which assigns appropriate vessel loads and oper-
ations taking into account forecast weather conditions using ﬁve cate-
gorical weather states. However, ﬁve weather states would not be281sufﬁcient to model the full range of weather restrictions that may occur in
reality. In (Lange et al., 2012), and more recently in (Kerkhove and
Vanhoucke, 2017), successive weather states in time are modelled using
Markov chains. However, this approach might be difﬁcult to practically
set up since it requires the speciﬁcation of several probabilities to model
realistic weather conditions that may capture aspects such as seasonality
or correlation between wind and waves. Several of these studies also
model the uncertain weather conditions using a time-series model based
on historical weather data, (Stempinski et al., 2014; Morandeau et al.,
2013). This method is limited to the number of years of recorded weather
data available. Therefore, it might be not able to represent the true
probabilistic range of weather conditions of a given year. The method
used by (Barlow et al., 2015) to generate synthetic weather time-series is
a correlated auto regression model, which follows the approach taken by
(Dinwoodie and McMillan, 2013). Synthetic weather series are time se-
ries of weather conditions generated from statistical analysis of historical
weather data sets. Auto regression identiﬁes the underlying trends as a
data-set changes over time, and exploits these trends to predict future
behaviour of the data-set. The existing historical data-set is analysed to
deﬁne the extent of the dependency on previous data-points such that the
closest ﬁt to the existing data-set is produced. Monte Carlo simulation of
the weather model is used to generate many realisations of synthetic
weather time-series, each of which are statistically representative of the
characteristic properties of historical data recorded at the OWF site.
However, employing synthetic weather series requires more computa-
tional effort before running the simulation as it would be the case using
other approaches. A probabilistic assessment of weather downtime is
used in (Stempinski et al., 2014) to scale the expected duration of each
task and generate the total schedule duration. Whilst conceptually
similar to our approach, this method is providing optimistic duration due
to the capability of this approach at handling the sequential completion
of a series of offshore tasks with different weather limits. This deﬁciency
is addressed here by incorporating conditional probabilities to model the
completion rate of successive tasks with greater accuracy.
There are limitations to the current developed models. Besides the
fact that the majority of them focus on O&M and not on the installation
phase, none of them compares the synthetic climate models with the
measured metocean time series. In addition, these models are not able to
demonstrate the inﬂuence of different installation strategies as well as
the peak values of the environmental conditions for the entire OWFs.
Consequently, offshore related operations are generally overly
simpliﬁed.
Given the importance of the installation costs of an OWF, a better
understanding about the effects of environmental constraints on the
scheduling of their installation strategies is required. From this, a
favorable integration strategy for OWFs can be developed.
3. Method
In this study, a discrete-event simulation (DES) approach coupled
with a metocean model is implemented in order to identify possible
improvements for the scheduling of the installation of OWFs. In this
respect, the major aspects that inﬂuence the installation are compre-
hensively modelled. In addition, an advanced logistic supply chain model
including ports overseas and assembling plants is developed to support
OWF developers in the decision stage.
Fig. 2 shows a ﬂowchart of the method, illustrating the information
ﬂow between the different modules. The developed method is divided
into 7 main sections referring to Fig. 2: installation strategies, assembly
processes, manufacturing constraints, resources, the discrete-event
simulation, environmental conditions, and the operability of resources.
3.1. Installation strategies
Scheduling the installation of an OWF is strongly dependent on the
current weather conditions at sea. Accordingly, there have been different
Fig. 2. Flowchart of the DES with metocean data.
Table 2
Summary of mean times of OWT installation processes.
Phases Activities and processes Mean time
[Hour]
Pre-piling Pile loading 1 per pile
Pile transfer 6 for 4 piles
Pile driving 6 per pile








Pre-assembly (rotor assembly) 1 per blade
Installation Lower tower installation 2.5
Upper tower and nacelle installation 6
Rotor installation 5
a It corresponds to the loading/unloading time including the transportation from pier to
the storage place.
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Bard, 2012). Three different installation strategies can be distinguished:
1. Pre-assembly at harbour – The turbines, substructures and towers are
transported by trucks and/or ships to a support harbour close to the
wind farm. The preparation and pre-assembly of the different com-
ponents is carried out at this point. Afterwards, the structures are
transported and installed at the offshore site by the installation vessel,
e.g. a jack-up vessel.
2. Assembly offshore – In this strategy, feeder vessels supply an offshore
jack-up vessel to the installation site with the pre-installed single
components. The assembly and installation operations are then per-
formed from this structure. The main advantage of this method is that
the installation vessel does not need to be used for transport. How-
ever, an extra loading operation has to be implemented in order to
load the feeder vessels or barges.
3. Manufacture and pre-assembly at harbour – In this approach, the pre-
assembled turbines are directly shipped from the manufacturers to
the site. The components are transported using high speed jack-up
vessels.
The choice of strategy will depend on the economical balance be-
tween the number and type of ships to be used, the distance to the shore,
and the risks involved in the different operations.
In this paper, the installation strategy with the pre-assembly at
harbour is considered for the OWT components (blades, hubs, tower
sections and nacelles). However, the piles and jacket foundations are
directly transported from the production site overseas to the OWF. This
choice corresponds to the case study developed with the industrial
partner and presented below.
3.2. Assembly processes
In this paper, it is assumed that each OWT has one jacket foundation,
4 piles, two tower segments, one nacelle, one rotor hub and three rotor
blades. The assembly sequence considered in the model consists of 4
distinct phases with their related assembly processes, see Table 2.2821. Pre-piling phase – Eight piles are loaded to the transport ship or
feeder vessel at port and transported to the offshore site. Then, 4 piles
are transferred to the jack-up vessel. Finally, the piles are driven one
by one into the sea bed. The transport ship or feeder vessel waits until
the ﬁrst set of piles has been driven into the sea bed. Then the second
set of 4 piles is transferred to the jack-up vessel. At this point, the
feeder vessel can sail back to the port while the jack-up vessel keeps
installing the transferred piles.
2. Jacket phase – This phase starts by loading two jacket foundations at
the port and then transporting them to the offshore site. At the
offshore site, the foundations are installed and grouted one by one.
(Grouting is the process of making a structural connection between a
jacket and the piles that have been driven or drilled into the seabed.)
3. Transport and assembly phase – Here, the wind turbine components
(blades, tower sections, nacelles and hubs) required for three OWTs
are loaded at the port and transported to a staging area close to the
offshore site. The storage limit at the staging area corresponds to the
components of 5 OWTs. At the staging area, the components will be
unloaded, stored and assembled if necessary. The number of lifts at
the offshore site depends on the assembly strategy selected. There are
Table 3












1 8 12 3 NA
Transport vessel
for jackets




1 21 12 2 17
Jack-up vessel for
pile driving








1 4 12 1.25 17
Crane at staging
area
1 1 1.5 – –
The quantity of vessels per type was deﬁned in accordance with the industrial partner of
this study. However, this value does not consider the off hire time of the vessels.
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industry:
(a). Rotor star (RS) – Three blades and a hub are pre-assembled to
form a rotor in the staging area. Then, the rotor is transported to
the offshore site.
(b). Single blade (SB) – All the wind turbine parts are transported to
the offshore site and installed one by one.
(c). Bunny ears (BE) – Two blades are pre-assembled, forming bunny
ears in the staging area. Then, the last blade is installed inde-
pendently at the offshore site. By default, the RS strategy is
considered in the next part of the paper. However, section 4.3 is
evaluating the effect of these different options on the output of
the developed model.
4. Installation phase – The components required for the assembly of one
OWT are loaded onto the jack-up vessel and transported to the
offshore site. Then, the jack-up vessel installs the parts of the OWT
one by one at the offshore site and sails back to the staging area, to
repeat this process until all the OWTs are installed.
The cable laying operations were not considered in this study because
these activities are not on the critical path of the installation process for
the size of the OWF considered here. Indeed, these operations may start
directly after the grouting of the ﬁrst jacket of the OWF and occur in
parallel to the other installation processes.
3.3. Manufacturing constraints
Each assembly process can be affected by manufacturing constraints
and can use different resources (ships, cranes, storage areas). For
instance, the installation of a rotor requires a crane and cannot be done
before all the tower sections have been assembled. These constraints are
different from one process to another depending on the construction
sequences and the work breakdown structure of the product.
Table 2 summarizes the mean time of each manufacturing activity
that has been implemented in the logistic chain simulation. These ac-
tivities are stochastic by nature. Hence, Gaussian probability density
functions given by Eq. (1) have been applied, where μ is the mean and σ
the standard deviation. The standard deviation has been set equal to 10%
of the mean time. A sensitivity analysis, varying σ from 10% to 100% by
steps of 10%, showed that this parameter is secondary compared to the
inﬂuence of the metocean data. Therefore, it can be concluded that in












Transportation processes involve vessels and vehicles, which were
modelled with constant speeds, and the travelling distances between the
origins and destinations, modelled through a distance matrix. Table 3
summarizes the quantities, capacities, operational speeds and weather
limits of the principal transport resources used in the model. Addition-
ally, the storage processes were modelled by deﬁning limited storage
capacities.
3.5. Discrete-event simulation (DES)
The outputs are evaluated after each iteration of the DES, then
averaged when all simulations are completed. Since multiple simula-
tions, denoted here as iteration, are run in order to cover all possible
situations, such as a good or a bad year for environmental conditions,
good or bad performances of the assembly processes, etc., the outputs
associated with each scenario vary. By running a sufﬁciently large
number of simulations, the average results (μ) will converge to a ﬁnal
value and the variability across simulations (σ) will provide a measure of283the uncertainty.
Although the costs might be obtained directly from the utilization of
the resources and the chartering strategies, this paper focuses the dis-
cussion on the lead-time of the installation of the OWFs, i.e. the time
measured in days between the start of piling activity of the ﬁrst OWT
until the completion of the OWF. Therefore, the mobilization time is not
discussed hereafter.
By altering the distributions of the cycle times, adding resources or
changing assembly concepts, different installation strategies and assem-
bly processes can be compared. This is required because making a deci-
sion only by considering one attribute may lead the OWF integrator to
wrong decisions.3.6. Environmental conditions
Another aspect concerns the effects of weather uncertainties that have
a major importance for the process of installation of an OWT, (Steinha-
uer, 2011). For instance, the jacking process of an offshore vessel can
only be executed up to a certain wave height and wind speed. At the
moment, the European offshore companies plan to install the foundations
between autumn and spring, and to assemble the nacelles and rotors
during the summer. Because of seasonal weather changes, it is difﬁcult to
predict the efﬁciency and associated risks of the installation strategies.
Weather predictions and numerical weather forecasts can be calcu-
lated with different models. However, reliable weather predictions are
mostly provided for a period of approximately a maximum of 14 days,
(Hinnenthal and Clauss, 2010). This is obviously not appropriate for
long-term scheduling.
Weather criteria can be deﬁned for the resources and processes in the
model. For example, seagoing specialized vessels are characterized by
weather constraints, see Table 3. Depending on the wind speed or wave
height, or both, the vessel might not be allowed to leave the port and start
its journey to the OWF although the loading process is completed. Having
arrived at its destination at sea, processes like the installation of each
component of a wind turbine can be delayed too.
Therefore, two restrictions can be deﬁned in order to check whether
an activity can be fulﬁlled at sea. First, the weather-limit that represents
the upper values of wind speed and wave height above which operations
should be interrupted completely. Second, the weather-window that rep-
resents the time frame for which operation can be pursued without
interruption. If the weather parameter (wind speed or wave height) does
not exceed the weather limits during the deﬁned weather window, the
operability is set to true, and the activity can be started. Otherwise, the
Table 4
Example of the computed probability for September 2000. Considering the example of the
upper tower and nacelle installation of an OWT by a jack-up vessel, (Tables 2 and 3), it can
be read as follows. There is a probability of 64:89% of encountering environmental con-
ditions corresponding to a minimum weather window of 6 h with a wind speed less than or









1 ½h 2 ½h 3 ½h ⋯ 6 ½h ⋯ 24 ½h
5 0.50 8.69 7.57 7.00 ⋯ 5.22 ⋯ 1.78
5 0.75 13.64 11.85 10.64 ⋯ 7.94 ⋯ 2.67
5 1.00 15.86 13.65 12.33 ⋯ 9.17 ⋯ 2.67
⋮ ⋮ ⋮ ⋮ ⋮ ⋱ ⋮ ⋱ ⋮
5 3.50 17.38 15.09 13.75 ⋯ 10.22 ⋯ 2.89
6 0.50 11.56 10.41 9.56 ⋯ 7.39 ⋯ 2.89
⋮ ⋮ ⋮ ⋮ ⋮ ⋱ ⋮ ⋱ ⋮
17 1.25 71.26 69.57 68.14 ⋯ 64.89 ⋯ 51.11
⋮ ⋮ ⋮ ⋮ ⋮ ⋱ ⋮ ⋱ ⋮
20 3.50 99.48 99.41 99.22 ⋯ 99.00 ⋯ 96.44
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Metocean time series of wind speed and wave height have been used
in the simulation model to quantify the total completion time of an OWF.
The wind speed was measured every 10min at 10m of altitude in two
perpendicular directions and the wave height every 30min. The data
were recorded from January 1995 to December 2008 by Meetnet
Vlaamse Banken. Fig. 3 shows the mean (μ) and standard deviation (σ) of
the wind speed and wave height time series. Since the wind speed ob-
servations were measured from a single altitude, the wind proﬁle power
law relation, (Justus and Mikhail, 1976; Peterson and Hennessey, 1978),
should be used to interpolate these value to the hub level. When ur is the
known wind speed at a reference height zr , Eq. (2) is used to estimate the
wind speed u at height z. The exponent α is an empirically derived co-
efﬁcient that varies depending on the stability of the atmosphere, tem-
perature, pressure, humidity, time of day, and terrain roughness. Here,
this coefﬁcient is taken equal to 0.1, the value recommended over open







3.7. Operability of resources
Two approaches, one deterministic and one probabilistic, have been
used in order to analyse the operability of the transport resources. They
differ in the way they use the metocean time series in the DES. However,
both approaches use the maximum operational wind speed limit and the
maximum operational wave height limit presented in Table 3 as well as the
weather window deﬁned in Table 2.
The deterministic approach has the advantage of performing its as-
sessments on historical environmental data, which allows the calibration
of the simulation model based on past projects but does not allow the
scheduling of new projects. In contrast, the probabilistic approach is
designed to be used for planning new projects, as it uses monthly oper-
ability probabilities.
Deterministic approach – In the ﬁrst approach, the operability of the
transport resources is assessed in a deterministic way. The historical
environmental data available are consulted during the DES to assess if an
activity can be started based on both weather limits and weather win-
dow. For instance, the vessels are not allowed to start an operation if
either the current wind speed or wave height is higher than themaximum
operational wind speed limit or the maximum operational wave height limit
deﬁned in Table 3. In addition, the minimum weather window should be
longer than the timeframe deﬁned by the respective duration of each
activity (Table 2). In this case, the minimum weather window is deﬁnedFig. 3. Mean (μ) and standard deviation (σ) of wind speed and wave height of the time series
coastline. These data are referring to the case study presented later.
284by the consecutive time steps in which wave height and wind speed
values are lower or equal to the limiting wave height and wind speed for
a speciﬁc operation. When the weather is not favorable, the vessel stays
at the site until next favorable conditions are met. When the weather
window is sufﬁcient enough, the vessel starts its next activity.
Probabilistic approach – The operability of the transport resources
is assessed probabilistically in the second approach. Here, the metocean
time series are used to compute an operability probability on a monthly
basis for each transport resource and assembly activity. In this case, the
metocean time series will be parsed by month while a binning routine
will segregate the time series with a bin size corresponding to the
weather window. Each bin of the month is considered as a potential
candidate for starting to operate, and thus the wind speed limit, wave
height limit and weather window are checked similarly to the ﬁrst
approach. In this case, the weather window is varied systematically from
1 to 24 h in steps of 1 h, the wind speed from 5 to 20m/s in steps of 1m
per second, and the wave height from 0.5 to 3.5m in steps of 0.25m. An
illustration is given in Table 4. Finally, the average of the probabilities for
each speciﬁc month, e.g. September, is computed by averaging the results
for that month along the available years inside the time series.
Later in the DES, triggers are set for each assembly and transport
activity using the Bernoulli probability mass function given by Eq. (3).
The probabilistic approach involves computing the monthly condi-
tional probability of operating each resource (jack-up, cranes, etc.). As
mentioned before, a function is triggered based on weather criteria, a
weather window, and the associated probability. It returns a true or falserecorded between January 1995 and December 2008 in Thornton bank along the Belgian
Fig. 4. OWF location on the Thornton Bank along the Belgian coastline.
1 Tractebel Engineering from GDF Suez.
Y. Tekle Muhabie et al. Ocean Engineering 149 (2018) 279–290value for whether to proceed to the next activity or to wait until the next
time frame of good weather. A loop iterates until the result is true, which
gives a green light to carry out the next activity (sailing, installing,
transferring piles, etc.). The time elapsed until the iteration returns a true
result is considered to be the waiting time. At each iteration of the DES,
new random numbers are set up, which changes the sequences of the
binary values and therefore the lead time of the processes.
f ðkjpÞ ¼

p for k ¼ 1
q ¼ ð1 pÞ for k ¼ 0 (3)
However, the previously explained method can only be applied to
independent installation or transport activities. When there are activities
to be carried out one after the other using the same resources andwithout
interruption, the use of conditional probability is required. Here, this is
the case for the pile transfer operation, which is conditioned on the end of
the pile transport operation and the jacket installation, which in turn is
conditioned on the end of the jacket transport activity.
In probability theory, (Thalemann and Bard, 2012), a conditional
probability measures the probability of an event given that another event
has occurred. Following Kolmogorov's deﬁnition, given two events A and
B, the conditional probability of the event B considering that the previous
event A has occurred is deﬁned as the quotient of the probability of the
joint occurrence, i.e. the probability of A \ B, by the probability of A, see
Eq. (4). Therefore, the probability of having two events A and B occurs
successively can be assessed by Eq. (5).
This can be exempliﬁed with the case of the pile transfer operation,
which is conditioned on the end of the pile transport operation. In the DES,
ﬁrst the probability of the pile transport operation is assessed, then it is
multiplied by the probability of the pile transfer operation assuming that
the pile transport operation has occurred. This combined probability
described in Eq. (5) will replace the success probability of p in Eq. (3) if
two successive activities have to be carried out without interruption.
PðBjAÞ ¼ PðA \ BÞ
PðAÞ (4)
PðA \ BÞ ¼ PðAÞ PðBjAÞ (5)2854. Results and discussion
To illustrate the developed approaches, the layout conﬁguration of
the Thornton Bank OWF located 30 km off the Belgian coast (latitude 51
380 3900 North, longitude 2 55’ 38” East), in water ranging from 12 to
27m deep has been adopted, see Fig. 4. The Zeebrugge logistic port
considered in the study is marked by an anchor symbol in Fig. 4. This port
has been considered for all assembly activities of OWTs. However, the
piles and jacket foundations are directly transported from the production
site overseas to the OWF. The Thornton bank has been chosen because
the authors worked with industrial partners1 that installed in this loca-
tion in 3 phases: 6 OWTs of 5MW in 2009, 30 OWTs of 6.15MW in 2011
and 18 OWTs of 6.15MW in 2013. Today this OWF has a commissioned
capacity of 325MW.
The OWF studied in this paper consists of 60 OWTs of 5MW with a
hub height over sea level of 100m. The jacket installation phase will start
after 20 piles have been driven at the offshore site, i.e. the piles for 5
OWTs, while the transport and assembly of topside elements will start
after 5 jacket foundations have been installed and grouted on the seabed.
The following sections compare and discuss the simulation results of the
two considered approaches.4.1. Deterministic operability
By successively altering the starting day of the simulation among the
time series available, i.e. from 1995 to 2006, 144 simulation scenarios
have been generated. The simulation starting date of the project has been
assumed to be the ﬁrst day of each month, e.g. ’1 January 19950, ’1
February 1995’, etc. In order to cover additional variations due to the
randomization of the assembly processes, 12 iterations have been set in
the DES for each scenario, with the standard deviation of the assembly
processes set to 10% of the mean deﬁned in Table 2. Therefore, the
average lead time (μ) and standard deviation (σ) can be deduced for each
month.
Fig. 5 shows the inﬂuence of the starting date of the project on the
Y. Tekle Muhabie et al. Ocean Engineering 149 (2018) 279–290mean lead time (μ) of the installation of 60 OWTs measured in days.
Shaded areas show the standard deviation limits (σ), i.e. μþ σ and μ σ.
It is observable that the standard deviation of the lead time is highly
variable over the year, with its minimum during the summer in August
(50 days) and the maximum value at the beginning of Autumn, in
October (94 days). This gives an insight into how the weather plays a
signiﬁcant role in the installation of offshore wind turbines.
Fig. 6 presents the best and the worst schedules generated by the
model for the 2004 and 1999 with a starting date set to 1 April. In this
ﬁgure, white means idle time, red means waiting time, black means
working time, light greymeans transport time, and bluemeans loading or
unloading time. It is observable that the lead time during 1999 is almost
double that for 2004. This is mainly caused by the weather window,
which is too small to start installing the jacket foundations during the
winter of 1999. Indeed, the large red bar indicates that the vessel waited
for favorable environmental conditions for almost 4 months. However,
during 2004, the project was completed in only one year. In order to
mitigate this risk, several options are available, such as splitting the
project into a smaller number of OWTs, changing the charter period of
the jack-up, or studying the option of buying one.4.2. Probabilistic operability
The probabilistic approach involves computing the monthly proba-
bility of operating each resources (jack-up, cranes, etc.).
Fig. 7 presents the lead time of the installation of 60 OWTs using 400
iterations. As the result is highly stochastic, testing the convergence of
the output is required. Fig. 8 presents the convergence of the lead time
related to the installation of 60 OWTs. It is observable that the accu-
mulated mean value tends to converge roughly after 350 iterations, i.e.
with a variation of less than one day per iteration.
The lead times obtained from the two approaches are compared in
Fig. 5. It is observable that the two approaches present in general a good
agreement. However, a discrepancy of about 25 days is observed during
autumn and winter. The lead time is underestimated by the probabilistic
approach because this model is not able to reproduce exceptional con-
ditions (extremes) that are presented in the deterministic approach.
Indeed, the deterministic approach is limited to the number of years of
recorded weather data available. Therefore, it might be not able to
represent the true probabilistic range of weather conditions of a givenFig. 5. Inﬂuence of the starting date of the project on the mean lead time (μ) of the installati
probabilistic approaches for the rotor star strategy. Shaded areas show the standard deviation
286year.4.3. Effect of assembly strategies
The number of lifting operations is greatly affected by the type of
installation strategy implemented in the logistics chain. We further
investigate the three different installation strategies, namely rotor star
(RS), single blade (SB) and bunny ears (BE). The strategies differ only
during the last phase of the logistics chain, for both the transport and
installation phases. The capacity of the vessel is limited to transporting
one complete set of turbines to the offshore site to be installed at the
offshore site.
The probabilistic approach has been considered to carry out the
comparison on the completion time of the project for 60 OWTs. As shown
in Fig. 9, RS and SB are relatively similar, while SB is 5.7% better than BE.
It has been found that SB and RS are slightly better options considering
the total project lead time. Higher discrepancies between the strategies
can be highlighted if the capacity of the jack-up vessel for transporting
and installing the OWTs is increased.4.4. Effect of the number of OWTs to be installed
An attempt has been made to see the effect of increasing the number
of OWTs to be installed. Fig. 10 indicates that the project lead time over
the year follows a similar pattern as the number of turbines to be installed
increases from 20 to 70. However, the inﬂuence of the starting date of the
project slightly increases when the number of OWTs to be installed is
reduced. It was also found that the increase in lead time for every
increment of 10 turbines could range from 38 days to 79 days depending
on the starting date of the project in the year.
Fig. 11 gives a closer look at the inﬂuence of the number of OWTs on
the installation lead time depending on the season. Winter (1 March) and
summer (1 July) are considered for the starting date of the project. The
increment of the number of OWTs is drawn against the increment of lead
time in days. It can be seen that for a small number of OWTs (less than
45), it would be preferable to start the project during winter, whereas for
a large number of OWTs (greater than 45) it is preferable to start the
project during summer. Another option could be to split the project into
two phases, having less than 45 OWTs each. The justiﬁcation for these
differences can be supported by the fact that if we start in winter foron of 60 OWTs, measured in days. Simulation results are compared for deterministic and
limits (σ) for both models, i.e. μþ σ and μ σ.
Fig. 6. Gantt chart of the DES of 60 OWTs for 1999 and 2004 (starting date 1 April) where white means idle time, red means waiting time, black means working time, light grey means
transport time and blue means loading or unloading time. (For interpretation of the references to colour in this ﬁgure legend, the reader is referred to the Web version of this article.)
Fig. 7. Simulated lead time of the installation process measured in days between the start of piling activity of the ﬁrst OWT until the completion of an OWF containing 60 units. Results of
the ﬁrst 400 iterations using the probabilistic approach and rotor star strategy are plotted assuming that the starting date of the project is 1 March.
Fig. 8. Convergence of probabilistic simulation after 400 iterations of the accumulated average lead time measured in days between the start of piling activity of the ﬁrst OWT until the
completion of an OWF containing 60 units. Results are presented for the probabilistic approach and rotor star strategy assuming that the starting date of the project 1 March.
Y. Tekle Muhabie et al. Ocean Engineering 149 (2018) 279–290fewer turbines, the project could be completed before the next winter
comes. This is not the case for more than 45 OWTs.287It should be mentioned that in order to mitigate the risks on delays,
the industrial partners that developed the Thornton Bank OWF actually
Fig. 9. Effect of installation strategies and starting date of the project on the mean lead-time (μ) of the installation of 60 OWTs. Simulation results are plotted for the probabilistic approach.
Fig. 10. Effect on the mean lead time (μ), measured in days, of the number of OWTs to be installed (from 20 to 70) and the starting date of the project of the installation. Simulation results
are plotted for the probabilistic approach considering 400 iterations and the rotor star strategy.
Fig. 11. Effect on the mean lead time increment (μ) of the installation, measured in days, of the number of OWTs and the starting date of the project. Simulation results are plotted for the
probabilistic approach considering 400 iterations and the rotor star strategy.
Y. Tekle Muhabie et al. Ocean Engineering 149 (2018) 279–290decided to split the project in three phases, i.e., the ﬁrst with 6 OWTs
(2009), the second with 30 OWTs (2011) and the third with 18 OWTs
(2013).
5. Conclusions
In this study, a novel comprehensive method of scheduling the
installation of OWFs is introduced, focussing on minimizing the lead time.
Climate parameters, installation strategies, assembly processes,
manufacturing constraints, as well as transportation resources are
simulated within the installation phase of an OWF. The results are288demonstrated to support the decision making related to the installation
and logistics strategy. The consequences of different decisions can be
assessed and favorable solutions that minimize the lead time can be
selected. Better efﬁciency will be attained, improving the predictability
and transparency of the logistical processes, both in ports and at sea. In
order to obtain a higher accuracy of the results, the costs related to the
operating strategies of the jack-up and transport vessels have to be
investigated in detail.
The contribution presented in this paper relates the development of a
deterministic and a probabilistic approach to consider the operability of
the vessels at sea. In this context, it has been identiﬁed that there is a
Y. Tekle Muhabie et al. Ocean Engineering 149 (2018) 279–290good agreement between the two approaches. However, it has been
demonstrated that the probabilistic approach may slightly underestimate
the completion time of the projects.
The new approach may improve the planning and control of the lo-
gistics processes in the offshore industry, reducing their associated risks.
It was found that the effect of weather signiﬁcantly inﬂuences the total
project lead time. The analysis indicated that the starting month of the
project as well as the number of OWTs to be installed are somehow
related. In this context, for small numbers of OWTs (small wind farms of
less than 45) it is advisable to start in March or early April. On the other
hand, for a large number of OWTs (large wind farms above 45), it is
advisable to start the project in July or split the project into two phases.
The lead time is also affected in a secondary fashion by the type of
installation strategy implemented. In this regard, the single blade (SB)
strategy reduces the lead time on average by 5%–6%.
As the number of OWTs in offshore projects increases and the OWFs
are located farther away from shore, there is a need to develop special-
ized vessels, transfer systems and installation strategies that will reduce
the inﬂuence of rough sea conditions on the installation phases. Further
research might be address including cost KPIs (capex and opex) of the
chartering of main resources.
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