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ABSTRAK 
Asumsi non multikolinieritas dalam regresi linier berganda diperlukan 
agar menghasilkan estimasi parameter yang akurat dan dapat 
diinterpretasi dengan baik. Apabila antara variabel prediktor terdapat 
korelasi yang tinggi menunjukkan bahwa asumsi tersebut tidak 
terpenuhi. Salah satu metode yang dapat digunakan untuk menangani 
multikolinieritas adalah regresi ridge, di mana metode estimasi yang 
digunakan yaitu Maximum Likelihood Estimation (MLE) dan 
Bayesian dengan tujuan mengurangi tingkat multikolinieritas dan 
menghasilkan estimasi parameter yang lebih akurat. Data penelitian 
menggunakan dua data sekunder yaitu data Rata-rata Harapan Sekolah 
pada Kabupaten/ Kota di Jawa Timur tahun 2015 dan Kepadatan 
Penduduk menurut Kecamatan di Kabupaten Tulungagung tahun 
2016. Hasil estimasi parameter dengan MLE terbukti dapat menangani 
multikolinieritas, ditunjukkan dari nilai Variance Inflation Factor 
(VIF) akhir yang kurang dari 10. Jika dilakukan perbandingan antara 
MLE dan Bayesian berdasarkan kriteria kebaikan model maka 
disimpulkan bahwa metode Bayesian lebih baik dalam estimasi 
parameter pada regresi ridge. Kriteria kebaikan model menunjukkan 
nilai R2adj metode Bayesian lebih besar daripada MLE yaitu untuk 
Data 1 sebesar 70.60% sedangkan pada Data 2 sebesar 93.70%, selain 
itu nilai MSE (Mean Square Error), BIC (Bayesian Information 
Criterion) dan AIC (Akaike Information Criterion) menunjukkan nilai 
yang lebih kecil pada metode Bayesian. 




















COMPARISON OF MAXIMUM LIKELIHOOD AND 
BAYESIAN PARAMETER ESTIMATION METHOD ON 
RIDGE REGRESSION 
(Case Study Average School Life Expectancy of City/ Regency in 
East Java in 2015 and Citizen Density in Each District of 
Tulungagung in 2016) 
ABSTRACT 
The assumption of non multicollinierity in multiple linier regression 
is required to produce good interpretation of parameters. A high 
correlation between predictors indicates that the assumption is 
violated. One of methods that can handle multicollinierity is ridge 
regression, where the estimation method used is Maximum Likelihood 
Estimation (MLE) and Bayesian. In this research, we use two 
secondary data, they are Average School Life Expectancy City/ 
Regency in East Java in 2015 and Citizen Density in Each District of 
Tulungagung in 2016. Result of parameter estimation shows that MLE 
can handle multicollinierity with Variance Inflation Factor (VIF) less 
than 10. Comparison between MLE and Bayesian based on goodness 
of fit model shows that Bayesian is better than MLE for parameter 
estimation on ridge regression. It can be shown from goodness of fit 
model, the value of R2adj is bigger than MLE method for Data 1, 
70.60% and Data 2, 93.70%. Additionally, MSE (Mean Square Error), 
BIC (Bayesian Information Criterion), and AIC (Akaike Information 
Criterion) show smaller values for Bayesian method. 
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1.1. Latar Belakang 
Salah satu cara yang dapat digunakan untuk mengetahui 
hubungan antara variabel yang terlibat dalam suatu penelitian adalah 
analisis regresi. Variabel-variabel yang terlibat meliputi variabel 
prediktor dan variabel respon, di mana variabel prediktor menjadi 
faktor yang mempengaruhi variabel respon. Analisis regresi yang 
melibatkan beberapa variabel prediktor (X1, X2, X3, ..., Xp) dan satu 
variabel respon (Y) adalah analisis regresi linier berganda. Penerapan 
analisis regresi dapat digunakan untuk mengetahui hubungan antara 
variabel prediktor dan variabel respon yang bersifat positif maupun 
negatif serta dapat digunakan untuk melakukan estimasi terhadap 
nilai dari variabel respon apabila terjadi kenaikan maupun penurunan 
pada variabel prediktor. 
Terdapat beberapa asumsi yang harus terpenuhi dalam regresi 
linier berganda, yaitu kenormalan galat, kehomogenan ragam galat, 
non autokorelasi dan non multikolinieritas. Non multikolinieritas 
menjadi salah satu asumsi yang sering tidak terpenuhi dalam suatu 
analisis, hal ini dikarenakan variabel prediktor yang terlibat dalam 
suatu penelitian memiliki korelasi yang tinggidengan variabel 
prediktor lainnya. Korelasi  antara beberapa variabel prediktor ini 
menyebabkan estimasi parameter bersifat bias dan nilai ragam 
menjadi besar.  
Menurut Kurtner et al (2004) terdapat beberapa metode dalam 
estimasi parameter pada regresi linier yaitu dengan menggunakan 
Metode Kuadrat Terkecil (MKT) dan Maximum Likelihood 
Estimation (MLE). MKT bekerja dengan cara meminimumkan 
Jumlah Kuadrat Galat (JKG), sedangkan MLE memaksimumkan 
fungsi peluang dari distribusi data sampel. Kedua metode ini 
memiliki hasil yang sama ketika diterapkan untuk mengestimasi 
parameter pada regresi linier sederhana maupun linier berganda. 
Ketika variabel prediktor memiliki korelasi yang tinggi dengan 
variabel prediktor yang lain maka MKT dan MLE kurang tepat untuk 
memperoleh hasil estimasi yang akurat, karena menyebabkan model 
yang terbentuk dari analisis regresi tidak lagi efisien. Hal tersebut 
dapat dilihat dari nilai standard error koefisien regresi menjadi 




















presisi dari estimasi, adanya multikolinieritas memungkinkan 
menghasilkan estimasi koefisien regresi dengan tanda yang salah (di 
mana yang seharusnya positif bisa negatif dan sebaliknya). 
Akibat dari multikolinieritas menyebabkan kurang tepat hasil 
estimasi menggunakan MKT dan MLE, sehingga masalah 
multikolinieritas dapat diatasi dengan beberapa cara, antara lain 
menghilangkan satu atau beberapa variabel yang memiliki tingkat 
korelasi yang sangat tinggi, menambah banyak observasi untuk 
mengurangi korelasi antara variabel prediktor, selain itu juga dapat 
digunakan metode regresi ridge. Metode regresi ridge merupakan 
suatu metode yang memodifikasi matriks 𝑿′𝑿 dengan menambah 
konstanta bias (k) ke dalam diagonal matriks 𝑿′𝑿 sehingga estimasi 
parameter yang dihasilkan dapat menurunkan nilai standard error 
hasil estimasi. Menurut Hestie et al (2008) metode regresi ridge 
digunakan apabila variabel prediktor yang terlibat dalam suatu 
penelitian memiliki korelasi antara variabel prediktor yang satu dan 
variabel prediktor yang lain. Regresi ridge pertama kali 
diperkenalkan oleh Hoerl dan Kennard pada tahun 1970, metode ini 
digunakan untuk menangani kasus multikolinieritas pada data hasil 
pengamatan di mana terdapat korelasi yang tinggi antara variabel 
prediktor. 
Metode estimasi parameter pada regresi ridge dapat 
menggunakan MKT dan MLE yang telah dimodifikasi dengan 
penambahan tetapan bias (k). Penggunaan tetapan bias (k) dapat 
dilakukan dengan beberapa cara yang diperkenalkan oleh Hoerl and 
Kennard (1970); Hoerl, Kennard and Balwin (1975); Lawless and 
Wang (1976), dsb. Selain MKT dan MLE, metode Bayesian dengan 
metode simulasi Markov Chain Monte Carlo (MCMC) juga dapat 
digunakan untuk pendugaan parameter pada regresi ridge. 
Penggunaan metode Bayesian cenderung lebih efisien daripada MKT 
dan MLE karena pada metode Bayesian mempertimbangkan 
informasi distribusi data sampel dan memperhitungkan informasi                              
awal yang disebut distribusi prior, sedangkan pada MKT dan MLE 
dalam estimasi parameter hanya memanfaatkan informasi dari data 
sampel. 
Penelitian terdahulu Abidin (2015) metode Bayesian digunakan 
pada estimasi parameter regresi ridge sebagai langkah penanganan 
multikolinieritas dan menunjukkan bahwa metode Bayesian lebih 




















standard error dari metode Bayesian lebih kecil. Penelitian Effrihan 
(2017) membahas estimasi regresi ridge dengan metode Bayesian 
yang memanfaatkan data bangkitan untuk mengetahui kriteria 
penduga dan menunjukkan bahwa metode Bayesian sangat baik 
digunakan dengan ukuran sampel yang kecil dilihat dari nilai 
standard error, MSE yang lebih kecil dari pada metode MKT, 
namun untuk data dengan observasi yang lebih besar hasil MKT dan 
Bayesian cenderung sama dalam estimasi regresi ridge. Penelitian ini 
membahas mengenai estimasi parameter regresi ridge sebagai 
langkah untuk mengatasi masalah multikolinieritas dengan MLE dan 
metode Bayesian pada dua data yang mengandung multikolinieritas. 
Dalam penelitian ini terdapat asumsi regresi yang tidak terpenuhi 
sehingga metode Bayesian bisa digunakan, karena pada metode 
Bayesian sendiri tidak mempertimbangkan asumsi dalam estimasi 
parameter. Dua data yang mengandung multikolinieritas berasal dari 
pengamatan yang memiliki jumlah amatan yang berbeda, sehingga 
dapat diketahui bagaimana hasil estimasi parameter dari MLE dan 
Bayesian pada regresi ridge. 
 
1.2. Rumusan Masalah 
Berdasarkan latar belakang, permasalahan yang dapat 
dirumuskan pada penelitian ini adalah: 
1. Bagaimana hasil penerapan metode estimasi parameter dengan 
Maximum Likelihood dan Bayesian pada regresi ridge? 
2. Bagaimana perbandingan hasil estimasi parameter antara 
Maximum Likelihood dan Bayesian pada regresi ridge? 
 
1.3. Tujuan Penelitian 
Berdasarkan rumusan masalah yang telah diuraikan pada sub 
bab sebelumnya, maka tujuan dari penelitian ini adalah: 
1. Menerapkan metode estimasi parameter dengan Maximum 
Likelihood dan Bayesian pada regresi ridge. 
2. Membandingkan hasil estimasi parameter antara Maximum 
Likelihood dan Bayesian pada regresi ridge menggunakan R2adj, 
Mean Square Error (MSE), Akaike Information Criterion (AIC), 





















1.4. Batasan Masalah 
Batasan masalah yang ditetapkan pada penelitian ini adalah: 
1. Penelitian bertujuan untuk menangani masalah asumsi non 
multikolinieritas yang tidak terpenuhi. 
2. Menggunakan distribusi data normal sebagai penyusun 
distribusi prior dan posterior. 
 
1.5. Manfaat Penelitian 
Manfaat yang diharapkan dari penelitian ini adalah dapat 
memberikan informasi mengenai penerapan metode estimasi 

























2.1. Analisis Regresi Linier Berganda 
Analisis regresi linier terbagi menjadi dua, yaitu analisis regresi 
linier sederhana dan analisis regresi linier berganda. Analisis regresi 
linier sederhana adalah analisis yang melibatkan satu variabel 
prediktor dan satu variabel respon, sedangkan analisis regresi linier 
berganda adalah analisis regresi yang melibatkan beberapa variabel 
prediktor dan satu variabel respon. Analisis regresi linier memiliki 
beberapa asumsi yang harus dipenuhi yaitu kenormalan galat, 
kehomogenan ragam galat, non autokorelasi dan non multikolinieritas 
(Wathen et al, 2014). 
Model dikatakan linier apabila parameter bersifat linier atau 
pangkat tertinggi dari parameter adalah satu (Draper dan Smith, 1992). 
Hubungan antara variabel-variabel dalam analisis regresi linier dapat 
dirumuskan dalam sebuah persamaan. Menurut Pramoedyo (2013) 
rumusan hubungan variabel yang terlibat dalam analisis regresi linier 
dapat dilihat pada persamaan (2.1): 
0 1 1 2 2       ...    i i i p ip iy X X X           (2.1) 
di mana: 
yi :   variabel respon pada nilai pengamatan ke-i 
β0  :  titik perpotongan antara suatu garis regresi dengan 
sumbu y (intersep) 
β1, ..., βp :  koefisien regresi untuk setiap variabel prediktor ke-p 
Xip  :  nilai pengamatan ke-i pada variabel prediktor ke-p 
εi :  galat pada pengamatan ke-i 
n :  banyak pengamatan 
p :  banyak variabel prediktor  
i :  1, 2, ..., n 
j :  1, 2, ..., p 
 
2.2. Asumsi Klasik Regresi Linier Berganda 
2.2.1. Normalitas Galat 
Salah satu asumsi yang harus terpenuhi dalam analisis regresi 
linier adalah asumsi normalitas galat, di mana galat (εi) yang 
merupakan variabel acak yang berdistribusi normal dengan nilai 





















Hipotesis yang digunakan dalam pengujian asumsi normalitas 
galat adalah: 
H0: 𝜀 ~ 𝑁 (𝜇, 𝜎2) vs 
H1: 𝜀 ≁  𝑁 (𝜇, 𝜎2) 
Pengujian asumsi normalitas galat salah satunya dapat 
menggunakan statistik uji Kolmogorov Smirnov (Pramoedyo, 2013). 
   0maksimum ; 1,2,...,i n iD F X S X i n    (2.2) 
Kriteria pengambilan keputusan terima H0 apabila (D < Dα) 
yang berarti  nilai statistik uji D kurang dari nilai D pada titik kritis 
dengan nilai taraf nyata (α) tertentu, sehingga dapat diambil keputusan 
bahwa galat berdistribusi normal. 
 
2.2.2. Homogenitas Ragam Galat 
Asumsi kehomogenan ragam galat menunjukkan bahwa seiring 
meningkatnya rata-rata maka ragam seharusnya tetap konstan, tetapi 
terdapat kemungkinan  semakin naik nilai rata-rata menyebabkan nilai 
ragam juga naik, sehingga perlu dilakukan pengujian asumsi 
kehomogenan ragam galat. Pengujian asumsi dilakukan agar hasil 
penduga yang diperoleh efisien. 
Menurut Gujarati (2010) pengujian kehomogenan ragam galat 
bisa dilakukan dengan statistik uji Breusch Pagan dengan hipotesis 
sebagai berikut: 
H0: 𝛼0  =  𝛼1  = . . . =  𝛼𝑝 vs 
H1: 𝛼0  ≠  𝛼1  ≠ . . . ≠  𝛼𝑝 
Statistik uji Breusch Pagan dapat dilihat pada persamaan (2.3): 
2LM nR  (2.3) 
Kriteria pengambilan keputusan terima H0 apabila nilai statistik 
uji LM < 𝜒2(𝛼/2,𝑝) yang berarti bahwa asumsi kehomogenan ragam 
galat terpenuhi. 
 
2.2.3. Non Autokorelasi 
Pengujian asumsi non autokorelasi bertujuan untuk mengetahui 
pada beberapa pengamatan memiliki galat yang saling berkorelasi atau 
tidak. Jika terjadi kovarian dan korelasi antar galat tidak sama dengan 
nol, maka hal ini dapat dikatakan sebagai pelanggaran asumsi. Metode 
pengujian asumsi non-autokorelasi dapat dilakukan dengan metode 




















H0: 𝜌 =  0 vs 
H1: 𝜌 ≠  0 
Statistik uji yang digunakan dalam metode Durbin Watson 























𝜀?̂?     : nilai galat pada pengamatan ke-i 
𝜀?̂?−1 : nilai galat pada pengamatan sebelumnya yaitu ke-(i-1) 
Kriteria dalam pengambilan keputusan pada statistik uji Durbin 
Watson dapat dilihat pada Tabel 2.1: 
Tabel 2.1 Kriteria Pengambilan Keputusan Statistik Uji Durbin 
Watson 






















Terima H0 du < d < 4-du 
 
2.2.4. Non Multikolinieritas 
Salah satu asumsi yang harus terpenuhi dalam analisis regresi 
linier yaitu asumsi non multikolinieritas, di mana asumsi non 
multikolinieritas menyatakan bahwa antara variabel prediktor dalam 
suatu model yang dihasilkan harus bersifat saling bebas satu sama lain. 
Variabel prediktor yang berhubungan atau berkorelasi antara satu 
dengan yang lain menyebabkan kesulitan untuk mengambil 
kesimpulan mengenai masing-masing koefisien regresi beserta 
pengaruhnya terhadap variabel respon, selain itu hubungan antara 





















Untuk mengetahui antar variabel prediktor memiliki korelasi 
atau tidak, maka salah satu cara mendeteksinya dapat dilakukan 
dengan melihat nilai Variance Inflation Factor (VIF). VIF merupakan 
ukuran keragaman total dari salah satu variabel yang dapat dijelaskan 















2: koefisien determinasi dari regresi antara variabel prediktor ke-j 
dengan semua variabel prediktor yang lain. 
Koefisien determinasi diperoleh dengan dari hasil metode 
auxiliary regression yaitu dengan meregresikan masing-masing 
variabel prediktor dengan variabel prediktor yang lain. Prinsip dari 
penggunaan metode auxiliary regression adalah salah satu variabel 
prediktor berperan sebagai variabel respon dan variabel lainnya 
berperan sebagai variabel prediktor, kondisi ini diulang sampai semua 
variabel prediktor yang terlibat menjadi variabel respon secara 
bergantian. Rumus koefisien determinasi yang dihasilkan dapat dilihat 





    (2.6) 
Jika nilai VIF lebih dari 10 sudah cukup bukti untuk menyatakan 
bahwa terjadi multikolinieritas pada data yang akan diteliti (Wathen 
et al, 2014). 
 
2.3. Estimasi  Parameter Regresi Linier Berganda 
Maximum Likelihood Estimation (MLE) dapat digunakan 
sebagai metode untuk mengestimasi nilai koefisien regresi pada 
regresi linier berganda (Pramoedyo, 2013). Persamaan (2.7) 































Menurut Kurtner et al (2004) persamaan (2.1) dapat 
dirumuskan dalam bentuk persamaan matriks sebagai berikut: 
y = X β + ε  (2.8) 
di mana: 
X : matriks yang berisi angka 1 digabung dengan p variabel  
prediktor sebagai kolom dengan n buah observasi sebagai 
baris berdimensi 𝒏 × (𝒑 + 𝟏)  
y :  variabel respon yang dibentuk dalam vektor kolom dengan n 
buah observasi berdimensi (𝒏 ×  𝟏) 
𝛃 : vektor koefisien regresi sebanyak p+1 variabel 
berdimensi (𝒑 + 𝟏) × 𝟏 
ε :  vektor galat berdimensi (𝒏 ×  𝟏) 
Persamaan (2.8) dapat dijabarkan dalam bentuk matriks sebagai 
berikut: 
011 12 11 1
121 22 22 2
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 (2.9) 
Estimasi bagi koefisien regresi dengan MLE diperoleh dengan 
memaksimumkan peluang distribusi data sampel, dalam persamaan 
matriks dinyatakan sebagai berikut: 
ε = y - Xβ  (2.10) 
Prinsip dasar dalam pembentukan MLE yaitu dengan 
memaksimumkan fungsi peluang dari distribusi data sampel. 
Persamaan fungsi likelihood dinyatakan sebagai berikut: 
   1 2, , , ( , )PL L f y        (2.11) 
Jika semua peluang sampel diambil, maka θ merupakan fungsi 
dari y dan merupakan variabel acak itu sendiri, berdasarkan penjelasan 
tersebut dapat disimpulkan bahwa hal ini merupakan estimasi dengan 
MLE dari θ. Berikut merupakan bentuk perkalian fungsi likelihood : 





























Pembentukan fungsi likelihood pada regresi linier berganda 
bergantung pada distribusi data sampel. Variabel acak yi dengan 
distribusi data sampel normal dimana rata-rata (𝜇) dan ragam (𝜎2) 
maka fungsi kepekatan peluang distribusi data sampel dapat ditulis 
sebagai berikut: 
































Asumsi normalitas menyatakan bahwa (𝜀𝑖) memiliki distribusi 
normal dengan rata-rata (0) dan ragam (𝜎2), sehingga  𝜀𝑖~ 𝑁(0, 𝜎
2) 
































Berikut fungsi kepekatan peluang untuk pembentukan fungsi 
likelihood pada regresi linier berganda sebagai berikut: 
 
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y - Xβ y - Xβ
 
 (2.12) 
Menurut Kurtner et al (2004) penentuan fungsi likelihood pada 
regresi linier berganda adalah sebagai berikut: 
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y - Xβ y - Xβ  (2.13) 
Fungsi likelihood pada persamaan (2.13) selanjutnya diubah 
dalam bentuk ln fungsi likelihood sebagai berikut: 
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ln L y x ln ln   

    y - Xβ ' y - Xβ  (2.14) 
Persamaan (2.14) digunakan untuk membentuk persamaan 
normal di mana turunan pertama terhadap 𝛽 sama dengan nol, 
sehingga diperoleh hasil estimasi parameter dengan MLE untuk 


































' 'β = X X XY  (2.15) 
 
2.4. Multikolinieritas 
Multikolinieritas terjadi apabila sebagian variabel prediktor 
maupun seluruh variabel prediktor pada suatu penelitian mengalami 
korelasi atau terdapat hubungan linier.  
2.4.1. Akibat Multikolinieritas 
Tidak terpenuhinya asumsi non multikolinieritas menyebabkan 




















beberapa akibat dari pelanggaran asumsi multtikolinieritas pada suatu 
penelitian: 
1. Hasil estimasi dengan MLE menyebabkan ragam menjadi lebih 
besar. 
2. Selang kepercayaan cenderung menjadi lebih besar karena nilai 
standard error yang besar, sehingga besar kemungkinan 
keputusan yang diperoleh adalah terima H0. 
3. Statistik uji t tidak menunjukkan keputusan yang signifikan, hal 
ini dikarenakan nilai standard error yang besar. Berikut 











Apabila nilai standard error besar maka nilai statistik uji t yang 
dihasilkan akan bernilai kecil. Ketika nilai statistik uji t bernilai 
kecil dan dibandingkan dengan nilai titik kritis maka besar 
kemungkinan keputusan yang dihasilkan adalah terima H0. 
4. Hasil koefisien determinasi (R2) sangat tinggi, namun nilai 
statistik uji t tidak memberikan keputusan yang signifikan. 
 
2.4.2. Mengatasi Multikolinieritas 
Beberapa cara yang dapat dilakukan untuk mengatasi masalah 
multikolinieritas menurut Draper dan Smith (1992): 
1. Menambah banyak sampel 
Penambahan sampel baru memungkinkan dapat mengatasi 
masalah multikolinieritas. 
2. Membuang satu variabel prediktor 
Ketika terjadi masalah multikolinieritas pasti terdapat satu atau 
beberapa variabel prediktor yang berperan besar dalam 
menyebabkan hubungan linier antar variabel tersebut. Salah 
satu langkah yang dapat dilakukan yaitu dengan membuang 
satu variabel prediktor yang memiliki peran besar dalam 
menyumbang multikolinieritas tersebut. 
3. Regresi Ridge 
Sesuai dengan pembahasan yang dilakukan pada penelitian ini, 
maka salah satu cara yang dapat digunakan dalam menangani 
masalah multikolinieritas adalah dengan regresi ridge. Regresi 
ridge bekerja dengan memodifikasi matriks X’X berupa 




















2.5. Regresi Ridge 
Regresi ridge dapat digunakan dalam penanganan masalah 
asumsi non multikolinieritas yang tidak terpenuhi, di mana terdapat 
korelasi yang tinggi antara variabel prediktor di dalam model sehingga 
menyababkan matriks 𝑿′𝑿 hampir singular dan hasil estimasi 
parameter menjadi kurang tepat. Metode estimasi parameter regresi 
ridge dapat menggunakan MLE dengan penambahan tetapan bias (k) 
sehingga koefisien menyusut mendekati nol. Menurut Draper dan 
Smith (1992) regresi ridge menghasilkan estimasi yang lebih baik 
daripada MLE karena menghasilkan Kuadrat Tengah Galat (KTG) 
yang cenderung lebih kecil. Kurtner et al (2004) menyatakan bahwa 
jika nilai (k) bernilai lebih dari nol maka koefisien regresi ridge 
bersifat bias, namun cenderung lebh stabil daripada metode estimasi 
dengan MLE. 
Model regresi ridge diperoleh dengan melakukan pembakuan 
pada variabel respon dan variabel prediktor. Menurut Kurtner et al 












   
    (2.16) 
di mana: 
𝑦   : rata-rata variabel respon 















𝑥𝑗  : rata-rata variabel prediktor ke-j 
𝑆𝑥  : simpangan baku dari variabel prediktor 
Setelah melakukan standarisasi variabel respon dan variabel 
prediktor maka diperoleh model regresi ridge sebagai berikut: 
1 2
* * * *
1 2   i i ipiy px x xZ ZZ Z        
Sehingga diperoleh model estimasi parameter pada regresi 
ridge seperti pada persamaan (2.18): 
?̂?𝑦𝑖 = ?̂?1
∗ 𝑍𝑥𝑖1 + ?̂?2
∗ 𝑍𝑥𝑖2 + ⋯ + ?̂?𝑝























2.5.1. Pemilihan Tetapan Bias (k) pada Regresi Ridge 
Tetapan bias (k) dalam regresi ridge menentukan besarnya hasil 
estimasi pada regresi ridge. Nilai (k) merupakan tetapan bias pada 
regresi ridge dengan nilai relatif kecil yang ditambahkan pada 
diagonal utama matriks 𝒁′𝒁. Jika k bernilai nol maka ?̂?𝒛= ?̂?, di mana 
?̂?𝒛 merupakan hasil estimasi parameter dengan MLE pada regresi 
ridge sedangkan ?̂? merupakan hasil estimasi parameter dengan MLE 
pada regresi linier berganda (Kurtner et al, 2004). Ketika nilai (k) > 0 
koefisien regresi ridge cenderung bias namun lebih stabil daripada 
metode kuadrat terkecil secara umum. Menurut Rashwan (2011), 
terdapat beberapa metode dalam penentuan nilai (k). Salah satu 
metode tersebut dikemukakan oleh Hoerl, Kennard dan Baldwin 
(1975) yang lebih dikenal dengan metode HKB, di mana dalam 











p : banyak variabel prediktor 
 ?̂?2 : kuadrat tengah galat hasil dari MLE regresi linier berganda 
?̂?     : vektor estimasi parameter dengan MLE regresi linier berganda 
 
2.5.2. Estimasi Parameter Regresi Ridge dengan MLE 
Metode estimasi parameter pada regresi ridge salah satunya 
dengan menggunakan MLE, karena regresi ridge merupakan regresi 
linier berganda dengan penambahan nilai (k) dalam metode estimasi 
parameter sehingga hasil estimasi parameter hampir serupa dengan 
regresi linier berganda dengan metode estimasi MLE maupun MKT 
tanpa penambahan nilai (k). 
Menurut Kurtner et al (2004) pada persamaan (2.13) dapat 
digunakan sebagai acuan dalam menentukan fungsi likelihood pada 
regresi ridge sebagai berikut: 
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 (2.20) 
Berikut merupakan bentuk ln fungsi likelihood dari persamaan 
(2.20). 
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 Bentuk ln fungsi likelihood digunakan untuk membentuk 
persamaan normal di mana turunan pertama terhadap 𝛽 sama dengan 
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?̂?∗ = (𝒁′𝒁 + 𝑘𝐈)−1(𝒁′𝒁𝒚) (2.21) 
 
 
2.5.3. Pemeriksaan Multikolinieritas 
Hasil estimasi parameter menggunakan regresi ridge 
menyebabkan nilai VIF menjadi lebih kecil, sehingga menunjukkan 
hasil estimasi yang sudah bebas dari multikolinieritas. Berikut pada 
persamaan (2.22) merupakan persamaan untuk memeriksa nilai VIF 
setelah dilakukan estimasi parameter menggunakan regresi ridge 
(Kurtner et al, 2004): 





















2.5.4. Transformasi Balik Model Regresi Ridge 
Setelah diperoleh hasil estimasi regresi ridge ?̂?∗ maka 
dikembalikan pada model awal persamaan regresi untuk mendapatkan 
parameter regresi yang sudah bebas dari multikolinieritas (Kurtner et 
al, 2004). Berikut persamaan yang digunakan untuk mengembalikan 
parameter menjadi bentuk model regresi awal seperti pada persamaan 
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2.6. Metode Bayesian Pada Regresi Ridge 
Metode Bayesian merupakan suatu metode yang dapat 
menggabungkan antara distribusi prior dan informasi dari data sampel 
sehingga diperoleh distribusi posterior, sedangkan distribusi posterior 
digunakan untuk memperbarui distribusi prior dari data sampel 
tersebut (Pereira, 1999). 
Metode Bayesian dapat digunakan sebagai salah satu metode 
dalam estimasi parameter. Metode Bayesian menggunakan peluang 
distribusi dalam mengestimasi parameter. Menurut Walpole (1995), 
metode Bayesian adalah suatu metode yang memanfaatkan data 
sampel dari suatu populasi dengan mempertimbangkan suatu 
distribusi awal. Jika dikaitkan dengan pendugaan parameter pada 
regresi ridge maka erat kaitannya dengan metode Bayesian pada 
regresi linier. Metode Bayesian pada regresi linier mengasumsikan 
bahwa parameter 𝛽 dan 𝜎2 sebagai variabel yang bersifat acakdan 
memiliki suatu distribusi, di mana variabel X dan Y bersifat fixed atau 
sudah ditetapkan. 
 
2.6.1. Distribusi Prior dan Posterior 
Berdasarkan metode Bayesian parameter diperlakukan sebagai 
variabel acak yang memiliki distribusi, yaitu distribusi prior. 
Distribusi prior merupakan informasi awal yang digunakan dalam 
membentuk distribusi posterior. Distribusi prior yang dapat diterapkan 
pada regresi ridge salah satunya adalah distribusi prior yang 




















Menurut Box dan Tiao (1973) terdapat dua jenis distribusi prior 
yang berdasarkan pola distribusi data sampel, yaitu: 
a. Conjugate prior, merupakan distribusi prior dengan pola yang 
bergantung pada pembentukan fungsi likelihood. 
b. Non Conjugate prior, merupakan prior dengan tidak 
bergantung pada pembentukan fungsi likelihood. 
Metode Bayesian merupakan dasar dari statistika inferensia. 
Dalam teorema Bayesian menyatakan bahwa distribusi peluang untuk 
θ posterior data y adalah perkalian disribusi θ prior dari data sampel 
dan fungsi likelihood untuk θ yang dihasilkan dari sampel. Fungsi 
peluang bersyarat bagi θ jika nilai pengamatan y diketahui disebut 










   (2.25) 
Persamaan (2.26) berarti bahwa fungsi peluang bersyarat satu 
variabel acak (θ) jika diketahui nilai variabel random yang kedua 
adalah fungsi peluang bersama dua variabel acak tersebut (𝑓(𝜃, 𝑦)) 
dibagi dengan fungsi peluang marginal variabel acak kedua.  
    , | ( )f y f y f    (2.26) 
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Dari persamaan (2.27) dan (2.28) maka dapat ditulis persamaan 
posterior bagi variabel acak yang bersifat kontinyu, persamaan 
posterior sebagai berikut: 
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di mana: 
𝑓(𝜃|𝑦) : distribusi posterior 
𝑓(𝑦|𝜃) : fungsi likelihood data sampel 
𝑓(𝜃)    : distribusi prior 




















𝜃           : parameter 
Regresi ridge berhubungan erat dengan metode Bayesian pada 
regresi linier, sehingga dalam penentuan distribusi prior dan posterior 
mengacu pada regresi linier dengan data yang berdistribusi normal. 
Metode Bayesian pada regresi linier mengasumsikan parameter 𝛽 dan 
𝜎2 sebagai variabel acak di mana variabel X dan Y sudah ditetapkan. 
Fungsi prior conjugate diterapkan dalam penelitian ini, di mana dalam 
penentuan prior berdasarkan distribusi likelihood yang digunakan. 
Nilai dari tiap parameter diperoleh sesuai dengan hasil pendugaan 
menggunakan metode MLE.  
Menurut Greenberg (2008) conjugate prior menggunakan dua 
distribusi yang berbeda dalam keluarga yang sama ketika memiliki 
bentuk yang sama dan parameter yang berbeda. Sesuai dengan fungsi 
likelihood yang memanfaatkan distribusi normal, sehingga conjugate 
prior yang dapat digunakan untuk parameter yaitu distribusi normal-
inverse gamma. Di mana prior untuk βz|σ2 berdistribusi normal 
sedangkan untuk σ2 berdistribusi inverse gamma (IG). 
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0 0, , ,α  0 0β B  diasumsikan diketahui. Dalam 
menentukan nilai dari parameter diatas dengan memanfaatkan 
distribusi conjugate prior dan beberapa komponen penyusun distribusi 
prosterior. Pembentukan distribusi posterior seperti pada persamaan 
(2.29): 
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 Persamaan (2.29) dapat disederhanakan dalam bentuk sebagai berikut: 
   
2 * *
* 2 * 1 *
12 2
1 1
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(2.30) 
(Greenberg, 2008)
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Berdasarkan persamaan (2.30) maka diketahui bahwa unsur 
pertama persamaan tersebut merupakan fungsi kepekatan peluang 
untuk p-dimensi distribusi normal di mana 
2, ( , )N * 1ββ B  dan unsur 
kedua persamaan tersebut merupakan fungsi kepekatan peluang 
inverse gamma untuk 






sehingga fungsi kepekatan 
peluang dari 
2 adalah sebagai berikut: 







   
(2.31) 
Distribusi posterior marginal untuk β* dapat diperoleh dengan 
melakukan integral pada distribusi posterior f (β*, σ2| Zy) terhadap σ
2. 
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di mana: 
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2.6.2. Markov Chain Monte Carlo (MCMC) 
MCMC suatu metode yang digunakan untuk melakukan 
simulasi terhadap data sampel. Metode simulasi MCMC akan 
menghasilkan data sampel dari suatu distribusi tertentu yang             
cara kerjanya menggunakan sifat dari rantai Markov yang digunakan 
untuk mendapatkan distribusi posterior pada suatu metode Bayesian 
secara akurat (Ntzoufras, 2009). Metode iterasi dengan MCMC 
memberikan hasil yang tergantung dengan hasil iterasi sebelumnya. 
MCMC merupakan suatu proses stokastik yang dapat membentuk 
suatu persamaan sebagai berikut: 
         1 1
( | , , ) ( | )
t t T t t
f f    
 
   (2.33) 
Distribusi posterior 𝑓(𝜃|𝑦) diperoleh dengan membangkitkan 
dua sifat rantai markov 𝑓(𝜃(𝑡+1)|𝜃(𝑡)). Berdasarkan sifat tersebut, 
maka simulasi MCMC dapat diterapkan ada regresi ridge dengan 
langkah sebagai berikut (Ntzoufras, 2009): 
1. Menentukan nilai awal  
0
2,*β . 
2. Pembangkitan data sampel sebanyak T sampai kesetimbangan 




















3. Pemeriksaan konvergensi, jika belum diperoleh hasil yang 
menunjukkan konvergensi terpenuhi maka langkah pertama 
diulangi dengan penambahan banyak pengamatan. 
4. Sebanyak 𝑩 pengamatan awal dibuang. 
5. Menganggap       
( 1) ( 2) ( )




* * *β β β  sebagai 
data sampel untuk distribusi posterior. 
6. Memperoleh ringkasan dari distribusi posterior. 
Metode MCMC memanfaatkan suatu algoritma yaitu algoritma 
Gibbs Sampling. Algoritma Gibbs Sampling merupakan suatu metode 
yang menggunakan distribusi bersyarat penuh yang digabungkan 
dengan distribusi posterior 𝑓(𝜃|𝑦). Langkah-langkah dalam simulasi 
MCMC dengan menggunakan algoritma Gibbs Sampling adalah 
sebagai berikut (Ntzoufras, 2009): 
1. Menentukan nilai awal  
0
2,*β .  
2. Di mana t = 1, ..., T, maka langkah dalam pembangkitan sampel 
dengan melakukan pengulangan sebagai berikut: 
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c. Menyusun (𝜷∗, 𝜎2)(𝑡) dan menyimpan sebagai kumpulan nilai 





















Output yang dihasilkan dari algoritma Gibbs Sampling 
merupakan sampel acak  yang dapat disusun pada persamaan 
sebagai berikut:  
       1 2 3* 2 * 2 * 2 * 2( , ) ,( , ) ,( , ) , , ( , )
T
   β β β β   
Untuk semua sampel fungsi G(𝜷𝒛, 𝜎2) dengan parameter 
(𝜷𝒛, 𝜎2), maka diperoleh hasil sebagai berikut: 
1. Sampel dari parameter. 
       
*
1 2* 2 * 2 * 2 2(( , ) , (( , ) ,..., (( , ) , , ) ( ),) ( ))
t T
G G G G    *β β β β  
 
(2.34) 
2. Ringkasan posterior berupa rata-rata dan standar deviasi untuk 
G((𝛃∗, 𝜎2)) dari sampel dengan menggunakan penduga sampel. 
3. Perhitungan dan pemeriksaan korelasi antar parameter. 
4. Plot dari distribusi marginal posterior. 
 
2.7. Pemeriksaan Konvergensi 
Tujuan dari pemeriksaan konvergensi yaitu untuk mengetahui 
pencapaian distribusi sampel dari algoritma yang digunakan pada 
proses simulasi. Apabila kondisi konvergen sudah tercapai maka 
sampel yang dihasilkan sesuai dengan distribusi target yaitu distribusi 
posterior. Menurut Ntzoufras (2009), terdapat beberapa metode dalam 
memeriksa konvergensi suatu simulasi sampel, yaitu menggunakan 
trace plot, autocorrelation function dan MC Error. 
1. Trace Plot 
Trace plot merupakan plot hasil iterasi terhadap nilai yang 
dibangkitkan. Konvergensi MCMC dikatakan terpenuhi apabila hasil 
trace plot tidak membentuk suatu pola tertentu. Jika tidak konvergen 
maka banyak iterasi perlu ditingkatkan. 
2. Autocorrelation Function (ACF) 
Apabila terdapat korelasi yag signifikan antar pengamatan secara 
berurutan, maka pengamatan hasil simulasi belum mencapai distribusi 
yang diinginkan. Plot ACF dapat dikatakan konvergen apabila lag 
pertama mendekati satu dan lag selanjutnya terus menurun menuju 
nol. 
3. MC Error 
Perhitungan MC Error dibagi menjadi K batch, apabila nilai MC 
Error kurang dari 1% simpangan baku maka kondisi konvergen 




















yaitu dengan menghitung rata-rata pengamatan hasil simulasi setiap 
batch dengan persamaan sebagai berikut: 







Setelah diperoleh nilai rata-rata pengamatan setiap batch maka 
dilakukan perhitungan rata-rata secara umum dari seluruh batch 
menggunakan persamaan berikut: 













Dari kedua rata-rata tersebut digunakan dalam perhitungan MC 




∑ (𝐺(𝜃)𝑏̅̅ ̅̅ ̅̅ ̅̅ − 𝐺(𝜃)̅̅ ̅̅ ̅̅ )
2𝐾
𝑏=1   (2.35) 
di mana: 
K : banyak batch 
v : banyak pengamatan pada setiap batch 
b : indeks banyak batch; b=1, ..., K 
t : indeks banyak iterasi; t=1, ..., T’ 
𝐺(𝜃)𝑏̅̅ ̅̅ ̅̅ ̅̅     : rata-rata pengamatan setiap batch 
𝐺(𝜃)̅̅ ̅̅ ̅̅      : rata-rata umum untuk seluruh batch 
 
2.8. Pengujian Signifikansi Parameter  
Pengujian parameter dilakukan setelah melakukan pendugaan 
parameter, karena dengan melakukan pengujian parameter dapat 
diketahui variabel prediktor yang terlibat dalam suatu model 
berpengaruh terhadap variabel respon atau tidak. Dalam analisis 
regresi linier berganda pengujian parameter dapat dilakukan secara 
simultan dan parsial. 
2.8.1. Regresi Ridge 
1. Pengujian parameter secara simultan 
Pengujian parameter secara simultan pada dasarnya 
menunjukkan apakah semua variabel prediktor yang dimasukkan 
dalam model mempunyai pengaruh secara bersama-sama terhadap 
variabel respon. Hipotesis yang melandasi pengujian parameter 






















H0: 𝛽0  =  𝛽1 =  𝛽2  = . . . = 𝛽𝑝  =  0 vs 
H1: ∃ 𝛽𝑗 ≠ 0  
Uji simultan pada parameter dapat dilihat melalui tabel ANOVA 
(Analysis of Variance) seperti pada Tabel 2.2.: 
Tabel 2.2. ANOVA (Analysis of Variance) 
SK Db JK KT Fhit 
Regresi p-1 JKR =  ?̂?′𝐗′𝐘 − (
𝟏
𝒏














Total n-1 JKT =  𝐘′𝐘 − (
𝟏
𝒏
) 𝐘′𝐉𝐘  
di mana: 
J = matriks berisi angka 1 dengan ukuran (𝑛 × 𝑛) 
Kriteria hasil pengujian parameter secara simultan tolak H0 
apabila nilai dari statistik uji F > 
/2( ); 1, p n pF   .Jika H0 ditolak berarti 
paling sedikit ada satu variabel prediktor yang berpengaruh secara 
nyata terhadap variabel respon. Sebaliknya, jika H0 diterima berarti 
secara bersama-sama variabel prediktor tidak ada yang berpengaruh 
secara nyata terhadap variabel respon (Wathen et al, 2014). 
 
2. Pengujian parameter secara parsial 
Pengujian parameter secara parsial pada dasarnya menunjukkan 
signifikansi dari masing-masing variabel prediktor yang terlibat dalam 
model. Hipotesis yang melandasi pengujian parameter secara parsial 
adalah sebagai berikut: 
H0: 𝛽𝑗  =  0 vs 
H1: 𝛽𝑗  ≠  0 
Statistik uji yang digunakan dalam pengujian parameter secara 

































j : 1, 2, ..., p 
?̂?𝑗 : estimasi parameter βj 
𝑠𝑒(?̂?𝑗) :  standard error estimasi parameter βj
𝑘
 
𝑠𝑒(?̂?𝑗) = √𝑣𝑎𝑟(?̂?𝑗) 




 Kriteria hasil pengujian parameter secara parsial tolak H0 apabila 
nilai dari statistik uji |𝑡| > tα/2, n-p-1 yang berarti variabel prediktor 
secara individu berpengaruh secara nyata terhadap variabel respon. 
Sebalinya, jika H0 diterima berarti variabel prediktor secara individu 




Pengujian ketepatan model hasil estimasi pada metode bayesian 
menggunakan Credible Interval (CI) (Carlin dan Louis, 2009). 
Penggunaan CI 95% menunjukkan nilai batas bawah percentiles 2,5% 
dan nilai batas atas percentiles 97,5% dari nilai hasil bangkitan 
distribusi posterior.  
Parameter dikatakan berpengaruh secara signifikan apabila 
selang kepercayaan tidak melewati nilai nol, sebaliknya apabila nilai 
estimasi parameter memiliki selang yang mengandung nol maka tidak 
berpengaruh secara signifikan terhadap variabel respon. 
 
2.9. Kriteria Kebaikan Model   
1. R2adj 
Koefisien determinasi digunakan untuk mengukur nilai 
keragaman total variabel respon yang dapat dijelakan oleh variabel 
prediktor (Hestie et al, 2013). Sebelum melakukan perhitungan 
koefisien determinasi yang terkoreksi (R2adj) maka perlu diketahui 
nilai koefisien determinasi terlebih dahulu yang dilambangkan 
dengan R2. Nilai R2 berkisar antara nol dan satu, jika bernilai 
mendekati nol maka dapat dikatakan bahwa variabel prediktor 





























    
 
di mana: 
JKRz : jumlah kuadrat regresi hasil regresi ridge 
JKTz : jumlah kuadrat total hasil regresi ridge 
JKGz : jumlah kuadrat galat hasil regesi ridge 
Semakin bertambah jumlah variabel prediktor maka akan 
menyebabkan nilai R2 menjadi besar, sehingga diperlukan 
penyesuaian agar hal ini tidak terjadi. Menurut Hestie et al (2013) 
maka digunakan 𝑅𝐴𝑑𝑗𝑢𝑠𝑡𝑒𝑑
2 , berikut persamaan yang digunakan: 
















2. Mean Square Error (MSE) 
MSE dapat digunakan untuk melihat kebaikan model, semakin 
kecil nilai MSE suatu hasil estimasi parameter maka dapat 











3. Bayesian Information Criterion (BIC) 
Kriteria penggunaan BIC sesuai dengan fungsi ln-likelihood 
dan kompleksitas model diukur dengan jumlah parameter yang 
digunakan oleh model. Menurut Chatterjee dan Hadi (2012) 
berikut persamaan untuk mencari nilai BIC pada regresi ridge: 
























4. Akaike Information Criterion (AIC) 
AIC digunakan untuk merepresentasikan kriteria kebaikan 
model yang berlandaskan estimasi parameter dengan fungsi 
likelihood. Menurut Chatterjee dan Hadi (2012) berikut persamaan 
untuk mencari nilai AIC pada regresi ridge: 
 ln ln 2zAIC n JKG n n p    (2.40) 
  
2.10. Tinjauan Non Statisika 
2.10.1. Rata-rata Harapan Sekolah 
Rata-rata Harapan Sekolah (RHS) digunakan sebagai salah 
satu indikator dalam melihat tingkat pendidikan suatu daerah. RHS 
merupakan lama sekolah (dalam tahun) yang diharapkan akan 
dirasakan oleh anak pada umur tertentu di masa mendatang. RHS 
dihitung untuk penduduk berusia 7 tahun ke atas dan dapat digunakan 
untuk mengetahui kondisi pembangunan sistem pendidikan pada 
berbagai jenjang yang ditunjukkan dalam bentuk lama pendidikan 
(dalam tahun) yang diharapkan dapat dicapai oleh setiap anak. 
Semakin besar RHS maka tingkat pendidikan suatu daerah tersebut 
juga semakin tinggi. 
Beberapa faktor yang mempengaruhi RHS antara lain: 
a. Rata-rata Lama Sekolah (RLS) 
Kualitas pendidikan setiap daerah berbeda-beda, karena setiap 
penduduk dalam mengenyam pendidikan formal pastilah memiliki 
rentang waktu yang berbeda. Rata-rata lama sekolah dapat digunakan 
untuk mengetahui jumlah tahun yang digunakan oleh penduduk dalam 
menjalani pendidikan formal. Berikut rumusan untuk menghitung 










   
di mana: 
P15+ : jumlah penduduk berusia 15 tahun ke atas 
LSPi : lama sekolah Penduduk ke-i 
Angka RLS yang tinggi menunjukkan jenjang pendidikan yang 
pernah/ sedang dijalani oleh seseorang, sehingga jika semakin tinggi 
nilai RLS mengindikasikan semakin tinggi jenjang pendidikan yang 






















b. Angka Partisipasi Murni (APM) 
APM merupakan presentase jumlah anak pada usia sekolah 
tertentu yang sedang bersekolah pada jenjang pendidikan yang sesuai 
dengan usianya. Kegunaan APM sendiri adalah untuk mengukur 
proporsi anak yang bersekolah tepat waktu. Perhitungan APM sebagai 
berikut: 
 APM SD =
Jumlah murid SD usia 7−12 tahun
Jumlah penduduk usia 7−12 tahun
× 100% 
 APM SMP =
Jumlah murid SMP usia 13−15 tahun
Jumlah penduduk usia 13−15 tahun
× 100% 
 APM SMA =
Jumlah murid SMA usia 16−18 tahun
Jumlah penduduk usia 16−18 tahun
× 100% 
Sebagai indikator daya serap sistem pendidikan terhadap 
penduduk usia sekolah, maka ketika APM mendekati angka 100 dapat 
dikatakan bahwa seluruh anak usia sekolah dapat bersekolah tepat 
waktu. 
c. Angka Partisipasi Sekolah (APS) 
Indikator dasar yang digunakan untuk melihat akses penduduk 
pada fasilitas pendidikan khususnya bagi penduduk usia sekolah 
merupakan APS. Daya serap lembaga pendidikan terhadap penduduk 
usia sekolah dapat diamati dari besarnya APS. Apabila diperoleh APS 
yang semakin tinggi berarti bahwa semakin besar jumlah penduduk 
yang berkesempatan mengenyam pendidikan. Persamaan dalam 
menentukan APS adalah sebagai berikut: 
 APS SD =
Jumlah penduduk usia 7−12 tahun 
yang masih bersekolah
Jumlah penduduk usia 7−12 tahun
× 100% 
 APS SMP =
Jumlah penduduk usia 13−15 tahun
yang masih bersekolah
Jumlah penduduk usia 13−15 tahun
× 100% 
 APS SMA =
Jumlah penduduk usia 16−18 tahun
yang masih bersekolah
Jumlah penduduk usia 16−18 tahun
× 100% 
d. Angka Melek Huruf (AMH) 
AMH menunjukkan proporsi penduduk usia 15 tahun ke atas 
yang mempunyai kemapuan membaca dan menulis tanpa harus 
mengerti apa yang di baca atau ditulis, sehingga AMH menjadi 
indikator penting untuk melihat sejauh mana penduduk suatu daerah 
terbuka terhadap pengetahuan. Rumusan untuk menentukan nilai 























   
di mana: 
p : jumlah penduduk berusia 15 tahun ke atas yang dapat membaca 
dan menulis 
q  : jumlah penduduk usia 15 tahun ke atas 
Tingkat melek huruf yang tinggi menunjukkan adanya sebuah 
sistem pendidikan dasar yang efektif dan program keaksaraan yang 
memungkinkan sebagian besar penduduk untuk memperoleh 
kemampuan menggunakan kata-kata tertulis dalam kehidupan sehari-
hari dan melanjutkan pembelajaran. 
e. Penduduk dengan Tingkat Pendidikan S1 
Penduduk dengan lulusan terakhir S1 mengindikasikan bahwa 
tingkat pendidikan yang telah diselasaikan penduduk cukup tinggi, 
yaitu hingga jenjang S1. Dengan melihat tamatan S1 pada suatu 
daerah yang semakin banyak, maka dapat menyebakan AHS 
meningkat. 
f. Indeks Pembangunan Manusia (IPM) 
Terdapat tiga dimensi dasar dalam penentuan IPM pada suatu 
daerah, yaitu umur panjang dan hidup sehat, pengetahuan dan standar 
hidup yang layak. AHS merupakan salah satu faktor yang masuk pada 
dimensi dasar penentuan IPM yaitu pada dimensi pengetahuan. 
Sehingga dengan peningkatan IPM maka diharapkan dapat 
menyebabkan AHS meningkat. 
 
2.10.2. Kepadatan Penduduk 
Suatu wilayah yang dikatakan padat penduduk atau tidak 
dapat dilihat dari tingkat kepadatan penduduk. Kepadatan penduduk 
pada suatu daerah menunjukkan perbandingan antara jumlah 
penduduk dengan luas wilayah daerah tersebut, selain itu kepadatan 
penduduk menyatakan jumlah rata-rata penduduk pada setiap km2. 
Semakin besar angka kepadatan penduduk berarti bahea semakin 
padat penduduk yang mendiami suatu daerah tersebut. Rumusan 






KP : kepadatan penduduk 




















A : luas wilayah 
Kepadatan penduduk menjelaskan konsentrasi penduduk di 
suatu daerah dan sebagai acuan dalam rangka mewujudkan 
pemerataan dan persebaran penduduk. Berikut beberapa faktor yang 
mempengaruhi kepadatan penduduk suatu wilayah: 
a. Luas Wilayah 
Luas wilayah menjadi suatu batasan bagi daerah tertentu, di mana 
ketika luas wilayah suatu daerah dalam satuan kilometer persegi 
semakin besar maka diharapankan pemerataan jumlah penduduk dapat 
stabil. Sehingga ketika luas wilayah semakin besar maka akan 
menyebabkan kepadatan penduduk semakin meningkat. 
b. Jumlah Penduduk 
Beberapa penduduk  yang mendiami suatu daerah tertentu disebut 
dengan penduduk asli daerah. Terdapat suatu indikator yang 
menyatakan batasan maksimal jumlah penduduk suatu daerah, hal ini 
berakitan dengan luas wilayah daerah tersebut. Semakin luas wilayah 
daerah maka semakin mungkin jumlah penduduk akan bertambah 
banyak. Jika jumlah penduduk mampu merata pada suatu daerah, 
maka akan menyebabkan kepadatan penduduk meningkat. 
c. Laju Pertumbuhan Penduduk 
Sebagai indikator pertumbuhan atau peningkatan jumlah penduduk 
pada suatu daerah dapat dilihat dari laju pertumbuhan penduduk. Laju 
pertumbuhan penduduk menunjukkan angka pertambahan penduduk 
dalam jangka waktu tertentu, serta untuk mengetahui perubahan 
jumlah penduduk antara dua periode waktu. salah satu metode 












r : laju pertumbuhan penduduk 
Pt : jumlah penduduk tahun ke-t 
P0 : jumlah penduduk awal tahun 
t : periode waktu antara tahun dasar dan tahun ke-t  
Terjadi pertambahan penduduk apabila nilai laju pertumbuhan 
penduduk lebih dari nol, namun jika jumlah penduduk pada tahun ke-
t dan awal tahun < 100 maka terjadi pengurangan penduduk pada 
tahun ke-t dengan tahun sebelumnya. 




















Salah satu indikator kepadatan penduduk yaitu banyak penduduk 
yang dapat merata pada suatu daerah. Jumlah penduduk bisa sewaktu-
waktu meningkat seperti dengan pertambahan jumlah bayi yang lahir. 
Bayi lahir dicatat menjadi penduduk ketika dia lahir dan dinyatakan 
selamat dari proses kelahiran. Maka dari itu kepadatan penduduk 
























































 BAB III 
METODE PENELITIAN 
 
3.1 Sumber Data 
3.1.1 Data 1 
Data yang digunakan pada penelitian ini adalah data sekunder 
yang berasal dari Badan Pusat Statistika (BPS) mengenai Angka 
Harapan Sekolah Kabupaten/Kota di Jawa Timur tahun 2015. 
Berikut beberapa variabel yang digunakan dalam penelitian: 
Y : rata-rata harapan sekolah (tahun) 
X1 : rata-rata lama sekolah (tahun) 
X2 : angka partisipasi murni (%) 
X3 : angka partisipasi sekolah (%) 
X4 : angka melek huruf (%) 
X5 : presentase penduduk lulusan S1 (%) 
X6 : indeks pembangunan manusia (%) 
3.1.2 Data 2 
Data yang digunakan pada penelitian ini adalah data sekunder 
yang berasal dari Badan Pusat Statistika (BPS) mengenai Kepadatan 
Penduduk menurut Kecamatan di Kabupaten Tulungagung tahun 
2016. Berikut beberapa variabel yang digunakan dalam penelitian: 
Y : kepadatan penduduk (1000 jiwa/km2) 
X1 : luas wilayah (km2) 
X2 : jumlah penduduk (ribu jiwa) 
X3 : laju pertumbuhan penduduk (%) 
X4 : jumlah bayi lahir (100 jiwa) 
 
3.2 Metode Analisis 
Metode analisis yang digunakan dalam penelitian ini dibagi 
menjadi dua tahapan, yaitu analisis menggunakan Maximum 
Likelihood Estimation dan Metode Bayesian pada regresi ridge. 
Proses analisis data menggunakan bantuan software R. 
3.2.1 Estimasi Parameter Regresi Ridge dengan MLE 
Estimasi parameter dengan MLE pada regresi ridge dilakukan 
dengan beberapa langkah sebagai berikut: 
1. Melakukan pengujian asumsi untuk mendeteksi adanya 
pelanggaran asumsi non multikolinieritas. 
2. Melakukan pembakuan terhadap variabel respon dan variabel 




















3. Menentukan nilai tetapan bias (k) sesuai dengan persamaan 
(2.19). 
4. Menentukan estimasi paramater pada regresi ridge sesuai 
dengan persamaan (2.21). 
5. Melakukan uji signifikansi parameter sesuai dengan sub bab 
(2.8.1).  
6. Pengujian asumsi normalitas galat, homogenitas ragam galat, 
non autokorelasi sesuai sub bab (2.2) dan memeriksa nilai VIF 
akhir dengan persamaan (2.22) serta mengembalikan model 
regresi ridge pada bentuk awal model regresi berganda dengan 
variabel prediktor asli menggunakan persamaan (2.23) dan 
(2.24). 
  
3.2.2 Estimasi  Parameter Regresi Ridge dengan Metode 
Bayesian 
Estimasi parameter dengan metode Bayesian pada regresi 
ridge dilakukan dengan beberapa langkah sebagai berikut: 
1. Menentukan fungsi likelihood dan distribusi prior sesuai 
distribusi data sampel menggunakan persamaan (2.29). 
2. Melakukan simulasi MCMC dengan algoritma Gibbs 
Sampling sesuai dengan sub bab 2.6.2. 
3. Memperoleh hasil ringkasan dari distribusi posterior dari 
simulasi MCMC sesuai persamaan (2.34). 
4. Melakukan uji signifikansi parameter sesuai dengan sub bab 
(2.8.2).  
7. Mengembalikan model hasil estimasi ridge dengan metode 
Bayesian pada bentuk awal model regresi berganda dengan 
variabel prediktor asli menggunakan persamaan (2.23) dan 
(2.24). 
8. Membandingkan metode estimasi parameter regresi Ridge dan 
Bayesian dengan kriteria kebaikan model sesuai sub bab 
persamaan (2.9). 




























Menentukan nilai tetapan bias (k)
Menentukan fungsi likelihood 
distribusi data sampel
Estimasi model regresi ridge
Pembentukan model regresi 
ridge
Menentukan fungsi likelihood dan 
distribusi prior


































































HASIL DAN PEMBAHASAN 
 
4.1. Data 1 
Rata-rata harapan sekolah (RHS) pada suatu daerah dihitung 
untuk penduduk berusia 7 tahun ke atas dan dapat digunakan untuk 
mengetahui kondisi pembangunan sistem pendidikan pada berbagai 
jenjang yang dinyatakan dalam bentuk lama pendidikan (dalam tahun) 
yang diharapkan dapat dicapai oleh setiap anak. Semakin besar RHS 
maka tingkat pendidikan suatu daerah tersebut juga semakin tinggi. 
RHS sebagai variabel respon menunjukkan angka yang terus 
meningkat pada setiap Kota/ Kabupaten, peningkatan RHS dapat 
dilihat pada dua tahun terakhir yaitu pada tahun 2014 dan tahun 2015. 
Beberapa variabel yang mempengaruhi RHS yaitu rata-rata lama 
sekolah, angka partisipasi murni, angka partisipasi sekolah, angka 
melek huruf, penduduk dengan tingkat pendidikan S1, dan indeks 
pembangunan manusia. Terdapat salah satu variabel yang 
menunjukkan penurunan pada beberapa Kota/ Kabupaten yaitu 
variabel angka melek huruf. Beberapa Kota/ Kabupaten yang 
mengalami penurunan dari dua tahun terakhir dapat dilihat dari 
penggambaran grafik pada Lampiran 11. 
 
4.1.1. Pemeriksaan Multikolinieritas  
Pengujian asumsi non multikolinieritas pada data Rata-rata  
Harapan Sekolah Kota/ Kabupaten di Jawa Timur pada tahun 2015 
dapat dilihat pada Tabel 4.1.: 







X1 69.9131 X4 14.2630 
X2 10.5189 X5 13.2142 
X3 11.6125 X6 26.6815 
Seluruh variabel  menunjukkan nilai VIF yang lebih dari 10, 
yang berarti asumsi tidak terpenuhi. Nilai VIF dari setiap variabel 
diperoleh dari hasil meregresikan masing-masing variabel prediktor 
dengan variabel prediktor yang lain. Asumsi non multikolinieritas 




















tinggi antara keenam variabel prediktor yang mempengaruhi angka 
harapan sekolah tersebut. 
 
4.1.2. Regresi Ridge  
Salah satu metode dalam menangani masalah asumsi non 
multikolinieritas yang tidak terpenuhi adalah regresi ridge dengan 
memodifikasi matriks 𝑿’𝑿, di mana matriks tersebut ditambahkan 
nilai tetapan bias (k). Estimasi menggunakan regresi ridge 
berdasarkan data yang telah dibakukan, kemudian hasil estimasi 
dengan data yang dibakukan selanjutnya dikembalikan pada bentuk 
regresi awal yang sudah terbebas dari multikolinieritas. 
1. Estimasi Parameter Regresi Ridge 
Dari hasil perhitungan, maka diperoleh nilai tetapan bias (k) 
sebesar 1.1784. Berikut merupakan model regresi dengan variabel 
respon dan prediktor yang dibakukan menggunakan MLE: 
?̂?𝑦 = 0.1119 𝑍1 + 0.0889 𝑍2 + 0.1345 𝑍3 +
0.0213 𝑍4 + 0.2169 𝑍5 + 0.1484 𝑍6  (4.1) 
2. Uji Signifikansi Parameter Regresi Ridge 
a. Pengujian Parameter Secara Simultan 
Pengujian signifikansi secara simultan digunakan untuk 
mengetahui variabel prediktor yang terlibat dalam penelitian 
berpengaruh secara bersama-sama terhadap variabel respon 
atau tidak. 
H0: 𝛽1 =  𝛽2  = ⋯  = 𝛽𝑝 =  0 vs 
H1: ∃ 𝛽𝑗 ≠ 0 
Tabel 4.2. menunjukkan hasil uji simultan parameter regresi 
ridge yang disajikan dalam bentuk tabel ANOVA. 
Tabel 4.2. Hasil Uji Simultan Data 1 
SK Db JK KT Fhit 
Regresi 5 0.5664 0.1132 8.3613 
Galat 32 0.4336 0.0135  
Total 37 1   
Dalam pengambilan keputusan uji simultan diketahui nilai 
Fhit sebesar 8.3613 ≥ Ftabel(0.025;5;32) (2.995) dengan taraf nyata 
(α = 0.05), sehingga H0 ditolak yang berarti bahwa paling 
sedikit terdapat satu variabel prediktor yang berpengaruh secara 
nyata terhadap Rata-rata Harapan Sekolah pada Kota/ 




















b. Pengujian Parameter Secara Parsial 
Selain dilakukan pengujian signifikansi secara simultan 
dilakukan juga uji parsial untuk mengetahui variabel prediktor 
yang berpengaruh nyata secara parsial atau individu. 
H0: 𝛽𝑗  =  0 vs 
H1: 𝛽𝑗  ≠  0 
Hasil pengujian parameter disajikan pada Tabel 4.3., dengan 
nilai ttabel (0.025;32) = 2.037. 








1 0.1119 0.0247 4.5341 6.2 x 10-5 Tolak H0 
2 0.0889 0.0390 2.2761 0.0288 Tolak H0 
3 0.1345 0.0356 3.7469 0.0006 Tolak H0 
4 0.0213 0.0397 0.5360 0.5952 Terima H0 
5 0.2169 0.0405 5.3559 5.04 x 10-6 Tolak H0 
6 0.1484 0.0265 5.5957 2.41 x 10-6 Tolak H0 
Dari uji parsial maka dapat diketahui bahwa rata-rata lama 
sekolah, angka partisipasi murni, angka partisipasi sekolah, 
banyak lulusan S1, dan indeks pembangunan manusia secara 
idividu memberikan pengaruh secara nyata terhadap Rata-rata 
Harapan Sekolah di Kota/Kabupaten Jawa Timur tahun 2015. 
 
3. Kelayakan Model  
a. Pemeriksaan Multikolinieritas Akhir 
Hasil penanganan asumsi non multikolinieritas yang tidak 
terpenuhi dengan menggunakan regesi ridge maka diperoleh 
hasil estimasi yang sudah terbebas dari masalah 
multikolinieritas. 













Z1 0.0449 Z3 0.0908 Z5 0.1211 
Z2 0.1125 Z4 0.1160 Z6 0.0519 
Berdasarkan Tabel 4.4. pemeriksaan multikolinieritas 




















ridge  yang memanfaatkan data hasil pembakuan dengan 
penambahan nilai (k) seperti pada persamaan (2.22). Nilai VIF 
yang kurang dari sepuluh menunjukkan bahwa masalah 
multikolinieritas sudah teratasi. 
 
b. Non Autokorelasi 
Pengujian asumsi non autokorelasi dilakukan dengan 
menggunakan statistik uji Durbin Watson (DW) dengan hipotesis 
sebagai berikut: 
H0: 𝜌 =  0 vs 
H1: 𝜌 ≠  0 
Hasil statistik DW dengan p-value sebesar 0.7118 yang 
menunjukkan lebih besar dari taraf nyata (α) = 0.05 sehingga dapat 
disimpulkan bahwa terima H0 yang berarti asumsi non autokorelasi 
terpenuhi. Selain dengan melihat p-value maka dapat dilakukan 
dengan cara lain yaitu dengan melihat nilai statistik uji DW sebesar 
2.1779 diperoleh nilai dU (1.1463) < d (2.2784) < 4-dU (2.8537) 
sesuai dengan tabel DW, sehingga dapat diambil kesimpulan 
bahwa terima H0 yang berarti asumsi non autokorelasi terpenuhi. 
 
c. Homogenitas Ragam Galat 
Pengujian asumsi homogenitas ragam galat dengan 
menggunakan statistik uji Breusch Pagan dengan hipotesis sebagai 
berikut: 
H0: 𝛼0  =  𝛼1  = . . . =  𝛼𝑝  vs 
H1: 𝛼0  ≠  𝛼1  ≠ . . . ≠  𝛼𝑝  
Hasil uji Breusch Pagan dengan p-value sebesar 0.2240 yang 
menunjukkan lebih besar dari taraf nyata (α) = 0.05, sehingga dapat 
disimpulkan bahwa terima H0 yang berarti asumsi homogenitas 
ragam galat terpenuhi. Selain dengan melihat p-value maka dapat 
dilakukan dengan cara lain yaitu dengan melihat nilai statistik uji 
LM sebesar (8.1975) < 𝜒(0.025;6)
2 (14.45) yang berarti keputusan 
terima H0, sehingga dapat disimpulkan bahwa asumsi homogenitas 





















d. Normalitas Galat 
Asumsi normalitas galat menunjukkan pola sebaran dari galat 
data sampel, hipotesis yang digunakan adalah sebagai berikut: 
H0: 𝜀 ~ 𝑁 (𝜇, 𝜎2) vs 
H1: 𝜀 ≁  𝑁 (𝜇, 𝜎2) 
 
Gambar 4.1. Uji Normalitas Galat Data 1 
Gambar 4.1. merupakan pola sebaran nilai galat yang berada 
disekitar garis regresi, hal ini menunjukkan bahwa galat menyebar 
secara normal. Selain dengan melihat hasil plot nilai galat, maka 
dapat dilakukan dengan melihat p-value statistik uji Kolmogorov 
Smirnov sebesar 0.1696 yang menunjukkan lebih besar dari taraf 
nyata (α) = 0.05, sehingga dapat disimpulkan bahwa terima H0 
yang berarti galat berdistribusi normal. 
 
e. Transformasi Balik Model Regresi Ridge 
Transformasi balik pada model regresi ridge dilakukan jika 
model tersebut sudah terbebas dari multikolinieritas sesuai dengan 
persamaan (2.23) dan (2.24), maka diperoleh model regresi yang 
telah ditransformasi balik sebagai berikut: 
?̂? = 6.5642 + 0.0567𝑋1 + 0.0134𝑋2 + 0.0265𝑋3 +
0.0035𝑋4 + 0.0689𝑋5 + 0.0239𝑋6    (4.2) 
 
4.1.3. Regresi Ridge Bayesian  
Sebagai salah satu metode estimasi parameter berupa estimasi 
interval, metode bayesian dapat diterapkan pada proses estimasi 
parameter regresi ridge, karena pada metode Bayesian tidak 
mengharuskan suatu asumsi terpenuhi. Metode bayesian dalam 




















yang disebut distribusi prior, kemudian dari distribusi prior ini 
digabungkan dengan fungsi likelihood sesuai data sampel sehingga 
terbentuk distribusi posterior yang mendasari metode estimasi pada 
metode Bayesian. 
1. Pembentukan Fungsi Likelihood dan Distribusi Prior 
Pembentukan fungsi likelihood memerlukan informasi mengenai 
distribusi data sampel yang digunakan, sesuai dengan pengujian 
asumsi menunjukkan bahwa galat dari data memiliki distribusi 
normal. Fungsi likelihood untuk regresi ridge dengan distribusi 
normal sesuai dengan persamaan (2.20) adalah sebagai berikut: 
𝐿(𝜷𝒛, 𝜎







∗ − 𝒁𝜷𝒛) + 𝑘𝜷
′𝜷)] 
Setelah diperoleh fungsi likelihood, selanjutnya yaitu membentuk 
distribusi prior. Di mana pada penelitian ini menggunakan conjugate 
prior dengan pendekatan pseudo prior. Conjugate prior menggunakan 
distribusi eksponensial dalam satu keluarga, sedangkan pseudo prior 
memanfaatkan hasil estimasi sebelumnya. Hasil estimasi sebelumnya 
menggunakan MLE sehingga dapat dimanfaatkan dalam penentuan 
distribusi prior pada metode estimasi Bayesian ini. Fungsi likelihood 
dan distribusi prior yang sudah terbentuk maka selanjutnya digunakan 
untuk menentukan distribusi posterior.  
 
2. Estimasi Parameter Ridge Bayesian 
Metode Bayesian sebagai salah satu metode estimasi yang 
memanfaatkan distribusi dari data sampel menghendaki terpenuhinya 
suatu kondisi dimana hasil estimasi menunjukkan hasil yang 
konvergen. Konvergensi menunjukkan hasil estimasi tersebut sudah 
mendekati hasil yang sebenarnya, pada penelitian ini yaitu mendekati 
hasil estimasi dengan menggunakan regresi ridge. Proses estimasi 
dilakukan dengan simulasi sampel sebanyak 90000 kali yang 



























1 0.1176 0.0700 0.1660 
2 0.0995 0.0270 0.1700 
3 0.1515 0.0850 0.2180 
4 0.0065 -0.1140 0.1260 
5 0.2579 0.1830 0.3340 
6 0.1592 0.1080 0.2100 
Berdasarkan Tabel 4.5. menunjukkan bahwa terdapat satu variabel 
yang tidak berpengaruh, karena nilai Credible Interval (CI) 
menunjukkan nilai yang melewati nol. Pengujian signifikansi pada 
hasil estimasi dengan metode Bayesian menunjukkan hasil yang sama 
dengan MLE, hal ini menunjukkan bahwa metode Bayesian sesuai jika 
digunakan untuk mengestimasi model regresi ridge. 
 
3. Pemeriksaan Konvergensi 
Menurut Ntzoufras (2009) pemeriksaan konvergensi pada hasil 
estimasi dengan metode Bayesian dapat dilakukan dengan tiga cara 
yaitu dengan memeriksa nilai MC Error, ACF dan Trace Plot. 
Tabel 4.6. Nilai MC Error Data 1 
j sd 1%*sd MC Error 
1 0.0243 2.4299x10-4 1.2453 x10-4 
2 0.0366 3.6684 x10-4 1.9414 x10-4 
3 0.0340 3.0538 x10-4 1.7295 x10-4 
4 0.0602 6.0281 x10-4 3.4485 x10-4 
5 0.0388 3.8832 x10-4 2.1967 x10-4 
6 0.0261 2.6147 x10-4 1.4849 x10-4 
Nilai MC Error dikatakan konvergen apabila kurang dari 1% nilai 
standard deviasi, pada Tabel 4.6. menunjukkan bahwa nilai MC Error 
sudah sesuai sehingga dapat dikatakan hasil estimasi sudah 
konvergen. Trace plot menunjukkan sudah tidak membentuk suatu 
pola tertetu sesuai dengan Lampiran 5 sehingga dapat dikatakan 
konvergen. Plot ACF dapat dilihat pada Lampiran 6 menunjukkan 
bahwa lag pertama mendekati nilai satu dan lag selanjutnya bernilai 




















Ketiga cara pemeriksaan konvergensi menunjukkan bahwa hasil 
estimasi dengan metode Bayesian sudah konvergen, sehingga tidak 
perlu dilakukan penambahan sampel dalam iterasi. 
 
4. Transformasi Balik Model Regresi Ridge Bayesian 
Model transformasi balik yang diperoleh adalah sebagai berikut: 
?̂? = 6.1670 + 0.0670X1 + 0.0150X2 + 0.030X3 +
0.0010X4 + 0.0820X5 + 0.0260X6  (4.3) 
Model di atas menunjukkan hasil nilai estimasi yang tidak jauh 
berbeda dengan hasil estimasi menggunakan regresi ridge pada 
persamaan (4.2), sehingga dapat disimpulkan bahwa metode Bayesian 
sesuai untuk mengestimasi model regresi ridge. 
 
4.1.4. Interpretasi Model dan Pembahasan 
Sesuai persamaan (4.2) dan (4.3) maka estimasi paraeter dengan 
kedua metode dapat dilihat pada Tabel 4.7, di mana hasil estimasi 
menunjukkan nilai yang tidak jauh berbeda. 





Intersep 6.5642 6.1670 
1 0.0567 0.0670 
2 0.0134 0.0150 
3 0.0265 0.0300 
4 0.0035 0.0010 
5 0.0689 0.0820 
6 0.0239 0.0260 
 
1. Regresi Ridge 
Hasil estimasi regresi ridge diketahui bahwa semua variabel 
prediktor memberikan pengaruh nyata terhadap angka harapan 
sekolah. Persamaan (4.2) menunjukkan bahwa semua variabel 
prediktor memberikan pengaruh positif terhadap variabel respon. 
Di mana setiap peningkatan 100 tahun rata-rata lama sekolah maka 
akan meningkatkan rata-rata harapan sekolah sebesar 5.67 tahun 
rata-rata harapan sekolah, setiap peningkatan 100% angka 
partisipasi murni maka akan meningkatkan rata-rata harapan 




















partisipasi sekolah maka akan meningkatkan rata-rata harapan 
sekolah sebesar 2.65 tahun dengan variabel prediktor lain dinggap 
konstan. Apabila terjadi peningkatan sebesar  100% angka melek 
huruf maka akan meningkatkan rata-rata harapan sekolah sebesar 
0.35 tahun, atau untuk setiap kenaikan 10 kali lipat angka melek 
huruf maka akan meningkatkan rata-rata harapan sekolah sebesar 
3.5 tahun, setiap peningkatan 100% banyak lulusan S1 maka akan 
meningkatkan rata-rata harapan sekolah sebesar 6.89 tahun, dan 
setiap peningkatan 100% indeks pembangunan manusia maka akan 
meningkatkan rata-rata harapan sekolah sebesar 2.39 tahun dengan 
variabel prediktor lain dinggap konstan.  
Dari hasil analisis diketahui bahwa salah satu variabel prediktor 
tidak berpengaruh secara nyata terhadap rata-rata harapan sekolah, 
yaitu variabel angka melek huruf. Pada kehidupan nyata sebagian 
besar penduduk Jawa Timur jika merasa sudah bisa membaca dan 
menulis kata, maka tidak ada keinginan untuk melanjutkan sekolah 
ke jenjang yang lebih tinggi sehingga tidak berpengaruh terhadap 
tingkat angka harapan sekolah. Kondisi seperti ini dapat dilihat 
pada Lampiran 11 bahwa pada tahun 2014 ke tahun 2015 terdapat 
beberapa Kota/ Kabupaten di Jawa Timur yang tidak mengalami 
kenaikan pada tingkat angka melek huruf, bahkan cenderung 
menurun. Beberapa Kota/ Kabupaten tersebut antara lain 
Ponorogo, Trenggalek, Jember, Banyuwangi, Bondowoso, 
Pasuruan, Magetan, Ngawi, Lamongan, Pamekasan, Sumenep, 
Kota Probolinggo, dan Kota Pasuruan.  
 
2. Regresi Ridge Bayesian 
Setiap peningkatan 100 tahun rata-rata lama sekolah maka 
akan meningkatkan rata-rata harapan sekolah sebesar 6.7 tahun. 
Setiap peningkatan 100% angka partisipasi murni maka akan 
meningkatkan rata-rata harapan sekolah sebesar 1.5 tahun. Setiap 
peningkatan 100% angka partisipasi sekolah maka akan 
meningkatkan rata-rata harapan sekolah sebesar 3 tahun. Setiap 
peningkatan 100 tahun angka melek huruf maka akan 
meningkatkan rata-rata harapan sekolah sebesar 0.1 tahun. Setiap 
peningkatan 100% banyak lulusan S1 maka akan meningkatkan 
arata-rata harapan sekolah sebesar 8.2 tahun. Selanjutnya setiap 
peningkatan 100% indeks pembangunan manusia maka akan 




















penelitian ini variabel angka melek huruf tidak berpengaruh 
terhadap angka harapan sekolah.  
Seluruh variabel memberikan pengaruh positif terhadap angka 
harapan sekolah, tetapi untuk variabel angka melek huruf tidak 
berpengaruh secara nyata terhadap angka harapan sekolah. 
Penyebab hal tersebuat yaitu ketika seseorang sudah mampu 
mengeja kata, maka tidak tumbuh keinginan untuk meneruskan 
sekolah ke jenjang yang lebih tinggi. Terbukti dari tahun 2014 
sampai 2015 terdapat beberapa Kota/ Kabupaten yang mengalami 
penurunan pada angka melek huruf. Beberapa Kota/ Kabupaten 
yang mengalami penurunan angka melek huruf yaitu Kabupaten 
Ponorogo, Trenggalek, Tulungagung, Jember, Banyuwangi, 
Bondowoso, Situbondo, Pasuruan, Magetan, Ngawi, Lamongan, 
Gresik, Pamekasan, Sumenep, Kota Probolinggo dan Kota 
Pasuruan. 
 
4.2. Data 2 
Kabupaten Tulungagung merupakan salah satu daerah yang 
berada di propinsi Jawa Timur dengan 19 Kecamatan. Luas wilayah 
Kabupaten Tulungagung sebesar 1055.65 km2, di mana dengan luas 
wilayah tersebuat maka dapat diketahui tingkat kepadatan penduduk 
pada Kabupaten tersebut. Kepadatan penduduk Kabupaten 
Tulungagung menjadi variabel respon pada penelitian ini, dengan 
beberapa variabel prediktor yaitu luas wilayah, jumlah penduduk, laju 
pertumbuhan penduduk dan jumlah bayi lahir. Terdapat penurunan 
kepadatan penduduk pada dua tahun terakhir yaitu pada tahun 2015 
dan tahun 2016 pada beberapa Kecamatan di Kabupaten 
Tulungagung. Hal ini disebabkan oleh luas wilayah yang memiliki 
luasan tetap karena kecil kemungkinan suatu wilayah akan meningkat 
luasannya, namun disisi lain tidak terdapat sumber daya yang 
memadai seperti lapangan pekerjaan yang kurang, sehingga 
menyebabkan beberapa penduduk berpindah ke daerah lain. Selain itu 
variabel laju pertumbuhan penduduk mengalami kenaikan dari tahun 
2015 ke tahun 2016, hal ini berbanding terbalik dengan usaha 
pemerintah Kabupaten Tulungagung untuk memperkecil laju 























4.2.1. Pemeriksaan Multikolinieritas  
Salah satu asumsi regresi linier berganda yaitu non 
multikolinieritas. Pengujian asumsi non multikolinieritas pada data 
Kepadatan Penduduk menurut Kecamatan di Kabupaten Tulungagung 
pada tahun 2016 sebagai berikut: 







X1 1.4729 X3 1.4952 
X2 56.3735 X4 52.3785 
Nilai VIF dari Tabel 4.8. diperoleh dari meregresikan masing-
masingvariabel prediktor dengan variabel prediktor yang lain.   
Terdapat dua variabel prediktor yang menyebabkan asumsi non 
multikolinieritas tidak terpenuhi dengan nilai VIF yang lebih dari 10. 
Asumsi yang tidak terpenuhi ini menunjukkan bahwa terdapat korelasi 
yang tinggi antara banyak penduduk dan banyak bayi lahir. 
 
4.2.2. Regresi Ridge  
Regresi ridge digunakan sebagai salah satu metode dalam 
menangani masalah asumsi non multikolinieritas yang tidak terpenuhi 
dengan memodifikasi matriks 𝑿’𝑿 dengan menambahkan nilai tetapan 
bias (k). Estimasi menggunakan regresi ridge berdasarkan data yang 
telah distandarisasi, di mana hasil estimasi dengan data standarisasi ini 
selanjutnya dikembalikan pada bentuk regresi awal. 
1. Estimasi Parameter Regresi Ridge 
Dari hasil perhitungan nilai (k) maka diperoleh sebesar 0.0892. 
Berikut merupakan model regresi yang terbentuk dari hasil 
estimasi parameter regresi ridge dengan menggunakan MLE: 
?̂?𝑦 = −0.5768 𝑍1 + 0.2485 𝑍2 + 0.0804 𝑍3 + 0.1947 𝑍4 (4.4) 
 
2. Pengujian Signifikansi Parameter Regresi Ridge 
a. Pengujian Signifikansi Parameter Secara Simultan 
Hasil estimasi parameter dengan regresi ridge sebagai salah 
satu metode yang dapat menangani asumsi non 
multikolinieritas perlu dilakukan pengujian signifikansi hasil 
estimasi secara serentak atau simultan. Pengujian signifikansi 




















yang terlibat dalam penelitian berpengaruh bersama-sama 
terhadap variabel respon atau tidak. 
H0: 𝛽1 =  𝛽2  = . . . = 𝛽𝑝  =  0 vs 
H1: ∃ 𝛽𝑗 ≠  0 
Tabel 4.9. merupakan hasil uji simultan parameter regresi 
ridge yang disajikan dalam bentuk tabel ANOVA sebagai 
berikut: 
Tabel 4.9. Hasil Uji Simultan Data 2 
SK db JK KT Fhit 
Regresi 3 0.9069 0.3023 48.7506 
Galat 15 0.0930 0.0062  
Total 18 1   
Pengambilan keputusan untuk uji simultan menunjukkan 
nilai Fhit sebesar 48.7506 ≥ Ftabel(0.025;3;15) (4.15) dengan taraf 
nyata (α = 0.05), sehingga H0 ditolak yang berarti bahwa paling 
sedikit terdapat satu variabel prediktor yang berpengaruh secara 
nyata terhadap Kepadatan Penduduk menurut Kecamatan di 
Kabupaten Tulungagung tahun 2016. 
b. Pengujian Signifikansi Parameter Secara Parsial 
Selain dilakukan pengujian signifikansi secara simultan 
dilakukan juga uji parsial untuk mengetahui variabel prediktor 
yang berpengaruh nyata secara parsial atau individu. 
H0: 𝛽𝑗  =  0 vs 
H1: 𝛽𝑗  ≠  0 
Tabel 4.10. merupakan uji parsial parameter regresi ridge, 
dengan nilai ttabel (0.025;32) = 2.037. 
Tabel 4.10. Hasil Uji Parsial Data 2 




1 -0.5768 0.0828 -6.9671 2.27 x 10-6 Tolak H0 
2 0.2485 0.0705 3.5272 0.0026 Tolak H0 
3 0.0804 0.0770 1.0439 0.3111 Terima H0 
4 0.1947 0.0714 2.7244 0.0144 Tolak H0 
Berdasarkan uji parsial diketahui bahwa luas wilayah, 




















memberikan pengaruh secara nyata terhadap Kepadatan 
Penduduk menurut Kecamatan di Kabupaten Tulungagung 
tahun 2016. 
 
3. Kelayakan Model 
a. Pemeriksaan Multikolinieritas Akhir 
Sesuai dengan hasil estimasi dengan regresi ridge maka 
diperoleh hasil estimasi yang sudah terbebas dari masalah 
multikolinieritas. Hal ini ditunjukkan dengan penghitungan nilai 
VIF sesuai persamaan (2.22) dengan variabel yang telah dibakukan 
dan ditambah dengan nilai (k). 








VIF bernilai kurang dari sepuluh yang menunjukkan tidak 
terdapat korelasi antar variabel prediktor yang telah dibakukan, 
sehingga dapat disimpulkan bahwa rergesi ridge mampu 
menangani masalah asumsi non multikolinieritas yang tidak 
terpenuhi. 
 
b. Non Autokorelasi 
Pengujian asumsi non autokorelasi dapat dengan mengunakan 
statistik uji Durbin Watson (DW) dengan hipotesis sebagai berikut: 
H0: 𝜌 =  0 vs 
H1: 𝜌 ≠  0 
Hasil statistik DW dengan p-value sebesar 0.5737 yang 
menunjukkan lebih besar dari taraf nyata (α) = 0.05 sehingga dapat 
disimpulkan bahwa terima H0 yang berarti asumsi non autokorelasi 
terpenuhi. Selain dengan melihat nilai p-value maka dapat 
dilakukan dengan cara lain yaitu dengan melihat nilai statistik uji 
DW sebesar 2.1875 diperoleh nilai 4-dU (2.1518) < d (2.1875) < 
4-dL (3.1412) sesuai dengan tabel DW. Kesimpulan yang 




















sehingga dilakukan Run Test untuk memeriksa keacakan nilai 
galat. Hasil Run Test menunjukkan p-value > α (0.05) yang berarti 
asumsi non autokorelasi terpenuhi. 
 
c. Homogenitas Ragam Galat 
Pengujian asumsi homogenitas ragam galat dapat dengan 
menggunakan statistik uji Breusch Pagan dengan hipotesis sebagai 
berikut: 
H0: 𝛼0  =  𝛼1  = . . . =  𝛼𝑝  vs 
H1: 𝛼0  ≠  𝛼1  ≠ . . . ≠  𝛼𝑝  
 
Hasil uji Breusch Pagan dengan p-value sebesar 0.9984 yang 
menunjukkan lebih besar dari taraf nyata (α) = 0.05, sehingga dapat 
disimpulkan bahwa terima H0 yang berarti asumsi homogenitas 
ragam galat terpenuhi. Selain dengan melihat p-value maka dapat 
dilakukan dengan cara lain yaitu dengan melihat nilai statistik uji 
LM sebesar (0.1362) < 𝜒(0.025;4)
2  (11.14) yang berarti keputusan 
terima H0, sehingga dapat disimpulkan bahwa asumsi homogenitas 
ragam galat terpenuhi. 
 
d. Normalitas Galat 
Asumsi normalitas galat menunjukkan pola sebaran dari galat 
yang mencerminkan pola sebaran data sampel yang akan dianalisis, 
hipotesis yang digunakan adalah sebagai berikut: 
H0: 𝜀 ~ 𝑁 (𝜇, 𝜎2) vs 






























Gambar 4.2 merupakan pola sebaran nilai galat yang berada 
disekitar garis regresi, hal ini menunjukkan bahwa galat menyebar 
secara normal. Selain dengan melihat hasil plot nilai galat,  maka 
dapat dilakukan dengan melihat p-value dari statistik uji 
Kolmogorov Smirnov sebesar 0.2813 yang menunjukkan lebih 
besar dari taraf nyata (α) = 0.05, sehingga dapat disimpulkan 
bahwa terima H0 yang berarti galat berdistribusi normal. 
 
e. Transformasi Balik Model Regresi Ridge 
Transformasi balik pada model regresi ridge dilakukan jika 
model tersebut sudah terbebas dari multikolinieritas sesuai dengan 
persamaan (2.23) dan (2.24), maka diperoleh model regresi sebagai 
berikut: 





4.2.3. Regresi Ridge Bayesian  
Sebagai salah satu metode estimasi parameter berupa estimasi 
interval, metode bayesian dapat diterapkan pada proses estimasi 
parameter regresi ridge, karena pada metode Bayesian tidak 
mengharuskan suatu asumsi terpenuhi. Metode bayesian dalam 
estimasi parameter memanfaatkan distribusi awal dari data sampel 
yang disebut distribusi prior, kemudian dari distribusi prior ini 
digabungkan dengan fungsi likelihood sesuai dengan data sampel 
sehingga terbentuk distribusi posterior yang mendasari metode 
estimasi pada metode Bayesian. 
1. Pembentukan Fungsi Likelihood dan Distribusi Prior 
Estimasi parameter dengan memanfaatkan metode Bayesian 
pada regresi ridge memerlukan fungsi likelihood dan informasi 
mengenai distribusi data sampel yang digunakan, sesuai dengan 
pengujian asumsi menunjukkan bahwa galat dari data memiliki 
distribusi normal. Fungsi likelihood untuk regresi ridge dengan 
distribusi normal sesuai dengan persamaan (2.20) adalah sebagai 
berikut: 
𝐿(𝜷𝒛, 𝜎







∗ − 𝒁𝜷𝒛) + 𝑘𝜷
′𝜷)] 
Dalam penentuan distribusi prior pada penelitian ini 
menggunakan conjugate prior dengan pendekatan pseudo prior. 




















keluarga, sedangkan pseudo prior memanfaatkan hasil estimasi 
sebelumnya yang menggunakan MLE sehingga dapat 
dimanfaatkan dalam penentuan distribusi prior. Fungsi likelihood 
dan distribusi prior yang sudah terbentuk maka selanjutnya 
digunakan untuk menentukan distribusi posterior.  
 
2. Estimasi Parameter Ridge Bayesian  
Apabila kondisi konvergen sudah tercapai maka sampel yang 
dihasilkan sesuai dengan distribusi target yaitu distribusi posterior, 
sehingga menunjukkan hasil estimasi yang dihasilkan dari metode 
Bayesian tersebut sudah mendekati hasil estimasi dengan 
menggunakan regresi ridge. Proses estimasi dilakukan simulasi 
sampel sebanyak 90000 kali yang memanfaatkan metode Gibbs 
Sampling. Hasil estimasi dengan metode Bayesian pada regresi 
ridge dapat dilihat pada Tabel 4.12.: 






1 -0.6110 -0.7120 -0.5070 
2 0.2520 0.1430 0.3630 
3 0.0810 -0.0130 0.1750 
4 0.1910 0.0810 0.3030 
Hasil estimasi dengan metode Bayesian maka diperoleh bahwa 
terdapat satu variabel yang tidak berpengaruh, karena nilai 
Credible Interval (CI) menunjukkan nilai yang melewati nol. 
Pengujian signifikansi pada hasil estimasi dengan metode Bayesian 
menunjukkan hasil yang sama dengan MLE, hal ini menunjukkan 
bahwa metode Bayesian sesuai jika digunakan untuk mengestimasi 
model regresi ridge. 
 
3. Pemeriksaan Konvergensi 
Pemeriksaan konvergensi pada hasil estimasi dengan metode 
Bayesian dapat dilakukan dengan tiga cara yaitu dengan 























Tabel 4.13. Nilai MC Error Data 2 
j sd 1%*sd MC Error 
1 0.0515 5.1538 x10-4 2.8282x 10-4 
2 0.0565 6.6479 x10-4 3.0280 x 10-4 
3 0.0478 4.7859 x10-4 2.4720 x 10-4 
4 0.0572 5.7165 x10-4 3.3505 x 10-4 
 Nilai MC Error dikatakan konvergen apabila kurang dari 1% 
nilai standard deviasi, pada Tabel 4.13. menunjukkan bahwa nilai 
MC Error sudah sesuai sehingga dapat dikatakan hasil estimasi 
sudah konvergen. Trace plot menunjukkan sudah tidak membentuk 
suatu pola tertetu sesuai dengan Lampiran 9 sehingga dapat 
dikatakan konvergen. Plot ACF dapat dilihat pada Lampiran 10. 
menunjukkan bahwa lag pertama mendekati nilai satu dan lag 
selanjutnya bernilai mendekati  nol berarti sudah dapat dikatakan 
konvergen. Hasil estimasi sudah menunjukkan kondisi yang 
konvergen sehingga tidak perlu dilakukan penambahan banyaknya 
iterasi. 
 
4. Transformasi Balik Model Regresi Ridge Bayesian 
Sama seperti metode regresi ridge maka pada metode Bayesian 
juga perlu dilakukan transformasi balik. Model regresi yang 
diperoleh adalah sebagai berikut: 
?̂? = 1.0688 − 0.0138X1 + 0.0087X2 + 0.1850X3 + 0.0438X4 
(4.6) 
Model di atas menunjukkan hasil niai estimasi yang tidak jauh 
berbeda dengan hasil estimasi menggunakan regresi ridge pada 
model estimasi yang dihasilkan persamaan (4.5). 
4.2.4. Interpretasi Model dan Pembahasan  
Dari hasil esimasi menggunakan regresi ridge dan bayesian 
maka kedua metode menunjukkan nilai estimasi yang tidak jauh 



























Intersep 1.0258 1.0688 
1 -0.0130 -0.0138 
2 0.0086 0.0087 
3 0.1843 0.1850 
4 0.0446 0.0438 
 
1. Regresi Ridge 
Sesuai model yang dihasilkan dari regresi ridge dengan MLE 
pada persamaan (4.5) dapat dikatakan bahwa setiap peningkatan 1 
km2 luas wilayah menurut Kecamatan di Kabupaten Tulungagung 
maka akan menurunkan kepadatan penduduk sebesar 13 jiwa/ km2 
di mana faktor lain dianggap konstan. Setiap kenaikan 1000 jiwa 
jumlah penduduk maka akan meningkatkan kepadatan penduduk 
sebesar 9 jiwa/km2 di mana faktor lain dianggap konstan. Setiap 
peningkatan 10% laju pertumbuhan penduduk maka akan 
meningkatkan kepadatan penduduk sekitar 2 jiwa/km2 di mana 
faktor lain dianggap konstan. Selanjutnya setiap peningkatan 100 
jiwa bayi yang lahir maka akan menyebabkan kepadatan penduduk 
meningkat sebesar 5 jiwa/km2.  
Pada penelitian ini jumlah penduduk dan jumlah bayi lahir 
memberikan pengaruh positif terhadap kepadatan penduduk, 
sedangkan luas wilayah memberikan pengaruh negatif terhadap 
kepadatan penduduk. Pengaruh negatif dari luas wilayah ini 
disebabkan oleh luas wilayah yang tidak meningkat seperti grafik 
pada Lampiran 12, sehingga wilayah tersebut tidak terdapat cukup 
sumber daya untuk kemajuan penduduknya, misal tidak terdapat 
perguruan tinggi yang bagus dan lapangan pekerjaan yang tidak 
mencukupi untuk semua penduduk. Kondisi seperti ini 
menyebabkan sebagian penduduk pergi ke daerah lain untuk 
memcari lapangan pekerjaan maupun sekedar meneruskan 
pendidikan. Beberapa kecamatan tersebut meliputi Boyolangu, 
Tulungagung dan Kedungwaru. Laju pertumbuhan penduduk tidak 
memberikan pengaruh secara nyata terhadap kepadatan penduduk 
dikarenakan pemerintah kabupaten Tulungagung menghendaki 




















beberapa kecamatan dari tahun ke tahun malah menunjukkan laju 
pertumbuhan penduduk yang meningkat seperti pada Lampiran 13. 
 
2. Regresi Ridge Bayesian 
Hasil estimasi dengan metode Bayesian pada persamaan (4.6) 
maka diperoleh hasil tidak jauh berbeda dengan model pada regresi 
ridge. Pada model regresi ridge dapat dikatakan bahwa setiap 
peningkatan 100 km2 luas wilayah menurut Kecamatan di 
Kabupaten Tulungagung maka akan menurunkan kepadatan 
penduduk sebesar 14 jiwa/km2 di mana faktor lain dianggap 
konstan, penurunan kepadatan penduduk ini disebabkan karena 
ketika luas wilayah semakin meningkat namun tidak tersedia 
lapangan pekerjaan yang memadai untuk penduduknya sehingga 
menyebabkan penduduk berpindah ke wilayah lain untuk mencari 
lapangan pekerjaan. Beberapa kecamatan tersebut meliputi 
kecamatan Boyolangu, Tulungagung dan Kedungwaru. Setiap 
kenaikan 1000 jiwa banyak penduduk maka akan meningkatkan 
kepadatan penduduk sebesar 9 jiwa/km2 di mana faktor lain 
dianggap konstan. Setiap peningkatan 10% laju pertumbuhan 
penduduk maka akan meningkatkan kepadatan penduduk sekitar 2 
jiwa/km2 di mana faktor lain dianggap konstan. Selanjutnya setiap 
peningkatan 100 jiwa bayi yang lahir maka akan menyebabkan 
kepadatan penduduk meningkat sebesar 4 jiwa/km2. 
Pada penelitian ini laju pertumbuhan penduduk tidak 
berpengaruh terhadap kepadatan penduduk, hal ini dikarenakan 
pemerintah Tulungagung mencanangkan program Keluarga 
Berencana (KB) yang diharapkan mampu menghambat tingkat laju 
pertumbuhan penduduk. Namun pada kenyataannya laju 
pertumbuhan penduduk pada tahun 2016 meningkat dari tahun 
sebelumnya. 
 
4.3. Kriteria Kebaikan Model 
Setelah diperoleh hasil estimasi parameter dan hasil pengujian 
signifikansi parameter maka perlu dilakukan pengujian kebaikan 
model, di mana dengan beberapa kriteria model yang digunakan 























Tabel 4.15. Nilai Kriteria Kebaikan Model 
  
Data 1 Data 2 
MLE Bayesian MLE Bayesian 
R2adj 0.4825 0.7060 0.8746 0.9370 
MSE 0.0135 0.0077 0.0078 0.0034 
BIC  -148.1597 -168.4788  -89.3977 -99.9784 
AIC  -157.9852 -178.3043 -93.1754 -103.7561 
Pada penelitian ini menghasilkan dua model estimasi yaitu model 
regresi ridge dengan MLE dan metode Bayesian. Hasil R2adj 
menunjukkan pada metode Bayesian menghasilkan nilai yang lebih 
tinggi. Ketika nilai R2adj
 tinggi maka akan menyebabkan nilai MSE 
cukup rendah, nilai MSE yang cukup rendah mengindikasikan 
keragaman dalam model kecil sehingga hasil estimasi yang dihasilkan 
sudah cukup baik. Dalam penelitian ini nilai MSE metode Bayesian 
lebih kecil daripada MLE. Kemudian hasil nilai BIC dan AIC 
menunjukkan tingkat ketepatan metode estimasi dalam membentuk 
model, di mana nilai BIC dan AIC mempertimbangkan fungsi 
likelihood suatu distribusi data sampel. Diperoleh nilai BIC dan AIC 
pada metode Bayesian lebih kecil daripada metode MLE, sehingga 
dapat disimpulkan bahwa metode Bayesian cukup baik dalam 
membentuk model regresi ridge.  
Dari keempat kriteria kebaikan model yang digunakan, maka 
dapat diketahui bahwa metode Bayesian lebih baik jika digunakan 






















KESIMPULAN DAN SARAN 
 
5.1. Kesimpulan 
1. Model regresi ridge dengan estimasi parameter MLE dan 
Bayesian adalah sebagai berikut: 
a. Data 1 yaitu Angka Harapan Sekolah pada Kabupaten/ Kota 
di Jawa Timur tahun 2015 sebagai berikut: 
Ŷ = 6.5642 + 0.0567X1 + 0.0134X2 + 0.0265X3 + 0.0035X4
+ 0.0689X5 + 0.0239X6 
Ŷ = 6.1670 + 0.0670X1 + 0.0150X2 + 0.0300X3 + 0.0010X4
+ 0.0820X5 + 0.0260X6 
b. Data 2 yaitu Kepadatan Penduduk menurut Kecamatan di 
Kabupaten Tulungagung tahun 2016 sebagai berikut: 
Ŷ = 1.0258 − 0.0130X1 + 0.0086X2 + 0.1843X3 + 0.0446X4 
Ŷ = 1.0688 − 0.0138X1 + 0.0087X2 + 0.1850X3 + 0.0440X4 
2. Pada penelitian ini diketahui bahwa metode Bayesian lebih baik 
dalam mengestimasi model regresi ridge, karena menghasilkan  




Dari hasil analisis yang telah dilakukan dalam penelitian ini maka 
saran yang dapat diberikan adalah: 
1. Memilih variabel prediktor yang lebih sesuai dalam menjelaskan 
variabel respon, karena pada penelitian ini terdapat variabel 
respon yang berasal dari proses perhitungan variabel prediktor 
yang terlibat dalam model (studi kasus pada Data Kepadatan 
Penduduk menurut Kecamatan di Kabupaten Tulungagung). 
2. Dalam proses simulasi pada metode Bayesian memerlukan 
kondisi software R yang stabil agar pemanggilan code saat ini 
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