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Abstract. It is proven that for smooth initial data with compact support outside
the event horizon, the solution of every azimuthal mode of the Teukolsky equation
for general spin decays pointwise in time.
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2 F. FINSTER AND J. SMOLLER
1. Introduction
In this paper we prove linear stability of the non-extreme Kerr black hole under
perturbations by gravitational and electromagnetic waves. More precisely, we consider
the initial value problem for the Teukolsky equation of general spin s ∈ {12 , 1, 32 , 2, . . .}
for smooth initial data supported outside the event horizon. Thus, rewriting the
equation as a first-order system in time, we analyze the solution for initial data Ψ0 ∈
C∞((r1,∞) × S2,C2) (where r1 is the event horizon, and the two components of Ψ0
describe the Teukolsky wave function and its first time derivative at time zero; for
details see Section 2). We decompose the initial data into a Fourier series of azimuthal
modes,
Ψ0(r, ϑ, ϕ) =
∑
k∈Z
e−ikϕ Ψ(k)0 (r, ϑ) . (1.1)
Since the Kerr geometry is axisymmetric, the Teukolsky equation decouples into sep-
arate equations for each mode. Therefore, the solution of the Cauchy problem with
initial data Ψ0 is obtained by solving the Cauchy problem for each mode and taking
the sum of the resulting solutions. With this in mind, we here restrict attention to the
Cauchy problem for a single mode, i.e.
Ψ(0, r, ϑ, ϕ) = e−ikϕ Ψ(k)0 (r, ϑ) ∈ C∞
(
(r1,∞)× S2,C2
)
. (1.2)
We derive an integral representation of the solution which involves the fundamental
solutions of the ODEs arising in the separation of variables. Moreover, we prove the
following pointwise decay result:
Theorem 1.1. Consider a non-extreme Kerr black hole of mass M and angular mo-
mentum aM with M2 > a2 > 0. Then for any s ≥ 12 , the solution Ψ of the Teukolsky
equation with initial data of the form (1.2) decays to zero in L∞loc((r1,∞)× S2).
This theorem establishes in the dynamical setting that the non-extreme Kerr black
hole is linearly stable.
In general terms, the problem of linear stability of black holes can be stated math-
ematically as the question whether solutions of massless linear wave equations in the
Kerr geometry decay in time. The different types of equations are characterized sys-
tematically in the Newman-Penrose formalism by their spin, taking the possible val-
ues s = 0, 12 , 1,
3
2 , 2, . . .. From the physical point of view, the most interesting cases
are s = 1 (Maxwell field) and s = 2 (gravitational waves). The case s = 0 of scalar
waves is a major mathematical simplification. The black hole stability problem has
a long history and has been studied by many authors. For brevity, we only men-
tion a few recent results and refer for the broader context to [13] and the references
therein. Despite many results for scalar waves in the Kerr geometry (see for exam-
ple [11, 12, 30, 29, 25, 7]) and for higher spin waves in spherically symmetric space-times
(see for example [17, 28, 3, 6]), only few results are known for higher spin waves in
the Kerr geometry. There are results for the Dirac field [10] and for the Maxwell
field [26, 2, 1], all of which use the specific structure of the respective equations. Also,
we would like to mention recent nonlinear stability results in the related Kerr-De Sitter
geometry [22]. A general framework for analyzing the equations of arbitrary spin in
the Kerr geometry goes back to Teukolsky [32] who showed that the massless equa-
tions for any spin can be rewritten as a single wave equation for a complex scalar
field φ, referred to as the Teukolsky equation (sometimes also called the Teukolsky
master equation). If s 6= 0, the coefficients of the Teukolsky equation are complex.
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The Teukolsky equation has the remarkable property that it can be separated into a
coupled system of a radial and an angular ODE (for details see for example the text-
book [5]). The only known stability result in the Teukolsky framework was obtained by
Whiting [33], who proved that the Teukolsky equation does not admit solutions which
decay both at spatial infinity and at the event horizon and increase exponentially in
time. This so-called mode stability result is also a key ingredient to our analysis of the
long-time dynamics of solutions of the Cauchy problem.
We now outline our method of proof. We first bring the Teukolsky equation into
the Hamiltonian form by employing the ansatz
Ψ =
(
Φ
i∂tΦ
)
and writing the equation as
i∂tΨ = HΨ ,
where H is a second-order spatial differential operator. Using suitable PDE estimates,
we show that the resolvent Rω := (H − ω)−1 exists if ω lies outside a strip enclosing
the real axis (see Lemma 4.1). We then derive an integral representation for the
solution of the Cauchy problem which involves a Cauchy-type contour integral over
the resolvent (see Theorem 5.1). Next, we decompose the resolvent on the contour
into an infinite sum of angular modes (see Theorem 7.1). These angular modes arise
from our earlier paper [21] where we derive a spectral decomposition of the angular
operator into invariant subspaces. After employing this angular mode decomposition,
Whiting’s mode stability [33] makes it possible to move the contour integrals of the
separated resolvent onto the real axis.
At this point two major problems remain: to show that the separated resolvents have
no poles on the real axis, and to control the infinite sum of angular modes uniformly
in time. In order to resolve these problems, we write the radial part of the separated
Teukolsky equation in Sturm-Liouville form(
− d
2
du2
+ V
)
X = 0 .
By a careful analysis of the potential V and of the solutions of this ODE, we show
that we can approximate X in different regions by WKB, Airy, and parabolic cylin-
der functions, with rigorous error estimates. Here we rely crucially on our previous
work on special functions [19] and on the ODE estimates developed in [18, 20]. These
results also give rise to corresponding estimates for the separated resolvent (see Propo-
sition 10.11).
For smooth initial data supported outside the event horizon, we thus obtain an
integral representation for the solution Ψ of the Cauchy problem for the Teukolsky
equation involving an infinite sum of angular modes (see Theorem 12.1). We prove
that this infinite sum, for large n is uniformly small, and that the remaining finite sum
decays using the Riemann-Lebesgue lemma (see Corollary 12.2). This gives the above
theorem.
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2. Preliminaries
We consider the Kerr metric in Boyer-Lindquist coordinates (t, r, ϑ, ϕ) with r > 0,
0 ≤ ϑ ≤ π, 0 ≤ ϕ < 2π (see for example [5]). Then the line element takes the form
ds2 = gjk dx
jxk
=
∆
U
(dt− a sin2 ϑ dϕ)2 − U
(
dr2
∆
+ dϑ2
)
− sin
2 ϑ
U
(a dt− (r2 + a2) dϕ)2 ,
where
U(r, ϑ) = r2 + a2 cos2 ϑ and ∆(r) = r2 − 2Mr + a2 . (2.1)
Here the parameters M and aM denote the mass and the angular momentum of the
black hole, respectively. We shall restrict attention to the non-extreme case with non-
zero angular momentum, i.e. M2 > a2 > 0. In this case, the function ∆ has two
distinct zeros,
r0 =M −
√
M2 − a2 and r1 =M +
√
M2 − a2 , (2.2)
corresponding to the Cauchy and the event horizon, respectively. We shall consider
only the region r > r1 outside the event horizon, and thus ∆ > 0.
Our starting point is the Teukolsky equation in the form given by Whiting [33](
∂
∂r
∆
∂
∂r
− 1
∆
{
(r2 + a2)
∂
∂t
+ a
∂
∂ϕ
− (r −M) s
}2
− 4s (r + ia cos ϑ) ∂
∂t
+
∂
∂ cos ϑ
sin2 ϑ
∂
∂ cos ϑ
+
1
sin2 ϑ
{
a sin2 ϑ
∂
∂t
+
∂
∂ϕ
+ is cos ϑ
}2)
φ = 0 .
(2.3)
We restrict attention to a fixed ϕ-mode. Thus for a given k ∈ Z we make the ansatz
φ(t, r, ϑ, ϕ) = e−ikϕ R(t, r, ϑ) . (2.4)
Moreover, we introduce the Regge-Wheeler coordinate u ∈ R by
du
dr
=
r2 + a2
∆
,
∂
∂r
=
r2 + a2
∆
∂
∂u
(2.5)
and introduce the new function Φ by
Φ(t, u, ϑ) =
√
r2 + a2 R(t, r, ϑ) . (2.6)
Using the transformation
∂
∂r
∆
∂
∂r
=
r2 + a2
∆
∂
∂u
(r2 + a2)
∂
∂u
=
r2 + a2
∆
√
r2 + a2
(
∂2
∂u2
√
r2 + a2 −
(
∂2u
√
r2 + a2
))
,
we find that
∂
∂r
∆
∂
∂r
R =
1√
r2 + a2
(r2 + a2)2
∆
(
∂2
∂u2
− ∂
2
u
√
r2 + a2√
r2 + a2
)
Φ .
Then the Teukolsky equation takes the form
TΦ = 0 , (2.7)
LINEAR STABILITY OF THE NON-EXTREME KERR BLACK HOLE 5
where
T =
(r2 + a2)2
∆
(
∂2
∂u2
− ∂
2
u
√
r2 + a2√
r2 + a2
)
− 1
∆
{
(r2 + a2)
∂
∂t
− iak − (r −M) s
}2
− 4s (r + ia cos ϑ) ∂
∂t
+
∂
∂ cos ϑ
sin2 ϑ
∂
∂ cos ϑ
+
1
sin2 ϑ
{
a sin2 ϑ
∂
∂t
− ik + is cos ϑ
}2
.
3. Hamiltonian Formulation
In order to write the Teukolsky equation (2.7) in the Hamiltonian form, we make
the ansatz
Ψ =
(
Φ
i∂tΦ
)
. (3.1)
Then the equation takes the form
i ∂tΨ = H Ψ , (3.2)
where H is the Hamiltonian
H =
(
0 1
A β
)
, (3.3)
whose matrix entries are the operators
ρ = r2 + a2 − a2 sin2 ϑ ∆
r2 + a2
(3.4)
A =
r2 + a2
ρ
(
− ∂
2
∂u2
+
∂2u
√
r2 + a2√
r2 + a2
)
(3.5)
+
∆
ρ (r2 + a2)
(
− ∂
∂ cos ϑ
sin2 ϑ
∂
∂ cosϑ
+
(−k + s cosϑ)2
sin2 ϑ
)
(3.6)
−
(
ak + i(M − r)s)2
ρ (r2 + a2)
(3.7)
β =
2
ρ
[
−
(
ak + i(M − r)s
)
+
(
ak − 2irs+ as cosϑ
) ∆
r2 + a2
]
. (3.8)
As the domain of definition of H we choose the smooth wave functions which are com-
pactly supported outside the event horizon. Thus, working with the Regge-Wheeler
coordinate u throughout (see (2.5)), we choose
D(H) = C∞0 (R× S2,C4) . (3.9)
We remark that in the limiting case a ց 0, the above Hamiltonian reduces to that
in [17, Section 4]. In the case s = 0, on the other hand, our Hamiltonian coincides
with that in [11, eq. (2.25)], except for the factor
√
r2 + a2 in the transformation (2.6).
The next step is to introduce a scalar product. Our starting point is the bilinear
form
<Ψ, Ψ˜>=
ˆ ∞
−∞
ρ
r2 + a2
du
ˆ 1
−1
d cos ϑ 〈Ψ,
(
A 0
0 1
)
Ψ˜〉C2 . (3.10)
This bilinear form has a similar structure as the “energy scalar product” used for
example in Minkowski space. In our setting, however, this bilinear form does not have
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the symmetry property <Ψ1,Ψ2> =<Ψ2,Ψ1> (because the term (3.7) is complex) and
is therefore certainly not positive definite. Our strategy is to modify (3.10) in such a
way that it becomes symmetric and positive definite. We first verify the sign of the
zero order term in (3.5).
Lemma 3.1. Outside the event horizon, the zero order term in (3.5) is non-negative,
i.e.
∂2u
√
r2 + a2√
r2 + a2
≥ 0 for all r > r1 .
Proof. By direct computation, one finds that
∂2u
√
r2 + a2√
r2 + a2
=
∆
(r2 + a2)4
f(r) with f(r) := a4 − 4a2Mr + a2r2 + 2Mr3 .
We want to show that the function f is non-zero outside the event horizon. To this
end, we first note that its derivative
f ′(r) = −4a2M + 2a2r + 6Mr2
is obviously monotone increasing. Therefore, a direct computation using (2.2) gives
f ′(r) ≥ f ′(r1) =
(
12M3 − 8a2M)+ (12M2 − 2a2)√M2 − a2 ≥ 0 ,
where in the last step we used that a < M . We conclude that f is monotone increasing.
Therefore,
f(r) ≥ f(r1) = 8M2
(
M2 − a2)+ (8M3 − 4a2M)√M2 − a2 ≥ 0 ,
where we again used (2.2) together with the inequality a < M . This concludes the
proof. 
In view of this lemma, the term (3.5) gives a positive contribution to the bilinear
form (3.10). Obviously, the same is true for the term (3.6). In order to get rid of the
troublesome complex term (3.7) we set
δ = 1 +
(
ak + i(M − r)s)2
ρ (r2 + a2)
and introduce the scalar product (., .) by
(Ψ, Ψ˜) =
ˆ ∞
−∞
ρ
r2 + a2
du
ˆ 1
−1
d cos ϑ 〈Ψ,
(
A+ δ 0
0 1
)
Ψ˜〉C2 . (3.11)
Taking the completion of the domain (3.9) gives rise to a Hilbert space (H, (., .)). Using
that A+ δ ≥ 1 and that the weight factor in (3.11) written as
ρ
r2 + a2
= 1− ∆ a
2 sin2 ϑ
(r2 + a2)2
is clearly bounded uniformly from above and below in u and ϑ, the corresponding
Hilbert space norm ‖.‖ is equivalent to the Sobolev norm on (H1,2 ⊕L2)(R× S2,C4).
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4. Resolvent Estimates
Obviously, the Hamiltonian H is not symmetric on (H, (.|.)). But, as is verified by
direct computation, we obtain a symmetric operator by modifying the Hamiltonian to
H+ =
(
0 1
A+ δ Re β
)
,
where we again choose the domain (3.9). The difference of H and H+ is a bounded
operator. Namely,
‖(H −H+)Ψ‖ =
∥∥∥∥
(
0 0
−δ i Imβ
)(
Ψ1
Ψ2
)∥∥∥∥ = ∥∥− δΨ1 + i ImβΨ2∥∥L2
≤ sup
R×S2
(|δ|+ | Imβ|) (∥∥Ψ1‖L2 + ‖Ψ2‖L2) ≤ sup
R×S2
(|δ| + | Imβ|) ‖Ψ‖ ,
implying that
‖(H −H+)‖ ≤ c := sup
R×S2
(|δ| + | Im β|) . (4.1)
Now we use a method similar as in [11, Lemma 4.1] to obtain resolvent estimates.
Lemma 4.1. For every ω with
| Imω| > c , (4.2)
the resolvent Rω = (H − ω)−1 exists and is bounded by
‖Rω‖ ≤ 1| Imω| − c . (4.3)
Proof. The inequality (4.1) gives rise to the bound
‖H −H∗‖ = ∥∥(H −H+)− (H −H+)∗∥∥
≤ ‖H −H+‖+ ‖(H −H+)∗‖ = 2 ‖H −H+‖ ≤ 2c .
It follows that for every normalized vector Ψ ∈ D(H),
‖(H − ω)Ψ‖ ≥ ∣∣(Ψ, (H − ω)Ψ)∣∣ ≥ ∣∣Im (Ψ, (H − ω)Ψ)∣∣
≥ |Imω| ‖Ψ‖2 − 1
2
∣∣(Ψ, (H −H∗)Ψ)∣∣
≥ (|Imω| − c) ‖Ψ‖2 . (4.4)
It follows that the operator (H − ω) is injective.
In order to show that this operator is also surjective, we first note that the esti-
mate (4.4) implies that the image of (H − ω) is a closed subspace of H. Therefore, it
suffices to show that the image of the operator H − ω is dense in H. If this were not
the case, there would exist a non-zero vector Ψˆ ∈ H such that(
(H − ω)Ψ, Ψˆ) = 0 for all Ψ ∈ D(H) .
In other words, Ψˆ would be a weak solution of the adjoint equation (H∗ − ω)Ψˆ =
0. By the regularity theorem for elliptic operators on manifolds (cf. [31, Chapter 5,
Theorem 1.3]), every weak solution of this equation is a solution in the strong sense
(note that the operator A is uniformly elliptic). On the other hand, repeating the
estimate (4.4) with H replaced by H∗ and ω replaced by ω, we get the inequality∥∥(H∗ − ω)Ψˆ∥∥ ≥ (|Imω| − c) ∥∥Ψˆ∥∥2 .
This is a contradiction.
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Reω
R
Imω
Imω = 2c
C1
C2
Imω = −2c
Figure 1. The contour CR.
The above arguments show that the resolvent Rω exists. Applying the inequal-
ity (4.4) for Ψ = RωΦ gives the estimate (4.3). This concludes the proof. 
5. Contour Integrals and Completeness
For given R > 0 we consider the two contours C1 and C2 in the complex ω-plane
defined by
C1 = ∂BR(0) ∩ {Imω > 2c} , C2 = ∂BR(0) ∩ {Imω < −2c} ,
both taken with positive orientation (see Figure 1). We set CR = C1 ∪ C2. We can
now state the following completeness result. The proof uses similar methods as in [17,
Section 7] and is based on an idea which we learned from A. Bachelot [4, Proof of
Theorem 2.12].
Theorem 5.1. For every Ψ ∈ D(H), we have the representation
Ψ = − 1
2πi
lim
R→∞
ˆ
CR
(RωΨ) dω . (5.1)
Proof. For given ω satisfying the inequality (4.2) and Ψ ∈ D(H), we know that
Rω (H − ω)Ψ = Ψ . (5.2)
Solving for RωΨ gives the identity
RωΨ = −Ψ
ω
+
1
ω
Rω(HΨ) .
Clearly, this identity also holds for Ψ replaced by HΨ. This makes it possible to iterate
the identity to obtain
RωΨ = −Ψ
ω
− 1
ω2
(HΨ) +
1
ω2
Rω
(
H2Ψ
)
. (5.3)
Integrating ω over the contour CR gives the estimate∥∥∥∥
ˆ
CR
(
RωΨ+
Ψ
ω
)
dω
∥∥∥∥ ≤ (‖HΨ‖+ ∥∥Rω(H2Ψ)∥∥)
ˆ
CR
d|ω|
|ω2|
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Using the resolvent estimate (4.3) and noting that the length of the contour grows
only linearly in R, one sees that the right side tends to zero as R→∞. Hence
lim
R→∞
ˆ
CR
(RωΨ) dω = −Ψ lim
R→∞
ˆ
CR
dω
ω
= −2πiΨ ,
where the last step can be verified by computing the integral explicitly or by using the
estimate ∣∣∣∣∣
˛
∂BR(0)
dω
ω
−
ˆ
CR
dω
ω
∣∣∣∣∣ ≤ 12 cR R→∞−→ 0 .
This concludes the proof. 
The integral representation in Theorem 5.1 has the disadvantage that the integrand
decays at infinity only like 1/|ω|, making it impossible to work with unbounded con-
tours (because these would not converge in the Hilbert space). In order to avoid this
problem, we use the method introduced in [17, Section 7] to subtract counter terms
which do not change the value of the contour integral. We thus obtain the following
result.
Theorem 5.2. Choosing C as the contour
C =
{
ω
∣∣ Imω = 2c} ∪ {ω ∣∣ Imω = −2c} (5.4)
with counter-clockwise orientation, the following completeness relation holds for ev-
ery Ψ ∈ D(H),
Ψ = − 1
2πi
ˆ
C
(
RωΨ+
Ψ
ω + 3ic
)
dω . (5.5)
Moreover, the Cauchy problem for the Teukolsky equation with initial data Ψ|t=0 =
Ψ0 ∈ D(H) has a unique solution given by
Ψ(t) = − 1
2πi
ˆ
C
e−iωt
(
RωΨ0 +
Ψ0
ω + 3ic
)
dω . (5.6)
Proof. Since the resolvent is holomorphic in the region {| Imω| > c}, we may contin-
uously deform the contour CR in (5.1) for any R. In particular, we may deform the
contours to new contours C˜R which all lie inside the region | Imω| < 3c. Then the
function 1/(ω + 3ic), having its poles outside this region, does not contribute to the
contour integral in the the limit R→∞, i.e.
Ψ = − 1
2πi
lim
R→∞
ˆ
C˜R
(
RωΨ+
Ψ
ω + 3ic
)
dω .
Iterating (5.3) and expanding, one finds
RωΨ = −Ψ
ω
− HΨ
ω2
+
Rω(H
2Ψ)
ω2
= −Ψ
ω
+ O
(
ω−2
)
= − Ψ
ω + 3ic
+ O
(
ω−2
)
.
According to (5.3), the norm of the integrand decays quadratically for large |ω|. There-
fore, in the limit R → ∞ the integrals converges to the unbounded contour inte-
gral (5.5).
In order to prove (5.6), we insert one more counter term (which again does not
change the value of the contour integral) to obtain
Ψ0 = − 1
2πi
ˆ
CR
(
RωΨ0 +
Ψ0
ω + 3ic
+
(H + 3ic)Ψ0
(ω + 3ic)2
)
dω . (5.7)
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A direct computation using the identity
RωΨ0 = −Ψ0
ω
− HΨ0
ω2
− H
2Ψ0
ω3
+
Rω(H
3Ψ0)
ω3
(obtained again by iterating (5.3)) shows that the integrand in (5.7) decays even cu-
bically for large |ω|. Clearly, the additional counter term can also be inserted in (5.6),
so that the function Ψ(t) as defined by (5.6) takes the form
Ψ(t) = − 1
2πi
ˆ
CR
e−iωt
(
RωΨ0 +
Ψ0
ω + 3ic
+
(H + 3ic)Ψ0
(ω + 3ic)2
)
dω . (5.8)
Setting t = 0 and using (5.7), we find that Ψ(t) = Ψ0, showing that the initial
conditions are satisfied. It remains to show that Ψ(t) satisfies the Teukolsky equa-
tion (i∂t −H)Ψ(t) = 0. Using that the integrand in (5.8) decays cubically for large ω
and that the time derivative generates a factor ω, Lebesgue’s dominated convergence
theorem allows us to interchange the differential operator with the integration. We
thus obtain
(i∂t −H)Ψ(t) = 1
2πi
ˆ
CR
e−iωt (H − ω)
(
RωΨ0 +
Ψ0
ω + 3ic
+
(H + 3ic)Ψ0
(ω + 3ic)2
)
dω
=
1
2πi
ˆ
CR
e−iωt
(
Ψ0 +
(H − ω)Ψ0
ω + 3ic
+
(H − ω)(H + 3ic)Ψ0
(ω + 3ic)2
)
dω = 0 ,
because no poles are enclosed by the contour. This shows that Ψ(t) as given by (5.6)
really is a solution of the Cauchy problem. Uniqueness follows immediately because
the Teukolsky equation is hyperbolic. 
We now derive alternative integral representations for the solution of the Cauchy
problem, which will be useful for our estimates.
Corollary 5.3. For any integer p ≥ 1, the solution of the Cauchy problem for the
Teukolsky equation with initial data Ψ|t=0 = Ψ0 ∈ D(H) has the representation
Ψ(t) = − 1
2πi
ˆ
C
e−iωt
1
(ω + 3ic)p
(
Rω
(
H + 3ic
)p
Ψ0
)
dω . (5.9)
Proof. Rewriting (5.2) as
RωΨ = − 1
ω + 3ic
Ψ+
1
ω + 3ic
Rω (H + 3ic)Ψ ,
we can iterate similar to (5.3) to obtain
RωΨ = − 1
ω + 3ic
Ψ− (H + 3ic)Ψ
(ω + 3ic)2
− · · · − (H + 3ic)
p−1
(ω + 3ic)p
Ψ (5.10)
+
1
(ω + 3ic)p
Rω (H + 3ic)
pΨ . (5.11)
Using this identity in (5.6), the first summand in (5.10) cancels. For all the other
summands in (5.10), one can compute the integral in (5.6) with residues to obtain
zero. Therefore, only the summand (5.11) remains, giving the result. 
For negative times, the integral representation of the solution of the Cauchy problem
can be further simplified. This is the representation which we will use in the remainder
of this paper.
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Corollary 5.4. For negative times, the solution of the Cauchy problem for the Teukol-
sky equation with initial data Ψ|t=0 = Ψ0 ∈ D(H) has the integral representation
Ψ(t) = − 1
2πi
ˆ
R−2ic
e−iωt
(
RωΨ0 +
Ψ0
ω + 3ic
)
dω (if t < 0) .
Moreover, for any integer p ≥ 1,
Ψ(t) = − 1
2πi
ˆ
R−2ic
e−iωt
1
(ω + 3ic)p
(
Rω
(
H + 3ic
)p
Ψ0
)
dω . (5.12)
Proof. Starting from (5.6) and (5.9), we take the limit where the upper part of the
contour R + 2ic is deformed towards Imω → ∞, making use of the fact that the
factor e−iωt decays exponentially in this limit. 
6. Separation of Variables and Jost Solutions
Let ω ∈ C. We make the separation ansatz
Φ(t, u, ϑ) = e−iωtX(u)Y (ϑ) .
This gives rise to the coupled system of ODEs
RωX(r) = −λX(r) , AωY (ϑ) = λY (ϑ) , (6.1)
where the radial operator Rω and the angular operator Aω are given by
Rω = −(r
2 + a2)2
∆
(
∂2
∂u2
− ∂
2
u
√
r2 + a2√
r2 + a2
)
+
1
∆
(
− iω (r2 + a2)− iak − (r −M) s
)2
+ 4sr + 4k aω (6.2)
Aω = 4saω cos ϑ− 4k aω
− ∂
∂ cos ϑ
sin2 ϑ
∂
∂ cos ϑ
− 1
sin2 ϑ
(
− iaω sin2 ϑ− ik + is cosϑ
)2
= − ∂
∂ cos ϑ
sin2 ϑ
∂
∂ cos ϑ
− 1
sin2 ϑ
(
iaω sin2 ϑ− ik + is cos ϑ
)2
= − ∂
∂ cos ϑ
sin2 ϑ
∂
∂ cos ϑ
+
1
sin2 ϑ
(
− aω sin2 ϑ+ k − s cos ϑ
)2
. (6.3)
The operator Aω coincides with the angular Teukolsky operator as studied in [20, 21]
(with the aspherical parameter Ω = −aω). Note that in order to get this agreement,
we added and subtracted the constant 4kaω.
The radial equation can be written as the Sturm-Liouville equation(
− d
2
du2
+ V
)
X = 0 , (6.4)
where V is the potential
V (u) =
λ∆
(r2 + a2)2
+
∂2u
√
r2 + a2√
r2 + a2
+
4ω∆
(r2 + a2)2
(
ak − irs)− (ω + ak − i(r −M) s
r2 + a2
)2
.
(6.5)
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Near spatial infinity, the potential has the asymptotics
V (u) = −ω2 − 2isω
u
+ O
(
log u
u2
)
if u→∞ . (6.6)
Likewise, near the event horizon, we have the asymptotics
V (u) = −Ω2 + O(eγu) if u→ −∞ , (6.7)
where
Ω := ω +
ak − i(r1 −M) s
r21 + a
2
, γ :=
r1 − r0
r21 + a
2
(6.8)
(and r0 and r1 are again the horizons (2.2)). These asymptotics are exactly the same as
in the Schwarzschild geometry, if at the event horizon we replace ω by ω+(ak)/(r21+a
2).
Therefore, we can proceed exactly as in [17, Section 3] to construct Jost solutions φ´±
and φ`± with the following properties (see also [12, Section 3] or [8]).
Theorem 6.1. For every ω in the domain
D− :=
{
ω
∣∣∣ Imω < (r1 −M)s
r21 + a
2
+
γ
2
}
there is a solution φ´− of (6.4) having the asymptotics
lim
u→−∞ e
−iΩu φ´−(u) = 1 , lim
u→−∞
(
e−iΩu φ´−(u)
)′
= 0 . (6.9)
These solutions can be chosen to form a holomorphic family, in the sense that for
every u ∈ R, the function φ´−(u) is holomorphic in ω ∈ D−. Similarly, on the domain
D+ :=
{
ω
∣∣∣ Imω > (r1 −M)s
r21 + a
2
− γ
2
}
there is a holomorphic family of solutions φ´+ of (6.4) with the asymptotics
lim
u→−∞ e
iΩu φ´+(u) = 1 , lim
u→−∞
(
eiΩu φ´+(u)
)′
= 0 .
Theorem 6.2. On the domain E+ := {ω | ω 6= 0 and Imω ≥ 0}, there is a family of
solutions φ`+(u) of (6.4), holomorphic in the interior of E+, having the asymptotics
lim
u→∞u
s e−iωu φ`+(u) = 1 , lim
u→∞
(
us e−iωu φ`+(u)
)′
= 0 .
Likewise, on the domain E− := {ω | ω 6= 0 and Imω ≤ 0}, there is a family of
solutions φ`−(u) of (6.4), holomorphic in the interior of E−, with the asymptotics
lim
u→∞u
−s eiωu φ`−(u) = 1 , lim
u→∞
(
u−s eiωu φ`−(u)
)′
= 0 . (6.10)
7. Separation of the Resolvent
We return to the solution of the Cauchy problem given in Corollary 5.4. Possibly
by increasing c, we can arrange that
c >
(r1 −M)s
r21 + a
2
.
Choosing the Jost function as
φ´ = φ´− and φ` = φ`+ ,
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these functions all decay exponentially in their asymptotic ends.
We now apply the results of [21] on the spectral decomposition of the angular op-
erator. According to [21, Theorem 1.1], for any ω in the strip U defined by
U :=
{
ω ∈ C with |Imω| < 3c}
(and c as in (5.4) so that the contour C lies inside U), there is a family (Qωn)n∈N∪{0} of
idempotent operators whose images are invariant subspaces of the angular operator Aω
with the following properties:
(i) The Qωn are complete in the sense that
∞∑
n=0
Qωn = 1 (7.1)
with strong convergence of the series.
(ii) The Qωn have rank at most N , where N can be chosen uniformly in ω.
(iii) The Qωn are uniformly bounded in L
2(S2), i.e. there is a constant c2 such that
‖Qωn‖ ≤ c2 for all n ∈ N ∪ {0} and ω ∈ U . (7.2)
We now choose ω on the contour C and let n ∈ N ∪ {0}. We point out that the
range of the operator Qωn need not be an eigenspace of Aω because there might be
Jordan chains. However, since the length of the Jordan chains is bounded by N , we
can write Aω on the invariant subspace as
AωQωn = (λ 1 +N )Qωn , (7.3)
where N is a nilpotent operator with NN = 0. Let us consider the Teukolsky equa-
tion (2.7) on the invariant subspace. Using (7.3), the resulting equation is obtained
from the radial equation (6.4) and (6.5) if the separation constant λ is replaced by the
operators λ 1 +N . This gives the equation(
− d
2
du2
+ V +
∆
(r2 + a2)2
N
)
X(u) = 0 ,
where X(u) is now vector-valued, taking values in the invariant subspace. We want to
construct a Green’s function gω(u, v) of this equation, defined by(
− d
2
du2
+ V +
∆
(r2 + a2)2
N
)
gω(u, v) = δ(u− v) . (7.4)
If the nilpotent operator N is absent, this Green’s function is given just as in [17,
Section 4] by a function which we now denote by sω(u, v),
sω(u, v) =
1
w(φ´, φ`)
×
{
φ´(u) φ`(v) if v ≥ u
φ`(u) φ´(v) if v < u .
(7.5)
Namely, a straightforward computation yields(
− d
2
du2
+ V (u)
)
sω(u, v) = δ(u − v) .
We also regard sω as an operator with corresponding integral kernel sω(u, v). Then
we can multiply (7.4) by sω to obtain the operator equation(
1 + sω
∆
(r2 + a2)2
N
)
gω = sω .
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Since N is nilpotent, this equation can be solved by a finite Neumann series,
gω =
N∑
l=0
(
− sω ∆
(r2 + a2)2
N
)l
sω . (7.6)
The existence of powers of sω is proved exactly as in [11, Lemma 5.2].
After these preparations, we can now decompose the resolvent into angular modes:
Theorem 7.1. For any ω on the contour C, (5.4), the resolvent Rω = (H −ω)−1 has
the representation
Rω =
∞∑
n=0
Rω,n Q
ω
n ,
where the operators Rω,n can be written as integral operators,(
Rω,nΨ)(u, ϑ) =
ˆ ∞
−∞
ρ(v, ϑ)
r(v)2 + a2
Rω,n(u, v)Ψ(v, ϑ) dv , (7.7)
with integral kernels given by
Rω,n(u, v) =
r2 + a2
ρ
δ(u − v)
(
0 0
1 0
)
+ gω(u, v)
(
ω − β(v) 1
ω
(
ω − β(v)) ω
)
. (7.8)
Proof. It is obvious from (3.3) that
(H − ω) r
2 + a2
ρ
δ(u− v)
(
0 0
1 0
)
=
r2 + a2
ρ
δ(u− v)
(
1 0
β(v)− ω 0
)
. (7.9)
We next compute the operator product
(Hu − ω) gω(u, v)
(
ω − β(v) 1
ω
(
ω − β(v)) ω
)
Qωn , (7.10)
where the index u at the Hamiltonian clarifies that its derivatives act on the variable u.
If u 6= v, we know from (7.4) that gω(u, v) is a solution of the radial Teukolsky equation.
Moreover, using the fact that the second row in the matrix is ω times the first row,
one sees that every column of this matrix is of the form (3.1). This implies that (7.10)
vanishes. If u = v, the only additional contribution is obtained when the operator ∂2u
contained in H acts on g. In view of (3.3) and (3.5), we obtain
(Hu − ω) gω(u, v)
(
ω − β(v) 1
ω
(
ω − β(v)) ω
)
Qωn
=
r2 + a2
ρ
(
0 0
1 0
)
δ(u− v)
(
ω − β(v) 1
ω
(
ω − β(v)) ω
)
Qωn
=
r2 + a2
ρ
δ(u − v)
(
0 0
ω − β(v) 1
)
Qωn .
Adding (7.9) and using (7.8), we conclude that
(Hu − ω)Rω,n(u, v) = r
2 + a2
ρ
δ(u− v)Qωn .
Summing over n and using the completeness relation (7.1) gives the result. 
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8. Contour Deformations
Using the result of Theorem 7.1 in the integral representations of Corollary 5.4, we
obtain an integral over an infinite sum of angular modes. Since it is a-priori not clear
whether the integration and summation can be interchanged, our method is to first
analyze the partial sums defined by
ΨN (t) = − 1
2πi
N∑
n=0
ˆ
R−2ic
e−iωt
(
Rω,n Q
ω
n Ψ0 +Q
ω
n
Ψ0
ω + 3ic
)
dω (8.1)
ΨN,p(t) = − 1
2πi
N∑
n=0
ˆ
R−2ic
e−iωt
(ω + 3ic)p
(
Rω,n Q
ω
n
(
H + 3ic
)p
Ψ0
)
dω (8.2)
(where again p ≥ 1 and t ≤ 0). After getting suitable estimates, we will be able to
prove that the limit N → ∞ of the partial sums exists, both with the summation
inside and outside the integral (see Section 10.5).
We now use Whiting’s mode stability result [33] to move the contour for the partial
sums up to the real axis:
Lemma 8.1. For any Ψ0 ∈ D(H) and any integer p ≥ 1, the partial sums (8.1)
and (8.2) can be written for any t ≤ 0 as
ΨN (t) = − 1
2πi
N∑
n=0
lim
εց0
ˆ
R−iε
e−iωt
(
Rω,n Q
ω
n Ψ0 +Q
ω
n
Ψ0
ω + 3ic
)
dω (8.3)
ΨN,p(t) = − 1
2πi
N∑
n=0
lim
εց0
ˆ
R−iε
e−iωt
(ω + 3ic)p
(
Rω,n Q
ω
n
(
H + 3ic
)p
Ψ0
)
dω . (8.4)
Proof. We first verify that the above integrands decay so fast near ω = ±∞ that the
integrals (8.1), (8.2) and (8.3), (8.4) converge. To this end, given n, we need to analyze
the asymptotics for large ω. In this asymptotic region, the angular eigenvalue λn
scales like |λn| . |ω| (see Lemma A.3 in the appendix). Therefore, for large ω the
summand −ω2 dominates all the other terms in (6.5), so that the potential goes over
to a constant potential. In this limiting case, the solutions φ´ and φ` go over to plane
waves. By direct computation, one verifies that in this limiting case, the kernels s(u, v)
and gω(u, v) in (7.5) and (7.6) are bounded. Therefore, these kernels are bounded
uniformly in ω. This makes it possible to estimate the integral in (7.7) by∣∣∣(Rω,nΨ0)(u, ϑ)∣∣∣ ≤ sup
v∈suppΨ0
∣∣Rω,n(u, v)∣∣
ˆ
suppΨ0
ρ(v, ϑ)
r(v)2 + a2
|Ψ0(v, ϑ)| dv
to obtain an estimate of the form∥∥(Rω,nQωn Ψ0)(u)∥∥L2(S2) ≤ C(n, u∞,Ψ0) (1 + |ω|2) , (8.5)
valid for all u < u∞ (for any given parameter u∞ ∈ R). Next, we can use the lower
bound for |λ| in Lemma A.3 to generate factors of 1/|ω|,∥∥(Qωn Ψ0)(u)∥∥L2(S2) . 1inf |λ|q
∥∥(Qωn AqωΨ0)(u)∥∥L2(S2)
.
c(n)q
(1 + |ω|)q
∥∥(Qωn AqωΨ0)(u)∥∥L2(S2) ,
(8.6)
giving the desired decay for large |ω|.
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Since the angular spectral projection operators Qωn as well as the Jost solutions are
holomorphic in ω, the integrand in the above contour integrals clearly is meromorphic
in ω. If there were poles, the resulting contributions to the contour integral would
be mode solutions, in contradiction to [33]. We conclude that the integrands in (8.1)
and (8.2) are holomorphic in the strip −2c < Imω < 0. This makes it possible to
deform the contours, giving the result. 
9. Estimates of the Potential
We now enter the derivation of the general ODE estimates. Recall that our equations
involve the parameters k, s, ω and λ. We always keep k and s fixed. The parameters ω
and λ, however, may vary in a certain parameter range to be specified later on, and
we must make sure that our estimates are uniform in these parameters. In order to
keep track of the dependence on ω and λ, we use the same conventions and notation
as in [21]. Namely, we adopt the convention that
all constants are independent of ω and λ
(but they may depend on k and s). Moreover, in order to have a compact and clear
notation, we always denote constants which may be increased during our construc-
tions by capital letters C1,C2, . . .. However, constants with small letters c1, c2, . . . are
determined at the beginning and are fixed throughout. We use the symbol
. · · · for ≤ c · · ·
with a constant c which is independent of the capital constants Cl (and may thus be
fixed right away, without the need to increase it later on).
When increasing the constants Cl, we must keep track of the mutual dependences of
these constants. We adopt the convention that the constant Cl may depend on all pre-
vious constants C1, . . . ,Cl−1, but is independent of the subsequent constants Cl+1, . . ..
In particular, we may choose the capital constants such that C1 ≪ C2 ≪ · · · . This
dependence of the constants implies that increasing Cl may also make it necessary to
increase the subsequent constants Cl+1,Cl+2, . . .. For brevity, when we write “possibly
after increasing Cl” we implicitly mean that the subsequent constants Cl+1,Cl+2, . . .
are also suitably increased.
9.1. Different Cases and Regions. In Lemma 8.1 we could deform the integration
contours up to the real axis. With this in mind, it suffices to consider the case that ω
is real. Then the potential in the angular Teukolsky operator is real. Consequently, its
eigenvalues λn are also real. They have the properties as worked out in [21, Section 7].
Moreover, the imaginary part of Ω as defined by (6.8) is a negative constant,
ImΩ = −̟ with ̟ := (r1 −M) s
r21 + a
2
> 0 . (9.1)
In preparation for proving convergence of our sum of contour integrals (see Sec-
tion 10.5), we need to estimate the behavior of the fundamental solutions of the Sturm-
Liouville equation (6.4) for large λ and |ω|. With this mind, we now restrict attention
to the parameter range
ω2 ≥ C6 and λ ≥ C7 . (9.2)
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Expanding the potential in (6.5), we obtain
V = −ω2 + λ∆
(r2 + a2)2
− 2ωak
r2 + a2
(
1− 2∆
r2 + a2
)
− 2iωs
r2 + a2
(
M − r + 2r∆
r2 + a2
)
+ O
(
ω0
)
+ O
(
λ0
)
.
(9.3)
From this formula one sees in particular that the potential is almost constant if ω is
large. This implies that the WKB conditions are satisfied, as is quantified in the next
lemma.
Lemma 9.1. Assume that
λ < C5 |ω|
for a given constant C5. Then for any ε > 0, we can arrange by choosing the con-
stants C6 and C7 sufficiently large that
|V ′(u)|
|V (u)| 32
,
|V ′′(u)|
|V (u)|2 ≤ ε for all u ∈ R ,
uniformly in ω and λ.
Proof. From the form of the potential (9.3) it is obvious that∣∣V + ω2∣∣ . λ+ |ω| and ∣∣V ′∣∣, ∣∣V ′′∣∣ . λ+ |ω| . (9.4)
As a consequence,
|V ′|
|V | 32
.
λ+ |ω|
|ω|3 ≤
C5 + 1
ω2
≤ C5 + 1
C6
|V ′′|
|V |2 .
λ+ |ω|
|ω|4 ≤
C5 + 1
|ω|3 ≤
C5 + 1
C
3
2
6
.
This concludes the proof. 
In view of this result, in what follows we may assume that
λ ≥ C5 |ω| , (9.5)
because otherwise the potential is nearly constant and can be treated easily with the
WKB approximation. Then, choosing C5 sufficiently large, we can sometimes work
with the simpler approximation
V = −ω2 + λ∆
(r2 + a2)2
+ O
(
ω
)
+ O
(
λ0
)
. (9.6)
Discussing the form of the approximate potential immediately gives the following
result:
Lemma 9.2. For any ω and λ in the range (9.2) and (9.5), we have the bounds∣∣ ImV ∣∣, ∣∣ ImV ′∣∣, ∣∣ ImV ′′∣∣ . |ω| . (9.7)
Moreover, for sufficiently large C5, the real part of the potential has a unique max-
imum at a point umax with
12
5 m ≤ r(umax) ≤ 3m. The maximal value is bounded
by
ReV (umax) . λ .
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The function ReV is concave near near umax. More quantitatively, there is a constant c
such that
λ
c
≤ −ReV ′′(u) ≤ cλ on
[
umax − 1
2
, umax +
1
2
]
. (9.8)
Proof. We substitute the formula for ∆, (2.1), into (9.6) and compute the first and
and second u-derivatives with the help of the formula (see also (2.5))
∂
∂u
=
∆
r2 + a2
∂
∂r
.
Then the result follows by a direct computation. 
The value of the real part of the potential at the point umax distinguishes different
cases:

WKB case if ReV (umax) < −C4
√
λ
parabolic cylinder (PC) case if −C4
√
λ ≤ ReV (umax) < C4
√
λ
Airy case if ReV (umax) ≥ C4
√
λ .
(9.9)
In each of these above cases, we estimate the solution by considering different regions,
which we now introduce. To this end, we work with the zeros of the function ReV
characterized in the next lemma.
Lemma 9.3. By increasing the constant C5 in (9.5) we can arrange that when-
ever ReV (umax) > 0, there are unique points u
L
0 , u
R
0 ∈ R with
ReV (uL0 ) = 0 = ReV (u
R
0 ) and u
L
0 ≤ umax ≤ uR0 .
Proof. Since ω2 enters the potential (6.5) only via a constant, for large C5 the deriv-
ative ReV ′ is dominated by the term λ∂u(∆/(r2 + a2)2). An asymptotic expansion
shows that ReV ′ is positive near u = −∞ and negative near u = −∞. Moreover,
the function ∆/(r2 + a2)2 is monotone increasing up to a turning point where its sec-
ond derivative is negative, and from then on is monotone decreasing. This gives the
result. 
If ReV (umax) > 0, we denote the zeros of ReV by u
L
0 and u
R
0 , i.e.
ReV (uL0 ) = 0 = ReV (u
R
0 ) , u
L
0 ≤ umax ≤ uR0 .
If ReV (umax) < 0 (as is always true in the WKB case and may be true in the PC
case), we set u
L/R
0 = umax. We introduce
uL− =


uL0 in the WKB case
uL0 − C3(C1C4)−
1
6 |ω|− 12 in the PC case
uL0 − C3max
(
|ω|− 23 , (C1ReV (umax))− 16 |ω|− 13) in the Airy case (9.10)
uR− =


uR0 in the WKB case
uR0 + C3(C1C4)
− 1
6 |ω|− 12 in the PC case
uR0 + C3 λ
1
6 |ω|− 13
×max
(
|ω|− 23 , (C1ReV (umax))− 16 |ω|− 13) in the Airy case .
(9.11)
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Moreover, in the Airy case we set
uL+ = u
L
0 + C3max
(
|ω|− 23 , (C1ReV (umax))− 16 |ω|− 13) (9.12)
uR+ = u
R
0 − C3 λ
1
6 |ω|− 13 max
(
|ω|− 23 , (C1ReV (umax))− 16 |ω|− 13) . (9.13)
We thus obtain the following regions:

WKB regions (−∞, uL−), (uR−,∞) in all cases
PC region (uL−, uR−) in the PC case
Airy regions (uL−, uL+), (uR+, uR−) in the Airy case
WKB region with ReV > 0 (uL+, u
R
+) in the Airy case .
(9.14)
9.2. Estimates in the WKB Regions. In this section we shall prove the following
results:
Proposition 9.4. For any ε > 0, we can arrange by choosing the constants C1, . . . ,C4
sufficiently large that for all ω and λ in the range (9.2),
|V ′|
|V | 32
,
|V ′′|
|V |2 ≤ ε on (−∞, u
L
−) .
Proposition 9.5. For any ε > 0, we can arrange by choosing the constants C1, . . . ,C4
sufficiently large that for all ω and λ in the range (9.2),
|V ′|
|V | 32
,
|V ′′|
|V |2 ≤ ε on (u
R
−,∞) .
Proof of Propositions 9.4 and 9.5 in the WKB case in (9.9). From (9.6) and (9.5), it
is obvious that
|V ′|, |V ′′| . λ .
Therefore, using (9.9), we find that
|V ′|
|V | 32
.
1
C
3
2
4
√
λ
and
|V ′′|
|V |2 .
1
C24
.
This concludes the proof. 
It remains to prove Propositions 9.4 and 9.5 in the Airy and PC cases in (9.9). We
distinguish the two cases
(a) ω2 > C1ReV (umax) and (b) ω
2 ≤ C1ReV (umax) . (9.15)
We begin with a preparatory lemma.
Lemma 9.6. In the Airy and PC cases,
λ & ω2 . (9.16)
Moreover,
λ . ω2 in case (a) and in the PC case . (9.17)
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Proof. From (9.9) and the form of the potential (9.3), we obtain
−C4
√
λ ≤ ReV (umax) ≤ −ω2 + cλ .
Applying (9.2) and increasing C7, we obtain (9.16).
In case (a), we know that
ω2 > C1ReV (umax) ≥ C
(
− ω2 + λ
c
)
,
implying that
λ .
(
1 +
1
C1
)
ω2 . ω2 .
This gives (9.17) in case (a).
Finally, in the PC case, we know from (9.9) that
C4
√
λ > ReV (umax) ≥ −ω2 + λ
c
.
Choosing the constant C7 in (9.2) sufficiently large, we again obtain the inequality
in (9.17). This concludes the proof. 
The next lemma gives an alternative characterization of the cases in (9.15).
Lemma 9.7. The maximum of ReV satisfies the bounds

ReV (umax) .
λ
C1
in case (a)
ReV (umax) &
λ
C1
in case (b) .
(9.18)
Moreover, 

(
umax − uL0
)
,
(
uR0 − umax
)
.
1√
C1
in case (a)
(
umax − uL0
)
,
(
uR0 − umax
)
&
1√
C1
in case (b) .
(9.19)
Proof. In case (a), it follows that
ReV (umax)
λ
<
ω2
C1 λ
.
1
C1
,
where in the last step we applied Lemma 9.6. Likewise, in case (b), from (9.15)
and (9.6) we have the alternative estimates
ReV (umax) &
ω2
C1
and ReV (umax) & −ω2 + λ
c
.
Multiplying the first inequality by C1 and adding them, we obtain
(1 + C1)ReV (umax) &
λ
c
,
giving (9.18).
In order to derive (9.19), we approximate the function ReV near its maximum by
a parabola. More precisely, according to (9.8)
−cλ
2
(u− umax)2 ≤ ReV (u)− ReV (umax) ≤ − λ
2c
(u− umax)2 if |u− umax| ≤ 1
2
.
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In case (a) we can arrange by increasing C1 that ReV has a zero u
L
0 in a neighbor-
hood of umax, as is made precise in (9.19). Likewise, in case (b) we find that the
function ReV has no zero in a 1/C1-neighborhood of umax, implying (9.19). 
For the remaining estimates, we consider the regions (−∞, uL−) and (uR−,∞) sepa-
rately. We begin with the region (−∞, uL−) as considered in Proposition 9.4. We treat
the two cases in (9.15) after each other.
Proof of Proposition 9.4 in case (a). In this case, equation (9.10) reduces to
uL− = u
L
0 − C3
(
C1ReV (umax)
)− 1
6 |ω|− 13 . (9.20)
Moreover, by integrating (9.8), we obtain for any u < uL−,
−ReV (u) = −ReV (u) + ReV (uL0 ) ≥
λ
2c
(
(u− umax)2 − (uL0 − umax)2
)
.
Setting v = umax − u and v0 = umax − uL0 , we obtain
−ReV (u) ≥ λ
2c
(
v2 − v20
)
=
λ
2c
(v − v0)(v + v0) (9.21)∣∣ReV ′(u)∣∣ ≤ cλ v . (9.22)
Using (9.20), we conclude that
|ReV ′(u)|2
|V (u)|3 .
λ2 v2
λ3 (v − v0)3 (v + v0)3 ≤
(
C1ReV (umax)
) 1
2 |ω| v2
λC33 (v + v0)
3
.
Next, we can estimate ReV (umax) by
0 = Re
(
V (uL0 )
) ≥ ReV (umax)− λ
2c
v20 and thus ReV (umax) . λ v
2
0 . (9.23)
We thus obtain
|ReV ′(u)|2
|V (u)|3 .
√
C1
C33
|ω|√
λ
v0 v
2
(v + v0)3
.
√
C1
C33
,
where in the last step we used (9.16). The imaginary part of V ′ can be handled
similarly. Namely, from (9.7) and (9.16), we know that
| ImV ′(u)|2
|V (u)|3 .
λ
λ3 (v − v0)3 (v + v0)3 ≤
1
λ2 (v − v0) 92 (v + v0) 32
.
Applying again (9.20) and (9.23), we obtain
| ImV ′(u)|2
|V (u)|3 .
(
C1ReV (umax)
) 3
4 |ω| 32
λ2 C
9
2
3 (v + v0)
3
2
.
(
C1λ v
2
0
) 3
4 |ω| 32
λ2 C
9
2
3 (v + v0)
3
2
.
(
C1λ
) 3
4 |ω| 32
λ2 C
9
2
3
(9.16)
.
C
3
4
1√
λC
9
2
3
≤ C
3
4
1√
C7 C
9
2
3
.
This concludes the proof of the term involving the first derivatives.
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The second derivatives can be handled similarly as follows,
∣∣V ′′(u)∣∣ ≤ ∣∣ReV ′′(u)∣∣+ ∣∣ ImV ′′(u)∣∣ (9.7),(9.8)≤ c(λ+ |ω|) (9.5). λ
|V ′′(u)|
|V (u)|2 .
λ
λ2 (v − v0)2 (v + v0)2 ≤
1
λ (v − v0)3 (v + v0)
(9.20)
≤
(
C1ReV (umax)
) 1
2 |ω|
λC33 (v + v0)
(9.23)
.
(
C1λv
2
0
) 1
2 |ω|
λC33 (v + v0)
(9.16)
.
C
1
2
1
C33
v0
v + v0
≤ C
1
2
1
C33
.
This concludes the proof. 
Proof of Proposition 9.4 in case (b). In this case, equation (9.10) reduces to
uL− = u
L
0 − C2 |ω|−
2
3 . (9.24)
Expanding the potential (9.6) similar to (6.7), one sees that for sufficiently large λ,
our potential satisfies the inequalities∣∣V ′(u)∣∣ ≤ cλ eγu on (−∞, umax) (9.25)∣∣V ′′(u)∣∣ ≤ cλ eγu on (−∞, umax) (9.26)
ReV ′(u) ≥ λ
C2
eγu on
(
−∞, umax − 1
C1
)
(9.27)
for a suitable choice of the constants c,C2 > 1. Using (6.7), (9.25) and (9.27), it follows
that
Re
(
Ω2
)
=
ˆ uL0
−∞
ReV ′ ≤ cλ
ˆ uL0
−∞
eγv dv =
cλ
γ
eγu
L
0
Re
(
Ω2
)
=
ˆ uL0
−∞
ReV ′ ≥ λ
C2
ˆ uL0−1
−∞
eγv dv =
λe−γ
C2γ
eγu
L
0
and thus
λe−γ
C2γ
eγu
L
0 ≤ Re (Ω2) ≤ cλ
γ
eγu
L
0 .
According to (6.8), the imaginary part of Ω is uniformly bounded. Combining this
fact with the first inequality in (9.2), we obtain
λe−γ
2C2γ
eγu
L
0 ≤ ω2 ≤ 2cλ
γ
eγu
L
0 . (9.28)
Combining the above inequalities, for any u < uL0 we obtain
−ReV (u) =
ˆ uL0
u
ReV ′ ≥ λ
C2
ˆ uL0
u
eγv dv =
λ
C2γ
(
eγu
L
0 − eγu)
=
λ
C2γ
eγu
L
0
(
1− eγ(u−uL0 )) ≥ 1
2cC2
(
1− eγ(u−uL0 )) ω2 ,
where in the last step we applied (9.28). Using (9.24), we conclude that for any u < uL−
and for sufficiently large |ω|,
− ReV (u) ≥ 1
2cC2
γ
2
C3 |ω|−
2
3 ω2 &
γ C3
cC2
|ω| 43 . (9.29)
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It follows that
|V ′|
|V | 32
≤ cλ e
γu
|V | 32
≤ cλ e
γuL0
|V | 32
.
cC2γ |ω|2
|V | 32
. cC2γ
(
cC2
γ C3
) 3
2
|V ′′|
|V |2 ≤
cλ eγu
L
0
|V |2 . cC2γ
(
cC2
γ C3
)2
|ω|− 23 .
Obviously, the right side of these inequalities can be made arbitrarily small by increas-
ing C3. 
It remains to consider the region (uR−,∞) as considered in Proposition 9.5. We again
treat the two cases in (9.15) after each other.
Proof of Proposition 9.5 in case (a). In this case, equation (9.11) reduces to
uR− = u
R
0 + C3
(
C1ReV (umax)
)− 1
6 λ
1
6 |ω|− 23 .
Using Lemma 9.6, we know that λ
1
6 h ω
1
3 , so that
uR− h u
R
0 + C3
(
C1ReV (umax)
)− 1
6 |ω|− 13 .
Therefore, the identity (9.20) again holds up to a uniform constant. This makes it
possible to proceed just as in the proof of Proposition 9.4 after (9.20). 
Proof of Proposition 9.5 in case (b). In this case, equation (9.11) reduces to
uR− = u
R
0 + C3 λ
1
6 |ω|−1 . (9.30)
Using the form of the potential (6.5) and (6.6), we obtain the estimates
ReV + ω2 h
λ˜
u2
on (umax,∞) (9.31)
=⇒ uR0 h
λ˜
1
2
|ω| (9.32)
−ReV ′(u) . λ˜
u3
on (umax,∞) (9.33)
∣∣V ′′(u)∣∣ . λ˜
u4
on (umax,∞) (9.34)
−ReV ′(u) & λ˜
C2u3
on
(
umax +
1
C1
,∞
)
, (9.35)
where we introduced the abbreviation
λ˜ := λ+ s2 + 2akω
(9.5)
h λ .
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Setting u0 = u
R
0 , for any u > u
R− we obtain the estimates
ReV (u)− ReV (u0) . − λ˜
C2
ˆ u
u0
1
u3
du =
λ˜
C2
(
1
u2
− 1
u20
)
=
λ˜
C2
u20 − u2
u2 u20
(9.36)
=⇒ |ReV (u)| ≥ λ˜
C2
u2 − u20
u2 u20
(9.37)
|ReV ′|
|ReV | 32
.
λ˜
u3
C
3
2
2
λ˜
3
2
u3 u30
(u2 − u20)
3
2
=
C
3
2
2
λ˜
1
2
u30
(u2 − u20)
3
2
=
C
3
2
2
λ˜
1
2
u30
(u− u0) 32 (u+ u0) 32
≤ C
3
2
2
λ˜
1
2
u
3
2
0
(u− u0) 32
(9.32),(9.30)
.
C
3
2
2
λ˜
1
2
λ˜
3
4
|ω| 32
|ω| 32
C
3
2
3 λ
1
4
.
C
3
2
2
C
3
2
3
. (9.38)
In order to estimate the imaginary part, we again use the form of the potential (6.5)
and (6.6) to obtain
| ImV (u)| . |ω|
u
, | ImV ′(u)| . |ω|
u2
(9.39)
=⇒ | ImV
′(u)|
|ReV (u)| 32
.
|ω|
u2
C
3
2
2
λ˜
3
2
u3 u30
(u2 − u20)
3
2
=
C
3
2
2 |ω|
λ˜
3
2
uu30
(u− u0) 32 (u+ u0) 32
(9.40)
≤ C
3
2
2
λ˜
u u
3
2
0
(u− u0) 32
(9.32),(9.30)
.
C
3
2
2
λ
λ
3
4
|ω| 32
|ω| 32
C
3
2
3 λ
1
4
u ≤ C
3
2
2
C
3
2
3
u√
λ
. (9.41)
This gives the desired estimate provided that u ≤ c (for a constant c > 0 which is
independent of the parameters λ and ω). For large u, on the other hand, we know that
| ImV (u)| h |ω|
u
for u ≥ c (9.42)
=⇒ | ImV
′(u)|
|V (u)| 32
≤ | ImV
′(u)|
| ImV (u)| 32
.
|ω|
u2
u
3
2
|ω| 32
≤ 1
|ω| 12 u
1
2
0
(9.32)
h
1
λ˜
1
4
. (9.43)
The second derivatives are estimated similarly:
|ReV ′′| h λ˜
u4
(9.44)
=⇒ |ReV
′′|
|ReV |2
(9.37)
.
λ˜
u4
C22
λ˜2
u4 u40
(u2 − u20)2
≤ C
2
2 u
2
0
λ˜ (u− u0)2
(9.32),(9.30)
.
C22
λ˜
λ˜
ω2
ω2
C23 λ
1
3
=
C22
C23 λ
1
3
| ImV ′′| h |ω|
u3
(9.45)
=⇒ | ImV
′′|
|ReV |2 .
|ω|
u3
C22
λ˜2
u4 u40
(u2 − u20)2
(9.16)
≤ C
2
2 uu
2
0
λ˜
3
2 (u− u0)2
(9.32),(9.30)
.
C22
C23 λ
1
3
u√
λ
, (9.46)
giving the desired estimate if u ≤ c. On the other hand, if u ≥ c, we again use (9.42)
to obtain
| ImV ′′|
| Im V |2 .
|ω|
u3
u2
ω2
≤ 1|ω|u0
(9.32)
h
1
|ω| 12 λ˜ 14
.
This concludes the proof. 
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9.3. Estimates in the WKB Region with ReV > 0. In this section we shall prove
the following results:
Proposition 9.8. For any ε > 0, we can arrange by choosing the constants C1, . . . ,C4
sufficiently large that for all Ω and λ in the range (9.2) where we are in the Airy case
(see (9.14)), the following WKB estimates hold:
|V ′|
|V | 32
,
|V ′′|
|V |2 ≤ ε on (u
L
+, u
R
+) .
For the proof, we again consider the cases (a) and (b) in (9.15) after each other.
Proof of Proposition 9.8 in case (a). We proceed similar as in the proofs of Proposi-
tions 9.4 and 9.5 in case (a). It suffices to consider the region (umax, u
R
+), because
on the interval (uL+, umax) the proof is the same with obvious changes. In case (a),
equation (9.13) reduces to
uR+ = u
R
0 − C3 λ
1
6 |ω|− 23 (C1ReV (umax))− 16 . (9.47)
Moreover, in view of the inequality (9.19), on the interval (umax, u
R
+) the second
derivative of ReV satisfies the inequalities in (9.8). Hence, setting v = u − umax
and v0 = u
R
0 − umax, we obtain for all u ∈ (umax, uR−)
λv
c
≤ −ReV ′ ≤ cλv
ReV (u) = ReV (u)− ReV (uR0 ) = −
ˆ uR0
u
ReV ′(u) ≤ cλ(v20 − v2)
=⇒ λ
c
(
v20 − v2
) ≤ ReV (u) ≤ cλ(v20 − v2) .
Combining these estimates with (9.47), we obtain
|ReV ′(u)|2
|V (u)|3 .
λ2 v2
λ3 (v0 − v)3 (v0 + v)3 ≤
(
C1ReV (umax)
) 1
2 ω2 v2
λ
3
2 C33 (v0 + v)
3
.
Next, we can estimate ReV (umax) by
0 = Re
(
V (uL0 )
) ≥ ReV (umax)− λ
2c
v20 ,
implying that
ReV (umax) . λ v
2
0 . (9.48)
We thus obtain
|ReV ′(u)|2
|V (u)|3 .
√
C1
C33
ω2
λ
v0 v
2
(v + v0)3
.
√
C1
C33
,
where in the last step we used (9.16). The imaginary part of V ′ can be handled similar
as in the proof of Proposition 9.4. Namely, from (9.7) and (9.16), we know that
| ImV ′(u)|2
|V (u)|3 .
λ
λ3 (v0 − v)3 (v0 + v)3 ≤
1
λ2 (v0 − v) 92 (v0 + v) 32
.
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Applying again (9.47) and (9.48), we obtain
| ImV ′(u)|2
|V (u)|3 .
(
C1ReV (umax)
) 3
4 |ω|3
λ2 C
9
2
3 λ
3
4 (v + v0)
3
2
.
(
C1λ v
2
0
) 3
4 |ω|3
λ
11
4 C
9
2
3 (v + v0)
3
2
.
(
C1λ
) 3
4 |ω|3
λ
11
4 C
9
2
3
(9.16)
.
C
3
4
1√
λC
9
2
3
≤ C
3
4
1√
C7 C
9
2
3
.
This concludes the proof for the first derivatives.
The second derivatives are estimated similarly by
∣∣V ′′(u)∣∣ ≤ ∣∣ReV ′′(u)∣∣ + ∣∣ ImV ′′(u)∣∣ (9.7),(9.8)≤ c (λ+ 1 + |ω|) (9.5). λ
|V ′′(u)|
|V (u)|2 .
λ
λ2 (v0 − v)2 (v0 + v)2 ≤
1
λ (v0 − v)3 (v0 + v)
≤
(
C1ReV (umax)
) 1
2 |ω|2
λ
3
2 C33 (v0 + v)
(9.48)
.
(
C1λv
2
0
) 1
2 |ω|2
λ
3
2 C33 (v + v0)
(9.16)
.
C
1
2
1
C33
v0
v + v0
≤ C
1
2
1
C33
.
This concludes the proof. 
Proof of Proposition 9.8 in case (b). In this case, the identities (9.12) and (9.13) sim-
plify to
uL+ = u
L
0 + C3 |ω|−
2
3 , uR+ = u
R
0 − C3 λ
1
6 |ω|−1 . (9.49)
We first consider the interval [umax−C−11 , umax+C−11 ] (according to (9.19) and (9.49),
this interval is contained in (uL+, u
R
+)). Combining the estimate (9.18) with the upper
bound in (9.8), we know that on [umax − C−11 , umax + C−11 ],
ReV (u) ≥ λ
C1
− c
2
λ (u− umax)2 ≥ λ
C1
− cλ
2C21
≥ λ
2C1
,
where in the last step we increased C1. Moreover, from the right of (9.4) we know
that
∣∣V ′∣∣, ∣∣V ′′∣∣ . λ+ |ω|. Hence
|V ′(u)|2
|V (u)|3 . C
3
1
(λ+ |ω|)2
λ3
(9.5)
.
C31
λ
(9.2)
.
C31
C7
|V ′′(u)|
|V (u)|2 . C
2
1
λ+ |ω|
λ2
(9.5)
.
C21
λ
(9.2)
.
C21
C7
.
Choosing C7 sufficiently large, we obtain the result.
It remains to consider the regions (uL+, umax − C−11 ) and (umax + C−11 , uR+). In these
regions, we can proceed similar as in the proofs of Propositions 9.4 and 9.5 in case (b).
Namely, on the interval (uL+, umax−C−11 ) the inequalities (9.25)–(9.27) and (9.28) hold.
As a consequence,
ReV (u) =
ˆ u
uL0
ReV ′ ≥ λ
C2
ˆ u
uL0
eγv dv =
λ
C2γ
(
eγu − eγuL0 ) (9.50)
=⇒ |V
′(u)|2
|V (u)|3
(9.25)
.
C32
λ
e2γu(
eγu − eγuL0 )3 .
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By computing its u-derivative, one sees that the last fraction is monotone decreasing
in u. Hence
|V ′(u)|2
|V (u)|3 .
C32
λ
e2γu
L
+(
eγu
L
+ − eγuL0 )3 ≤
C32
λ
e2γu
L
+
e3γu
L
0
(
γ (uL+ − uL0 )
)3 ,
where in the last step we used the mean value inequality. Applying (9.28) and (9.49),
we obtain
|V ′(u)|2
|V (u)|3 .
C32
λ
e2γ(u
L
+−uL0 )
eγu
L
0 (uL+ − uL0 )3
.
C32
λ
λ
ω2
(
C3 |ω|− 23
)3 = C32C3 ,
which can be made arbitrarily small by increasing C3 (note that, in view of (9.49),
the factor e2γ(u
L
+−uL0 ) is uniformly bounded). The second derivatives can be estimated
similarly as follows. First, using (9.26) and (9.50),
|V ′′(u)|
|V (u)|2 .
C22
λ
eγu(
eγu − eγuL0 )2 .
This is again monotone decreasing, implying that
|V ′′(u)|
|V (u)|2 .
C22
λ
eγu
L
+(
eγu
L
+ − eγuL0 )2 .
C22
λ
eγ(u
L
+−uL0 )
eγu
L
0 (uL+ − uL0 )2
.
C22
λ
λ
ω2
(
C3 |ω|− 23
)2 . C22C23 ω−
2
3 ,
where in the last line we again applied (9.28) and (9.49).
In the remaining region (umax + C
−1
1 , u
R
+), we can again use the estimates (9.31)–
(9.35). Again omitting the index R, for any u ∈ (umax + C−11 , uR+) we obtain
ReV (u) = ReV (u)− ReV (u0) = −
ˆ u0
u
ReV
(9.35)
&
λ˜
C2
(
1
u2
− 1
u20
)
=
λ˜
C2
u20 − u2
u2 u20
|ReV ′(u)|
|ReV (u)| 32
.
λ˜
u3
C
3
2
2
λ˜
3
2
u3 u30
(u20 − u2)
3
2
=
C
3
2
2
λ˜
1
2
u30
(u20 − u2)
3
2
=
C
3
2
2
λ˜
1
2
u30
(u0 − u) 32 (u0 + u) 32
≤ C
3
2
2
λ˜
1
2
u
3
2
0
(u0 − u) 32
(9.32),(9.30)
.
C
3
2
2
λ˜
1
2
λ˜
3
4
|ω| 32
|ω| 32
C
3
2
3 λ
1
4
.
C
3
2
2
C
3
2
3
.
For the imaginary part, we again use the estimate (9.39) to obtain
| ImV ′(u)|
|ReV (u)| 32
.
|ω|
u2
C
3
2
2
λ˜
3
2
u3 u30
(u20 − u2)
3
2
=
C
3
2
2 |ω|
λ˜
3
2
uu30
(u20 − u2)
3
2
(9.16)
.
C
3
2
2
λ˜
u u30
(u0 − u) 32 (u0 + u) 32
.
C
3
2
2
C
3
2
3
u√
λ
.
This gives the desired estimate if u ≤ c. On the other hand, if u > c we again
apply (9.42). This gives
| ImV ′(u)|
| ImV (u)| 32
.
|ω|
u2
u
3
2
|ω| 32
.
1
|ω| 12
.
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The second derivatives are estimated similarly using (9.44) and (9.45),
|ReV ′′|
|ReV |2 .
λ˜
u4
C22
λ˜2
u4 u40
(u20 − u2)2
≤ C
2
2 u
2
0
λ˜ (u0 − u)2
(9.32),(9.30)
.
C22
λ˜
λ˜
ω2
ω2
C23 λ
1
3
=
C22
C23 λ
1
3
| ImV ′′|
|ReV |2 .
|ω|
u3
C22
λ˜2
u4 u40
(u20 − u2)2
≤ C
2
2 uu
2
0
λ˜
3
2 (u0 − u)2
(9.32),(9.30)
.
C22
C23 λ
1
3
u√
λ
,
giving the desired estimate if u ≤ c. On the other hand, if u ≥ c, we again use (9.42)
to obtain
| ImV ′′|
| ImV |2 .
|ω|
u3
u2
ω2
.
1
|ω| .
This concludes the proof. 
9.4. Estimates in the Airy Regions.
Lemma 9.9. In the Airy case, one can arrange by suitably increasing the constants
C1, . . . ,C4 that
sup
[uL
−
,uL+]
|V | (uL+ − uL−)2 . C4 .
Proof. We consider the two cases in (9.15) separately. In case (a), we know from (9.19)
and (9.10) that the interval [uL−, uL+] is contained in the interval [umax − 12 , umax + 12 ].
Therefore, we can integrate the inequality (9.8) to conclude that for any u ∈ [uL−, uL+],
ReV (umax) & λ
(
umax − uL0
)2
(9.51)
|ReV (u)| . ∣∣ReV ′(uL0 )∣∣ (uL+ − uL−)+ λ (uL+ − uL−)2 (9.52)
and thus
|ReV (u)| (uL+ − uL−)2 . ∣∣ReV ′(uL0 )∣∣ (uL+ − uL−)3 + λ (uL+ − uL−)4 . (9.53)
Moreover, similar to (9.20), the identities (9.10) and (9.12) imply that
uL+ − uL− = 2C3
(
C1ReV (umax)
)− 1
6 |ω|− 13 .
Using this equation in (9.53), we obtain two contributions, which can be estimated as
follows,
∣∣ReV ′(uL0 )∣∣ (uL+ − uL−)3 (9.22). λ v0 C33(C1ReV (umax))− 12 |ω|−1
(9.51)
. λ v0 C
3
3
(
C1 λ v
2
0
)− 1
2 |ω|−1
= C33 C
− 1
2
1 λ
1
2 |ω|−1
(9.17)
. C33 C
− 1
2
1
λ
(
uL+ − uL−
)4
. λC43 C
− 2
3
1 ReV (umax)
− 2
3 |ω|− 43
(9.9)
≤ C43 C
− 2
3
1 C
− 2
3
4 λ
2
3 |ω|− 43
(9.17)
. C43 C
− 2
3
1 C
− 2
3
4 ,
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where we used the abbreviation v0 := umax − uL0 . The imaginary part of the potential
is estimated similarly with the help of (9.7),
sup
[uL
−
,uL+]
| Im V | (uL+ − uL−)2 . |ω| (uL+ − uL−)2 . |ω| C23 C− 131 ReV (umax)− 13 |ω|− 23
(9.9)
≤ C23 C
− 1
3
1 C
− 1
3
4 λ
− 1
6 |ω| 13
(9.16)
. C23 C
− 1
3
1 C
− 1
3
4 .
This can be made arbitrarily small by increasing C4. This completes the proof in
case (a).
In case (b), similar to (9.24), the identities (9.10) and (9.12) imply that
uL+ − uL− = 2C2 |ω|−
2
3 . (9.54)
We integrate the inequality (9.25) to obtain for any u ∈ [uL−, uL+]
|ReV (u)| . λ eγuL0 (uL+ − uL−) (9.28). C2 ω2 (uL+ − uL−)
=⇒ |ReV (u)| (uL+ − uL−)2 . C2 ω2 (uL+ − uL−)3 (9.54). C42 .
This concludes the proof. 
Lemma 9.10. In the Airy case, one can arrange by suitably increasing the constants
C1, . . . ,C4 that
sup
[uR+,u
R
−
]
|V | (uR− − uR+)2 . C33 .
Proof. We consider the two cases in (9.15) separately. In case (a), we can proceed
exactly as in the proof of Lemma 9.9. In the remaining case (b), similar to (9.30), the
identities (9.10) and (9.12) imply that
uR− − uR+ = 2C3 λ
1
6 |ω|−1 . (9.55)
Integrating (9.33), we obtain for any u ∈ [uR+ − uR−] that
|ReV (u)| . λ˜(
uR0
)3 (uR− − uR+) (9.32). ω3
λ˜
1
2
(
uR− − uR+
)
=⇒ |ReV (u)| (uR− − uR+)2 . ω3
λ˜
1
2
(
uR− − uR+
)3 (9.55)
. C33 .
Similarly, using (9.39),
| Im V (u)| (uR− − uR+)2 . |ω|u0
(
uR− − uR+)2
(9.32)
.
|ω| 32
λ˜
1
2
(
uR− − uR+)2
(9.55)
.
|ω| 32
λ˜
1
2
C
2
3 λ
1
3 ω−2 . C23 λ
− 1
6 |ω|− 12 .
This concludes the proof. 
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9.5. Estimates in the Parabolic Cylinder Region.
Lemma 9.11. In the PC case, one can arrange by suitably increasing the constants
C1, . . . ,C4 that
sup
[uL
−
,uR
−
]
|V | (uR− − uL−)2 . C24 .
Proof. We first estimate uR−−uL−. In the case ReV (umax) > 0, we know that ReV (uL0 )
vanishes. Hence, using (9.9) and again integrating (9.8), we obtain
λ (umax − uL0 )2 . ReV (umax) ≤ C4
√
λ
and thus
(umax − uL0 ) .
√
C4
λ
1
4
.
Now we can use (9.10) to obtain
(umax − uL−) .
√
C4
λ
1
4
+ C3(C1C4)
− 1
6 |ω|− 12
(9.17)
.
√
C4
λ
1
4
.
In the case ReV (umax) > 0, on the other hand, we know that u
L
0 = umax, so that the
last estimate again holds. Repeating this estimate for uR− − umax, we conclude that
(uR− − uL−) .
√
C4
λ
1
4
.
Combining the last inequality with (9.8) and (9.9), we obtain for any u ∈ [uL−, uR−]
the estimate
|V (u)| (uR− − uL−)2 . |V (umax)| (uR− − uL−)2 + sup
[uL
−
,uR
−
]
|V ′′| (uR− − uL−)4
. C4
√
λ
(
uR− − uL−)2 + λ
(
uR− − uL−)4 . C24 .
This concludes the proof. 
9.6. Estimates of the Zeros of ImV . For the T -estimates introduced in [20, Sec-
tion 3.2], the sign of ImV is of particular importance. More precisely, if y is in
the upper half plane and ImV > 0 (and similarly if y is in the lower half plane
and ImV < 0), then we can use these estimates setting g ≡ 0 (the “good” sign). If,
however, the imaginary part of V has the opposite “bad” sign, then the estimates ap-
ply only if | ImV | is small in a quite restrictive sense. In the next lemma, we identify
the regions where ImV has a “good” sign and estimate ImV in the regions where the
sign is “bad.”
Lemma 9.12. By choosing the constants C6 and C7 in (9.2) sufficiently large, one can
arrange that 
 ω ImV (u) ≥ 0 on
(−∞, umax − C− 121 ]
ω ImV (u) ≤ 0 on (umax + C− 121 ,∞) .
(9.56)
Moreover, on the remaining intervals, the function ImV satisfies the inequalities
 ω ImV (u) & −ω on
(
umax − C−
1
2
1 , umax
]
ω ImV (u) . ω on
[
umax, umax + C
− 1
2
1
)
.
(9.57)
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Proof. Using the form of the potential (6.5), one obtains the expansions
ω ImV =
2ω2
(r2 + a2)2
(
r2 (r − 3M)− a2 (r +M)
)
+ O
(
ω0
)
(9.58)
d
dr
ReV = λ
d
dr
∆
(r2 + a2)2
+ O
(
λ0
)
+ O(ω)
=
2λ
(r2 + a2)3
(
r2 (r − 3M)− a2 (r +M)
)
+ O
(
λ0
)
+ O(ω) . (9.59)
Comparing these formulas, one sees that the leading contributions to both functions
have the same sign as the factor r2(r−3M)−a2 (r+M). In order to control the error
term, we denote the zero of the function r2(r − 3M) − a2 (r +M) by uf. Then the
zero uim of ImV and the zero umax of the function ∂r ReV are given by
uim = uf + O
( 1
ω2
)
and umax = uf + O
(ω
λ
)
.
This proves (9.56). In order to derive (9.57), we need to take into account two con-
tributions: First, the error term in (9.58), which is uniformly bounded and thus un-
problematic. Second, we need to take into account that the deviations of the zeros uim
and umax from uf may have the effect that the leading contribution to ω ImV in (9.58)
has the wrong sign. This contribution scales like
| ImV ′| ∣∣uim − umax∣∣ . |ω|
(
O
( 1
ω2
)
+ O
(ω
λ
))
= O(1) ,
where in the last step we used (9.2) and (9.16). This concludes the proof. 
10. Invariant Region Estimates
10.1. Estimates of φ´. We again restrict attention to the parameter range (9.2). We
consider the solutions φ´− constructed in Theorem 6.1. For ease in notation, we shall
omit the index −. We denote the corresponding solution of the Riccati equation by
y´(u) :=
φ´′(u)
φ´(u)
.
According to Proposition 9.4, the WKB approximation holds on the interval (−∞, uL−),
meaning that
φ´ ≈ 1
4
√−V exp
(
±i
ˆ u√−V
)
and y´ ≈ ±i√−V − V
′
4V
(10.1)
with an arbitrarily small error, where the sign is chosen such that
lim
u→−∞±
√−V = Ω .
Moreover, the integration constant is chosen in agreement with the normalization
convention in (6.9). The goal of this section is to estimate the solution φ´ all the way
to u = umax.
We begin with the parabolic cylinder case:
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Lemma 10.1. In the parabolic cylinder case, there is a constant C9 such that on the
interval [uL−, umax], the solutions y´ and φ´ are bounded in terms of its values at uL− by
|y´(u)| ≤ C9
∣∣y´(uL−)∣∣ (10.2)
Im y´(u) ≥ Im y´(u
L−)
C9
(10.3)∣∣φ´(uL−)∣∣
C9
≤ ∣∣φ´(u)∣∣ ≤ C9 ∣∣φ´(uL−)∣∣ . (10.4)
Proof. Our strategy is to estimate y using the T -method as introduced in [20, Sec-
tion 3.2]. More precisely, we shall apply [20, Theorem 3.3] for a suitable function g.
Moreover, setting
ν = sup
[uL
−
,umax]
|V | ,
we choose
α =
√
2ν and β˜ = 0 . (10.5)
Then V˜ and U are given by
V˜ = α2 = 2ν and U = ReV − α2 ≤ −ν . (10.6)
Moreover, the error terms E1, . . . , E4 are bounded by
|E1| . 1√
ν
|ReV − Re V˜ |+ ReV
′
ν
.
√
ν +
ReV ′
ν
E2 = 0 , |E3|+ |E4| . | ImV |√
ν
(
1 + g
)
.
(10.7)
The integral over the error term E1 can estimated byˆ umax
uL
−
|E1| .
√
ν (umax − uL−)
(
1 + sup
[uL
−
,umax]
|ReV ′|
ν
3
2
)
.
The factor
√
ν (umax − uL−) was estimated in Lemma 9.11. The factor ReV ′|/ν
3
2 , on
the other hand, is bounded at the left end point uL− because of the WKB estimate
in Proposition 9.4. This bound can be extended to the interval (uL−, umax) by using
that ReV ′ is monotone decreasing according to (9.8), i.e.
0 ≤ ReV ′(u) ≤ ReV ′(uL−) for all u ∈ [uL−, umax] . (10.8)
From Lemma 9.12 we know that ImV and Im y´ have the same signs, except for the
error terms in (9.57). We choose
g(u) =
{
0 if ω ImV ≥ 0√
λ if ω ImV < 0 .
Then, using (9.57) together with the estimate
ν h λ
(
umax − uL−
)2
,
we obtain ˆ umax
uL
−
|E3|+ |E4| .
√
λ
ˆ uR
−
uL
−
1√
λ
(
umax − uL−
) . 1 .
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Combining the above estimates, we conclude thatˆ umax
uL
−
|E1|+ |E2|+ |E3|+ |E4| . C8 .
As a consequence, the function T is bounded by eC8 . It follows that the inequality
g ≥ T − 1 if ImV < 0
is satisfied for large λ.
Having verified the hypothesis of [20, Theorem 3.3], we can apply this theorem to
obtain (10.2) and (10.3). The inequality (10.4) is derived as follows. At uL−, this
inequality clearly holds in view of the WKB approximation (10.1). Expressing φ´(u) as
φ(u) = φ
(
uL−
)
exp
(ˆ u
uL
−
y
)
,
it remains to show that the integral in the exponent is uniformly bounded. To this
end, we use (10.2) to obtain the estimateˆ umax
uL
−
|y| ≤ C9
∣∣y´(uL−)∣∣ (umax − uL−) . C9√|V (uL−)| (umax − uL−) . C9C4 ,
where we employed the WKB approximation at uL− and applied Lemma 9.11. This
concludes the proof. 
In the remaining Airy case, we need to consider the Airy region and the WKB region
with ReV > 0. We begin with the Airy region.
Lemma 10.2. In the Airy case, there is a constant C9 such that on the interval [u
L−, uL+],
the solutions y´ and φ´ are bounded in terms of its values at uL− by
|y´(u)| ≤ C9
∣∣y´(uL−)∣∣
Im y´(u) ≥ Im y´(u
L−)
C9∣∣φ´(uL−)∣∣
C9
≤ ∣∣φ´(u)∣∣ ≤ C9 ∣∣φ´(uL−)∣∣ .
Proof. Our strategy is to estimate y using the T -method as introduced in [20, Sec-
tion 3.2]. More precisely, we shall apply [20, Theorem 3.3] for a suitable function g.
Moreover, setting
ν = sup
[uL
−
,uL+]
|V | ,
we again choose α and β˜ according to (10.5). Then V˜ and U are again given by (10.6).
Moreover, the error terms E1, . . . , E4 can again be estimated as in (10.7). The integral
over the error term E1 can estimated byˆ uL+
uL
−
|E1| .
√
ν (uL+ − uL−)
(
1 + sup
[uL
−
,uL+]
|ReV ′|
ν
3
2
)
. (10.9)
The factor
√
ν (uL+ − uL−) was estimated in Lemma 9.9. The factor ReV ′|/ν
3
2 , on the
other hand, is bounded at the left end point uL− because of the WKB estimate in
Proposition 9.4. This bound can be extended to the interval (uL−, uL+) again by using
the estimate (10.8).
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In order to control the error terms E3 and E4, we again distinguish the two cases
in (9.15). In case (b), we know from Lemma 9.12 that ImV and Im y´ have the same
signs, making it possible to choose g ≡ 0. Hence
ˆ uL+
uL
−
|E3|+ |E4| .
ˆ uL+
uL
−
| ImV |√
ν
(9.7)
.
|ω|√
ν
(
uL+ − uL−
)
=
|ω|
ν
√
ν
(
uL+ − uL−
)
.
the factor
√
ν (uL+ − uL−) was estimated in Lemma 9.9. Moreover, the factor ν can be
estimated with the help of (9.29) by
ν ≥ γ C3
cC2
|ω| 43 .
It follows that ˆ uL+
uL
−
|E3|+ |E4| . cC2
γ C3
|ω|
|ω| 43
.
C2
C3
|ω|− 13 ,
which can be made arbitrarily small by increasing C3.
The remaining case (a) is more subtle. We begin by proving the inequality
− ReV (uL−) & C 323 C− 141 √λ . (10.10)
To this end, we integrate (9.8) to obtain
ReV (umax) h λ v
2
0 .
As a consequence, using (9.10), (9.12) and (9.17), we obtain
v0 − v− = C3
(
C1ReV (umax)
)− 1
6 |ω|− 13
h C3 C
− 1
6
1 λ
− 1
6 |v0|− 13 |ω|− 13 h C3 C−
1
6
1 |v0|−
1
3 λ−
1
3
and thus
(v0 − v−) |v0|
1
3 h C3 C
− 1
6
1 λ
− 1
3 .
Hence
−ReV (v−) h λ |v0 − v−| |v0 + v−| ≥ λ |v0 − v−| 32 |v0 + v−| 12
h λ
(
(v0 − v−) |v0|
1
3
) 3
2
h λC
3
2
3 C
− 1
4
1 λ
− 1
2 = C
3
2
3 C
− 1
4
1
√
λ ,
giving (10.10).
Next, we know from Lemma 9.12 that ImV and Im y´ have the same signs, except
for the error terms in (9.57). We choose
g(u) =
{
0 if ω ImV ≥ 0√
λ if ω ImV < 0 .
Then, using (9.57) and (10.7), we obtain
ˆ uL+
uL
−
|E3|+ |E4| .
√
ν (uL+ − uL−)
(
sup
[uL
−
,uL+]
| ImV |
ν
+
√
λ
ν
)
. (10.11)
The prefactor
√
ν (uL+−uL−) was estimated in Lemma 9.9. Moreover, using (10.10), we
find that the factor
√
λ/ν in (10.11) is bounded by a constant. In order to estimate
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the term | ImV |/ν, we compare the equations (9.58) and (9.59) to obtain
| ImV |
ν
.
|ω|
λ
|ReV ′|
ν
.
|ω|
λ
√
ν
|ReV ′|
ν
3
2
(9.16)
.
√
ν√
λ
|ReV ′|
ν
3
2
.
The factor ν/λ can be estimated with the help of (9.7) and (6.5) by
ν
λ
≤ 1
λ
sup
[uL
−
,uL+]
| ImV |+ u
L
+ − uL−
λ
sup
[uL
−
,uL+]
|ReV ′|
.
|ω|
λ
+
λ+ |ω|
λ
(
uL+ − uL−
)
,
which is uniformly bounded in view of (9.16) and (9.10). In order to estimate the
remaining factor |ReV ′|/ν 32 , we first note that this factor is uniformly bounded at uL−
because of the WKB approximation (see Lemma 9.4). In order to extend this inequality
to u ∈ [uL−, uL+], we make use of the monotonicity (see (9.19), (9.10) and (9.8))
0 ≤ Re′ V (u) ≤ ReV (uL−) .
We conclude that (10.11) is uniformly bounded.
Combining the above estimates, we obtain in case (a),
ˆ uL+
uL
−
|E1|+ |E2|+ |E3|+ |E4| . C8 .
As a consequence, the function T is bounded by eC8 . It follows that the inequality
g ≥ T − 1 if ImV < 0
is satisfied for large λ.
Having verified the hypothesis of [20, Theorem 3.3], we can proceed exactly as in
the proof of Lemma 10.1. This concludes the proof. 
Lemma 10.3. There are constants C10 and c = c(λ, ω) such that in the WKB region
with ReV > 0 the following inequality holds on the interval [uL+, umax],
|φ´(u)|
C10
≤ c(λ, ω)
(ReV (u))
1
4
e
´ u
uL
+
Re
√
V ≤ C10 |φ´(u)| .
Proof. In Proposition 9.8 it was shown that the WKB conditions are satisfied on the
interval [u+, umax]. Thus the solution is well-approximated by the WKB solution
φ´ ≈ 1
(ReV )
1
4
(
C1 e
´ u
uL
+
√
V
+ C2 e
− ´ u
uL
+
√
V
)
, (10.12)
with error terms which are under control in view of the estimates in [20]. Note that
one of the fundamental solutions in (10.12) is exponentially increasing, whereas the
other is exponentially decaying.
The estimate of Proposition 9.4 implies that the WKB approximation (10.1) holds
at uL− with an arbitrarily small error. Moreover, the estimates of Lemma 10.2 give
uniform control of the solution on the interval [uL−, uL+]. As a consequence, the coef-
ficient C1 of the exponentially increasing fundamental solution in (10.12) is bounded
away from zero. This gives the result. 
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10.2. Estimates of φ`. We again restrict attention to the parameter range (9.2). We
consider the solutions φ`− constructed in Theorem 6.2. For ease in notation, we shall
omit the index −. We denote the corresponding solution of the Riccati equation by
y`(u) :=
φ`′(u)
φ`(u)
.
According to Proposition 9.5, the WKB approximation holds on the interval (uR−,∞),
meaning that
φ` ≈ 1
4
√−V exp
(
±i
ˆ u√−V
)
and y` ≈ ±i√−V − V
′
4V
(10.13)
with an arbitrarily small error, where the sign is chosen such that
lim
u→∞±
√−V = −ω .
Moreover, the integration constant is chosen in agreement with the normalization
convention in (6.10). The goal of this section is to estimate the solution φ` backwards
in u all the way to u = umax.
We again begin with the parabolic cylinder case:
Lemma 10.4. In the parabolic cylinder case, there is a constant C9 such that on the
interval [umax, u
R−], the solutions y` and φ` are bounded in terms of its values at uR− by
|y`(u)| ≤ C9
∣∣y`(uR−)∣∣
Im y`(u) ≥ Im y`(u
R−)
C9∣∣φ`(uR−)∣∣
C9
≤ ∣∣φ`(u)∣∣ ≤ C9 ∣∣φ`(uR−)∣∣ .
Proof. Follows exactly as in the proof of Lemma 10.1. 
In the remaining Airy case, we again need to consider the Airy region and the WKB
region with ReV > 0:
Lemma 10.5. In the Airy case, there is a constant C9 such that on the interval [u
R
+, u
R−],
the solutions y` and φ` are bounded in terms of its values at uR− by
|y`(u)| ≤ C9
∣∣y`(uR−)∣∣
Im y`(u) ≥ Im y`(u
R−)
C9∣∣φ`(uR−)∣∣
C9
≤ ∣∣φ`(u)∣∣ ≤ C9 ∣∣φ`(uR−)∣∣ .
Proof. Our strategy is to estimate y using the T -method in [20, Theorem 3.3]. We set
ν = sup
[uR+,u
R
−
]
|V |
and choose α and β˜ again according to (10.5). The function g will be specified below.
Then V˜ and U are again given by (10.6). Moreover, the error terms E1, . . . , E4 are
again estimated by (10.7). The integral over the error term E1 can be estimated
exactly as explained after (10.9).
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In order to control the error terms E3 and E4, we again distinguish the two cases
in (9.15). In case (a), we can proceed exactly as in the proof of Lemma 10.2. In
the remaining case (b), we know from Lemma 9.12 that ImV and Im y` have opposite
signs, making it possible to choose g ≡ 0. Next, from (9.37), we know that
ν &
λ
C1
(
uR− − uR0
)(
uR− + uR0
)
(
uR−
)2(
uR0
)2 (9.32),(9.30)& λC1
uR− − uR0(
uR0
)3 .
It follows thatˆ uR
−
uR+
| ImV |√
ν
(9.39)
. |ω|
√
C1√
λ
√
uR0
√
uR− − uR+
(9.32),(9.30),(9.49)
. |ω|
√
C1√
λ
λ
1
4
|ω| 12
√
C3 λ
1
12 |ω|− 12 =
√
C1C3 λ
− 1
6 ,
which can be made arbitrarily small by increasing C6. This concludes the proof. 
Lemma 10.6. There are constants C10 and c = c(λ, ω) such that in the WKB region
region with ReV > 0 the following inequality holds on the interval [umax, u
R
+],
|φ`(u)|
C10
&
c(λ, ω)
(ReV (u))
1
4
e
− ´ u
uR
+
Re
√
V ≤ C10 |φ`(u)| .
Proof. We proceed similar as in Lemma 10.3. According to Proposition 9.8 we know
that on the interval [umax, u
R
+] the WKB approximation
φ` ≈ 1
(ReV )
1
4
(
C1 e
´ u
uR
+
√
V
+ C2 e
− ´ u
uR
+
√
V
)
holds with an arbitrarily small error. By combining the results of Proposition 9.5
and Lemma 10.5, we conclude that the coefficient C2 of the exponentially decaying
fundamental solution is bounded away from zero. 
10.3. Estimates for Bounded ω and Large λ. In Section 9 we restricted attention
to the case that |ω| is large (see (9.2)). We now consider the complimentary region
that ω is in a bounded set, but again for large λ. We exclude the case ω = 0, which
will be considered separately in Section 10.4. We thus consider the parameter range
0 6= ω2 < C6 and λ ≥ C7 . (10.14)
Choosing C7 sufficiently large, the potential looks qualitatively as in the Airy case
in Section 9. The real part of the potential is negative both at u = ±∞ with the
asymptotics (6.6) and (6.7). Since the summand involving λ in (6.4) is non-negative,
for large λ the real part of the potential will be non-negative on an interval (uL0 , u
R
0 )
whose size tends to infinity as λ → ∞. We now work out the resulting estimates in
detail. The only major change compared to the estimates in Section 9 and Sections 10.1
and 10.2 is that for large negative u we must approximate φ´ by Bessel functions and
must derive suitable error estimates.
Clearly, the real part of the potential again has a unique maximum umax. We begin
with the estimates in the region (umax,∞). Expanding the potential (6.5) gives (see
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also (9.31) and (6.6))
ReV = −ω2 + λ˜
u2
+ O
(
u−3
)
(10.15)
ImV = −2sω
u
+ O
(
u−2
)
. (10.16)
The connection to the situation of large ω considered in Section 9 can be understood
directly from the following scaling argument. Suppose that φ(u) is a solution of the
Sturm-Liouville equation (6.4). Then, introducing the new variable u˜ = ωu and the
function φ˜(u˜) = φ(u), we obtain
d2
du˜2
φ˜
(
u˜
)
=
1
ω2
φ′′(u) =
1
ω2
V (u) φ(u) = V˜ (u˜) φ˜
(
u˜
)
,
where the new potential V˜ (u˜) has the asymptotics
Re V˜ (u˜) =
1
ω2
ReV
( u˜
ω
)
= −1 + λ˜
u˜2
+ O
(
u˜−3
)
Im V˜ (u˜) = −2s
u˜
+ O
(
u˜−2
)
.
This means that the potential looks just as before, but with ω replaced by one. Hence
the above scaling argument makes it possible to change ω arbitrarily. This explains
why the methods in Section 9 and Section 10.2 again apply. The situation is even a bit
easier because we are in case (b) in (9.15). For clarity, we summarize these estimates:
According to (10.15), the function ReV has a unique zero for large u,
ReV (uR0 ) = 0 , u
R
0 =
ω2
λ˜
+ O
(
λ−2
)
.
As in (9.30) and (9.49) we set
uR± = u
R
0 ∓ C3 λ
1
6 |ω|−1 .
Then the results of Proposition 9.5 and Lemma 9.10 remain true for all ω and λ in
the range (10.14). As a consequence, the fundamental solution φ` satisfies on the in-
terval (uR−,∞) the WKB approximation (10.13), again with an arbitrarily small error.
Moreover, the behavior on the interval (uR+, u
R−) can be estimated as in Lemma 10.5. Fi-
nally, on the interval (umax, u
R−) one can estimate the solution exactly as in Lemma 10.6.
We come to the estimates in the region (−∞, umax). Near u = −∞, the potential
has the asymptotic form (see also (6.7))
V (u) = −Ω2 + c1
(
λ+ ν) eγu + c2 λ e
2γu + O
(
e2γu
)
, (10.17)
where c1 is the positive constant
c1 =
r1 − r0
a2 + r21
,
c2 is a real constant, and ν = ν(ω) is a linear polynomial in ω with complex coefficients.
The real part of the potential again has a unique zero for large negative u,
ReV (uL0 ) = 0 , u
L
0 =
1
γ
log
(
Ω2
c1 (λ+ ν)
)(
1 + O
(
λ−1
))
.
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Obviously, uL0 tends to −∞ as λ → ∞. In order to see the basic difference to the
estimates in Section 9, let us consider the situation that u≪ uL0 and Ω = 0. Then V ≈
c1
(
λ+ ν) eγu. Evaluating the expressions in the WKB conditions, we obtain
|V ′|
|V | 32
≈ c2
(λ+ ν)
1
2
e−
γu
2 ,
|V ′′|
|V |2 ≈
c3
λ+ ν
e−γu .
Since the exponential factors increase exponentially as u→ −∞, the WKB conditions
fail if u . − log λ. In particular, in the limiting case Ω = 0, the WKB approximation
does not apply near u = −∞. This is why the methods in Section 9 and Section 10.1
no longer apply. Instead, we use the κ-method introduced in [20, Section 3.3] to obtain
the following result:
Proposition 10.7. There are constants c0, c1 > 0 such that for all ω and λ in the
range (10.14), the solution y´(u) in Theorem 6.1 satisfies the estimate
Re y´(u) ≥
√
λ
c1
e
γu
2 − c1 (10.18)
for all u in the interval
u ∈ (−∞, umin] with umin = − log λ
2γ
− c0 . (10.19)
Before coming to the proof of this proposition, we explain its significance and work
out an application. To this end, we evaluate the inequality (10.18) at u = umin. Then
λ eγu = λ e−c0 e−
log λ
2 =
√
λ
ec0
, (10.20)
which can be made arbitrarily large by increasing λ (note that the factor 1/2 in (10.19)
is essential). As a consequence, at umin the summand λ e
γu dominates the poten-
tial (10.17). This also implies that we are in the WKB regime. The inequality (10.18)
shows that in this regime, the solution y´ has a large real part, meaning that φ´ is well-
approximated by the exponentially increasing fundamental solution. This gives rise to
the following result:
Lemma 10.8. There are constants C10 and c = c(λ, ω) such that on the inter-
val (umin, umax) the following inequalities hold
|φ´(u)|
C10
≤ c(λ, ω)
(ReV (u))
1
4
e−
´ u
−∞
Re
√
V ≤ C10 |φ´(u)| ,
for all ω and λ in the range (10.14).
Proof. We proceed similar as in the proof of Lemma 10.3. As shown after (10.20),
the WKB conditions are satisfied at umin. Moreover, as in Proposition 9.8 one verifies
that the WKB conditions are also satisfied on the interval (umin, umax). Thus on this
interval, the WKB approximation
φ´ ≈ 1
(ReV )
1
4
(
C1 e
´ u
uR
+
√
V
+ C2 e
− ´ u
uR
+
√
V
)
holds with an error which can be made arbitrarily small by increasing λ. The inequal-
ity (10.18) implies that the coefficient C2 of the exponentially increasing fundamental
solution is bounded away from zero. 
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The remainder of this section is devoted to the proof of Proposition 10.7. According
to (9.1), we know that ImΩ < 0. Moreover, it suffices to consider the case
ReΩ ≥ 0 ,
because the case ReΩ < 0 can be treated in exactly the same way by considering the
complex conjugate equation. Then the solution φ´ with the asymptotics (6.9) starts
at u = −∞ in the upper half plane. But, depending on the sign of the imaginary part
of the parameter ν in (10.17), its imaginary part could change signs. Thus there might
be uflip ∈ (−∞, umin) such that
Im y
∣∣
(−∞,uflip) ≥ 0 and Im y
∣∣
(uflip,umin)
≤ 0 . (10.21)
In order to treat all possible cases at once, in the case that Im y does not change signs,
we again work with (10.21) but choose uflip = umin.
We choose the approximate potential as
V˜ (u) = −Ω˜2 + c1
(
λ+ ν˜
)
eγu with ν˜ := i | Im ν|+ i (10.22)
and Ω˜ ∈ C to be determined below. The corresponding Sturm-Liouville equation
φ˜′′(u) = V˜ (u) φ˜(u) can be solved explicitly in terms of Bessel functions. Similar
to (6.9), we want to arrange the asymptotic behavior
φ˜(u) ∼ eiΩ˜u as u→ −∞ .
This gives the unique solution
φ˜(u) = e
iΩ˜
γ
(
−log
(
c1(λ+ν˜)
)
+2 log γ
)
Γ
(
1 +
2iΩ˜
γ
)
I 2iΩ˜
γ
(
2
γ
√
c1(λ+ ν˜) eγu
)
. (10.23)
This solution is well-defined and regular. It is well-behaved in the limit Ω˜ → 0. The
corresponding solution of the Riccati equation
y˜ :=
φ˜′(u)
φ˜(u)
is also well-defined and smooth and has the asymptotics
lim
u→−∞ y˜(u) = iΩ˜ . (10.24)
Next, we choose
Re Ω˜ = (1 + δ) ReΩ ≥ 0 and Im Ω˜ = ImΩ
1 + δ
< 0 (10.25)
for a parameter δ > 0 which later on we will choose sufficiently small. Using these
inequalities in (10.24), one sees that the solution y˜ starts at u = −∞ in the upper
half plane. Moreover, as Im V˜ > 0 (see (10.22) and again (10.25)), we conclude that y˜
stays in the upper half plane,
Im y˜ ≥ 0 for all u ∈ R .
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In order to get more detailed information on y˜, it is useful to again consider the WKB
approximation and expand it for large λ,
φ˜WKB :=
1
4
√
V˜
e
´ u√V˜ (10.26)
y˜WKB :=
φ˜′WKB
φ˜WKB
=
√
V˜ − V˜
′
4V˜
=
√
−Ω˜2 + c1
(
λ+ ν˜) eγu − 1
4
c1
(
λ+ ν˜) γ eγu
−Ω˜2 + c1
(
λ+ ν˜) eγu
=
√
c1λ e
γu
2 − γ
4
+
iK√
λ
e
γu
2 + O
(
λ−
1
2
)
(10.27)
Re
(
y˜WKB
)
Im
(
y˜WKB
)
=
1
2
Im
(
y˜2WKB
) ≈ 1
2
Im
(
V˜
)
. (10.28)
Clearly, this WKB approximation only applies if λeγu ≫ 1. Even in this regime, it
is not at all obvious that y˜WKB approximates y˜. Namely, the function φ˜ is in general
a linear combination of the WKB solution in (10.26) and the other, exponentially
decaying WKB solution. As a consequence, the function y˜ could have a different form.
It turns out that, using the explicit form of (10.23), the function y˜WKB does describe
the qualitative behavior of the solution correctly, as is made precise in the following
lemma.
Lemma 10.9. There are constants c2, c3, c4 such that for all ω and λ in the range
(10.14), the functions
α := Re y˜ and β˜ := Im y˜ (10.29)
satisfy on the interval (−∞, umin] (with umin according to (10.19)) the inequalities√
λ
c2
e
γu
2 ≤ α (10.30)
1
c3 α
≤ β˜ ≤ c3 (10.31)∣∣∣∣ β˜′β˜
∣∣∣∣ ≤ c4 eγu2 . (10.32)
Proof. Writing the potential V˜ , (10.22) as
V˜ (u) = −Ω˜2 + c1
(
1 +
ν˜
λ
)
eγu+log λ = −Ω˜2 + b˜ eγv
with
v := u+
log λ
γ
and b˜ := c1
(
1 +
ν˜
λ
)
, (10.33)
one can arrange that the problem depends on two parameters Ω˜ and b˜ which both lie in
a bounded set. Indeed, by increasing the constant C7 in (10.14) one can even arrange
that b˜ is arbitrarily close to c1. Therefore, it suffices to analyze the perturbation of a
one-parameter problem.
In the variable v, the fundamental solution φ˜, (10.23), becomes
φ˜(v) ∼ I 2iΩ˜
γ
(
2
γ
√
b˜ eγv
)
.
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In the limit v → −∞, the argument of the Bessel function tends to zero. Using the
power expansion of the Bessel functions (see [27, eq. (10.25.2)]), one obtains
φ˜(v) ∼ eiΩ˜v
(
a0 + a1 e
γv
)
+ O
(
e2γv
)
φ˜′(v) ∼ iΩ˜ φ˜(v) + eiΩ˜v γa1 eγv + O
(
e2γv
)
y˜(v) = iΩ˜ +
γa1
a0
eγv + O
(
e2γv
)
,
where the complex coefficients a0 and a1 depend on Ω˜ and b˜. These coefficients are
given in terms of the gamma function, and one verifies explicitly that they are non-zero.
This shows that the relations (10.30)–(10.32) hold for sufficiently small and negative v.
For large v, the Bessel function goes over to the exponentially increasing WKB
approximation,
φ˜(v) ≈ c
4
√
V˜ (v)
exp
(ˆ v√
V˜
)
(10.34)
y˜(v) ≈
√
V˜ − V˜
′
4V˜
=
√
b˜ eγv − Ω˜2 − γb˜ e
γv
4
(
b˜ eγv − Ω˜2)
≈
√
b˜ e
γv
2 − Ω˜
2
2
√
b˜
e−
γv
2 − 1
4
− Ω˜
2
4b
e−γv , (10.35)
where ≈ means that we neglect higher orders in e−γv. Taking the real part of the last
equation, we immediately obtain
α ≈ eγv2 , (10.36)
giving in particular the lower bound (10.30). Taking the imaginary part of (10.35),
we can make use of the fact that, according to (10.33), the parameter b˜ is real up to
an error of order 1/λ, so that
β˜ ≈ eγv2 O
( 1
λ
)
− Im
(
Ω˜2
2
√
b˜
)
e−
γv
2 − 1
4
− Im
(
Ω˜2
4b
)
e−γv . (10.37)
Using (10.20), we obtain at vmin := umin + (log λ)/γ that
e
γvmin
2 O
( 1
λ
)
= O
(
λ−
3
4
)
, e−
γvmin
2 = O
(
λ−
1
4
)
, e−γvmin = O
(
λ−
1
2
)
,
showing that the second summand in (10.37) dominates. Combining this estimate with
the upper bound (10.36), we conclude that also (10.31) and (10.32) hold at v = vmin.
Since Im V˜ > 0, we know furthermore that β˜ remains strictly positive. Using the
validity of the inequalities (10.30)–(10.32) asymptotically as v → −∞ and at vmin, we
conclude that for every Ω˜ and β˜, there are constants c2, c3 and c4 such that (10.30)–
(10.32) hold for all v ∈ (−∞, vmin]. Since the constants can be chosen continuously in
the parameters Ω˜ and β˜, it follows that the constants can be chosen uniformly for the
parameters in any compact set. This concludes the proof. 
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Comparing (10.17) and (10.22), we obtain
Re(V − V˜ ) = −Re (Ω2 − Ω˜2)+ O(eγu)+ O(λe2γu)
(10.25)
=
(
2δ + δ2
)(
Re2 Ω+
Im2 Ω
(1 + δ)2
)
+ O
(
eγu
)
+ O
(
λe2γu
)
> 0 (10.38)
Im(V − V˜ ) = − Im (Ω2 − Ω˜2)+ c1 Im (ν − ν˜) eγu + O(e2γu)
(10.25)
= c1 Im
(
ν − ν˜) eγu + O(e2γu)
(10.22)
= c1
(
Im ν − | Im ν| − 1) eγu + O(e2γu) < 0 , (10.39)
where the inequalities hold for sufficiently small umin = umin(δ).
We first consider the region (−∞, uflip) where Im y ≥ 0. Let us choose the function κ.
Recall that this function is defined by
κ(u) =
g(u)
σ(u)
+
1
σ
ˆ u
−∞
σ Im(V − V˜ ) , (10.40)
where g can be any monotone increasing function. Since Im(V − V˜ ) < 0, we may
choose g(u) as
g(u) = −
ˆ u
−∞
σ Im(V − V˜ ) ,
to obtain
κ ≡ 0 .
Then [20, Lemma 3.4] simplifies to
κ−R = −Re(V − V˜ )
2β˜
.
As a consequence, the formula for the determinator [20, eqn (3.27)] can be rewritten
as follows,
D = 2α Re(V − V˜ ) + 1
2
Re(V − V˜ )′ + β˜ Im(V − V˜ ) + (κ−R) ImV (10.41)
=
(
2α − ImV
2β˜
)
Re(V − V˜ ) + O(eγu)+ O(λe2γu) , (10.42)
where in the last line we used (10.31) and (10.39). Next,
2α− ImV
2β˜
= α+
2αβ˜ − Im V˜
2β˜
− Im(V − V˜ )
2β˜
(10.39)
≥ α+ 2αβ˜ − Im V˜
2β˜
= α+
Im
(
y˜2 − Im V˜ )
2β˜
= α− Im y˜
′
2β˜
= α− β˜
′
2β˜
≥
√
λ
2c2
e
γu
2 ,
where in the last step we applied (10.30) and (10.32) and increased the constant C7
in (10.14). Using (10.38), we conclude that
D =
√
λ
c
e
γu
2
(
1 + O
(
eγu
)
+ O
(
λ e2γu
))
+ O
(
eγu
)
+ O
(
λe2γu
)
with a positive constant c = c(δ). By choosing c0 in (10.19) sufficiently large, we
can arrange that all the error terms are small on the interval (−∞, uflip). Thus the
determinator is positive. We conclude that the invariant region estimate in [20, Propo-
sition 3.5] applies, giving the estimate (10.18) on the interval (uflip, umin).
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It remains to consider the interval (uflip, umin). Since we want to apply again [20,
Proposition 3.5], it is most convenient to take the complex conjugate of the equation.
This corresponds to the replacements
ImV → − ImV , Im V˜ → − Im V˜ , Im y → − Im y , Im y˜ → − Im y˜ , . . . .
Then the solution y˜ is again in the upper half plane. The invariant circle is reflected
at the real axis (corresponding to the transformation β → −β). The only difference
compared to the above analysis is that the factor Im(V − V˜ ) in (10.40) is now positive,
so that the integral in (10.40) is increasing. Therefore, we now choose g ≡ 0, implying
that κ ≥ 0. Using the formula for κ − R in [20, Lemma 3.4], the last summand
in (10.41) can be estimated by
(κ−R) ImV = κ
2 − Re(V − V˜ )
2 (β˜ + κ)
ImV =
κ2
2 (β˜ + κ)
ImV − Re(V − V˜ )
2 (β˜ + κ)
ImV
≥ −Re(V − V˜ )
2 (β˜ + κ)
ImV ≥ −Re(V − V˜ )
2β˜
ImV ,
where in the last line we used the fact that ImV ≥ 0 (otherwise the solution y would
not have crossed the real axis), and that Re(V − V˜ ) is positive according to (10.38).
Thus we have estimated the determinator by the expression in (10.42), making it
possible to proceed just as on the interval (−∞, uflip) above. Note that, estimating the
integral in (10.40) using (10.39) for g ≡ 0, one sees that
0 ≤ κ ≤ c on (−∞, umin) (10.43)
(where c is again a constant which is uniform in ω and λ in the range (10.14); note
that this inequality is trivial on the interval (−∞, uflip) where κ ≡ 0).
In the above arguments we concluded that [20, Proposition 3.5] applies. It follows
that the solution y´ lies inside the circle with center m = α+ iβ and radius R, where α
as defined in (10.29) and
R+ β = β˜ + κ , R− β = U
R+ β
. (10.44)
Here the function U is given by (see [20, eqns (3.3) and (3.17)],
U := ReV − α2 − α′ = Re(V − V˜ )− β˜2 . (10.45)
Let us analyze what our estimate means for the radius. Combining (10.44) and (10.45),
we obtain
2R =
(
β˜ + κ
)
+
U
β˜ + κ
=
(
β˜ + κ
)
+
Re(V − V˜ )
β˜ + κ
− β˜
2
β˜ + κ
≤ (β˜ + κ)+ Re(V − V˜ )
β˜ + κ
,
where we used that the summand β˜+κ is non-negative according to (10.31) and (10.43).
Next, we know from (10.38) that the term Re(V − V˜ ) is uniformly bounded and can
be made arbitrarily small by decreasing δ. Also using that β˜ and κ are both positive
(see again (10.31) and (10.43)), we conclude that
2R ≤ β˜ + κ+ c δ
β˜
.
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Applying the estimates (10.31) and (10.43), we conclude that
R ≤ c
(
1 +
δ
β˜
)
≤ c(1 + c3 δ α) . (10.46)
The fact that y´ lies inside the invariant circle gives the inequality Re y´ ≥ α − R.
Combining this inequality with (10.46), we obtain
Re y´ ≥ (1− c c3 δ)α− c .
We choose δ so small that cc3δ < 1/2. Using (10.30) gives the inequality (10.18). This
concludes the proof of Proposition 10.7.
10.4. The Limit ω → 0. In the construction of the Jost solution φ` := φ`− in Theo-
rem 6.2 as well as in all the previous estimates of φ` we always assumed that ω 6= 0. We
now analyze the behavior of these Jost solutions in the limit ω → 0, coming from the
lower half plane Imω < 0. Before beginning, we point out that if λ is sufficiently large,
the asymptotics for small ω is obtained immediately by taking the limit ω → 0 in the
estimates of Sections 10.2 and 10.3. This can be understood directly by analyzing the
WKB conditions: For ω = 0, the asymptotics of the potential in (10.15) and (10.16)
simplifies to
V (u) =
λ˜
u2
+ O
(
u−3
)
.
Hence
|V ′|
|V | 32
=
2√
|λ˜|
(
1 + O
(
u−1
))
and
|V ′′|
|V |2 =
6
|λ˜|
(
1 + O
(
u−1
))
,
showing that the WKB conditions are satisfied for large λ near infinity. Combining
this result with the estimates in Section 9.3, one finds that for ω = 0 and large λ, the
solution φ` is well-approximated by the WKB solution. Consequently, the behavior for
small ω and large λ can be described simply by perturbing this WKB solution.
If λ is not large, we can use methods and results in [17]. For self-consistency, we
now restate these results in our setting and outline the proofs.
Lemma 10.10. Setting
σ =
1
2
(√
1 + 4λ+ 4s2 + 8akω − 1
)
, (10.47)
the following limit exists,
lim
ω→0, Imω≤0, ω 6=0
ωs+σφ` = φ`0 . (10.48)
The limit function φ`0 is a solution of the Sturm-Liouville equation (6.4) for ω = 0 and
has the asymptotics
lim
u→∞
(
uσ φ`0
)
=
(−4)−σ4 Γ(2σ + 2)
(2i)s Γ(σ + 1− s) . (10.49)
Proof. We proceed as in the proof of [17, Lemma 10.10]. Again working in the r-
coordinate and writing the radial equation as
− d
2
dr2
ψ(r) + V(r)ψ(r) = 0 , (10.50)
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the potential V has the following asymptotics near infinity:
V(r) = −ω2−2 isω +Mω
2
r
+
λ+ s2 + 2akω − 2iMsω − 12M2 ω2
r2
+O(r−3) . (10.51)
(this differs from the potential in [17, eqn (8.6)] only by the summand (2akω)/r2).
Dropping the error term, the equation (10.50) can be solved explicitly in terms of
Whittaker functions. Satisfying the correct asymptotics at infinity (6.10), one obtains
the unique solution
φ˜(r) =
r√
∆
(2iω)−s+2iMω Wκ,µ
(
2iωr
)
,
where the parameters κ and µ are given by
κ = s− 2iωM and µ = 1
2
√
1 + 4λ+ 4s2 + 8akω − 8iMsω − 48M2ω2 .
For small ω, this solution has the asymptotics
φ˜(r) =
r√
∆
ω−s−σr−σ
(−4)−σ4 Γ(2σ + 2)
(2i)sΓ(σ + 1− s)
with σ as in (10.47). This function obviously satisfies (10.48) and (10.49).
The error term in (10.51) can be treated exactly as in the proof of [17, Lemma 8.1]
by a Jost iteration, taking the solution φ˜ as the starting point. 
10.5. Estimates of the Large Angular Modes. Combining the estimates of Sec-
tions 10.1–10.4, we obtain the following a-priori estimate:
Proposition 10.11. For any u∞ > 0, there is a constant C11 > 0 and N ∈ N such
that for all n > N , the kernels of the Green’s functions s and of the operator g, (7.5)
and (7.6), satisfy for all ω ∈ R the bound∣∣e−̟us(u, u′)∣∣, ∣∣e−̟ug(u, u′)∣∣ ≤ C11 for all u < u∞ and −u∞ < u′ < u∞. (10.52)
Before coming to the proof, we point out that the exponential factor e−̟u compen-
sates for the exponential decay as u→∞ of the fundamental solution φ´(u) contained
in g(u, u′) (see (7.6), (7.5) (6.9) and (9.1)). In order to verify that this exponential
factor really controls the asymptotics uniformly in λ and ω, we need to estimate the
absolute value of the exponential in the WKB solution (10.1). This is done in the next
lemma.
Lemma 10.12. There is a constant C4 such that the following estimate holds in the
WKB region (−∞, uL) for all λ and ω in the range (9.2),
ˆ uL
−
−∞
(
−̟ ∓ Im√−V
)
< C4 .
Proof. We begin with the PC and Airy cases. We again consider the cases (a) and (b)
in (9.15) after each other. We begin with case (b). In the Airy case, we know from (9.7)
and (9.29) that on the interval (−∞, uL−) the inequalities
| ImV | . |ω| and − ReV & C3
C2
|ω| 43 (10.53)
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hold. In the PC case, by combining (9.19) (in case (b)) with (9.8) and (9.9), we find
that −ReV & ω2, so that (10.53) again holds. As a consequence, the real part of V
dominates its imaginary part, giving rise to the expansion
Im
√−V = − ImV
2
√−ReV
(
1 + O
(|ω|− 13 )) .
Using the asymptotic form of the potential (10.17), we obtain the expansions
√−V = Ω− c1
2Ω
(
λ+ ν) eγu
(
1 + O
(
eγu
))
Re
√−V = ReΩ− c1
2|Ω|2 ReΩ λ e
γu
(
1 + O
(
λ−1
)
+ O
(
eγu
))
ImV = −2Re(Ω) Im(Ω) + c1 Im ν eγu + O
(
e2γu
)
and thus
Im
√−V = ImΩ +
(
− c1 e
γu
2ReΩ
Im ν +
c1 e
γu
2|Ω|2 λ
)(
1 + O
(
λ−1
)
+ O
(|ω|− 13 )+ O(eγu)) .
Using the notation (9.1), we obtain the estimate∣∣∣−̟ + Im√−V ∣∣∣ . ( | Im ν||ω| + λω2
)
eγu .
(
1 +
λ
|ω|
)
eγu ,
where in the last step we used that the function ν in (10.17) is a linear polynomial
in ω. Applying (9.5) gives the result.
In case (a), the last estimates apply without changes in the region (−∞, umax−C− 12 )
away from the maximum of ReV . On the interval (umax−C− 12 , uL−), on the other hand,
we know from (9.8) that |ReV ′′| ≃ λ. Therefore, the WKB inequality for the second
derivative in (9.4) implies that |V | &√λ/ε h |ω|/√ε (where in the last step we used
Lemma 9.6). Combining this inequality with (9.7), we see that for sufficiently small ε,
the real part of the potential again dominates its imaginary part, implying that∣∣∣−̟ + Im√−V ∣∣∣ . 1 + | ImV |√|ReV | on
(
umax − C−
1
2 , uL−
)
. (10.54)
The inequalities (9.57) in Lemma 9.12 show that | ImV (umax)| . 1, and integrat-
ing (9.7), we obtain the bound
| ImV (u)| . 1 + |ω| ∣∣u− umax∣∣ .
Moreover, integrating (9.8), we know that
|ReV | & λ (u− umax)2 .
Hence ˆ uL
−
umax−C−
1
2
| ImV |√|ReV | .
ˆ uL
−
umax−C−
1
2
(
1√
λ |u− umax|
+
|ω|√
λ
)
.
| log(umax − uL−)|√
λ
+
|ω|√
λ
, (10.55)
which is uniformly bounded in view of (9.10), (9.17) and (9.2). This concludes the
proof in case (a).
In the remaining WKB case, we use the following monotonicity argument: We in-
crease λ until ReV (umax) = −C4
√
λ. Then we are in the PC case (see (9.9)), where
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the above method applies. When decreasing λ, the real part of the potential increases,
whereas its imaginary part remains unchanged. Therefore, the inequality (10.54) re-
mains valid, and the integral (10.55) decreases. This concludes the proof. 
Proof of Proposition 10.11. Let us go through the different cases, beginning with the
parameter range that both |ω| and λ are large (9.2): First, according to Proposition 9.4,
on the interval (−∞, uL−) the fundamental solution φ´ is approximated by the WKB
solution in (10.1), up to an arbitrarily small error. From Lemma 10.12 we conclude
that the asymptotics of |φ´(u)| is controlled by the exponential e̟u, uniformly in λ
and ω.
We next proceed by analyzing the different cases in (9.9). In the WKB case, the
WKB approximation applies on the whole interval (−∞, umax). Likewise, on the in-
terval (umax,∞) also the fundamental solution φ` is well-approximated by the WKB
solution. Moreover, the fundamental solutions y´ and y` lie in different half planes
(see (6.9) and (6.10)). This implies that
∣∣s(u, u′)∣∣, ∣∣g(u, u′)∣∣ . e̟u|ω| . (10.56)
Next, in the parabolic cylinder case, the estimates of Lemmas 10.1 and 10.4 show
that (10.56) again holds. Finally, in the Airy case, the estimates of Lemmas 10.2, 10.3,
10.5 and 10.6 imply that φ´ is increasing exponentially in the WKB region with ReV >
0, whereas φ` is exponentially decaying in this region. Hence
∣∣s(u, u′)∣∣ and ∣∣g(u, u′)∣∣
decay for large λ, uniformly in ω. This concludes the proof in the parameter range (9.2).
If ω 6= 0 is in a bounded set and λ is large (10.14), the estimates in Section 10.3
show that φ´ and φ` behave again just as described for the Airy case. Moreover, as by
rescaling one can arrange a compact parameter range (as explained after (10.33)), it is
obvious that the exponential e−̟u in (10.52) again controls the behavior as u→ −∞
uniformly in all parameters. Finally, in Section 10.4 it is shown that the fundamental
solution φ` as well as the Wronskian are continuous at ω = 0, and that the Wronskian
is non-zero in the limit. This concludes the proof. 
The estimate of Proposition 10.11 gives us uniform control of the large angular
modes:
Proposition 10.13. For sufficiently large p, the following estimate holds for all u <
u∞,
1
|ω + 3ic|p
∥∥∥(Rω,n Qωn (H + 3ic)pΨ0))(u)∥∥∥
L2(S2)
≤ c(u∞,Ψ0)
(n+ 1)2 (1 + |ω|)2 .
Proof. Using Proposition 10.11, similar to (8.5) we obtain the estimate∥∥∥(Rω,n Qωn (H + 3ic)pΨ0)(u)∥∥∥
L2(S2)
≤ C(u∞,Ψ0) (1 + ω2 + λn) .
Using the method in (8.6), one can generate factors of 1/λn,
1
|ω + 3ic|p
∥∥∥(Rω,n Qωn (H + 3ic)pΨ0))(u)∥∥∥
L2(S2)
≤ C(u∞,Ψ0) 1 + ω
2 + λn
(1 + |ω|)p λqn .
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Since the operator Aω involves ω at most quadratically (see (6.3)), we obtain the
estimate
1
|ω + 3ic|p
∥∥∥(Rω,n Qωn (H + 3ic)pΨ0))(u)∥∥∥
L2(S2)
≤ C(u∞,Ψ0) 1 + ω
2 + λn
(1 + |ω|)p−2q λqn .
Choosing p sufficiently large and estimating the eigenvalues λn from below with the
help of Proposition A.2, we obtain the result. 
Corollary 10.14. For sufficiently large p, the solution of the Cauchy problem for the
Teukolsky equation with initial data Ψ|t=0 = Ψ0 ∈ D(H) can be written for any t < 0
as
Ψ(t) = − 1
2πi
∞∑
n=0
lim
εց0
ˆ
R−iε
e−iωt
(ω + 3ic)p
(
Rω,n Q
ω
n
(
H + 3ic
)p
Ψ0
)
dω .
Here the series converges absolutely in the sense that for any ε > 0, there is N such
that for all t < 0 and all u < u∞,
∞∑
n=N
∥∥∥∥ limεց0
(ˆ
R−iε
e−iωt
(ω + 3ic)p
(
Rω,n Q
ω
n
(
H + 3ic
)p
Ψ0
)
dω
)
(u)
∥∥∥∥
L2(S2)
< ε .
Proof. Our starting point is the integral representation (5.12) in Corollary 5.4. Sepa-
rating the resolvent (Theorem 7.1), applying the estimates of the large angular modes
of Proposition 10.13 and deforming the contours (Lemma 8.1), we obtain the result. 
11. Ruling out Radiant Modes
In the integral representation of Corollary 10.14, we know that all integrands are
holomorphic for ω in the lower half plane, making it possible to move the contour
arbitrarily close to the real axis. However, our analysis so far does not rule out the
possibility that the integrands might have poles on the real axis. We refer to such
poles as radiant modes. In this section we rule out radiant modes.
11.1. Ruling out Radiant Modes at ω = 0. For ω = 0, the potential (6.5) simplifies
to
V (u) =
λ∆
(r2 + a2)2
+
∂2u
√
r2 + a2√
r2 + a2
−
(ak − i(r −M) s
r2 + a2
)2
=
λ∆
(r2 + a2)2
+
∂2u
√
r2 + a2√
r2 + a2
+
(r −M)2 s2 − a2k2
(r2 + a2)2
+ 2is
ak (r −M)
(r2 + a2)2
.
In particular, one sees that the imaginary part of V has a fixed sign,
ImV (u) = 2s
ak (r −M)
(r2 + a2)2
> 0 . (11.1)
Lemma 11.1. For every angular mode, the kernels of the Green’s functions s and
of the operator g, (7.5) and (7.6), are uniformly bounded in a neighborhood of ω = 0
(here again Imω ≤ 0).
Proof. In view of the continuity results of Theorem 6.1 and Lemma 10.10, it remains
to show that choosing ω = 0, the Wronskian w(φ´, φ`0) (with φ`0 as in (10.48)) is non-
zero. Assume conversely that this Wronskian were zero. Then the solutions φ´, φ`0 are
multiples of each other. Thus there is a non-trivial solution φ of the Sturm-Liouville
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equation (6.4) which decays both as u → ±∞. More precisely, this solution decays
exponentially as u → −∞ (see (6.9), keeping in mind that Ω in (6.8) has a negative
imaginary part), whereas it decays polynomially as u→∞ (see (10.49)). In particular,
the solution is in L2(R).
We now make use of an observation made previously in [21, Section 9]. Multiplying
the differential equation for φ by φ and integrating, we obtain
0 =
ˆ π
0
φ
(
− d
2
du2
+ V
)
φ
(⋆)
=
ˆ π
0
(
− d
2
du2
+ V
)
φ φ =
ˆ π
0
(V − V ) φφ ,
where in (⋆) we integrated by parts and used the decay properties of φ to conclude
that the boundary terms vanish. We thus obtain the relationˆ π
0
ImV |φ|2 = 0 .
Using (11.1), we conclude that φ must vanish identically, a contradiction. 
11.2. A Causality Argument. In the following proposition we show that the sepa-
rated resolvent has no poles on the real axis. The method makes use of finite speed of
propagation and is an improvement of the method first developed for the scalar wave
equation in [12, Section 7].
Proposition 11.2. For any n ∈ N0, the separated resolvent Rω,n, (7.7), is holomorphic
in the lower half plane {Imω < 0}. Moreover, it is continuous up to the real axis, i.e.
the limit
R−ω,nΨ := lim
εց0
(
Rω−iε,nΨ) exists for all ω ∈ R .
Proof. Let ω0 ∈ R. We want to show that Rω,n is continuous at ω0. In the case ω0 = 0,
the result follows immediately from Lemma 11.1. In the remaining case ω0 6= 0, for
test functions η1, η2 ∈ C∞0 (R) and a real parameter L we set
ΦL(u, ϑ, ϕ) = η1(u+ 2L) e
−ikϕ e2iΩ0L Θω0,n(ϑ) (11.2)
Φtest(u, ϑ, ϕ) =
r2 + a2
ρ
η2(u) e
−ikϕ Θω0,n(ϑ) , (11.3)
where Θω0,n is an eigenfunction of the angular operator Aω0 corresponding to the
eigenvalue λn. Moreover, we set
ΨL =
(
ΦL
0
)
and Ψtest =
(
0
Φtest
)
.
Finally, we let ΨL,t be the solution of the Cauchy problem with initial data ΨL,0 = ΨL.
Then, due to finite propagation speed, it follows that for sufficiently large L, the
functions ΨtL and Ψtest have disjoint supports if t ∈ [−L, 0]. Hence for any power r ∈ N,
0 =
1
L
ˆ 0
−L
eiω0t
〈
(H − ω0)r ΨtL,Ψtest
〉
L2(R×S2) dt . (11.4)
Corollary 10.14 yields the integral representation
(H − ω0)rΨtL
= − 1
2πi
∞∑
n′=0
lim
εց0
ˆ
R−iε
e−iωt
(ω − ω0)r
(ω + 3ic)p
(
Rω,n′ Q
ω
n′
(
H + 3ic
)p
ΨL
)
dω ,
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where the infinite sum over n′ converges absolutely if for any given r ∈ N we choose p
sufficiently large. Using this representation in (11.4) and introducing the short notation
ΞL,ω =
(ω − ω0)r
(ω + 3ic)p
(
H + 3ic
)p
ΨL ,
we obtain
0 =
∞∑
n′=0
lim
εց0
ˆ
R−iε
〈
Rω,n′ Q
ω
n′ ΞL,ω,Ψtest
〉
L2(R×S2)
i
L
ˆ 0
−L
e−i(ω−ω0)t dt
=
∞∑
n′=0
lim
εց0
ˆ
R−iε
ei(ω−ω0)L − 1
(ω − ω0)L
〈
Rω,n′ Q
ω
n′ ΞL,ω,Ψtest
〉
L2(R×S2) . (11.5)
Let δ > 0. According to Corollary 10.14, we know that for sufficiently large N ,
∞∑
n′=N
∣∣∣∣ limεց0
ˆ
R−iε
ei(ω−ω0)L − 1
(ω − ω0)L
〈
Rω,n′ Q
ω
n′ ΞL,ω,Ψtest
〉
L2(R×S2)
∣∣∣∣ < δ ,
uniformly for large L. Moreover, using Proposition 10.13, we may choose ωmax > 2 |ω0|
such that
N∑
n=0
∣∣∣∣(
ˆ −ωmax
−∞
+
ˆ ∞
ωmax
)ei(ω−ω0)L − 1
(ω − ω0)L
〈
Rω,n′ Q
ω
n′ ΞL,ω,Ψtest
〉
L2(R×S2)
∣∣∣∣ < δ ,
again uniformly in L. Using these estimates in (11.5), we conclude that∣∣∣∣
N∑
n′=0
lim
εց0
ˆ ωmax−iε
−ωmax−iε
ei(ω−ω0)L − 1
(ω − ω0)L
〈
Rω,n′ Q
ω
n′ ΞL,ω,Ψtest
〉
L2(R×S2)
∣∣∣∣ < 2δ , (11.6)
uniformly for large L.
In order to estimate the remaining integrals, we iteratively apply the identity
1
(ω + 3ic)q
Rω,n′ Q
ω
n′ (H + 3ic)
q
=
1
(ω + 3ic)q
Rω,n′ Q
ω
n′
(
(H − ω) + (ω + 3ic)
)
(H + 3ic)q−1
=
1
(ω + 3ic)q
Qωn′ +
1
(ω + 3ic)q−1
Rω,n′ Q
ω
n′ (H + 3ic)
q−1 . (11.7)
Using this relation in (11.6), the first summand in (11.7) gives rise to integrals of the
form ˆ ωmax−iε
−ωmax−iε
ei(ω−ω0)L − 1
(ω − ω0)L
(ω − ω0)r
(ω + 3ic)q
〈
Qωn′ ΨL,Ψtest
〉
L2(R×S2) .
As the integrand is holomorphic in a neighborhood of ω0, we may deform the contour
into the upper half plane (keeping the end points fixed) such that |ω − ω0| > ωmax/2
along the contour. Taking the limit ε ց 0, we obtain the integral along a contour Γ
which joins the points −ωmax and ωmax and lies in the upper half plane (see Figure 2).
Then the bounds |ei(ω−ω0)L| ≤ 1 and |ω − ω0| > ωmax/2 show that the integral tends
to zero in the limit L→∞. Therefore, for large L only the second summand in (11.7)
must be taken into account. We conclude that for large L,∣∣∣∣
N∑
n′=0
lim
εց0
ˆ ωmax−iε
−ωmax−iε
ei(ω−ω0)L − 1
(ω − ω0)L (ω−ω0)
r
〈
Rω,n′ Q
ω
n′ ΨL,Ψtest
〉
L2(R×S2)
∣∣∣∣ < 3δ. (11.8)
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Reω
Imω
−ωmax ωmaxω0
Γ
Figure 2. The contour Γ.
We proceed indirectly. Let us assume that the separated resolvents Rω,n′ have
poles at ω0. Since the poles of meromorphic functions are isolated, there is a small
neighborhood of ω0 on the real axis where the resolvent has no other poles. Moreover,
we may choose n such that the pole of Rω,n has a pole of order q ≥ 1, and that
for all n′ 6= n, the separated resolvents Rω,n′ have a pole of order at most q. By
choosing r = q − 1, we can arrange that the integrand in (11.8) for n′ = n has a pole
of order one, whereas all the integrands for n′ 6= n have a pole of order at most one.
For all modes n′ with n′ 6= n, we can make use of the fact that ΨL is an eigenfunction
of the angular operator Aω0 corresponding to the eigenvalue λn (see (11.2)). As a
consequence, Qω0n′ΨL = 0, and thus∣∣〈Rω,n′ Qωn′ ΨL,Ψtest〉L2(R×S2)∣∣ = ∣∣〈Rω,n′ (Qωn′ −Qω0n′ )ΨL,Ψtest〉L2(R×S2)∣∣ .
Next, since ω0 is real, the angular operator Aω0 is self-adjoint and has simple eigenval-
ues (for details see [21, Section 7]). Therefore, the operator Qωn′−Qω0n′ is given linearly
in (ω − ω0) by a standard first order perturbation calculation without degeneracies.
We thus obtain the estimate∣∣〈Rω,n′ Qωn′ ΨL,Ψtest〉L2(R×S2)∣∣ ≤ c(η1, η2, ω0) ∣∣ω − ω0∣∣ .
Using this estimate in (11.8), the factor |ω − ω0| has the effect that the integrand is
bounded near ω = ω0. Due to the factor 1/L in (11.8), the corresponding summand
in (11.8) tends to zero as L→∞. We conclude that for sufficiently large L,∣∣∣∣
ˆ ωmax−iε
−ωmax−iε
ei(ω−ω0)L − 1
(ω − ω0)L (ω − ω0)
q−1 〈Rω,nQωn ΨL,Ψtest〉L2(R×S2)
∣∣∣∣ < 4δ . (11.9)
Thus it remains to analyze the angular mode n: The integrand can be simplified
with the relations〈
Rω,nQ
ω
n ΨL,Ψtest
〉
L2(R×S2)
= 〈Qωn Θω0,n,Θω0,n〉L2(S2)
ˆ ∞
−∞
du
ˆ ∞
−∞
dv ΦL(u)
(
Rω,n(u, v)
)1
2
Φtest(v)
= 〈Qωn Θω0,n,Θω0,n〉L2(S2)
ˆ ∞
−∞
du
ˆ ∞
−∞
dv ΦL(u) gω(u, v) Φtest(v) ,
where in the last step we used the explicit form of the kernel Rω,n in (7.8). Since ω0
is real, the angular operator Aω0 is self-adjoint and has no degeneracies. A standard
perturbation argument implies that if |ω−ω0| is sufficiently small, the operator Aω is
diagonalizable. Therefore, the nilpotent matrix N in (7.6) vanishes, so that gω = sω
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with sω given by (7.5). We conclude that〈
Rω,nQ
ω
n ΨL,Ψtest
〉
L2(R×S2)
=
〈Qωn Θω0,n,Θω0,n〉L2(S2)
w(φ´, φ`)
(ˆ ∞
−∞
ΦL(u) φ´(u) du
)(ˆ ∞
−∞
Φtest(v) φ`(v) dv
)
.
Using this relation in (11.9), the integral can be computed with residues. Since the
Wronskian is assumed to have a zero of order q, we obtain
lim
εց0
ˆ ωmax−iε
−ωmax−iε
ei(ω−ω0)L − 1
(ω − ω0)L (ω − ω0)
q−1 〈Rω,nQωn ΨL,Ψtest〉L2(R×S2)
=
(
lim
L→∞
ˆ ∞
−∞
ΦL(u) φ´(u) du
)( ˆ ∞
−∞
Φtest(v) φ`(v) dv
)
〈Θω0,n,Θω0,n〉L2(S2)
× (−iπ) Resω0
(
ei(ω−ω0)L − 1
(ω − ω0)L
(ω − ω0)q−1
w(φ´, φ`)
)
+ O
(
L−1
)
.
Clearly, the residue is non-zero. Moreover, the limit L→∞ of the first integral exists
in view of the asymptotics of the fundamental solution (6.9). By choosing the test
functions η1 and η2 in (11.2) and (11.3), we can clearly arrange that this limit as well
as the second integral are non-zero. We conclude that the integral in (11.9) has a non-
zero limit as εց 0. Since δ can be chosen arbitrarily small, we obtain a contradiction.
This concludes the proof. 
12. Integral Representation and Proof of Decay
We now consider the Cauchy problem for the Teukolsky equation (2.3) with smooth
and compactly supported initial data Ψ0 = (Φ|t=0, ∂tΦ|t=0) ∈ C∞(R × S2,C2) (we
always work in the Regge-Wheeler variable u ∈ R (see (2.5)) and the function Φ :=√
r2 + a2 φ (see (2.6)). We decompose the initial data into a Fourier series of azimuthal
modes (cf. (2.4)),
Ψ0(u, ϑ, ϕ) =
∑
k∈Z
e−ikϕ Ψ(k)0 (u, ϑ) .
By linearity, the solution Cauchy problem for Ψ0 is obtained by solving the Cauchy
problem for each azimuthal mode k and taking the sum of all the resulting solutions.
In the next theorem an integral representation for the solution of each azimuthal mode
is given and it is shown that the solution decays pointwise.
Theorem 12.1. For any k ∈ Z there is a parameter p > 0 such that for any t > 0,
the solution of the Cauchy problem for the Teukolsky equation with initial data
Ψ|t=0 = e−ikϕ Ψ(k)0 (r, ϑ) with Ψ(k)0 ∈ C∞(R× S2,C2)
has the integral representation
Ψ(t, u, ϑ, ϕ)
= − 1
2πi
e−ikϕ
∞∑
n=0
ˆ ∞
−∞
e−iωt
(ω + 3ic)p
(
R−ω,n Q
ω
n
(
H + 3ic
)p
Ψ
(k)
0
)
(u, ϑ) dω .
(12.1)
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Moreover, the integrals in (12.1) all exist in the Lebesgue sense. Furthermore, for
every ε > 0 and u∞ ∈ R, there is N such that for all u < u∞,
∞∑
n=N
ˆ ∞
−∞
∥∥∥∥ 1(ω + 3ic)p
(
R−ω,n Q
ω
n
(
H + 3ic)pΨ
(k)
0
)
(u)
∥∥∥∥
L2(S2)
dω < ε . (12.2)
Proof. Starting from the result of Corollary 10.14, we apply Proposition 11.2 to move
the contour up to the real axis. 
Corollary 12.2. For every k ∈ Z, the solution of the Cauchy problem for the Teukolsky
equation with initial data Ψ|t=0 = Ψ(k)0 ∈ D(H) decays pointwise, i.e.
lim
t→−∞Ψ(t, u, ϑ, ϕ) = 0 in L
∞
loc(R× S2) .
Proof. Given ε > 0, we choose N such that (12.2) holds. For each of the angu-
lar modes n = 0, . . . , N − 1, the Riemann-Lebesgue lemma gives pointwise decay
as t → −∞, locally uniformly in the spatial variables. We conclude that Ψ(t) decays
in L2loc(R×S2,C2). Differentiating the equation with respect to t, we conclude that all
time derivatives ∂qtΨ(t) decay in L
2
loc(R×S2,C2). Using the Teukolsky equation (3.2)
and applying the Sobolev embedding theorem, we obtain pointwise decay in L∞loc. 
For clarity, we point out that, applying the Teukolsky-Starobinsky identities (see
for example [5]), one also gets decay of all other components of the spin s wave.
Applying the above corollary to the lowest component of the spin wave with reversed
time direction, one also gets decay of the Teukolsky solution Ψ in the limit t→ +∞.
In the case s = 2 of gravitational waves, the corresponding metric perturbations can
be constructed as explained in [24].
13. Concluding Remarks
We close with a few remarks. We first point out that the integral representation
of Theorem 12.1 is a suitable starting point for a detailed analysis of dynamics of
the solutions of the Teukolsky equation. In particular, one can study decay rates
(similar as worked out for massive Dirac waves in [12]) and derive uniform energy
estimates outside the ergosphere (similar as for scalar waves in [16]). Moreover, using
the methods in [14], one could analyze superradiance phenomena for wave packets in
the time-dependent setting.
We finally comment on the limitations of our methods. First, we do not aim for
minimal regularity assumptions on the initial data, and we do not analyze decay in
weighted Sobolev spaces. Also, we do not study to which extent our estimates are
uniform in the support of the initial data. Moreover, we do not consider whether our
estimates are uniform in the azimuthal separation constant k, and we do not analyze
the convergence and decay properties of the infinite series of azimuthal modes. Indeed,
the analysis of the infinite sum of azimuthal modes is closely related to the analysis
of optimal regularity. Namely, for smooth initial data, the coefficients of the Fourier
series (1.1) clearly decay rapidly in k, so that the convergence of the k-series is not
an issue. The question of whether this rapid decay in k also holds for later times is
intimately linked to the question of whether the regularity of the solution (as quantified
by suitable weighted Sobolev norms) is preserved under the time evolution. As just
mentioned, such regularity questions are not addressed in this paper. In order to
attack these important open problems, it seems a promising strategy to us to combine
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our methods and results with techniques of microlocal analysis as used in [22] to study
the high frequency behavior in the related Kerr-De Sitter geometry.
Appendix A. Some Estimates of the Angular Eigenvalues
As in [21, Section 2] we rewrite the angular equation in (6.1) as the eigenvalue
equation
Hφ = λφ , (A.1)
where H has the form of a one-dimensional Hamiltonian
H = − d
2
du2
+W
with the complex potential
W = −1
4
cos2 u
sin2 u
− 1
2
+
1
sin2 u
(Ω sin2 u+ k − s cosu)2
= Ω2 sin2 u+
(
k2 + s2 − 1
4
)
1
sin2 u
+ 2Ωk − s2 − 1
4
− 2sΩcos u− 2sk cos u
sin2 u
(A.2)
and u = ϑ, Ω := −aω.
We begin with estimates for real Ω. Then, as explained in detail in [21, Section 5
and 7], the Hamiltonian has non-degenerate eigenvalues λ0 < λ1 < · · · .
Lemma A.1. There is a constant c > 0 such that
λn ≥ 1
c
(
1 + |Ω|) for all Ω ∈ R .
Proof. It clearly suffices to prove the inequality for the lowest eigenvalues λ0. In the
formulation as an eigenvalue equation for the partial differential operator on the sphere
(see [21, eqn (1.1)]), the angular operator is a sum of two positive operators. Hence
its spectrum is clearly non-negative, so that λ0 ≥ 0. Assume that the statement of
the lemma is false. Then there is a sequence (Ωℓ)ℓ∈N with |Ωℓ| → ∞, so that the
corresponding eigenvalues λℓ0 satisfy the relation
λℓ0
|Ωℓ| → 0 .
Let us derive a contradiction. Due to the summand Ω2 sin2 u, the potential is positive
except possibly at a neighborhood of u = 0 or π. Near the pole at u = 0, the potential
has the asymptotic form (see [21, eqn (11.18)]),
V (u) =
Λ
u2
+Ω2 u2 − 2sΩ− µ+ O(|Ω|u2)+ O(|Ω|2 u4)
Λ = (k − s)2 − 1
4
µ = λ0 − 2Ωk + s2 + 1
4
.
Introducing the new variable u˜ =
√|Ω|u, the eigenvalue equation (A.1) becomes(
− d
2
du˜2
+ V˜ (u˜)
)
φ = 0
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with the new potential
V˜ =
Λ
u˜2
− 2sΩ+ µ|Ω| + u˜
2 + O
(
u˜2
|Ω|
)
+ O
(
u˜4
|Ω|
)
= − 1
4u˜2
+
(k − s)2
u˜2
± 2(k − s) + u˜2 − λ0|Ω| + O
(
u˜2
|Ω|
)
+ O
(
u˜4
|Ω|
)
,
where the plus and minus signs correspond to the cases Ω > 0 and Ω < 0, respectively.
Hence the potential can be regarded as a perturbation of the potential
V˜asy := − 1
4u˜2
+
(k − s)2
u˜2
± 2(k − s) + u˜2 .
For this potential, the fundamental solution with the same asymptotics as φ´ is given
explicitly in terms of generalized Laguerre polynomials (see [27, §18.8.1]),
φasy(u˜) = c e
u˜2
2 u˜
1
2
±(k−s) L
1
2
±(k−s)
− 1
2
(− u˜2) .
Considering the asymptotics for large u˜, one sees that this function is strictly monotone
increasing for large u˜. A perturbation argument shows that the same is true for the
eigenfunction φ if ℓ is sufficiently large (this perturbation argument could be carried
out in a straightforward way for example by performing a Jost iteration, taking φasy
as the unperturbed solution; for details see [12, Section 3] or [8]). This implies that
for any sufficiently large c and sufficiently large |Ω|,
φ′
∣∣
u˜=c
> 0 .
Repeating the above argument at the pole at u = −π, we conclude the the eigen-
function φ has the properties that for any sufficiently large c and sufficiently large |Ω|,
φ′
(
c |Ω|− 12 ) > 0 and φ′(π − c |Ω|− 12 ) < 0 .
Moreover, the potential is positive on the interval (c |Ω|− 12 , π−c |Ω|− 12 ), implying that φ
is convex on this interval (see for example [15, Section 5]). This is a contradiction. 
Proposition A.2. There is a constant c such that the eigenvalues λn satisfy the
inequalities
(n+ 1)2
c
≤ λn ≤ c |Ω| (n + 1)2 for all n ∈ N0 and Ω ∈ R . (A.3)
Proof. We shall apply [21, Corollary 7.6], which states that if for given λn, we choose
two intervals IL, IR ⊂ (0, π) such that potential V is non-negative on the complement
of these intervals, and if we choose any two solutions y´ and y` of the Riccati equation
on the intervals IL respectively IR which lie in the upper half plane {Im y > 0}, then
π (n− 2) <
ˆ
IL
Im y´ +
ˆ
IR
Im y` ≤ π (n+ 2) .
We choose the intervals as IL =
(
0,min(uL+, umax)
)
and IR =
(
max(uR+, umax), π
)
.
Then obviously ReV ≥ 0 on the complement of these intervals.
Thus our task is to estimate the integral of Im y´ over the interval IL (and similarly
for the integral of Im y` over IR). Here we want to use the results of the detailed
estimates of the Riccati solutions near the poles and in the WKB and Airy regions
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carried out in [19, 20, 21]. These estimates apply in the parameter range (see [21,
Section 10.1], keeping in mind that now the potential is real)
|Ω| ≥ C4 (A.4)
λ ≥ C5 |Ω| . (A.5)
Let us argue why we may restrict attention to this parameter range. First, for Ω in
a compact set, the inequalities (A.3) follow immediately from a continuity argument
and Weyl’s asymptotics (see [21, Section 7.3]). Therefore, we may restrict attention to
large |Ω|, (A.4). Next, for proving the upper bound in (A.3), it is clearly no restriction
to assume that (A.5) holds. For the lower bound, we can argue as follows: Given N ∈
N, for the first N eigenvalues, the lower bound in (A.3) follows immediately from
Lemma A.1. On the other hand, by choosing N sufficiently large, we can apply [21,
Proposition 7.7] to conclude that
λn ≥ C5 |Ω| for all n ≥ N .
Therefore, we may indeed restrict attention to the parameter range (A.4) and (A.5).
The detailed estimates of the Riccati solutions near the poles and in the WKB and
Airy regions carried out in [19, 20, 21] show that
1
C
ˆ uLr
uL
ℓ
√−V ≤
ˆ
IL
Im y´ ≤ C
ˆ uLr
uL
ℓ
√−V
(and similarly for the integral of Im y` over IR). Thus it remains to estimate the integral
of
√−V . In order to get upper estimates, we restrict attention to the interval (uℓ, u0)
near the pole, where (see [21, eqns (10.8), (11.12) and (11.19)])
uℓ =
C1√
Reλ
and u0 = Λ
1
4 |Ω|− 12 + O(|Ω|− 32 ) .
On this interval, the potential can be estimated by (see [21, eqns (11.14) and (11.18)])
V (u) ≤ c
u2
− λ ≤ −λ
2
,
where in the last step we increased the constant C1. Hence
n &
ˆ ur
uℓ
√−V &
√
λ
(
u0 − uℓ
)
&
(
λn
|Ω|
) 1
2
.
We thus obtain the estimate
λn . |Ω|n2 ,
proving the upper bound in (A.3).
In order to obtain simple lower bounds for the eigenvalues, we make use of the fact
that away from the pole region, the potential is bounded by
V
∣∣
(u0,π)
& −λ .
Hence
n .
ˆ ur
uℓ
√−V =
ˆ u0
uℓ
√−V +
ˆ ur
u0
√−V .
(
λn
|Ω|
) 1
2
+
√
λn ,
giving rise to the estimate
λn & n
2 .
This concludes the proof. 
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Lemma A.3. For any given c1 > 0, we let U ⊂ C be the region
|ImΩ| < c1 , |Ω| ≥ C4 . (A.6)
Then for any n ∈ N0, there is a constant c = c(n, c1,C4) > 0 such all spectral points λ
of the angular operator Aω restricted to the image of the operator Qωn are in the range
|Ω|
c
≤ |λ| ≤ c |Ω| for all Ω ∈ U . (A.7)
Proof. If Ω is real, the inequalities (A.7) were already derived in Lemma A.1 and
Proposition A.2. In order to extend these results to complex Ω, similar as in [21,
Section 16] we consider the homotopy
Wτ = τ W [Ω] + (1− τ)W [ReΩ] (A.8)
with τ ∈ [0, 1] (where the argument in the square brackets is the respective value for
the parameter Ω in (A.2)) Then for τ = 0, the potential Wτ is real, and the results of
Lemma A.1 and Proposition A.2 apply.
In [21, Section 16] a similar homotopy was considered, and the eigenvalues were
traced in detail. However, as we will become clear below, these estimates are not good
enough for getting the lower bound in (A.6) for the first N spectral points, making it
necessary to slightly refine the method. In preparation, we now explain an alternative
method for tracking the eigenvalues. Apart from giving a different point of view, this
method has the advantage that it can be refined to get the required control of the
first N spectral points.
For families of self-adjoint operators, the change of the eigenvalues can be estimated
in terms of the sup-norm of the perturbation, i.e. (see for example [23])∣∣∆λn∣∣ ≤ ‖∆W‖ . (A.9)
This inequality is not necessarily true for non-selfadjoint operators. But it holds in
our setting up to a uniform constant, if we make use of the fact that the spectral
operators Qωn are uniformly bounded (7.2). In order to make the argument precise, we
first consider a non-degenerate eigenspace, in which case the eigenvalue λn(τ) depends
smoothly on τ . Differentiating the eigenvalue equation(
H(τ)− λn(τ)
)
φn(τ) = 0
with respect to τ , we obtain (
H − λn
)
φ˙n =
(
H˙ − λ˙n
)
φn
(where we omitted the argument τ , and the dot denotes the τ -derivative). Multiplying
by Qωn, the left side vanishes, and thus
0 = Qωn
(
H˙ − λ˙n
)
φn = Q
ω
n H˙φn − λ˙n φn . (A.10)
Taking the norm and using (7.2), we obtain the estimate∣∣λ˙n∣∣ ≤ c2 ∥∥H˙∥∥ = c2 ∥∥W˙τ∥∥ . (A.11)
Integrating this inequality, we obtain (A.9), up to the constant c2,∣∣∆λn∣∣ ≤ c2 ‖∆W‖ . (A.12)
In the general case with degeneracies, the situation is more involved, because the
eigenvalues no longer depend smoothly on τ . But the spectrum is still continuous
in τ . Moreover, the eigenvalues depend smoothly on τ except at the points where
degeneracies form and the dimensions of the invariant subspaces change. Therefore,
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the inequality (A.11) shows that the total variation of the change of the spectral points
can be estimated by a constant times ‖∆W‖.
Using the assumption (A.6) in (A.2), one sees that for our homotopy (A.8),
‖∆W‖ ≡ ‖W1 −W0‖ . |Ω| .
Using this inequality in (A.12), we obtain∣∣λn[Ω]− λn[ReΩ]∣∣ . |Ω| . (A.13)
Combining this estimate with the upper bound in (A.3), we obtain the upper bound
in (A.7). Moreover, the lower bound in (A.3) gives the lower bound in (A.7), but only
if n is sufficiently large and Ω not too large.
In order to derive the lower bound in (A.3), we make use of the fact that for large |Ω|,
the eigenfunction is localized mainly near the poles, where the imaginary part of W is
bounded uniformly in |Ω|. This is made precise by the following estimate: We choose
a test function η ∈ C∞((0, π)) taking values in the interval [0, 1] with the properties
supp η ⊂
[
|Ω|− 12 , π − |Ω|− 12
]
and η
∣∣[
2 |Ω|− 12 , π−2 |Ω|−12
] ≡ 1 . (A.14)
Clearly, η can be chosen such that sup[0,π] |η′′| . |Ω|. Integrating by parts, we obtain
2
ˆ π
0
η ReV |φ|2 du =
ˆ π
0
η
(
φφ′′ + φ′′φ
)
du =
ˆ π
0
(
η′′ |φ|2 − |φ′|2
)
du ,
giving rise to the inequalityˆ π
0
η ReV |φ|2 du . |Ω| ‖φ‖L2 .
Using (A.2) as well as the upper bound in (A.7), we conclude that
Re
(
Ω2
)ˆ π
0
η |φ|2 sin2 u du . |Ω| ‖φ‖L2 (A.15)
(note that, in view of (A.14), the summands with poles in (A.2) are pointwise bounded
on the support of η by a constant times |Ω|). Moreover, using that the function sinu
has zeros at u = 0 and u = π, we also have
Re
(
Ω2
) ˆ π
0
(
1− η) |φ|2 sin2 u du . |Ω| ‖φ‖L2
Adding this estimate to (A.15), we obtain the inequalityˆ π
0
|φ|2 sin2 u du . ‖φ‖L2|Ω| . (A.16)
We now multiply our flow equation (A.10) by φ and integrate. Omitting the index n
of the wave function φn, this gives the estimate∣∣λ˙n∣∣‖φ‖L2 ≤ ∥∥Qωn∥∥ ∥∥W˙τφ∥∥L2 . (A.17)
Next, we estimate the last factor as follows,∥∥W˙τφ∥∥2L2 =
ˆ π
0
∣∣W˙τ ∣∣2 |φ|2 du ≤ ∥∥W˙τ∥∥∞
ˆ π
0
∣∣W˙τ ∣∣ |φ|2 du . |Ω|
ˆ π
0
∣∣W˙τ ∣∣ |φ|2 du .
Again using the explicit form of the potential (A.2), one sees that∣∣W˙τ − 2iΩ sin2 u∣∣ . 1 .
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We thus obtain∥∥W˙τφ∥∥2L2 . |Ω| ‖φ‖2L2 + |Ω|2
ˆ π
0
sin2 u |φ|2 du
(A.16)
. |Ω| ‖φ‖2L2 .
Using this inequality in (A.17), we get∣∣λ˙n∣∣ .√|Ω| ∥∥Qωn∥∥ .√|Ω| ,
where in the last step we again used (7.2). We thus obtain the following improvement
of (A.13), ∣∣λn[Ω]− λn[ReΩ]∣∣ .√|Ω| .
Combining this estimate with the result of Lemma A.1 gives the lower bound in (A.7).
This concludes the proof. 
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