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INTRODUGTIOEr
The generalization of concepts and of solutions 
to problems is a common activity of mathematicians. An 
instance of this is the development of a method for solv­
ing a given class of problems after the solution of a 
particular problem of the class has been found. A well 
known example of this is the algorithm for determining 
the greatest common divisor of two positive integers.
The processes for determining the sum and product of two 
integers are other examples of algorithms or methods for 
solving a given class of problems„
The logical consequence of considering this type 
of generalization is the posing of the following problem.
"Construct an algorithm for solving any mathematical 
problem."
The mathematician will react more violently to such a 
proposal than someone whose interests lie elsewhere.
This is probably because he is aware of the inclusive­
ness of the phrase "any mathematical problem" and also 
because he refuses to believe that his job can be handed 
over to anyone who can simply follow a list of instruc­
tions. Accordingly, the mathematician provides the
1
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following criticisms of the posing of this problem.
(1) What is the meaning of any mathematical problem?
(2) What, precisely, is an algorithm?
(3) Even if the first two criticisms are answered, 
there may be classes of problems for which no 
algorithm can be found because none exists.
This paper is concerned with the last two of these criti­
cisms .
A series of investigations was undertaken beginning 
in the 1930* s for characterizing algorithms. Various 
mathematical logicians proceeded from different con­
ceptions of the problem and arrived at different defi­
nitions. This paper is an exposition of the methods of 
three of these investigators : S. 0. Kleene, A. Church,
and A. Turing. The main points of interest are:
(1) The methods which were developed to deal with 
such a general and, at that time, ill-defined concept.
(2) Each of the investigators answered the third 
criticism by exhibiting a class of problems for which 
no algorithm exists, This indicates that mathematical 
thinking must remain creative.
(3) The three characterizations developed by these 
investigators, although strikingly differing concepts, 
turn out to be demonstrably equivalent. This fact 
yields heuristic evidence for the validity of the
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
characterizations.
The reader is asked to note that the three mathe­
maticians, whose ideas are used in this paper, were con­
cerned in their work with questions much broader than 
those discussed here. This paper is not a summary of 
their work, but only an interpretation of their methods 
as they apply to the immediate problem of characterizing 
algorithms.
The problem of characterizing all algorithms is 
too large. In this paper, the problem is reduced to 
considering functions whose domain, and range, is the 
set of non-negative integers, M, An attempt will be 
made to characterize all such functions which are con­
structible in the following sense.
Definition: A function 0 whose domain and range is M
is said to be constructible if, for each k-tuple
..., n^ (k = 1, 2, o o o ) of non-negative integers, 
the non-negative integer 0(n^, ..., n^) can be determined 
in a finite number of steps. A characterization of con­
structible functions is essentially a characterization of 
arithmetical algorithms. As an example, addition may be 
considered as a function of two variables. If 0(a,b) & 
a + b, 0 is a constructible function since, given two 
non-negative integers, the integer which is their sum
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
can be determined in a finite number of steps. Not 
every function whose domain, and range is M is neces­
sarily constructible. Let A <= M and let be the
characteristic function of A:
{1 if n e A 0 if n X A
If A is infinite and there is no method of determining 
membership in A except by serially examining its members, 
may not be determinable in a finite number of
steps.
The reader is asked to note that, contrary to the 
usual usage, the statement "the domain, and range, of 0 
is M" means only that 0(m ) <= M and not necessarily that 
0(m ) = M.
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CHAPTER 1 
GEHEEAL RECURSIVE ElMCTIONS
The definition of constructible function given 
above is not rigorous or preciseo It does not define 
what is meant by determination in a finite number of 
steps, The notion of a function being constructible 
is purely intuitive and requires formalization if it 
is to be studiedo The particular formalization that 
will be discussed in this chapter is based on the fol­
lowing idea studied by Kleene [3].
(1) One admits into the constructible category
a finite number of definite types of functions « These 
initial functions are somewhat like the postulates for 
a geometry. They act as the link between a purely for­
mal system and the intuitive notion which the system 
is to represent.
(2) Next, certain formal procedures are defined 
by which the initial functions may be used in combina­
tions to produce additional functions. More precisely, 
the procedure is as follows.
Definition: 0 is an initial function if it is defined
as one of the following types ;
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
I-l
1-2
1-5
0(n) = n ’ (the successor function)
0(n^, oo«, n^) = m (constant functions)
0(n., oo.,n, ) = n., i < i < k (projection onto_L -K 1  —  — the i-th coordinate)
Two schemes are defined for forming additional functionso
8-1: 0(n̂ , o o o ,  n^) = tr( X  l^^l’ “"°» ’
o o o ^ (n̂  ̂» o o o » n^) )
(composition of functions)
0(0, ng, ..., nĵ ) = llT(n2 » , c., n^) (= m, a constant 
8-2: if k = 1)
0(m’, ng, ..., nĵ ) = Cm.f 0(m, ng, . . ., n̂ )̂ ,
n.̂ , o o o , n^ )
(definition by induction)
Definition: A function is primitive recursive if it can
be defined by zero or more applications of 8-1 and 8-2 
to the initial functions.
Definition: Let n e M and let P(n) be any property of n.
Then e n[P(n)] denotes "the least n such that P(n)"«
This notation will be used only when there is at least 
pne n with P(n)=
Definition; A function is general recursive if it can
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be expressed, in tbe form 0(e m[tr(n^, =,00» n^, m) = 0]) 
where 0, tr are primitive recursive and for each k-tup le 
of numbers in M, there is at least one m such that 
tCn̂ ,̂ Ujj., m) = 0.
It is clear that every primitive recursive function 
is general recursive, since, given any primitive re­
cursive function lllCn̂ , ..., n^) , we can eatress the
fact that trCn̂ ,̂ ..,, n^) = p as 0(e mCl ÙCn^, .. ., n̂ )̂-ml =0] )=p 
by letting 0 be the identity function, because then 0 is 
primitive recursive and, as will be shown below, the func­
tion %  (n^, ng) defined by "X m if, and only
if, In̂  ̂- n2 1 = m, is primitive recursive.
It will now be shown that some of the common con­
structible functions of arithmetic are general recursive. 
Consider the function 0(b, a) defined by
0(b, a) = m if, and only if, a + b = m„
0 can be shown to be primitive recursive and hence general 
recursive by using scheme 8-2 :
0(0, a) = a
0(m", a) = [0(m, a)]'
If 0(b, a) is abbreviated to a + b, this may be written
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
8
as
a + 0 = a 
a + m' ® (a+m)'
Next, suppose ©(t>, a) is defined by
©(b, a) = m if, and only if, a»b = m.
Using 8-2, we can write
©(O, a) = 0 
©Cm', a) = 0(a, ©Cm, a))
If ©(b, a) is abbreviated to a'b, this is
(a»0 = 0a-b* = a«b + a Using abbreviations only, one may build upon previous 
definitions as follows (Kleene [53)»
at :
a° = 1
a^' = a^.a
0Î = 1
a' I ' = al»a’
predecessor ^pd(O) = 0
of a: ^pd(a' ) = a
a-b i f à ^ b  Ç’a-^0 = a 
0 if a < b : a b" = pdCa b)
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min (a, b ) = b - * ( ‘b-‘ a)
min (a^, . «., a^) = min (.. . min (min (â ^̂ , sî ) «. » » *
max (a, b) = (a + b) min (a, b) 
la - bl = la b) + (b a)
These examples make the following statement plausible.
T : Every constructible function is general recursive,
and conversely.
The statement T, often called Church's Thesis, can by 
its very nature never be proven. However, under the 
assumption that T is true, it can be shown that there 
exist mathematical problems whose solutions are not in
the algorithmic or constructible category. The procedure
for accomplishing this (due to Post [6]) is as follows. 
Consider a subset A of M, the set of non-negative integers. 
The decision problem for A is whether or not there exists 
an algorithm (a method involving only a finite number of 
steps) for determining whether or not a given element of 
M is also an element of A.
Definition: A subset A of M is recursive if the charac­
teristic function of A is general recursive.
Definition: The decision problem for A is recursively
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
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solvable if A is recursive»
Definition: A subset A of M is recursively enumerable
(r,e,) if there exists a general recursive function 
0(n) whose range is exactly A. The sequence 0(l), 0(2), 
o ». is called a recursive enumeration of A.
It will now be shown that there exists a subset 
of M whose decision problem is not recursively solvable. 
(Wote that this implies the existence of a function 
which is not general recursive, namely the characteristic 
function of this subset.)
Lemma: A set A <= M is recursive if, and only if, both
A and its complement A® are r.e.
Proof : Suppose first that A is finite. Then the charac­
teristic function of A, ^ is constructible» In fact, 
let A = ^n^, »»», and let n e M, Then, to de­
termine "y^^Cn), at most k steps are necessary, each one
consisting of comparing n with n^, »»», n̂ »̂ Thus, by the 
assumption T, is general recursive and hence A is
recursive. Also, one may show that A and A® are r»e » 
as follows » Let
0(1) = n.; 1
(_0(m“ ) = 0^(m)
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
11
Then
0(l) = n 
0(2) = 0i(l) =
0(k) = 0^(k-l) = ... = 0]̂ _]̂ (l) = njj.
0(k+p) = 0^(k+p-l) = ... = 0^_^(l+p) = n^
Thus 0(l), 0(2), „„„ is a recursive enumeration of A 
and hence A is r.e» Now let m = max (n^, ..., n^). 
Then if :
B = ^ n  G Min < m, n & A ^ ^m^^, m2, ..., m^^ and
3 = ^ m + 1 ,  m + 2, .. . ̂  , then A® = B U 
Define as before
C g (i ) = m̂î
^©(x* ) = ©^(x)
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
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Then
6p_i(x' ) = + X
©(l) =
©(2) = ©^Cl) = ni2
©(p) = ©^(p"”l) = coo = ©^_2^(l) = nip
©(p+q) = ©^(p+q-l) = 000 = ©p_^(l+p) = m + p 
Thus ©( 1 ), ©(2), 000 is a recursive enumeration of A“ 
and hence A" is r.e. Similarly, the lemma is true if A’ 
is finiteo finally, suppose that both A and A" are in­
finite, If A is recursive, each integer 0, 1, 2, .«,, 
as it is generated by the successor function, can be 
checked for membership in A with its characteristic 
function. This is a constructible process for generating 
the elements of A and hence, under the assumption T (in­
terpreted in the sense that if one can enumerate a set 
constructively then there is a general recursive func­
tion which enumerates the set) there exists a general
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
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recursive function which generates A, and hence A is 
r.e. Conversely, if both A and A" are r.e., let
n^, n2> oo. be a recursive enumeration of A and 
^1 * ^2' ®oo be a recursive enumeration of A".
Now, given n e M, check through the sequence n̂ ,̂ m^, 
ng, m2, .»o . Since n e A or n e A°, after a finite 
number of steps n will be found to be in A or in A®.
This is a constructible method for determining member­
ship in A, hence A has a general recursive characteristic 
function and A is recursive.
Theorem: There exists a r « e. subset of M whose decision
problem is not recursively solvable.
Proof: By the lemma, this is equivalent to the existence
of a r.e. subset A of M such that A® is not r .e« Post [6] 
has shown that the collection of r^e. subsets of M is 
enumerable and that each r.e. set A^ may be thought of 
as having a "base” which determines its elements and 
that the collection of these "bases" can be construc­
tively generated. In other words, if a.. denotes the j-th 
element in a recursive enumeration of A^, the infinite 
array
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
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^11 ^12 ^13 , . .
^21 ^22 ^23 0 . 0
^31 ®32 ^33 . . .
contains all non-negative integers which appear in 
some r.e. subset of M. Let B =  n s Min = a . for 
some j = 1, 2, ... . Then B can be constructively
enumerated as follows. The array is enumerated.
11
B? ^ ̂ 31 ^32 ^33
that is, as each Bĵ  is generated, the process which 
enumerates the elements of is begun. Now, whenever 
a^j = n, n is placed in a set B. This is a construc­
tible method for enumerating the elements of B and hence 
B is r.e. Finally, consider B*, the complement of B. 
Given any r.e. subset of M, m e if, and only if, 
m è B*. Thus B' differs from each r.e, set.
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
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Hôte that Post's result that the collection of r.e» 
sets is enumerable can be used directly to show the 
existence of a subset of M which is not r.e. by a simple 
cardinality argument. This particular theorem, how­
ever, has the following application.
The theorem, although it is a result about a very 
small part of the collection of all mathematical pro­
blems, can be applied to show the impossibility of al­
gorithmic solutions to other classes of problems. This 
may be done by associating positive integers with the 
problems of a given class using a technique developed 
by GOdel. An example of this will be carried through 
in Chapter II. A more immediate application of this 
theorem is as follows, Consider the set D of all dio- 
phantine equations with integer coefficients which have 
solutions in integers. This set can be constructively 
generated as follows. There are enumerably many dio- 
phantine equations with integer coefficients,
dĵ , d2, d^, o o o
Since the domain of their variables is also an enumer­
able set, we have the array
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
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^ 1 * ^ 1 1 ^ 1 2 ^ 1 3
d 2 : 0-2̂ ^ 2 2 ^ 2 3
' ^ 3 1 ^ 3 2 ^ 3 3
• • »
where the i-th row represents the result of all possible
substitutions for the variables of d^. If the array is
listed in the serial order used in the proof of the
theorem, and, whenever a true equation d.. is genera- ̂J
ted, d^ is placed in D. The set A of subscripts of 
elements of D becomes a r.e. set of non-negative in­
tegers. In this manner, the problem of determining 
for an arbitrary diophantine equation with integer 
coefficients whether or not it has a solution in in­
tegers has been reduced to the decision problem for A,
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
CHAPTER II 
>  -DEEIHABILITY
In Chapter I, a possible formalization of the in­
tuitive notion of constructible function was given in 
the form of general recursive function. That formaliza­
tion consists of systematically defining certain types of 
functions. The concept of -definability, devised by 
Church [1] (and Kleene), is, on the other hand, an attempt 
to formalize the notion of constructible function by a 
particular formalization of the concept of a function.
The resulting formal system is usually referred to as 
Church's calculus of ^  -conversion.
The symbols used in this system consist of three 
types of brackets ^ ^ , (,), [,], the symbol »
and an enumerably infinite set of symbols a, b, c, 
called variables.
Definition: A formula is any finite sequence of the
symbols listed above.
Definition: A variable x in a formula is bound in that
formula if it appears immediately after the symbol » 
Otherwise, the variable is free,
17
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Definition: A well formed formula (wof.f.) is defined
inductively:
(1) A variable is a w.f.f.
(2) If F and X are w.f.f„s then £ Ï* ̂  (x) is 
a w.f.f.
(3) If M is a w.f.f. and x is a varialbe, which 
occurs free in M, then ^ x[H] is a w.f.f,
Certain abbreviations are convenient for writing w.f.f.s.
Let the symbol ---- > be understood as a  >A means
"a is an abbreviation for A".
P(X) ---- > (x )
I'(X,Y) ---- > (x) } (y )
i.(2,X,Z) -----> (z)
>  ... x^'M  > X^[ % Xg [ . . . X  . . . ]
Ml ---- > the formula which results when the
formula ET is substituted for each occurrence of 
X in the formula M.
Three operations are defined on w.f.f.s:
I, To replace any part X  x[M] of a formula by 
[S^ Ml] where y is a variable which does not occurt7
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
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in M.
II. To replace any part ^ x[M] ^ (n ) of a formula 
by Ml provided that the bound variables in M are dis­
tinct from both x and from the free variables in N,
III, To replace any part Ml (not immediately 
following )\ ) of a formula by £ )\ x[M] ^ (if), provided
that the bound varialbles in M are distinct both from x 
and from the free variables in N.
Definition: If A and B are formulas, A is convertible
into B (a conv B) if B is obtainable from A by a finite 
number of successive applications of I, II, and III,
The motivation for these definitions may be under­
stood by considering the following intuitive interpreta­
tion of w,f.f,s, ^ F ̂ (x) may be thought of as "the func­
tion F of the argument X" and ^ x[M] as "that function 
which M is of x", Operation I can be interpreted as a 
change of variable. Operation II as the evaluation of 
the function that M is of x at the argument Nj operation 
III is the reverse of operation II.
The following abbreviations and definition relates 
the calculus of ^  -conversion to functions whose domain, 
and range, is the set of non-negative integers.
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
2 0
0 ---- > ab-aCb)
1 ---- > ab" a(a(t>) )
2  > ab»a(a(a(b)))
Definition: A function jZ5(n̂ , ..., n̂ )̂ defined for k-
tuples of non-negative integers n^, ..., n̂  ̂is "X -de­
finable if there is a formula F such that whenever 
0(n^, n^) = n^, N^) conv (and to no
other formula representing a numeral) where is the 
formula of which n^ is an abbreviation.
Parallel to the development in Chapter I, it will 
now be shown that some of the common constructible func­
tions are 'X -definable. These examples will provide 
some evidence in favor of associating constructible func­
tions with X  -definable functions (the strongest evi­
dence for this will be provided in Chapter IV, where 
general recursive and 7\ -definable are shown to be 
equivalent concepts).
Consider the formula I ---- > a[a] :
I(H) -- > [l (Ef) --> £>a[a] '} (n)
conv a I which is N,
Thus if U is a formula which represents a non-negative
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
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integer (henceforth. N, will always denote formulas 
which represent non-negative integers n, n^^),
I(n ) conv N
It follows that the identity function is %  -definable.
The formula S -- > 'X pfx'f (p(f ,x)) *)^~defines the successor
function. In fact,
S(n)  > pfx*f (p(f ,x)) ̂  (h)
^ )\pC )s fx'f (p(f ,x))] ^ (n )
conv ^  fx«f (p(f ,x)) I which is
^  fx»f(N(f,x)) conv
X fx'f ( £^ab»a(,oo aCb) ,. , ) ̂  (f,x))
 ̂ ^^+1 times
conv ^  fx«f^f^^.. . f (x) oco) which 
n+2 times 
is the successor of n„
One more example is sufficient to illustrate the method,
Consider the formula A --- > 'X abfx°a(f ,b(f ,x) ) . That
A ^  -defines the function 0(n^, n^) = n̂  ̂+ ng + 1 can 
be seen as follows,
A(N^, Eg) conv ^ fx®N^(f, NgCfjx))
conv fx' ^ 7\ab° â( ô ^ C b )  , , , ) ̂  (f, Eg(f,x))
n^+1 times
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
2 2
COnV \  fX'f(... f(Nn(f,x)) ...)
n^+1 times
conv ^  fx'f ( . .. f ( ^ ab'aC . o , a(t>) . . . ) ̂  (f,%) ) <,»<,)
Hĵ +1 times 112+I times
conv 'X fx'f(... f(f f (x)
n̂ +̂l times n2+l times
which, is fX'f (
Hi+n2+2 times
In Chapter I, the question of whether or not it is 
possible to find algorithmic solutions to certain classes 
of mathematical problems was partially answered by apply­
ing the result that certain sets of non-negative integers 
are not recursive to the problem of determining, for ex­
ample, whether or not an equation of the form x”' + y^ = zn
has a solution in integers, A somewhat analogous result 
(due to Church [1]) will now be derived in terms of this 
and the last chapter. First, by reasoning similar to that 
in Chapter I, the following assumption is adopted,
T': Every constructible (or general recursive)
function is 'X -definable,
In order that the results of Chapter I may be applied, 
a representation of w.f,f,s by non-negative integers is
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
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defined, A number is associated with each symbol in a 
given formula as follows.
7\ : 1
£, (, C : 11
^ 3 : 13
The i-th variable in order of appearance in the 
formula: Pj[, + g» the (i + 6)~th prime number.
Definition: If A is a formula consisting of the sequence
of symbols a^, ..., and t^, t^ are the corres-
t. tp t% tponding numbers, then the number 2 *5 *5 ... p^
(where p^ is the n-th prime) is the GQdel representation 
of A,
As an example, consider the formula
')\fx f(x)  > ^f[ 'XxC f ̂  (x)]]
whose Gbdel representation is
2 .̂ 5 *̂̂ . 5^^ • 7^-11^^. 13^^. 17^^ o 19 "̂̂ .23^^ • 29^^ -31^^. 37^^ *4 1^^ .4 3^^
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The following definition restricts attention to those 
formulas which are relevant to the present purpose (this 
point will he discussed later).
Definition: A formula A has a normal form if there is
a formula B such that A conv B and B has no part of the 
form \ CN).
The next three lemmas are consequences of the application 
of general recursive function theory to Gddel representa­
tions, Their rather lengthy proofs were carried out by 
Eleene [4],
Lemma A: If a formula has a normal form, every well
formed part of it has a normal form.
Lemma B: The set of positive integers which are GOdel
representations of w,f,f.s which have a normal form is 
r.e.
Lemma Given a formula A, and a positive integer n,
there exists a general recursive function of two vari­
ables 0(m,n) such that if m is the Gëdel representation 
of A, 0(m,l), 0(m,2), ... is a recursive enumeration of 
the GOdel representations of all formulas B such that
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
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A conv B,
The main result now follows.
Theorem : The set R of non-negative integers which are
G5del representations of w.f.f.s that have a normal 
form is not recursive.
Proof: Suppose the contrary and, hy lemma B, let
m^, m2 » ... he a recursive enumeration of all GOdel 
representations of w.f.f.s A^, A2» ... which have a nor­
mal form. Define the function 0(n) by
1 if ^ A^ ̂  (r ) is not convertible into any 
of the formulas 1, 2, 3, ...
0(n]
n^ + 1 if ^ A^ ̂  (R) conv R^ (R^ one of 
1, 2, 3, ..«).
Then 0 is constructible (general recursive) and hence 
by T* %  -definable by a formula P. In fact, if B is a 
w.f.f. and m is its GOdel representation, then, by the 
assumption that E is recursive, the characteristic func­
tion of R is constructible (general recursive). If then, 
B has a normal form, lemma C provides that it can be 
constructively deteimined and compared with the formulas
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1, 2, 5, ... none of which has a part of the form 
^'XxCM] (n ). Thus, by lemma A, P has a normal form.
But P is not any of A2» ... since, for each n, P(n) 
is not convertible into A(n} .
This theorem is significant because of the follow­
ing result obtained by Kleen [2]. Suppose ..., n^)
and Ù^(n^, ..., n^), i = 1, ..., m are defined for all 
p-tuples of positive integers n^, .„., n^ and take values 
which are positive integers. If 0^ and are "^-de­
finable for each i = 1, ..., m, then there can be found 
a formula L such that
(1) if solutions of the system
0^(ni» ..., np) = llĵ Cn̂ , n^) i = 1, ..., m
exist, L(i ), L(2), ... are convertible into B^,
respectively where each B^ is a formula which represents
an n-tuple n. , ..., n_ which is a solution of the system, -̂ i
and every solution of the system is represented by some
(2) if less than n different solutions exist,
L(n ) does not have a normal form.
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For example, a formula L can be found such that
 ̂ \ "fc "t(IJ L generates the solutions of x + y = z
in positive integers if such solutions exist and
(2) the problem of whether x^ + = z^
has at least one solution in integers is equivalent to
the problem of whether L(i ) has a normal form.
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CHAPTER III 
COMPUTABILITY
Yet another possible method for giving precise 
meaning to the intuitive notion of constructibility 
was proposed by Turing [8]. In terms of the previous 
chapters, Turing’s idea is to identify a constructible 
function as one whose value for any given argument can 
be computed by a machine. What is of course needed is 
an abstract definition of "computing machine". The 
"machines" which will be defined in this chapter are 
called Turing machines.
Definition: A Turing machine is a matrix of the form
1̂ 2̂ , . . In
Si 1̂1 Xi2 în
2̂1 2̂2 , , , ^n
I ; : : : : *
m̂ m̂l m̂2 . , ,
28
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where each X, is in one of the forms S.Lq., S.Sq.jsp 1 J 1 j
I, (i = 1, m ; j =1, ,,,, n)„ It is also
possible for some of the boxes in the matrix to be empty. 
The set S^, ...» is the external alphabet of the
machine. Each column q^, i = 1, ,.,, n is called a 
state or logical unit of the Turing machine.
The operation of a Turing machine may be described as 
follows. The memory unit is conceived of as a tape, 
infinitely long in both directions and divided into cells. 
Each cell can contain at most one symbol of the external 
alphabet. The initial information is given to the machine 
in the form of finite strings of symbols of the external 
alphabet on the tape. The machine operates in cycles, 
and at the end of each cycle, all of the information on 
the tape constitutes the intermediate information at 
that stage.
Definition: Given some initial information 1 expressed
in the external alphabet of the machine, there are two 
possible cases:
(l) If after a finite number of cycles, the machine 
halts, the machine is said to be applicable to the in­
itial information 1, which has been transformed into 
R, the information appearing on the tape after the last
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cycle.
(2) if the machine never halts, it is inapplicable 
to the information I.
Definition: A turing machine can solve a given class of
problems if it is applicable to the information repre­
senting (in some fixed code using the external alphabet 
of the machine) any problem of the class, and if it 
transforms this information into the information repre­
senting the solution (in the same code).
An example serves best to illustrate the meaning of 
"cycle" and "operation of the machine". Consider the 
Turing machine
^2
Lq^
1
* aSq2
a •
and let the initial information on the tape be
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<----- -s.
A 1 1 A
<----- — >T
The initial information includes the starting position 
of the machine, the arrow indicating the cell at which 
the machine executes the first cycle. The machine be­
gins in state and scans the symbol I, The entry in 
the matrix corresponding to the pair (I, q^) is *Rq^.
This means that, in this cycle, the symbol 1 is changed 
to the symbol *, the machine prepares to scan the cell 
immediately to the right and enters into state q̂ .̂ Thus, 
at the end of the first cycle, we have
<— --- >
A * I A
<i— --- >t
Likewise, at the end of the second cycle, we have
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A * 1 * A L---->
t
Por the third cycle, the pair ( A  > corresponds to
the entry A  8^2 : the symbol A  is left unchanged, the 
machine prepares to scan the same cell, and enters into 
state ^2 ' At the end of this cycle we have
<— ------ >
A * A
<s— ------ >/N
0-2
Now ( A  » ^2^ corresponds to A  ‘ the symbol is
left unchanged, the machine prepares to scan the cell 
immediately to the left and enters state and we have
< --------- ---— »
A * * A
< --------- ----->
t
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The next cycle gives rise to
A * a A
---- >
<— ---- >
t
Finally, the pair (a, qg) corresponds to I, which is used 
to indicate the halt order.
This Turing machine is, then, applicable to the information
A A
and transforms it into
< --------- ------ ->A * <X A
< --------- L-- >
(Actually, this machine is applicable to any finite 
string of strokes bounded on each end by A  ).
Note that, if the entry corresponding to the pair (I, q^)
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is changed to ISq^, then the new Turing machine is not 
applicable to the initial information. Also note that 
what appears in the blank boxes is irrelevant with this 
initial information.
It will now be shown how Turing machines can be de­
fined to carry out some of the simple arithmetical 
algorithms. In terms of the previous chapters, this 
may be interpreted as determining the value (the terminal 
information on the tape) of a function for a given argu­
ment (initial information).
Given a positive integer n in decimal form, the 
following Turing machine transforms it into the successor 
of n, also in decimal form.
(see next page)
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55
<l2
0 18^2 t
1 28^2 1
2 3Sq2 1
3 43^2 1
4 5Sq2 1
5 6Sq2 t
6 78q2 f
7 SSq2 t
8 98q2 1
9 OLq^ f
A lSq2
f
where /\ represents an empty cell,
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The tape configurations for n = 399 are
<---------
3 9 9
------>
.
t1
1̂
3 9 0
•s.
t1
3 0 0
1
4 0 0
<--------- ------->
T
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A Turing machine can he designed to add two positive 
integers if each integer is represented as a series of 
consecutive strokes. For example, for the computation 
2 + 3 = 5 »  the initial information is
<----
1 1 I ! 1
<---- — >
and is transformed into
<----
* 1 ^ I 1 1 !
< — — >
t
The Turing machine which performs such additions is
1̂ 2̂ 3̂
1 A lLq2 iBq̂
A A^^l ISq2
* 1 *Rq̂
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where /\ represents an empty cell,
A slightly more complicated Turing machine may be de­
fined which converts two positive integers in decimal 
form into their sum, also in decimal form. The machine 
would transform each decimal form into the correct nu,- 
her of consecutive strokes, add as above, and transform 
the new string into its decimal equivalent.
In this chapter, the assumption corresponding to 
T and T* of chapters I and II is
T": Every constructible function is computable.
That is, given any constructible function 
f(n), a Turing machine can be defined which 
produces on the tape a sequence of 0*s and 
l*s such that the number of I's between the 
(n-l)-th 0 and the n-th 0 is fCn).
This statement, when written in the following form, is 
the basic hypothesis of the theory of algorithms.
"Every algorithm can be carried out by some 
Turing machine"
Following the same development as in Chapters I 
and II, it will now be shown that the concept of Turing 
machines as the formal counterpart of constructibility
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
39
also gives rise to constructively (or algorithmically) 
unsolvable problems.
Definition: Suppose that on the tape of a Turing machine
there appears the machineb own defining matrix in some 
code written in the machine's own external alphabet.
If the machine is applicable to this initial information, 
it is called self-applicable. Otherwise, it is non-self- 
applicable.
Definition: The self-computability problem is : Given
any coded defining matrix of some Turing machine, de­
termine whether the corresponding machine is self-applica­
ble .
Assuming the basic hypothesis of the theory of algorithms, 
the proof of the following theorem will be sketched 
(Trakhtenbrot C73).
Theorem ; The self-computability problem is algorithmically 
unsolvable.
Proof: Assume that there exists a machine A which solves
the self-computability problem. Then A can be thought 
of as capable of transforming every defining matrix of a
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self-applicable machine into the symbol a and every de­
fining matrix of a non-self-applicable machine into 
the symbol p. A is now modified so that when the symbol 
0 appears on its tape, the machine repeatedly scans the 
symbol o without altering it. The new Turing machine 
B is then applicable to all defining matrices of non­
self-applicable machines and inapplicable to defining 
matrices of self-applicable machines. But then B is 
self-applicable if, and only if, B is non-self-applicable
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CHAPTER IV
THE EQUIVALENCE OE GENERAL RECURSIVENESS, DEEINABILITY AND COMPUTABILITY
The assumptions T, T', T" of chapters I, II, and 
III identified the intuitive concept of constructible 
function with the formal definitions of general recursive, 
^  -definable, and computable respectively. These three 
formal definitions are then equivalent under the assump­
tions T, T*, T", and this equivalence is a necessary 
condition for the validity of T, T', and T”, In this 
chapter, the equivalence is discussed independent of 
T, T*, T" with the following theorems.
Theorem A : Every general recursive function is \  -
definable.
Theorem B : Every ^  -definable function of one variable
which takes values of 0 or 1 is computable.
Theorem C : Every computable function of one variable
whose range is the set of positive integers is general 
recursive.
The proof of theorem A (Kleene [4]) consists of
showing that the initial functions I-l, 1-2, 1-3; the
schemes 8-1, 8-2; and e n[P(n)] are ^  -definable and
hence that every general recursive function is -definable
41
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I'-l: If = 11+ 1, n — >N, then
8(n) — > ^")\pfx»f(p(f,x)) ^  (n ) conv isr̂
l'“2; ^ "At'tC ^a[a],N) ^  (N') conv E where E*
is one of the formulas 0, 1, 2,
I  ' - 3  : ^ \ t ^  t ^ " t ^ ( l ,  t ^ ( l ,  t ^ )  , o o ) ^
(E^, Eĵ ) conv E^ where I — > ^  a[a]
S ““1 1 ^ ̂  ̂ 1 • • • * g C Cn̂  ̂; o o o 9 n^ ) » « <» « *
H^(n^, ... n^) ̂  •»«» conv
G(H^(E^, . , , ,  Eĵ ), . . .  o o .  E^))
This follows immediately from operation II on w.f.f.s.
S'-2: If G and H are formulas with no free variables
(formulas which ^  -define functions have no free vari­
ables) there is a formula L such that
l Co , Eg, . . . , Ejj.) conv G(Eg, ...» Eĵ )
L(S(e ), Eg, ..., E^) conv
H(E, l Ce , Eg, E^), Eg, Eĵ )
The proof of the existence of such a formula L is some­
what complicated and lengthy in detail, but the method
.can be illustrated as follows. The following lemmas are 
assumed without proof.
Lemma 1: The functions minCn^, ng) and P(n), the
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predecessor of n, are ^  -definable.
Lemma 2 : Let -1 — > ^fx°x(f)„ Then, if , A^, A^
have no free variables, there is a formula P such that 
P(w) conv A^Cn = 0, 1; n — >N) and f(-l) conv
Lemma 3 : If P has no free variables, there is a formula
L such that l (n ) conv P(H,L) and L(-1) conv I.
How, given formulas G and H with no free variables, choose 
K by lemma 2 so that
K(o) conv ^yf *y(f(-l), G) and k(i) conv 
7\yfX2 ... Xj^*H(p(y), f(p(y), X2 » ... ,
%2 * ...» Xĵ  )
Let P — > )\ yE(min(y, l), y) , Then the required formula 
L is given by lemma 3,
Pinally, if E 'X-defines the function p(n^, ,,,, n̂ ,̂n) 
and for each k-tuple n^, ..., n^ there is at least non­
negative integer n such that p(n^, . ., n^, n) = 0 then
there is a formula E such that E(e ) ’X-defines
e n[p(n^, .., n^, n) = 0], To establish this, choose
K by lemma 2 so that
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K(o) conv fyr»r(y,f(-1), y) and
K(i ) conv ^  fyr*f(r(s(y)), S(y), r)
Let F — > Xx*K(min(x, l)) and choose L hy lemma 3,
Let E — > ••• Xjj.-L(r(x̂ , Xĵ , O), 0, r(x^, x̂ )̂)
The proof of theorem B (Turing [93) consists of 
constructing a Turing machine which, given a formula F 
(that X-defines a function f) as the initial informa­
tion, transforms it into a sequence of 0*s and I's such 
that the n-th term of the sequence is 0 if F(n ) conv 0 
and 1 if f (n ) conv 1. The detailed description of the 
machine appears in Turing's paper referred to above. The 
general idea is to construct a machine M which obtains 
successively every formula into which a given formula 
is convertible. This machine is enlarged into another 
machine M which contains as a part. The machine M 
operates in stages. At the n-th stage, the formula F(n ) 
is formed and is supplied to which converts it success­
ively into other formulas. Each formula into which F(n ) 
is convertible eventually appears and, as it does, it is 
compared with the formulas 0 and 1, If it is identical 
with the first, the machine prints a 0, if with the second, 
a 1 and, if neither, continues. Since F(n ) conv 0 or 
F(n ) conv 1 (it can convert into just one formula
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representing a numeral since F 'X -defines f), M will 
eventually print 0 or 1, the n-th stage will he com­
pleted, and the (n + l)-th stage begun.
Theorem B can be generalized to include all ^  - 
definable functions whose range is the set of positive 
integers by showing that for any ^  -definable function 
which takes positive integer values there exists a %  - 
definable function 0(n) with the property that 0(n) is 
either 0 or 1 and the number of I's between the (k-l)-th
and the k-th 0 is 0(k). Consider the function
k0(n) = SgCmin In - (.Z. f(i) + k)I)k=l,...,n
where
if X / 0
Sg(x) =
0 if X = 0
The function 0 is general recursive (Kleene [51) and 
hence by theorem A, 0 is \  -definable. That 0 has the 
desired properties can be seen by noting that 0(m) = 0
if m is of the form k-1 + , f(i) and 0(m) = 1 otherwise,
. 1 = J_
k-1 . .If, then, m is of the form k-1 + k-1 is the num­
ber of integers j < m such that 0(j) = 0 and fCi) is
the number of integers p < m such that 0(p) =1. It is 
exactly under these conditions that 0(m) must be 0.
The general idea of the proof of theorem 0 (Turing
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[9]) is as followso Suppose that fCn) is a computable 
function. The complete description or configuration 
of the Turing machine which computes f is uniquely de­
scribed, at the end of a given cycle, by (l) the symbols 
appearing on the tape, (2) the symbol being scanned, and
(3) the state the machine is in at the end of that cycle. 
Furthermore, the complete configuration at the end of 
the n-th cycle uniquely determines the complete configura­
tion the end of the (n+l)-th cycle. By using a
technique very similar to Gddel numbering, each complete 
configuration can be described by a single positive 
integer m^ which is computed in terms of the three factors 
mentioned above. It can then be shown that the function 
which gives m̂ _̂  ̂in terms of m^ is general recursive.
This is used to define a general recursive function 0(n) 
such that
©(n) = 0  if in going from the (n+l)-th to 
the (n+2)-th complete configuration the machine prints 
a 0,
©(n) = 1  if it prints a 1 
©(n) = 2 otherwise
Define the general recursive functions o, tj, 0 by
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a(0) = 0
cr(n') = CSg(0(n))]-aCn) + CSg(©(n))] « (a(n)) '
SgCx) =
= maxCo, n - a(m))j 
*0(0) = O
0(n') = Sg(0(n) ) • [Sg( i ©(n)-l i ) <»0(n)
+ üg(l©(n)-ll )*(0(n))‘]
Then f(n) = 0(e m[1j(n,m) = 0] ) and hence f(n) is general 
recursive.
Theorems A, B, and C, together with the generaliza­
tion of B can he summarized as follows;
Given a function f(n) with domain the set of non­
negative integers and range the set of positive integers, 
the following are mutually equivalent.
1) f(n) is general recursive,
2) f(n) is ^-definable,
5) f(n) is computable.
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