Introduction
The operators which arise naturally in models of the physical, biological or economic world are almost always unbounded operators, that is, they do not act continuously from one Banach space X to itself. For example, this applies to the operator of differentiation on functions of a single variable: if one takes X small enough that the operator is defined on the whole of X (for example, if X consists of C 1 -functions, or X is a Sobolev space) then X is not invariant under differentiation.
Nevertheless mathematicians learn operator theory first in the context of bounded operators. Since the theory of unbounded operators is usually taught only at masters level or above, many students learn about bounded operators in some detail but never encounter the general theory of unbounded operators. This arrangement may be anomalous but there are some good pedagogic reasons for it. Firstly, the theory of bounded operators is relatively neat, because one avoids the intricacies concerning the domains of unbounded operators. Secondly, there are various techniques for converting unbounded operators into bounded operators, and then one can apply the bounded theory. This will arise several times in this course.
The most basic way to turn an operator A into a bounded operator is to invert A, but often this does not solve the problem at hand. In applications, we usually have several operators involved, acting in space variables and time variables, and with derivatives of different orders; solving the model requires more than simple inversion of a single operator. Our hand is greatly strengthened if we can interpret the operator f (A) for more complicated functions than the reciprocal f (z) = z −1 . Sometimes this process actually solves the problem for us, and sometimes it is a helpful step towards finding a solution.
Consider the abstract Cauchy problem (0.1) u (t) = Au(t) (t ≥ 0), u(0) = x, Date: March 11, 2016.
where u : R + → X, x ∈ X. In very simple examples it may be possible to give an explicit solution, but usually that is not possible. So the task is to find out information about the solutions from knowledge of A.
Abstractly and formally the solution of (0.1) should be u(t) = exp(tA)x.
Now we see that the relevant function of A is not a resolvent but an exponential. This raises some questions: What does exp(tA) mean? Is it a bounded operator? What knowledge of exp(tA) as a function of t can be inferred from knowledge of A?
Similarly the second-order problem u (t) = Au(t) (t ≥ 0), u(0) = x, u (0) = y should have the solution u(t) = cos t(−A) 1/2 x + sin t(−A) 1/2 (−A) −1/2 y.
Again, one needs to know whether these functions of A make sense, and what their properties are.
These are questions about making sense of f (A) for specific functions f . The theories of semigroups and groups (exponential functions), and cosine and sine functions, of operators were developed to answer these questions for those specific functions, but one can also consider the possibility of defining f (A) for whole classes of functions f . The natural constraints are that f should be a bounded function on a domain containing the spectrum of A, and it should be at least measurable, perhaps holomorphic. Such theories exist and are important, even for bounded operators A. In this course we shall encounter this only once, in the case of (unbounded) self-adjoint operators on Hilbert spaces.
One question is what is an unbounded self-adjoint operator. For bounded operators this is easy, but unbounded operators one has to choose the domain of the operator very carefully, and this is a rather tricky task. A substantial part of the course will be concerned with this problem. Having sorted out what we mean by self-adjoint operators, then there is a very powerful functional calculus for them.
The two most classical forms of functional calculus are as follows:
(1) Functional calculus of self-adjoint operators on Hilbert space: f (A) is defined by spectral theory when A is an (unbounded) self-adjoint operator and f is a bounded measurable function on R (or just on σ(A)). See Theorem 2.16. (2) Riesz-Dunford functional calculus of bounded operators:
where f is holomorphic in a neighbourhood U of σ(A) and Γ is a contour in U around σ(A). This will appear in this course only in a special case.
Closed operators and spectrum
In this course, an operator A will be a linear map A : D(A) → X, where X is a complex Banach space and D(A) is a subspace of X. Often we shall assume that A is densely defined, i.e., D(A) is dense in X. This assumption that the domain D(A) is dense in X is sometimes out of necessity, sometimes for convenience.
It is essential for analysis that we should have closed operators at hand. An operator A is closed, if its graph G(A) := {(x, Ax) : x ∈ D(A)} is closed in X ×X (in the product topology given by any of the standard norms on X × X). Note that G(A) is a (linear) subspace of X × X. Proposition 1.1. Let A be a linear operator on a Banach space X. The following are equivalent:
(i) A is closed, (ii) Whenever (x n ) is a sequence in D(A), x ∈ X and y ∈ X, and x n − x → 0 and Ax n − y → 0, then x ∈ D(A) and Ax = y. If T : X → X is a linear operator with D(T ) = X, then T is bounded if and only if T is closed. The fact that a bounded operator has closed graph is an elementary argument. It uses only the continuity of the operator. The converse, closed operators defined on X are bounded, is the Closed Graph Theorem and it relies on the completeness of X. 
Moreover it is closed: If f n − f → 0 and h.f n − g → 0 then there exists a subsequence such that f nr (t) → f (t) a.e. Then (h.f nr )(t) → (h.f )(t) a.e. By a fact from Integration g = h.f a.e., i.e. h.f = g ∈ X.
Similarly one may define mutiplication operators on L p (Ω, µ) for any (σ-finite) measure space (Ω, µ), where h : Ω → C is measurable.
If A is an operator and Y is a subspace of D(A), we write A| Y for the restriction of A to Y . If A and B are operators on X, and B = A| Y for some Y ⊆ D(A), we say A is an extension of B; we may write B ⊆ A (meaning that G(B) ⊆ G(A)).
An operator A is said to be closable if there exists a closed operator B on X which is an extension of A. Proposition 1.3. Let A be an operator on X. The following are equivalent:
Whenever (x n ) is a sequence in D(A), y ∈ X, and x n → 0 and Ax n − y → 0, then y = 0. 3. G(A) (the closure of G(A) in X × X) is the graph of an operator.
Proof. For any extension B of A, G(B) is a subspace of X × X containing G(A), and it has the single-valued property:
Since G(B) is a linear subspace this is equivalent to
Conversely any subspace Z of X × X containing G(A), such that (0, y) ∈ Z =⇒ y = 0 is the graph of an extension B of A.
For a closed operator B, G(B) must be closed.
If there is any closed subspace of X × X containing G(A) with the single-valued property, then G(A) is a such a subspace, and it is the smallest. So A is closable if and only if G(A) has the single-valued property and that is equivalent to (ii).
When the conditions of Proposition 1.3 are satisfied then the closure of A is the operator A such that G(A) = G(A), i.e.,
x ∈ D(A), Ax = y ⇐⇒ there is a sequence (x n ) in D(A) such that x n − x → 0 and Ax n − y → 0.
If A is a closed operator and Y is a subspace of D(A) such that A = (A| Y ), then Y is said to be a core for A.
] be the space of functions with derivatives of all orders. This is a core for A.
Let B and C be as in Example 1.2, i.e. the derivative with different domains. Then B is the closure of C.
In real-life examples where A is a partial differential operator, it may be hard to identify the appropriate domain D(A) precisely. However one may be able to show that A is closable on some dense domain, and then one can take the closure of A without identifying the domain explicitly . Alternatively, A may be defined initially on an L 2 -space by means of a quadratic form, and then on corresponding L p -spaces. Again it may be difficult to identify the precise domains.
For an operator A, define A 2 by Similarly we can define higher powers, recursively. Given A n , define
So D(A n ) decreases as n increases. We can then define polynomials in A. If p(t) is a polynomial of degree n, then D(p(A)) = D(A n ).
1.1. Spectrum. An operator A is invertible if there exists A −1 ∈ B(X) (the space of all bounded linear operators on X) such that
• For each x ∈ D(A), A −1 Ax = x, and • For each y ∈ X, A −1 y ∈ D(A) and AA −1 y = y.
Since the map (x, y) → (y, x) is a homeomorphism on X × X, one has the following. Proposition 1.5. If A is an invertible operator, then A is closed. Conversely if A is closed and bijective from D(A) to X, then A −1 ∈ B(X).
Thus, for a closed operator A on a Banach space, A is invertible if and only if A is a bijection of D(A) onto X. If A is invertible, then A n is closed for every n ≥ 1. If A is invertible and densely defined, then A n is densely defined for every n.
For λ ∈ C, we define λI − A, or λ − A, to be the operator with domain D(A) and (λ − A)x = λx − Ax. It is easy to see that λI − A is closed/closable if and only if A is closed/closable.
Assume that A is closed. The resolvent of A is R(λ, A) := (λI − A) −1 if this exists, i.e., λI − A is a bijection from D(A) to X. The resolvent set ρ(A) is the set of all λ ∈ C for which R(λ, A) exists, and the spectrum is σ(A) = C \ ρ(A).
Note that, AR(λ, A)x is defined for any x ∈ X and λ ∈ ρ(A). and
So AR(λ, A) = λR(λ, A) − I, which is a bounded operator. However, R(λ, A)Ax is defined only if x ∈ D(A). In fact AR(λ, A) is an extension of R(λ, A)A.
If A is invertible and λ = 0 is an eigenvalue of A, so Ax = λx for some x ∈ D(A), x = 0, then A −1 x = λ −1 x, so λ −1 is an eigenvalue of A −1 . The converse holds as well; moreover, 0 is not an eigenvalue of A −1 . Proposition 1.6. Assume that A is invertible. Then
Moreover, 0 ∈ ρ(A −1 ) if and only if D(A) = X (and A is bounded).
Proof. Take λ = 0 with λ −1 ∈ ρ(A). Then A −1 is a bijection from X to D(A) and A − λ −1 is a bijection from D(A) to X, so
is a bijection from X to X. Thus λ ∈ ρ(A −1 ). This shows the inclusion ⊆. The other inclusion is similar, using
Proof. Apply Proposition 1.6 to the operator λ − A.
3. If λ ∈ ρ(A) and |λ − µ| < R(λ, A) −1 , then µ ∈ ρ(A) and
4.
The topological boundary of σ(A) consists of approximate eigenvalues of A, i.e., if λ ∈ σ(A) ∩ ρ(A), then there exist x n ∈ D(A) such that x n = 1 and Ax n − λx n → 0.
The series expansion (1.1) is called the Neumann series.
Proof. 1. Suppose (for a contradiction) that λ n ∈ σ(A), λ n → λ and λ ∈ ρ(A). By Corollary 1.7, (λ − λ n ) −1 ∈ σ(R(λ, A), so |λ − λ n | −1 ≤ R(λ, A) . This contradicts λ n → λ.
Note that
λR(λ, A) − AR(λ, A) R(µ, A) = R(µ, A), µR(µ, A) − AR(µ, A) R(λ, A) = R(λ, A).
Subtract and use that
3. Note that
Under the assumption, I−(λ−µ)R(λ, A) is invertible with inverse ∞ n=0 (λ−µ) n R(λ, A) n and the claim follows.
Exercise
Corollary 1.9. The function λ → R(λ, A) is holomorphic on ρ(A), and its derivative is −R(λ, A) 2 . Proposition 1.8 and Corollary 1.9 show that the spectrum and resolvent of unbounded operators have similar properties to the case of bounded operators. However σ(A) may be empty or it may be unbounded. Examples 1.10. 1. Multiplication operators. Let X = p (1 ≤ p < ∞) or X = c 0 , and (α n ) be a sequence in C. Let
with D(A) consisting of all x ∈ X such that Ax ∈ X. Then
The eigenvalues of A are {α n : n ≥ 1}. Similarly, let X = L p (Ω, µ) for some (σ-finite or localisable) measure space (Ω, µ) and h : Ω → C be measurable.
λ ∈ σ(A) ⇐⇒ for each ε > 0, {ω ∈ Ω : |h(ω) − λ| < ε} is not null.
The eigenvalues of A are those λ ∈ C such that {ω ∈ Ω : h(ω) = λ} is not null.
Differential operators on
is an eigenvalue if there exists non-zero f ∈ C 1 [0, 1] such that Af = λf , i.e., f = λf . This is satisfied by f (t) = e λt . So σ(A) = C, indeed every λ is an eigenvalue. Now consider the restriction B to
Then f (t) = ce λt and c = 0, so f = 0. There are no eigenvalues of B.
This is true: f (t) = t 0 g(s)e λ(t−s) ds.
[Note: Boundedness of the inverse map g → f is automatic since λ − B is closed, but it can easily be seen from this formula.] So ρ(B) = C and σ(B) = ∅.
If we let B be the restriction of A to {f ∈ C 1 [0, 1] : f (0) = f (1) = 0}, then for many g we cannot solve the equation f − λf = g; f (0) = f (1) = 0; there are too many boundary conditions. So σ(B ) = C. Indeed, in general, if λ ∈ ρ(B), then λ ∈ σ(B ) if B is a proper restriction or a proper extension of B.
The only solution is f = 0 unless e 2 √ λ = 1, i.e. √ λ = nπi, λ = −n 2 π 2 . Here n ≥ 1 is an integer (n = 0 gives the zero function only, and negative n repeat the solution.). In fact, σ(B 2 ) = {−n 2 π 2 : n = 1, 2, 3, . . . }.
3. Differential operators on Hilbert space. Let X be the Hilbert space L 2 (R) and
s g for almost all s, t. Then f is (equivalent to) a continuous function, and is differentiable almost everywhere, and g = f a.e. Define Af = f . Then A has no eigenvalues: the solutions of Af = λf do not lie in L 2 (R). However if we put f n (t) = n −1/2 e −t 2 /n 2 , one finds that 0 is an approximate eigenvalue. In fact, iβ is an approximate eigenvalue for any β ∈ R, and σ(A) = iR.
You may know about the class K(X) of compact operators on a Banach space X. In general, K(X) is a two-sided ideal of B(X), containing all finite-rank operators (operators with finite-dimensional range). In many spaces, K(X) is the norm-closure in B(X) of the set of operators of finite rank. There is a very powerful spectral theorem for compact operators. Theorem 1.11. If T is a compact operator on X, then σ(T ) is at most countable. All non-zero points in σ(T ) are eigenvalues of T with finite-dimensional eigenspaces. Moreover, for any ε > 0 there are only finitely many points λ ∈ σ(T ) with |λ| > ε. Thus if there are infinitely many eigenvalues, they form a sequence (λ n ) converging to
Let A be an operator, assume ρ(A) is non-empty, Take µ ∈ ρ(A). Assume that R(µ, A) is compact. By the resolvent equation, for any λ ∈ ρ(A),
So we say that A has compact resolvent if R(µ, A) is compact for some/all µ ∈ ρ(A).
If A has compact resolvent, then σ(R(µ, A)) \ {0} is a sequence (ν n ) converging to 0. By Corollary 1.7, σ(A) consists of the points λ n := µ − ν −1 n , so |λ n | → ∞. Moreover, each λ n is an eigenvalue of A with finite-dimensional eigenspace.
The operator B 2 of Example 1.10(2) (the second derivative with Dirichlet b.c.s) has compact resolvent. The obvious attempt is to define
However there is a problem: is this single-valued, i.e., could there be more than one such ψ?
If there are two such ψ 1 and ψ 2 , then (ψ 1 −ψ 2 )(x) = 0 for all x ∈ D(A). Conversely if χ(x) = 0 for all x ∈ D(A), and ψ satisfies the above, then so does ψ + χ. Hence the following are equivalent:
The equivalence of the second and third properties is a corollary of the Hahn-Banach Theorem.
So we define the adjoint A as above, assuming that A is densely defined, i.e. D(A) is dense in X. It is rather easy to show that A is closed.
Thus φ g ∈ D(A ) and A φ g is the bounded linear functional defined on
This extends to the case when g ∈ W 1,1 (0, 1).
For a closed, densely defined, operator A, one can show (similarly to the case of bounded operators):
Here σ p (A) is the point spectrum of A (the eigenvalues) and σ ap (A) is the approximate point spectrum (approximate eigenvalues).
Self-adjoint operators
Essentially self-adjoint operators. Self-adjoint operators are wonderful because they have a very powerful functional calculus. If A is self-adjoint and f is any reasonable function on σ(A) we can define f (A) in a sensible, and useful, way. Also many operators appearing in mathematical physics are self-adjoint operators on an L 2 -space, or at least have a version which is self-adjoint on an L 2 -space.
Let X be a Hilbert space. Recall that an operator T : X → X is self-adjoint if T x, y = x, T y for all x, y ∈ X. Such an operator T has closed graph, and is therefore bounded (Hellinger-Toeplitz Theorem). For a bounded operator T , T is self-adjoint if and only if T * = T , where T * is the Hilbert space adjoint operator.
We will extend this definition to unbounded operators, but now we have to be careful with domains. Let A be a densely defined operator on a Hilbert space X. By the Riesz Representation Theorem, the dual space X may be identified with X (conjugate-linear isometry). Using this the operator A on X is identified with an operator A * on X. This is defined as follows:
Putting y = 0 gives ker(A * ) = Ran(A) ⊥ .
The following properties are easily established.
We say that A is symmetric if Ax, y = x, Ay for all x, y ∈ D(A). This is equivalent to saying that A ⊆ A * (assuming A is densely defined). Thus any symmetric operator is closable, and it is easy to see that the closure A is symmetric.
We say that A is self-adjoint if A * = A, i.e., A is symmetric, densely defined, and
h is the complex conjugate of h. In particular, M h is self-adjoint if and only if h is real-valued a.e. Very often we are given an operator A which is clearly symmetric, but may not be closed. Finding the exact domain of A or A * may be hard, but perhaps we can check whether A, or some other extension of A, is self-adjoint without doing too much extra work.
A symmetric operator A is said to be essentially self-adjoint if A is self-adjoint. Examples 2.3. For the following choices of X and D(A), the operator A will be given by Af = if . In each case, the operator A is densely defined, and easily seen (by integration by parts) to be symmetric; also A is not closed. Justification is postponed until later.
These examples are one-dimensional (functions of one variable), and in these cases it is possible to determine the domains of A. However such things become hard for partial differential operators such as ∆ on subsets of R n for n ≥ 2. It is all to do with boundary conditions. How do we check (essential) self-adjointness? Here is the basic tool.
Theorem 2.4. Let A be a densely defined, symmetric operator, and let λ ∈ C \ R.
A is self-adjoint if and only if λ, λ ∈ ρ(A).
For bounded operators, this reduces to the standard fact (B4b) that if T is a bounded self-adjoint operator then σ(T ) ⊆ R. The proof in the unbounded case is similar, but we have to do extra work to show the implication ⇐= in (3).
First, we give the important corollary.
Corollary 2.5. For a densely defined, symmetric operator A, the following are equivalent:
(ii) =⇒ (i): We will apply Theorem 2.4 to the symmetric operator A. When (ii) holds, Ran(A ± iI) is dense; by Theorem 2.4(2), it is closed. So the range is X. Also by Theorem 2.4(1), A ± iI is injective. So it is invertible. [Boundedness of the inverse follows from the Closed Graph Theorem; or the proof of Theorem 2.4(2) which shows
So Ax, x is real.
1. If Ax = λx, then Ax, x = λ x 2 . The left-hand side is real. Since λ is not real, the right-hand side is not real unless x = 0.
For x
Taking imaginary parts and then absolute values, and applying Cauchy-Schwarz gives
3. If A is self-adjoint, then by (1) and (2), λ−A is injective with closed range. Moreover,
by (1) again, for λ. Thus λ − A is bijective and closed, so it is invertible. Similarly for λ.
Conversely, suppose that λ, λ ∈ ρ(A). Let x ∈ X, y ∈ D(A * ). Then
This implies that y = R(λ, A)(λy − A * y) ∈ D(A), and (defn of resolvent)
Thus Ay = A * y.
Since f has compact support, g has compact support and
Conversely, if g has compact support and (2.1) holds, then g = if − if for f defined as above.
For any f ∈ C c (R) we can find g n ∈ C c (R) satisfying (2.1) and converging to f in L 2 -norm . For example let φ(t) = (1 − |t|)χ (−1,1) (t). Let
Then (2.1) holds and f − g n = ce −n φ → 0. So the closure of Ran(A − iI) contains
, it follows that Ran(A − iI) is dense. A similar argument works for Ran(A + iI). So A is essentially self-adjoint, by Corollary 2.5.
The density of the range in Example 2.6 works because the condition (2.1) requires g to be in the kernel of a linear functional which is not bounded in L 2 -norm (because s → e −s is not in L 2 (R)). Such a kernel is always dense in its domain. On the other hand the kernel of a non-zero bounded linear functional is closed, and not dense.
Deficiency indices. When A is closed, densely defined and symmetric, we can measure how close it is to being self-adjoint. The (Fredholm) index of an operator B is defined to be:
ind(B) = dim ker(B) − codim(Ran(B)), provided this makes sense, and dim ker(B) and codim(Ran(B)) are not both infinite. Anyone who took C4.1 saw this in the case when B is a bounded operator and both terms are finite (then Ran(B) is closed). On Hilbert space codim(Ran(B)) = dim ker B * if Ran(B) is closed. For a closed, densely defined, symmetric operator A, and λ ∈ C\R, we apply this with B = λ − A. Then ker(λ − A) = {0} = {0}, and Ran(λ − A) is a closed subspace of X, and its orthogonal complement is ker(λ − A * ). So
There is a nice theorem about the index being a continuous function of the operator so long as the operator is Fredholm (closed range and both quantities are finite). If we keep A fixed, this says that ind (λ − A) is a continuous function of λ ∈ C \ R. Since the index is integer-valued it is constant in each connected component of its domain. This gives the following: Proposition 2.7. dim ker(λ − A * ) is constant for Im λ > 0, and it is constant for Im λ < 0.
We define the deficiency indices of A to be
The possible values are 0, 1, 2, . . . and ∞.
Although we have been assuming that A is closed, densely defined, and symmetric, we can make this definition for any densely defined operator, symmetric operator A. Then A is closable, A is symmetric, (A) * = A * , and Ran(
Theorem 2.8. A symmetric, densely defined, operator A on a separable Hilbert space has a self-adjoint extension if and only if n + (A) = n − (A).
Separability is relevant only in the case when n + and n − are both infinite. The theorem remains true without separability provided that we distinguish between different infinite cardinals, and we interpret dim as being the cardinality of a complete orthonormal basis.
For the proof we consider the Cayley transform of A.
Lemma 2.9. 1. Let A be closed, densely defined, and symmetric. Define C by
Then C is isometric from Ran(A+i) onto Ran(A−i). In particular, if A is self-adjoint, then C is a unitary from X to X.
Conversely, let
A be a closed densely defined operator with ker(A + iI) = {0} and C be defined as above. If C is isometric then A is symmetric. If C is a unitary from X to X then A is self-adjoint.
Proof. (a) C is well-defined, because A + i is injective. Moreover,
(b) By rearranging the calculation above, we find that the isometric property of C implies that Ax, x = x, Ax . Now use polarisation;
Proof of Theorem 2.8. Replacing A by A, we may assume that A is closed. By Lemma 2.9, C is a unitary from Ran(A + i) to Ran(A − i); both are closed subspaces (Theorem 2.4).
=⇒ : If B is a self-adjoint extension of A, then the Cayley transform of B is a unitary on X, extending C, and therefore mapping D(C) ⊥ onto Ran(C) ⊥ . So they have the same dimension.
⇐= : We assume that Ran(A + i) ⊥ and Ran(A − i) ⊥ have the same dimension, so there is a unitary map W between them. Let U be the (direct) sum of C ⊕ W , i.e.,
This is a unitary map from X to X, and I claim that 1 is not an eigenvalue of U .
Then one checks that B is an extension of A and is symmetric, and the Cayley transform of B is U . Then B is self-adjoint. In fact, (
x. So Ran(B ± iI) = X, and B is self-adjoint.
There are two important cases when the existence of a self-adjoint extension is guaranteed.
If X = L 2 (Ω, µ) and A is a symmetric operator such that D(A) is invariant under complex conjugation and A maps real functions to real functions, then A has a selfadjoint extension.
[Exercise] If A is symmetric, then Ax, x ∈ R for all x. We say that A is semibounded (from below) if there exists c such that Ax, x ≥ c x 2 for all x ∈ D(A). Theorem 2.10. If A is symmetric, semibounded, and densely defined, then A has a self-adjoint extension.
We will return to this later.
Spectral theorem. Now let A be a self-adjoint operator. Remember that σ(A) ⊆ R. There are several very strong descriptions of A, which you may not know even for bounded self-adjoint operators. The first is in terms of a projection-valued measure (defined by the first 4 properties in the following theorem).
Theorem 2.11. Let A be a self-adjoint operator. Then there exists a unique function E : M Bor (R) → B(X) with the following properties:
for all x ∈ X, with convergence in the norm of X.
E(B)
Example 2.12. Let X = L 2 (Ω, µ), and A = M h for some measurable h : Ω → R. Then
Properties 1-5 of Theorem 2.11 are easily checked. A little measure theory is involved in property 6.
The second description says that all self-adjoint operators are like multiplication operators.
Theorem 2.13. Let A be a self-adjoint operator on X. There is a (localisable) measure space (Ω, µ), a unitary operator U : X → L 2 (Ω, µ) and a measurable function h :
. It has the properties that F 4 = I,
and
Moreover L 2 (R) has an orthonormal basis consisting of eigenvectors H n of F. These eigenfunctions, known as the Hermite functions, are of the form
where p n is a polynomial of degree n and FH n = i n H n . These properties determine H n uniquely up to multiplication by constants. They are the orthonormal basis obtained by the Gram-Schmidt process using the basis {t n e −t 2 /2 : n = 0, 1, . . . }.
It follows that the operators
These form an orthonormal basis of X. The operator A 0 is essentially self-adjoint. Let A = A 0 , so this is self-adjoint, For λ not an eigenvalue we get that
This is easily seen to be a compact operator, so A has compact resolvent.
To obtain a unitary U as in Theorem 2.13, one takes Ω = N with counting measure, so L 2 (Ω, µ) = 2 ; then take h(n) = −n 2 π 2 , and U to be the unitary such that U ψ n = e n , where {e n } is the standard orthonormal basis of 2 .
Theorem 2.11 follows easily from Theorem 2.13 and Example 2.12.
The third powerful result is the existence of a functional calculus for self-adjoint operators.
Theorem 2.16. Let A be a self-adjoint operator on X, and let A b be the algebra of all bounded Borel-measurable complex-valued functions on σ(A). There is a (unique) algebra homomorphism f → f (A) from A b to B(X) with the properties that
(ii) f (A) B(X) = sup{|f (t)| : t ∈ σ(A)} (continuity from sup-norm to operatornorm).
If |f n (t)| ≤ C for all n ∈ N and t ∈ σ(A) and lim n→∞ f n (t) = f (t) for all t ∈ σ(A), then lim n→∞ f n (A) = f (A) in the strong operator topology.
It is often convenient to assume that f is defined and bounded on R. The values of f on R \ A have no effect on f (A). 
In the context of Theorem 2.11, f (A) can be defined as follows:
Then f (A)x, y is defined by the polarisation formula. The map y → f (A)x, y is conjugate-linear and bounded, so it does correspond to a vector f (A)x ∈ X, by the Riesz Representation Theorem.
Conversely assuming Theorem 2.16, one can deduce Theorem 2.11 by defining
For a self-adjoint operator A, with projection-valued measure E, and x ∈ X,
(using that E(B) is an orthogonal projection). For A = M h we have
This establishes that ker A = {x ∈ X : E({0})x = x} in the special case when A = M h , and it follows from Theorem 2.13 that it holds for all self-adjoint A. For λ ∈ R one has ker(A − λ) = {x : E({λ})x = x}, and the spectral measure of A − λ is
Note that tχ {0} (t) = 0. In terms of functional calculus we can think of A as being ι(A) where ι(t) = t (unbounded!). Then we would expect that Aχ {0} (A) = 0. This can be seen from the discussion above which shows that χ {0} (A) is the orthogonal projection of X onto ker A, or it can be deduced from Theorem 2.16 by considering t(1 − t) −1 χ {0} (t) as the product of two bounded functions.
The functional calculus can be extended to unbounded, Borel-measurable functions f on σ(A) by basically the same formulas, but one has to be careful with domains. If
In terms of the projection-valued measure of Theorem 2.11,
One has to be careful with the multiplicative property of the mapping f → f (A). It can happen that f (A)g(A) = g(A)f (A) because the domains are different. For example,
• AR(i, A) is a bounded operator with domain X; in fact AR(i, A) = f (A) where
For example, let f (t) = t 2 . Then f (A) is the operator A 2 as previously defined with domain D(A 2 ) = {x ∈ D(A) : Ax ∈ D(A)}. This is most easily shown by checking it in the case when A = M h and then deducing it for general A from Theorem 2.13. In fact
where the second equality uses |tf (t)| ≤ |f (t)| + |t 2 f (t)|, and f (M h ) and (M h ) 2 both coincide exactly with M h 2 which is self-adjoint (for real-valued h). It then follows from Theorem 2.13 that A 2 is self-adjoint whenever A is self-adjoint. This is not immediately obvious from the definition of self-adjoint operators. Similar remarks hold for A n .
If σ(A) ⊆ [0, ∞), then we can define A 1/2 by taking f (t) = t 1/2 . Then one has (A 1/2 ) 2 = A with equal domains. Proposition 2.17. Let A be a self-adjoint operator. The following are equivalent:
(iv) A = B 2 for a unique self-adjoint operator B with σ(B) ⊆ [0, ∞).
Proof. By using Theorem 2.13 we can assume that
, where h is real-valued and (Ω, µ) is localisable. Then σ(M h ) is the essential range of h, so (i) is equivalent to h ≥ 0 a.e. Also
, and that is equivalent to h ≥ 0 µ-a.e. Otherwise M h χ E , χ E < 0, where E is a measurable subset of {ω ∈ Ω : h(ω) < 0} and 0 < µ(E) < ∞ (localisability). To see that h ≥ 0 a.e. implies the existence of B, take B = M h 1/2 . To see that (iii) implies (ii), observe that
Ax, x = Bx, Bx ≥ 0.
The uniqueness statement in (iv) is discussed in an exercise.
A self-adjoint operator satisfying the properties of Proposition 2.17 is said to be positive. The unique operator B in property (iv) is denoted by A 1/2 . Note that D(A 1/2 ) ⊆ D(A). In fact, D(A) is a core for A 1/2 . This can be seen from properties of the projection-valued measure. For x ∈ D(A 1/2 ),
If T is any bounded operator, then T * T is positive, so we can define |T | = (T * T ) 1/2 .
Quadratic forms
Notwithstanding the results in Section 2, it may not be easy to determine whether given symmetric operators are (essentially) self-adjoint. In particular the deficiency indices of partial differential operators may be difficult to evaluate. However as already mentioned in Theorem 2.10 semibounded symmetric operators always have self-adjoint extensions. We can restrict to the case of positive operators, by considering −A or A−c. Positive operators can be defined and studied via quadratic forms, which have the additional advantage that the identification of the domain is a lower order problem. For example, many second-order differential operators are semibounded, and their domain is a second-order Sobolev space, but the domain of the associated quadratic form is a first-order Sobolev space.
Let A be a positive operator. Define Q A :
Before considering the properties of Q A , we will show that we can recover A from Q A and the domain D(A 1/2 ).
Proposition 3.1.
Proof. The right-hand side is saying that
This is equivalent to A 1/2 x ∈ D((A 1/2 ) * ), (A 1/2 ) * A 1/2 x = y and that is equivalent to x ∈ D(A) and Ax = y since A 1/2 is self-adjoint and (A 1/2 ) 2 = A.
In fact it is sufficient that the condition in (3.1) holds for z in a core for A 1/2 , for example D(A), since both sides of the equation are continuous functions of z in the graph norm of A 1/2 . Now Q A has the following properties:
(i) Q A is linear in the first variable and conjugate-linear in the second variable,
Let D(Q) be a dense subspace of X, and Q : D(Q) × D(Q) → C satisfy the properties (i), (ii), (iii) above. Then we say that Q is a quadratic form on X, with domain D(Q). There is an inner product on D(Q) by x, y Q = Q(x, y) + x, y .
The associated norm · Q is
A function g : X → [−∞, ∞] is said to be lower semicontinuous if
This is lower semicontinuous. Suppose that f n − f L 2 → 0. Let β = lim inf nQA (f n ).
Passing to a subsequence we may assume thatQ A (f n ) → β. Passing to a further subsequence we may assume that f n → f a.e. By Fatou's Lemma,
SoQ A is lower semicontinuous.
This is a quadratic form, and · Q is the standard norm on W 1,2 (R), which is complete.
It is an exercise to see thatQ is lower semicontinuous.
A quadratic form Q is closed if D(Q) is complete in the norm · Q .
Theorem 3.4. Let Q be a quadratic form on X. The following are equivalent:
There is a positive operator A such that Q = Q A .
Proof. (i) =⇒ (ii):
Let (x n ) in D(Q) be Cauchy with respect to · Q , and hence with respect to the smaller norm · X . Since X is complete, there exists x ∈ X such that x n − x X → 0. Given ε > 0, there exists N such that
whenever m, n > N . Letting m → ∞, and using lower semicontinuity, we get
whenever n > N . In particular, Q(x n − x) < ∞, so x n − x ∈ D(Q) and then x ∈ D(Q).
The norm on D(Q A ) is given by
. This is equivalent to the standard graph norm on D(A 1/2 ) so it is complete. (ii) =⇒ (iii): D(Q) is a Hilbert space in the inner product ·, · Q . We call this space H 1 . Let H −1 be the conjugate-dual space of H 1 . There is an injective linear map j : X → H −1 given by j(x)(y) = x, y X (x ∈ X, y ∈ H 1 ). This is injective because H 1 is dense in X. It is bounded because
Now let ψ ∈ (H −1 ) such that ψ annihilates Ran j. Since H 1 is reflexive, there exists x ∈ H 1 such that ψ(φ) = φ(x) for all φ ∈ H −1 . Taking φ = j(y) for y ∈ X, we find 0 = ψ(j(y)) = j(y)(x) = y, x X for all y ∈ X. This implies x = 0, so ψ = 0. By Hahn-Banach, Ran(j) is dense in H −1 .
The Riesz Representation Theorem, applied to H 1 , says thatB is an isometric isomorphism of H 1 onto H −1 . Define a linear operator B on X by
SinceB is an isometric isomorphism and Ran j is dense in H −1 , D(B) is · Q -dense in H 1 , and hence · X -dense in H 1 , which is dense in X. Hence D(B) is dense in X. Moreover B is injective since j −1 andB are injective, and Ran B = X, since x = B(B −1 j(x)) for all x ∈ X. Thus B −1 is defined from X → D(B) ⊆ X.
2) Bx, y X = (j(Bx))(y) = (Bx)(y) = x, y Q = y, x Q = By, x X = x, By X , so B is symmetric on X. So B −1 is symmetric operator from X into X. By the Hellinger-Toeplitz theorem, C := B −1 is a bounded self-adjoint operator on X, and it is injective. Then the inverse map B = C −1 : D(B) → X is a self-adjoint operator (for example, by the multiplication operator form of the spectral theorem Theorem 2.13). 
where (x n ) and (y n ) relate to x and y as in the description of D(Q). This description of Q shows that Q does not depend on the choice of Q 1 .
Corollary 3.5. Let Q 1 and Q 2 be two quadratic forms on X with the same domain D, and assume that there exist c 1 , c 2 > 0 such that
If Q 1 is associated with a positive operator, then so is Q 2 .
Proof. D is complete in · Q 1 and · Q 2 is an equivalent norm, so it is complete.
Theorem 3.4 shows that there is a one-to-one correspondence between positive selfadjoint operators and closed quadratic forms. However there are significant differences between (semibounded) symmetric operators and quadratic forms. A symmetric operator always has closed extensions, and we shall see in Theorem 3.7 that a semibounded, densely defined, symmetric operator also has a self-adjoint extension. However a quadratic form may have no closed extensions. No proper extension or restriction of a self-adjoint operator is self-adjoint, but closed quadratic forms may be extensions of each other, as seen in the following example.. 
Then A and B are both self-adjoint, and positive. The associated quadratic form Q A is an extension of Q B . In fact,
Friedrichs extension. We return to Theorem 2.10 for semibounded symmetric operators. Without loss we may assume that A has lower bound 0, i.e. Ax, x ≥ 0 for all x ∈ D(A).
Theorem 3.7. Let A be a densely defined symmetric operator on X with lower bound 0, and define D(Q) = D(A), Q(x, y) = Ax, y . Then Q is a closable quadratic form. Its closure Q coincides with Q B where B is a self-adjoint, positive, extension of A. Hence the deficiency indices of A are equal.
Proof. ] Let Y be the completion of (D(Q), · Q ). This can be defined in many different ways: for example, Y is the closure of D(Q) in D(Q) . So Y is complete and D(Q) is a dense subspace of Y . As the completion of an inner product space, Y is a Hilbert space. The inclusion map i : (D(Q), · Q ) → X is contractive, so it extends by continuity to a contraction C : Y → X such that Cy = y for all y ∈ D(Q).
Take x ∈ ker C. There exist x n ∈ D(A) such that x n − x Y → 0 and x n X → 0. Now
So x = 0. Thus C is injective, and we may identify Y with Ran C ⊆ X. Then we can define a quadratic form
is complete, and it contains (D(Q), · Q ) as a dense subspace. Thus Q 1 is a closed extension of Q, and it is the closure of Q.
Let B be the self-adjoint operator associated with
For y ∈ Y = D(B 1/2 ) we may take a sequence y n in D(Q) converging to y in the norm of Y , i.e. the graph norm of D(B 1/2 ), and the formula above still holds. This implies that B 1/2 x ∈ D((B 1/2 ) * ) = D(B 1/2 ) and Bx = (B 1/2 ) * B 1/2 x = Ax (see Proposition 3.1).
The extension of A constructed in Theorem 3.7 is known as the Friedrichs extension.
To identify the Friedrichs extension B of A, one may show by suitable approximations that the eigenfunctions ψ n (t) = √ 2 sin(nπt) identified in Example 2.15 belong to D(Q) and moreover Q(ψ n , f ) = n 2 π 2 ψ n , f L 2 for all f ∈ C c (0, 1). This implies that ψ n ∈ D(B) and Bψ n = n 2 π 2 ψ n . Now B is a self-adjoint extension of its restriction to the span of the eigenfunctions, and that restriction is essentially self-adjoint because the eigenfunctions form a complete orthonormal set. So the span of the eigenfunctions is a core for B. The same holds for the operator B of Example 3.6 (Dirichlet boundary conditions), so the two operators B coincide.
An alternative is to show, by more intricate approximations, that every function in W 2,2 (0, 1) with f (0) = f (1) = 0 belongs to D(Q) and that Q agrees with the form Q B in Example 3.6.
Semigroup generators
We leave Hilbert spaces and self-adjointness for a while. For much of this section X will be any complex Banach space unless specified otherwise.
Many DEs arising in sciences and involving a time variable can be put in the form of an "abstract Cauchy problem":
For example if we consider the heat equation on R n
where ∆ is the Laplacian with respect to the space variables y, then we can take a suitable function space (such as L p (R n ) or C 0 (R n )) containing f , and consider
y).
Now we are trying to solve the vector-valued equation
and ∆ is an unbounded operator on the function space X.
The heat equation can be solved explicitly on R n , but there are many variants of the problem which are more relevant to applications and more complicated:
• Replace R n by a bounded open set in R n , or by a surface (manifold), and impose boundary conditions; • Replace ∆ by more complicated operators such as
In these cases it is unrealistic to expect explicit solutions.
Formally the solution of an abstract Cauchy problem is given by
How do we define exp(tA)? If A is bounded we can define
with convergence in operator-norm. However such a series makes little sense when A is unbounded.
If X is a Hilbert space, and A is self-adjoint we can define exp(tA) but in general it is a very unbounded operator. However if σ(A) ⊆ (−∞, 0] (i.e., −A is positive), then exp(t·) is bounded on σ(A), so exp(tA) is a bounded operator for each t ≥ 0. So we can solve the equation (ACP)! In Banach spaces, we do not have an obvious functional calculus, but perhaps we can make sense of exp(tA) as a bounded operator for each t. In that case we would have solutions.
What properties can we expect? Let's write T (t) for exp(tA) or think of the solutions of (ACP) as u(t) = T (t)x. We might hope for the following: t → T (t)x continuous strong continuity, time-continuity of solutions A family of bounded operators {T (t) : t ≥ 0} on X satisfying these three properties is a C 0 -semigroup.
The continuity condition is perhaps open to question. Should we be asking for differentiability? It turns out that we get differentiability for many x, but we cannot get differentiability at t = 0 for all x ∈ X, unless A is bounded. One may hope for differentiability for t ∈ (0, ∞) for all x ∈ X, but there are some interesting cases where this fails.
Remarks. 1. If the semigroup property holds and T (t)x → x as t → 0+ for each x, then we have strong continuity on [0, ∞).
2.
To check strong continuity, it suffices to check that sup t∈[0,1] T (t) < ∞, and lim t→0+ T (t)x − x = 0 for all x in a set S such that the linear span of S is dense in X.
Examples 4.1. 1. Let A be a self-adjoint operator on a Hilbert space X such that −A is positive, so σ(A) ⊆ (−∞, 0]. Then T (t) = exp(−tA) (given by functional calculus) defines a C 0 -semigroup on X.
2. Let X = L p (R) where 1 ≤ p < ∞, or X = C 0 (R), and define
This is a C 0 -semigroup (of right shifts) in these cases, with T (t) = 1 for all t ≥ 0. However this is not a C 0 -semigroup on L ∞ (R), because it fails the continuity condition, as T (t)χ (0,1) − χ (0,1) ∞ = 1 for all t > 0.
3. Let X = L p (R) where 1 ≤ p < ∞ or X = C 0 (R), T (0) = I, and for t > 0, let
where p t is the Poisson kernel
.
This is a C 0 -semigroup on these spaces, but not on the space L ∞ (R). Then p t ≥ 0 and R p t = 1, which leads to T (t) being a contraction. The semigroup property follows from p t * p s = p t+s which itself follows from the fact that the L 1 -Fourier transform of p t is s → e −t|s| .
Several other lecture courses touch on operator semigroups:
(a) C4.7 Dynamical Systems and Energy Minimisation discusses semiflows on R n arising from ODEs of the form x (t) = f (x(t)) (t ≥ 0), inducing semigroups of nonlinear operators θ(t) on R n . Then one gets C 0 -semigroups of linear operators on C 0 (R n ) or other spaces by T (t)g = g • θ(t). (b) C4.5 Ergodic Theory considers only discrete semigroups (integer powers of a single operator), but there is a similar theory of continuous-time semigroups of measurepreserving transformations θ(t) (t ≥ 0) on finite measure spaces (Ω, µ).
2 Stochastic Analysis and PDEs. This course explicitly discusses C 0 -semigroups, with particular reference to Feller semigroups on spaces C(E), where E is a compact metric space, and associated Markov processes X t . Here (T (t)f )(x) = E x (f (X t )), where the expectation is with respect to paths with X 0 = x ∈ E.
Proposition 4.2. For a C 0 -semigroup {T (t) : t ≥ 0}, there exist constants M and ω such that
For each x ∈ X, the function t → T (t)x is continuous, hence bounded on [0, 1]. By the Uniform Boundedness Theorem, it follows that E is bounded, i.e., there exists M ≥ 1 such that
To solve an abstract Cauchy problem, we want to go from an operator A to a semigroup which gives the solutions. So in applications, one wants to know whether a given operator A is associated with a semigroup in the appropriate way. First we have to decide what that means. We are hoping that u(t) = T (t)x should be a solution of the abstract Cauchy problem (ACP), it should be that Ax is the derivative of T (t)x at t = 0. This leads to the following definition.
For a C 0 -semigroup {T (t) : t ≥ 0}, the generator A is defined by
We shall see later that T (t) and A are related as we would wish. If we think of T (t)x as exp(tA)x, we should expect that
This is also true for Re λ sufficiently large.
Note that if {T (t) : t ≥ 0} is a C 0 -semigroup with generator A and λ ∈ C, then {e −λt T (t) : t ≥ 0} is a C 0 -semigroup with generator A − λI. 2. Let T be the Poisson semigroup on L 1 (R) and F be the Fourier transform, mapping
The generator is given by
A C 0 -group on X is a family of bounded operators {T (t) : t ∈ R} which is strongly continuous and satisfies T (0) = I and T (s)T (t) = T (s + t) for all s, t ∈ R. This is equivalent to saying that {T (t) : t ≥ 0} is a C 0 -semigroup of invertible operators and T (−t) = T (t) −1 (t ≥ 0). The generator of a C 0 -group is the same as the semigroup {T (t) : t ≥ 0}. In fact, A generates a C 0 -group if and only if A and −A generate C 0 -semigroups.
Examples 4.4. 1. If A is a self-adjoint operator on Hilbert space and U (t) = exp(itA), then U is a C 0 -group of unitary operators. The generator is iA.
The shifts
(T (t)f )(s) = f (s − t), s, t ∈ R form a C 0 -group of isometries on L p (R) for 1 ≤ p < ∞ and on C 0 (R). The generator is the operator f → −f with an appropriate domain.
Proposition 4.5. Let A be the generator of a C 0 -semigroup {T (t) : t ≥ 0}.
1. If x ∈ X, t > 0, and
[So u(t) = T (t)x is a classical solution of (ACP).] 3. A is densely defined. 4. A is closed. 5. If T (t) ≤ M e ωt , then σ(A) ⊆ {λ ∈ C : Re λ ≤ ω}, and
Remark. If T : [0, ∞) → B(X) is strongly continuous with T (t) ≤ M e ωt and (4.1) holds, then T is a C 0 -semigroup and A is the generator.
using the strong continuity of T . So x t ∈ D(A) and Ax t = T (t)x − x.
Let x ∈ D(A). For
and AT (t)x = T (t)Ax. This also shows that the right-hand derivative of T (·)x is T (t)Ax. In addition,
as h → 0+, since { T (s) : 0 ≤ s ≤ t} is uniformly bounded. So the left-hand derivative is T (t)Ax.
Alternatively, by (1),
Passing the limit through the integral is justified by uniform convergence.
3. Let x ∈ X. Then t −1 x t ∈ D(A) for all t > 0, and t −1 x t → x as t → 0+, by strong continuity of T . Thus x ∈ D(A).
4.
Suppose that x n ∈ D(A), x, y ∈ X, x n − x → 0 and Ax n − y → 0. Then
So t −1 (T (t)x − x) → y as t → 0+. Hence x ∈ D(A) and Ax = y. Thus A is closed.
5. First we assume that T (t) ≤ M e ωt where ω < 0, and take λ = 0. We want to prove that A is invertible and A −1 = −S, where
The integral is absolutely convergent with Sx ≤ M x /(−ω). Using (1),
So we get that −S is a two-sided inverse of A, as required, with (−A) −1 ≤ M/(−ω). For the general case, replacing T (t) by e −λt T (t), A by A − λ, and ω by ω − Re λ, we obtain the stated properties when Re λ > ω.
Given an operator A, how can we recognise whether A generates a C 0 -semigroup? Proposition 4.5(5) provides that a necessary condition is that, for some ω and M , There is an important subclass of C 0 -semigroups where one has differentiability and more on (0, ∞). For 0 < θ ≤ π/2 let Σ θ = {z ∈ C \ {0} : | arg(z)| < θ}. A bounded holomomorphic C 0 -semigroup is a bounded holomorphic function T : Σ θ → B(X) such that T (z 1 + z 2 ) = T (z 1 )T (z 2 ) (z 1 , z 2 ∈ Σ θ ) and T (z)x − x → 0 as z → 0, z ∈ Σ θ , for each x ∈ X. Equivalently, it is a C 0 -semigroup which extends to a bounded holomorphic function T : Σ θ → B(X). The semigroup property extends to complex time by the Identity Theorem. Strong continuity also extends.
If A is the generator a bounded holomorphic C 0 -semigroup then the solutions of the abstract Cauchy problem u (t) = Au(t); u(0) = x extend to holomorphic functions on a sector. In particular, for any x ∈ X, the solution u(t) = T (t)x is C ∞ on (0, ∞), and it is given by its Taylor series. The derivative of T (t) on (0, ∞) is the bounded operator AT (t).
Example 4.6. 1. Let A be a self-adjoint operator on a Hilbert space with σ(A) ⊆ (−∞, 0], and define T (z) = exp(zA) (Re z > 0) by functional calculus. This is a bounded holomorphic C 0 -semigroup (θ = π/2).
The Poisson semigroup is a bounded holomorphic
This semigroup is bounded on Σ θ for any θ < π/2, but it is not bounded on Σ π/2 except in the case of L 2 (R).
Theorem 4.7. Let A be a densely defined operator on a Banach space X. The following are equivalent:
(ii) There exist α > 0 and M such that, for all λ ∈ Σ α+π/2 , λ ∈ ρ(A) and R(λ, A) ≤ M |λ| . (iii) A generates a bounded C 0 -semigroup, σ(A) ⊂ {Re λ < 0} ∪ {0} and there exists C such that R(is, A) ≤ C/|s| for s ∈ R \ {0}.
Proof (partial). Consider the implication (ii) =⇒ (i). Inspired by the fact that the Laplace transform of a C 0 -semigroup is the resolvent of its generator, we shall define a semigroup by means of an approach to inverting Laplace transforms via contour integrals. Thus we define
Here γ is a contour consisting of the ray se −iβ (s > r), the circular arc re iφ (−β ≤ φ ≤ β); and the ray se iβ (s > r), where r > 0 and π/2 < β < π/2 + α and z ∈ Σ β−π/2 .
First we check that the integral on each ray is absolutely convergent. For the lower ray γ − and for z = |z|e iψ ∈ Σ θ where 0 < θ < β − π/2, we have Cauchy's Deformation Theorem shows that the definition of T (z) is independent of r. We choose to take r = 1/|z|. Then we get
Similarly for the integral over the upper ray. For the arc γ 0 ,
A variant of the Deformation Theorem for infinite contours shows that T (z) is independent of β, provided that z ∈ Σ β−π/2 . Thus we can define T (z) consistently for all z ∈ Σ α . Then one has to check several more things: For the proof that (i) =⇒ (ii), assume that (i) holds with T (z) ≤ K for all z ∈ Σ θ . For |β| < θ there is a C 0 -semigroup T β (t) = T (te iβ ). Show that its generator is e iβ A (as one would expect by formal differentiation at t = 0). Since T (z) ≤ K, it follows that
and hence
For any α ∈ (0, θ), and any λ ∈ Σ α+π/2 , we may choose β so that |β| < θ and | arg(λe iβ )| < π/2 + α − θ, and then Re(λe iβ ) > c|λ| where c = sin(θ − α). Now the estimate in (ii) follows.
It is obvious that (i) and (ii) together imply (iii). The proof that (iii) =⇒ (ii) is quite simple: use Neumann series to show that (iii) implies the properties in (ii) for λ ∈ Σ π 2 +α \ Σ π/2−α for some α > 0, and use the basic estimate (Proposition 4.5(5)) for the resolvent of a bounded C 0 -semigroup to establish them for λ ∈ Σ −α+π/2 .
Next we consider the case of a C 0 -semigroup of contractions, so ||T (t) ≤ 1, i.e., M = 1 and ω = 0. Let x ∈ D(A) and φ ∈ X such that φ = 1 and φ(x) = x (the existence of φ follows from Hahn-Banach). Then Re φ(Ax) = lim t→0+ Re φ(T (t)x − x) t = lim t→0+
Re φ(T (t)x) − x t ≤ 0 since Re φ(T (t)x) ≤ x because T (t) ≤ 1, φ = 1.
An operator A is dissipative if, for each x ∈ D(A), there exists φ ∈ X such that φ = 1, φ(x) = x and Re φ(Ax) ≤ 0.
Examples 4.8. 1. When X is a Hilbert space, for a given x = 0 the only possible φ is φ(y) = y, x / x , so an operator A is dissipative if and only if Re Ax, x ≤ 0 for all x ∈ D(A),
i.e., the numerical range of A is contained in the closed left half-plane {λ : Re λ ≤ 0}. In particular, ±iB is dissipative if B is symmetric.
2. Let X = C[0, 1], D(A) = {f ∈ C 1 [0, 1] : f (1) = 0}, Af = f . If f ∈ D(A), there exists t 0 ∈ [0, 1) and θ ∈ R such that f (t 0 ) = e iθ f ∞ . Define φ ∈ X by φ(g) = e −iθ g(t 0 ). Then φ = 1, φ(f ) = f ∞ , and Re φ(Af ) ≤ 0, since t → Re(e −iθ f (t)) attains its maximum at t 0 , so its derivative there is at most 0 (with equality if t 0 = 0). exists, uniformly for t ∈ [0, τ ]. By the standard approximation argument it follows that this holds also for x ∈ X. Since T n is norm-continuous, t → T n (t)x is continuous, and the uniformity of the convergence implies continuity of t → T (t)x. Moreover T (t)x ≤ x and T n (t)T n (s)x − T (t)T (s)x ≤ T n (t)(T n (s) − T (s)x)) + T n (t)T (s)x − T (t)T (s)x → 0.
Hence T (t)T (s)x = lim n→∞ T n (t)T n (s)x = lim n→∞ T n (t + s x = T (t + s)x.
So {T (t) : t ≥ 0} is a C 0 -semigroup of contractions.
The remaining task is to show that A coincides with the generator B of this semigroup. Let x ∈ D(A). We have T n (t)x − x = t 0 T n (s)A n x ds.
Letting n → ∞, and using A n x → Ax and Next assume that A generates a C 0 -semigroup T (t) with T (t) ≤ e ωt (so M = 1). Then e −ωt T (t) is a C 0 -semigroup of contractions, and its generator is A − ω. The converse is also true. So we can easily deduce a characterisation of such semigroups from Theorem 4.10:
A generates a C 0 -semigroup T with T (t) ≤ e ωt if and only if A is densely defined, σ(A) ⊆ {λ ∈ C : Re λ ≤ ω} and R(λ, A) ≤ (Re λ − ω) −1 whenever Re λ > ω.
For a general C 0 -semigroup, we have only that T (t) ≤ M e ωt . We can reduce to the case ω = 0 as above. Then we have a bounded C 0 -semigroup: T (t) ≤ M . Check that x ≤ x A ≤ M x and A is dissipative in this equivalent norm. Then apply Theorem 4.10.
Unfortunately, Theorem 4.12 is difficult to apply in examples except in the special case when M = 1. One observation is that if A generates a C 0 -semigroup, then A satisfies (4.4) and hence so does the adjoint A . In general A may not be densely defined, but it is densely defined if X is reflexive (Problem Sheet 2). So Theorem 4.12 tells us that A generates a C 0 -semigroup on X . Of course that C 0 -semigroup is {T (t) : t ≥ 0}. When X is not reflexive this adjoint semigroup usually fails to be strongly continuous (T (·) φ is weak*-continuous). Reflexivity implies that the adjoint semigroup is weakly continuous, and any weakly continuous semigroup is strongly continuous.
For Hilbert spaces we can transfer this back to X. Thus if {T (t) : t ≥ 0} is a C 0 -semigroup on a Hilbert space with generator A, then {T (t) * : t ≥ 0} is a C 0 -semigroup with generator A * .
If A is self-adjoint, then σ(A) ⊆ R and R(λ, A) ≤ | Im λ| −1 when λ ∈ C \ R. Hence ±iA are dissipative and I ± iA are surjective, so by Theorem 4.10 ±iA generate C 0 -semigroups of contractions, and therefore iA generates a C 0 -group of unitaries. This is the group exp(itA), but this proof does not depend on the spectral theorem.
Theorem 4.13. [Stone's Theorem] Let {U (t) : t ∈ R} be a C 0 -group of unitaries on a Hilbert space X. Then the generator B is a skew-adjoint operator (B * = −B) so there is a self-adjoint operator A such that B = iA. Moreover U (t) = exp(itA) for all t ∈ R.
The fact that B * = −B follows from U (t) * = U (−t) if you believe the claim above about the generator of the adjoint semigroup, but we give a complete proof here. Hence B is skew-symmetric and A := −iB is symmetric.
Let x ∈ ker(A * − iI), and y ∈ D(A) = D(B). For all t ∈ R, d dt x, U (t)y == x, iAU (t)u = −i A * x, U (t)y = x, U (t)y .
So the function f (t) = x, U (t)y satisfies f (t) = f (t), so f (t) = f (0)e t . Since U (t) = 1, f is bounded, so f (0) = 0. Thus x, y = 0 for all y in the dense set D(B), so x = 0.
Thus ker(A * − iI) = {0}. A similar argument (considering t < 0) shows that ker(A * + iI) = {0}. By Theorem 2.10, A is essentially self-adjoint. Since B is closed, A is closed, so A is self-adjoint.
