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Abstract 
Though capital structure studies have become increasingly important in the field of 
finance, very few studies have been carried out in developing countries. Research 
has shown that capital structure determinants can be industry specific. The main 
purpose of this study is to examine the determinants of capital structure for listed 
retailing firms on the JSE, a securities exchange market in South Africa. Building on 
previous capital structure studies, the main research question was formulated as: 
What are the factors that influence the capital structure of listed retailing firms on the 
JSE? A panel regression analysis was used with growth opportunities, tangibility, 
liquidity, firm size, firm age and profitability as independent variables, and capital 
structure as the dependent variable. Quantitative data was collected across 17 
retailing firms listed on the JSE from 2009 to 2018. Results indicate firm size, firm 
age, profitability, growth opportunities and tangibility as the significant determinants 
of capital structure for listed retailing firms. Support is shown for both the trade-off 
theory and pecking order theory. Liquidity was found to be insignificant. 
Key words 
Capital structure, profitability, growth opportunities, liquidity, tangibility, firm age, firm 
size, pecking order theory, trade-off theory. 
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CHAPTER ONE: INTRODUCTION 
1.1 BACKGROUND  
Capital structure studies can be traced as far back as the 1950s (Myers & Majluf, 
1984). The financing options that are available to firms which can be debt, or equity 
are what make up the capital structure of firms (Thippayana, 2014). Capital structure 
mirrors the firm’s level of risk by showing how a firm’s activities are funded (Brealey, 
Myers & Allen, 2017). The optimum structure of a firm, which is the ideal capital 
structure, can be described as the debt and equity ratio that reduces risks and 
maximises returns for a firm (Irk & Karaca, 2015). According to Salim and Yadav 
(2012), firms should strive for an optimal capital structure and make sound financing 
decisions that maximise the value of the firm. Closely linked to capital structure is 
capital budgeting and the cost of capital. Good capital structure decisions can reduce 
the cost of capital for a firm (Akgul & Sigali, 2018). Capital structure is important for 
firm growth as it is linked to investment, hence the capital structure of an 
organisation affects the value of the firm. 
Robust capital structure decisions maximise firm value and shareholder wealth 
(Yinusa, Ismail, Yulia & Olawane, 2019). Whether a firm succeeds or fails in its 
operations lies much on its capital structure (Bhattarai, 2016). This means a firm’s 
capital structure is of great importance to shareholders, managers, as well as policy 
makers and finance providers. Firms with sound capital structures have potential and 
capacity to grow and become sustainable. Since capital structure is linked to growth, 
capital structure decisions are very important for holistic economic growth. This is 
supported by Mota & Moreira (2017) who are of the opinion that capital structure 
studies are crucial to the field of finance.  
For a very long time, most companies have been having problems managing their 
capital structures, and the concept of capital structure has been associated with 
much debate, contradicting results, and controversy (Yinusa et al., 2019). Capital 
structure studies are centred on perfect and imperfect market structures, initial work 
by Modigliani and Miller (1958) is based on a perfect capital market where perfect 
market conditions prevail (M’ng, Rahman & Sannacy, 2017). Theories such as 
market timing theory, agency theory, pecking order and the trade-off theory have 
since been advanced to explain capital structure decisions in imperfect capital 
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markets. Interestingly, de Wet and Gossel (2016) argue that making financing 
decisions is complicated and cannot be attributed to one theory. Though many 
theories that focus on the capital structure of firms have been advanced, the study 
focused mostly on the trade-off theory and the pecking order theory. According to 
Chen (2004), the pecking order theory and trade-off theory are the widely used 
theories for firm specific variables. 
As firms engage in their day to day operations, and in seeking to maximise 
shareholder wealth, the need to fund these operations and projects surfaces. 
Whether to finance operations with debt or equity has always been an important 
decision that firms have to make Thippayana (2014).  It is therefore imperative that 
firms make the right decisions on whether to fund operations using debt or using 
equity. Capital structure decisions affect the value of the firm, and are one of the 
most important decisions taken by management when funding operations (Irke & 
Karaca, 2015) 
When reviewing capital structure, firms are grouped as levered or unlevered firms 
(Awan, Bhatti, Ali & Qureshi, 2010). Levered firms use both debt and equity to 
finance their investment decisions or projects, whereas unlevered firms rely only on 
equity to fund investment decisions. Unlevered firms therefore use internal funds 
such as retained earnings, or issue out shares in the capital market in order to raise 
funding for investments. 
For this study, the researcher examined the determinants of capital structure with 
special reference to listed retailing firms on the JSE. The JSE is the major stock 
exchange market in Africa, and South Africa as an emerging economy is regarded 
as the backbone of economic growth in the African region (Gwatidzo, Ntuli & Mlilo, 
2016). According to Mouton and Smith (2016), limited research has been carried out 
on capital structure in South Africa.  Cevheroglu-Acar (2018) concurs by stating that 
not much research has been carried out in emerging economies. Researchers have 
focused mostly on the developed countries (Mota & Moreira, 2017), though there is a 
recent shift towards the African continent (Gwatidzo et al., 2016). 
Chang, Chen and Liao (2014) and Chen (2004) also echo the same sentiments, and 
are of the opinion that previous research has focused mainly on the United States of 
America and the developed economies, with inadequate research done in 
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developing and emerging countries. They further propose that institutional 
differences can result in firms in different countries being affected differently by 
different capital structure determinants. There is therefore lack of consensus in 
different geographical areas, as well as different industries, concerning capital 
structure determinants (de Wet & Gossel, 2016). South Africa’s retailing industry is 
an important industry characterised by growth (Statistics SA, 2018), yet literature on 
its capital structure is almost non-existent. 
1.2 PROBLEM STATEMENT AND RESEARCH QUESTION 
Irrespective of the business undertaken by a firm, the ultimate goal is to maximize 
shareholder wealth. Thippayana (2014) points out that capital structure decisions 
play a paramount role in maximizing the wealth of shareholders as they affect firm 
value and growth. This implies that firms can achieve the goal of maximizing 
shareholder wealth if they have robust capital structures. According to Handoo and 
Sharma (2014), most companies struggle with capital structure decisions, hence the 
poor performance, and lack of sustainability experienced by most businesses. In 
order to make sound capital decisions, firms need to be aware of the significant 
factors that determine capital structure. An appropriate capital structure can result in 
well performing firms, ultimately leading to a healthy economy.  
This, however, is not necessarily the norm for African countries. Previous research 
on the determinants of capital structure has concentrated mostly on developed 
countries with little done in Africa, especially in Africa’s emerging economies. 
Finance managers might struggle to make robust financing decisions in order to 
maximise shareholder wealth if they are not aware of the significant determinants of 
capital structure for their specific industries. Despite efforts to address capital 
structure determinants, the results from previous studies are inconclusive and often 
conflicting, most are also general, and not focused on specific industry sectors 
(Gwatidzo et al, 2016; Handoo and Sharma, 2014; Irk & Karaca, 2015; M’ng et al, 
2017; Akgul and Sigal, 2018). This lack of consent indicates a clear gap, and the 
need for more research on the determinants of capital structure within the African 
continent is imperative. In order to make good capital decisions, firm managers need 
to be aware of the significant factors that determine capital structure (Chowdhury & 
Chowdhury, 2010).  
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In response to inconclusive, conflicting research results, and the research gap in 
Africa’s industries, the research problem for this study is related to the determinants 
of capital structure for listed retailing firms on the JSE. Following the research 
problem, the research question for this particular study is:  
What are the factors that influence the capital structure of listed retailing firms on the 
JSE? 
The retailing industry is an important sector, and as put forward by Ramjee and 
Gwatidzo (2012), South Africa as an emerging economy is a pacesetter for other 
African countries. Studies carried out in South Africa are therefore important to the 
African region as a whole. Though some previous researchers have looked at capital 
structure determinants, the retailing industry of South Africa has been largely side 
lined, rendering it absolutely necessary to examine the determinants of capital 
structure in the retailing industry. 
1.3 PURPOSE STATEMENT AND RESEARCH OBJECTIVES 
The main purpose for this study is to examine the determinants of capital structure 
for listed retailing firms on the JSE. The capital structure of firms, which primarily is 
made up debt and equity, is said to be influenced by certain variables or 
determinants. Though previous literature has identified many factors that can 
influence the financing decisions of firms, different industries are impacted differently 
by different factors (de Wet & Gossel, 2016), making it inappropriate to assume that 
similar determinants of capital structure have the same impact and significance in 
different industries (Abdou & Pointon, 2012; Bhattarai, 2016; Dakua, 2018).The 
study thus focuses on the determinants of capital structure in the retailing industry in 
South Africa. 
Based on the main purpose of the study, the research objectives are: 
 To examine significant determinants of capital structure for retailing firms 
listed on the JSE.  
 To determine the relationship between the determinants and capital structure. 
 To establish support for the trade-off theory and pecking order theory for listed 
retailing firms on the JSE. 
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1.4 RATIONALE FOR STUDY 
Few capital structure studies have been carried out in South Africa, and the African 
continent at large. Of the studies carried out so far, there is lack of general 
consensus on the important determinants of capital structure, hence the drive to 
carry out this research. According to Ramjee and Gwatidzo (2012), South Africa sets 
the pace for other African countries to follow, and therefore, its results can be 
generalised within the African continent. Recent developments have seen South 
Africa forming part of the BRICS countries, a group of emerging countries made up 
of Brazil, Russia, India, China and South Africa (Gwatidzo et al., 2016). Capital 
structure is a vital concept in emerging countries (Vo, 2017). Emerging economies 
are characterised by financial markets that are not yet well developed, rampant 
corruption cases, serious agency costs coupled with a lot of information asymmetry, 
and possess distinctive institutional and cultural characteristics (Vo, 2017). This 
makes it interesting to investigate determinants of capital structure in such 
economies. This study helps to unpack the financing behaviour of listed retailing 
firms on the JSE, and assess whether capital structure theories are applicable to 
such firms.  
Capital structure decisions form part of the most important financial decisions of an 
organisation that aim to maximise the value of a firm, as well as to reduce the cost of 
capital for a firm. Poor performance by most firms is primarily linked to capital 
structure. Knowing the determinants of capital structure can help finance managers 
to make robust capital structure decisions to enhance shareholder wealth. South 
Africa is an economic giant (Quarterly Bulletin, 2012), hence the need to investigate 
capital structure determinants for the retailing industry. This study brings an 
awareness of firm specific factors that are important drivers when making capital 
structure decisions. It also adds to the body of knowledge on capital structure, and 
benefits scholars, researchers and the corporate world at large. Many studies on 
capital structure have been general without focusing on a specific industry. This 
study presents a new contribution by focusing on the retailing industry, an important 
sector in the economy of South Africa. 
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1.5 PRELIMINARY LITERATURE REVIEW 
Capital structure theories which have provided a framework for the determinants of 
capital structure were pioneered by Modigliani and Miller (1958) through their capital 
structure irrelevancy theory. Their theory ignited a lot of debate resulting in the birth 
of theories such as, trade-off theory, pecking order theory, market timing theory and 
agency theory (Mitnick, 2013; Gwatidzo et al., 2016; Vo 2017; Muritala, 2018; 
Ramos, Santos, Gaio, Steffanelli & Passos, 2019). Despite the many theories of 
capital structure, Culata and Gunarsih (2012) argue that the trade-off theory and the 
pecking order theory are the most important theories that try to explain the capital 
structure of firms. Though the various capital structure theories are briefly discussed 
in this study in order to establish a better understanding of the different capital 
structure theories, this view is followed by establishing support only for the pecking 
order theory and trade-off theory. 
Many capital structure determinants have been postulated by previous studies 
(Chen, 2004; Bhaird & Lucey, 2010; Handoo & Sharma, 2014; Ramjee & Gwatidzo, 
2012; Irk & Karaca, 2015). This study used capital structure as the dependent 
variable, then tangibility, firm age, firm size, profitability and growth opportunities as 
the independent variables. These firm specific variables used were adopted from 
previous studies such as (Mouton & Smith, 2016; Thiele & Wendt, 2017; Dakua, 
2018; Chavali & Rosaria, 2018). According to Moyo, Wolmarans and Brummer 
(2013), firm specific capital determinants are those distinctive variables or factors 
exclusive only to firms.  
Reviewing company specific factors, Thiele and Wendt (2017) report that the size of 
the firm has a positive relationship with leverage, while Bhattarrai (2016) argue that 
as the firm size grows, its level of debt falls. Meanwhile, an investigation by Irk and 
Karaca (2015) shows growth opportunities to be significantly and positively related to 
leverage. This contradicts the study by Gwatidzo et al. (2016) which portrays growth 
opportunities as an insignificant determinant of capital structure. On the other hand, 
Moyo et al. (2013) assert that tangibility is an important determinant of capital 
structure, and is negatively related to leverage. But Dakua (2018) is of the opinion 
that firms with tangible assets are better positioned when it comes to receiving 
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funding from banks, and the more tangible a firm is, the more debt they use in their 
capital structure. 
Furthermore, Chavali and Rosario (2018) find profitability as measured by Return on 
Asset (ROA) to be negatively related to capital structure, while profitability as 
measured by Return on Equity (ROE) is found to be positively related to capital 
structure. On another note, Rashid and Mehmood (2017) find a negative relationship 
between liquidity and leverage. Interestingly, Ghasemi and Razak (2016) believe the 
real impact of liquidity on firm’s financing decisions is yet to be established. Though 
Ahmad and Aris (2015) conclude that factors like firm age are important when 
making capital structure decisions, and have a negative relationship with leverage, 
Kieschnick and Moussawi (2018) beg to differ by claiming that a positive relationship 
exists between firm age and leverage.  
In sum, most of these studies were carried out in developed countries, and display 
very conflicting results. There exists limited body of knowledge on capital structure 
for countries other than the developing economies (M’ng et al., 2017). This study 
examines the most important determinants of capital structure from previous 
literature, and focuses on the retailing industry. This makes it possible to compare 
results and make accurate inferences. Literature on the retailing sector of South 
Africa is almost non-existent, and more research still needs to be carried out for this 
industry. 
1.6 METHODOLOGY OVERVIEW 
Different methodological approaches can be adopted in research. This includes 
quantitative or qualitative research methodologies. This study adopted a quantitative 
research methodology in order to answer the research question. Use of a 
quantitative approach was deemed appropriate for the study as the research data 
was numerical in nature, and the quantitative method could clearly answer the 
research question and establish objectives of the study. Also as put forward by 
Walliman (2017), quantitative methodological approach is unbiased, hence the 
quantitative approach followed for this study added credibility to the study. The 
sample for this study, which consisted of retailing firms listed on the JSE, was drawn 
from a population of the retailing industry in South Africa.  Delisted retailing firms, 
unlisted retailing and listed non-retailing firms were not included.  
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Secondary data for 17 retailing firms listed on the JSE was collected from Inet BFA. 
Secondary data is used for this study as it is readily available on reliable internet 
sources. The fact that secondary data can be examined by other people added 
credibility to this study. Panel regression is used to analyse the data using Eviews. 
Hypotheses used for this study are formulated in line with the trade-off and pecking 
order theories of capital structure. Capital structure is the depended variable and firm 
size, profitability, growth opportunities, tangibility, liquidity and firm age are the 
independent variables. 
1.7 DELIMITATION OF STUDY 
The study focuses only on the retailing firms that are listed on the JSE. Retailing 
firms in South Africa that are not listed on the JSE were therefore excluded. The 
study was carried out based on the following assumptions: 
 Data collected from Inet BFA database is reliable and accurate 
 Capital structure behaviour of retailing firms listed on the JSE used for the 
study portrays the general capital structure behaviour of all listed retailing 
firms on the JSE. 
1.8 BRIEF CHAPTER OUTLINE 
The study has five chapters which are briefly outlined as follows: 
Chapter 1: Introduction  
This chapter gives a general overview of the study by providing background to the 
study, outlining the problem statement, research question, main purpose, objectives, 
rationale for the study, preliminary literature review, methodology overview and 
delimitation of the study. 
Chapter 2: Literature review 
Chapter 2 investigates previous studies carried out on capital structure in order to 
establish a framework for the study. Capital structure theories are described and 
linked to the company specific determinants. 
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Chapter 3: Research methodology 
Chapter 3 describes the methodology that was followed in order to answer the 
research question and achieve the research purpose and objectives. 
Chapter 4: Findings and discussion 
Chapter 4 analyses the data collected for the study, and describes the findings of the 
study. Findings are also discussed in chapter 4, and compared with previous studies. 
Chapter 5: Conclusion 
Chapter 5 wraps up on the important aspects of the study, and links up the main 
purpose and objectives of the study to establish if they were achieved. 
1.9 CONCLUSION 
The chapter introduces the study by giving a general overview, and a solid 
background to the study. The research gap is defined, the problem statement and 
research question are articulated, followed by the purpose statement and research 
objectives. The rationale for carrying out the study is described. The delimitation of 
the study and brief chapter outline are given.  
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CHAPTER 2: LITERATURE REVIEW 
2.1 INTRODUCTION 
According to Antwi, Mills & Zhao (2012), capital structure is very important as it 
impacts heavily on the performance and value of firms. Thippayana (2014) defines 
capital structure as the financing choices that firms have, which are debt and equity. 
Chapter two draws its foundation from the following research question: What are the 
factors that influence capital structure of listed retailing firms on the JSE? Whether a 
firm uses debt, equity, or a combination of debt and equity, the ultimate primary goal 
of the firm is to maximise the value of the firm (Yinusa et al., 2019). Firms can 
achieve this by closely looking at their capital structure decisions as these affect the 
shareholders’ risk and return (Brealey et al., 2017). In order to make sound capital 
structure decisions, finance managers need to consider relevant capital structure 
determinants. 
Previous literature has examined factors that determine how businesses use debt 
and equity to finance their operations. According to Vo (2017), determinants of 
capital structure can be firm specific factors, or country specific factors. Firm specific 
factors include firm size, tangibility, profitability, firm age and growth opportunities, 
while country specific factors can be macroeconomic factors such as Gross 
Domestic Product (GDP) and inflation. This study focuses only on firm specific 
factors from previous literature. 
Many theories try to explain the capital structure of companies. The most common 
theories are pecking order theory, trade-off theory, agency theory and market timing 
theory (Alti, 2006; Culata & Gunarsih, 2012; Irk & Karaca, 2015; Cekrezi, 2013; Vo, 
2017; Akgul & Sgali, 2018, Muritala, 2018). These theories explain the behaviour of 
firms by giving intuition into the financing choices, or financing options of firms. For 
firms to get an optimal capital structure that will maximise the value of the firm, they 
need to appropriately select their choices of debt and equity (Bhattarai, 2016) 
Chapter two unfolds as follows: the next section focuses on capital structure and firm 
value followed by a brief discussion of South Africa’s retailing industry. Different 
capital structure theories are then discussed, and the main theories namely pecking 
order and trade-off theories are compared and contrasted. Firm specific 
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determinants from previous studies are examined and a summary of determinants 
obtained from previous literature is given. Lastly a conclusion of the chapter is 
drawn. 
2.2 CAPITAL STRUCTURE AND FIRM VALUE 
Kurshev and Strebulaev (2005) define firm value as a measurement of the market 
value of the entire business. When firms exercise the choice of using debt and equity 
to finance operations to enhance firm value, and increase shareholder wealth, the 
decision is a capital structure decision. Capital structure plays an important role in 
the value of a firm (Thippayana, 2014). Investment opportunities are funded from 
debt or equity, implying that a firm’s financing decisions indeed have an impact on 
the value of the firm (Akgul & Sigali, 2018). The success or failure of a firm can 
depend on its capital structure (Bhattarai, 2016), though several other factors are 
also important.. According to Antwi et al. (2012), firm value increases as debt levels 
for firms decrease. This suggests that firms can actually increase their value by 
decreasing debt levels. High levels of debt in a firm can mean increasing risk of 
bankruptcy for the firm.  
Interestingly, the importance of capital structure to the value of the firm implies that 
firms operate under imperfections. Though the use of debt by firms to finance 
operations is associated with the risk of bankruptcy, it has certain advantages. These 
are: that debt does not dilute the ownership structure and control, and its interest is 
also tax deductible (Brealey et al., 2017).  
Since maximising the value of the firm requires maximising its shareholder wealth, 
firm value is maximised where cost of capital is minimised (Irk & Karaca, 2015). This 
implies that the value of the firm is maximised at the optimal capital structure since 
this is where the cost of capital is minimal. Cost of capital, usually referred to as 
weighted average cost of capital, is the cost of equity and debt used by a firm, that 
is, the opportunity cost of money used for investment (Braeley et al., 2017). Hence, 
cost of capital is related to the financing choices used by a firm, that is, to the capital 
structure, as well as firm value.  
Capital structure is relevant to the value of a firm, hence it is imperative that firms 
alter their capital structure to levels of debt, and, or equity that maximises the value 
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of the firm. According to Fumani and Moghadam (2015), the capital structure of a 
firm has a great impact on the firm’s earnings per share. In their study of listed 
companies on the Tehran Stock Exchange, they conclude that as leverage 
decreases, the value of the firm increases. They further assert that as earnings per 
share increase, so does the value of the firm. If capital structure affects earnings per 
share, and earnings per share directly impact on the wealth of shareholders, then it 
can be concluded that capital structure has a significant impact on the value of the 
firm, holding all other factors constant. Financial managers aim to maximise the 
wealth of shareholders, in other words, to maximise the value of the firm. Financial 
managers strive to find an optimal capital structure that will increase the value of the 
firm. To do this, finance managers ought to strike a balance between the capital 
demands of the firm and the risk and return. 
2.3 SOUTH AFRICA’S RETAILING INDUSTRY 
This study focuses on the retailing industry of South Africa. Collins (2014) defines 
retailing as business involving direct selling to consumers. This means that retailing 
connects customers and manufacturers, and hence is an important measure of 
consumer spending. South Africa has the biggest retailing industry in Africa, 
particularly in Sub Saharan Africa, and ranks number twenty globally (Features, 
2016). This makes the South African retailing industry an essential area of study. 
Furthermore, trade which combines retail and wholesale, contributes meaningfully to 
the country’s GDP, and employs a significant percentage of the South Africa’s labour 
force (Quarterly Bulletin, 2012).   
The industry has seen steady growth over the years, and is an important industry 
within the South African economy. Year 2017 saw South Africans spending about 
R31 900 per second in retailing (Statistics SA, 2018). In May 2019, year on year 
sales in the retailing industry increased by 2,2% from 2018 based on 2015 constant 
prices (Statistics SA, 2019), signifying growth in the industry. According to the 
Quarterly Bulletin (2012), major players in the retailing industry are Massmart 
Holdings, Spar Group, Shoprite, Woolworths and Pick n Pay. Other retailers 
mentioned are Clicks, Mr Price and the Foschini group. 
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South Africa is still a developing or emerging economy which has recently been 
incorporated into the BRICS family (Gwatidzo et al., 2016).  Its retailing industry is 
therefore most likely not yet very sound financially, when compared to fully 
developed economies, hence might depend on external funding for growth, 
investment and operations. The retailing sector in South Africa, being a large 
contributor to the GDP of the country, has great potential to boost the economy even 
more, by adopting an optimal capital structure that has the potential to increase firm 
value and consequently improve the country’s GDP. With previous studies based 
mostly in the developed nations, much still need to be done in emerging countries 
(Handoo & Sharma, 2014; Gwatidzo et al., 2015; Dakua, 2018).  
2.4 CAPITAL STRUCTURE THEORY UNDER PERFECT MARKET CONDITIONS 
The importance of capital structure has now become common knowledge in the 
broader field of finance. From as far back as the 1950s, studies have been carried 
out on capital structure theories so as to gain a deeper understanding of the concept.  
2.4.1 MODIGLIANI AND MILLER IRRELEVANCY THEORY 
Research on capital structure was pioneered by Modigliani and Miller (1958). It has 
since gained momentum, and has become the centre of debate and great 
controversy (M’ng et al., 2017). The Modigliani and Miller (MM) theory laid a 
foundation, and provided a road map for capital structure theories that were later on 
developed. Their study, which was based on the assumption that there are no taxes, 
was later on modified it to include taxes in 1963 (Modigliani & Miller, 1963; Handoo & 
Sharma, 2014). The first assumption of no taxes represented a perfect capital 
market where all participants have perfect knowledge of the markets and there are 
no transaction, floatation, and distress costs involved.  
According to their theory, with no taxes, asymmetric information and costs, the value 
of the firm is not affected by its capital structure. Modigliani and Miller (1958) used a 
perfect competition model to try and explain capital structure irrelevancy. The 
authors claim that how a firm is financed under perfect market conditions has nothing 
to do with the value of the firm, but depends merely on investment decisions 
(Modigliani & Miller 1958; Cekrezi, 2013). This implies that firm value under 
Modigliani and Miller (1958) irrelevancy theory is independent of capital structure, 
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but rather relies on profits generated by the firm. Modigliani and Miller (1958) 
propose that firm value involves the interplay between risk and profitability, not 
financing decisions. Furthermore, Brealey et al. (2017) assert that the value of the 
firm is derived mostly from its assets on the firm’s balance sheet, not necessarily 
from its financing choices, but are however quick to add that though capital structure 
choices can be irrelevant to the creation of firm value, they have immense ability to 
extinguish any value created in the firm.  
According to Brealey et al. (2017), the Modigliani and Miller irrelevancy theory under 
a perfect market structure is based on certain underlying assumptions. The 
Modigliani and Miller (1958) irrelevancy theory assumes that there are no corporate 
and personal taxes, and the market is perfect (Ahmeti & Prenaj, 2015). The real 
world, however, has taxes, hence Modigliani and Miller (1958) later on introduced 
the concept of tax (Modigliani & Miller, 1963). Modigliani and Miller (1958) in their 
approach assumed the same cost of borrowing for both firms and investors, meaning 
when borrowing against securities, firms and investors are both equal (Bose, 2010). 
The assumption of asymmetry of information implies that both individual investors 
and firms possess the same information. No transaction costs mean that information 
is freely available. Under such assumptions, the value of a firm that uses only equity 
and no debt is the same as the value of a firm that uses both debt and equity. This is 
depicted by the equation below: 
V(L) = V(U)                                                                                                (Equation 1) 
Source: Ahmeti & Prenaj, (2015)  
V(L) represents the value of a levered firm, that is, a firm that encompasses debt in 
its capital structure. V(U) represents the value of an unlevered firm, which is a firm 
that has no debt component in its capital structure. Under perfect market conditions, 
there is no difference in the value of the firm between a firm that uses debt, and a 
firm that is only equity financed, implying that capital structure is irrelevant to the 
value of the firm. This implies that the firm’s value is completely independent of its 
financing decision.  
Sadly, Modigliani and Miller (1958) capital structure irrelevancy theory is heavily 
criticised for setting the theory on such unrealistic assumptions (Ahmeti & Prenaj, 
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2015). Though perfect competition markets rarely exist in reality, and the value of the 
firm is always influenced by the capital structure in a realistic perfect market, their 
model has become the foundation and cornerstone for capital structure studies 
worldwide. 
2.5 CAPITAL STRUCTURE THEORIES UNDER IMPERFECT MARKET 
CONDITIONS 
The perfect market structure portrayed by Modigliani and Miller (1958) is however far 
from reality, and further theories have been postulated based on a more realistic 
imperfect market structure (Ahmeti & Prenaj, 2015). The irrelevancy of capital 
structure under perfect conditions implies its relevancy under imperfect conditions as 
depicted by theories such as the trade-off theory, pecking order theory, agency 
theory and market timing theory. The trade-off theory and the pecking order theory 
are important to this study, but for completeness, the agency theory and market 
timing theory are briefly discussed. 
2.5.1 TRADE-OFF THEORY 
The trade-off theory is seen as a further advancement of the Modigliani and Miller 
(1958) irrelevancy theory by factoring in tax benefits and financial distress costs. 
Miglo (2013) indicates that Kraus and Litzenberg (1973) are the forerunners of the 
trade-off theory. According to the trade-off theory, firms tend to weigh costs and 
benefits when choosing financing options (Thippayana, 2014). This means that the 
amount of debt or equity a firm is going to use depends on the balance between the 
benefits that come with tax shields, and the costs associated with debt such as 
financial distress and bankruptcy. The main benefit that firms gain from using debt is 
primarily the tax shield benefit, and the cost of using debt ranges from agency 
problems to financial distress. The trade-off theory acknowledges the idea of 
financing operations by both debt and equity. While the using of debt has tax shield 
benefits as debt is interest deductible, it is also associated with financial distress and 
bankruptcy, these costs can be direct or indirect (Akgul & Sigali, 2018). Indirect costs 
can include business opportunities that a firm would lose, while direct costs include 
costs such as legal fees (Ross et al., 2016).  
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The trade-off theory supports the use of equity over debt when the firms are 
unprofitable and risky, and the use of more debt than equity if the firms are profitable 
due to benefits that will accrue from debt-tax shield (Cekrezi, 2013). Large 
companies, due to the benefit of diversification, have less risk of default when it 
comes to the repayment of debt and are therefore in a better position with more debt 
in their capital structure (Moradi and Paulet, 2019). Firms will therefore continually 
adjust their capital structures to a target level that maximises the benefits and 
minimised the costs (Cekrezi, 2013). Hence, the trade-off theory gives emphasis to 
the idea of an optimal capital structure that reduces the cost of capital and 
maximises the value of the firm. 
According to the trade-off theory, firms with high taxable incomes are better off with 
more debt (Overesch and Voeller, 2010). The trade-off theory in a way incorporates 
agency costs as firms try to create balance between tax shield benefits and 
bankruptcy. These agency costs arise because managers know more information 
than shareholders, and similarly shareholders know more information than the firm 
creditors. Managers would therefore certainly not always act in the best interest of 
shareholders (Miglo, 2013). This implies that when managers try to create balance 
between advantages and disadvantages of using debt (trade-off theory), they do not 
always act in the interest of shareholders (agency cost). The use of debt is risky as it 
is considered to be linked to insolvency of firms (Moyo et al., 2013), hence the trade-
off theory acknowledges weighing both the risks and the benefits of using the 
different financing options.   
Though the trade-off theory acknowledges the fact that firms can use both debt and 
equity as financing options, it fails to account for capital structure differences within 
the industries. Whereas some empirical evidence has supported the trade-off theory, 
others are still of the opinion that it is not relevant to the capital structure of firms 
(Cekrezi, 2013). 
Myers and Majluf (1984) criticise the trade-off theory for taking a window dressing 
approach by exaggerating the impact of bankruptcy. They believe that financial 
distress costs due to bankruptcy, though prevalent, are low. Furthermore, 
Cevheronglu-Acar (2018) believes that firms can protect their income by using 
depreciation, rather than focusing merely on debt deductible interests. Despite these 
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criticisms, trade off theory still remains one of the most important theories that 
explain the financing behaviour of firms (Akgul & Sigali, 2018). 
2.5.2 PECKING ORDER THEORY 
The forerunner for the pecking order theory is Donaldson in 1961 (Gwatidzo et al., 
2016). The first proposition by Donaldson focused mainly on the use of retained 
earnings to fund operations. This applied to both small and large firms. Later on, in 
1984, Myers and Majluf tried to modify it by acknowledging the use of debt funding if 
retained earnings are not enough, and more funds are needed (Thippayana, 2014). 
This modified pecking order theory tried to cater for the weaknesses of the trade-off 
theory, and disregards the concept of an optimal capital structure (Chen, 2004). 
According to the pecking order theory, firms base their capital structure decisions on 
the need to reduce adverse selection and asymmetric information, and will therefore 
give priority to the use of internal funds rather than external financing (Myers, 1984). 
This implies that the use of internal funding is preferred over the issuing of security, if 
external funding has to be used, firms will use debt before they can use equity (Vo, 
2017). The pecking order theory is illustrated diagrammatically in Figure 2.1: 
Figure 2.1: Pecking order theory 
     
Source: Author creation                                                                                               
In line with the pecking order theory, the first option for firms is always to use internal 
funding (Figure 2.1). This is because the pecking order theory considers internal 
funding to be the safest and hence the less costly form of funding (Cekrezi, 2013). If 
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there is any need to use external funding, then debt will be the second option, and 
equity financing is the last option which will only be used by firms as the last resort in 
the absence of an alternative. According to Akgul and Sigali (2018), large firms that 
hardly issue new equity can identify more with the pecking order theory of capital 
structure than small firms. 
Though there are other theories of capital structure besides the trade-off and the 
pecking order theory, these two have proved to be the most prominent theories of 
capital structure (Culata & Gunarsih, 2012) hence are applicable to this study. 
2.5.3 TRADE-OFF THEORY VERSUS THE PECKING ORDER THEORY  
Though there is consensus between the trade-off theory and the pecking order 
theory that firms can use debt and equity, the theories contradict on how debt and 
equity should be used. Whereas the trade-off theory focuses on an optimal capital 
structure, the pecking order theory’s main focus is on the order of financing options 
(Culata & Gunarsih, 2012). The pecking order theory therefore stipulates that firms 
do not consider the optimal capital structure, but rather follow a prearranged order of 
financing options, starting first with internal funding before external funding.  The pre-
set order is according to the riskiness posed by the different financing choices to a 
firm, with internal funds considered as the least risky, and equity funding as the most 
risky (Akgul & Sigali, 2018). 
Meanwhile, the trade-off theory suggests that firms can make use of more debt than 
equity if shareholders’ wealth will be enhanced by the tax advantage associated with 
the use of debt (Ahmad & Aris, 2015). Tax benefits can accrue to firm owners as 
capital gains. According to the trade-off theory, the decision to use debt or equity 
does not take into consideration any particular order. However, Butt (2016) is of the 
opinion that basing capital structure decisions mainly on tax benefits as stipulated by 
the trade-off theory is unjustifiable, as firms have always been known to use debt in 
their capital structure well before the introduction of corporate tax. 
Whereas the trade-off theory helps firms to determine the amount of debt they can 
service, the pecking order describes financing choices of firms. Birjandi et al. (2013) 
are of the opinion that the pecking order theory fails to adequately address all the 
funding options. In addition, the pecking order theory seems to be more applicable to 
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very large firms with different funding options available to them. Though previous 
research seems to agree that the trade-off theory and pecking order theory are the 
most valid capital structure theories, recent studies have shown conflicting results on 
these two theories (Mouton & Smith, 2016; Butt, 2016; Morade & Paulet, 2019). 
2.5.4 AGENCY THEORY 
The agency theory was propounded in 1973 by Ross and Mitnick, and Jensen and 
Meckling in 1976 (Mitnick, 2013), and is built on the notion that those who own firms 
are not necessarily the ones managing them. As a result, conflicts of interest are 
bound to emerge between owners and managers when it comes to the use of debt to 
fund investments. Huang, Boateng and Newman (2016) argue that managers can 
serve their own interests, which might not necessarily increase the wealth of 
shareholders. Owners of firms are known as principals, while managers of firms are 
the agents (Muritala, 2018). Managers as agents can make decisions to strengthen 
their power and control in the company at the expense of investment decisions that 
increase value of the firm. Principal-agent problem occur due to non-alignment or 
mismatch of objectives between principals and agents. Alti (2006) points out that 
managers would opt for debt below the optimal debt, as this reduces the risk of the 
firm getting insolvent.  
Managers might look out for their own interests to increase their fame, reputation or 
well-being at the expense of the value of the company. This action can be 
contradictory to that of shareholders’ interests, which is to fund firm growth, as firm 
growth increases shareholder wealth (Muritala, 2018). This represents a mismatch of 
objectives between managers and shareholders. Managers can even invest in 
projects that are not profitable just for prestige, rather than use that money to pay out 
dividends to shareholders. Costs emanating from resolving these conflicts, such as 
monitoring the manager, are the agency costs (Braeley et al, 2017). Where these 
costs are at their lowest, is the optimal capital structure. Agency problems are 
associated with information asymmetry, and lack of transparency from managers 
(Huang et al., 2016). In corporate finance, capital structure decisions are made by 
managers, and these decisions are affected by agency problems simply because the 
leverage level of a firm determines the risk of the firm. 
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According to Muritala (2018), increasing the debt to equity ratio ensures that less 
cash flow is available for profit, therefore less spending by managers, implying that 
the use of debt in a firm can be used to control managers. Managers will put effort to 
ensure that the debt is paid to prove their competence, and improve their reputation. 
It is however important to note that increasing debt also increases the risk of 
bankruptcy. Though the agency theory contributes to capital structure theories, it 
fails to fully explain capital structure differences (Handoo & Sharma, 2014). 
2.5.5 MARKET TIMING THEORY 
According to Ramos et al. (2019) firms can withhold financing decisions if the 
prevailing market conditions are unfavourable. The market timing theory is a capital 
structure theory that tries to explain the financing behaviour of firms based on market 
conditions. Baker and Wurgler (2002) define market timing theory as a theory which 
explains the collective result of timing the market by firms. Their study reveals that a 
high leveraged firm look for external funding when the firm’s market value is low, and 
low leveraged firms acquire external funding when their market value is high. This 
implies that capital structure is constantly affected by market changes as managers 
tend to take advantage of changes in the market.  
New shares will be issued when it is believed that the firm is overvalued, and firms 
will buy back shares when they are undervalued (Afrasiabishani, Ahmadinia & 
Hesami, 2012). According to the market timing theory, changes in the firm’s leverage 
are determined by market timing. This implies that the capital structure of firms will 
be affected by changes in the stock prices as firms try to capitalise on favourable 
conditions prevailing in the market. The market timing theory is criticised for being 
applicable in the short run, and losing its grip in the long term, and for being 
beneficial only to continuing shareholders, and not benefiting those exiting or 
entering (Alti, 2006). The market timing theory speaks more to the external factors, 
and this study focus is on company specific factors, hence it was not given much 
further consideration in this study. 
2.6 DETERMINANTS OF CAPITAL STRUCTURE 
Capital structure theories have ignited various capital structure studies revolving 
around these theories (Vo, 2017). Capital structure studies are therefore founded on 
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capital structure theories such as the pecking order theory and the trade-off theory. 
An investigation into the determinants of capital structure involves examining 
whether the determinants support the different capital structure theories. The 
financing structure of firms drives their financial performance, subsequently 
maximising the wealth of the shareholders (Moyo et al., 2013). This means the 
determinants of capital structure play a vital role in helping firms to achieve their 
primary goal. Firm specific determinants of capital structure are those determinants 
of capital structure that are unique to a firm. Determinants that have been used in 
many previous studies include firm size, growth opportunities, tangibility of assets, 
profitability, liquidity and firm age (Handoo & Sharma, 2014; Gwatidzo et al, 2016; 
Mouton & Smith, 2016; Rashid & Mehmood, 2017; Kieschnick & Moussawi, 2018). 
These determinants are included in this study and are discussed below. 
2.6.1 FIRM SIZE 
The size of the firm can have an impact on the capital structure of the firm as it is 
associated with reputational advantage (Gwatidzo et al., 2016). Size as a 
determinant of capital structure has conflicting research results. According to 
Thippayana (2014), as the size of the firm increases, its leverage ratio also 
increases. This might be because businesses initially struggle to get financing from 
financial institutions, and hence, at first tend to rely on equity, personal savings, and 
retained profits to finance their operations. Small businesses, especially family 
owned businesses, can even borrow from family members, but as the business 
grows, these firms can then borrow from financial institutions (Romano, Tanewski & 
Smyrnios, 2000).  
As firm size increases, businesses can qualify to get funding from banks, thus 
increasing their leverage. Larger firms are assumed to have stable finances and 
diversified business lines. Use of debt, especially long term debt, is associated with 
collateral security, which small businesses might not have (Thiele & Wendt, 2017). 
Larger firms are therefore less risky than small firms (Handoo & Sharma, 2014), 
making their chances of getting funding from banks and other financing institutions 
much higher than that of small firms. In addition, larger firms tend to engage in 
bigger projects which will require more funding, hence firms will resort to external 
sources for such projects (Gwatidzo et al., 2016). 
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Bhaird and Lucey (2010) concur that as firms grow in size, they tend to use more 
debt, especially long term debt in their businesses. Abdou and Pointon (2012) find 
size to be significant, and positively related to leverage for the UK retailing industry. 
Moradi and Paulet (2019) state that large firms do not have a lot of information 
asymmetry, enjoy favourable credit ratings, engage in diversified products, and 
usually get lower interest rates when borrowing. This is in line with the trade-off 
theory which states a positive relationship between firm size and leverage (Chang et 
al., 2014). All this signify the importance of collateral security when acquiring debt to 
finance operations. The positive relationship implies that small sized businesses use 
more equity than debt in their capital structure, and large sized businesses with 
collateral security can easily get credit from financial institutions.  
Conversely, studies by Chen (2004) reveal an inverse relationship between firm size 
and long term debt. This could be because large firms can easily sell shares and 
raise equity, taking advantage of their reputation in the capital market.  Bhattarai, 
(2016) also states that the larger the size of the firm, the less debt they use. The 
inverse relationship between firm size and leverage is supported by the pecking 
order theory which predicts a negative relationship between firm size and leverage 
(Cekrezi, 2013). 
Irk and Karaca (2015) conducted a study for Borsa Istanbul, Turkey to examine the 
determinants of capital structure. Interestingly, their results show the existence of an 
insignificant relationship between firm size and debt ratio. The results imply that firm 
size is not a valid factor that determines the capital structure of firms. 
 2.6.2 FIRM AGE 
Firm age, which normally refers to the number of years a firm has been operational, 
can also be taken to denote the number of years since the firm was listed 
(Kieschnick & Moussawi, 2018; Ahmad & Aris, 2015). All other things being constant, 
financial institutions trust to give debt at more favourable terms to firms that have 
been operational for longer than to those that have been in operation for a short 
period of time. This might be because such firms have a traceable record of 
finances, and therefore pose less default risk to the lending financial institutions. 
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Kieschnick & Moussaw (2018) find firm age to be significant, and assert that as firm 
age increases, so does leverage, implying a positive relationship between firm age 
and leverage. This is in line with the trade-off theory which predicts a positive 
relationship between firm age and leverage. Gwatidzo et al. (2016) link the age of 
the firm to its reputation, and propose that reputation is essential when accessing 
debt, the longer the period the firm has been in operation, the greater the chance of 
acquiring external debt, and therefore the higher the expected leverage.  
Contrary to this assertion, a study carried by Ahmad and Aris (2015) on the effect of 
firm age on the capital structure of Malaysian trading and service sector show an 
inverse relationship between firm age and leverage. This implies that firms use more 
debt in their youth, and as firms age, they tend to use less debt. This can be 
attributed to the fact that most firms in their youth usually lack solid reserves of 
retained earnings, and also struggle to raise funds on the equity market, and hence 
tend to rely more on debt. With more years in business, an improved reputation 
provides the advantage of finding it easier to penetrate the capital market, and also 
getting higher retained earnings. Both these factors can explain the inverse 
relationship between firm age and leverage. The inverse relationship is in line with 
the pecking order theory (Adair & Adaskou, 2015). 
Pfaffermayr, Stockl and Winner (2012) concur with Ahmad and Aris (2015) on the 
inverse relationship between firm age and leverage, and further emphasize that the 
leverage of a firm alters over its life cycle. Their cross section study focused on over 
400 000 firms in Europe. Their emphasis is in line with findings by Robb and 
Robinson (2010) who conclude that firms tend to rely more on debt in their youthful 
stages. 
2.6.3 PROFITABILITY  
A study carried out in China on the most important determinants of capital structure 
reveal that profitability is a very crucial determinant (Chen, 2004). Return on equity 
(ROE) and Return on assets (ROA) are the most widely used measures of 
profitability for businesses (M’ng et al., 2017). According to Handoo and Sharma 
(2014), profitability is realised when the revenue received by the firm exceeds all the 
expenses incurred. Study carried out in India by Chavali and Rosario (2018) for the 
non-banking financial sector finds profitability to be significant, and reveal a positive 
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relationship between ROE and capital structure, but a negative relationship between 
capital structure and ROA. This can be attributed to the fact that non-banking 
financial companies need to charge competitive interests for their operating incomes 
to rise. 
Moyo et al. (2013) and Chang et al. (2014) also state that an increase in firm 
profitability will result in an increase in leverage. According to the trade-off theory, 
the relationship between profitability and leverage is positive (M’ng et al., 2017). A 
positive relationship implies the use of more debt by profitable firms as increasing 
debt will increase shareholder returns, while less profitable firms run the risk of 
bankruptcy if they employ more debt. Irk and Karaca (2015) carried out panel 
regression analysis to investigate the determinants of capital structure. In their study 
they found profitability to be positively related to long term leverage. No significant 
relationship was however found between profitability and short term leverage in their 
study. This might be because long term debt is usually more important to firms than 
short term debt, hence no significant relationship between profitability and the short 
term leverage. 
According to Bhaird and Lucey (2010) businesses that are profitable finance their 
operations internally using retained profits, and use less debt. In line with this, 
research carried out by Thippayana (2014) shows that an increase in profitability will 
result in a decrease in leverage, supporting the pecking order theory. Similarly, Chen 
(2004) proposes that an inverse relationship exists between profitability and debt. 
This means that firms will tend to use less debt as their profit levels improve. As 
postulated by Cevheronglu-Acar (2018), profits are an internal funding source, hence 
are preferred to debt funding by the pecking order theory, implying less use of debt 
as profitability improves. Gwatidzo et al. (2016) also found an inverse relationship 
between profitability and leverage. An empirical study carried by Butt (2016) using 
non-financial firms from compustat database supports the negative relationship 
between profitability and leverage. The inverse relationship between profitability 
therefore supports the pecking order theory, but contradicts the trade-off theory 
predictions of a positive relationship between profitability and leverage (Cekrezi, 
2013).  
    25 
 
2.6.4 GROWTH OPPORTUNITIES 
Growth is an important factor that contributes to the determination of capital structure 
(Thiele & Wendt, 2017). Growth opportunities can be measured using growth in 
assets, or growth in sales (Chakraborty, 2010). However, sales are a direct 
indication of whether a firm is growing or not, hence growth in sales can be a better 
measure for growth opportunities. When firms have growth opportunities, they would 
naturally search for external funding as internal funds might not be enough to finance 
these opportunities (Acedo- Ramirez, Ayala-Calvo & Navarrette- Martinez, 2017).  
Growth opportunities can be a motivating factor to use debt, especially if a positive 
return is expected from the growth opportunity. Such opportunities with high 
expected returns are naturally regarded as less risky by businesses (Thiele & Wendt, 
2017). As firms get more growth opportunities, they tend to increase their use of debt 
(Irk & Karaca, 2015). Based on this, it can be deduced that as growth opportunities 
increase for a firm, so does the necessity to increase fixed assets, prompting firms to 
look for external funding from banks and other financial institutions to increase fixed 
assets. In addition, for economies with stock markets that are not well developed, 
bank loans are the main source of business finance (Vo, 2017). This means, as 
growth opportunities increase, firms will fund their growth by borrowing, rather than 
issuing shares. According to (Cevheronglu-Acar, 2018), the pecking order theory 
predicts a positive relationship between growth and leverage. A study carried out by 
Chang et al. (2014) reveal a positive relationship between leverage and growth 
opportunities. 
However, Chen (2004) found a negative relationship and argues that growth 
opportunities are not tangible assets, and hence cannot be used as collateral 
security. This means that such firms have limited access to debt compared to those 
with tangible assets. These firms may then resort to the use of new equity, rather 
than debt to fund growth opportunities.  Though firms may initially rely on debt when 
faced with growth opportunities, they then resort to retained earnings as more and 
more funds are received from the growing opportunities. Increased retained earnings 
can then be used to reduce the debt. The negative relationship between growth 
opportunities and leverage is in line with the trade-off theory (Adair & Adaskou, 
2015).  Interestingly, some studies still find growth opportunities to be an insignificant 
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determinant of capital structure (Thippayana, 2014; Gwatidzo et al., 2016; 
Cevheroglu-Acar, 2018). 
Evidence from a study carried out by Awan et al (2010) on firms across different 
industries listed on the Karachi Stock Exchange in Pakistan reveal the importance of 
the type of industry when analysing growth opportunities as a determinant of capital 
structure. A positive relationship was found in the textile and cement manufacturing 
industry whereas in the engineering industry an inverse relationship was found to 
exist. No significant relationship was found in high growth firms. The results of the 
study by Awan et al. (2010) may be due to the idea that high growth firms base 
capital structure decisions on other factors other than growth opportunities, hence 
the insignificant relationship. 
There lies no general consensus on the relationship between growth opportunities 
and capital structure in previous studies. Different researchers use different 
measures for growth, and this might account for the contrasting results among other 
reasons (Vo, 2017). Though there is a general lack of consensus on whether growth 
opportunities have an inverse or positive relationship with capital structure, most 
studies agree that growth opportunities are a valid determinant of capital structure 
decisions in firms 
2.6.5 LIQUIDITY 
Handoo and Sharma (2014) define liquidity as the ability of a company to change its 
assets to immediate cash. Their study shows liquidity as an important determinant of 
capital structure. The significance of liquidity as a determinant of capital structure 
can be linked to the perception that liquidity determines the firm’s ability to fulfil its 
short term financial obligations, and therefore more likely to have an impact on short 
term debt. Its significance might, however, decrease as the firm moves from short 
term debt to long term debt. 
The general perspective is that firms with liquid assets are less likely to use more 
debt in their capital structure (Rashid & Mehmood, 2017). Although the use of debt 
comes with interest tax shields, there is always the much feared risk of financial 
distress and bankruptcy when firms find themselves struggling to meet their financial 
obligations (Akgul & Sigali, 2018). Firms might not be eager to use too much debt as 
    27 
 
the business environment has uncertainties, and external factors beyond their 
control can cause them to fail to fulfil their financial obligations. 
Possession of liquid assets provides a sound financial backup to buffer the firm 
during periods of low earnings, or when securing debt becomes difficult (Sarlija & 
Harc, 2012). This view is supported by a study carried out on Nepalese 
manufacturing sector by Bhattarai (2016). According to this study, a negative 
relationship exists between liquidity and leverage, which means the more liquid a 
firm’s assets are, the less leveraged it becomes. Similar conclusions were reached 
at a year later by Rashid and Mehmood (2017), who carried out a study in 
Pakistani’s non-financial firms, and discovered an inverse relationship. Furthermore, 
Mota and Moreira (2017) assert that a negative relationship exists between liquidity 
and leverage as firms with high liquidity prefer not to use debt. In addition, 
Cevheroglu-Acar (2018), who also found an inverse relationship, concludes that 
firms with high liquidity must use their retained earnings, thereby supporting the 
pecking order theory. Firms that can easily issue shares on the stock market would 
naturally make use of more equity than debt in their capital structure. 
Based on a study carried out in India, Handoo and Sharma (2014) argue that liquidity 
is not an important determinant of capital structure. Moreover, a study by Mouton 
and Smith (2016), on the top forty companies from different industries that are listed 
on the JSE also showed liquidity to be an insignificant factor when it comes to the 
financing decisions made by companies. These similar results could be due to both 
India and South Africa being emerging economies characterised by not so 
complicated capital markets and challenges when it comes to debt funding, making 
other factors more important when deciding on financing options in such economies. 
Nevertheless, despite these contradicting results, Sarlija and Harc (2012) conclude 
that liquidity is important to firms as it ensures financial steadiness, and hence firm 
stability and sustainability. However, according to Ghasemi and Razak (2016), the 
real impact of liquidity on capital structure decisions has not yet been established 
since previous studies have produced conflicting results. This implies the need for 
more research on the impact of liquidity on capital structure. 
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2.6.6 TANGIBILITY 
According to Haron (2014), tangibility of assets refers to the proportion of net fixed 
assets to the total assets that a firm owns. Handoo and Sharma (2014) assert that all 
the different types of tangible assets that a firm possesses, which can be used for 
collateral security, are vital for firm tangibility of assets. Possession of tangible 
assets lowers the risk of firm bankruptcy (Dakua, 2018). This, on its own, is a strong 
motivating factor to acquire funding from financial institutions. According to the trade-
off theory, a positive relationship exists between asset tangibility and leverage (Vo, 
2017). Supporting the trade-off theory, Mn’g et al., (2017) find tangibility to be 
positively related to leverage. For them, the positive relationship implies that a firm 
with more tangible assets can have an advantage over other firms with little, or no 
tangible assets, with regards to debt acquisition. The reason being, tangible assets 
are a form of collateral security.   
Other than giving firms comparative advantage when acquiring loans, possession of 
tangible assets can result in lower cost of debt (Gwatidzo et al., 2016). Tangible 
assets form an important part of banks’ credit policies (Chen, 2004). This means 
such firms can get preferable debt terms than those that do not have sufficient 
tangible assets, as banks, and other financial institutions regard them as risk averse 
businesses. If firms can get debt at lower interest rates due to the possession of 
more tangible assets, then they can borrow rather than using equity. On the other 
hand, high cost of debt, which is associated with less tangibility, discourages 
borrowing, and push firms to use equity. A study by Chen (2004) confirms a 
significant positive relationship between leverage and tangibility. 
Contrary to these findings, Moyo et al. (2013) find a significant, but inverse 
relationship between tangibility and leverage. Their study focused on firms from 
different industries listed on the JSE, making it difficult to distinguish important 
factors for a particular industry. The pecking order theory predicts a negative 
relationship between tangibility and leverage (Cekrezi, 2013). The pecking order 
prediction is also supported by a study carried by Irk and Karaca (2015). 
Furthermore, studies carried out on firms listed on the Thailand Stock Exchange 
reveal an insignificant relationship between tangibility and leverage (Thippayana, 
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2014). The implication is that, for listed companies in Thailand, tangibility is not an 
important determinant of capital structure.  
2.7 SUMMARY OF PREVIOUS LITERATURE 
Below is a summary of the variables and previous studies that used the variables 
Table 2.1: Study variables 
Variable/Determinant
  
Predicted sign by 
theories 
Previous studies that 
used variable 
Firm size Pecking order-negative 
Trade off-positive 
Thippayana (2014); 
Bhattarai, 2016; Moradi & 
Paula (2019) 
Firm age Trade off-positive 
Pecking order-negative 
Adair & Adaskou (2015) 
Ahmad & Aris (2015) 
Kieschnic & Moussawi 
(2018) 
Profitability Pecking order-negative 
Trade off-positive 
Thippayana (2014); Irk & 
Karaca (2015); Butt 
(2016); M’ng et al., (2017); 
Chavali & Rosario (2018) 
Growth opportunities Trade off-negative 
Pecking order-positive 
Chang et al. (2014); Irk & 
Karaca (2015); Thiele & 
Wendt (2017); 
Cevheronglu-Acar (2018) 
Liquidity Pecking order-negative 
Trade off-positive 
Handoo & Sharma (2014); 
Mouton & Smith (2016); 
Mota & Moreira (2017); 
Rashid & Mehmood 
(2017) 
Tangibility Trade off-positive 
Pecking order-negative 
 Moyo et al. (2013); Haron 
(2014); Gwatidzo et al. 
(2016); Vo (2017); Dakua, 
2018 
Source: Author creation from literature 
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Predicted sign by theories shown in Table 2.1 above only focus on the two most 
widely used theories, namely the trade-off and pecking order theories. The predicted 
theory relationships with variables are adopted from previous studies (Cekrezi, 2013; 
Chang et al., 2014; Thippayana, 2014; Adair and Adaskou, 2015; Mn’g et al., 2017; 
Mota & Moreira, 2017, Cevheronglu-Acar, 2018; Kieschnick & Moussaw, 2018). 
2.8 CONCLUSION 
This chapter has given an overview of capital structure and firm value, as well as 
capital structure theories and the retailing industry in South Africa. In this chapter, 
the different theories of capital structure namely MM irrelevancy theory, trade-off 
theory, pecking order theory, agency theory and the market timing theory were 
reviewed. Firm specific determinants of capital structure have also been identified 
from previous studies, with main emphasis being on the trade-off theory and the 
pecking order theory. 
Literature has examined factors such as size, age, profitability, growth opportunities, 
liquidity, and tangibility as determining the capital structure of firms. Unfortunately, no 
consensus has been reached by the different researchers on the significance of 
these determinants and their relationship with capital structure. While some 
researchers discover a positive relationship between these capital structure 
determinants and leverage, others argue that the relationship is negative, with some 
researchers even finding some of the determinants to be having an insignificant 
relationship with leverage (Chen, 2004; Bhaird & Lucey, 2010; Thippayana, 2014; Irk 
& Karaca, 2015; Vo, 2017; Chavali & Rosario, 2018; Kieschnic & Moussawi, 2018). 
To date, no harmony exists on the relationship between leverage and the capital 
structure determinants. 
It can be seen that previous studies on capital structure determinants lack 
consensus and conclusive results, hence the need to pursue this study. Though 
previous research has been carried out, little still remain known on the determinants 
of capital structure in emerging economies.  Much focus has been on the developed 
countries, side-lining African countries, and the emerging world. The few that have 
been conducted in the African continent are not industry specific, and hence their 
results cannot be used effectively by finance managers in specific industries to 
improve their firm value. 
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The most commonly used theories according to previous studies are the trade-off 
theory and the pecking order theory. These two theories view capital structure 
decisions differently, and many researchers have also aligned themselves differently 
to the two theories (Sarlija & Harc, 2012; Handoo & Sharma, 2014; Mouton & Smith, 
2016; Rashid & Mehmood, 2017). There is also no one size fit all form of financing 
when it comes to the use of debt or equity, with some firms using more debt than 
equity, while others use more equity than debt. Moreover, there is lack of harmony in 
literature on the most important determinants of capital structure, further 
complicating capital structure decision making.  
As evidenced in literature, previous studies have failed to reach consensus with 
regards to an optimal capital structure. Empirical studies disagree on the effect that 
the various determinants have on capital structure. Even the capital structure 
theories themselves have conflicting views, and are not in agreement on the 
relationship between the different capital structure determinants and capital 
structure. Literature reveals that different industries are also impacted differently by 
capital structure determinants. With the retailing industry being an important sector in 
South Africa, it is important to examine the determinants of capital structure in South 
Africa’s retailing industry. 
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CHAPTER 3: RESEARCH METHODOLOGY 
3.1 INTRODUCTION 
This chapter gives a detailed description of the methodology that was followed for 
this study in order to answer the research question. The research question for the 
study is: What are the factors that influence the capital structure of listed retailing 
firms on the JSE? The chapter progresses as follows: a brief outline of the research 
strategy and different research methods is given, and the broad research method for 
the study is described. Sampling strategy for the study is described, and a 
diagrammatic representation of the sampling framework is presented. The data 
collection method is described, followed by a description of how the collected data 
was analysed, research variables, hypothesis, and the ethical considerations. 
Variables used for the study as well as hypothesis are outlined. Validity and reliability 
of data is outlined. Lastly, a conclusion of the entire chapter is given. 
3.2 RESEARCH STRATEGY 
A successful study is one that adequately addresses and provides answers to the 
research question. The outlay of how the research question will be answered in a 
study is what is generally referred to as a research strategy (Saunders, Lewis & 
Thornhill, 2012). To answer the research question and objectives of the study, the 
research strategy for this study involved selecting an appropriate research method, 
sampling, data collection, and data analysis. A good research strategy is one that 
enables the researcher to adequately answer the research question (Saunders et al, 
2012).  
3.2.1 RESEARCH METHOD 
There are different research methods that all culminate into three broad categories 
namely quantitative, qualitative, and mixed research methods (Creswell, 2014). The 
method that a researcher chooses depends on the underlying problem, data set 
available, and what the researcher wants to achieve. Researchers can use a single 
research method such as qualitative or quantitative, or a mixed research method 
which combines both qualitative and quantitative. 
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3.2.2 QUALITATIVE METHOD 
Qualitative research is a research method that focuses on human behaviour, and 
mostly uses non numerical data (Salkind, 2014). For qualitative research, the 
researcher is part of the study, and tries to extract meaning and interpretation of his 
observations (Walliman, 2017). In order to gain thorough understanding of the 
phenomenon under study, the researcher has to put himself or herself in the position 
of participants (Hammarberg, Kirkman and Lacey, (2016). Qualitative research 
method aims to discover human experience, way of life, and how people perceive 
certain things, and usually uses indepth interviews, observations, and focus groups 
(Elkatawneh, 2016). Qualitative research is based on the interpretivist research 
philosophy. Interpretivists believe that the world is interpreted differently by different 
individuals, and research thus plays the role of revealing the different perceptions 
that people have about the world (Walliman, 2017). The qualitative approach is 
however criticised for consuming a lot of time, and for being an expensive form of 
research (Noordin & Masrek, 2016). 
3.2.3 QUANTITATIVE METHOD 
Yilmaz (2013) defines quantitative research as a research method that uses 
numerical data and statistics to elucidate a given phenomenon. Numeric data is data 
containing numbers (Quinlan, 2011). Quantitative research method therefore 
involves the use of mathematical, computational, and numerical techniques. The 
main aim of using quantitative research method in a study is to examine the 
relationship between a dependent variable and an independent variable, making it 
the preferred method to use when there are theories and hypothesis to be tested in a 
study (Muijs, 2004). Reality is objectively measured using data as the study is not 
dependent on the researcher. Furthermore, according to Eyisi (2016), the use of 
quantitative research method is time efficient.  
The following are characteristics of quantitative research method as put                                                     
forward by Creswell (2014) and Walliman (2017): 
 Meaning is created using objectivity. 
 The study is reliable as it can be repeated easily. 
 Research question and objectives can be clearly answered. 
    34 
 
 Quantitative methods are descriptive or explanatory. 
 Quantitative research is associated with an unbiased approach. 
 Reliable analysis due to the use of statistical methods and software. 
 It is possible to use larger samples making it easy to generalise research 
results. 
Quantitative research methods are based on the positivist philosophical approach. 
Research philosophies, or paradigms, are ways of interpreting the world around us 
(Creswell, 2014).  The positivist approach accepts that the world is real and that the 
realities can be discovered (Walliman, 2017). Research therefore plays a great role 
in discovering universal generalisations and laws, with the researcher in the study 
being a mere observer. Positivists believe in the use of quantitative analysis and 
statistical methods to reject, improve or accept formulated hypothesis (Walliman, 
2017). 
3.2.4 RESEARCH METHOD USED FOR THE STUDY 
The specific research method used for the study was the quantitative method. This 
method was adopted because the study used numeric data. Previous studies carried 
out on capital structure have also used quantitative research methods (Mouton & 
Smith, 2016; Rashid & Mehmood, 2017; Vo 2017; Kieschnic & Moussawi, 2018). 
The research method chosen has its foundation in the positivist approach. The main 
purpose of this research is to examine the determinants of capital structure for listed 
retailing firms on the JSE. To accomplish this, the study had dependent and 
independent variables, theories, and hypothesis that needed to be tested, thus 
making quantitative research method appropriate for the study (Muijs, 2004).  
3.3 RESEARCH INSTRUMENTS 
Tools used by a researcher to get information for a study are what are termed 
research instruments (Wilkinson & Birmingham, 2003). This study looked at the 
determinants of capital structure for retailing firms listed on the JSE. In order to 
obtain that information, relevant finance data was obtained from Inet BFA, a 
reputable internet source. Eviews student version 10 was then used to analyse the 
collected data. Use of the internet and Eviews as tools for this study was regarded 
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as appropriate by the researcher, as the internet is rich with reliable data sources 
such as Inet BFA. Eviews is a statistical package used specifically for data analysis 
3.4 SAMPLING STRATEGY  
The two main sampling strategies used in research are probability and non-
probability sampling (van Zyle, 2014). Probability sampling is when the selection of a 
sample involves giving an equal opportunity for selection from the population, 
whereas non-probability sampling is targeted sampling which is not random 
(Scherbaum & Shockley, 2015). Though probability sampling is widely known for 
reducing bias in research, it does not normally provide a meaningful sample whereas 
a non-probability sampling strategy provides a meaningful sample because it allows 
for judgement of the researcher (Smith, 2015). A non-probability sampling technique 
was therefore adopted. The specific non-probability sampling that was used for this 
study is purposive sampling. In purposive sampling, also known as purposeful 
sampling, the researcher uses own judgement to deliberately select a sample that 
will give relevant information to enable the study to answer a research question 
(Scherbaum & Shockley, 2012). Purposive sampling was appropriate for this study 
since it allowed the researcher to gather meaningful data to answer the research 
question for the retail industry. 
Bryman and Bell (2011) describe a study population as the whole unit from which a 
study sample is drawn. A sample is therefore only a part of the entire population. The 
population of the study comprised of the entire retailing industry of South Africa. This 
study examined the determinants of capital structure for retailing firms listed on the 
JSE, hence the sample comprised only of listed retailing firms on the JSE.  
3.4.1 SAMPLING FRAMEWORK 
Not all retailing firms listed on the JSE were included in this study, therefore a 
sample was used. According to Saunders et al. (2012), when using a non-probability 
sampling method, there are no hard and fast rules on the sample size a researcher 
can use, though there are guidelines. Patton (2002) argues that the appropriate 
sample size is determined by resource availability, the aim of the research, 
credibility, and relevancy. Due to the scope of the study and the availability of data, 
the sample was only drawn from listed retailing firms on the JSE. The researcher 
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chose the sample based on what relevant information they contribute towards 
answering the research question (Quinlan, 2011). Based on purposive sampling, the 
following qualifying criteria were considered in choosing a sample for the study: 
 Listed retailing firms which had no debt were excluded as these were not 
going to give an accurate leverage measurement. 
 Listed retailing firms that had incomplete information for the period 2009 to 
2018 were discarded. 
Figure 3.1 is a diagrammatic representation of the sampling framework that was 
adopted for this study. The population for the study was drawn from the retailing 
industry of South Africa. The final sample for the study comprised only of listed 
retailing firms on the JSE that had complete information as explained in the sample 
requirements above, covering the period of study.  
Figure 3.1: Sampling framework 
 
Source: Author creation 
RETAILING INDUSTRY 
IN  SOUTH AFRICA 
LISTED RETAILING 
FIRMS  ON THE JSE 
 RETAILING FIRMS 
LISTED BEFORE OR IN  
2009 - 2018 
LISTED RETAILING 
FIRMS  WITH 
COMPLETE RELEVANT 
INFORMATION FOR 
THE STUDY PERIOD 
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The JSE has 26 listed retailing firms comprising of food and drug retailers, apparel 
retailers, home improvement retailers, speciality retailers, broad line retailers, and 
general retailers. Application of the framework above resulted in 17 out of the 26 
retailing firms listed on the JSE being sampled for the study.  
3.5 DATA COLLECTION 
The process of gathering information that is necessary for answering the research 
question, testing of study hypothesis, and analysing the results is referred to as the 
data collection method (Quinlan, 2011). Data collection methods are based on the 
source of data used, whether primary data, or secondary data resulting in two 
methods of collecting data, namely primary data collection and secondary data 
collection (Walliman, 2017). A dataset for any research can be in many forms such 
as time series, cross sectional, or panel data (Brooks, 2014). He describes time 
series data as data for a variable that is collected over a period of time, or over 
successive periods, and cross sectional data as data observed at the same time 
period, or at a single time. A panel data set combines both period series and cross 
sectional data. 
 3.5.1 PRIMARY DATA COLLECTION METHOD 
Primary data collection is when the researcher gathers original or new data to use for 
a study (Quinlan, 2011). For primary data collection method, the person who collects 
the initial data is the user of the data. Methods of collecting primary data include 
questionnaires and / or interviews. Primary data has the advantage of adding new 
data to the existing body of knowledge (Hox & Boeije, 2005). 
3.5.2 SECONDARY DATA COLLECTION METHOD 
Secondary data is data originally collected by someone other than the researcher 
using the data, it therefore makes use of primary information gathered by a person 
other than themselves (Quinlan, 2011). According to Hox and Boeije (2005), 
secondary data is mostly available in quantitative form. Secondary data can be 
obtained directly from government publications, census, surveys, internet sources, 
archives, books, and periodicals (Walliman, 2017; Salkind, 2014). The source used 
to collect secondary data determines its quality. 
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3.5.3 DATA COLLECTION METHOD EMPLOYED 
This study used the secondary data collection method. Secondary data was obtained 
from Inet BFA database, and was readily available in quantitative form, hence it was 
selected by the researcher. Use of secondary data is acceptable when it can 
successfully be used by researchers to answer research questions (Saunders et al., 
2012). When assessing changes that take place overtime, use of secondary data is 
deemed appropriate by Gallin, Ognibene and Johnson (2017). This study examined 
the determinants of capital structure over a ten year time period from 2009 to 2018. 
Relevant, reliable financial data covering this period was readily available on the 
internet databases such as Inet BFA, making secondary data suitable for this study. 
The period starting from 2009 was selected so as to capture the period after the 
global financial crisis, and to include the most recent developments on the 
determinants of capital structure. 
Collecting data from secondary sources is a valid data collection method which 
researchers can use for a good quality research (Quinlan, 2011). Data was not 
collected randomly, but in response to the potential of the data to address the 
research question. 
Secondary data for the study was collected from Inet BFA database. Inet BFA is an 
official internet database. Large educational institutions like the University of 
Johannesburg subscribe to the database so that students can have free access to 
data. The internet is a rich source of research data, and researchers can take 
advantage of quality data that is readily available (Johnstone, 2014). The researcher 
was careful to use only subsets of secondary data relevant to the study as 
secondary data is usually available in very large quantities. Using only the relevant 
portions of the secondary data available helped the researcher to effectively manage 
the data (Quinlan, 2011). In selecting the secondary data method, the researcher 
considered the following advantages of using secondary data as outlined by 
Saunders et al. (2012), and Cheng and Phillips (2014): 
 Secondary data is open and available to the public, and can be examined by 
others. 
 Using secondary data is less time consuming, and is cost effective. 
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 Secondary data is generally of high quality especially when obtained from 
reputable and established sources. 
 It is possible to compare, link, and use data from various sources online. 
 Using existing data is convenient for hypothesis testing as relevant data is 
widely available online. 
While using secondary data from databases on the internet for this study, the 
researcher acknowledged the following limitations: 
 Measurement of statistical data may change overtime making historical 
comparisons difficult. 
 Over time, some data might be phased out, and not become available. 
Despite these limitations, the secondary data collection method was adopted 
because secondary data allows the data to be examined by other people, thus 
making the research results reliable. 
3.6 DATA SET FOR THE STUDY 
Secondary data that was used for the study comprised of both time series and cross- 
sectional data, hence the study used a panel data set. Panel data is also known as 
longitudinal data. According to Brooks (2014), complicated research problems can 
be analysed using both time series and cross sectional data, as opposed to the use 
of only time series, or cross sectional data. The use of both time series and cross 
sectional data resulted in better estimates as more information over multiple periods 
was available for the study and increased the degree of freedom. The data set 
allowed for different hypothesis to be tested for the study, resulting in more 
meaningful results. It also made it possible to model both space and time, examining 
how variables and relationships change overtime. Due to the nature of the study, 
annual data was used for this study. 
3.7 DATA ANALYSIS 
After collecting secondary quantitative data from Inet BFA database, the data was 
analysed to provide a description and summary of the data, present findings, and 
make it useful for drawing conclusions to the research. Data analysis is a way of 
giving meaning to collected data (O’gorman & Maclntosh, 2015). It is therefore the 
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process of applying logic to research. According to Quinlan (2011), quantitative data 
can be used on an excel spreadsheet, and be analysed easily using a software 
package. Data was therefore organised by capturing it on an excel spreadsheet in an 
unstacked data format using rows and columns to prepare it for analysis in Eviews. 
This means that the data for the different variables used for this study was arranged 
in separate columns in the excel spreadsheet. The different firms used for the study 
were the cross sections. Data was pooled into a panel data set with the time 
dimension, and the cross sectional and variable dimension. The pooled data was 
then imported to Eviews. Quantitative data analysis using Eviews enabled the 
researcher to examine the significance of capital structure determinants to the 
retailing industry, test research hypothesis, and compare results with previous 
studies. 
3.7.1 DATA DESCRIPTIVE STATISTICS 
The researcher used data descriptive statistics to give a summary overview of the 
data used. Descriptive statistics are measurable and easy to interpret (Quinlan, 
2011). Descriptive statistics enabled the researcher to give a numerical description 
and comparison of data (Saunders et al., 2012). The researcher used data 
description statistics to give a general view of the minimum, maximum, median, and 
mean of the data.  
3.7.2 PANEL REGRESSION ANALYSIS 
Data was first tested for multicollinearity before analysing it using panel regression. 
Panel regression was carried out to analyse the obtained data using Eviews 10 
student version software. Panel regression has been successfully used by previous 
studies to analyse data for capital structure determinants (Thippayana, 2014; 
Karaca, 2015; Vo, 2017; Chavali & Rosario, 2018). It is a statistical method 
commonly used when analysing longitudinal, or cross sectional and time series data 
(Brooks, 2014). Data used for this particular study was two dimensional with both 
cross sectional and time series data, encompassing information across space and 
time, hence making panel regression an appropriate data analysis approach for this 
study. 
Data was prepared for Eviews to recognise that it is working with panel data. The 
data frequency and the period of the study were set up in Eviews, this helps to 
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specify the time dimension. The time dimension for this study was, 2009 to 2018. 
Cross sectional identifiers were used to specify the cross sectional dimension so as 
to be able to match variables to the different firms. The 17 firms used for this study 
were the cross sections. The total observations concluded at 170 observations. 
The researcher ran the Least Square Dummy Variable (LSDV) to test for significance 
in the cross sections and the time sections. The probability or p-value of less than 
0.05 signifies statistical significance at 95% confidence level, or statistical 
significance at 5% significant level. As a rule of thumb, any p-value greater than 0.1 
implies statistical insignificance at 90% confidence level, or statistical insignificance 
at 10% significance level. LSDV was used to test if there was heterogeneity in the 
time sections or cross sections. This was followed by the fixed effects estimator 
(redundant test).  
Chi-square p-values for the fixed effects redundant test were analysed to determine 
whether the time sections or cross sections were significant. The researcher ran the 
fixed effects model to detect any time and cross sectional heterogeneity. The results 
from the fixed effects model had to be compared with the random effects model to 
see if the random effects model was a better model for the data. The best model 
between the fixed effects and the random effects was selected based on the p-value 
of the Hausman test (Brooks, 2014). The Hausman test evaluates whether the fixed 
effects or random effects model is appropriate, thus supporting the selection of the 
best model between the fixed effects and the random effects.  
The null hypothesis for the Hausman test states that the random effects model is the 
best model, with the fixed effects being the alternative model. If the probability or p-
value is less than 0.05, the null hypothesis is rejected, and the fixed effects model is 
selected as the best model. On the other hand, if the p-value is greater than 0.05, 
the null hypothesis is not rejected, and the random effects is selected as the best 
model. The final model selected determined the determinants of capital structure for 
the listed retailing firms. Variables with p-values less than 0.05 were taken to be 
significant determinants of capital structure, while variables with p-values greater 
than 0.05 were not regarded as significant determinants of capital structure. The 
coefficients of the significant determinants showed the relationship between the 
variables and capital structure. 
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Below are the equations for panel regression as specified by Brooks (2014:526), 
Brooks (2014:529) and Brooks (2014:536):  
𝑦𝑖𝑡 =  𝛼 +  𝛽𝑋𝑖𝑡 +  𝑢𝑖𝑡                                                  (Equation 2a) 
𝑦𝑖𝑡 =  𝛼 +  𝛽𝑋𝑖𝑡 + 𝜇𝑖 + 𝑣𝑖𝑡    𝑢𝑖𝑡 = 𝜇𝑖 + 𝑣𝑖𝑡                   (Equation 2b)                  
𝑦𝑖𝑡 =  𝛼 +  𝛽𝑋𝑖𝑡 +  𝜔𝑖𝑡,          𝜔𝑖𝑡 =  ϵ𝑖 + 𝑣𝑖𝑡                (Equation 2c)           
𝑦 denotes the dependent variable, capital structure as measured by leverage.  
𝑋 represents the independent variables: firm size (SIZE), firm age (AGE), profitability 
(ROE), growth opportunities (GRO), liquidity (LIQ) and tangibility (TAN). 
𝑖𝑡 represents individual indices (1,....,17) and time indices (1,...,10).     
𝛼 is the intercept. 
𝑢𝑖𝑡  is the error term. 
𝛽 denotes parameter vectors for estimation. 
𝑣𝑖𝑡  represents the remainder disturbance varying over firms and time. 
𝜇𝑖𝑡 individual specific effect. 
Equation 2a is the pooled regression equation, and equation 2b is the fixed effects 
model equation. Equation 2c is the random effects model equation. Pooled 
regression does not distinguish between the different cross sections, thus making 
the fixed effects model and the random effects model better models. The fixed 
effects model considers parameters as fixed, whereas the parameters for the 
random effects model are considered random, or not fixed. The random effects 
model contains ϵ𝑖 , which is a random variable that differs cross sections, but 
remains constant over time. Robustness checks were made after running the final 
model. Below is the model for the study: 
LEV𝑖𝑡= 𝛼ᵢ +  𝛽₁SIZE𝑖𝑡 +  𝛽₂AGE𝑖𝑡 +  𝛽₃ROE𝑖𝑡 +  𝛽₄GRO𝑖𝑡 +  𝛽₅LIQ𝑖𝑡 +  𝛽₆TAN𝑖𝑡  + Ԑ𝑖𝑡 
3.8 RESEARCH VARIABLES 
Research variables and proxies that were used for this study were adopted from 
previous literature (Ahmad & Aris, 2015; Bhattarai, 2016; Gwatidzo et al, 2016, 
Mouton & Smith, 2016; Vo, 2017; Rashid & Mehmood, 2017, Dakua, 2018). Using 
variables from previous literature allows for comparisons (Chen, 2004). The specific 
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variables and proxies adopted from literature, and used for this particular study, are 
described below. 
3.8.1 DEPENDENT VARIABLE 
A dependent variable is a variable that is affected by other variables or factors in a 
study (Saunders et al, 2012). Capital structure was the dependent variable for this 
study, and leverage was used as the proxy. Similar studies that have used leverage 
ratios such as debt to equity ratio, debt to capital ratio, and debt ratio in capital 
structure studies include Irk & Karaca, (2015); Mouton & Smith, (2016); Moyo et al., 
(2013), Gwatidzo, (2016); Akgul & Sigali, (2018). The specific leverage ratio used for 
this study was the debt to equity ratio. This specific leverage ratio was also used by 
Mouton and Smith (2016) in capital structure studies. Book value measures of 
leverage were also used by Gwatidzo et al. (2015). 
3.8.2 INDEPENDENT VARIABLES 
An independent variable in research is a variable that affects the other factors being 
measured (Walliman, 2017). Table 3.1 shows the independent variables used in 
previous literature that were adopted for this study. A brief description of the 
independent variables used for the study is given in Table 3.1. The descriptions of 
variables were taken from previous literature (Chakraborty, 2010; Handoo & Sharma, 
2014; Haron, 2014; Keischnick & Moussawi, 2018). 
Table 3.1: Description of independent variables 
Variable Description of variable 
Firm size A measure of how big a firm is based on 
sales. 
Firm age Number of years a firm has been listed. 
 
Profitability Ability a firm has to make profit usually, 
from equity or assets. 
Growth opportunities A measure of the growth of sales that 
results in a profit. 
Liquidity The ability a firm has to convert assets 
into cash to cover liabilities. 
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Tangibility The proportions of the fixed assets to the 
total assets. 
 
Source: Author creation from literature 
 
 
 
Figure 3.2 is the variable model adopted for the study showing capital structure as 
the depended variable, and profitability, firm age, firm size, growth opportunities, 
liquidity, and tangibility as the independent variables. 
Figure 3.2: Variable model for the study 
 
 
Source: Author creation 
Proxies for the variables used for the study are shown in Table 3.2 below. The 
proxies and the formulae used were adopted from previous literature on capital 
structure (Ahmad & Aris, 2015; Mouton & Smith, 2016; Serrasqueiro et al., 2016; 
Thiele & Wendt, 2017; Rashid & Mehmood, 2017, Kieschnic & Moussawi, 2018). 
  
capital 
structure 
(dependent 
variable) 
profitability 
firm age 
firm size 
growth 
opportunities 
liquidity 
tangibility 
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Table 3.2: Variable proxies 
Variable Proxy  Proxy formula 
Capital structure Leverage  Debt / Equity 
 
Firm size  Total sales Ln (Total Sales) 
 
Firm age Number of years since 
listed  
Ln (Total years listed) 
Profitability Return on Equity (ROE) Net income /Shareholder’s 
equity 
Growth opportunities Yearly Sales growth 
percentage 
(Current Year Total Sales 
- Previous Year Total 
Sales) / (Previous Year 
Total Sales) x 100 
Liquidity Ratio of current assets to 
current liabilities 
Current assets/Current 
liabilities 
Tangibility Ratio of fixed assets to 
total assets 
Fixed assets/ Total Assets 
   
Source: Author creation from literature 
3.9 RESEARCH HYPOTHESES 
A hypothesis is a predicted statement of the expected relationship between variables 
in a study (Muijs, 2004). This implies that a hypothesis is a predicted research 
outcome that can be tested in a study, and be accepted or rejected. A hypothesis 
must be limited to certain variables, and theory can only be tested if a hypothesis is 
formulated (Walliman, 2017).  
Hypotheses propositions for this study are not just mere opposites, neither do they 
categorically assume that the trade off theory is a direct opposite of pecking order 
theory, but were based on both the trade-off and pecking order predictions from 
previous literature (Cekrezi, 2013; Chang et al., 2014; Thippayana, 2014; Adair and 
Adaskou, 2015; Mn’g et al., 2017; Mota & Moreira, 2017, Cevheronglu-Acar, 2018; 
Kieschnick & Moussaw, 2018). Hypothesis (a) was formulated in accordance with 
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the pecking order theory prediction, and hypothesis (b) in accordance with the trade-
off theory prediction. The variables chosen for the study, and predicted relationships 
with the pecking order theory and trade-off theory are used to test the hypothesis. 
Capital structure studies are always blended into the trade-off theory and the pecking 
order theory frameworks (Serrasqueiro et al., 2016). Basing the research hypothesis 
on theory predictions made it easy to compare whether the retailing firms on the JSE 
are in line with the pecking order theory, or the trade-off theory. Furthermore, 
conflicting research results on the positive and negative relationships between 
capital structure and its determinants rendered it appropriate to formulate the 
hypotheses below (Abdou & Pointon, 2012; Moyo et al, 2013; Chavali & Rosalio, 
2018; Moradi & Paulet, 2019): 
Hypothesis 1a: There is a negative relationship between firm size and leverage 
Hypothesis1b: There is a positive relationship between firm size and leverage 
Hypothesis 2a: There is a positive relationship between growth opportunities and 
leverage 
Hypothesis 2b: There is a negative relationship between growth opportunities and 
leverage 
Hypothesis 3a: There is a negative relationship between tangibility and leverage 
Hypothesis 3b: There is a positive relationship between tangibility and leverage 
Hypothesis 4a: There is a negative relationship between profitability and leverage 
Hypothesis 4b: There is a positive relationship between profitability and leverage 
Hypothesis 5a: There is a negative relationship between liquidity and leverage 
Hypothesis 5b: There is a positive relationship between liquidity and leverage 
Hypothesis 6a: There is a negative relationship between firm age and leverage 
Hypothesis 6b: There is a positive relationship between firm age and leverage 
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3.10 ETHICAL CONSIDERATIONS 
In carrying out this study, the researcher observed research ethics. Research is only 
valuable if carried out in a truthful manner. The following general ethical 
considerations were outlined by Salkind (2014): 
 Participants must be protected from harm. 
 A researcher must maintain confidentiality. 
 Participation in a study must be by free will. 
 Participants must sign consent forms. 
This study did not involve any human participants since it used secondary data from 
internet sources. Though people are not involved in the study, the researcher must 
exercise honesty as this gives reliability and credibility to research results (Walliman, 
2017). UJ ethical approval was granted for this study by the School of Accounting 
Research Ethics Committee (SAREC), with the ethical clearance code 
SAREC2019200802. As a way of exercising ethics in a study that did not involve 
human participants, the researcher carefully collected, analysed and interpreted data 
honestly. Data obtained from Inet BFA, a reputable database, was accurately 
recorded on excel spreadsheet, and care was taken to respect any conditions set out 
by the data providers. The researcher also avoided plagiarism by acknowledging 
ideas from previous researchers using in text citations, and a reference list at the 
end of the study. 
3.11 VALIDITY AND RELIABILITY 
It is important that the research be measured for quality. Validity and reliability are 
concepts used as measurements of quality in research. Validity in research refers to 
the degree to which an idea, perception, or theory can be measured accurately 
(Heale & Twycross, 2015). Hence validity focuses on the results of research. 
External validity is about the generalisation of research results, while internal validity 
looks at relationships between variables. This implies that research ought to 
measure what it is designed to measure. There are three main types of validity in 
research namely: criterion, construct, and content validity. 
According to Salkind (2014), the degree to which the contents of research are 
adequately measured is the content validity, while the degree to which an instrument 
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used in research is related to research instruments that can be used for those 
variables is criterion research. The degree to which a construct is measured by the 
research instrument is construct validity (Salkind, 2014). For research to be valid, the 
interpretation of the results must be trustworthy, this will result in appropriate action 
taken based on the judgements. If research is examined by different researchers and 
they make the similar conclusions, then that research has internal validity. If the 
conclusions can be applied to other situations, then the research has external 
validity. The following important conclusions can be drawn about validity (Heale & 
Twycross, 2015; Mohajan, 2017):              
 Validity focuses on conclusions made based on the results of a study 
 Validity occurs when inferences made from results are credible and 
transferable 
Reliability measures consistency in research (Drost, 2011). This means that if the 
same research is carried out several times using the same research instrument, 
similar results should be found. 
For validity and reliability, research goals were clearly defined, and previous 
literature reviewed to make it possible to link conclusions to previous studies. An 
appropriate methodology was used as a way of ensuring validity of the research. The 
sample used for the study consisted only of retailing firms so as to be able to 
determine the determinants of capital structure for the retailing sector. This made it 
possible for this study to measure what it was supposed to measure. Data was 
collected from Inet BFA, a reliable source, and appropriately prepared for analysis in 
Eviews. An appropriate research instrument for analysis, panel data analysis, was 
used for this study. All the variables used in the study were analysed using the same 
Eviews statistical instrument, this was to ensure consistency in the study. The study 
covered a 10 year period using the same variables for reliability. This ensured 
sufficient number of observations to be made for more accurate findings. Data 
analysis was performed several times to ensure consistency and reliability of results. 
Credible inferences were made from the results of this study, and the study results 
were comparable to previous studies.  
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3.12 CONCLUSION 
This chapter has described the research methodology followed by the researcher in 
an attempt to answer the research question, and fulfil the goals of the study. The 
research question for the study is: What are the factors that influence capital 
structure of listed retailing firms on the JSE? The research methodology adopted for 
the study, and described in this chapter, is a quantitative research approach. 
Quantitative approach was used as the study is based on the use of numerical data. 
Data was collected from Inet BFA database for 17 retailing firms listed on the JSE for 
the period ranging from 2009 to 2018, following the judgement or purposive sampling 
strategy. The research methodology followed focused on current years so as to 
capture the recent impact of the variables on capital structure. Secondary data was 
used as the data was widely available on the internet. The data needed for this study 
was only available as a secondary source from Inet BFA database. Data analysis 
method used and described in this chapter was descriptive statistics and panel 
regression analysis. Previous studies on capital structure also used panel 
regression, adding to the reliability of this study. Variables for the study were 
adopted from previous literature, and hypotheses for the study were based on the 
pecking order theory and the trade-off theory predictions adopted from literature. The 
research methodology followed for the study observed ethical considerations, and 
validity and reliability of the study were described appropriately for the purposes of 
this study. 
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CHAPTER 4: FINDINGS AND DISCUSSION 
4.1 INTRODUCTION 
Chapter 4 examines the data analysis findings for the research. The chapter unfolds 
as follows: first, a brief description of the data sample used is given. The data 
sample description is followed by an analysis of the descriptive statistics, 
multicollinearity tests and the panel regression findings. The results of the panel 
regression are examined and discussed. Lastly a conclusion of the chapter is given. 
4.2 DATA SAMPLE 
The final data sample for this study consists of seventeen (17) listed retailing firms 
on the JSE. The firms have complete data for all the variables used for the study for 
the entire period of study, which is a ten year period ranging from 2009 to 2018. 
Details of the data sample for this study are found in appendix A.  
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4.3 DESCRIPTIVE STATISTICS 
Table 4.1 below shows Eviews estimation summary of the descriptive statistics for all 
the variables used in the study. 
Table 4.1: Descriptive statistics 
 
 LEV SIZE AGE ROE GRO LIQ TAN 
 Mean  1.715882  15.85071  3.406000  24.88388  9.117647  2.203588  0.240941 
 Median  1.105000  16.00000  3.910000  23.34500  9.000000  1.325000  0.220000 
 Maximum  7.270000  19.00000  4.060000  67.49000  84.00000  7.370000  0.730000 
 Minimum  0.100000  11.00000  1.610000 -27.07000 -82.00000  0.260000  0.020000 
 Std. Dev.  1.604963  1.918953  0.722420  14.87687  15.61058  1.669506  0.161007 
Observ 170 170 170 170 170 170 170 
 Cross S. 17 17 17 17 17 17 17 
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4.3.1 CAPITAL STRUCTURE (LEV) 
Capital structure as represented by leverage has a mean of 1.72, median of 1.1, and 
a maximum of 7.27. The leverage ratio used is the debt to equity ratio which shows 
the proportion of the debt to shareholder equity that firms use when financing 
operations. The mean debt equity ratio of 1.72 which is greater than 1 implies that on 
average, the firms in the sample finance their assets more by debt than by equity. 
Debt of R1.72 is used for each R1 provided by equity to fund assets. 
4.3.2 SIZE 
Size as represented by the natural logarithm of sales has a mean of about 15.85, a 
median of 16, and a maximum of 19. This suggests an average size of about 7 648 
346 (rand in thousands), translating to about R7 648 346 000 in turnover on average, 
implying that the firms in the sample are large firms as measured by total sales. 
4.3.3 AGE 
The number of years since listing was taken to show the age of the firm, and the 
natural logarithm of the age was used. The mean was 3.406, median 3.91, and 
maximum 4.06. Reversing the natural logarithm shows that the average age of firms 
used in the study based on years since listed is about 30 years. 
4.3.4 PROFITABILITY (ROE) 
Profitability as measured by ROE had a mean of 24.88%, median of about 23.35%, 
maximum of 67.49%, and a minimum of -27.07%. This implies that listed retailing 
firms on the JSE, on average, earned 24.88 percentage return on their investments, 
with a rand of shareholder’s equity generating R0.2488 (about 25 cents) net income. 
The least performing firm had a loss of about 27 cents per rand invested, and the 
most profitable as measured by ROE gained about 67 cents for every rand invested. 
4.3.5 GROWTH OPPORTUNITIES 
Growth opportunities were represented by the percentage growth in sales. The mean 
found was about 9.12%, median 9%, maximum 84%, and minimum -82%. Firms with 
the most growth opportunities increased their sales by 84% while the least 
performing firms in terms of growth opportunities incurred a decrease in sales of 
    53 
 
82%. Despite the shrinkage in growth opportunities by some retailing firms, on 
average, listed retailing firms on the JSE had growth opportunities of about 9.12%. 
4.3.6 LIQUIDITY 
Liquidity, as measured by the current ratio, had a mean of about 2.20, median of 
1.325, maximum of 7.37, and minimum of 0.26. On average, the firms included in the 
sample had more current assets than liabilities, the mean suggests that R2.20 of 
current assets has R1 of current liabilities, hence the firms have the ability to cover 
their short term financial obligations. The most liquid firm in the sample had R7.37 for 
every rand of current liabilities, and the least liquid firm had 26c for every rand of 
current liabilities.  
4.3.7 TANGIBILITY 
Tangibility, as measured by fixed assets divided by total assets, had a mean of about 
0.24, median of 0.22, maximum of 0.73, and a minimum of 0.020. On average, listed 
firms on the JSE have 24% of their total assets in fixed assets. Firms with the 
highest fixed assets percentage had 73% of total assets being fixed assets. 
4.4 TESTING FOR MULTICOLLINEARITY  
The independent variables for the study were tested for multicollinearity using the 
Correlation matrix and the Variance Inflation Factor (VIF). Table 4.2 shows the 
Correlation matrix table with correlation results while Table 4.3 shows Variance 
Inflation Factor analysis results. 
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Table 4.2: Correlation Matrix 
        
        Correlation       
Probability LEV  SIZE  AGE  ROE  GRO  LIQ  TAN  
LEV  1.000000       
 -----        
        
SIZE  0.144408 1.000000      
 0.0603 -----       
        
AGE  -0.011795 -0.269253 1.000000     
 0.8787 0.0004 -----      
        
ROE  0.119661 0.587061 -0.275598 1.000000    
 0.1201 0.0000 0.0003 -----     
        
GRO  -0.052378 0.268937 -0.126089 0.313591 1.000000   
 0.4975 0.0004 0.1013 0.0000 -----    
        
LIQ  -0.625423 -0.393728 0.065097 -0.255638 -0.094622 1.000000  
 0.0000 0.0000 0.3990 0.0008 0.2197 -----   
        
TAN  -0.271778 -0.066965 0.079301 -0.137640 0.119645 -0.191094 1.000000 
 0.0003 0.3856 0.3040 0.0735 0.1202 0.0126 -----  
        
        Source: Eviews estimation 
As a rule of thumb multicollinearity is a problem when absolute values of correlation 
coefficients are more than 0.8, that is, if they are more than 80%. All the absolute 
values of the correlation are less than 0.8 signifying that there are no multicollinearity 
problems between the independent variables, no variables were therefore dropped. 
The Variance Inflation Factor (VIF) was also conducted to check if the independent 
variables have multicollinearity. The results are shown in Table 4.3 below: 
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Table 4.3:  Variance Inflation Factor 
 Coefficient  
Variable Variance VIF 
   
   
C  1.088893  NA 
SIZE  0.003145  1.756653 
AGE  0.014012  1.108873 
ROE  4.97E-05  1.668749 
GRO  3.15E-05  1.163302 
LIQ  0.002996  1.266357 
TAN  0.285649  1.122837 
   
Source: Eviews estimation 
   
The results show very low VIF values for all variables implying that multicollinearity is 
not a problem among the independent variables used for the study and that no 
variable should be dropped. The VIF results therefore substantiate the correlation 
matrix results shown in Table 4.2 
4.5 PANEL DATA REGRESSION FINDINGS 
Data for the study was analysed using panel data regression. The panel data 
regression process followed involved estimating the Least Square Dummy Variable 
(LSDV) first, then the fixed effects estimator and the redundant test thereafter. 
Thirdly, the random effects model was estimated. The Hausman test was run to see 
if the random effects was a better model. The appropriate panel data regression 
model was then chosen.  
4.5.1 LEAST SQUARE DUMMY VARIABLE (LSDV) 
The Least Square Dummy Variable (LSDV) was carried out for cross sections and 
the time sections to test for significance in both cross sections and time sections. 
The LSDV for cross sections show that on average, cross sections are significant. 
The sample had 17 cross sections, and 12 are significant at 5% and 10% 
significance levels, only 5 are not significant at both 5% and 10% significance levels. 
It can therefore be concluded that cross sections are significant. The LSDV for time 
sections reveal that all the time sections are significant at 1% significance level. 
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According to the LSDV estimator, it can be concluded that both time sections and 
cross sections are significant (See Appendices B and C). 
4.5.2 FIXED-EFFECT ESTIMATOR 
The fixed effects estimator was run for both cross sections and time sections. Since 
the fixed effects does not show the p-values for the cross sections and time sections, 
the redundant fixed effects test was run, and the results are shown in Table 4.4 
below. 
Table 4.4: Redundant Fixed Effects 
     
     Effects Test Statistic   d.f.  Prob.  
     
     Cross-section F 57.592739 (16,138) 0.0000 
Cross-section Chi-square 
346.50818
2 16 0.0000 
Period F 5.189619 (9,138) 0.0000 
Period Chi-square 49.557515 9 0.0000 
Cross-Section/Period F 37.353218 (25,138) 0.0000 
Cross-Section/Period Chi-
square 
348.47781
0 25 0.0000 
     
     Source: Eviews estimation 
The p-values for both the cross section chi-square and period chi-square are 0.0000 
as highlighted in bold. These results suggest that both the cross section and period 
chi-square are significant at 1% and 5% significance levels. 
4.5.3 RANDOM EFFECTS ESTIMATOR 
In order to determine if the random effects model is a better model than the fixed 
effects model, the random effects estimator was run. The Hausman  was performed 
to establish if the random effects model was a valid model for the sample. The first 
test with both cross sections and period reported zero statistic, the period was 
therefore removed. Results for the Hausman test are shown in Table 4.5 below: 
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Table 4.5: Hausman test 
Test summary Chi-Sq. Statistic Prob 
Cross-section random 39.731484 0.0000 
Source: Eviews estimation 
If the p-value is significant it indicates that the fixed effects is the best model (Brooks, 
2014). Results in Table 4.5 show significant p-value at 99% confidence level, 
suggesting that the random effects model is not appropriate and that the fixed effects 
is the best model. The fixed effects model was therefore adopted as the final model. 
4.5.4 THE FINAL MODEL: FIXED EFFECTS MODEL 
Since the random effects model was rejected, the fixed effects model was adopted 
for the data set. The results of the final model, which is the fixed effects model are 
shown and analysed in Table 4.6 below. 
Table 4.6: Final model - Fixed effects model 
     
     Variable Coefficient Std. Error t-Statistic Prob.   
     
     C -9.946261 1.694165 -5.870894 0.0000 
?SIZE 0.221703 0.089888 2.466431 0.0149 
?AGE 2.125703 0.368782 5.764113 0.0000 
?ROE 0.015421 0.004350 3.545241 0.0005 
?GRO 0.006014 0.002639 2.278602 0.0242 
?LIQ -0.057366 0.062613 -0.916198 0.3612 
?TAN 2.472399 0.727613 3.397959 0.0009 
     
      Effects Specification   
     
     Cross-section fixed (dummy variables)  
Period fixed (dummy variables)  
     
     R-squared 0.946151 Akaike info criterion 1.233074 
Adjusted R-squared 0.934055 Schwarz criterion 1.823342 
Prob(F-statistic) 0.000000 Hannan-Quinn criter. 1.472598 
     
     
     Source: Eviews estimation 
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The final model results indicated that firm size, age, profitability, growth opportunities 
and tangibility were significant with p-values of less than 0.05. Only liquidity was 
insignificant with a p-value greater than 0.05. The adjusted R-squared is 0.93 
(correct to 2 decimal places), and the probability (F-statistic) is 0.000000. 
It is important to examine how well the model of study fits the data that was used for 
this study. Goodness of fit is shown by the value of the adjusted R-squared, and a 
good model is shown by the value of the probability (F-statistic) (Brooks, 2014). The 
higher the adjusted R-squared figure, the more reasonable the fit of the model. The 
fixed effects model has an adjusted R-squared value of 0.93 (correct to 2 decimal 
places), and the probability (F-statistic) is 0. These results imply that it is a good 
model with high goodness of fit as its adjusted R-squared is high. The probability (F-
statistic) of less than 0.05 suggests that the fixed effects model adopted is 
appropriate given the data used for this study. This implies that the fixed effects 
model is significant, and can be used to explain variance of the dependent variable 
used in the study. 93% of the capital structure variance can be explained by the 
significant independent variables included in the data set. Multicollinearity problems 
are suspected if a high R squared is accompanied by many insignificant variables 
(Brooks, 2014). The fact that the model has mostly significant variables, a significant 
probability (F statistic) and high adjusted R squared therefore implies a good model.  
4.5.5 ROBUSTNESS CHECKS 
With profitability being one of the most important determinants of capital structure 
(Chen, 2004), robustness is checked by using a different proxy for profitability. The 
fixed effects model is run using Return on Asset (ROA) as a proxy for profitability to 
see how the model behaves if a different proxy for profitability is used. The results 
are shown in Table 4.7 below: 
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Table 4.7: Robustness checks 
     
     Variable Coefficient Std. Error t-Statistic Prob.   
     
     C -8.153459 1.810259 -4.504028 0.0000 
?SIZE 0.182415 0.093168 1.957919 0.0523 
?AGE 1.889461 0.410450 4.603392 0.0000 
?ROA -0.001132 0.007845 -0.144360 0.8854 
?GRO 0.009099 0.002671 3.406000 0.0009 
?LIQ -0.044388 0.066317 -0.669321 0.5044 
?TAN 2.385817 0.765129 3.118190 0.0022 
     
      Effects Specification   
     
     Cross-section fixed (dummy variables)  
Period fixed (dummy variables)  
     
     R-squared 0.941256 Akaike info criterion 1.320089 
Adjusted R-squared 0.928059 Schwarz criterion          1.910357 
Prob(F-statistic) 0.000000 Hannan-Quinn criter. 1.559613 
     
     
     Source: Eviews estimation 
The robustness check shows that liquidity is still insignificant with size, age, growth 
and tangibility still significant at 5% and 10% significance levels. This implies that the 
main analysis as depicted by the final model is valid as the variables that are 
significant when ROE is used are still significant when ROA is used for profitability. 
The p-value for ROA seems to imply that ROE, used in the final model, is the better 
measure for profitability in the retailing industry. 
4.6 FIRM SPECIFIC DETERMINANTS OF CAPITAL STRUCTURE: DISCUSSION 
OF FINDINGS 
Below is a discussion on the determinants of capital structure based on the final 
fixed effects model adopted for the study. The final model is depicted in Table 4.6 
4.6.1 FIRM SIZE 
Size is significant at 95% confidence level with a p-value of 0.0149, which is less 
than 0.05. This implies that size is a significant determinant of capital structure for 
listed retailing firms on the JSE. The coefficient is positive, meaning that there is a 
positive relationship between leverage and size. The value of the coefficient is 0.22. 
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A 1% increase in firm size as measured by total sales, will result in a 22% increase 
in leverage, ceteris paribus. Firm size is significant at 5% significance level. 
The results show that size is an important determinant of capital structure for listed 
retailing firms. The findings are in line with previous research carried out by 
Thippayana (2014), who found a positive relationship between size and leverage, 
and is also supported by Gwatidzo et al. (2016), Thiele and Wendy (2017), and 
Moradi and Paulet (2019). The positive significant relationship is also in agreement 
with findings on the UK retailing industry (Abdou & Pointon, 2012). This is to be 
expected since the study focused on listed firms which are normally large firms that 
can reap reputational advantages when it comes to funding from financial 
institutions. Larger firms also have the ability and capacity to diversify, thus making 
them less prone to bankruptcy. 
The findings differ from research carried out by Irk and Karaca (2015). Research by 
Irk and Karaca (2015) reveal that size is not an important determinant of capital 
structure. Their study concentrated on the manufacturing sector, and the differences 
in the results could be attributed to the different sectors of study. This study’s 
findings are contrary to findings by Mouton and Smith (2016), who found firm size to 
be an insignificant determinant of capital structure. Although their study was also 
carried out on the JSE, the sample was not industry specific, and this can explain the 
contradicting results. The results of this study also contradict studies by Bhattari 
(2016) who found a negative relationship between size and leverage, arguing that 
larger firms use less debt than small firms. In view of the results of this study, it can 
be concluded that the capital structure of listed retailing firms on the JSE is 
significantly determined by size. 
4.6.2 FIRM AGE 
Age is significant at 99% confidence level with a p-value of 0.000. The p-value is less 
than 0.01, implying statistical significance at 1% significance level.  The results imply 
that firm age has a significant relationship with leverage.  The p-value suggests that 
age is a significant determinant of capital structure for listed retailing firms. The 
results are in line with findings by Adair and Adaskou (2018), a study they carried out 
in France reveal age to be a significant determinant of capital structure.           
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One of the findings by Gwatidzo et al (2016) in a study carried out on the JSE listed 
also found age to be significant, supporting the results for this study. The results are 
also consistent with the study carried out by Ahmad and Aris (2015), which show a 
significant relationship between age of the firm and leverage but inconsistent with 
studies carried by Handoo and Sharma (2014) in India. The different results can be 
attributed to the different geographical areas. All other things being constant, it can 
be concluded that age significantly determines the capital structure of listed retailing 
firms on the JSE. 
4.6.3 PROFITABILITY (ROE) 
ROE is significant at 99% confidence level. The p-value for ROE is 0.0005 meaning 
profitability as measured by ROE is a significant determinant of capital structure for 
listed retailing firms on the JSE. The coefficient for ROE is 0.015 showing a positive 
relationship between profitability as measured by ROE and leverage. This implies 
that 1% increase in ROE results in a 1.5% increase in leverage, all other things 
being constant. 
The results are in agreement with Chavali and Rosario (2018), who found a positive 
relationship between leverage and profitability as measured by ROE. A positive 
relationship between profitability and leverage was also found by Moyo et al. (2013) 
who concluded that profitability is a significant determinant of capital structure. The 
results concur with Adair and Adaskou (2018), who found profitability to be 
significant and positive. These results imply that for listed retailing firms on the JSE, 
as firms become more profitable, they tend to rely more on debt, possibly because 
profitable firms normally do not struggle to get debt funding for operations as they 
are considered less risky. Profitability increases confidence in the performance of the 
firm, and can compel managers to borrow more. As firms become more profitable, 
finance managers might incorporate debt so as to enjoy tax shield benefits. The 
results show that profitability significantly determines the capital structure of listed 
retailing firms on the JSE. 
4.6.4 GROWTH OPPORTUNITIES 
The p-value for growth opportunities is 0.0242. Growth is significant at 95% 
confidence level as its p-value is less than 0.05, implying that growth opportunities is 
a significant determinant of capital structure for listed retailing firms on the JSE. The 
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coefficient is 0.006. The coefficient value shows that there is a positive relationship 
between growth and leverage. A 1% increase in growth results in a 0.6% increase in 
leverage, ceteris paribus.  
A positive relationship between growth and leverage was also found by Acedo-
Ramirez et al. (2017) and Chang et al. (2014), concurring with the current study 
findings. These results contradict studies by Thippayana (2014), and Gwatidzo et al. 
(2015) who found growth opportunities to be an insignificant determinant of capital 
structure. These findings however do not conform to findings by Chen (2004) who 
found a negative relationship between growth opportunities and leverage. The 
findings for this study indicate that growth opportunities determine capital structure, 
and as growth opportunities increase, listed retailing firms on the JSE tend to use 
more debt than equity to finance their operations, all other things being constant. 
This could be due to the need to borrow for expansion as growth opportunities 
increase. 
4.6.5 LIQUIDITY 
The p-value for liquidity is 0.3612. The results show that liquidity is not a significant 
determinant of capital structure for listed retailing firms, it is statistically insignificant 
both at 95% and 90% confidence levels. Hence, despite the coefficient shown for 
liquidity, the relationship between liquidity and leverage is taken to be irrelevant as 
liquidity is an insignificant determinant.   
The results are in line with findings by Handoo and Sharma (2014) whose study 
show that liquidity is not a significant factor that determines capital structure, though 
their study was based in India. Liquidity was also found to be an insignificant 
determinant of capital structure by Mouton and Smith (2016) who carried out a study 
on the top 40 JSE firms. The results are inconsistent with findings by Ghasemi and 
Razak (2016), their study carried out in Malaysia show liquidity to be an important 
determinant of capital structure. The results also contradict findings by Rashid and 
Mehmood (2017) who found a significant relationship between liquidity and leverage. 
Contrary to the results of this study, liquidity was found to be significant for the UK 
retailing sector (Abdou & Pointon, 2012).  
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The results of this study indicate that for listed retailing firms on the JSE, liquidity 
does not significantly determine capital structure decisions. This could be because 
listed retailing firms on the JSE consider other factors, other than liquidity, to be 
more important when making financing decisions. 
4.6.6 TANGIBILITY 
The p-value for tangibility is 0.0009. The results show that tangibility is a significant 
determinant of capital structure at 99% confidence level. The coefficient for tangibility 
is 2.47 signifying a positive relationship between tangibility and leverage. The results 
are consistent with the study by M’ng et al. (2017) who found tangibility to be a 
significant determinant of capital structure for Malaysia and Singapore. Conversely, 
Thippayana (2014) found tangibility to be an insignificant determinant of capital 
structure. Study carried out on the Steel Industry of India by Dakua (2018) also 
contradicts the study findings as tangibility was not found to be a significant 
determinant of capital structure. Based on the p-value, it can be concluded that 
tangibility is a significant determinant of capital structure and that a significant 
relationship exists between tangibility and leverage. 
Overall, firm size, firm age, profitability, growth opportunities and tangibility are 
important for maximising shareholder wealth and firm value for listed retailing firms 
on the JSE. These variables ought to be considered when making financing 
decisions for firm investments. Investment decisions are important for firm growth 
which will eventually increase the value of the firm and shareholder wealth (Akgul & 
Sigali, 2018). 
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4.7  PECKING ORDER AND TRADE-OFF THEORIES: AN ANALYSIS OF 
HYPOTHESES AND RESEARCH FINDINGS.  
Table 4.8 below presents hypotheses testing research findings.   
Table 4.8 Research Findings 
Independent 
variable 
Research 
hypothesis (a) 
based on pecking 
order theory 
prediction 
Research 
hypothesis (b)  
based on trade off 
theory prediction 
Research findings 
Firm size H1a. Negative (-) H1b. Positive (+) Positive (+) 
Growth 
opportunities 
H2a. Positive (+) H2b. Negative (-) Positive (+) 
Tangibility H3a. Negative (-) H3b. Positive (+) Positive (+) 
Profitability H4a. Negative (-) H4b. Positive (+) Positive (+) 
Liquidity H5a Negative (-) H5b Positive (+) Insignificant 
Firm age H6a Negative (-) H6b Positive (+) Positive (+) 
Source: Author creation 
Hypothesis 1a, which predicted a negative relationship between firm size and 
leverage based on the pecking order prediction is rejected, and hypothesis 1b, which 
predicted a positive relationship between firm size and leverage, is not rejected. 
Hypothesis 2a, which predicted a positive relationship between growth opportunities 
and leverage according to the pecking order theory, is not rejected, while hypothesis 
2b, which supports the trade-off theory, is rejected. Hypothesis 3a is rejected while 
hypothesis 3b which predicts a positive relationship is not rejected. 
The study found a positive relationship between profitability and leverage, supporting 
the trade-off theory. Hypothesis 4a is rejected and 4b is not rejected. For liquidity, 
both hypotheses 5a and 5b are rejected since liquidity was found to be insignificant. 
This suggests that the relationship between liquidity and leverage is meaningless to 
capital structure.  Firm age showed a positive relationship, hence hypothesis 6a is 
rejected and 6b is not rejected. A summary of the hypotheses outcome is given in 
Table 4.9 below. 
    65 
 
Table 4.9: Hypotheses outcome 
Hypothesis Outcome 
1a There is a negative relationship between firm size and 
leverage 
1b: There is a positive relationship between firm size and 
leverage 
2a: There is a positive relationship between growth 
opportunities and leverage 
2b: There is a negative relationship between growth 
opportunities and leverage 
3a: There is a negative relationship between tangibility and 
leverage 
3b: There is a positive relationship between tangibility and 
leverage 
4a: There is a negative relationship between profitability and 
leverage 
4b: There is a positive relationship between profitability and 
leverage 
5a: There is a negative relationship between liquidity and 
leverage 
5b: There is a positive relationship between liquidity and 
leverage 
6a: There is a negative relationship between firm age and 
leverage 
6b: There is a positive relationship between firm age and 
leverage 
Rejected   
 
 
Not rejected  
   
 
 
Not rejected 
 
 
 
Rejected 
 
 
 
Rejected   
 
 
 
Not rejected    
 
 
Rejected 
 
 
 
Not rejected 
 
 
Rejected 
 
 
 
 
Rejected 
 
 
Rejected 
 
 
 
Not rejected 
Source: Author creation 
    66 
 
The study findings reveal that though listed retailing firms on the JSE support both 
the trade-off theory and the pecking order theory, there is more support for trade off 
theory than pecking order theory. Only growth opportunities are in line with the 
pecking order theory, while firm size, firm age, tangibility and profitability are in line 
with the trade-off theory predictions. This suggests that when making financing 
decisions, both the trade-off theory and the pecking order theory play a significant 
role, with firms aligning themselves more to the trade-off theory.   
For retailing firms listed on the JSE, as growth opportunities increase, their leverage 
increases as predicted by the pecking order theory. This could be because the need 
to fund growth opportunities puts pressure on current retained earnings, prompting 
firms to look for debt funding, thereby increasing leverage.  
Concerning firm size, listed firms on the JSE increase leverage as the firms become 
larger as predicted by the trade-off theory. The support for the trade-off theory could 
be explained by the fact that larger firms tend to diversify their business lines, 
become more visible, and reap reputational advantages and enjoy good credit 
records, and hence easily borrow funds from financial institutions (Moradi & Paulet, 
2019). The research results can be an indication that smaller retailing firms opt for an 
optimum capital structure by considering the benefits and bankruptcy costs, while the 
larger retailing firms tend to give priority to retained earnings.  
Profitability as represented by ROE, firm age and tangibility also support the trade-off 
theory. The overall support for both the pecking order theory and trade-off theory by 
listed retailing firms on the JSE is important as it implies that no one specific 
individual capital theory can be used to fully explain the capital structure for listed 
retailing firms on the JSE. As put forward by de Wet and Gossel (2016), financing 
decisions are complex, and do not revolve around one theory. This suggests that 
capital structure theory relevance cannot be compared, and it cannot be concluded 
that one capital structure theory is better than the other though more support is 
shown for the trade off theory. The findings are not uncommon, and concur with 
previous studies that have also found support for both the trade-off theory and the 
pecking order theory, with some variables supporting the trade-off theory, and others 
the pecking order theory (Moyo et al., 2013; Mouton & Smith, 2016; Thiele & Wendt, 
2017; M’ng et al., 2017; Chavali & Rosario, 2018). There is, however, a disparity with 
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conclusions made by Abdou and Pointon (2012) on the UK retailing industry, they 
concluded that the UK retailing firms follow the pecking order theory. UK is an 
advanced economy compared to the South African economy, and its net profit for the 
retailing sector might be very high, rendering it unnecessary to even consider the 
benefits of using debt. 
The results are also inconsistent with findings by Irk and Karaca (2015), whose study 
of the determinants of capital structure listed on Borsa Istanbul show results that 
support the pecking order theory.  
4.8 CONCLUSION 
This chapter examined the results and research findings of the study. Descriptive 
statistics were given and explained, followed by multicollinearity tests and then the 
panel regression analysis and results. The best model adopted for the study was the 
fixed effects model. Size, age, profitability, growth opportunities and tangibility were 
found to be significant determinants, while liquidity, was found to be insignificant. 
Size, age, profitability, tangibility and growth opportunities therefore play a significant 
role in the creation of shareholder wealth and the value of listed retailing firms on the 
JSE. The findings indicate support for both the trade-off theory and the pecking order 
theory, with more support shown for trade-off theory. Firm size, age, profitability and 
tangibility support the trade-off predictions, while growth opportunities support the 
pecking order theory. To conclude the chapter, a summary of the findings on the 
determinants of capital structure for listed retailing firms is given in Figure 4.1 below. 
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Figure 4.1: Summary of findings 
 
                              Source: Author creation from study findings 
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CHAPTER 5: RESEARCH CONCLUSION 
5.1 INTRODUCTION 
This chapter focuses on the conclusion of the study by first presenting a brief 
summary of the study, followed by the main findings. Limitations of the study are laid 
out, and recommendations for further study given. This is followed by concluding 
remarks for the study. 
5.2 SUMMARY OF THE STUDY 
Capital structure studies were triggered by Modigliani and Miller (1958), and have 
since become increasingly important in the field of finance. Capital structure 
decisions are said to have an impact on the value of the firm, directly impacting 
shareholders’ wealth (Yinusa et al, 2019). Studies that have been carried out focus 
mostly on developed countries, with little has done on African countries, and 
emerging economies in general. For the few studies done in South Africa, many 
have not been industry specific. The problem statement of this study is related to the 
determinants of capital structure for listed retailing firms on the JSE. The research 
question for the study is: What are the factors that influence the capital structure of 
listed retailing firms on the JSE? This study therefore filled in the gap by examining 
the determinants of capital structure for a specific industry, in an emerging economy, 
within the African context.  
The main purpose of the study is to examine the determinants of capital structure for 
listed retailing firms on the JSE. The objectives of the study were: 
 To examine the significant determinants of capital structure for retailing firms 
listed on the JSE. 
 To determine the relationship between the determinants and capital structure. 
 To establish support for pecking order theory and trade off theory for listed 
retailing firms on the JSE. 
 
In order to achieve the objectives of the study and answer the research question, 
data for 17 firms was collected from Inet BFA spanning over a ten year period from 
2009 to 2018. Quantitative research approach was used. Research data was 
analysed using the panel regression method, totalling the number of observations to 
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170. Descriptive statistics of the data set was given followed by multicollinearity tests 
and a full analysis of the panel regression. The fixed effects model was found to be 
the best model for the data set. 
5.3 MAIN FINDINGS 
The study examined previous literature in order to determine the possible 
determinants for the study. A review of the literature provided firm size, firm age, 
profitability, growth opportunities, liquidity, and tangibility as possible determinants of 
capital structure for listed retailing firms on the JSE (Moyo et al., 2013; Irk & Karaca, 
2015; Mouton & Smith; Thiele & Wendy, 2017; Rashid & Mehmood, 2017; Kieschic 
& Moussawi, 2018). Data was collected and analysed for these determinants. 
5.3.1 SIGNIFICANCE OF DETERMINANTS FOR RETAILING FIRMS LISTED ON 
THE JSE 
An analysis of the research data produced the following results on the significance of 
the determinants of capital structure on listed retailing firms on the JSE. 
Firm size - Firm size was found to be a significant determinant of capital structure for 
listed retailing firms on the JSE. Size, measured by the total sales that listed retailing 
firms generate, was found to have an impact on capital structure for listed retailing 
firms.  
Firm age - Firm age was found to be a significant determinant of capital structure for 
listed retailing firms on the JSE. The number of years since listing was found to have 
an impact on the capital structure for the listed retailing firms. The results support 
studies by Adair and Adaskou (2018) and Gwatidzo et al. (2016) but contradict study 
done in India by Handoo & Sharma (2014), who found age to be an insignificant 
determinant of capital structure. 
Profitability - Profitability as measured by ROE was found to be a significant 
determinant for listed retailing firms on the JSE at 99% confidence level. The results 
were found to be consistent with findings by Moyo et al. (2013).  
Growth opportunities - Growth opportunities were found to be a significant 
determinant of capital structure. When making capital structure decisions, listed 
retailing firms on the JSE were found to consider growth opportunities available to 
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them. The results were found to be consistent with findings by Acedo-Ramirez et al. 
(2017) and Chang et al. (2014) though they were inconsistent with studies by 
Gwatidzo et al. (2016) and Thippayana (2014). 
Liquidity - Liquidity was found to be an insignificant determinant of capital structure. 
For listed retailing firms on the JSE, how current assets can be used to meet short 
term obligations is not an important consideration when deciding on whether to use 
debt or equity to fund operations. The results were found to be consistent with 
findings by Mouton and Smith (2016), who also studied listed firms on the JSE. 
Tangibility -Tangibility as measured by fixed assets divided by total assets was found 
to be a significant determinant of capital structure. The capital structure of listed 
retailing firms on the JSE is influenced by the possession, or non-possession of fixed 
assets. This was found to support findings by M’ng et al. (2017) for studies carried 
out in Singapore and Malaysia. 
5.3.2 RELATIONSHIP BETWEEN DETERMINANTS AND CAPITAL STRUCTURE 
The determinants of capital structure used in the study were found to have different 
relationships with capital structure as measured by leverage. Growth opportunities 
were found to be positively related to leverage, additionally, firm size, age, 
profitability and tangibility were also found to be positively related to leverage. The 
relationship between leverage and liquidity was found to be insignificant. Different 
factors impact differently on the capital structure of listed retailing firms, hence 
finance managers ought to consider the uniqueness of the different factors when 
making capital structure decisions. Finance managers in the retailing industry ought 
to be aware of the relationships between capital structure and determinants when 
making decisions to maximise shareholder wealth. 
5.3.3 SUPPORT FOR PECKING ORDER AND TRADE-OFF THEORIES 
The study reveals that listed retailing firms on the JSE support both the trade-off 
theory and the pecking order theory though more support is shown for trade off 
theory. Results show that firm size, age, profitability and tangibility support the trade-
off theory. Support for the pecking order theory is evident through growth 
opportunities. Liquidity was found not to be an insignificant determinant of capital 
structure for listed firms on the JSE, hence its relationship with leverage is taken to 
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be insignificant. It can be concluded that for listed retailing firms on the JSE, 
evidence exists for support of both the trade-off theory and pecking order theory, and 
their capital structure cannot be explained only by one theory, but both. It can also 
be concluded that there is no one best theory that can fully explain the capital 
structure of listed retailing firms on the JSE. 
5.4 LIMITATIONS OF THE STUDY 
The study sample was limited to 17 listed firms because not all retailing firms are 
listed on the JSE. More robust results could be expected if a bigger sample is used, 
however, panel data analysis was used to address this limitation by increasing the 
observations to 170. Caution should be applied when the results are generalised 
across the wider retailing industry since only listed firms were included. In addition, 
size was found to be significant, which implies that smaller firms can have different 
results. 
These results are, however, important as they give an indication of the factors 
considered by listed retailing firms on the JSE, and can be generalised for listed 
retailing firms on the JSE. Only six firm specific determinants were used for the 
study. The determinants included are the most important determinants identified by 
literature. The results of this study were analysed using only the pecking order theory 
and the trade-off theory, and these two theories are however not the only capital 
structure theories. This study only focused on a specific time period, 2009 to 2018. 
Conclusions were therefore based only on the data for that period, ignoring any other 
important financial developments in the variables used that might have occurred 
before 2009 or after 2018. Only book-value debt equity ratio was used for the study, 
using market-value variable could improve results for the retailing industry. 
5.5 RECOMMENDATIONS FOR FUTURE STUDIES 
Future studies on capital structure can be carried out on private retailing firms in 
South Africa. This will allow for comparisons between the capital structure of listed 
firms and the capital structure of private retailing firms. Delisted retailing firms during 
the study period can be included together with the listed firms to provide a wider 
base and a bigger sample. Future studies can also be carried out on different sectors 
such as the manufacturing sector, and then compare results. Future studies can 
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explore country specific factors such as inflation and gross domestic product. 
Internal specific factors like working capital can also be considered in future studies. 
Since firm size was found to be a significant determinant of capital structure, further 
studies can be carried out on smaller firms in order to deepen the understanding of 
the impact of company determinants on capital structure. Further research can also 
be carried out on the retailing industry by considering market value based debt ratios 
other than the book value debt equity ratio. Being an industry specific study which 
currently lacks literature, there is more room for further research. 
5.6 CONCLUSION 
This study aimed to answer the research question as well as establish the research 
objectives given. Firm size, age, profitability, growth opportunities and tangibility 
were found to be the significant determinants of capital structure, while liquidity was 
found to be an insignificant determinant of capital structure for listed retailing firms. 
These results add value to the body of knowledge in the South African and African 
scope. The study contributes to literature by providing the relevant determinants of 
capital structure for listed retailing firms on the JSE.  
The results of this study are relevant to finance managers of listed retailing firms who 
can use them to maximise shareholder wealth by considering the significant factors.  
This is especially important for retailing firms, since capital structure impacts on the 
value of the firm, and hence the value of shares on the market. Finance managers 
for listed retailing firms can capitalise on the significant factors and maximise 
shareholder wealth and firm value. Capital structure decisions affect investment 
decisions that a firm makes, and hence affect firm growth, which is important for 
increasing firm value and shareholder wealth. Though capital structure is not the only 
factor that determines the success of a firm, a firm’s success is correlated with its 
capital structure. Listed retailing firms on the JSE can achieve this by focusing on 
firm size, age, profitability, growth opportunities and tangibility when making capital 
structure decisions. 
Evidence indicates support of both the trade-off theory and the pecking order theory 
though more support is shown for the trade-off theory. Hence it can be concluded 
that the capital structure of listed retailing firms cannot be successfully explained by 
only one theory. Furthermore, the significant factors to consider when making 
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financing decisions for listed retailing firms on the JSE are firm size, age, profitability, 
growth opportunities and tangibility. These inferences made from the study findings 
are credible, as appropriate actions can be taken based on the judgements. The 
results of this study can be used by future researchers of capital structure studies to 
compare findings. The findings for this study are also supported by previous 
literature. It can therefore be concluded that the study is valid, and complements 
previous capital structure studies. 
The study differentiates itself from other previous studies carried out by focusing only 
on the retailing industry as opposed to examining capital structure determinants for 
listed firms irrespective of industry. To the best of the researcher’s knowledge, this is 
the first study to be carried out on the retailing industry of South Africa. Whereas 
many capital structure studies were carried out in developing countries, this study 
was carried out in South Africa, an emerging African country. Future studies need to 
concentrate more on emerging economies, and much can still be done on the body 
of literature of the retailing industry of emerging economies as there are still many 
variables to explore. In sum, this study has its foundation on capital structure 
theories, compliments previous studies and provides room for future studies. 
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APPENDIX A 
 
My data sample: Period 2009-2018 
 
 
Name of firm Name of firm 
 
African & Overseas Enterprises Limited Rex True Form 
 
Cashbuild Shoprite 
 
Clicks The Foschini Group 
 
Combined Motor Holdings Spar 
 
Advtech  Truworths 
 
Italtile Woolworth Holding 
 
Lewis Pick n Pay 
 
Massmart Nictus 
 
 Mr Price 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
    84 
 
APPENDIX B 
LSDV for cross sections 
     
     Variable Coefficient Std. Error t-Statistic Prob.   
     
     ?SIZE 0.172181 0.098751 1.743592 0.0833 
?AGE 0.563249 0.278955 2.019136 0.0453 
?ROE 0.017307 0.004789 3.613567 0.0004 
?GRO 0.005669 0.002787 2.034294 0.0437 
?LIQ -0.049443 0.063299 -0.781112 0.4360 
?TAN 1.277306 0.782094 1.633187 0.1046 
AD_--C -4.503271 1.383959 -3.253904 0.0014 
AF_--C -4.424880 1.356729 -3.261433 0.0014 
CA_--C -4.489608 1.521653 -2.950480 0.0037 
CL_--C -3.156232 1.578220 -1.999868 0.0474 
CM_--C -2.221569 1.537733 -1.444703 0.1507 
IT_--C -5.406498 1.492124 -3.623357 0.0004 
LE_--C -3.594248 1.440689 -2.494811 0.0137 
MA_--C -1.455640 1.643739 -0.885567 0.3773 
MR_--C -5.425672 1.616278 -3.356894 0.0010 
NI_--C 0.935889 1.240586 0.754393 0.4518 
PI_--C -2.684446 1.710029 -1.569825 0.1186 
RE_--C -4.584151 1.358732 -3.373844 0.0009 
SH_--C -4.903166 1.722008 -2.847353 0.0050 
TF_--C -4.634088 1.569380 -2.952813 0.0037 
SP_--C -2.203968 1.638432 -1.345169 0.1806 
TR_--C -4.610892 1.563663 -2.948776 0.0037 
WO_--C -4.056573 1.602265 -2.531774 0.0124 
     
     R-squared 0.927926 Akaike info criterion 1.418707 
Adjusted R-squared 0.917139 Schwarz criterion 1.842962 
Prob(F-statistic) 0.000000 Hannan-Quinn 
criter. 
1.590865 
     
     
     
     
Source: E views estimation 
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APPENDIX C 
LSDV for time sections 
     
     Variable Coefficient Std. Error t-Statistic Prob.   
     
     ?SIZE -0.120058 0.060472 -1.985363 0.0489 
?AGE 0.051916 0.123137 0.421615 0.6739 
?ROE -0.006017 0.007712 -0.780156 0.4365 
?GRO -0.002558 0.006102 -0.419178 0.6757 
?LIQ -0.760332 0.056646 -13.42255 0.0000 
?TAN -4.337445 0.550072 -7.885236 0.0000 
C--2009 6.420146 1.104130 5.814666 0.0000 
C--2010 6.364472 1.116012 5.702869 0.0000 
C--2011 6.409039 1.113864 5.753880 0.0000 
C--2012 6.587660 1.134418 5.807083 0.0000 
C--2013 6.185648 1.146639 5.394592 0.0000 
C--2014 6.282429 1.136176 5.529451 0.0000 
C--2015 6.346496 1.148089 5.527878 0.0000 
C--2016 6.194316 1.151838 5.377769 0.0000 
C--2017 6.344182 1.175389 5.397515 0.0000 
C--2018 6.221934 1.183213 5.258505 0.0000 
     
     R-squared 0.586580 Akaike info criterion 3.083122 
Adjusted R-squared 0.546312 Schwarz criterion 3.378256 
Prob(F-statistic) 0.000000 
Hannan-Quinn 
criter. 
3.202884 
     
     
      
Source: Eviews estimation 
 
 
 
 
