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CHAPTER 1
The Rationale of the Analysis 
of Economic Time Series
2.
1.1 The purposes of time series analysis.
When economic data are obtained in the form of 
time series it is very often required to adjust them for 
seasonal variation. Before discussing ways of carrying 
out the adjustment it will be helpful to list some of the 
reasons why this may be required.
Sometimes one is dealing with only a single 
series, quite apart from its possible relationships with 
other series. It may then be required to use, or to 
publish, a deseasonalized series; this could assist in 
interpreting past observations, or in adjusting and 
interpreting new values as they come to hand, or in 
predicting future values. For example the Commonwealth 
Bureau of Census and Statistics and the Reserve Bank of 
Australia are currently considering the publication of 
many deseasonalized series.
The problem of seasonal adjustment also arises 
in studies linking two or more series, that is, in 
econometric models. For instance, yearly series may be 
too short to estimate the required parameters satis­
factorily; quarterly or monthly data are then used but 
seasonal patterns will reduce the number of effective 
degrees of freedom, and must be taken into account. Again, 
it may be desired to allow for seasonal variation as one 
factor explaining the decisions of businessmen and other
3 .
economic agents; but quite often the agents 
concerned do not allow for seasonal variation in 
making their decisions, and if this is so seasonal 
variation should of course not be used as an 
explaining factor.
Two interesting examples of the application 
of seasonal analysis may be quoted. In a study of eggs, 
cheese and milk Brennan (1959) found that the demand at 
the Chicago market displayed little seasonality whereas 
production was adequately represented by a linear trend 
with an additive seasonal component in the form of a 
simple sine curve with a period of twelve months; he 
then discussed the appropriate inventory plan. De 
Leeuw (1962) analysed the quarterly demand for capital 
goods by manufacturers and the effective removal of 
seasonal variation was vital to his conclusions.
It is clear that seasonal adjustment is a 
problem of considerable importance and that it will be 
worthwhile to develop the most effective possible means
for carrying it out.
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1.2 The object of this thesis.
The object of this thesis is to present a 
formal theory for the seasonal adjustment of a single 
series in terms of spectral analysis, that is, the 
analysis of frequency components, together with a practical 
illustration. Instead of describing the well-known 
classical procedures we refer the reader to two quite 
sophisticated examples, the work of the Bank Deutscher 
Lander (1957) and Shiskin and Eisenpress (1957)■ It will 
appear that the spectral method is more powerful for 
description and analysis than are the classical methods, 
since it decomposes variables into their fundamental 
component parts; the estimation of variances and tests 
of significance are thus greatly facilitated.
During the last fifteen years the mathematical 
and statistical developments in time series analysis have 
been considerable but insufficient attention has been 
given to economic applications. The three main 
characteristics which distinguish economic time series 
from those arising in the physical sciences are the 
limited knowledge of causal relationships, the uncon­
trollability of most of the factors generating the series 
and the relative shortness of series of observations which 
may reasonably be said to be obtained under uniform 
conditions. The effects of these characteristics will
become apparent in what follows.
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The application of the methods to he presented 
in econometric models may he made straightforwardly to 
each series. It may alternatively he desirable to 
construct a multivariate model for seasonal variation in 
which the seasonal patterns in several series are 
explained in terms of a few basic seasonal patterns, 
which may or may not he identifiable as known causal 
factors. However, it is doubtful whether such a degree 
of sophistication would often he warranted and the present 
work will he restricted to univariate series.
The work is presented largely from first 
principles for two main reasons. Firstly, it may then he 
read both by economists having little statistics (in 
particular, spectral theory) and by statisticians having 
little economics. Secondly, the first principles them­
selves are always worth careful attention, though most 
writers on economic time series have passed them by.
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1.3 The structural versus the numerical approach-
There are two approaches to the problem of 
adjusting an economic time series for seasonal variation.
The first approach is to seek the structure of 
the observed series in terms of the real-world factors 
which generate it. Usually the ultimate factors are the 
growth of population and technology, the movement of the 
earth around the sun and small chance causes. These 
basic factors enter into each economic variable in a 
different and changing way, and the economic variables 
themselves are inter-related in a complicated and changing 
manner of which we have quite incomplete knowledge.
In the physical sciences the causal mechanism 
of variables is often known. In economics, econometric 
models have explained with varied success the causal 
structure of some series, either singly or in systems of 
relations. However, structural models in economics 
usually refer to annual series for, except in relatively 
simple cases such as the production of some agricultural 
products, we have to admit that an entirely structural 
model for quarterly or monthly series would be far too 
complicated to formulate, let alone estimate.
We therefore take the second approach which 
is to attempt to explain the observed series in numerical
7 .
terms; that is, the components are series of numbers 
which usually have no direct identification with any 
real variables, though they reflect the inter-actions 
of all of these.
Knowledge of economic factors affecting the 
series will still be relevant and a serious analysis 
could not be carried out entirely mechanically. Thus 
Brittain (1959) suggested that instead of estimating the 
seasonal variation in unemployment figures, which may be 
nearly zero over some periods, it might be more 
appropriate to estimate the pattern in employment and 
subtract this from the estimated work force; Nerlove 
(1962) has however found that the evidence in the United 
States shows no significant difference between the two 
methods. Again, Stevens (1963) has suggested that the 
rate of absorption of school leavers could be estimated 
independently, thus accounting for one known factor. 
Similarly any opportunity for disaggregating a given 
series should be taken if the sub-series (say for each 
state of Australia) are expected to have different 
seasonal patterns. If it is found that each sub-series 
has its own fairly constant seasonal pattern while the 
proportion which each one bears to the total series is 
changing, then the problem of a changing seasonal 
pattern will have been solved in a very satisfactory way.
8.
Nevertheless if many series are to he adjusted 
and a publication deadline is to be met, a largely 
mechanical method may be desirable. The thorough 
analysis given in Chapter 5 is not recommended in all 
cases but is rather an attempt to gain some insight into 
the problems.
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1.4 The trend, seasonal and residual components.
There are obviously infinitely many ways of 
representing a given time series in terms of component 
parts and we can only seek those representations which 
seem most reasonable. Experience of previous economic 
series suggests that three factors can be isolated: the
trend, seasonal and residual components. We now consider 
the real meaning of these terms.
The trend, which is here taken to include the 
business cycle, reflects broad movements in the economy 
and in particular the gradual increase of population and 
productivity. It is sometimes thought that the trend 
is a ’simple’ function of time, that is, either 
expressible by a standard mathematical function or else 
capable of being graphed with a few sweeps of the hand, 
together with some type of random disturbance. However 
since all economic series interact there is no reason 
to suppose that the trend of any given series should be 
representable in such a simple manner.
As an example the trend in the number of 
vacancies registered with the Commonwealth Employment 
Service in Australia is determined partly by the general 
movement of the economy and growth of population but 
also by the trend towards automation, the trend in 
overseas investment of various types in Australia, the
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extent to which the pattern of demand is changing, and 
so on; all these factors themselves depend on many other 
things.
An observed series may by chance happen to 
follow closely a simple trend such as a polynomial of low 
degree, but this will very often be unsatisfactory, 
particularly for prediction. Simple trends may be 
relevant in studies in mathematical economics and 
occasionally in particular cases such as the logistic 
curve for sales of a new commodity but usually when the 
object is to find the way in which the observations were 
generated statistically we must logically allow the trend 
as nearly complete freedom of movement as is possible.
The seasonal component reflects the movement 
of the earth around the sun and occasionally of the moon 
around the earth. Each economic series has a component 
due directly to this influence but also contains a 
component due to its interaction with other variables 
which also have a seasonal pattern.
For example the series giving the monthly 
vacancies registered has a seasonal pattern which partly 
reflects the seasons directly as they affect agricultural 
and pastoral activity but which also reflects the seasonal 
nature of production in industries less directly related
to the climate due for instance to a seasonal demand for
11.
the product or supply of raw materials. Another factor 
would be the number of persons leaving school in the 
different months.
It is clear that the seasonal effect will never 
be precisely the same from year to year. One of the most 
important decisions to be made in any particular case is 
whether the deviations from a precisely repeating seasonal 
pattern should be considered to be small and unsystematic, or 
moderately large and systematic.
In the former case we build a model containing 
a seasonal factor which is stable from year to year 
whereas in the latter case it may be worthwhile allowing 
for a seasonal factor which changes slowly over time.
Large unsystematic deviations from a stable seasonal 
pattern, except those assignable to a known cause such as 
an industrial strike, mean that the model is invalid and 
should be abandoned, while unsystematic but small 
deviations would be too difficult to estimate even if it 
were worthwhile, so they should be included in the residual 
component.
The residual component is due to a large number 
of accidental features of the economy, generally though 
not always small. Since these features will sometimes 
operate over several successive observations the residual
12.
component is likely to be autocorrelated. Errors of 
observation are also included in this component since 
they need be treated separately only when the observations 
are used to estimate a structural economic model whereas 
here we are concerned to analyse only the values actually 
observed.
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1.3 The choice of a functional form.
So far we have assumed very little. The 
representation we have reached may he stated 
symbolically as
yt = f(pt, st, xt), t = 1,2,...,n (1.5.1)
where y^ is the observed univariate series, t is the 
number of the quarter or month or other unit of time 
and y^ is stated to depend by an unknown function f on 
the trend p^, the seasonal s^_ which may be stable or
frochanging from year^ and the random term x^ _.
The next step is to prescribe a suitable function 
f . In most economic series f may be assumed to be 
approximately multiplicative in its three arguments since 
large and small values of the trend are likely to be 
accompanied by respectively large and small values of the 
seasonal and random terms. The function can hardly be 
expected to be jjrecisely multiplicative however, so that 
if f is the assumed functional form then the residual 
component x^ must now absorb the error series
A
et = yt - f(pt' st' xt^‘ (1.5*2)
The only other function likely to be 
suitable is the additive function and in fact this is 
the only one which leads to convenient methods of
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estimation; it can be reached by taking logarithms 
in the multiplicative model. We therefore always use 
the additive model
yt = pt + st + xt (1-5-3)
whether in the original values or in their logarithms.
The flexibility of the additive and multiplicative 
functions could be judged by constructing series 
generated by different functions of the three components, 
but there is unlikely to be any rational basis for 
choosing such other functions.
If logarithms are used there will be certain 
effects on the final estimates when antilogarithms are 
taken. For example the equation
8(estimate of log z) = log z (1.5.4)
is in general consistent with the inequality
C(antilog of estimate of log z) f z (l.5*5)
where 6 means expectation and z is any parameter. It 
would be possible to discuss the effect of the trans­
formation on the distribution of the estimates of the 
original parameters, given the distribution of the 
residuals, but this is not likely to be necessary since 
all tests of significance remain valid when carried out
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after taking logarithms; that is, if the estimate of the 
logarithm of a parameter is significant, then so is the 
corresponding estimate of the original parameter. If 
some transformation other than the logarithmic one can he 
found to give an additive seasonal component it could of 
course he used; this may be suggested by plotting an 
initial estimate of the seasonal component against trend.
We can now attempt to analyse a given economic 
series not as a series of mere numbers but with the 
following ideas which we regard as reasonable:
(i) a trend component may be present
(ii) a seasonal component may be present
(iii) the seasonal component may be changing
(iv) a more or less random disturbance is present
(v) the model is approximately either additive 
or multiplicative in its components. In the following 
chapters the statistical consequences of these features
will be developed.
CHAPTER 2
An Outline of Statistical
Spectral Theory
2.1 Introduction.
The classical method of time series analysis 
proceeds in terms of the correlogram, that is, the set 
of lag correlations. This leads to considerable 
difficulties of interpretation, however. The modern 
approach involves the Fourier transform of the serial co- 
variances, called the spectral density function. Although 
there are purposes for which this is not particularly 
convenient, it will be seen for present purposes to be very 
convenient mathematically as well as from the point of 
view of interpretation.
In this chapter an outline of spectral theory 
and estimation is given, ignoring the many important 
questions of pure mathematics which arise as these are 
well covered by Hannan (l960a) and others. This outline 
is given because the technique is not yet widely known 
among economic statisticians.
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2.2 Formal details of the spectral theory.
Let u^, t = 1,2,... be any univariate series 
of real variables. The argument t may in general refer 
to some spacial or other co-ordinate but here we consider 
it to be time. Although continuous records are sometimes 
available in the physical sciences, we here consider 
observations taken only at discrete and equidistant points 
of time. The unit of time may be a quarter, month, and 
so on.
The covariance properties of the series u^ are 
expressed by the serial covariances £(unun (J.), where we 
have for the moment assumed that
e(ut) =0, t = 1,2,... (2.2.1)
A series is called * covariance stationary' if the serial 
covariances are independent of time, in which case we write
7.*. ~ S(UgUg^), t = . . ., -1,0,1, ... j s = 1,2,...
(2.2.2)
At the same time we make the very reasonable assumption of 
a finite variance:
0 < 7 < OD (2.2.3)
For some purposes more strict conditions may be 
imposed; for instance a series is called 'strictly
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stationary' if the distribution of any subset of the 
variables is completely unaffected by any translation 
through time. Since we do not deal here with moments 
of higher order than two we need not assume strict 
stationarity but will assume covariance stationarity, 
usually omitting the word 'covariance'.
The assumption of stationarity can hardly be 
precisely valid but it usually seems to be a good 
approximation for such series as are met in economic 
statistics and particularly for the series of residuals 
x^. It may be necessary to make a prior adjustment for 
known significant departures from stationarity, for instance 
as the result of an industrial strike. Spectral methods 
appear from empirical studies to be quite robust against 
departures from stationarity although there is a lack of 
systematic evidence to support this statement. In any 
case, the stationary model suffices to describe any given 
finite series, non-stationarity affecting only problems 
of analysis for prediction of the residual.
Instead of working with the 7  ^directly we now
take their Fourier cosine transform:
~ . n-1
27Tf(A) -- ' im Z 7+ cos Atrr*oo t-n+1
(2.2.4)
n-1
(7 + 2  Z 7, cos At), -7T £ A = 7T. (2.2.5)
0 1
lim
n*co
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This is called the spectral density function of the 
process u^; it is clearly an even function of frequency.
The inverse relation is
TT
y, = I f(A) cos At dA , t = ...,-1,0,1,... (2.2.6)
“TT 
7T
= 2/ f(A) cos At dA , t = 0,1,... (2.2.7)
° o
It is sometimes convenient in (2.2.4) and (2.4.6) to 
replace cos At hy the complex harmonics e^"*7' and e  ^  ^
respectively. We can also generalize by replacing 
f(A)dA in (2.2.6) and (2.2.7) "by dF(A), giving a Riemann- 
Stieltjes integral. We call F(A) the spectral distribution
function; instead of calling f(A) the spectral density 
we will sometimes call it the spectrum, as is commonly 
done, although this term properly refers to the set of 
values over which F(A) is increasing.
To make the significance of these concepts 
clearer we finally note that (2.2.6) implies (see Hannan
(l960a) p. 9) the representation
TT 7r
/ cos At dv(A) + / sin At dw(A), t = 1,2,... (2.2.8)
6 0  'J rs
where ejdv(A.) dw(Ak)|=  0, 
e jav(A..)av(Ak )[- = e j a w p ^ d w p p j  = 2 ^
for 0 < A . < TT, 
j ; 0 < \  <7r, andk 7
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G I dv(o)2j- = dF(0), e | dv(Tr)2| = dF(ir).
Here o-. is the Kronecker delta.
Again this may he written in the form
7r
u, = / e 
°-7T
itA dz(A), t = 1,2,...
where dz(A) = ■§• -jdv(A) - idw(A) |- 
and 8 ^|dz(A)|2j^  = dF(A),
6 |(dz(A^) - dz(Ak))(dz(A^) - dz(Am)) \ = °
for A . § A, > Aj> ^ A , j k nr
(2.2.9)
in which the bars denote complex conjugation.
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2.3 Interpreting the spectrum.
Either of the representations (2.2.8), (2.2.9) 
is called the spectral representation of the process u^.
In words, F(A) reflects the cumulated expected value of 
the squared amplitude of the fundamental sine and cosine 
waves of a.11 frequencies A into which u^ is decomposed. 
Since the variance, y , is equal to / dF(A) we may also
o_7T
say that F(A) reflects the contribution to variance at all 
frequencies not greater than ~K and thus provides in a 
sense an analysis of variance.
The range of frequencies, that is, oscillations 
per fixed time unit, at which the spectrum is defined 
is limited by the interval between successive observations, 
whereas if a continuous record were available there would 
be no bound on the frequencies of the spectrum. The 
discrete observations in economic series lead to the 
problem known as aliasing, for frequencies greater than 7r 
will be reflected at certain positions in the interval 
[ -7r 7r] ; this can be seen from a diagram showing sine 
curves with periods of say two and one time units. This 
would present a misleading picture if the spectral density 
were at all great at frequencies exceeding 7T. Hence in 
interpreting the spectrum it is always necessary to 
consider whether aliasing is likely to be significant.
It is probably not significant in monthly economic series,
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though it may -well he in quarterly series. Hence in 
quarterly series it will he important to have some prior 
knowledge of the nature of the seasonal pattern being 
estimated if it is desired to discuss effects in finer 
detail, such as the precise location of a seasonal peak, 
supposing that monthly data are not available.
For all practical purposes F(A) may he regarded 
as the sum of a continuous part and a set of discrete 
jumps. A spectrum consisting only of jumps at certain 
frequencies corresponds, in view of the spectral represen­
tation (2.2.8), to a process u^ generated as the sum of 
finite oscillations at those frequencies, whereas a 
continuous spectrum reflects the integral of an infinite 
number of oscillations, each of infinitesimal amplitude.
In most economic series a large part of the total 
’spectral mass’ or ’power’ (terms taken from physical 
science and referring to the spectral density) is concen­
trated at low frequencies, which correspond to smooth, 
long-period oscillations in the series, that is, the trend. 
In particular a non-zero mean is a component at zero 
frequency. If there were a fixed and precisely repeating 
seasonal pattern, say monthly, then the spectrum would, as 
will he seen in more detail later, contain jumps at 
frequencies TTj/6 for j = 1,...,6, that is, at periods
24.
12,6,4,3;2.4,2 months. In reality since the seasonal 
pattern never repeats precisely every year these jumps 
will become peaks of greater or smaller intensity at or 
near the relevant frequencies. The high frequencies 
of the spectrum correspond to rapid oscillations and a 
series of very irregular appearance; the contribution 
here will usually be quite small in economic series.
25.
2.4 Estimating the spectrum.
A great deal has been written on estimating 
the spectrum and for further details the reader is referred 
to Hannan (1960a)., Parzen (l95T)> Blackman and Tukey (195$) 
and others. It might be thought that if a large body of 
literature is needed to cover the difficulties of spectral 
estimation then these difficulties will outweigh the 
theoretical advantages of the spectral approach; the short 
length of most economic series is an aggravating factor.
Although the outcome depends on the purpose of the analysis 
and although it is as yet too early to be sure, the balance 
may well be in favour of spectral methods of seasonal adjustment, 
for they not only give a neater expression of old ideas but 
also allow some ideas to be expressed which otherwise could 
hardly have been thought of.
Suppose we are given a sample u^, t = 1,...,n 
from the infinite series described in section 2.2. We begin 
the search for a desirable estimate of f (A) by defining the 
sample periodogram
n n
I (A) = (l/27Tn) E Z u u cos(s-t)A. -7T ^ A ^ 7T, n n s us=lt=l
which can be written
n-1
Ir(A) = (l/27r)(cQ + 2 E c cos At),
t=l
-TT = A = 7T, (2.4.1)
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whore
n-t
c, = (l/n) 2
S“1
u u , , t s s+t' 0,1, . ..,n-1, (2.4.2)
It would be more natural to use a divisor (n - t) for c^ as an 
estimate of 7^, but the divisor n generally reduces the 
variance of the final estimates at the cost of a small bias 
(see Tukey (1961) p.21l). It is straightforward to show from 
(2.2.5) that the periodogram is an asymptotically unbiased 
estimate of the spectrum, that is, -jl^(A)j- = f (A).
However, the variance of the periodogram does 
not approach zero, so that it is not a consistent estimate; it 
is this fact which has resulted in all the literature mentioned 
above. The spectrum cannot be estimated consistently at a 
single point. This result is intuitively reasonable because 
the spectrum at a single point is only one of infinitely many 
’parameters’ .
A consistent estimate can be defined for the 
average value of the spectrum over a range, or band, of 
frequencies about A, provided that the spectrum there is 
sufficiently smooth. This estimate is a weighted average of 
the periodogram values at several frequencies, the weights 
being concentrated towards the point A. Very lengthy 
computations would be required to obtain all the c^ for 
t = 1,...,n. Since the later covariances are relatively 
unimportant we are in practice prepared to introduce a small
2 7 .
bias by using only the first covariances. For convenience 
we drop the subscript n and discuss the choice of m later.
We therefore define
I,;1 „(A) = (l/ar)(co + 2 Z e+ cos At), -IT s A v. (2.4.3)
t=l
Various weights have been suggested but we do 
not give here the usual comparison of their merits and demerits; 
we merely present the method known as ’banning’, a commonly 
used method and the one which will be used in Chapter 5« The 
estimates are computed at points TTj/m for j - 0,1,...,m; they are
? „(TTj/m) = i  I (ir(j-l)/n) + i I „(TTj/m)m, n
f (0)m,n
m, n m, n
+ i  I (f(j+l)/m), j = 1, ...,m-lm, n
i I (o) + 2 I Or/m)in, n m.n
4, n(7r) = i  ^ jTT(m-l)/m) + §■m, n m, n
>  (2.4.4)
Alternative expressions for the estimates are
^ r m 'l
f (A) = (l/2rr)  ^c + 2  L c, b(t/m) cos At - (2.4.5)
m,n' L o +=1 t Jt=l
where the ’lag window’ is
ki(t/m) = -gr(l + cos(TTt/m)), t = 1, ...,m
and by convolution7r
(2.4.6)
f (A)m, n' ATT w (©-A) i (e) de m' ' m,n' ' (2.4.7)
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where the 1 spectral window1 is
(A) = (l/2ir) 41 + 2 E k(t/m) cos At
t=l } (2.4.8)
:((2m+l)/2ir) ^ S 2m+1(X) + ij S 2 m + 1 ^ +  sa ^ +  S 2 m + 1 ^ '  m  ^ j }
(2.4.9)
where we introduce the useful notation
S^(A) = sin in^/Gin A / 0; 2krr
otherwise
(2.4.10)
The various alternative weight functions k(t/m) or w^(A) to he 
found in the literature can readily he inserted in formulae
(2.4.5) and (2.4.7).
If this smoothed periodogram is to produce 
good estimates of the average spectral density in each hand, 
the true function f(A) must not vary too much within each hand; 
or if it does vary it should vary about the centre of the band 
in such a way that the biases on either side cancel out. This 
is the most vital consideration in the estimation of spectra. 
The whole problem of seasonal adjustment can he viewed as one 
of spectral estimation and the smoothness requirement is the 
reason why we firstly remove the trend and seasonal components 
since we have prior knowledge of the location of these spectral 
peaks. We will then estimate the spectrum of the residuals, 
which we expect to he relatively smooth and which, as we 
shall see, gives the variances of the seasonal estimates.
29 .
Nevertheless, since the seasonal pattern is 
not precisely located at the points TTj/6, j = 1,. ..,6, hut 
is spread around them to some extent, the removal hy regression 
of the components at those frequencies may still leave consider­
able peaks near those frequencies. When the smoothing process 
is applied for estimation this effect may carry over into the 
adjacent hands. All this will he relevant in the practical 
applications in Chapter 5*
The variances of the hanning estimates can he 
shown to be asymptotically
Var { = i (m/n) f2^
which will he estimated hy
est var (2.4.11)
The correlation between adjacent estimates is asymptotically 
2/3 and between estimates at points two apart is l/6; other 
correlations approach zero.
Evidently the variance can he reduced hy reducing 
the ratio m/n and by changing the weights (2.4.6) or (2.4.9); 
however the reduction will eventually he accompanied hy an 
increase in the bias and a loss of 'resolution’, that is, the 
spectrum will he estimated at fewer points and will therefore 
show less detail. The theory of spectral estimation studies
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ways in which the best compromise can be reached according 
to various criteria but we do not discuss this further here 
except to remark that the variance at any one point of the 
spectrum is not likely to be a very relevant quantity and the 
theory deals with functions of the mean square error, such as 
its integral over the whole spectrum. A suitable ratio m/n for 
economic series is likely to be between 1/5 and l/lO. In a 
general theory m. and n would both tend to infinity and their 
ratio to zero; they are of course fixed numbers on any one 
occasion. The fact that n is small in most economic series 
means that the estimates cannot usually be very precise (see 
Hannan (1960b) pp.12,13).
Confidence intervals for the estimates can be 
obtained on the assumption that the error of the estimate is due 
mainly to its variance rather than its bias. We also assume
normality of log -|f^  (A) , which will be reasonable if n/m is
sufficiently large. Stronger statements can be made but these 
will not be discussed here. The logarithmic transformation is 
made because it stabilizes the variance and this is why spectra 
are often plotted on semi-logarithmic paper. The 95cb confidence
limits for log ^  ^(A)f when the banning weights are used are
approximately
106 {fm , n ^ }  " 1,96 N'f m/n) (2.4.12)
so that the 95r> confidence limits for f (A) are the anti-m,nx '
logarithms of the expressions (2.4.12).
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CHAPTER 3
The Analysis of a Stable
Seasonal Pattern
32.
3.1 Methods of trend removal.
We now consider adjusting a given series y^ for 
seasonal variation using the model (1 .5.3) "which we repeat here:
yt = Pt + st + xt , t = 1,...,n, (3.1*1)
where the units are either the original ones or their logarithms.
In order to adjust the series for either a constant or 
an evolving seasonal component it is a natural first step to 
attempt to remove any trend which may be present. It will later 
be shown (see section 3*5) and it has already been suggested in 
section 2.4 that trend removal will in fact usually reduce the 
variance of the estimates of the seasonal parameters. However, 
the estimation of a stable seasonal component is not greatly 
affected by a small amount of trend which may not have been 
removed, so that very powerful methods of trend removal are not 
needed in this case.
It should be noted that we wish merely to remove most 
of the trend, not to estimate it. Sometimes we may also wish 
to estimate the trend in its own right; then an adjustment 
will have to be made for the effects of the seasonal pattern. 
Thus if T is any operator of the type which estimates trend, 
we have
Tyt = Tpt + Ts^ + Txt . (3.1.2)
We may in general assume that Tp^ 1 p^, so that after
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estimating the seasonal component by s^ we can obtain an 
estimate of the trend of the form
Pt = Tyt - Tst . (3-1.3)
There may also be a contribution from the term Tx^, called the 
Slutsky-Yule effect; this matter will not be discussed further 
here, however, as it is not part of the present purpose.
Three approaches are commonly taken to the problem 
of trend removal. The first is the drawing of a freehand 
curve and if the trend is all that is of interest there may well 
be cases when this is the most sensible thing to do. Many 
procedures for seasonal adjustment use iterated estimates of 
trend and seasonal components; if the iteration is continued 
until the resulting trend estimate "looks like the true trend", 
then it seems that a freehand trend curve might just as well 
have been drawn in the first place. However, we will need to 
know the effect of the attempted trend removal on the seasonal 
and residual components,; since this can be known only if a 
definite rule is followed in removing the trend we will not 
consider freehand curves further; it should be noted that this 
is the only good reason why a freehand trend line is not to be 
recommended.
A second method is the fitting of a mathematical 
function by least squares, commonly a polynomial or in 
particular a set of orthogonal polynomials. However, it may
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be difficult to judge the degree of the polynomial, and in 
any case most trends in economic series would require a 
polynomial of a degree higher than is computationally practic­
able; even if a fairly low degree polynomial is satisfactory 
for the given series it may well be useless when a few more 
years' data become available. Some reference is made to 
polynomial trends in Hannan (1960b) but they will not be 
further mentioned here. It would be possible to represent the 
trend by low frequency Fourier terms but these are very diffi­
cult to estimate (see section 2.4) and it would be hard to know 
which frequencies to select. Finally, some special mathematical 
functions such as the logistic curve may occasionally be relevant 
in theory but are unlikely to be suited to the present practical 
purpose.
We therefore assume that the third method, a moving 
average, will be applied; this is a simple and usually 
effective means of trend elimination. The span and the relative 
weights should be chosen suitably; the most common ones are the 
simple moving average, Spencer’s 15 point or 21 point formula, 
and first or second differences. These will be discussed in 
detail in the next section. The rationale of the moving 
average method is that it is the result of fitting 
approximating polynomials of low degree to successive short
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sequences of observations. However, the effect of applying 
a moving average is best expressed in terms of its frequency 
response function as is done in the next section.
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3 .2  The f req u en cy  response  fu n c t io n  o f  a 
moving a v e r a g e .
The a p p l i c a t i o n  o f  a moving average  t o  a  s e r i e s  
a f f e c t s  th e  components w ith  d i f f e r e n t  f r e q u e n c ie s  d i f f e r e n t l y ;  
i t  le a v e s  c e r t a i n  p r o p o r t io n s  o f  each  component in  th e  r e s u l t i n g  
s e r i e s  w h ile  i t  removes th e  r e s t .  Hence i t  i s  c a l l e d  a  f i l t e r ,  
by ana logy  w ith  some p h y s ic a l  s i t u a t i o n s .  A moving av e ra g e  i s  
in  f a c t  a l i n e a r  f i l t e r ;  th e  g e n e ra l  form ula f o r  th e  t ra n s fo rm e d  
v a lu e s  y£ i s
yt  = Z  b s  yt+ s  , 1 = n ~ ^ -  ( 3 - 2 .1 )
- P
The e f f e c t  o f  a l i n e a r  f i l t e r  on th e  s p e c t r a l  d e n s i t y  
o f  a s e r i e s  can be d e r iv e d  a s  f o l l o w s . The new co v a r ia n c e  
fu n c t io n  w i l l  be
7 t  “ ° j  y s+j ^ y s+t+k }
Z Z 6 . 5 ,  7 ., ,j  k t+ k - j
z z e . 5 ,  
J k
e i ( t + k - j ) A  ^
' -IT
/ e ltA  I Z 5 . e 
4 r  J J
i jA  j 2 dF (A ).
By comparison w ith  th e  e x p o n e n t ia l  form o f  ( 2 .2 .6 )  i t  i s  seen 
t h a t  th e  s p e c t r a l  d e n s i t y  has  been m u l t i p l i e d  by a f a c t o r
h(A)
1
E
j = “P V
i jA  I 2I , -7T ^ A = 7T, (5 - 2 .2 )
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called the power transfer function, or squared gain,, of the filter 
(3*2.1). The factor
h(A) = 2 5  eljA (3.2.3)
j=-p d
is called the frequency response function., or filter factor; it 
is in general complex-valued but it is real if the weights 5^ are 
symmetrical when we have
P
h(A) = 5  + 2 Z 0. cos Aj (3.2.4)
0 j=iJ
The formulae for the moving average operators mentioned 
in the previous section are given in Table 1 and their frequency 
response functions in Table 2. In each case the filter is one 
which removes, rather than estimates, the trend. The notation
1 - tfor a simple moving average of k terms is r{ kj and in other cases 
the weights are shown in square brackets. The notation S^(A) was 
introduced in (2.4.10). No values have been assigned for the first 
p and last q points of time. If the observed series is fairly 
long there will be little harm in simply omitting these end 
values; if the series is short, however, the least evil may be 
to assign the end values by eye or by using some arbitrary rule.
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Table 1. Moving Average Formulae.
Filter
First differences 
Second differences 
Centred 12 term 
Spencer’s 15 point 
Spencer’s 21 point
Formula
[ “1,2, -1]
k [z} [12!
[l] - 320 [4 2 [51 t-5'3A5,-3]
[1.1 - tftt [5J2 [7 [-1,0,1,2,1,0,-1
Table 2. 
Filter
First differences 
Second differences 
Centred 12 tern
Spencer’s 15 point
Spencer's 21 point
Frequency Response Functions.
hQO
1 - cos A - i sin A 
4 sin^ \ A
1 ” If S2^
1 - — 5^ - S^(A)Sr (A) {4 + 6 cos A - 6 cos 2A} 
1 - S^(A)S„(A) {2 + 2 cos A - 2 cos 5A}
The values of some frequency response functions are 
given in Table 3« The frequency response function of several 
linear filters applied successively is obviously the product of 
the separate frequency response functions, and that for the 
difference of two filters is the difference of the
functions.
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Table 3- Values of Frequency Response Functions.
Frequency Centred 12 Second Spencer’s
TTj/24 term moving differences 1 5 point
j= average formula
0 0 .0 0 0 0 .0 0 0 0 .0 0 0
1 0 . 1 0 1 0.017 0 . 0 0 1
2 0.367 0 . 0 6 8 0 . 0 1 6
3 0.704 0 . 1 5 2 0.073
4 1 .0 0 0 0 . 2 6 8 0.191
5 1.174 0.413 0.369
6 1 . 2 0 1 O . 5 6 8 0.575
7 1.119 0 . 7 8 2 0.767
8 1 .0 0 0 1 .0 0 0 0 . 9 0 6
9 0.912 1.235 O . 9 8 1
1 0 0 . 8 9 1 1.482 1.005
11 0.933 1.739 1.003
1 2 1 .0 0 0 2 . 0 0 0 1 .0 0 0
13 1 . 0 5 2 2.c 6i i.oo4
14 1.064 2 . 5 1 8 1 . 0 1 2
15 1.039 2.765 1 . 0 1 6
l6 1 .0 0 0 3 . 0 0 0 1 . 0 1 2
17 0.971 3 . 2 1 8 1.005
l8 0.965 3.414 1 .0 0 0
19 0 . 9 8 0 3.587 1 .0 0 0
2 0 1 .0 0 0 3.732 1.003
2 1 1 . 0 1 2 3.848 1.005
2 2 1 . 0 1 1 3.932 1.004
23 1.004 3.983 1 . 0 0 2
24 1 .0 0 0 4.000 1 .0 0 0
Some power transfer functions are shown in Figure
The power transfer function 2for first differences is 4 sin
while for the other filters it is simply the square of the
corresponding frequency response function. The graphs in Figure 
1 show the extent to which each filter removes trend (the low- 
frequency components) and its effect at the other frequencies.
The neat expression of the effects of a moving average is an
w.
F ig u r e  1 P o w e r T rq o s 'T e r  F u n c t io n s
C No1e Scöles)
F IR S T  DIFFERENCES
SECOND DIFFERENCES
12 TERM MOVING AVERAGE
SPENCER'S i s  POINT Fo r m u l a
SPENCER'S 21 POINT FORMULA
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advantage of the spectral approach.
The first difference operator is not very effective 
in removing trend and, being asymmetrical, complicates later 
calculations slightly. On the other hand Spencer's 21 point 
formula is more effective at very low frequencies than is usually 
required and loses ten values at each end of the series. The 
centred 12 term moving average is appropriate for a monthly 
series, as is a k-term moving average for a series observed k 
times per year. Second differences and Spencer's 15 point 
formula are likely to be suitable for most economic series. It 
may be noted that successive differencing is appropriate if the 
series fits a model in which the observations are generated as 
successive sums of a stationary random variable.
Since, as will be seen in the next section, the points 
are known where a stable seasonal pattern causes jumps in the 
spectrum, the frequency response function also shows the precise 
'filter effect' on a stable seasonal pattern. If the function 
happens to be unity at all the jump points, as it does for .a 12 
term moving average and a monthly pattern, then the operator does 
not affect the seasonal pattern at all; but this is not the general 
case. Often in practice the filter effects have been removed to 
some extent by iterative procedures such as those of Shiskin and 
Eisenpress (1957); it is now clear (see Hannan (l960b)) that
iteration is unnecessary.
Various tests are available to determine whether the
trend has been eliminated. However, the author does not 
believe these are ever useful in practice for the present 
purposes, and suggests instead judgment by eye or estimation of 
the spectrum of the residuals. Tintner (1952) gives a test for 
trend (pp.211-215) but in the two examples he gives the result of 
the test is obvious at sight, so the computations are pointless.
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3»3 Least squares estimates of the seasonal constants.
In all practical problems the data should firstly be 
examined, for instance by plotting the monthly deviations from 
trend, to see whether it can reasonably be assumed that there is 
a stable seasonal pattern. Tests using the analysis of variance 
can be devised for the hypothesis of no seasonal variation but 
these tests are only approximate and they are not usually 
necessary.
There are many possibilities. ho regular pattern may 
be apparent at all, in which case it is naturally pointless to 
estimate one. A stable seasonal pattern may be apparent. 
Alternatively the pattern may appear to have changed in some way, 
when the methods of the next chapter may be appropriate. If some 
unusual event has seriously affected the values for several 
months they may have to be omitted. An extension of this last 
idea is sometimes used in which past values are weighted by say 
geometrically decreasing weights (see I.B.M. Australia (undated)). 
Such methods may be very sensible on occasions but we do not 
discuss them further here since they are best applied to 
particular cases rather than as a general procedure.
We now assume that the seasonal pattern is stable and 
derive estimates for a monthly series. The analysis is very 
easily modified for a quarterly, fortnightly or other series 
so that the loss of generality should be outweigh^ed by a gain
in clarity.
The seasonal component can then he written 
12
st - z % t » k=l t = 1,••.,n (3-3.1)
where c, is unity when 12 divides t-k and zero otherwise andy "T5
we specify
Z = 0 . 
1 k
(3-3-2)
For the purpose of deriving estimates, however, we write it in
an equivalent but more basic form:
6
(cx . cos A .t +«3 «3 sin A^t), t 1, . . .,n (3-3-3)
where
A = 27Tj/l2 . (3-3-1*)
In either form there are eleven parameters to be estimated; the 
twelve quantities are constrained by (3.3*2) while in (3*3*3)
6^ is arbitrary and is included only for symmetry. The relations 
between the two alternative sets of parameters are:
)j/v = Z (cx. cos A.,k + 8,. sin A .k) , k = 1, .. .,12 (3*3*5)
1k r x~j ™ ' X  ’ j ......
and
ex.
12
Z
1
12
0 5 ? cos V -  (1 ■ 4 5j,6^
N
> i = (3-3-6)
Z sin A.k 
1J £ 7 Yk j y
where 6 . r is the Kronecker delta. «3,6
By comparing (30*3) with (2.2.8) and the discussion
in section 2.3 it is seen that the case of a stable seasonal
pattern reduces to the estimation of jumps of magnitude 
2 2
2 (01. +3.) at the points A. of the spectrum. This should be J <3 <3
regarded as an approximation to the true spectrum in which these 
jumps will be replaced by continuous peaks, since the seasonal 
pattern is not precisely stable. The largest component will 
usually be that for j = 1, since this simple sine curve represents 
the climatic seasons.
When a suitable moving average has been selected the 
model (3.1.1) becomes
y't = V't + s't + *'t , t = 1+p, ...,n-q (3.3-7)
where the primes indicate that a moving average has been applied, 
involving the loss of p values at the start and q at the end of 
the series. We will however continue to write the range as 
t = 1,...,n without confusion.
We now assume that pf = 0, that is, that the moving 
average has in fact removed the trend. An estimate of p^ could 
be obtained by applying the original filter to the series y^ and 
if the resulting series, say y^/, were not negligible it could 
be subtracted from y^ leading to an iterative procedure; 
however, if the trend has not been removed it is preferable to 
try to find a better initial filter.
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For the transformed seasonal component we obtain:
6
.t + ß'. sin A .
3 3 3
t) t = l , . . . , n (3-3.8)Z ( a i cos A
3-1 J
where
0L\ = cc. Z S cos A .s J J s j
ß'. -  a . L 5 sin A .s 
J J s j
- ß. Z c- sin A .s <3 s 3
+ ß . Z l cos A .s 
J s J
j J = 1,..-,6,(3-3-9)
and the 5 are the weights in the moving average, s
In the case of a filter with symmetrical weights the sine terms 
in ( 3.3*9) vanish in pairs, giving
a'/o. = ß './ß . = h(Aj), j  = (3.3.10)
where h(A) is the frequency response function of the filter, 
defined in (3-2.4). Thus these equations reflect the way in 
which the spectrum has been changed at the points A^. We note 
that the inverse relation to (3*3.9) is
a. =( ex'. Z o cos A.s + ß \ Z S sin A .s)^  h(A,) | 2 J j s  J j s  j J 1
r j = 1, .. ., 6,
ß. =<-a'. Z ö sin A.s + ß'. Z & cos A.s)/|h(A,)| Jj j s  J J S  J J
(3.3.11)
while in the symmetrical case the inverse becomes
a j /bl' j = ß/ ej = i/h(Aj), j = (3.3.12)
The model in its most basic form is then
6
y' = Z (o4. cos A .t + ß'. sin A .t ) + y ', t = 1, ...,n. t . , .1 j j j t (3.3.13)
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It has been shown by Grenander (1954) that the least squares 
procedure in this situation is asymptotically efficient; it is 
not the maximum likelihood procedure since even if the residuals 
were normally distributed they are not in general independent, 
but no better procedure is obtainable by that method. Least 
squares is in any case the natural and common procedure even for 
small n. The least squares estimates are:
m K cos V -  (1‘i5j,6) |
n = (3.3.1*0
it = y 2 y' sin A.t 
J n t=l J V
We have assumed here that the number of observations is a 
multiple of 12; this should always be arranged by truncating the 
trend-free series if necessary, for otherwise strict least 
squares estimation will involve the inversion of a matrix, although 
the above formulae could still be used with little error.
Since the sines and cosines have period 12 these 
estimates can be written more simply, from a computational point 
of view, in terms of the monthly averages of the trend-free 
series, of which the traditional methods essentially consist. Let
/s. 1
=  —vk d
d
E
s=l
y12s+k 1,...,12, (5.3.15)
where d is the number of years of data. The \|/Y should beK
adjusted to sum to zero in view of (3.3*2). We then have
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j " 5  ? K 008 V -1
12 > j  = l , . . . , 6 .  (3 .3 .1 6 )
?' j  = S  “  Tk
Z \|r' s in  A .k 
J
U nbiased e s t im a te s  a . ,  o f  th e  o r ig i n a l  p a ra m e te rs
J J
a re  th e n  o b ta in e d  by s u b s t i t u t i n g  th e  e s t im a te s  (3. 3 «1*0 o r  
(3 . 3 . 16 ) in  (3 .3 .1 1 )  o r  by sim ply  d iv id in g  by h(A^) a s  in  (3 .3*12 ) 
in  th e  sym m etrica l c a se , w hich we w r i te  o u t:
U
E y ' cos A ^t . ( l  - ■§• 5 . ^ ) A ( A . )a .  = -  
J n
> j  = 1 , . . . , 6 .  ( 3 - 3 . IT)
“ n I yt  s in  v  / h(V
The e s t im a te d  m onthly  s e a so n a l a d ju s tm e n t f a c t o r s  in  th e  
o r ig i n a l  form  ( 3 . 3 « l )  a re  th e n  found by s u b s t i t u t i n g  th e  e s t i ­
m ates c t in  ( 3 . 3 . 5 ) j  th e y  a r e :
<3 3
= E v . , k = 1 , . . . ,1 2 ,  Yk _ s 8-k  ; 9 9 7s= l
(3 .3 .1 8 )
where
1 r l
vi = z 1 1
C
_j
. II f- /■
Z 5 cos A .r  + s in  A /L Z 5 s in  A .r )  
r ~ p  r  J J r= -p  r  J
(1  - i 0 . j 6 ) / | h ( A . ) |
11 r iA / t
12 E i  e
j = l
u o
j   J /h (A j)  j  , I  = - 1 1 , . . . , 1 1 ,  (3 .3 .1 9 )
o r  in  th e  sym m etrica l case
6
V I  = I { cos d  - i 5^ 6)A(Aj) j  , = -11, ...,n .
. . .  (3 .3 .2 0 )
The values can he computed in advance for any given moving 
average and the calculation of the estimates is then extremely
simple using (3-3»15) and (3*3*18). The values of vp for
second differences and for Spencer’s 15 point formula are given
in Table 4. An alternative and possibly simpler procedure is
available when second (or other) differences are used: this is
to take successive sums of the unadjusted estimates, which
clearly inverts the effect of differencing (see Hannan (1963)
p. 39) * For a 12 term moving average, as for any filter whose
frequency response is unity at the points A,, no adjustment is toJ
be made, that is, \j/^ = \jq^, k = 1, . ..,12.
Table 4. Coefficients vp for Adjusting for
T “ ■ ■ - - . . . U- J 1 ‘ ’1 "' 1 1 ' V  '
Filter Effects on Monthly Seasonal Pattern.
± l SecondDifferences
l44vo'V
Spencer's 
Point Fora
0 143 I.638
1,11 77 0.338
2,10 -1 0.262
3,9 -19 -0.103
4,8 -49 -0.444
5,7 -67 -0.686
6 -73 -0.774
In summary, then, we apply a smoothing operator to the 
series, estimate the seasonal pattern in the trend-free series 
by taking monthly averages , and then adjust by means of 
(3.3*l8) for the effect, if any, which the smoothing operation
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had on the seasonal pattern. In the past, when this adjustment 
has been made at all it has usually been made by iteration (see 
for example Shiskin and Eisenpress (1957)) which does not 
normally reduce the bias very rapidly (see Hannan (1963) p.58) 
and is, in view of the above results, unnecessary.
Durbin (1963) has shown that the computation of the
$7 reduces to the averaging of the monthly means without trend 
K.
removal, followed by a simple correction based on the end 
values of the series. However, compressing the analysis in 
this way gains little since with a computer available the time 
saving is trivial, and it will often by desired to compute 
the trend in any case, for it was pointed out at the beginning 
of this section that the deviations from trend should be plotted 
before estimating any seasonal component; otherwise we are 
voluntarily working in the dark.
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3.4 Variances and covariances of the estimates.
To derive the variances and covariances we work in 
terms of the and ß since these are more easily manipulated 
than the forms given for easy computation. We repeat the
relevant formulae from the previous section:
y7 = E (a7 cos A .t + ß7. sin A 4t) + x7, t = 1, ...,n (3.4.1)t j=l J <3 J <3 t
“ n ^  n  C0S V -  (1 " ]
= 1,.. - ,6.
87 = - E y7 sin A .t J n t=1 *t 0
(3.4.2)
The Oi. and 8. are related to the primed estimates hy (3.3.11) or J J
(3.3.12) hut as a first step we derive the variances and covari­
ances of the primed estimates, that is, before adjusting for the 
filter effects.
Since we are assuming (see section 2.2) that Sfx^) = 0
and that 7t = 6(xoxo++) is independent of s, we have 
var(a'.) = e {I S y; cos A.t. (l - - |
6 -f[§E x' cos Ajt. (1 - -|-Cj g )]2 I
4 _ _ , , »2
I n t 1
2 L ^ 7t-s cos V C0S V* (1 " ^5j,6yn s u
o pTT
-x / E E  cos (t-s)A cos A.s cos A.t dF7(A)(l - ^0 A'
J  r, o + J J
uub u /\.o u u d a  . u u_l' 
n1- ^ o s t
where 7 7 and F7 are the covariance and spectral distribution
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n
functions of x^; in fact from section 3*2 we have F / (A) = | h(A) | ^ F(A) , 
where F(A) is the spectral distribution function of the residuals
V
By writing the product of cosines as the real part of a 
sum of complex exponentials and noting that
Z e 
t=l
iAt Sn (A) exp -T |i(n+l)A j-> (3-4.3)
where S (A) was defined in (2.4.10), we obtain var (cK) and
similarly var ($'.) . We finally substitute these expressions in 
<3
or (3.3.12) to obtain var (a.)and var (£ ,). We give the
J J
formulae below only in the case of a symmetrical filter:
var(a.) = (2/n 2 )Jjs2(A+Aj) + S^A-A^) + 2Sn(A+Aj)Sn(A-A cos a J
h2( A ) A 2(^j)T ^ ( a ) ( 1 - i s j,6)2 >
j = 1 ,.. .,6 . (5.4.4)
For var (j§_.) it is only necessary to change the sign of the cross- 
J
product term. For the covariances we find
n f
cov(a^&y) =  (~l)(j+1^ a(2/n2) usn(A+Aj) Sn(A+Ak) +
1 s (a +a .) s (a -a , ) +n v y  n x k'Sn(A-A.)Sn(A-Ak)jcos ^(Ar Ak) + 
sn(A-ApSn (A+Ak) jc°s •|(Aj+Ak)} |h 2(A) A(Aj)h(Ak)
dF(A) (l - g)(l - ? Bk)g)> = (3.^.5)
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For cov(B .; & ) th e  s ig n  b e fo re  th e  second sq u are  b ra c k e t  i s  
■J k
changed, w h ile  f o r  cov(o:., B. ) th e  two c o s in e  f a c t o r s  become
J k
s in e s .  We do n o t r e q u ir e  h ig h e r  o rd e r  moments.
I t  w i l l  be seen  in  s e c t io n  3*6 th a t  th e  v a r ia n c e s  and
c o v a ria n c e s  o f  th e  Ot. and B . have v e ry  co n v en ien t a sy m p to tic
J J
p r o p e r t i e s .  The p r e c i s e  v a r ia n c e s  and c o v a ria n c e s  o f th e  
e s t im a te s  o f  th e  o r ig i n a l  s e a so n a l c o n s ta n ts  \jq fo llo w  on
K
s u b s t i tu t io n  in to  ( 3 . 3 * 5 ) j th e y  a re  lo n g  e x p re s s io n s  and we 
g ive  t h e i r  a sy m p to tic  v a lu e s  in  s e c t io n  y .6 .
3»5 The effect of trend removal on the variance.
In this section we analyse in detail the variance of 
the estimates of the stable seasonal parameters. Since the 
component j = 1 is likely to be the most important one, and since 
results for the other components are analogous, we restrict 
attention to var(oa ). We also take a five-year monthly series, 
that is, n = 60. This is a small value of n and it is the 
minimum value likely to occur for economic series, so the results 
will be helpful in judging the relevance of the asymptotic 
formulae to be obtained in the next section.
If no trend removing operator were applied the variance 
from (3.4.4), would be
var(a1) = (2/3600) J j Sg0(A+A_L) + s|Q (A-Ax) +
P  Sg0(A+A1) S6o (A-A1)| dF(A)
rir= 2 / K6q (A) dF(A), (3-5.1)
^ o
where F(A) is the spectral distribution function of the residuals
after removing by regression the components at the seasonal
frequencies, but not the trend component. The weight, or
’kernel’, K (A), is heavily concentrated around the point
2 2A = A1 = tt/6 since S“(A) has a peak of n at the origin which 
becomes rapidly sharper as n increases. The first and third 
terms in K^(A) therefore contribute very little at any frequency
55-
in [O, 7T!. The weights K^0(A) are given at some selected 
frequencies in the second column of Table 5*
It is already clear that the variance will he 
greater on account of the presence of trend if f(A) is so con- 
centrated near the origin as to outweigh the weight K (A) which 
is small near the origin. The purpose of the remainder of this 
section is to make this issue clearer by quantifying it to some 
extent and also to consider what effects trend removal may have 
at other frequencies, particularly those near TT/6 where K^(X) 
is concentrated.
It is now required to specify the spectrum. We could 
use the estimated spectrum of an actual series but it would be 
convenient to have one which can be described in terms of a few 
parameters. We therefore consider an autogressive process with 
parameter near to one.
Let the autoregressive relation be
\  = P + et , t = 1,2,..., (5-5.2)
where |p| < 1  and the are uncorrelated random variables
2with zero mean and variance a and therefore have a constant
2spectral density function o~/2ir. This model is often useful 
in economics and elsewhere as it expresses the current observation 
as a fraction of the preceding value, plus an independent 
'shock' variable. By the method of section 5*2 we obtain for
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the spectrum f(A) of the relation 
|l - pe"lA|2 f(A) = a2/27T
whence
f(A) = cj2/27t(i ~ 2p cos A + p2) (3.5.5)
The values of this function, apart from the constant factor, are 
given in the third column of Table 5 for p = .99* As is to be 
expected, the spectrum shows high concentration at very low 
frequencies which means that the series will be quite smooth. 
The spectra of different economic series may of course be more 
or less concentrated at the origin than the autoregressive one, 
but the autoregressive process with p = .99 will be satisfactory 
for present purposes, as it will be easy to see what would 
happen in other cases.
It is likely that there will be small peaks remaining 
in the spectrum near the frequencies TTj/6 even after the 
regression has been carried out, particularly as each regression 
takes place at only one point whereas the corresponding peak will 
be spread out to some extent. Thus the whole peak will not be 
removed but only the centre of it. We do not make any adjustment 
in f(A) for this, but its possible effects will be easy to see.
Thus as a first step in demonstrating the relevant 
issues we plot in Figure 2 the ordinates in the integral (3.5*1 ) 
with f(A) as in (3.5*3) and p = .995 the values are given in the 
fourth column of Table 5* It is seen that the effect of the
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presence of trend is small compared with the contribution 
near Tf/6, but it must be remembered that many actual series 
will have much greater spectral mass near the origin than 
has the autoregressive series. It is not easy to find a way 
to characterize a spectral density which would have this 
greater concentration, so we simply note that the peak near 
the origin may often be greater than in Figure 2, though it 
will sometimes be even less.
When a (symmetric) trend removing operator is
2 2applied the weights in (5.5*1) are multiplied by h (A) /la (A^) 
where h(A) is the frequency response function defined in (3.2.1) 
and tabulated for three filters in Table 3j see also Figure 1. 
The multipliers are shown in more detail in the last three 
columns of Table 5 for the same three filters, and the 
results of the multiplication of the ordinate values by these 
quantities are graphed in Figure 2.
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T ab le  5* The E f f e c t  o f  Trend Removal on var(a_ l) .
!
A
d eg rees k6o(A)
f
2 rr f (A )  |
O rd in a te  
in  v a r (c ^ )
(2 ) x (3)
h 2 ( A ) / h 2 (A.,)
2 !a
I
P = .99  :
12 mth 
moving 
avge
Second
D i f f e r ­
ences
S p e n c e r 's
"15
P o in t
a) (2) (3) ; ( '0 (5) (6) (7)
0 0 10000 i 0 0 ft 0 ft 01
2 0.0001 5580 0 .4 2 9x102? 8x10"5 l x l o 4 o
1 0.0003 2519 0 .7 1 3x10 ° 1x10 2X10 rb
2 0 .0009 765 0 .6 8 5x10 J 2x10 ° 4x10”0
5 0.0013 556 0 .4 6 0.0003 0 .0001 5x10
4 0.0011 203 0 .2 2 0 .0009 0.0003 5x10-6
5 o . ooo4 131 0 .0 5 0.0021 0 .0008 2x10
6 0 0 c
9 0 .0029 41 0 .1 2 0 .02 0 .0 1 3x10 ?
12 0 0
15 0 .0086 15 0 .13 0 .1 3 0 .0 6 0 .0 1
18 0 0
21 0.0326 7 .6 0 0 .2 5 0 .4 0 0 .4 3 0 .0 9
24 0 0
26 0.1504 5 .00 0 .7 5 0 .7 3 0 .6 3 0 .3 9
28 0.6422 4 .3 1 2 .7 7 O.87 O.76 0 .64
29 0.8842 4 .03 3 .56 0 .9 3 0 .8 8 0 .7 9
29s- 0 .9652 3 .8 9 3 .75 0 .9 7 1 .0 1 0 .8 9
1 50 1 3 .77 3-77 1 1 1
3 0 | 0 .9949 3 .65 3 .62 1 .0 3 1 .1 1 1 .11
51 0.9394 3 .53 3 .3 3 1 .0 6 1 .1 1 1 .23
32 0 .7248 3 .32 2 .4 0 1 .12 1 .2 8 1 .4 9
3b 0.1913 2 .95 O.56 1 .23 1 .6 3 2 .15
3 6 0 0
39 0.0570 2 .2 6 0 .1 3 1 .42 2 .7 7 5.92
b2 0 0
b3 0.0231 1 .7 2 o .o 4 1 .44 4 .4 9 9 .06
48 0 0
51 0.0131 1 .3 6 0 .02 1 .3 0 7 .6 5 14 .55
5^ 0 0
57 0.0087 1 .1 1 0 .0 1 1 .1 0 11 .53 19 .99
60 0 0
63 0.0063 0 .9 3 0 .0 1 0 .92 16.60 24 .1 8
66 0 0
69 0.0049 0 .7 9 0 .0 0 0 .8 l 22 .94 26 .57
90 0 0 .5 1 0 1 55 .68 27 .41
135 0.0014 0 .3 0 0 .0 0 0 .9 3 162.37 26 .90
l8 o 0 0 .25 0
\
1 222.72 27.41
The m eaning o f each  column o f  th e  t a b le  i s  g iven  in  th e  t e x t .
S9.
bef ore "filterlna.
Second c k ffer«(\ce5: 
intermediate result, 
hot sKown.
ju r e  2 ., Var(<*J Before and After F iltering.
(see +exf)
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Each filter removes the contribution from trend almost 
completely. However, the effect of applying the filters at some 
other frequencies, particularly those near and above tt/6, is in 
some cases disadvantageous, due to the shape of the power transfer 
functions at those frequencies. The effect near 7T/6 may be greater 
than that appearing in Figure 2 because of a possible peak remaining 
in f(A), as mentioned above.
The comparison between the three filters in the present 
case favours the 12 month moving average, since its comparative 
lack of power to remove trend is not important while its small effect 
at other frequencies is an advantage. The high efficiency of 
Spencer’s 15 point formula in removing trend is not needed here 
while its effects at other frequencies are unfavourable. Second 
differencing gives results intermediate between these two but the 
curve is not drawn in Figure 2 to keep the diagram clear; note that 
although this operator magnifies the high frequencies greatly the 
weight K (X) is extremely small there, as is the spectrum. Similar 
analyses could be given in any problem of seasonal estimation. One 
would of course never go to such lengths in practice, but would 
consider the matter more briefly.
The conclusion from the study in this section is, then, 
that if a given series has a large trend component it will 
certainly be wise to eliminate it, but that if it does not have a 
large trend component then it may even be harmful to apply a moving
6l.
average as a matter of routine, since the small gain through
removal of the contribution to var(cx,) at low frequencies may
be more than offset by a loss due to the shape of the power
transfer function at other frequencies, particularly those near
A.. These effects are, however, only likely to occur when n 
J
is small.
3.6 The asymptotic variances and covariances.
In this section we obtain asymptotic formulae for the
variances and covariances in the case of a symmetrical filter as the
number of monthly observations increases. We proceed to find the
asymptotic covariance of a. with <% from which the other asymptotic
<] &
results will follow.
We write (3.4.5) as the integral from -Tr to 7T of half the 
value shown. how as n 4 « the factor S^(A) becomes increasingly 
concentrated at the origin, and since the peaks in the residual 
spectrum h^(A)f(A) will be dominated by the peak in S (Tv) it follows 
that
cov(a^,Sk) = ( -l) (l/n 2)J■|sn(A+Aj)Sn(A+Ak)cos p A  .,-Aj
+ Sn(A+Aj)Sr;(A-Ak)cos iCAj+Apj d A  
I ^(AjlfCAj) + h2(Ak)f(Ak)||l/h(Aj)h(Ak)|
Eut the integral is easily evaluated using (3•^•3); thus
J sn(A+A^)Sn(A+Ak) dA = e x p 4 i(n+1)O' j+\)j*
n n
E E exp -s i(A .s+A^t) 
s=l t=l ^ -TT
exp i iA(s+t-n-l)td A
2ir expii(n+l)(Aj+Ak) E exp AjS+Ak(n+l-s)|
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Hence
var(c^) « var(fL) ~ (4ir/n) f(A,)(l - ^ ) 2 , j = 1, . ..,6,
while all covariances, including cov(a tend to zero.
J J
are the simple properties mentioned in section 3*4.
(3.6.1)
These
The asymptotic variances and covariances of the estimates 
of the original seasonal constants $k follow by virtue of (3»3*5)5 
they are
var($R) ~ (bir/n) Z f(A^)(l - -§6.. g)
6
Z
j=l
j=l
cov($k,$^) « (kir/n)  f(A.) cos A.(k-t).(l - ^  g)
>k/L = 1,...,12.
J
(3.6.2)
An idea of their size can be obtained by setting 
f(A_i)/f(A) = 100,10,3> 2,1,0 for j = 1,2,3,4,5>6, where f (A) is 
any constant; these values probably give a fair indication of the 
results to be expected. We obtain
var($k) = (4-Tr/n). 116 f(A)
c o v ($ k>$^)  = (4tt/ n )  f(A) { 9 0 , 4 2 , - 8 , - 5 4 , - 8 2 , - 9 2 }
for months k/t differing by 1,...,6. Thus neighbouring \jrk are
highly positively correlated while those far apart are highly
negatively correlated, in contrast to the asymptotically uncorrelated
estimates a  .
J 3
The asymptotic results will almost always be usable, in
6k.
view of the very rapid concentration of the factor S (A); even 
with only sixty observations, as in the previous section, the 
terms neglected in the asymptotic results in fact made very small 
contributions at most frequencies, though we do not tabulate the 
values of the separate terms. A count of squares in Figure 2 
shows about j80 squares, giving a ’true1 variance of 
2x380x ~  x 7T = 0.28ir compared with the asymptotic formula 
which gives k x x 3 «77^ = 0.25F.
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5»7 Estimating the variances and testing for 
significance .
Estimating the variances amounts to estimating the 
spectrum f(A) of the residuals in the original model (3»l.l), 
which may he in logarithms. As explained in section 2.4 we do 
this by first estimating the spectrum of the residuals after 
removing the trend and seasonal components and then adjust for 
the effects of those operations. In section 3*2 we saw that the 
removal of trend by a moving average simply multiplied f(A) by 
the function |h(A)|^ defined by (3-2.2), so division by this 
factor is all that is required. The adjustment for the effect 
of regressing out the components at frequencies A., j = 1, ...,6, 
requires more analysis.
Neglecting trend removal for the present we have from
(3.3.13) and (3.3.14) that
6 r n "j
xt = xt - Z 3 (2/n) Z xo cos A .(s-t)(l - t = 1, .. .,n.’ j>6 'J  ;j—1 S—1
Writing the periodogram in exponential form we then have
n n
I (A) = (l/arn) Z Z 
S=1 t=l
X - Z (2/11) Z X cos A ,(n-s). (l-Js . ,S - U J 3,0U=1
n 6
xt - Z (2/n.) Z x^ cos Ak(v-t)(l - 6)
v=l k=l 3
i(s-t)A
(3-T.l)
Clearly the expected value of the first of the four terms in
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(3-7-1) approaches f(A) . Using (2.2.6) the expected value of 
the second term becomes
- (l/2n)(2/n) / f(ö) Z e1^"0^
J  -IT S=1
6 n n . q .,-v
Z Z Z cos A, (v-t)e1V e 1 d0 (l - /)
k=l t=l v=l A’b
~ -(l/irn2) f(A) Z Z elAs f e10(v~G) d.0 
s=l v=l ^
6 n
-IT
Z Z cos Av(v~t) e‘lt7v (l - p-5R g).
k=l t=l
TT
But i0(v-s) ,A e d0 = 2lTt
-TT v; s.
Therefore the second term is asymptotically
-(2/n2) f(A) Z E E  cos A (s-t)elA(s_t) (l - ,)
k=l s=A t=l
-(1/n2) f(A) j  { < 0 h \ )  ♦ S2(A-Ak)} (1 - i6k>6).
The third term in (3-7-1) is the same as the second while the 
fourth is similarly shown to have the same modulus but opposite 
sign. Hence
1C { I, (A) j «  :f(A) 1 - (l/n2) E|s 2(A+Ak)+ S2(A-Ak)j- (l - -|6„ J
k=l 2Uk,6‘
(3-7.2)
In view of the smoothing process (2.1.7) we therefore 
adjust the estimate of f(A) obtained from the observed residuals
6t -
2
by dividing by | h(A)| on account of the trend removal and
by k (A) on account of the removal of the seasonal in, n
components^ where
k (A)m,n 1 - (l/n )
6
z
k=l
-tty
d -7r
S (0+A, ) rr k' s (e-Ajn k/
de- (3.7.3)
Since S (^A) is concentrated near the origin we have
km,n(A) * 1 - (l/n2) ^ f JVA>* V*)} 6> / / n (0)d9
= 1 - (ar/n) Z {wffi(Ak+A)+ wm(Ak-A)} 'l-js^g). (3-7.1)
In the particular case when w^(A) is given by (2.b.9) we find 
that
k
m } n(q7r/6m) =
1 - (m/n) , q = jm, j 
1 - (m/2n), q = 6m; jm t 1, j 
1 - (m/4n), q = 6(m-l)
1 , all other q.
(3-7-5)
The resulting estimates of f(A) may then be inserted 
in (3.6.1) and (5-6.2) to give estimates of the variance of the 
Cty $ , and \j/^. Obviously the factor k^ n (A) only inverts the 
regression effect approximately; in fact the series of residuals
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is easily seen to be not even stationary, though it is nearly 
so.
Confidence intervals and tests of significance may
be constructed on the assumption that the estimates are
normally distributed. In fact under reasonable conditions
d . and 0 , will be asymptotically normally distributed as «3 <3
Hannan (1961) has shown. Tests on oh or ^  separately are not 
likely to be required since their values depend on the phasing
/n 2 /\2of the estimates; the squared amplitudes (X. + (3. may however<3 J
/s2 /\2 a  2be tested by the quantity (a.. + 3-)/var(o;.) which has the X<3 <3 <3
distribution with two degrees of freedom. Naturally we replace
var(6h) here by its estimated value, and this does not affect 
the test asymptotically (see Cramer (19^ -7) P* 25M • Tests for 
any hypothesis involving the \|a can be obtained from (3*6.2).
The estimates are used in practice in a straightforward 
way. For instance new values are adjusted by the given month’s 
seasonal factor before publication (or better, the original and 
adjusted values are both published); or if the observed value 
falls outside the tolerance limits set then one may conclude 
that a new factor, such as the beginning of an economic 
recession, has probably entered, provided that the assumption 
of a stable seasonal pattern was a reasonable one.
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CHAPTER k.
The Analysis of an Evolving
Seasonal Pattern
TO.
4.1 The nature of an evolving seasonal pattern.
When estimating a stable seasonal pattern in the 
previous chapter the nature of the pattern was of little 
importance. As soon as the assumption of stability is relaxed, 
however, the best procedure will depend very much on the nature 
of the evolving pattern. There are many possibilities but the 
main division is according to whether the change is sudden or 
gradual.
The simplest case is a single abrupt change which divides 
the observed series into two fairly uniform parts. This may occur 
when there is an important technical innovation in some industry, 
or even in an industry supplementary or complementary to a given 
one. This might be a case of a break in the trend, in which 
case a moving average should not be applied to the whole series 
but to each part separately. Lange (l957> p.64) gives the 
example of coal consumption being reduced on the setting up of a 
hydro or atomic power station. Another example concerning the 
hog cycle and using harmonic analysis is given by Abel (1962).
In such cases one should obviously estimate a separate seasonal 
pattern for each part of the series.
Sometimes the phasing of the pattern remains constant 
while only the amplitude changes. For instance there will 
always be an increase in shopping at Christmas, but the amount 
of the increase may vary from year to year according to the
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prosperity of the economy. For some commodities this effect 
will be caused by changes in the weather from year to year, 
one summer being hotter than another. In these cases Wald's 
technique is appropriate (see Tintner (1952) pp. 227-23^).
Smaller effects of the same type are caused by the changes from 
year to year in the number of working days in each month, and so on.
The most common case occurs when both the amplitude 
and the phase of the pattern change gradually. The economies 
of most countries are evolving in many directions. The ultimate 
causes of the evolution are usually, as we have said, technical 
progress and population growth. Each series is dependent upon 
many other series, all of which are playing changing roles in 
its determination. Now if one or two of these generating series 
are known to be causing most of the evolution then the observed 
seasonal component may be estimated as a weighted sum, with 
changing weights, of the stable seasonal components in those 
series. An example of this would be the disaggregation by areas 
mentioned in section 1.3»
Another example in which an aparently evolving seasonal 
pattern may become stable if the correct model is used is given 
by Lange (1957, p.77)• Railway freight traffic in Poland is 
divided into transport of industrial and agricultural produce.
In Poland's six-year plan for 19^9-55 industrial output expanded 
greatly while agricultural output remained nearly constant. Now 
the volume of industrial transportation has no significant
7 2 .
seasonal pattern but agricultural transportation has a marked 
one. A constant absolute seasonal pattern therefore 
represented a falling relative one; in other words, by 
recognising this as a case for an additive rather than a 
multiplicative model, a stable seasonal component would be 
obtained.
It is not always easy in practice to decide when the 
assumption of a stable seasonal pattern can be made and when 
it can not. It is not hard to devise tests for the stability 
of the pattern; for instance one could test the goodness of 
fit of the observed deviations to the estimated stable 
seasonal pattern. Alternatively one could test the deviations 
from trend in all the Januaries for homogeneity, and all the 
Februaries, and so on, in an analysis of variance. These 
results could then be incorporated in an over-all test.
However such a test would be rather unwieldy and would be 
likely to conceal some effects within the series which are 
evident to the eye. Personal judgment on the nature of the 
deviations from trend is therefore probably the best way to 
decide, though to distinguish genuine changes from mere 
chance fluctuations is not easy even in principle. In any 
case if an estimated ’evolving’ pattern turns out to show 
little evolution one can then decide to treat it as stable.
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k.2 Some methods for estimating a slowly evolving 
pattern and their disadvantages.
In this section we consider methods of estimating 
a seasonal pattern which evolves slowly and is therefore 
not one of the more obvious cases discussed in the previous 
section. The model (3.1.1) is still used but s.^ need no 
longer be precisely periodic, nor need its amplitude be 
constant. Although we will compare the methods outlined in 
this section unfavourably with that in the next section, 
this attitude is to some extent tentative; there is probably 
no such thing as a final conclusion here because conditions, 
experience and problems change.
Few generalizations can be made about procedures used 
in practice since they are not often described in detail, 
but it can probably be said that most published seasonally 
adjusted series have a changing component removed and that 
the commonest method for estimating this is to recalculate 
the seasonal component, using a stable model, each time a new 
observation or a new year’s observations are available.
This may be combined with a system of weighting down past 
observations, as mentioned in section 3*3. This is a very 
simple procedure but it does not seem very satisfactory to 
base the evolving part of the seasonal component solely on 
the difference between the current month’s value, which is
included.,, and the corresponding value say ten years ago, 
which is excluded. A misleading impression of accuracy 
is likely to result.
A second common method is to plot the deviations from 
trend for each month; instead of the Januaries, Februaries, 
and so on, being represented by their average they are 
represented by a straight line or other function. This method 
is also simple at first sight, but on closer inspection it is 
seen to be not so simple. The trouble is that the 'filter 
effect’ (see section 3*2) of the moving average, from which the 
deviations are taken, is very difficult to allow for, since 
the operations are from this point of view quite complicated. 
Even the centred 12 term moving average will affect an evolving 
seasonal component. The difficulties involved have been set 
out by Hannan (1963) and will not be repeated here. One fears 
that in practice the estimates of this type are sometimes 
biased since no attempt is made to allow for the filter effect. 
Sometimes iterative methods are used in this situation, but it 
is hard to evaluate their effectiveness.
A third and, from an analytical point of view, a better 
method than the above ones would be to introduce a polynomial 
(or sinusoidal) factor in the model (3*3-3) which would then 
become, in the linear case,
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5t
6 rZ • (O' . + a  .t) cos A .t + (ß . + 3p .t) sin A .t f .
t  J t~)  J J J *-> i} J J
The details will not be given here as they have again been 
given by Hannan (1960b ) . The disadvantages here are the 
computational difficulty and the fact that a linear factor will 
not generally be adequate, while even a quadratic one would 
require a very complex analysis.
A fourth possible method, obviously, would be to 
estimate by least squares regression the components at some 
points in the range of frequencies covered by the seasonal 
peaks. In fact we can write quite generally
st = atbt
where b is a stable seasonal component:
6
b, = Z (a. cos A .t + ß. sin A .t)
t  j _ i  '  J J J J
and a^ is a slowly evolving component which modifies b^ _: 
r
a, = Z (r] cos 6, t + f sin 0, t)o , K K K Ak=l
where the 0^ are various low frequencies, (it may be noted
that if a_j_ depends only on the year and not on the month we
get a simple case which is covered by Wald’s method.) The
product s, is then expressed as a sum of components at 
+frequencies A . - &y for all the values of j and k; specifically
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s = Z E 
1 j k
where
The practical difficulty here would clearly he to decide which 
frequencies 6  ^to specify, or in other words at which frequencies 
to make the estimates. Also the regressors will not in 
general be orthogonal, though they will be in the special case
where d is the number of years of data; r would here be 
small, say k. In very long series it would perhaps be feasible 
but, as we have said, this is not usually the case with 
economic data.
A fifth method is to devise a filter with the 
property that its response function is small except in the 
neighbourhood of each of the points A^ ., where it has a peak 
which is as nearly as possible rectangular. Applying such 
a filter would yield the estimated evolving seasonal pattern. 
There is however no way of knowing how wide the peaks should be 
and even if this could be guessed it is not at all easy to
ek = ir(k-l)/6d , k =
construct such a filter.
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4.7 A suggested method for estimating an evolving 
pattern.
A method which avoids the difficulties of the 
methods mentioned in the previous section is now presented.
It appears to be more flexible and more convenient to 
formulate, estimate and interpret than the other methods. It 
is a direct generalization of the method given in the previous 
chapter for a stable pattern.
We use the model (7•1•l), with (7•7 * 7) replaced by
6
s = Z (a cos A .t + ß . sin A .t), t = 1,...,n. (4.7*1)
The idea is to try to find the way in which the fundamental
components cx . and ß.. vary over the course of the series J) I 0) t
by estimating them from successive small sequences of
observations. The resulting estimates QL . and £. are thenJ) t J) I
smoothed and recombined to give the estimated seasonal 
component.
Naturally the first step is still to remove the
trend as well as is possible or convenient, after which the
model becomes
6
y7 = Z (cc. cos A .t + ß '. sin A .t)+ x7,t=l, ...,n. (4.7.2)
z j=l J J z
The a'. and ß7 can conveniently be estimated for each t 
J* 1 3 )t
from a number of consecutive observations over which the
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parameters can be assumed to be roughly constant, that is, 
independent of t. This reflects the assumption that the 
seasonal, pattern is evolving slowly. We will consider the 
case when this is assumed of successive sets of twelve 
observations. (A multiple of twelve is convenient as the 
regressors are then precisely orthogonal.) Thus we put
a j,t+s = ' 3o,t+s = Sj,t ' S = -6,-5,...,5. ('4.5-3)
Note that this assumption of (approximate) equality is made 
for each successive set of twelve values, so that (^.3*3) does 
not imply that the whole series OL . , is constant; the series 
may vary, but we assume that the variation is so slow as to be 
negligible over any twelve successive values. Twelve being an 
even number we will however 'centre1 the estimates, so that 
using least squares we have 
6
% , t = (2/12) S y'+B cos A.(t+s).(l4C'|s|j6)(l4PJ)6)
(2/12) £ yt+g sin Vj(t+8).(l48|s|>6)
^  ^  s=-6 J
j = l,...,6. (^ .3A)
These estimates are next adjusted for any filter effects in 
the same way as was done in section 3*3; for a symmetrical 
filter we therefore have
& j$ +a , v b(x.)u (4.3.5)
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The values a. and are then graphed and
J * t  J ) t .
examined. (The reader may see Figure 6 of the next chapter
at this point). If they show little variation then the
stable model should be used. If however some of them show a
marked evolution they may be .smoothed by means of a polynomial
or a moving average or even by hand; the smoothed values are
then inserted in (4.3.1) to give the estimated evolving
seasonal component. (Inserting the unsmoothed OL . and 0.
3 ) x  3 > t
would of course be useless, being equivalent to adding the
deviations from trend back in again.) It may also be helpful
to plot the successive squared amplitudes (cx. + £. ,) of each
J ) x J ) x
parameter and their phase angles tan ^ (^. , .  ), to throw
J y t  J , X
more light on the nature of the evolution present.
Since there are eleven series of estimates to be 
examined this might appear to be a long job; but usually, as 
we have remarked, the terms with j = 1 will dominate the 
situation while the terms with j = 3>4,5,6 will usually be 
negligible and could certainly be replaced by their estimated 
value in the stable model.
In practice the best procedure might be firstly to
plot the deviations from trend; even if it is then not
certain that the pattern is stable one could obtain the
estimates assuming stability, in order to see which
J J
values of j are important and which need no further
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investigation. (The possibility of wide variation about a 
small average value should not however be neglected,) For 
those values of j which need further investigation the 6t.
dpt
and are computed and graphed. Of these, some may beJ ? "k
quite constant and will be represented by their mean or by 
the corresponding stable estimate; the remaining ones, if any 
remain, will be smoothed appropriately before reassembling the 
estimates s^ .
We consider now just what the series OL. and $ .t j, t
represent. This is important, for otherwise they may be
interpreted wrongly. Their average value will of course be
roughly the same as in the stable model (unless there isJ J
a phase change, that is, a different month taken for t = 1, in 
which case the average amplitudes would still be equal). The 
variation of the estimates around their average will depend on 
the validity of the assumption of a slow enough evolution for 
the seasonal component in successive sets of twelve or 
another number of observations to be roughly constant.
Although we are assuming a slow evolution, it is of 
interest to find the implications for the estimates of a 
failure of this assumption to hold. The effect of a sudden 
change in say OL can be judged by specifying
U. ^ w
r  ° > t = 1, .. .,12O '  = <
1 ' t  Ua, t =  13,14,..
all other OL. , ,
dpt’ pj,t =  ° -
This implies that
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r o , t = 1 , ...,12
yt = ^ 48 cos 7^  t , t = ••
This jump in the true parameter will appear as a smooth 
change, since the estimates are based on the assumption of 
smoothness. The estimates are easily found to be as given 
in Table 6.
Table 6. Estimation of a Seasonal
Parameter Containing a Jump.
t am AQL ,l, t 1, t
1 0 0
2 0 0
3 0 0
4 0 0
5 0 0
6 0 0
7 0 3
8 0 7
9 0 8
10 0 9
11 0 13
12 0 20
13 48 27
14 48 31
15 48 32
16 48 33
17 48 37
18 48 44
19 48 48
20 48 48
21 48 48
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Illustrations such as that given in Table 6 assist in 
interpreting the series of estimates and in deciding how to 
smooth them. The variances and covariances (before smoothing) 
can be obtained exactly as in Chapter 3 with n = 12, on the 
assumption of constancy over successive sets of twelve 
observations and these will also help to determine which 
fluctuations in the . and $. are significant and which are3?t j, o
of a random nature and should therefore be smoothed out. In 
this regard it may also be helpful to repeat the estimation 
using several different filters for trend removal, as some 
fluctuations may be due merely to the particular filter used.
As in the stable model we can now examine the effect 
of trend removal on the estimates. By the same method as was 
used in section 3-4 it is easy to show that
cov(a^ . t , a . t+r) = |(2/l2)2 [' js22(A+?^)cos2 |(A+A^)cos t (A+A^)
+ S^0(A-Aj) cos'1' ^(A-Aj)cos t (A-A^)
+ 2S12(A+A ,) S1?(A-A .) cos(2t+r)A ^ cos t A j 
{  h2(A)Ai2( y ) j  fM ä h  ( l 4 s ^ 6)2 (4.3.6)
where f (A) is the spectrum of the residuals. Since the
covariance (4.3*6) thus depends on t and not only on t , the
series a is not stationary; however it is approximately 
J  5 t
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stationary as the only term depending on t is the cross
product one, which is relatively small (compare the discussion
in section 3*8). Conclusions similar to those in section 3*5
can be obtained when t is set equal to zero; when f(A) has
been estimated the serial covariances of the series ot. , can0,t
be estimated and this obviously helps to interpret the series 
of estimates. In fact the (approximate) spectral density of 
this series follows by comparing (4.3*6) with (2.2.7); it is
g,(A) = £(2/12)2 S^2(A)cos2 |A jf(A+Aj)h2(A+AJ) + f(A-AJ)h2(A-A 
(l/h2(Aj)) (l-Js^g)2 . (4.3.7)
For the series $. , the sign before the second term in braces 
is changed.
An alternative view of the procedure described in
this section is instructive. This regards the whole procedure
as a single combined filter applied to the initial series
to produce the observed residuals (compare the last method
considered in the previous section). This filter would
combine the moving average which eliminated trend with the
removal of the component s^ which is itself the result of
the least squares filter, the simple filter which adjusts
for the effect of trend removal, and those filters chosen to
smooth the a . and $ . . The resulting filter would haveJ} t J) t
a frequency response function with troughs of certain widths
around the origin and the seasonal frequencies, whereas in
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the stable case the residuals were produced by a filter 
with a trough at the origin and extremely narrow spikes 
extending downward at the points A ^ . Any method of 
adjusting for an evolving seasonal component could in 
principle be described in the same way. However in the 
present case the resulting expressions are long and will not 
be given.
The estimates are again used in a straightforward 
manner. The estimated evolving pattern could be tested 
against the observed deviations from trend for goodness of 
fit, if there were any doubt about this - The seasonal 
pattern for the most recent year can then be used for the 
adjustment of new data.
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CHAPTER 6
A Practical Illustration
86.
5*1 Trading bank advances.
In this chapter we illustrate the theory of the 
previous chapters by analysing an actual series. The 
analysis given is not necessarily the best for any particular 
practical purpose but it is carried out instead in order to 
obtain as much insight as possible into the various problems.
We use the series giving the loans, advances and 
bills discounted by the major Australian trading banks 
monthly from January I960 to February 1963- The series is 
given by the Reserve Bank of Australia (see bibliography); 
the raw data are listed in Table 7- We do not use the 
series before 1950 as a labour government was then in power 
and the attitude to advances and loans was different. For 
many purposes (see for example Lydall (1962)) it would be 
required to deflate the series by a price index; (it may be 
noted that deflation could conceivably stabilize an 
apparently evolving seasonal component; compare the 
discussion of section k.l).
The first thing to note is the effect of the Korean 
War boom in 1951; as a result of this we will confine the 
analysis to the period 1953 to 1963- If one happened to be 
working say in 1951; one would simply not attempt to adjust 
current figures for seasonal variation: it would be all
that one could do to keep up with the trend.
8t.
Table 7« Loans, Advances and Bills Discounted 
by Major Australian Trading Banks. 
(Monthly averages, £ million)
1950 1951
Jan 447.6 546.7
Feb 446.4 560.5
Mch 451.8 571.2
Apl 465.8 566.1
May 464.0 563.2
Jun 479.9 578.0
Jul 497.1 598.9
Aug 502.8 6l4.4
Sep 508.2 642.1
Oct 525.1 669.1
Nov 537.4 698.9
Dec 552.4 704.3
1955 1956
Jan 859.5 890.1
Feb 962.9 878.5
Mch 866.5 878.8
Apl 889.5 888.0
May 909.1 899.4
Jun 916.2 875.8
Jul 933.1 903.1
Aug 925.8 893.0
Sep 929.2 884.8
Oct 936.4 888.4
Nov 928.2 879.1
Dec 919.3 869.7
i960 1961
Jan 934.3 1058.6
Feb 930.2 1030.4
Mch 934.6 1011.5
Apl 972.8 1016.8
May 1000.5 1010.3
Jun 1015.0 1020.1
Jul 1060.3 1034.9
Aug 1066.1 1014.6
Sep 1077.5 1000.8
Oct 1092.2 1007.2
Nov IO89.5 999.1
Dec 1080.3 991.7
1952 1953 1954
719.8 678.8 725.7
736.3 665.7 727.6
744.7 652.1 736.2
745.8 648.0 756.8
749.6 654.9 768.8
762.4 661.6 777.7
761.8 679.3 805.9
752.6 683.3 822.8
740.8 694.4 841.2
730.8 721.0 864.3
714.8 732.5 872.6
697.2 735-4 873.1
1957 1958 1959
855.8 860.5 920.4
840.9 857.1 899.2
830.7 862.7 885.6
847.1 902.8 905.1
862.5 932.9 915.4
868.8 945.6 916.3
877.8 964.1 936.1
867.5 960.0 933.6
860.7 948.8 929.6
870.7 952.1 945.2
877.4 946.9 948.7
870.9 932.2 942.1
1962 1963
976.7 1044.6
965.2 104o.7
972.0
1008.8
1022.0
1031.4
1060.9
1052.1
1046.5
1051.8
1054.1
1052.1
Source: Reserve Bank of Australia, Statistical Bulletin.
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The next step is to obtain some evidence on which 
to decide between the additive and multiplicative models. 
Quarterly values were used for this purpose to save time.
A centred four term moving average was taken to represent 
the trend and the deviations from it are given in Table 8.
It is easily seen from Table 7 that the general trend of the 
series is upward; since the deviations from trend also tend 
to increase in absolute value over the given period we use 
the multiplicative model. Common logarithms of the 
monthly data were therefore taken.
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Table 8, Absolute Deviations from Moving Average.
( £100 m. )
Quarter I II III IV
1950 0 2
1951 1 -6 -4 4
1952 5 5 7 1
1953 -6 -9 -2 5
195*+ -5 -4 3 7
1953 -5 1 7 5
1956 -6 -l 4 2
1957 -7 -1 2 0
1958 -10 4 9 4
1959 -7 -3 2 1
I960 -11 -2 10 12
1961 -3 -3 2 0
1962 -11 1
Average -5.4 -1.5 3.3 3.6
The next step is to find a filter which eliminates 
the trend satisfactorily. For comparison the following work 
was carried out three times, using the 12 term moving average, 
second differences and Spencer’s 15 point formula. The 
deviations from each of these estimated trends are shown in 
Figure 3 for each year from 1950 to 1962. The deviations 
were also plotted month by month for each filter; we do not 
show all these graphs but give as an example those for the 
April deviations in Figure 4. The boom years stand out 
sharply as expected and will not be considered further; but 
it is clear from Figure 3 that it will be meaningful to 
estimate a stable seasonal component for the period 1953 to 
1962. It is hardly necessary to remark that there is no
9 0 .
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point in testing the hypothesis that there is no seasonal 
component, as we could not possibly believe that this 
hypothesis is true.
Only three months stand clearly apart from the 
usual pattern in Figure 3: May, June and July of 1956. This
happened to be due to the delayed effects of the Little 
Budget of March 1956 and associated causes; see Commonwealth 
Bank of Australia. Annual Report (1956) and Arndt (i960)
Chapter III. In particular the banks were not as ready as 
usual to make loans for the taxation requirements which arise 
in June and July.
One could now compute the stable seasonal
estimates \jr using the simple procedure given by (3.3.18).
However we obtain firstly the cL and 8 ^ for j = 1,...,6
using formulae (3.3-1*0 and (3-3-17); the results are given
in Table 9 together with the amplitudes and phase angles. The
phasing of the a. and 8- is such that t = 1 corresponds to 
J J
February in each case. As was expected the component with 
j = 1 is the principal one, and there is very little 
difference between the results for the three filters.
Table 9« Estimated Stable Seasonal Parameters.
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(Unit: .10,000 x common logarithm of original value in
£100 m.; phase angle in degrees)
3 1 2 3 4 5 6
12 term centred moving average
a . 
3
-65.1 1.5 -7.1 17.0 -11.8 -0 .5
-79.2 -39.4 -11.4 12.7 -3 A -
^ + % 102.5 39.5 13-5 21.2 12.2 0.5
tan_1(^/8j) 230.6 272 .1 238 .1 3 6 .8 196.2 0 .0
Second differences
a . 
3
-58.1 2.4 -6.4 1 5 .6 -1 2 .0 0 .2
$ 3
-82.4 -35.9 -9.7 11.4 -2.9 -
^  + $) 105.3 3 6 .0 1 1 .6 19.3 12.3 0 .2
tan 1(£ ß  ) J J 234.8 273.8 236.7 3 6 .1 193.5 0 .0
Spencer' s 15 point formula
A
a . 
3
-53.4 1.5 -6.7 14.6 -12 .3 0 .0
^ 3
-87.9 -3 6.I -8 .3 1 1 .8 -3.6 -
^  + *? 1 02 .8 36 .2 1 0 .7 1 8 .7 1 2 .8 0 .0
tan'i( $ ^  J 238.7 272.4 231.1 38 .6 196 .2 0 .0
The ^  follow from (3*3*5) and from these we obtain the 
factors D, by which the original values are to be divided forK
seasonal adjustment:
Dk = jantilog ($k/l0,000)j- x 100$, k = 1, ...,1 2.
The values of Dk are given in Table 10.
Table 10. Estimated Seasonal Adjustment 
Factors D  ^ Using Stable Model. 
(Divisor, per cent)
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By present method See text
12 month Second I Spencei7 s
moving differ-J 15 point Hall Hannan
average ences ) 1 formula
Jan 98.5 98.7 i 98.7 98.7 99.1
Feb 97.1 .97.3 97.3 97.5 97.2
Mch 96.6 96.7 96.6 97.0 96.1
Apl 98.7 98.6 98.4 99.0 98.1
May 100.0 99.8 99-7 100.2 99.2
Jun 100.2 100.1 99.9 100.6 99.5
Jul 102.4 102.2 102.1 101.8 102.5
Aug 101.6 101.5 101.4 101.0 101.9
Sep 101.0 101.1 101.2 100.9 101.5
Oct 102.0 102.1 102.2 101.5 102.4
Nov 101.6 101.7 101.9 101.3 102.0
Dec 100.5 100.6 100.8 100.4 100.7
There is a little interest in comparing the estimates 
with those given by Hall (1961, p.38) and Hannan (1963, p.4o) which 
are also shown in Table 10. Hall’s estimates were obtained by 
the traditional method of averaging the deviations from a twelve 
months moving average. Hall used a different series which 
covered all cheque-paying banks, but the major trading banks 
represent about 9 0 :Jo of the total business. In addition Hall’s 
estimates were apparently based only on the data for 1959-1961. 
Nevertheless the agreement is obviously very close. Hannan’s 
estimates are based on the period August 195® to February 1962
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and these also agree closely -with the present estimates.
Since the seasonal pattern is very nearly constant over 
the period used and since the trend is not difficult to 
remove, it is only natural that all these results are 
similar; other series might show more interesting 
differences between the results of different methods, but 
the present series at least serves to demonstrate the 
spectral method of analysis.
The next step was to estimate the spectrum of the 
residuals in order to obtain the standard errors of the 
estimated seasonal parameters. As stated in section 2.4 
the weights used were those called hanning and the computations 
were carried out using 12 and 24 bands, so that the formula 
used was (2.4.4) with n = 120 and m = 12, 24. Since the 
results for the three filters are so close they are given 
only for second differences. Table 11 gives the auto­
correlation coefficients while Table 12 and Figure 5 show 
the estimates of the spectrum.
Several comments may be made on the estimates of the 
spectrum. No estimate is obtainable at frequency zero 
since the second differencing removes the entire component 
there. The spectrum of the residuals has a large peak 
near the origin and this would lead to poor estimates, but 
of course this does not apply since the spectrum was quite
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Table 11. A utocorre la tion C o effic ien ts  (c^/c_) fo r
S eries of Residuals 0 ^
Lag in A utocorre la tion Lag in A utocorrelatic
months c o e ff ic ie n t months c o e ff ic ie n t
0 1 .0 0 0
1 -0.348 13 -0.003
2 -0 .0 2 8 14 -O.O26
3 0 .0 2 2 15 0.148
4 -0 .1 2 0 16 -0.199
5 0 .1 6 2 17 -O.OO6
6 -0 .0 2 1 18 0 .0 3 8
7 -0 .0 8 7 19 -O.O25
8 -0 .1 1 2 20 0.092
9 0 .0 9 6 21 0 .0 2 5
10 0.029 22 -O.23 I
11 - 0 .0 7 8 23 0.125
12 0.033 24 0 .0 2 8
Table 12. Estim ated S p ec tra l Density of Residuals
centred 2 7 r £ (A ) 2tt£(?\)
/  24 24 bands 12 bands
1 1 , 0 8 7 ,0 3 0
2 112,458 99,084
3 31,425
4 13,109 9,749
5 4 ,o 4 o
6 1,436 2,152
7 1,470
8 1,350 1,372
9 1,198
10 1,045 809
11 659
12 309 366
13 179
14 170 240
15 272
16 410 287
17 286
18 205 259
19 288
20 295 232
21 196
22 156 159
23 125
24 94 123
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F »3ure 5. E.~s1>< mated S pec t ra i  Density
100,000
12 b a n d s
24- bonds
10,000
98.
flat before the adjustment for the filter factor (see 
section 3 *2) was made. The increased resolution (see 
section 2 .4) obtained when m is increased from 12 to 24 
is valuable, particularly at low frequencies where the 
resolution is always relatively poor since the bands are of 
constant absolute width throughout the spectrum. The co­
efficients of variation of the estimates follow from 
(2 .4 .11); they are 0 .3 9 for the 24 band estimates and 0.27 
for 12 bands. A convenient check on the computations is 
obtained by finding the area under the rectangles in Figure 
5; putting t = 0 in (2.2.7) this area should be close to
27r times the estimated variance 7 which in this case waso
1586; the check is satisfied.
The estimated standard errors of the a . and
J J
are given by (3*6.1) and (3.6.2) and are found to beK
as follows, using the 24 band estimates:
est var (\jr^.) = 16.07, k = 1, . ..,12
est var (c^) = est var (§,) = 1 4.78, 4 .74, 2.28, 2.61,
2.21 and 1.26 for j = 1,...,6.
The standard errors of the adjustment divisors D^ . are thus
found to be approximately 0 .4 for each k. This very low 
standard error is to be expected since the number of 
observations, 120, ie not very snail. The ease with which
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the standard errors are estimated is an advantage of the 
spectral method. Confidence limits follow directly 
(see section 3*7) hut are not tabulated here.
The evidence indicates that the seasonal 
pattern in the present series is fairly stable. Never­
theless, as an illustration of the method given in 
section 4.3 no harm will be done by obtaining the estimates 
Oi. , $. defined by (4.3.4) and (4.3.5) using the same
phasing as for oh and these need be obtained only
for j = 1 and 2, the other components being very small.
In fact all the coefficients were obtained, still using 
only the second differenced series; the machine time on 
an I.B.M. 1620 for this job was 2§ hours. Again the 
years 1950-1952 were clearly of a different character but 
in the remaining ten-year series the only coefficient 
which showed an appreciable evolution was ,. The 
other coefficients were therefore represented by their 
values in the stable model (which amounts to smoothing them 
with a horizontal straight line) while a cubic was fitted
by least squares to ; this is shown in Figure 6l, t
together with the graph of Ct The choice of a
1 0 0 .
1
h-s t imoted  E v o l v i n g S e a s o n a l  P a ram e te r s .
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cubic is of course somewhat arbitrary but it does 
reflect what seem to be the main features of the series: 
a rise from 1953 to 1958, a fall to i960 and a rise 
to 1962. The fact that + evolves slowly while ^
is quite stable shows that both the amplitude and phase 
of the oscillations are evolving slowly.
The appearance of marked oscillations with a 
period of about eight months in the series  ^calls 
for an explanation and this is easily obtained by 
considering the spectral density of the series, given 
by (4.3.7). The estimated spectrum is given in Table 13 
where it is seen that the combined effect of the 
shape of the spectrum of the residuals and the weights 
in the second column is to create a peak near the 
frequency 7r/4, or period 8 months, while there is very 
little spectral mass at high frequencies, the remainder 
occurring at low frequencies.
1-02.
Table 13. Estimated Spectral Density of a,
1, t-
(See formula (4.3*7))
Frequency
i r j /2 4
i =
S^2(A)cos% A
2T{f(A+A1 )h 2 (A+A1 )
+ f tA - A p h ^ A - A p }
1
0718 isi
= (2)x (3)
(i) (2) (3) (4 )
0 144 1 ,8 8 2 2 7 1 ,0 0 8
1 1 1 6 .4 3 1 1 ,4 1 9 1 6 5 ,2 1 6
2 57-696 1 ,0 1 5 58 ,5 6 1
3 1 2 .6 3 6 1 ,2 1 8 15 ,3 9 2
4 0 1 ,5 4 4 0
5 4 .3 5 9 2 ,1 4 3 9 ,2 9 8
6 5 .8 2 8 2 ,8 l 8 1 6 ,4 2 3
7 2 .0 5 6 2 ,7 2 0 5 ,5 9 2
8 0 2 ,17T 0
9 1 .1 1 9 1 ,6 0 4 1 ,7 9 5
10 1 .6 9 8 1 ,5 6 9 2 ,6 6 4
11 .650 2 ,9 7 9 1 ,9 3 6
12 0 5 ,0 3 8 0
13 .384 4 ,7 8 4 1 ,8 3 7
I k .588 4; 691 2 ,7 5 8
15 .223 5 ,6 9 1 1 ,2 6 9
16 0 5 ,3 5 2 0
17 .122 3 ,8 1 6 466
18 .172 3 ,4 9 5 601
19 .058 4 ,0 7 2 236
20 0 5 ,1 9 5 0
21 .020 2 ,9 5 9 59
22 .017 2 ,3 9 5 4 l
23 .002 3 ,7 0 0 7
24 0 4 ,1 1 6 0
The model (4.3*1) was reassembled to give the estimated 
evolving component. The effect of allowing for the evolution 
was naturally quite small, the \jr^  ^differing from the stable 
by an amount typically of the order of ICf/o and the 
varying by only l/; or 2 When the latest available adjustment 
factors are applied to new and recent observations the results
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are as shown in Table l4. The adjusted series over the last 
year and a half shows a very steady expansion of bank advances 
which was to some extent hidden in the original series by 
the seasonal variation.
Table lb. Seasonal Adjustment of hew and Recent Data.
(Adjustment divisors are those for August 1961 to 
July 1962, using second differences.)
Month Observed Adjustment Adjusted
value, £m. divisor,•$. value,£ m.
1 9 6 2
Jan 976. T 98.1 9 9 5 . 6
Feb 9 6 5 . 2 96.8 9 9 7 . 1
Mch 972.0 96.6 1 0 0 6 . 2
Apl 1 0 0 8 . 8 99.0 1 0 1 9 . 0
May 1022.0 100.7 1014. 9
Jun 1031.4 101.1 1020.2
Jul 1 0 6 0 . 9 103.2 1 0 2 8 . 0
Aug 1 0 5 2 . 1 101.7 1034.5
Sep 1046.5 101.2 1034.1
Oct 1 0 5 1 . 8 101.9 1 0 3 2 . 2
Nov 1054.1 101.3 1040.6
Dec 1 0 5 2 . 1 100.1 1 0 5 1 . 0
1 9 6 5
Jan 1044.6 9 8 . 1 1064.8
Feb 1040.7 9 6 . 8 1075.1
Mch 1048.1 9 6.6 IO8 5 .O
Apl 1 0 8 2 . 0 99.0 1092.9
May 1091•2 1 0 0 . 7 1 0 8 3 . 6
Jun 1101.2 1 0 1 . 1 1 0 8 9 . 2
A final comment concerns the use of an electronic
computer. The programming for all the computations required
for the spectral methods used is not difficult and was done
by the author. Although the machine time required is not
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very great there is one slightly inconvenient feature
with present computers: the work must be done in several
steps between which human judgment is used (for instance
to decide which, if any, of the <2. and S . to estimate,J h  <3) t
and how to smooth them) and this means that some output 
becomes input in the next stage and the machine has to 
be set up several times.
As mentioned in section 4.2 there is little point 
in speaking of a final conclusion on the problem dealt 
with in this thesis. Nevertheless it can be said that 
while the spectral methods presented may be slightly more 
sophisticated than is required when a large number of series 
are to be adjusted for publication, they are virtually bound 
to be useful in detailed studies of economic series, since 
they deal with their fundamental statistical components.
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