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Introduction
We study the space of Bessel potentials F α E (R n ) constructed by convolutions of functions with Bessel-MacDonald's kernels: u = G α * f, f ∈ E(R n ), α > 0. Here the role of the basic space is played by a rearrangement-invariant space (RIS) E = E(R n ). For E = L p , 1 ≤ p ≤ ∞, the space of potentials coincides with the Sobolev space of fractional order α; if 1 < p < ∞, α = m ∈ N, we obtain classical Sobolev spaces F m L p (R n ) = W m p (R n ). Spaces of this type are the object of many papers, usually connected with questions of optimal embeddings for spaces of differentiable functions of several variables (generalized spaces of Sobolev type, generalized spaces of Bessel and Riesz potentials, constructed on the base of rearrangement-invariant spaces (RIS)). Corresponding results in various forms can be found in many papers; e.g., [4, [7] [8] [9] [10] [11] [12] 19, 20, 24, 26, 27, [31] [32] [33] [34] [35] . In those recent papers the problems of optimal embeddings were reduced to the description of the norms for corresponding Hardy type operators between two RISs on the positive semi-axis. Some partial cases are of special interest; for instance Lebesgue spaces, general weighted Lorentz spaces, and Orlicz spaces. As already observed, there are also close relations to the investigation of corresponding growth and continuity envelopes; we refer the reader to [30, 42] for the general background. This new tool characterizes singularity behavior of spaces when there is no embedding into L ∞ or Lip 1 , respectively. Some results for growth envelopes in an abstract context were already obtained in [22, 24] . Now we turn to the parallel question of the continuity envelope function,
where X is some space of functions and ω( f ; t) the classical modulus of continuity; see (2.10) for its definition. Recall that this nowadays well-known concept was introduced by Lebesgue in [36, p. 75 ] already and plays an important role, in particular, in approximation theory in connection with the so-called Jackson-Bernstein theorems; cf. [37, p. 338] and [41, p. 226 ].
In addition, we shall also deal with the modulus of smoothness of order k ∈ N,
, t > 0, where ∆ k h are the iterated differences, as usual. Assume that 0 < α < n and k ∈ N. Our main concern in this paper is to obtain sharp estimates for the quantity ω k (u; t 1 n ) where f : R n → R is such that for fixed T ∈ R +  T 0 τ α n −1 f * (τ ) dτ < ∞, and u its Bessel potential, u = G α * f . The function f * denotes the decreasing rearrangement of the function f . For the estimates from above we achieve in Theorem 3.3 that
Conversely, in Theorem 3.11 we can show that there exists some function f 0 such that for its Bessel potential u 0 = G α * f 0 we get
for some T 0 > 0, which immediately gives the sharpness of our results. Moreover, our theorems also cover a result obtained in [17] recently (by different methods). We then collect a number of direct consequences and special cases of these results related, in particular, to the case when f belongs to some RIS E(R n ) and u ∈ F α E (R n ), 0 < α < n. This has some immediate consequences for the behavior of the continuity envelope function, that is,
, t ∈ (0, T ) ,
where we assume α ∈ (0, n), E(R n ) an RIS, and τ α n −1 ∈Ẽ ′ (0, T ), but τ α−1
n −1 ̸ ∈Ẽ ′ (0, T ). In this case we further obtain
and Ω ⊂ R n is some bounded domain. Let us point out that results of that type can be seen as generalizations of very classical theorems in approximation theorem; we refer, first, to Akhieser's version of the Jackson-Bernstein theorem [1, p. 211] , where the Lipschitz continuity (of order σ and to some integrability p) of some function f is equivalently characterized by the decay rate of inf ∥ f − T ∥, where the infimum is taken over all entire functions T with |T (z)| ≤ C ε e (n+ε)|z| , z ∈ C, for any ε > 0; second one is likewise reminded to Stechkin's result [41, p. 226 ] stating that
where the infimum is taken over all trigonometric polynomials with degree at most k.
Since we also have precise knowledge about higher-order differences and the modulus of smoothness of order k ∈ N, one can study parallel questions for higher-order envelope functions. We briefly explain the idea, but do not investigate the problem in detail here. Note that some of our results are also announced in [28] .
The plan of the paper is as follows. In Section 2 notations, essential concepts and definitions are presented. Section 3 contains our main results concerning estimates for the modulus of smoothness, together with their proofs. Finally, in Section 4 we collect some consequences, including a criterion for embeddings in Lipschitz spaces, the result for the continuity envelope function, as well as an application to approximation numbers. For convenience we exemplify our abstract outcome for the well-known setting E = L p (R n ) and can thus recover parallel results known before in this case.
Preparations
First we fix some notation. By N we denote the set of natural numbers, by N 0 the set N ∪ {0}. The positive part of a real function f is given by f + (x) = max( f (x), 0), the integer part of a ∈ R by ⌊a⌋ = max{k ∈ Z : k ≤ a}. If 0 < u ≤ ∞, the number u ′ is given by
For two positive real sequences {α k } k∈N and {β k } k∈N we mean by α k ≃ β k that there exist constants c 1 , c 2 > 0 such that c 1 α k ≤ β k ≤ c 2 α k for all k ∈ N, similarly for positive functions. Usually B(x, r ) = {y ∈ R n : |x − y| < r } stands for a ball in R n centered in x ∈ R n and with radius r > 0, where we occasionally abbreviate B r = B(0, r ), r > 0. We denote by µ n the Lebesgue measure on R n , n ∈ N, and by V n the volume of the n-dimensional unit ball, that is, V n = µ n (B 1 ).
For a multi-index β = (β 1 , . . . , β n ) ∈ N n 0 we write |β| = β 1 + · · · + β n and β! = β 1 ! · · · β n !, as usual.
Given two (quasi-) Banach spaces X and Y , we write X ↩→ Y if X ⊂ Y and the natural embedding of X in Y is continuous.
All unimportant positive constants will be denoted by c, occasionally with subscripts.
Banach function spaces
We use some notations and general facts from the theory of Banach function spaces and rearrangement-invariant spaces; for general background material we refer the reader to [2] . As usual we call f * the decreasing rearrangement of the function f , i.e., 0 ≤ f * is a decreasing, right-continuous function on R + = (0, ∞), equi-measurable with f ,
Definition 2.1. (i) A Banach function space, shortly: BFS, E = E(R n ) is a Banach space of measurable functions f : R n → C with the monotone norm, i.e., such that
A BFS E is called a rearrangement-invariant space, shortly: RIS, if its norm is monotone with respect to rearrangements,
Remark 2.2. The following Luxemburg representation formula is known: for an RIS E(R n ) there exists a unique RIS  E(R + ) such that 
where
is the well-known maximal function of f * , that is, f * ≤ f * * , f * * is monotonically decreasing, whereas t f * * (t) is monotonically increasing.
For special weights we obtain a variety of Lorentz and Marcinkiewicz spaces; for instance, w pq (t) = t q p −1 , 1 ≤ p, q < ∞, yields the classical Lorentz spaces
whereas the choice
and b (t) a slowly varying function of logarithmic type, leads to the so-called Lorentz-Karamata spaces; see for example [14, 38] .
Finally, for an RIS E(R n ) its associate space E ′ (R n ) is an RIS again, equipped with the norm
see [2, Chapter 2] for further details.
Space of Bessel potentials
The space of Bessel potentials is introduced by an integral representation over an RIS E = E (R n ). Here we need the notion of the Bessel-MacDonald kernel G α , α > 0, cf. [39, Chapter 8] ,
is the MacDonald function, i.e., the Bessel function of imaginary argument. Moreover, the following well-known properties of the kernels will be used here. Here and in the sequel we assume R ∈ R + to be fixed if not stated otherwise. The function H ν is positive and monotonically decreasing on R + with 5) where R = R(ν) is sufficiently small, d m = d m (ν, R, m) ∈ R + , and m ∈ N 0 . Thus the kernel G α is a positive, radial, decreasing function of ϱ = |x|, satisfying
Note that the above assumptions always imply that G α ∈ L 1 (R n ).
Remark 2.4. More precisely, we have
with
Definition 2.5. Let E = E(R n ) be an RIS, α > 0, and G α the Bessel-MacDonald kernel as above. Then
From the above considerations together with the generalized Minkowski inequality for convolutions in RIS E(R n ) it follows that u ∈ F α E implies
Continuity envelopes
Let C be the space of all complex-valued bounded uniformly continuous functions on R n , equipped with the sup-norm as usual. Recall that the classical Lipschitz space Lip 1 is defined as the space of all functions f ∈ C such that
is finite, the expression (2.9) defining its norm, where ω( f ; t) stands for the modulus of continuity,
For later use, let us further recall the definition of differences of functions. If f is an arbitrary function on R n , h ∈ R n and k ∈ N, then
Note that ∆ k h can also be defined iteratively via
For convenience we may write ∆ h instead of ∆ 1 h . Accordingly, the k-th modulus of smoothness of a function f ∈ C(R n ) is defined by 12) such that ω 1 ( f ; t) = ω( f ; t). Recall that (2.11) immediately gives
Remark 2.7. We recall the representation formula
∂h k denotes the kth order derivative of f in direction h ∈ R n , and the kernels M k can be obtained inductively by
These kernels satisfy 0
Remark 2.9. This concept was introduced and first studied in [42, Chapter 2], [29] ; see also [30] . We obtain -strictly speaking -equivalence classes of continuity envelope functions when working with equivalent (quasi-)norms in X as we shall usually do. But we do not want to distinguish between representative and equivalence classes in what follows and thus stick at the notation introduced above. It is well-known that X ↩→ Lip 1 if, and only if, sup
we refer the reader to [29, 30] for a more general approach as well as a detailed account on basic properties of E X C . We only mention the convenient 'monotonicity' feature for further use: let X i ↩→ C, i = 1, 2, be some function spaces on R n . Then
for some c > 0 and all t > 0. We dealt in the books mentioned above usually with the so-called continuity envelope E C (X ) of some function space X : the envelope function E X C is then equipped with some additional fine index u X C that contains further information. However, we do not study this index in the present context. Example 2.10. We briefly summarize some results for Sobolev spaces H α p (R n ), α > 0, 1 < p < ∞, and spaces of Lipschitz type Lip a , 0 < a < 1, and Lip (1,−b) , b ≥ 0. The latter represent the natural extensions of (2.9) and collect all f ∈ C such that
respectively, are finite. Then for 0 < t < ε,
In the case of (fractional) Sobolev spaces
whereas in the limiting case α =
with the special case
(2.20)
We refer the reader to [30] , also for more general results.
Remark 2.11. We would like to mention some other interesting connection to the so-called
In particular, when X = E is an RIS with fundamental function
, where
see [30, Section 2.3] . In the case of (classical) Lorentz spaces one obtains
In [22, 24] the following abstract setting was studied. Let Ω ⊂ R n be a bounded domain, E = E(Ω ) an RIS, m ∈ N. Denoting byẆ m E (Ω ) the closure of C m 0 (Ω ) with respect to the norm ∥u∥ W m E (Ω ) = ∥ |∇ m u|∥ E(Ω ) , then its (local) growth envelope function is determined by
for t → 0. This coincides with corresponding results in [30] . In [24, Section 6] the situation for Calderón spaces Λ(E, ⃗ F) is considered including the special case of generalized Besov spaces Λ (⃗ α,β) E,q (R n ), which for E = L p partially recovers [5, 6] .
Let us finally mention some 'lifting' property of envelopes. Let X be some space of functions or regular distributions on R n , X ⊂ L loc 1 , with, say, X ̸ ↩→ L ∞ . Assume that the subspace
Then we proved in [30, Corollary 11.11 ] that there exists some c > 0 such that
for all small t, 0 < t < ε. Moreover, if there is a number C > 0 such that for all large
then (2.24) can be replaced by
, and thus (2.18), (2.20) together with (2.23) (or, more precisely, its version in [30] for Ω = R n ) show that (2.25) is often an equivalence; we refer the reader to [30, Section 11.2] for further discussion.
In [30, Section 10.1] we also studied the function
essentially in view of the question whether e X ∈ X (assuming that X is defined on R + ). There we discussed some consequences for the fine index u X C in general and for a number of examples. We can extend this notion to smoothness moduli of higher order k ∈ N, 26) such that e X 1 = e X . Plainly, e X k is a non-negative, monotonically increasing function. Moreover, one can also consider some envelope function adapted to higher-order smoothness moduli,
Clearly, E X C,1 = E X C .
The main results
It is obvious by the above definitions that the problem to determine the continuity envelope function is merely interesting when we have the embedding into the space of bounded continuous functions,
Here we benefit from some earlier result in [23] . For convenience, we shall stick to the abbreviation
in what follows, where either R > 0 or T > 0 are given. 
and 0 < α < n, then Proposition 3.1 can be rewritten as
But this is nothing else than the well-known Sobolev embedding theorem.
Now we turn to the estimates for the k-th modulus of smoothness ω k (u; t) of the Bessel potential
of a function f . We begin with the estimate from above.
Estimate from above
Our first main result is the following.
Theorem 3.3. Let k ∈ N, 0 < α < n, and f : R n → R be a function such that for fixed T ∈ R +
Then we get for its Bessel potential u given by (3.3) the estimates
Proof.
Step 1: We use Hardy's lemma and estimate
By the properties of G α , see Section 2.2, we immediately get
and we are left to verify the estimate
in view of (3.5). We apply (2.5), (2.6) together with (3.1) and obtain
such that it suffices to estimate the second integral by the first one from above. However, the monotonicity of f * yields
as desired. This concludes the proof of (3.5).
Step 2: We come to (3.6) and have to consider ∆ k h u in further detail, where k ∈ N is assumed to be fixed. By definition (2.12) we only have to deal with |h| ≤ T 1/n . In view of (3.3) we may write
such that (2.11) yields
By well-known properties of decreasing rearrangements we can thus continue the estimate by
where we used similar arguments as in Step 1 and denoted
For convenience we may assume that δ(h) ≤ T . We turn to J 2 . Here we want to apply Remark 2.7 together with (2.4), (2.5) , that is,
Let R > 0 be given by T = V n R n . Note that in J 2 only y ∈ R n with |x − y| ≥ 2k|h| are admitted such that we have for all such y and λ
where we shall assume for convenience that the constants satisfy c k,R R α−n−k = d k,R e − R 4 , then our above considerations result in
We extend the function Ψ h,R continuously to all z ∈ R n \ {0} by
Then Ψ h,R is continuous and radially decreasing in z ∈ R n \ {0}, such that one easily obtains
In the same way as above we thus obtain that
We first deal with the last term and use an argument similar to that one at the end of Step 1: if h is such that δ(h) ≤ T 2 , then this term is covered by the middle one,
whereas otherwise, when T 2 < δ(h) ≤ T , then the first term dominates the last one,
Together with (3.7) and (3.8) we have thus obtained that
which immediately implies 10) and also (3.6) by (2.12), since the right-hand side of (3.10) is increasing in |h|. This concludes the argument.
Before we concentrate on the corresponding estimate from below, we collect a number of interesting consequences of Theorem 3.3.
Corollary 3.4. Let k ∈ N, 0 < α < n, and f : R n → R be a function such that for fixed
Then we obtain for its Bessel potential u given by (3.3) that
Proof. Note that (3.11) implies (3.4) and
Remark 3.5. Later we shall see that the estimate (3.12) is in fact sharp.
The next corollary covers a result obtained in [17] recently (by different methods).
Corollary 3.6. Let 0 < α < n, k ∈ N with k > α, and f : R n → R satisfying (3.4) for some T ∈ R + . Then we obtain for its Bessel potential u given by (3.3) that
Proof. In view of (3.9) (with |h| n replaced by t) we conclude from (3.6) that
Now we benefit from our assumption k > α inasmuch as that the latter term can be estimated by the first one using a similar argument as before,
Corollary 3.7. Let α ∈ (0, n) and E (R n ) be an RIS. Assume that for some T ∈ R + we have
Let f ∈ E(R n ). Then we obtain for its Bessel potential u ∈ F α E (R n ), given by (3.3), that
and, for any k ∈ N,
In particular, with k = 1 we obtain
Proof. We apply Hölder's inequality to the estimates (3.5) and (3.6) and take into account that
recall (2.1) and (2.8). ∈Ẽ ′ (0, T ) for some k ∈ N, then we can obviously replace (3.14) by the simpler estimate
Estimate from below
We start with some preparations needed later in the proof of the lower estimate when we deal with radial functions. So we consider the situation of a function H (z) where z = z(ϱ) depends on ϱ ∈ R + , denoted by
where z, H : R + → R + with z, H ∈ C k (R + ). We are interested in derivatives g ( j) (ϱ) and H ( j) (z), j = 1, . . . , k. Clearly the chain rule yields g ′ (ϱ) = H ′ (z(ϱ))z ′ (ϱ). For k ≥ 2 we have the following Faà di Bruno formula
is contained in the above sum. On the other hand, multi-indices of type (k − 1, β 2 , . . . , β k ) ̸ ∈ B k independent of the choice of β j , j = 2, . . . , k. Therefore we can write B k = {(k, 0, . . . , 0)} ∪ B ′ k with B ′ k = {β ∈ B k : β 1 ∈ {0, . . . , k − 2}} and rewrite the above formula by
Let us denote β ′ = (β 2 , . . . , β k ) for β ∈ N k 0 . Then, plainly, β ∈ B ′ k implies |β| ≤ k − 1, and |β
We return to (3.15) and give some sufficient condition when the first term on the right-hand side dominates the remainder parts.
Lemma 3.9. Let R > 0, k ∈ N with k ≥ 2, z, H : R + → R + with z, H ∈ C k (R + ), and g(ϱ) = H (z(ϱ)), ϱ ∈ R + . Assume that there exist constants c j ∈ R + , j = 1, . . . , k, and ε > 0, such that for all ϱ ∈ (0, R)
Assume further that for some ν > 0 and all z ∈ (0, z(R)) there exist constants d j,ν > 0, j = 1, . . . , k, such that
If ε in (3.17) is sufficiently small such that
Remark 3.10. Note that β ∈ B ′ k implies |β ′ | ≥ 1 in view of (3.16) such that (3.19) can always be obtained for ε ∈ (0, ε 0 ) with
Proof. First (3.15) yields
Now our assumptions (3.17) and (3.18) imply for any β ∈ B ′ k that
since for the exponent of z one calculates
This leads to
thanks to (3.19) . On the other hand, (3.17) and (3.18) also imply that
such that finally (3.21) gives (3.20).
Now we come to the estimate from below what means that we shall construct some 'extremal' function f 0 such that for its Bessel potential u 0 an inequality converse to (3.6) is satisfied.
Let ϕ 0 be a right-continuous function, non-negative, monotonically decreasing on (0, R 0 ) for some R 0 > 0, with ϕ 0 (τ ) = 0, τ ≥ R 0 , and
Let θ = ̸ (y, e n ) be the angle between y ∈ R n and e n = (0, . . . , 0, 1) ∈ R n , and θ 0 > 0. Then we consider the extremal function 23) and its Bessel potential
Theorem 3.11. Let k ∈ N, 0 < α < n. Then there exist positive numbers θ 0 , R 0 and c 0 which may depend on α, n and k only, with θ 0 ∈ ( 2 3 π, π ), such that for the Bessel potential u 0 of the function f 0 according to (3.24) and (3.23), respectively, we obtain
with T 0 = V n R n 0 as before. Proof. Let x ∈ R n be such that x = r e n with r = |x| ≤ R 0 , and let also y ∈ R n be given by spherical coordinates, y = ξ σ with ξ = |y| and |σ | = 1. We want to estimate u 0 (x) = u 0 (r e n ) and thus introduce
Then by the above construction (3.22)-(3.24) and (2.4) we obtain u 0 (r e n ) = c n
where 0, ξ, θ ) ) stands for the k-th difference of the composed function H ν (z(r, ξ, θ )) taken with respect to r at r = 0. For fixed ξ and θ we consider g(ϱ) = H ν (z(ϱ)) and use the (one-dimensional version of) (2.14),
such that after changing the order of integration we arrive at 25) where
. We want to apply Lemma 3.9 to
and have thus to check assumptions (3.17)-(3.19) for appropriately chosen constants R 0 and θ 0 .
In the above integral we have by construction that
If now R 0 is chosen sufficiently small, we can apply the estimates for H (m) ν from the upper line in (2.5), more precisely, (2.7) such that (3.18) is satisfied. We care for (3.17) . First note that θ ∈ (θ 0 , π ) ⊂ ( 2 3 π, π ) implies z ≥ ξ since cos θ < 0. Moreover, we then have for z = z(ϱ, ξ, θ )
which leads to
since sin 2 θ ≤ 3 4 in the given interval. This covers the first part in (3.17) with c 1 = 1. Calculating higher derivatives like
2 θ z −3 etc. and taking into account that ϱ − ξ cos θ ≤ z(ϱ, ξ, θ ), we obtain by induction that
for appropriately chosen numbers c j > 0 and j = 2, . . . , k, that is, the remaining part of (3.17) with ε = sin 2 θ. If now θ 0 is chosen sufficiently close to π , then (3.19) can be arranged for any ε = ε(θ ) with θ ∈ (θ 0 , π ). Thus Lemma 3.9 can be applied and (3.20) reads as
We replace the corresponding term in (3.25) and can thus estimate
where we used in the second estimate that z(ϱ, ξ, θ) ≤ ϱ + ξ and (2.15) . Moreover, we finally got rid of the integral over θ. Since r ∈ (0, R 0 ) we can further continue this estimate by
and likewise
Hence,
Finally we substitute τ = V n ξ n , t = V n r n ∈ (0, T 0 ) with T 0 = V n R n 0 . Note that by (3.23) 0 ≤ f 0 (y) ≤ ϕ 0 (|y|) which implies that
where we applied (3.9) (with |h| n replaced by t) in the second estimate. Recall that
. This completes the argument.
Before we discuss consequences of our result we would like to extend Theorem 3.11 insofar that the corresponding estimate is true for any T > 0 (at the expense of the constant c 0 = c 0 (T )). We stick to our construction in front of Theorem 3.11 and take another function ψ with similar properties like ϕ 0 , that is, ψ is some right-continuous function, non-negative, monotonically decreasing on (0, T ) for some T > 0, with ψ (τ ) = 0, τ ≥ T, and
(3.27)
With R 0 = R 0 (α, n, k) from Theorem 3.11 and T 0 = V n R n 0 we further introduce the auxiliary functions
Corollary 3.12. Let k ∈ N, 0 < α < n. Then there exist positive numbers θ 0 and R 0 as in Theorem 3.11, and for any T > 0 there is some c = c(n, k, α, T ) > 0, such that for the Bessel potential u 0 of the function f 0 constructed by (3.24), (3.23) with ϕ 0 given by (3.27), (3.28) , respectively, we obtain 29) and
Proof. It is sufficient to deal with (3.29) since it implies (3.30) in view of f * 0 ≤ ψ * 0 ≤ ψ * = ψ, recall the end of the proof of Theorem 3.11. Moreover, our assumptions (3.27) and (3.28) ensure (3.22) and (3.23) such that Theorem 3.11 is applicable. Now (3.26) covers the result (3.29) if T ≤ T 0 . Let us thus assume T > T 0 in the sequel. Note that for t ∈ (0, T 0 ] we have
such that (3.29) with t = T 0 leads to
In the case of t ∈ (T 0 , T ] the definition of ω k (·; t) thus immediately leads to 32) whereas the counterpart for t ∈ (0, T 0 ] was already covered by our above considerations. So we have (3.32) for all t ∈ (0, T ] and have thus to deal with the remaining part of the integral, that is, we want to show that for some appropriately chosen number c 1 = c 1 (n, k, α, T ) > 0 we get
We return to (3.31) and argue twice by the monotonicity of ψ,
such that together with the preceding estimates we arrive for t ∈ (0,
In the case of t ∈ [T 0 , T ] we obtain in a similar way as above
Thus (3.33) and (3.34) together result in
Together with (3.32) this concludes the argument.
Some consequences
We return to the study of the continuity envelope function. In view of the criterion (3.2) for the embedding (3.1) we always have to assume that
in the sequel. We begin with the study of E X C,k and e X k in the case of X = F α E (R n ), recall (2.26) and (2.27) as well as (2.8).
In particular, we obtain
, t ∈ (0, T ). Thus it remains to show (4.2). Let u ∈ F α E (R n ) with ∥u∥ F α E ≤ 1. In view of (2.8) this implies the existence of some f ∈ E(R n ) with ∥ f ∥ E ≤ 1. Moreover, by Hölder's inequality we conclude for any such ψ. Taking the supremum with respect to ψ, the duality principle in RIS completes the proof of (4.2). Now we can formulate some 'lifted' counterpart of (3.1).
Corollary 4.2. Let α ∈ (0, n), and E(R n ) an RIS. Then Proof. The sufficiency is a direct consequence of Corollary 3.7. As for the necessity, it is sufficient to assume that Then in view of Proposition 3.1 the concept of continuity envelopes makes sense and (2.16) together with Proposition 4.1 disproves F α E (R n ) ↩→ Lip 1 (R n ).
Remark 4.3. In other words, the only interesting case to study the continuity envelope function E Remark 4.6. As one reviewer pointed out to us there is some hope even to obtain an estimate converse to (4.7) in the sense of the classical result by Stechkin [41, p. 226 ].
We would like to mention the following immediate consequence of (4.7). Then λ n > λ n+1 , n ∈ N 0 , with lim n→∞ λ n = 0. By the monotonicity of h * * 1/k we can thus continue (4.10) by a k  id : F where we used (2.21) again. Note that the construction of the sequence {µ n } n∈N 0 in [20, 21, 25] provides, in addition, that N 0 can be decomposed into disjoint index sets I m ⊂ N 0 , m = 1, 2, that is, with I 1 ∩ I 2 = ∅ and I 1 ∪ I 2 = N 0 , such that
