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𝐸𝑟𝑟𝑜𝑟 𝑀𝑜𝑑𝑒𝑙 ( AR(1) ) Eliminate correlated error using 
Autocorrelation 
• Error terms correlated over time are said 






random error terms follow AR(1) 
𝑌௜ ൌ  𝛽଴ ൅ 𝛽ଵ𝑋௜ ൅ 𝜀௧
𝜀௧ ൌ 𝜌𝑒௧ିଵ ൅ 𝑢௧ 
Where: 
𝜌 is a parameter,  𝜌 ൏  1
 𝑢௧ are independent 𝑁 0, 𝜎ଶ 
Research goal: 
‐ Using time series analysis to predict confirmed cases from May 1st to May 15th using data 
from March 16th to April 30th (test model reliability with data from May 1st to May 7th) 
• To test for autocorrelation, we use Durbin Watson (DW) Test. The test alternatives:    
𝐻଴ ∶  𝜌 ൌ  0  _  error terms are independent 











‐ Kutner, M. H., Nachtsheim, C., Neter, J., & Li, W. (2005). Applied linear statistical models. 










The model can produce a more accurate and precise overtime dependent prediction by 
adding more significant predictors. 
Conclusion: Autoregressive error model is a strong time series analysis tool for close 
time step analysis due to its ability to predict within reasonable errors. 
