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A rough set-based association rule approach implemented
on exploring beverages product spectrum
Shu-Hsien Liao
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Abstract When items are classified according to whether
they have more or less of a characteristic, the scale used is
referred to as an ordinal scale. The main characteristic of
the ordinal scale is that the categories have a logical or or-
dered relationship to each other. Thus, the ordinal scale data
processing is very common in marketing, satisfaction and
attitudinal research. This study proposes a new data mining
method, using a rough set-based association rule, to analyze
ordinal scale data, which has the ability to handle uncer-
tainty in the data classification/sorting process. The induc-
tion of rough-set rules is presented as method of dealing with
data uncertainty, while creating predictive if—then rules that
generalize data values, for the beverage market in Taiwan.
Empirical evaluation reveals that the proposed Rough Set
Associational Rule (RSAR), combined with rough set the-
ory, is superior to existing methods of data classification
and can more effectively address the problems associated
with ordinal scale data, for exploration of a beverage prod-
uct spectrum.
Keywords Data mining · Rough set · Association rule ·
Rough set association rule · Ordinal scale data processing ·
Product spectrum
1 Introduction
When items are classified according to whether they have
more or less of a characteristic, the scale used is referred
to as an ordinal scale. The main characteristic of the or-
dinal scale is that the categories have a logical or ordered
S.-H. Liao (B)
Tamkang University, New Taipei City, Taiwan, Republic of China
e-mail: michael@mail.tku.edu.tw
relationship to each other. These types of scale permit the
measurement of degrees of difference, but not the specific
amount of difference, such as market segmentation. Thus
the ordinal scale data processing is very common in mar-
keting, satisfaction and attitudinal research. Any questions
that ask the respondent to rate something are using ordi-
nal scales. Likert scales are commonly used in attitudinal
measurements. This type of scale uses a five-point scale
ranging from strongly agree, agree, neither agree nor dis-
agree, disagree, strongly disagree to rate people’s attitudes.
Although some researchers treat them as an interval scale,
however we do not really know that the distances between
answer alternatives are equal. Hence only the mode and me-
dian can be calculated, but not the mean. The range and
percentile ranking can also be calculated. Ordinal measure-
ments describe order, but not relative size or degree of dif-
ference between the items measured. In this scale type,
the numbers assigned to objects or events represent the
rank order (1st, 2nd, 3rd, etc.) of the entities assessed. In
mathematical order theory, an ordinal scale defines a to-
tal preorder of objects (in essence, a way of sorting all
the objects, in which some may be tied). The scale val-
ues themselves (such as labels like “great”, “good”, and
“bad”; 1st, 2nd, and 3rd) have a total order, where they
may be sorted into a single line with no ambiguities. If
numbers are used to define the scale, they remain correct
even if they are transformed by any monotonically increas-
ing function. This property is known as the order isomor-
phism [10].
In decision making, many classical representations of
preferences are cardinal (typically expected utility, or more
elaborated models as Choquet expected utility based on
monotone measures). They deal with utility functions which
are real-valued, and use standard operations of arithmetic
such as addition and multiplication [57]. However, it is nei-
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ther always easy nor desirable to deal with cardinal util-
ity functions. A first noticing is that ordinal information
is easier to get than cardinal one, and moreover, there are
many situations where only order is relevant, cardinals be-
ing merely used by tradition and convenience. More fun-
damentally, the dominant viewpoint in economics, intro-
duced by Hicks and Allen [27], is that utility is related
to observable choices (revealed preferences), and any in-
trospective judgments on intensity of preference should
be discarded since meaningless. As a consequence, if the
only purpose of utility is to explain choices, then util-
ity is ordinal in nature [1]. In artificial intelligence, ordi-
nal scale data processing on ranking, preference, ordinal
measurement, classification, and categorization are imple-
mented on different problem domains, such as: decision
model [4, 7, 20, 30, 55], finite ordinals category on chronol-
ogy [50], multi-criteria development [23, 47], measurement
scale development [12, 54], medical study [9] and evalua-
tion [37].
On the other hand, in physics, a spectrum is a series of
colored bands of light, diffracted and arranged in the order
of their respective wave lengths, produced by the passage
of white light through a prism, or other diffracting medium.
A spectrum may include many smaller spectrums; for ex-
ample, the electromagnetic radiation spectrum includes the
light spectrum, radio spectrum, infrared spectrum, etc. Be-
yond physics, a spectrum is a condition that is not lim-
ited to a specific set of scales or values, but can vary in-
finitely, within a continuum or sequence. Since the word
saw its first scientific use within the field of optics, to de-
scribe the rainbow of the colors of visible light, when sep-
arated by a prism, it has been applied in many other fields.
Thus, one might talk about a spectrum of political opinion,
or the spectrum of activity of a drug, autism spectrum, or
specific market segmentation. In these cases, values within
the spectrum are not necessarily discrete numbers, as in op-
tics: exact values within this type of spectrum are not pre-
cisely quantifiable. Such use implies a broad range of con-
ditions, or behaviors, grouped together and studied under
a single title, for ease of discussion. In most modern us-
ages of the word, “spectrum”, there is a unifying theme, be-
tween extremes at either end, the ordinal events set out be-
low. Accordingly, to obtain a spectrum, the measured func-
tion must be transformed into independent scales/variables,
with frequencies and the dependent variable must be re-
duced to the regions, over which the independent variable
extends [39].
Consumers prefer certain products, so there is an as-
sociated decision-making spectrum. An effective visualiza-
tion tool, especially for stakeholders, or managers, is a
brand/product spectrum diagram, which highlights where
the company’s brands and products are situated, compared
to other competitors. Some businesses have difficulty in un-
derstanding their brand attributes and how their products
fit into the retail landscape. Often, when questioned, com-
panies espouse a wish to fulfill all promises to all peo-
ple. However, this approach is often limiting, as a strat-
egy, as it is lacking in targeted vision and segmentation.
Therefore, it must be asked whether a business can better
understand its consumers, by realizing its own position in
the industry, with respect to its specific product segmen-
tation. However, this is easier said than done, since cus-
tomers’ opinions are known only to customers. The infor-
mation is available, but difficult to access, and without an
effective method there is little hope of exploring the full
volume of data that might be collected. Thus, the effec-
tive processing and use of this data is increasingly impor-
tant [51, 56].
Data mining is the process of discovering significant
knowledge, such as patterns, associations, changes, anoma-
lies and significant structures, from the large amounts of data
stored in databases, data warehouses, or other information
repositories [39]. Therefore, knowledge of customers, ex-
tracted through data mining, can be combined with customer
profiles, purchased preferences, records of purchased prod-
ucts and marketing knowledge, from research. This knowl-
edge then provides an understanding of consumers, as well
as the product spectrum in a market. Association rules are
a data mining method. Previous studies in mining associa-
tion rules have had two deficiencies. Firstly, the discovery
of rules from ordinal data has been ignored. Secondly, the
discovery of rules from imprecise data has also been ig-
nored [14]. Corporations, ranging from Coca-Cola, Nestle
and McDonald’s to Disney and Sony, have invested millions
of dollars in developing their corporate image. However, the
biggest threats to brand equity are not likely to be trade-
mark or patent infringements, but rather the firm’s own ac-
tions, or those of its myriad of agents, joint venture/alliance
partners, suppliers and subsidiaries [21]. In commerce, busi-
nesses use branding to differentiate their products and ser-
vices, or offerings from those of their competitors [6, 34].
The brand incorporates a set of product or service features
that are associated with that particular brand name and at-
tribute [11]. Data classification is used to reduce the large
number of conditional attributes, based on the value of the
decisional attribute, as well as to extract the key charac-
teristics of certain groups from a wide spectrum of cus-
tomer attributes [17]. An effective visualization tool, espe-
cially for stakeholders or managers, is a brand spectrum di-
agram, which highlights where the company’s brands and
products are situated, compared to other competitors. Some
businesses have difficulty in understanding their brand at-
tributes and how their products fit into the retail landscape.
Often, when questioned, companies espouse a wish to fulfill
all promises to all people. However, this approach is often
limiting, as a strategy, lacking in targeted vision and seg-
mentation [39].
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Accordingly, this study investigates the concept of the
product spectrum, by the analysis of algorithms, to sort
consumer product preferences and then provide the appro-
priate decisions. The empirical evaluation reveals that the
proposed Rough Set Associational Rule (RSAR), combined
with the rough set theory, is superior to existing methods,
for ordinal scale data classification, and can more effec-
tively address the marketing issue associated with the in-
vestigation of product spectrum on the beverage market
in Taiwan. The rest of this paper is organized as follows.
Section 2 reviews literature relevant to this research. Sec-
tion 3 considers the ordinal scale data. Section 4 uses a
rough set method to generate associational rules. Computa-
tional experiments and conclusion are presented in Sects. 5
and 6.
2 Research background
2.1 Literature review of the development of RST
Rough set theory (RST) was originally proposed by Pawlak,
in the 1980’s, as a mathematical approach to aid decision
making in the presence of uncertainty. It can be used not
only as the basis of formal reasoning, with uncertain in-
formation, machine learning, knowledge extraction and de-
mand forecasting [31, 44, 65], but also as for a tool for
data analysis and autonomous decision-making, and has
been used to extract knowledge from datasets [16, 44].
It classifies imprecise, uncertain, or incomplete informa-
tion, expressed in terms of data acquired from experi-
ence [5, 29, 33]. The Pawlak rough set model provides a
mathematical tool for the determination of data dependen-
cies and the reduction of the number of features contained
in a dataset, using purely structural methods. RST is a the-
ory for the study of intelligent systems, which are charac-
terized by inexact, uncertain, or vague information. In less
than two decades, rough sets theory has rapidly established
itself in many real-life applications [31]. Presently, rough set
theory is used in many fields, such as learning, intelligent
systems, inductive reasoning, pattern recognition, image
processing, signal analysis, knowledge discovery, decision
analysis and environment quality [24, 42, 44, 52, 53, 59]. It
has become a key topic in the research area of informa-
tion science [31, 62]. An information system is a quadru-
ple S = {U,A,V,f }, where U is a finite set of objects,
called the universe, A is a finite set of attributes, V is a
domain of attribute a and f : U × A → V is called an
information function, such that f (x, a) [40]. Any union
of elementary sets is called a crisp set and other sets are
referred to as rough sets. Ziarko [64] describes the tech-
nique as non-statistical and notes that it has been devel-
oped with full mathematical rigor, within the realm of logic
and set theory. In one sense, this is strength, given that
there are no explicit distributional assumptions and no re-
quirements for selection of functional forms. Rough set
theory allows easy acquisition knowledge from data, even
when the operator has limited prior knowledge. Addition-
ally, the model has the ability to reduce superfluous vari-
ables, is easily commanded with ‘IF THEN’ statements
and can be easily modified [38]. Therefore, rough sets
can be considered as uncertain or imprecise as the follow-
ing [15, 25].
An attribute a is a mapping a : U → V a where U is
a non-empty finite set of objects (called the universe) and
V a is the value set of a. An information system is a pair
T = (U,A) of the universe U and a non-empty finite set A
of attributes. Let B be a subset of A. The B-indiscernibility
relation is defined by an equivalence relation IB on U such
that IB = {(x, y) ∈ U2 | ∀a ∈ B · a(x) = a(y)}. The equiv-
alence class of IB for each object x(∈ U) is denoted by
[x]B . Let X be a subset of U . We define the lower and
upper approximations of X by B(X) = {x ∈ U |[x]B ⊆ X}
and B(X) = {x ∈ U | [x]B ∩ X = ∅}. A subset B of A
is a reduct of T if IB = IA and there is no subset B of
B with IB = IA (i.e., B is a minimal subset of the con-
dition attributes without losing discernibility). A decision
table is an information system T = (U,A ∪ {d}) such that
each a ∈ A is a condition attribute and d /∈ A is a decision
attribute. Let Vd be the value set {d1, . . . , du} of the deci-
sion attribute d . For each value di ∈ Vd , we obtain a decision
class Ui = {x ∈ U | d(x) = di} where U = U1 ∪· · ·∪U | Vd |
and for every x, y ∈ Ui , d(x) = d(y). The B-positive region
of d is defined by PB(d) = B(U1)∪· · ·∪B(U | Vd |). A sub-
set B of A is a relative reduct of T if PB(d) = PA(d) and
there is no subset B of B with PB(d) = PA(d). We define a
formula (a1 = v1) ∧ · · · ∧ (an = vn) in T (denoting the con-
dition of a rule) where aj ∈ A and vj ∈ V aj (1 ≤ j ≤ n).
The semantics of the formula in T is defined by [[(a1 = v1)∧
· · · ∧ (an = vn)]]T = {x ∈ U |a1(x) = v1, . . . , an(x) = vn}.
Let φ be a formula (a1 = v1)∧ · · · ∧ (an = vn) in T . A deci-
sion rule for T is of the form φ → (d = di), and it is true if
[[φ]]T ⊆ [[(d = di)]]T (= Ui). The accuracy and coverage of
a decision rule r of the form φ → (d = di) are respectively
defined as follows:
accuracy
(
T ′, r,Ui
) = |Ui ∩ [[φ]]T ′ ||[[φ]]T ′ |
accuracy
(
T ′, r,Ui
) = |Ui ∩ [[φ]]T ′ ||Ui |
In the evaluations, |Ui | is the number of objects in a deci-
sion class Ui and [[φ]]T ′ | is the number of objects in the uni-
verse U = U1 ∪· · ·∪U |Vd | that satisfy condition φ of rule r .
Therefore, |Ui ∩ [[φ]]T ′ | is the number of objects satisfying
the condition φ restricted to a decision class Ui .
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2.2 Previous research of RST functionalities
Kryszkiewicz [35, 36] assigned a null value, to replace all
the incomplete attribute values. The null value represents
all of the possible values attainable by the attribute with
an incomplete value. Felix et al. [18, 19] solved the in-
complete information problem by introducing rough dis-
cernibility relations, i.e. surely discernible and possibly
indiscernible. These relations were used for the deriva-
tion of rules, to replace the original indiscernibility re-
lation, in an incomplete information system. Some stud-
ies [13, 26, 31–33, 43, 49, 60, 61] used a hybrid approach
to deal with incomplete data.
Walczak and Massart [58] mentioned that the “appli-
cation of RST to qualitative attributes is straightforward.
For nominal attributes, RST offers evident advantages when
compared with other classifiers”. Previous studies of the
application of rough sets in intelligent systems, focused
on classification accuracy and on preserving the informa-
tion, or the order generated by the ordinal decision classes.
Huang et al. [28] used a RST approach for intelligent sys-
tems and their results showed that their method could re-
duce the number of conditional attributes used in mother-
board EMI fault diagnosis and maintain acceptable classifi-
cation accuracy. The theory has a strong mathematical foun-
dation and is well suited to deal effectively with various de-
cision problems. It can be employed to extract concepts,
or decision rules, from a given set of data, and has been
used successfully in many application domains [19, 22]. In
another article, John W.T. Lee et al. [29] mentioned that,
in the article “rough set theory has been successfully ap-
plied in selecting attributes to improve the effectiveness in
deriving decision trees/rules for decisions and classifica-
tion problems. When decisions involve ordinal classes, the
rough set reduction process should try to preserve the or-
der relation generated by the decision classes”. They pro-
posed a new way of evaluating and determining reducts, in-
volving ordinal decision classes, which focused on the or-
der generated by the ordinal decision classes. Zhao et al.
[63] present a hormone based nearest neighbor classifica-
tion algorithm for data stream classification, in which the
classifier is updated every time a new record arrives. The
records could be seen as locations in the feature space,
and each location can accommodate only one endocrine
cell.
2.3 Association rules
Associations in complex data objects, such as data items,
occur when one set of attributes is likely to co-occur with
another set. The prototypical application is the analysis of
supermarket transactions where associations like ‘68 % of
all customers who buy fish also buy white wine’ may be
found in a transaction database. For knowledge discovery—
data mining—in databases, an association is a rule to be
mined from databases which infers an attribute set from
another. As stated by Agrawal et al. discovering associa-
tion rules is an important data mining problem, and there
has been considerable research in using association rules
in the field of data mining problems [2]. The association
rules algorithm is used mainly to determine the relation-
ships between items or features that occur synchronously
in databases. For instance, during a trip to the shopping
center, if the people who buy item X also buy item Y as
well, there exists a relationship between item X and item Y .
Such information is useful for decision makers. Therefore,
the main purpose of implementing the association rules al-
gorithm is to find synchronous relationships by analyzing
random data and to use these relationships as a reference for
decision-making. The association rules are defined as fol-
lows [46].
Make I = {i1, i2, . . . , im} the item set, in which each item
represents a specific literal. D stands for a set of transac-
tions in a database in which each transaction T represents
an item set such that T ⊆ I . That is, each item set T is
a non-empty sub-item set of I . The association rules are
an implication of the form X → Y , where X ⊂ I,Y ⊂ I
and X ∩ Y = Φ . The rule X → Y holds in the trans-
action set D according to two measurement standards—
support and confidence. Support (denoted as_Sup(X,D))
represents the rate of transactions in D containing the item
set X. Support is used to evaluate the statistical impor-
tance of D, and the higher its value, the more important
the transaction set D is. Therefore, the rule X → Y which
has support Sup(X ∪ Y,D) represents the rate of trans-
actions in D containing X ∪ Y . Each rule X → Y also
has another measuring standard called confidence (denoted
as Conf (X → Y)), representing the rate of transactions in
D that contain X and also Y . That is, Conf (X → Y) =
Sup(X ∩ Y)/Sup(X,D).
In this case, Conf (X → Y) denotes that if the transac-
tion includes X, the chance that transaction also contains Y
is relatively high. The measure of confidence is then used
to evaluate the level of confidence about the association
rules X → Y . Given a set of transactions D, the problem
of mining association rules is used to generate all transac-
tion rules that have certain user-specified minimum support
(called Min sup) and confidence (called Min conf ). Accord-
ing to Agrawal et al. the problem of mining association rules
can be broken down into two steps. The first step is to de-
tect a large item set whose support is greater than Min sup
and the second step is to generate association rules, using
the large item set. Such rules must satisfy the following two
conditions [3]:)
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1. Sup(X ∪ Y,D) ≥ Min sup
2. Conf (X → Y) ≥ Minconf
To illustrate the concepts, we use a small example
from the supermarket domain. The set of items is I =
{milk,bread,butter,beer} and a small database containing
the items (1 codes presence and 0 absence of an item in a
transaction) is shown in the table to the right. An example
rule for the supermarket could be {butter,bread} → {milk}
meaning that if butter and bread are bought, customers also
buy milk.
In addition, to explore association rules, many researchers
use the Apriori algorithm [2]. In order to reduce the possible
biases incurred when using these measurement standards,
the simplest way to judge the standard is to use the lift judg-
ment. Lift is defined as: Lift = Confidence(X → Y)/Sup(Y ).
2.4 Rough set association rules
The primary difficulty associated with the maximal associa-
tion approach is that the generation of frequent maximal set
is based on an underlying assumption—a taxonomy exist-
ing for the document collections. However, this assumption
may be only feasible for collections of labeled documents
with keywords which are mainly for training text classifiers
and very expensive to construct, therefore limiting the gen-
eral applicability of this approach. In addition, Bi et al. in-
vestigate the applicability of Rough Set theory to detect-
ing maximal associations [8]. The work reported on some
other papers shows that by using Rough Set, rules discov-
ered are similar to maximal association rules, and the rough
set approach is much simpler than the maximal association
method in discovering association rules for knowledge dis-
covery and reasoning on different data format/scale prob-
lem [45, 55].
In view of the prior research, this research does not dis-
cuss the rules of order, but rather focuses on decision-makers
for consumer product preferences. Thus, this study proposes
a new data mining approach, which analyzes ordinal scale
data and has the ability to handle uncertainty in the data
classification/sorting process. In the domain of knowledge
extraction, rough set theory offers the benefits of efficiency,
understandability and results that can be interpreted directly.
This paper proposes the induction of rough-set rules, to
deal with data uncertainty, while creating predictive if–then
rules that generalize data values for the beverage indus-
try.
3 Ordinal scale data processing
Traditional association rules ignore the discovery of rules
from ordinal data. This study combines association rules
with Rough sets, to create an application for ordinal scale
Table 1 Example database with 4 items and 5 transactions of associa-
tion rules
Transaction ID Milk Bread Butter Beer
1 1 1 0 0
2 0 0 1 0
3 0 0 0 1
4 1 1 1 0
5 0 1 0 0
Table 2 Information system: ordinal scale data sets
U A
a1 a2 a3 a4 a5 a6 a7 a8
x1 1 5 7 4 3 2 8 6
x2 1 6 8 2 4 5 3 7
x3 1 7 2 4 6 5 3 8
x4 1 2 3 5 7 6 4 8
x5 1 3 6 2 4 5 8 7
data. The processing of ordinal scale data is described in Ta-
ble 1.
Definition 1 Transform the questionnaire answers into in-
formation system IS = (U,A), where U = {x1, x2, . . . , xi}
is a finite set of objects and i = 1, . . . , n, A = {a1, a2, . . . , aj }
is a finite set of general attributes/criteria and j = 1, . . . ,m.
fa = U × A → Va called the information function, Va is
the domain of the attribute/criterion a, and fa is a ordinal
function set such that f (x, a) ∈ Va for each xi ∈ U .
Example Table 2 shows the ranking of non-alcoholic bever-
ages, from the first to eighth, by x1, named Tea, Packaged-
waters, Sports, Juice, Soda, Others, Coffee and Energy.
Then:
fa1 = {1}, fa2 = {2,3,5,6,7},
fa3 = {2,3,6,7,8}, fa4 = {2,4,5}
fa5 = {3,4,6,7}, fa6 = {2,5,6},
fa7 = {3,4,8}, fa8 = {6,7,8}
V x1a1 = 1, V x1a2 = 5, V x1a3 = 7, V x1a4 = 4
V x1a5 = 3, V x1a6 = 2, V x1a7 = 8, V x1a8 = 6
Definition 2 According to specific universe of discourse
classification, a similarity relation of the general attributes
a ∈ A, denoted by U
A
. All of the similarity relation, denoted
by R(aj ).
U
A
= {[xi]A|xi ∈ U
}
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541 595
542 596
543 597
544 598
545 599
546 600
547 601
548 602
549 603
550 604
551 605
552 606
553 607
554 608
555 609
556 610
557 611
558 612
559 613
560 614
561 615
562 616
563 617
564 618
565 619
566 620
567 621
568 622
569 623
570 624
571 625
572 626
573 627
574 628
575 629
576 630
577 631
578 632
579 633
580 634
581 635
582 636
583 637
584 638
585 639
586 640
587 641
588 642
589 643
590 644
591 645
592 646
593 647
594 648
Table 3 The core attribute values of the ordinal scale data for non-
alcoholic beverages
R(aj ) fa5 fa6 Da
{x1} 3 2 D+a
{x2, x5} 4 5 D−a
{x3} 6 5 D+a
{x4} 7 6 D+a
R(aj ) fa5 fa6 Da
Example
R(a3) =
{{x1}, {x2}, {x3}, {x4}, {x5}
}
,
R(a5) =
{{x1}, {x2, x5}, {x3}, {x4}
}
R(a6) =
{{x1}, {x2, x3, x5}, {x4}
}
,
R(a7) =
{{x1, x5}, {x2, x3}, {x4}
}
Definition 3 The Information system is an ordinal scale
data, therefore between the two attributes will have the
ordinal response, where Da is the pair wise comparison
results of ordinal scale data, which are defined as fol-
lows,
D+a =
{
xi
∣∣∣∣
U
a
,Va1 > Vaj
}
, D−a =
{
xi
∣∣∣∣
U
a
,Vai < Vaj
}
Then, using the concept of similarity relation in rough set
theory foundation, and finding the value of ordinal scale data
between ai and aj , where ind(B) is the core attribute value
of ordinal scale data in the first step, and B is the subset
of A.
ind(B) = [fa]B⊆A =
⋂
B⊆A
[
U
a
]
Example According to the similarity relation and the fact
that R(a5) = {{x1}, {x2, x5}, {x3}, {x4}} and R(a6) =
{{x1}, {x2, x3, x5}, {x4}} both belong to the same fundamen-
tal set, the ordinal function set is fa5 = {3,4,6,7} and
fa6 = {2,5,6}. Therefore, a5 and a6 are both core attribute
values of the ordinal scale data for non-alcoholic beverages
and for customer x1, x3 and x4, a5 always places after a6,
denoted by D+a . The pair wise comparison of a5 and a6, as
shown in Table 3.
ind(B) = [a5, a6]
4 Rough set method for the generation of associational
rules
Definition 4 As a first step, this study identifies the core at-
tribute values of ordinal scale data. In this step, the object
Table 4 Decision-making table showing drinking habits for “non-
alcoholic beverages”
U General attributes, Q Decision attributes
g1 g2 g3 g4 Product ranking
x1 g11 g21 g31 g41 3 a5
x2 g11 g22 g31 g42 6 a5
x3 g12 g21 g32 g41 6 a5
x4 g12 g21 g32 g41 7 a5
x5 g11 g22 g31 g42 5 a5
generates the rough associational rule. The consideration of
other attributes and the core attributes of ordinal scale data
as the highest decision-making attributes is used to estab-
lish the decision table and to generate rules, as shown in
Table 4.
DT = (U,Q), where U = {x1, x2, . . . , xi} is a finite set
of objects and i = 1, . . . , n, Q is usually divided into two
parts. G = {g1, g2, . . . , gj } is a finite set of general at-
tributes/criteria and j = 1, . . . ,m, D = {d1, d2, . . . , dl} is a
set of decision attributes and k = 1, . . . , p. fg = U × G →
Vg is called the information function, Vg is the domain of
the attribute/criterion, g, and fg is a total function, such that
f (x,g) ∈ Vg , for each g ∈ Q; x ∈ U . fd = U × D → Vd is
called the sorting decision-making information function, Vd
is the domain of the decision attributes/criterion, d , and fd
is a total function, such that f (x, d) ∈ Vd , for each d ∈ Q;
x ∈ U .
Then:
fg1 = {g11 , g12}, fg2 = {g21 , g22}
fg3 = {g31 , g32}, fg4 = {g41 , g42}
Definition 5 According to the specific universe of discourse
classification, a similarity relation for the general attributes
is denoted by U
G
. All of the similarity relations are denoted
by R(gt ) and t is the combination of all the general at-
tributes.
R(gt ) = U
G
= {[xi]G|xi ∈ U
}
Example
R1 = U
g1
= {{x1, x2, x5}, {x3, x4}
}
R2 = U
g2
= {{x1, x3, x4}, {x2, x5}
}
...
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649 703
650 704
651 705
652 706
653 707
654 708
655 709
656 710
657 711
658 712
659 713
660 714
661 715
662 716
663 717
664 718
665 719
666 720
667 721
668 722
669 723
670 724
671 725
672 726
673 727
674 728
675 729
676 730
677 731
678 732
679 733
680 734
681 735
682 736
683 737
684 738
685 739
686 740
687 741
688 742
689 743
690 744
691 745
692 746
693 747
694 748
695 749
696 750
697 751
698 752
699 753
700 754
701 755
702 756
Table 5 Similarity relations and relational attribute values
ind(B) R Product
features g1
Product
information
source g2
Consumer behavior g3 Channels g4 Decision
attributes D
(sports)
U
g1g2g3g4 {x1} Price Seen on shelves Purchased due to promotions Convenience stores Third d1a5 = 3
{x2, x5} Price Advertising Purchased due to promotions Hypermarkets Sixth d2a5 = 6
Fifth d5a5 = 5
{x3, x4} Brand Seen on shelves Not purchased due to promotions Convenience stores Sixth d3a5 = 6
Seventh d4a5 = 7
U
g2g4 {x2, x5} Price Advertising Purchased due to promotions Hypermarkets Fourth d2a5 = 4
Fourth d2a5 = 4
{x1, x3, x4} Price Seen on shelves Purchased due to promotions
Convenience stores
Third d1a5 = 3
Brand Not purchased due to promotions Sixth d3a5 = 6
Brand Not purchased due to promotions Seventh d4a5 = 7
R5 = U
g2g4
= {{x1, x3, x4}, {x2, x5}
}
...
Rt = U
g1g2g3g4
= {{x1}, {x2, x5}, {x3, x4}
}
Definition 6 By the similarity relation, and determination
of the reduct and core, the attribute, g, of G and the set G,
which was ignored, has no effect, so g is an unnecessary at-
tribute and can be reducted. R ⊆ G and ∀g ∈ R. A similarity
relation for the general attributes of the decision table is de-
noted by ind(G). If ind(G) = ind(G − g1), then g1 is the
reduct attribute and if ind(G) = ind(G − g1), then g1 is the
core attribute.
Example
U
ind(G)
= {{x1}, {x2, x5}, {x3, x4}
}
U
ind(G − g1) =
U
g2g3g4
= {{x1}, {x2, x5}, {x3, x4}
}
= U
ind(G)
= U
g1g2g3g4
U
ind(G − g1g3) =
U
g2g4
= {{x1, x3, x4}, {x2, x5}
}
= U
ind(G)
= U
g1g2g3g4
When considering g1, alone, g1 is the reduct attribute, but
when considering g1 and g3, simultaneously, g1 and g3 are
the core attributes. A similarity relation and the relational
attribute value are shown in Table 5.
Definition 7 The lower approximation, denoted as G(X),
is defined as the union of all of the elementary sets that are
contained in [xi]G. More formally:
G(X) =
⋃{
[xi]G ∈ U
G
∣∣∣[xi]G ⊆ X
}
The upper approximation, denoted as G(X), is the union
of those elementary sets that have a non-empty intersection
with [xi]G. More formally:
G(X) =
⋃{
[xi]G ⊆ U
G
∣∣∣[xi]G ∩ X = φ
}
The difference: BnG(X) = G(X) − G(X) is called a
boundary of [xi]G.
Example {x1, x2, x4} are the customers of interest, so
G(X) = {x1}, G(X) = {x1, x2, x3, x4, x5} and BnG(X) =
{x2, x3, x4, x5}.
Definition 8 Using the traditional association rule to cal-
culate the value of Support and Confidence, the formula is
shown as follows:
Sup
(
ind(B)
) = ∣∣{ind(B)∣∣G(X) ⊆ G(X)}∣∣
=
∣
∣∣∣
ind(B)|G(X)
G(X)
∣∣∣
∣
Conf (ind(B) → dgm
) = ∣∣{ind(B) ∩ dgm
∣
∣Sup
(
ind(B)
)}∣∣
=
∣∣
∣∣
Sup(ind(B) ∩ dgm)
Sup(ind(B))
∣∣
∣∣
Definition 9 Rough set-based association rules.
{x1}
g1g3
: g11 ∩ g31 ⇒ d1d1 = 4
{x1}
g1g2g3g4
: g11 ∩ g21 ∩ g31 ∩ g41 ⇒ d1d1 = 4
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757 811
758 812
759 813
760 814
761 815
762 816
763 817
764 818
765 819
766 820
767 821
768 822
769 823
770 824
771 825
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774 828
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778 832
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780 834
781 835
782 836
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785 839
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790 844
791 845
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793 847
794 848
795 849
796 850
797 851
798 852
799 853
800 854
801 855
802 856
803 857
804 858
805 859
806 860
807 861
808 862
809 863
810 864
The algorithm:
Algorithm-Step 1
Input:
Information System (IS);
Output:
{Core Attributes};
Method:
1. Begin
2. IS = (U,A);
3. xi ∈ U ; /* where x1, x2, . . . , xn are the objects of set U */
4. a1, a2, . . . , am ∈ A; /* where a1, a2, . . . , am are the elements of set A */ aj ∈ A; /* where
a1, a2, . . . , am are the elements of set A */
5. For each am do;
6. compute R(aj ); /* where R(aj ) are the similarity relation in IS as described in Definition 5 */
7. generate Da ; /* where Da are the result that compute the Va as condition attributes in R(aj ) as described in
Definition 6 */
8. Endfor;
9. Output {Core Attributes};
10. End;
Algorithm-Step 2
Input:
Decision Table (DT);
Output:
{Classification Rules};
Method:
1. Begin
2. DT = (U,Q);
3. xi ∈ U ; /* where x1, x2, . . . , xn are the objects of set U */
4. Q = (G,D);
5. gj ∈ G; /* where g1, g2, . . . , gm are the elements of set G */
6. dk ∈ D; /* where d1, d2, . . . , dp are the “core attributes” generated in Step 1 */
7. For each gj do;
8. compute R(gt ); /* where R(gt ) are the similarity relation in DT as described in Definition 5 */
9. compute ind(G − gj );/∗ compute the relative reduct of the elements for element m as described in
Definition 6 */
10. generate ind(B); /* where ind(B) are the indiscernibility relation of DT as described in Definition 6 */
11. compute G(X); /* where G(X) are the lower-approximation of DT as described in Definition 7 */
12. compute G(X); /* where G(X) are the upper-approximation of DT as described in Definition 7 */
13. compute BnG(X); /* where BnG(X) are the bound of DT as described in Definition 7 */
14. compute Sup(ind(B)); /* where Sup(ind(B)) are the core attribute support as described in Definition 8 */
15. compute Conf (ind(B) → dgj ); /* where Conf (ind(B) → dgj ) are the core confidence as described in
Definition 8 */
16. Endfor;
17. Output {Classification Rules};
18. End;
5 Computational experiments
5.1 Ordinal scale data on consumer behavior
Intuitively, consumers who bought beer after buying dia-
pers and those who bought diapers after buying beer, rep-
resent groups of decision-maker. Using traditional associa-
tion rules, it is only possible to see the relationship between
diapers and beer, but no deeper understanding of the infor-
mation is possible. Furthermore, decision-makers want to
know the customer’s product preferences, in order, for ex-
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Table 6 Description of attributes in the primary survey
Attribute name Attribute value Attribute name
set
Basic information
Gender Male; Female {1,2}
Age Below 18 years old; 18–25; 26–30; 31–35; 36–40; 41–45; above 51 years old {1,2,3,4,5,6,7}
Income Below NT$5,000; BetweenNT$5,001 and NT$15,0000; Between NT$15,001 and
NT$20,000; Between NT$20,001 and NT$25,000; Between NT$25,001 and NT$30,000;
Between NT$30,001 and NT$35,000; Above NT$35,001
{1,2,3,4,5,6,7}
Consumer behaviors
Non-alcoholic beverages Tea; Soda; Coffee; Juice; Sports; Packaged-waters; Energy; Others {1,2,3,4,5,6,7,8}
Medium Advertising; Seen on shelves; Internet; Magazine; Newspaper; Broadcasting; Billboard;
Belongings
{1,2,3,4,5,6,7,8}
Channel Hypermarkets; Supermarkets; Convenience Stores {1,2,3}
Product Features Price; Brand; Flavor; Quality {1,2,3,4}
Consumer Behavior Purchased due to promotions; Not purchased due to promotions {1,2}
ample, the favorite brand, next favorite brands and overall
brand ranking. It can be seen that the sequence of informa-
tion for decision makers is very important. Therefore, the
non-alcoholic beverages sold in the drink market are consol-
idated and then divided into eight items, which are listed in
the questionnaire, for consumers to rank. The questionnaire
is shown below:
(1) Tea (Oolong Tea, Red Tea, Green Tea, Fruit Tea. . .)
(2) Soda (Cola, soft drinks, . . .)
(3) Cofee (Latte, Mocha, . . .)
(4) Juice (Grape juice, Apple juice, . . .)
(5) Sports (Shupao, Pocari, . . .)
(6) Packaged-waters (Pure water, mineral water, Deep-sea
water)
(7) Energy (Comebest, . . .)
(8) Others (Milk, Rice Milk, Other vinegar, . . .)
Please indicate your preferred product choices, in the
following space:
By means of this open-ended questionnaire, consumers
rank each product category. In order to demonstrate the
superiority of the proposed approach over traditional as-
sociation rules, an empirical study was undertaken and
is described in this section. A questionnaire, with sin-
gle and multiple-choice answers, was produced, to deter-
mine customer behavior. The questionnaire comprised two
parts; the first to collect basic information and the second
to determine the consumer behaviors that are involved in
the decision process. The results provide the retailer with
useful information about the beverage product spectrum,
to allow the development of effective marketing strate-
gies.
5.2 Construction of the information table for customer
behavior in the retail market
The research sample comprised mainly members of the pub-
lic who had purchased non-alcoholic beverage products in
retail chain stores, within the last three months. One thou-
sand questionnaires were distributed and 772 were returned,
of which 172 were disqualified, as incomplete, or invalid.
This left a total of 600 valid questionnaires, yielding a valid
completion rate of 60 %. The domain values of the personal
attributes for the primary survey are shown in Table 6. The
profiles are shown in Table 7.
5.3 Results using reducts and core
According to Sai et al. [48], if an ordered information ta-
ble has one or more reducts, then attributes that are not
part of any reduct are dispensable. These dispensable at-
tributes can be removed from the data table, without af-
fecting the ordering of the objects. Table 8 shows that
three non-alcoholic beverages are related (No 1). In other
words, when these three non-alcoholic beverage products
are combined, it is found that consumers prefer Tea, to
Juice, and like Juice more than others. The Strength is the
total number of consumers in the sample that make such
a choice. Using data processing algorithms, the eight non-
alcoholic beverages can be classified according to the re-
sults of Table 8. Marketing decision-makers can assign the
preferences of consumers to a promotion or the develop-
ment of a new product. For example, the first class of 73
consumers ranked Tea as first, Juice as second and oth-
ers as fourth. The second class of 65 consumers ranked
Tea as second, Juice as third and others as fifth. The first
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974 1028
975 1029
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977 1031
978 1032
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991 1045
992 1046
993 1047
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1009 1063
1010 1064
1011 1065
1012 1066
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1014 1068
1015 1069
1016 1070
1017 1071
1018 1072
1019 1073
1020 1074
1021 1075
1022 1076
1023 1077
1024 1078
1025 1079
1026 1080
Table 7 Profile of respondents
Distribution Distribution sample size Frequency (%)
Gender
Male 367 61.2
Female 233 38.8
Age
Below 18 years old 21 3.5
18–25 237 39.5
26–30 174 29.0
31–35 78 13.0
36–40 29 4.8
41–45 43 7.2
Above 51 years old 18 3.0
Income
Below NT$5,000 127 21.2
Between NT$5,001 and NT$15,0000 90 15.0
Between NT$15,001 and NT$20,000 66 11.0
Between NT$20,001 and NT$25,000 61 10.2
Between NT$25,001 and NT$30,000 74 12.3
Between NT$30,001 and NT$35,000 81 13.5
Above NT$35,001 101 16.8
Non-alcoholic beverages
Tea Ranking of non-alcoholic beverages See the results
Soda
Coffee
Juice
Sports
Packaged-waters
Energy
Others
Medium (multiple-choice answers)
Advertising 489 81.5
Seen on shelves 105 17.5
Internet; Magazine 47 7.8
Newspaper 30 5.0
Broadcasting 53 8.8
Billboard 122 20.3
Belongings 349 58.2
Channel (multiple-choice answers)
Hypermarkets 202 33.7
Supermarkets 255 42.5
Convenience Stores 561 93.5
Product features (multiple-choice answers)
Price 418 69.7
Brand 175 29.2
Flavor 367 61.2
Quality 183 30.5
Consumer behavior
Purchased due to promotions 402 67.0
Not purchased due to promotions 198 33.0
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1081 1135
1082 1136
1083 1137
1084 1138
1085 1139
1086 1140
1087 1141
1088 1142
1089 1143
1090 1144
1091 1145
1092 1146
1093 1147
1094 1148
1095 1149
1096 1150
1097 1151
1098 1152
1099 1153
1100 1154
1101 1155
1102 1156
1103 1157
1104 1158
1105 1159
1106 1160
1107 1161
1108 1162
1109 1163
1110 1164
1111 1165
1112 1166
1113 1167
1114 1168
1115 1169
1116 1170
1117 1171
1118 1172
1119 1173
1120 1174
1121 1175
1122 1176
1123 1177
1124 1178
1125 1179
1126 1180
1127 1181
1128 1182
1129 1183
1130 1184
1131 1185
1132 1186
1133 1187
1134 1188
Table 8 The significance of
condition attributes/criteria No. ind(B) fa Da Strength (U/a)
1 {Tea, Juice, Others} {{2,3,5},{1,2,4},{1,4,7}} D+a {65,73,52}
2 {Tea, Juice, Soda} {{1,2,3},{1,3,7},{2,3,6}} D+a {73,64,52}
3 {Tea, Juice, Others, Sports} {{1,2,4,6},{2,3,5,7}} D+a {60,52}
4 {Tea, Juice, Packaged, Energy} {{1,2,5,8},{2,3,4,8},{1,4,6,8}} D+a {73,52,52}
5 {Tea, Juice, Others, Energy} {{1,2,4,8},{2,3,5,8},{1,4,7,8}} D+a {60,52,52}
6 {Tea, Juice, Packaged, Sports} {{1,2,5,6},{2,3,4,7}} D+a {60,52}
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
Table 9 Possible rules for
non-alcoholic beverages by
rough set association rule
Condition Preference ranking
of non-alcoholic
Sup(ind(B)) Conf (ind(B) → dgj )
(Channels = 3) &
(Product Features = 1) & (Medium = 1)
{Tea = 1} 44.44 % 60.00 %
and second categories of consumers like the product cate-
gory equally, but the preferences for non-alcoholic bever-
ages are different, so marketing decision-makers can change
the consumer behavior of the second class, so that the
first and second categories of consumer behaviors are the
same. This not only enhances the ordering of the product,
but also increases the market share for Tea, juice and oth-
ers.
In this case, the significance of the condition attributes/
criteria associated with dispensable attributes can be used
to help retail decision-makers understand the spectrum of
beverage products.
5.4 Rules using core criteria and personal attributes
A database always contains a lot of attributes that are redun-
dant and not necessary for rule discovery. If these redundant
attributes cannot be removed, the time complexity of the rule
discovery process increases and the quality of the discovered
rules may be much degraded. Decisions whether to delete
attributes are very difficult for non-experts and even for ex-
perts. Clearly, it is necessary to develop methods for the
selection of feature (attribute) subsets. An optimal feature
subset should contain all of the indispensable features, be-
cause removing any of these features causes inconsistency,
in a decision table. The discernibility matrix [5, 62, 64, 65]
can be used for CORE searching. CORE searching searches
such a subset of features, each of which uniquely discerns
some instances. If CORE is not a reduct, some of the dis-
pensable features must be selected and added to it, to make
a reduct.
Using the reduced core criteria, shown in Table 8, a set
of rule was established. These consider the personal profile
attributes, including purchasing medium, channel, product
features and consumer behavior.
The calculus of the research process generated by the
rough set association rules, and the consumers ranked Tea
as first as an example; the interesting target group is those
customers who ranked Tea as first, and B is all ranked
sets included tea. Thus, according to this calculation pro-
cess produced 20 sets (all sets in the study are 45), there-
fore the rough associated support (Sup(ind(B))) is 44.44 %.
Furthermore, the ranked sets included tea and ranked Tea
as first are 12, therefore the rough associated confidence
(Conf (ind(B) → dgj )) is 60 %. The rough set association
rule for non-alcoholic beverages ranked Tea as first as an
example is shown in Table 9.
In addition, calculated by use of the traditional asso-
ciation rules, thereby creating a rough association rules,
under the conditions of the support is greater than 10 %,
and confidence greater than 20 %, take the life is greater
than 1, and the decision rules generated by the non-
alcoholic beverage preferences are 201. A part of rules
set of non-alcoholic beverage preferences, as shown in Ta-
ble 10.
6 Conclusion
This study explores the association between sequences,
for non-alcoholic beverages, according to the condition at-
tributes set for non-alcoholic beverages, consumer products
channel, advertising media sources, purchaser’s considera-
tion of product characteristics and consumer behavior, con-
sidered in conjunction with the purchase order. The core cri-
teria of the non-alcoholic beverages product spectrum are
shown in Fig. 1.
The study finds that most consumers buy non-alcoholic
beverages because of the price and that advertising is the
source of most product information. Before, or after the
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1189 1243
1190 1244
1191 1245
1192 1246
1193 1247
1194 1248
1195 1249
1196 1250
1197 1251
1198 1252
1199 1253
1200 1254
1201 1255
1202 1256
1203 1257
1204 1258
1205 1259
1206 1260
1207 1261
1208 1262
1209 1263
1210 1264
1211 1265
1212 1266
1213 1267
1214 1268
1215 1269
1216 1270
1217 1271
1218 1272
1219 1273
1220 1274
1221 1275
1222 1276
1223 1277
1224 1278
1225 1279
1226 1280
1227 1281
1228 1282
1229 1283
1230 1284
1231 1285
1232 1286
1233 1287
1234 1288
1235 1289
1236 1290
1237 1291
1238 1292
1239 1293
1240 1294
1241 1295
1242 1296
Table 10 Possible rules for
non-alcoholic beverages by
traditional association rule
No. Condition Preference ranking
of non-alcoholic
Sup. (%) Conf. (%) Lift
1
(Channels = Convenience Stores)& {Tea = 1} 23.00 52.17 1.06
(Product Features = Price)& {Tea = 2} 23.00 31.16 1.10
(Medium = Broadcasting)
2
(Channels = Hypermarkets)& {Tea = 1} 17.50 53.33 1.09
(Product Features = Price)&
(Medium = Broadcasting)&
(Consumer Behavior = Purchase by promotions)
3
(Channels = Hypermarkets)& {Juice = 2} 24.00 25.69 1.09
(Product Features = Price)& {Juice = 3} 24.00 38.89 1.13
(Medium = Broadcasting)
4
(Consumer Behavior = Purchase by promotions)& {Juice = 3} 15.33 36.96 1.07
(Product Features = Convenience Stores)&
(Product Features = Price)&
(Medium = Broadcasting)
5
(Consumer Behavior = Purchase by promotions)& {Sports = 6} 40.17 31.95 1.14
(Product Features = Price)& {Sports = 7} 40.17 26.14 1.05
(Medium = Broadcasting)
6 (Product Features = Hypermarkets)& {Sports = 6} 24.00 31.94 1.14
(Product Features = Price)&
(Medium = Broadcasting)
Fig. 1 The core criteria of the
non-alcoholic beverages product
spectrum
product ranking, consumers buy non-alcoholic beverages in
Hypermarkets and convenience stores, but those who buy
non-alcoholic beverages in convenience stores are more sig-
nificantly affected by promotions. The integrated rules for
the non-alcoholic beverages product spectrum are shown in
Table 11.
Although rough set theory has found uses in a variety of
areas, it is still not often applied in the study of customer
behavior [41]. Traditional association rules should be fixed,
in order to avoid both the retention of only trivial rules that
the discarding of interesting rules. In fact, the use of relative
comparison, to express preferences, yields better results than
absolute comparison. This paper presents a new method for
the determination of association rules, which has the ability
to handle uncertainty in the classification process and is suit-
able for ratio scale data. In contrast with other research this
study’s data processing included that of quantity attribute
data and quality attribute data. In the second step, the gen-
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1297 1351
1298 1352
1299 1353
1300 1354
1301 1355
1302 1356
1303 1357
1304 1358
1305 1359
1306 1360
1307 1361
1308 1362
1309 1363
1310 1364
1311 1365
1312 1366
1313 1367
1314 1368
1315 1369
1316 1370
1317 1371
1318 1372
1319 1373
1320 1374
1321 1375
1322 1376
1323 1377
1324 1378
1325 1379
1326 1380
1327 1381
1328 1382
1329 1383
1330 1384
1331 1385
1332 1386
1333 1387
1334 1388
1335 1389
1336 1390
1337 1391
1338 1392
1339 1393
1340 1394
1341 1395
1342 1396
1343 1397
1344 1398
1345 1399
1346 1400
1347 1401
1348 1402
1349 1403
1350 1404
Table 11 The integrated rules
for the non-alcoholic beverage
products spectrum
Product Medium Channel Product features Consumer
behavior
Advertising Hypermarkets Convenience
stores
Price Purchased due to
promotions
Strong product spectrum
Tea V V V
V V V V
Juice V V V
V V V V
Middle product spectrum
Others V V V V
Packaged waters V V V V
V V V V
Weak product spectrum
Sports V V V
V V V
.
.
.
.
.
.
eration of rough association rules, the decision variable is
generated from the core data of the first step, which pro-
vides a scientific method of addressing the problem. This
study proposes a new data mining method, for ordinal scale
data, which has the ability to handle uncertainty in the data
classification/sorting process.
The products at the front end of the product spectrum
were more popular with consumers; these products were fa-
vored by consumers, had large sales volumes and made good
profits. The products at the back end of the product spectrum
were less favored by consumers and had relatively lower
sales volumes and profits. It is suggested that manufacturers
could create marketing strategies that move their products
toward the front end of the spectrum, in order to increase
sales volumes and profits.
Finally, this study suggests that customer market seg-
mentation allows a greater understanding of consumers’ de-
mands and preferences. In addition, the characteristics of the
product spectrum can be used to determine whether brands
are ideal, from the perspective of customers’. The prod-
uct spectrum analysis diagram can be used to understand
the product and to construct marketing strategies that allow
greater penetration of the market.
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