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Abstract
Weather radar data and its downstream products are essential elements in weather
surveillance and key parameters in the initialisation and validation of hydrological
and meteorological models, among other downstream applications. Following the
quality standards established by the European and global weather radar networking
referents, the present thesis aims for the improvement of the base data quality con-
trol in the regional weather radar network operated by the Meteorological Service of
Catalonia, the XRAD. This objective is accomplished through the analysis, devel-
opment and implementation of new or existing procedures and algorithms for radar
data quality assessment and improvement. Attending to the current radar technol-
ogy and to the already implemented quality control procedures for the XRAD, the
work is focused on the continuous evaluation of the radar system calibration status
and on the correction of Doppler velocity data. The quality control algorithms and
recommendations presented are easily translatable to any other operative weather
radar networking environment.
A Sun-based, fully automatic procedure for online monitoring the antenna align-
ment and the receiver chain calibration is adapted and operationally implemented
for the XRAD. This Sun-monitoring technique was developed at the Royal Nether-
lands and Finnish Meteorological Institutes and is included in the quality control
flow of numerous weather radar networks around the world. The method is mod-
ified for a robust detection and characterisation of solar interferences in raw data
at all scan elevations, even when only data at relatively short ranges is available.
The modified detection algorithm is also suitable for detecting interferences from
wireless devices, which are stored for monitoring their incidence in the XRAD. The
solar interferences detected, in turn, are input observations for the inversion of a
two-dimensional Gaussian model that yields estimates of the calibration parameters
of interest. A complete theoretical derivation of the model establishes its validity
limits and provides analytical estimates of the effective solar widths directly from
radar parameters. Results of application of this Sun-monitoring methodology to
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XRAD data reveal its ability to determine the accuracy of the antenna pointing
and to detect changes in receiver calibration and radar system operation status.
In order to facilitate the usage of the Sun-monitoring technique and the interpre-
tation of its estimates, the methodology is reproduced under controlled conditions
based on the distributions of solar observations collected by two of the XRAD
radars. The analysis shows that the accuracy of the estimated calibration param-
eters is conditioned by the precision, number and distribution of the solar obser-
vations which constitute key variables that need to be controlled to ensure reliable
estimates. In addition, the Sun-monitoring technique is compared under actual ope-
rative conditions with two other common techniques for quantifying the antenna
azimuth and elevation pointing offsets. Pointing bias estimates gathered in a dedi-
cated short-term campaign are studied in a direct inter-comparison of the methods
that reflects the advantages and limitations in each case. The analysis of the bias es-
timates reported by the methods in the course of a one-year period reveals that the
performance of the techniques depends on the antenna position at the time of the
measurement. After this study, a reanalysis of the Sun-monitoring method results
is proposed, which allows to additionally quantify the antenna pedestal levelling
error.
Finally, a post-processing, spatial image filtering algorithm for identification and
correction of unfolding errors in dual-PRF Doppler velocity data is proposed. The
correction of these errors benefits the usage of radar velocity data in downstream
applications such as wind-shear and mesocyclone detection algorithms or assimila-
tion in numerical weather prediction models.The main strengths of the proposed
algorithm, in comparison with existing correction techniques, are its robustness to
the presence of clustered unfolding errors and that it can be employed indepen-
dently of post-processing dealiasing algorithms. By means of simulated dual-PRF
velocity fields, the correction ability of the algorithm is quantitatively analysed
and discussed with particular emphasis on the correction of clustered errors. The
quality improvement in real dual-PRF data brought out by the new algorithm is
illustrated through application to three selected severe weather events registered
by the XRAD.
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Part I
Introduction

1
Motivation and framework
The characteristics of precipitation such as type, rate, amount, distribution, fre-
quency and duration constitute key aspects to understand and feature climate and
weather (Kunkel et al., 1999; Trenberth, 2011; Schneider et al., 2014). The fresh-
water availability, indispensable for the sustainability of life, is directly determined
by the spatiotemporal distribution of precipitation. In effect, precipitation is a fun-
damental link between the water, energy and bio-geochemical cycles of the Earth.
From an anthropocentric perspective, efficient management of water resources for
socio-economical purposes requires accurate typification of the characteristics of
precipitation. At the same time, extreme precipitation events (floods, droughts, hur-
ricanes, hailstorms and landslides for instance) have a significative socioeconomic
and environmental impact (Futrell et al., 2005; NRC, 2010; Botzen et al., 2010;
Llasat et al., 2013). It is therefore a straightforward consequence that climatology,
meteorology and hydrology sciences have historically focused on the observation
and measurement of precipitation.
Direct measurement of the amount of precipitation is possible by means of
ground based and localised rain-gauges (Frei and Scha¨r, 1998; Yatagai et al., 2012).
Rain gauges have been traditionally the choice tool for precipitation measurement
mainly in hydrology applications. In addition, disdrometers allow the in-situ mea-
surement of precipitation rate and type. However, these point measurements, even
if accurate, are hardly representative for the estimation of precipitation over larger
regions, due to the high spatial and temporal variability of precipitation charac-
teristics and to the potential complexities of the surrounding terrain. Rain gauge
data merging in networks improves coverage and representativeness but the network
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resolution required for hydrological applications may be difficult to achieve (Berne
and Krajewsky, 2013). As a counterpoint to the limited spatiotemporal resolution
of the rain gauge networks, the weather radar has developed and consolidated as a
complementary measurement tool for monitoring, characterisation and estimation
of precipitation with high resolution and coverage (Steiner et al., 1999).
Weather radars are active remote sensing instruments that estimate precipita-
tion rate based on the electromagnetic properties of the hydrometeors. Although
the main purpose of weather radar systems is real-time weather surveillance and
precipitation monitoring, the high resolution data provided and its downstream
products are well suited for a wide variety of further applications (Atlas, 1990; Col-
lier, 1996; Meischner, 2004). For instance, weather radar products have been used
to develop convective storm structure tracking and short-term precipitation fore-
casting (nowcasting) techniques (Bellon and Austin, 1978; Browning and Collier,
1989; Dixon and Wiener, 1993; Pierce et al., 2004; Koistinen et al., 2004; Germann
et al., 2009; Rigo et al., 2010; Rigo and Llasat, 2016). These precipitation now-
casting techniques based on radar measurements allow to generate key data for
initialisation of distributed hydrological models, contributing to the improvement
of flash flood forecasting, warning and control (Berenguer et al., 2005; Moore et al.,
2005; Vivoni et al., 2006; Collier, 2007; Atencia et al., 2010). In addition, weather
radar precipitation and wind products constitute high resolution input observations
of high value in the assimilation process for initialisation of Numerical Weather Pre-
diction (NWP) models (Rossa, 2000; Macpherson et al., 2004; Sun, 2005; Magaldi
et al., 2009). Moreover these radar products are also valuable for verification and
validation of the forecasts by NWP models and general circulation models (see Col-
lier, 1993, for instance). It is, however, a well-known issue and a relevant question
that, given the remote nature of radar estimates, primary weather radar data and
downstream products are affected by various error factors (Wilson and Brandes,
1979; Zawadzki, 1984; Villarini and Krajewski, 2010). Exhaustive quality control
of weather radar data and characterisation of the uncertainty of radar products
are of major importance for their appropriate interpretation and use in the afore-
mentioned applications and require accurate knowledge of the origin, nature and
spatiotemporal structure and correlation of the errors in each case (Michelson et al.,
2004; Holleman et al., 2006).
Attending to the requirements of weather radar data applications, the simulta-
neous processing and merging of data from several individual radars in composite
products is advantageous for enlarging the coverage, homogenising the resolution,
reducing the random error and improving the data quality of radar measurements
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(Chandrasekar and Jayasumana, 2001; Berne et al., 2005; Chandrasekar and Lim,
2008). Indeed, thanks to the development of communication systems that allow
long-range and high rate data exchange, deployment of weather radars in opera-
tional regional and national networks has became common practice all around the
world in the few last decades. The data center of a weather radar network receives,
in quasi-real time, large amounts of data which need to be efficiently managed
and archived. As pointed out in Lakshmanan et al. (2006), compositing data from
the different radars in the network requires quality proofed, inter-calibrated and
harmonised data in a first instance. At this regard, both the OPERA programme
(Operational Programme for the Exchange of weather RAdar information) within
the EUMETNET framework (OPERA, 1999) and the BALTRAD project in the
Baltic Sea region (BALTRAD, 2008) constitute exemplary instances of modern
radar networking. The OPERA programme manages data from a total of 226 radars
operating in 31 member states in Europe, with the aim of routinely generating and
distributing weather radar composite products at the European scale, providing
quality information and facilitating the harmonisation and the operational exchange
of radar volume data (Ko¨ck et al., 2000). On a smaller spatial scale, BALTRAD is
a partnership project in which currently 13 weather services and institutions from
10 different countries around the Baltic Sea are involved. BALTRAD weather radar
network operates in real-time, exchanges data among members of the partnership
and generates products using a common toolbox of data processing algorithms that
is open-source and world-wide available for application.
The present thesis builds upon the framework of al regional weather radar net-
work, established in the Northeastern area of the Iberian Peninsula and operated
by the Meteorological Service of Catalonia (SMC), and aims for the proposal, de-
velopment, implementation and analysis of standards of observational and quality
control and correction practices that follow and complement those established by
the aforementioned European referents.
1.1 Weather radar fundamentals
Conventional weather radars transmit microwave signal pulses and measure the
power of the signal backscattered by the hydrometeors (raindrops, snowflakes, hail-
stones and cloud droplets) encountered by the emitted pulse in its propagation
through the atmosphere. Weather radars transmit radiation at a fixed wavelength
typically between 1 cm and 10 cm. These wavelengths are around 10 times the di-
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ameters of the targets so that the backscattering mechanism lies in the Rayleigh
regime. Radar measurements are remote in what the measured pulse echo power
depends on the electromagnetic properties of the scattering targets, on the mea-
surement setup and on the characteristics of the radar system itself. All these con-
tributions are quantified in the so-called weather radar equation (cf. Probert-Jones,
1962; Doviak and Zrnic`, 1984) which connects the mean return power from a range
r from the radar, p(r), with the radar reflectivity factor z (which, for concision, will
henceforth be referred to as reflectivity):
p(r) =
pi3c|K|2
210 ln 2
ptτ
λ2
l2
r2
g2θφ z , (1.1)
where l is a loss factor accounting for the total attenuation of the signal along
its path through the atmosphere and |K| is a refraction coefficient related to the
complex refraction index of the hydrometeors. It is common in the weather radar
literature to express the radar equation in abbreviated form by means of the radar
constant C, which encompasses all constants and radar parameters such as the
transmitted peak power pt, the pulse duration τ , the wavelength λ, the antenna
gain g and the 3 dB antenna beamwidths in azimuth φ and elevation θ:
p(r) = l2C
|K|2
r2
z . (1.2)
The z reflectivity factor contains only the contributions to the measured power
that are related to the backscattering characteristics of the hydrometeors and that
are of meteorological relevance, and may be defined in terms of the Drop Size
Distribution (DSD) within the radar sample volume (Battan, 1973). The rain rate
R, which is the input variable for most weather radar downstream applications, is
estimated from the reflectivity Z in dBZ units through a power law relationship
(Marshall and Palmer, 1948; Smith and Krajewski, 1993; Torres et al., 1998):
Z = 10 log10(z) = aR
b , (1.3)
where this Z-R relationship may be parametrised depending on the local climatol-
ogy and on the type and spatiotemporal scale of the precipitation (refer to Battan,
1973; List, 1988; Uijlenhoet, 2001, for instance).
Doppler weather radars, measure, besides the backscattered power, the phase
shift between consecutive return pulses in order to provide estimates of the mean
radial velocity (V ) and the standard deviation of the distribution of the velocities
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(i.e. the spectrum width, W ) of the targets within the sample volume (Doviak and
Zrnic`, 1984). Traditionally, the quantities Z, V and W have been referred to as
base radar data. Furthermore, the most modern and rapidly spreading operational
Doppler radar technology also incorporates polarimetry capabilities. Polarimetric
Doppler radars control the polarisation of the transmitted pulses and are capable
to detect the return signal in two or more polarisation states, providing estimates
of additional variables such as the differential reflectivity and the differential phase,
the co-polar correlation coefficient and the linear depolarisation ratio (Bringi and
Chandrasekar, 2001), which can also be regarded as base radar data. Polarimetric
variables carry relevant information that has proven useful for identifying different
precipitation types (rain, hail, graupel, snow) and for improving the quality of
quantitative rain estimates (Zrnic and Ryzhkov, 1999; Illingworth, 2003).
Most operational weather radars incorporate a mechanically steered antenna
and the microwave pulses are continuously emitted while the antenna is in motion.
The range from which the backscattered echo is detected is determined in the
radar processor based on the time lapse between the pulse emission and reception.
In the case of ground-based radars, the antenna usually performs azimuthal scans
at several fixed elevation angles to generate a series of polar maps of base radar
data. With this setup, a wide atmospheric volume around a ground-based radar
site is probed with a typical scanning duty-cycle or revisit time that lasts from 2
to 10 minutes, and even up to 15 minutes (Bech et al., 2004; Figueras i Ventura
and Tabary, 2013; Cunha et al., 2015; Germann et al., 2016). The base radar data
are stored as three-dimensional fields characterised by the three polar coordinates,
i.e. range, azimuth and elevation (r, φ, θ). The scanned region can reach ranges up
to 250 km or 300 km from the radar, depending on the Pulse Repetition Frequency
(PRF) and on the wavelength and peak power of the transmitted radiation. The
range resolution of the measurements is determined by the pulse duration and/or
the timing of the sampling trigger clock in the radar processor and commonly ranges
from 100 m to 1000 m. Radar measurements are averaged over a number of pulse
samples which, together with the antenna scan speed and the PRF, determines
the angular resolution in the scanning direction. This resolution is typically of 1°,
corresponding to linear resolutions of around 50 m at short ranges and 4 km at
the farthest ranges, accounting for a linear increase of the beam cross section with
range.
These base radar data are used to derive radar site downstream products that
are instead represented projected in Cartesian fields. Common operational site pro-
ducts such as constant altitude reflectivity, ground projected maximum reflectivity,
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echo top, and vertical reflectivity profile are calculated directly from the base reflec-
tivity. Precipitation products, that is, the surface rainfall rate and surface rainfall
accumulations for various time intervals, require parametrisation and application
of the relationship in Equation 1.3, or other more sophisticated relationships based
on polarimetric data. Finally, the base radial velocity can be processed, generally
under the assumption of a uniform or linear wind model, to estimate the verti-
cal profile of the horizontal wind over the radar site (Browning and Wexler, 1968;
Waldteufel and Corbin, 1979).
1.2 Error sources and quality control
Identification of the sources of error in weather radar measurements is the first step
towards an improved user-oriented quality control for base radar data and down-
stream site products. The total error in the radar precipitation estimates can be
evaluated in comparison with reference measurements (see Gjertsen, 2002; Germann
et al., 2006; Trapero et al., 2009, for instance) but investigation of the individual
error sources and their mutual interactions is essential for the design of quality
control procedures and allows to characterise the goodness of the data according to
the product and/or the requirements of the end user or application.
Quality control may be defined as the ensemble of methods designed to identify
and treat errors in observational data in order to improve their quality (Michelson
et al., 2004). Quality characterisation is a process tightly linked to quality control
thought to facilitate the propagation of quality information between the weather
radar data providers and the data users.
Figure 1.1 reproduces the generalised quality characterisation framework des-
cribed in Holleman et al. (2006) and in Norman et al. (2010). Such a quality frame-
work has been applied to weather radar base data in Friedrich et al. (2006) and
Os´ro´dka et al. (2014). In the core or interface of the framework are the quality indi-
cators; physically meaningful quantities, flags or normalised indexes that quantify
the affectation of the radar estimates by each of the recognised error sources and the
improvement brought out by the applied correction algorithms. The quality indica-
tors are the quantities of interest for the data user who, with the expertise in the
weather radar data applications and the knowledge of their sensitivity to the diffe-
rent error sources, can combine them in an appropriately weighted way in order to
derive the quality index relevant for each particular application. For instance, these
tailored quality indexes can be used for visualisation of radar data (Peura et al.,
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2006) and generation of cartesian site products (Os´ro´dka and Szturc, 2015), for
computing probabilistic Quantitative Precipitation Estimates (QPE) (Szturc et al.,
2011) and for compositing data from different radars in a network (Fornasiero et al.,
2006a; Sandford and Gaussiat, 2011)
Quality
factors
Quality
indicators
Quality
indicesQuality
input methods Quality
output methods
Figure 3.1: Illustration of the framework.
through the system to the output. The data provider does definitely not
have this type of detailed knowhow. On the other hand, it is not su cient
either if the user gets from the data provider a large number of instrument-
specific quality figures which are di cult to understand without the help of
the technician of the instrument.
In short, we need a framework to facilitate the communication on data
quality.
3.4 The framework
The core of the framework presented here (Fig. 3.1) is a clearly defined in-
terface that consists of a set of generic and physically meaningful parameters
(quality indicators). This is the simplest way to make best use from both i)
the knowledge of the data provider on the sources of uncertainty, and, ii) the
knowledge of the user about the sensitivity of his application to errors in the
data. The set of quality indicators contains neither instrument-specific nor
application-specific peculiarities.
The conversion (quality input method) from instrument-specific quality
information (quality factors) into generic and physically meaningful quality
information (quality indicators) requires detailed knowledge of the instru-
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Data provider Data user
Interface
Figure 1.1: Quality characterisation framework proposed by Holleman et al. (2006)
(adapted from Figure 3.1 and Figure 3.2 in Holleman et al. (2006)).
The task of the data provider, i.e. the weather radar operator, is to identify the
group of factors that characterise the radar system, software and measurement (as
listed in Holleman et al., 2003) and to combine them to define and evaluate the
quality indicators. In the proces f conversion of the quality factors into quality
indicators (quality input methods), a detail d understanding of error sources asso-
ciated to the instrument, to the radar siting and measurement technique and to the
meteorological conditions is required (Gekat et al., 2004).
In the following, a brief relation of the main error sources affecting base weather
radar data is presented. The focus on base data quality control includes all instru-
mental and methodical error sources and also several sources related to the external
meteorological conditions but excludes those errors associated with the estimation
of the rain rate and surface precipitation. Further information on the omitted error
sources such as beam filling and overshooting, melting layer effects and the varia-
bility in the DSD and in the vertical distribution of precipitation can be found in
Wilson and Brandes (1979); Zawadzki (1984); Michelson et al. (2004); Holleman
et al. (2006) and in Villarini and Krajewski (2010), for instance.
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1.2.1 Instrumental
Instrumental sources of error are those intrinsic to the complex electronic and me-
chanical radar system. In a first instance, any system component malfunction is an
obvious source of error. Periodical maintenance tasks and in-situ or remote checks
of the performance of the radar components (Beekhuis and Leijnse, 2012) are there-
fore essential for prevention and fast identification of potential failures. Along the
same lines, monitoring and control of the temperature of the system gives assurance
on the electronics stability.
Instrumental limitations related to the radar system design, even if not an error
source per se, determine the ability of the weather radar to estimate precipitation
(Kirstetter et al., 2010, 2012). At this regard, quality factors such as the operating
wavelength, the transmit peak power and the dynamic range of the receiver must
be taken into account. Indeed, the wavelength of the emitted radiation is related
to the backscattering power of water droplets and to the attenuation of the sig-
nal throughout the medium and determines the trade-off between the maximum
Doppler velocity and the maximum unambiguous range measurable by the radar.
The cornerstone for quality assurance at an instrumental level is the accuracy of
the radar system calibration. Calibration encompasses the antenna positioning sys-
tem as well as the radar transmit and receive chains. Accurate antenna alignment,
including the alignment between the electrical and mechanical axis, is required
for correct geolocation of radar estimates and can be achieved by comparing the
positioning system readouts with reference positioning information from either ac-
tive or passive targets (Divjak, 2009; Manz et al., 2000; Holleman and Beekhuis,
2004). Calibration of the transmitting chain includes monitoring and adjusting cri-
tical parameters of the electromagnetic pulse emission (pulse repetition frequency,
pulse length, average and peak power) and of the antenna (beam width, side lobes
and gain) as well as periodically measuring losses in transmission (waveguide and
radome losses). The most common procedure for calibration of the receiving chain
consists on measuring the response curve of the receiver by recording the receiver
power output as a function of varying power levels inserted at the antenna feed.
This response curve gives information on the receiver noise, gain and dynamic
range. Modern weather radar systems and processors have built-in capabilities and
provide means for calibration and parameter control in the transmit and receive
chains; e.g. real-time measurements of transmitted pulse power, real-time system
noise sampling and receiver response function testing tools (Vaisala, 2014b).
The accuracy of the weather radar reflectivity estimates is critically determined
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by the calibration of the whole transmit-receive chain. The absolute accuracy of
reflectivity estimates is commonly tested using passive targets of known backscat-
tering cross-section or reflectivity, while the stability of the estimates can be as-
sessed by monitoring mountain echo returns (Sempere-Torres et al., 2003; Silber-
stein et al., 2008). In addition, the relative calibration between radars in a network
may be quantified by means of pair-wise comparisons (Huuskonen, 2001; Saltikoff
et al., 2010).
1.2.2 Radar siting and measurement specific
Methodical errors are inherent to the weather radar measurement setup. These
include error sources related to the geometry of weather radar measurements, the
scanning strategy and also error sources that arise from the combination of the mea-
surement setup and the radar siting, such as beam blockage and non-meteorological
radar echoes.
Beam broadening is the main error source associated to weather radar measure-
ment geometry. The radar beam is the virtual volume that envelops the emitted
pulses in their propagation through the atmosphere and away from the radar site.
Due to geometrical considerations, the beam cross-section expands with the dis-
tance from the radar and hence the linear resolution of the sampled volume varies
as a function of range. At farther ranges, the resolution decreases and results in in-
formation loss and increased uncertainty due to averaging. Also, the probability of
inhomogeneous beam filling is enhanced and the bright band correction is hindered
by the beam broadening effect (Kitchen and Jackson, 1993).
Parameters defining the scanning strategy such as the antenna rotation speed,
the number of pulse-average samples and the PRF constitute primary quality fac-
tors that determine the resolution of the probed atmospheric volume. Furthermore,
these parameters influence the spectral width of the measured signal, affecting the
variance of the radar velocity estimates. In particular, the PRF determines the
maximum measurable unambiguous range and velocity. A too low unambiguous
velocity increases the probability of obtaining biased velocity estimates when the
true velocities exceed the maximum measurable velocity of the radar (Doviak and
Zrnic`, 1984).
Radar data, especially at the lowest scan elevations, are often contaminated
by non-meteorological echoes from scattering targets as birds, insects, aircraft and
ships. Electronic interferences from external emitters as microwave links and the
sun are also often the cause of non-meteorological signatures in radar data. Aircraft
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and ships appear as large discontinuous speckles in reflectivity data, while inter-
fering signatures commonly reveal as radial spokes in the direction of the emitter.
Conversely, low intensity widespread reflectivity fields close to the radar site are
often attributable to contamination by biological targets. The latter constitute in
most cases targets with autonomous motion and hence have a significative impact
on Doppler velocity estimates, increasing their variance and hampering the quality
of wind products (Holleman, 2005). In addition, weather radar imagery is often con-
taminated by clutter resulting from the nearby presence of wind mills (Norin and
Haase, 2012; Argemı´ et al., 2012). Due to the blade rotation, wind turbines have
a potentially strong impact on Doppler radar capacities. Moreover, wind turbines
can prevent the radar beam from shaping correctly causing down-range estimation
errors (Belmonte and Fabregas, 2010).
Non-precipitation echoes also appear in the form of clutter from ground or sea.
Ground clutter echoes resulting from the interception of the radar beam with the
discontinuities in the surrounding terrain (e.g. mountains, trees, buildings, masts)
are commonly identified and suppressed using static or modelled clutter maps (Del-
rieu et al., 1995) or Doppler filtering procedures based on the measured velocity
spectra (Doviak and Zrnic`, 1984; Vaisala, 2014b). Sea clutter filtering, on the other
hand, is challenging as it generally appears in the form of large areas of high reflec-
tivity echo patterns and with Doppler velocities that resemble those of precipitation.
Further methods proposed for detection of non-meteorological echoes in radar data
rely on image processing algorithms (Peura, 2002) or on identifying radar varia-
bles that allow echo differentiation for application in decision tree, neural network,
fuzzy-logic or threshold based echo classification procedures (see Berenguer et al.,
2006; Gourley et al., 2007; Lakshmanan et al., 2007; Chandrasekar et al., 2013, and
references therein).
Elevated topographical features such as mountains and buildings can also cause
partial or total beam blockage, critically limiting the radar horizon, notably in
areas of complex orography (Gjertsen and Dahl, 2002; Germann et al., 2006). In this
situation, precipitation in the shielded region is a priory undetectable and gives rise
to beam filling errors. The shielded fraction of the beam can be relatively simply
estimated from a detailed knowledge of the surrounding topography assuming a
geometric-optics approach (Bech et al., 2003) and can be used to determine the
possibility and accuracy of the correction (Fulton et al., 1998; Gabella and Perona,
1998; Bech et al., 2007b). Beam blockage is a major issue to consider when selecting
the radar siting and the parameters defining the radar horizon constitute primary
quality factors; for instance, the accuracy of the antenna pointing readings is crucial
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for beam shielding assessment and correction.
1.2.3 Meteorological conditions
Several errors affecting the accuracy of weather radar estimates arise from the ex-
ternal meteorological conditions (temperature, pressure, humidity, presence of pre-
cipitation, precipitation type and distribution, etc.) at the time of the measurement.
At this regard, the two main error sources affecting radar base data are anomalous
atmospheric propagation conditions and the attenuation of the signal.
The propagation path of the radar beam is conditioned by the refractive pro-
perties of the atmosphere. In particular, the degree of refraction of the beam is
determined by the Vertical Refractivity Gradient (VRG), which depends on the
temperature, pressure and humidity conditions of the atmosphere at the corres-
ponding atmospheric layer. Anomalous Propagation (AP) of the radar beam takes
place when these atmospheric conditions differ significantly from the established
standard, which assumes a negative and uniform VRG with increasing elevation,
resulting in super-refraction or sub-refraction of the trajectory of the emitted sig-
nal (Doviak and Zrnic`, 1984). For example, under super-refractive conditions the
radar beam bends towards the ground, increasing the incidence of both ground or
sea clutter echoes and beam blockage by topographical obstacles (Fornasiero et al.,
2005). Anomalous propagation conditions can be diagnosed using complementary
measurements such as satellite or radiosonde observations and may be forecast by
means of NWP modelling of the vertical refractivity profile (Fornasiero et al., 2006b;
Bech et al., 2007a; Bebbington et al., 2007).
In their path through the atmosphere, the microwave signals emitted by the
radar are attenuated due to absorption and scattering by atmospheric gases and
hydrometeors. The degree of attenuation depends mainly on the wavelength of the
signal and on the size and composition of the targets. For the wavelengths at which
weather radars operate, gaseous attenuation is small and does not vary strongly.
Indeed, modern radar processors implement automatic gaseous attenuation correc-
tion, typically applying a user defined constant value or a functional range-height
dependence. On the other hand, attenuation by precipitation can cause significa-
tive inaccuracies in the reflectivity estimates, particularly for radars operating at
relatively low wavelengths such as C-band (3.75 - 7.5 cm) and X-band radars (2.5 -
3.75 cm). For C-band radars, the attenuation of the signal in heavy rain can reach
10 dB per 100 km, which translates into inaccuracies ranging from 2 dBZ to 20 dBZ
in reflectivity. Hitschfeld and Bordan (1954) derived an analytical equation for
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quantification and correction of the along-path attenuation based on the estimated
reflectivity. However, due to the ill-conditioning of the problem, particularly with
regard to small errors in the radar calibration constant, the solution to the equa-
tion is unstable and needs to be constrained using additional measurements (Delrieu
et al., 1997; Iguchi et al., 2000; Berenguer et al., 2002; Meneghini et al., 2004). Alter-
native attenuation corrections rely on double-frequency (Meneghini et al., 1992) or
polarimetric radar measurements (Bringi and Chandrasekar, 2001; Vulpiani et al.,
2008), for instance.
1.3 Conclusions
Weather radars are essential instruments for real time weather surveillance and
precipitation monitoring with high spatiotemporal resolution and coverage. The
advent and spread of radar networking in the last decades has fostered the usage
of primary weather radar data and downstream products in a wide variety of me-
teorological, hydrological and climatological applications of great socio-economical
relevance. The quality of radar data is however affected by various error sources that
derive from the radar instrument characteristics and operation, that are inherent to
the measurement setup and that arise from external environmental and meteorolog-
ical conditions. Data management in weather radar networks has raised awareness
about the need for establishing standardised and, when possible, worldwide availa-
ble quality control procedures for radar data quality assessment and improvement.
These quality control procedures should preferably be designed within a framework
that allows for a quality characterisation tailored for the particular weather radar
end product and/or application.
The present thesis addresses quality control procedures in the regional weather
radar network of the SMC based on the quality standards proposed by the European
radar networking referents. As will be detailed in the following chapter, the quality
factors and procedures tackled focus on instrumental and measurement specific
error sources, complementing the already existing quality control framework in the
network, with the aim of lying the groundwork for the establishment of a robust
quality characterisation framework.
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Objectives and structure
In 2012 the Autonomous Government of Catalonia launched the Industrial Doc-
toral Programme (PDI), which opened a new channel in the Catalonia region for
the transference of knowledge between the university and private companies and
public agencies. The main purpose of the PDI is to fuel the competitiveness and the
internationalisation of the Catalonian industry. Promoted by the PDI, the present
Ph.D thesis is the result of a three-year project developed, jointly with the Depart-
ment of Astronomy and Meteorology of the University of Barcelona (UB), within
the work environment of the Remote Sensing group which operates the regional
weather radar network (XRAD) of the Meteorological Service of Catalonia (SMC).
2.1 Main objectives
The general objective of the Ph.D research is to propose standardised quality con-
trol tools and procedures, relevant for the quality assessment by weather radar
network operators, that complement and/or improve the existing ones according
to the state of the art of radar data quality control in the international weather
radar community. In particular, the project aims to improve the quality control
for the online data collected by the single-polarisation C-band radars constituting
the XRAD weather radar network of the SMC. Following the guidelines of the
PDI, the main objectives of the doctoral work have been defined attending to the
development and innovation priorities and needs of the XRAD and of the SMC:
1. To develop and implement, for the XRAD, methodologies that allow the radar
operators at the SMC to remotely monitor, on a periodic or continuous basis,
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the calibration state and the performance of the radar system.
2. To improve the quality of the Doppler velocities estimated by the XRAD
radars, focusing on the presence of outliers that arise from the dual-PRF
processing scheme applied.
3. To provide guidelines for application of the proposed quality control methodo-
logies and resources for the interpretation of their results, aiming to facilitate
the task of the radar operators and technicians.
The outlined objectives are defined under the framework of an operational
weather radar network and therefore require, for a real-time data and product
supply, that the strategies and algorithms to be implemented consider and respect,
when applicable, the continuous and uninterrupted operation and the maximum
processing time allowed by the scanning strategy. In addition, the main objec-
tives stablished and the results derived are exportable, with slight modifications, to
weather radar networks other than the XRAD. On behalf of affordability, flexibility,
transparency and interoperability, the algorithms are required to be developed and
implemented using open source programming languages (Python, 2001; R Core
Team, 2016) and, when available, open source modules and libraries specific for
weather radar data processing.
2.2 Specific objectives
Based on the main objectives defined above, the following specific objectives have
been established:
(a) To adapt a solar interference detection algorithm for its application under the
scanning settings of the XRAD.
(b) To implement for the XRAD the Sun-based technique for online monitoring
of weather radar antenna alignment and receiver chain calibration.
(c) To study the accuracy of the Sun-monitoring technique under varying obser-
vation conditions.
(d) To compare the solar technique with methodologies for antenna alignment
calibration already implemented for the XRAD.
(e) To devise and implement an algorithm that identifies and corrects dual-PRF
outliers in Doppler velocity data.
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2.3 Structure of the thesis
This Ph.D. thesis report is structured in four main parts.
Part I: Introduction. The introductory part, covering up to the present chapter
(Chapter 1 and Chapter 2), has laid the groundwork for the project, presenting a
general overview of the fundamentals of weather radar measurements and appli-
cations with the focus on the relevance of quality control and characterisation in
radar networking environments.
Part II: Data. The upcoming second part, featuring Chapter 3, pictures the data
framework, introducing the XRAD weather radar network, specifying its system
characteristics and scanning settings and describing the quality control procedures
applied.
Part III: Results. The third part collects the results of the thesis, organised
in four extended chapters whose structure follows the specific objectives outlined
above. In particular, in Chapter 4 the adaptation and modification of the solar in-
terference identification algorithm is presented and the application of the algorithm
for monitoring the incidence of electronic interferences in the XRAD is exemplified.
Chapter 5 thoroughly describes the online solar monitoring methodology and shows
how it has been adjusted and applied for monitoring the calibration status of the
XRAD radars. This chapter also includes a simulation and performance analysis of
the solar monitoring method under controlled conditions. In the next Chapter 6,
three widespread methodologies for antenna pointing calibration are reviewed and
comparatively assessed. Finally, Chapter 7 presents and evaluates a new algorithm
for improved identification and correction of outliers in dual-PRF velocity data,
with examples applied to both XRAD data and to radar data provided by the At-
mospheric Radiation Measurement (ARM) radar group at the Argonne National
Laboratory (ANL) in the United States.
Part IV: Conclusions. The fourth and final part comprising Chapter 8 summari-
ses the thesis results, providing specific recommendations based on the conclusions
extracted during the thesis work.
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According to the current legal framework, the SMC is, together with the Span-
ish Meteorological Agency (AEMET), the public agency responsible for providing
meteorological information to civil defence authorities of the autonomous region
of Catalonia. Catalonia, covering an area of about 32 000 km2 in the Northeastern
territory of the Iberian Peninsula, displays a complex topography with relatively
small catchment basins prone to flash flooding by severe rainfall events frequent in
the dominant torrential Mediterranean regime (Llasat et al., 2005; Barnolas and
Llasat, 2007; Ricard et al., 2012; Llasat et al., 2016). At this regard, the XRAD
weather radar network operated by the SMC constitutes a key tool for weather sur-
veillance and short-term forecasting, for quantitative precipitation estimation and
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for the study of heavy precipitation events in the region (see Pineda et al., 2006;
Trapero et al., 2009; Velasco-Forero et al., 2009, for instance).
Figure 3.1: XRAD network weather radars and their coverage of the Catalonia region at
the lowest elevation of the short-range volumetric scan.
Table 3.1: Site name, abbreviated radar designation, installation year, altitude and loca-
tion coordinates of the XRAD radars.
Name Abbrev. Year Latitude Longitude Altitude
Creu del Vent CDV 2003 41.69° N 1.40° E 825 m
La Miranda LMI 2008 41.09° N 0.86° E 910 m
Puig Bernat PBE 1996 41.37° N 1.39° E 610 m
Puig d’Arques PDA 2002 41.89° N 2.99° E 542 m
The XRAD is a high density network composed of four C-band single-
polarisation Doppler weather radars: Creu del Vent (CDV), La Miranda (LMI),
Puig Bernat (PBE) and Puig d’Arques (PDA). The network was completed be-
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tween 2002 and 2008 years, conceived to complement the already existing PBE
radar located near Barcelona. The location and coverage of the four radars is shown
in Figure 3.1. The altitude and location coordinates of each of the radar sites are
listed in Table 3.1. The operation of PBE radar temporarily ceased in 2012 and
is expected to be operative in 2016 again. The data and results presented in this
report correspond to the three radars operative in the 2013-2015 period (CDV, LMI
and PDA) during which the thesis work was developed. As detailed in the following,
the three operative radars are very similar regarding their technical characteristics.
3.1 Technical characteristics
Modern Doppler weather radars are complex electro-mechanical instruments that
consist of five main subsystems (Doviak and Zrnic`, 1984; Gekat et al., 2004): the
antenna, which shapes and transfers the transmitter energy to signals in space; the
transmitter, where the microwave pulses are modulated, amplified and transmitted;
the receiver, which amplifies the received signal and removes the carrier radio fre-
quency, splitting the signal into its in-phase and quadrature-phase components; the
processor, which samples, digitises and processes the signal components, rendering
the radar spectral moments (reflectivity Z, velocity V and/or spectrum width W );
and the controller, which manages the various electrical signals that are required
to control and operate the radar and antenna system. The XRAD radars are fully
coherent Doppler systems operating at 5600 MHz frequency (≈5.36 cm wavelength).
The block diagram in Figure 3.2 details the subsystems and relevant components
of the XRAD radar systems.
3.1.1 Antenna
The typical XRAD antenna system is based on a C-band linear polarisation feed
design (manufactured by ORBIT Co.). It comprises an antenna/feed unit and an
azimuth-elevation tracking pedestal with an outdoor controller hosted in the radar
rack. The antenna/feed unit consists on a 3.8 m parabolic main reflector with a
pyramidal horn antenna. The feed horn is attached with an offset from the centre of
the disk. This off-axis feed configuration, in comparison to an axial feed Cassegrain
configuration (Skolnik, 1980), reduces the side lobes in the radiation pattern. The
nominal antenna gain is 44 dB and the nominal beamwidths are 1.20° and 1.10° in
the horizontal and vertical planes respectively, given up to a precision of ±0.05°.
The antenna disk is mounted on an elevation-over-azimuth positioner, assembled on
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Figure 3.2: Block diagram of the XRAD radar systems’ components. Figure adapted from
Bech et al. (2004) by Oriol Argemı´.
a base raiser, that allows independent movements in azimuth and elevation with an
orthogonality error of 0.04°. Manufacturer specifications assign the pointing system
an accuracy of 0.03°. The antenna positioning control is managed by a RCP8 unit
manufactured by SIGMET, Inc (Vaisala, 2014c). The antenna is connected to the
transmit/receive systems through the waveguide and then the duplexer. The latter
is responsible for routing the transmit signal to the antenna and the backscattered
signal to the receiver and incorporates a Transmit/Receive limiter for isolation of
the receiver during the high power transmission stage.
3.1.2 Trasmission
The transmitters in the XRAD radars use a coherent helix Travelling Wave Tube
(TWT) for amplification of the 5600 MHz carrier Radio Frequency (RF) signal.
The RF input to the TWT is supplied by up-conversion of the 60 MHz Intermediate
Frequency (IF) signal generated in the front-end circuitry of the receiver. The TWT
is a pure amplifier which, coupled to a modulator, produces a modulated high power
output from a low power input. The pulses generated in the transmit system of the
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XRAD radars have a width of 5 µs and a nominal transmit peak power of 7500 kW.
3.1.3 Reception and processing
The backscattered signal collected at the antenna is routed to the receiver, which
in the case of XRAD radars is based on superheterodyne architecture. The front
end of the receiver consists of a pass-band filter matched to the transmitter band-
width (see Table 3.2) followed by a Low Noise Amplifier (LNA) for optimisation
of the Signal-to-Noise Ratio (SNR) of the system and a traditional single RF to
IF downconversion stage. The RF signal is supplied by a digital STAble Local Os-
cillator (STALO), a frequency synthesiser that uses a Phase Lock Loop (PLL) to
produce the RF by multiplying up a 10 MHz reference oscillator. After splitting and
downconversion to IF, the resulting in-phase and quadrature-phase signal compo-
nents are sampled in the Intermediate Frequency Digitiser (IFD), whose trigger and
sampling timing is synchronised with the 10 MHz reference oscillator for enhanced
coherency. The IF transmit signal is also sampled, supplying the reference phase
for Doppler processing. The dynamic range of the XRAD receivers is about 95 dB,
accounting for the saturation limits of the analog components and the resolution of
the Analog-to-Digital Converters (ADCs) in the digitiser. The maximum resolution
allowed by the transmit pulse width and the receiver bandwidth is of 125 m but the
sampling is set for an effective resolution of 250 m.
Table 3.2: Bandwidth of the receivers in the operative XRAD radars.
Receiver bandwidth
CDV LMI PDA
232 kHz 232 kHz 227 kHz
The sampling data is input to the processing flow, which is controlled by a digi-
tal SIGMET RVP8 processor (Vaisala, 2014b). The processing flow (see Doviak and
Zrnic`, 1984; Gekat et al., 2004, for a detailed description) is designed for estimation
of the spectral moments (Z, V,W ) through pulse autocorrelation processing but
also includes quality control procedures such as Doppler clutter filtering and in-
terpolation, range averaging, thresholding and noise power correction. The XRAD
processors estimate the autocorrelation moments using Digital Fourier Transform
or Fast Fourier Transform (DFT/FFT) processing. The final output of the RVP8
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are quality controlled digital spectral moment data which are sent over the network
to the central radar computers in Barcelona via a Transmission Control Proto-
col/Internet Protocol (TCP/IP) based Wide Area Network (WAN) connection.
3.2 Scanning strategy
The operative scanning strategy of XRAD radar systems consists of a main task
named PPIVOL which is divided in three sub-tasks during which each of the radars
perform Plan Position Indicator (PPI) scans at several fixed elevations (see Ta-
ble 3.3). This duty cycle is repeated continuously on a 6-minute basis and consists
of a long range single-PRF scanning sub-task at 0.6° elevation, designed for fast
weather surveillance, and two short range, dual-PRF, multiple elevation volumetric
sub-tasks. Short range sub-tasks are preset at fixed elevations ranging from 0.6°
to 27°. For each of the sub-tasks, the radar processor outputs a file containing the
corresponding raw base radar data in polar coordinates (RAW volume data). The
output files are compressed in raw IRIS format and the data is stored in 1-byte
binary units. The user may select which base radar data are stored in the RAW
files; in the case of the XRAD, the spectral width (W ) is computed and used for
quality control filtering in the processor but only uncorrected reflectivity (T , i.e.
noise corrected but without application of the Doppler clutter filter), reflectivity
(Z) and Doppler velocity (V ) are stored.
Table 3.3: Name, description and scanned elevations for each of the sub-tasks defined in
the scanning strategy of the XRAD radars.
Sub-task Description Data output Elevation(s) [°]
VOL A Long range (surveillance) T , Z 0.6
VOL B Short range (volumetric) T , Z, V
0.6, 0.8, 1.0, 1.3
1.7, 2.0, 3.0
VOL C Short range (volumetric) T , Z, V
4.0, 5.0, 6.0, 8.0, 10.0
13.0, 16.0, 21.0, 27.0
The antennas of the XRAD radars scan continuously at a fixed speed Ωscan of
24 ° s−1 (4 rpm). However, as specified in Table 3.4, other sampling settings such as
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the PRF, the corresponding maximum range and the number of pulses averaged in
the autocorrelation processing, vary for each of the sub-tasks depending on the radar
considered. For instance, in short range volumetric sub-tasks the dual-PRF scanning
and processing scheme is applied for extension of the maximum measurable velocity
(Vaisala, 2014b). In the particular case of the CDV radar, the corresponding high
and low PRFs chosen allow to enlarge its coverage up to a range of 150 km, in order
to supply the Vall d’Aran region at the Northwestern extreme of Catalonia with
volumetric radar data including the Doppler velocity estimates (see Figure 3.1).
The azimuthal or radial resolution of the polar products derived from the sche-
duled sub-tasks is determined by the antenna scan speed, the PRF and the number
of pulse samples. The radar processor allows the user to set all four parameters so
that, if desired, a higher number of samples can be used borrowing samples from
the previous radial to decrease the standard deviation of the estimated radar mo-
ments. The nominal radial resolution set in the processor for the XRAD radars is
1° and the number of pulse samples is chosen, according to the scan speed and the
PRF in each case, in order to achieve this resolution. In the case of the dual-PRF
short range volumetric sub-tasks the high PRF is used as reference, which ensures
that the angular resolution is close to the nominal for all radials in the scan. Regar-
ding range resolution, range averaging in the processor is performed over four range
samples, each corresponding to a 250 m resolution, resulting in a final resolution of
1000 m.
Table 3.4: Scanning and sampling settings of the operative XRAD radars for the long
and short range sub-tasks: antenna scan speed (Ωscan), Pulse Repetition Frequency (PRF),
number of pulse averaging samples (M) and maximum range (Rmax).
Task Description Radar Ωscan [° s−1] PRF [Hz] M Rmax [km]
VOL A Long range
CDV
24 450 19 250LMI
PDA
VOL B
VOL C
Short range
CDV
24
1000/750 42 150
LMI 1150/862 48 130
PDA 1150/862 48 130
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3.3 Quality control
The cornerstone for fulfilment of the SMC civil duties is continuous weather survei-
llance. Consequent to this principle, the XRAD network operators are responsible
for ensuring the correct and uninterrupted performance of the weather radars, par-
ticularly when a precipitation event is expected and also during and after the event
itself. These responsibilities encompass the establishment and supervision of in-situ
radar system maintenance tasks and the development and evaluation of remote
performance monitoring tools. The quality control process also concerns radar data
and the product generation chain. Quality control of radar data in the XRAD starts
at the radar processor and is complemented by ad-hoc methodologies designed for
real-time quality assessment and correction.
3.3.1 Radar maintenance
In-situ maintenance tasks of XRAD radar systems are commended to specialised
technicians from a subcontractor company. These tasks are either preventive, de-
signed in advance to ensure the correct performance of the radar and to anticipate
and/or detect any possible anomalies; or corrective and hence ad-hoc devised for
the particular radar malfunction or problem detected. Preventive maintenance tasks
are stipulated in the binding contract between the SMC and the subcontractor and
are classified based on their periodicity. Weekly maintenance tasks include assess-
ing the condition of the radar infrastructure and verifying the correct operation of
auxiliary systems such as power supplies (Uninterrupted Power Supply, UPS, and
Genset), climate control devices and the Power Logic Control (PLC) unit. During
bimonthly maintenance tasks, the response curve of the radar receiver is measured
and the resulting front-end noise of the receiver is set in the processor. Also, the
antenna pointing biases in azimuth and elevation are estimated by means of oﬄine
scans of the solar disk; if any of these biases exceeds 0.1° the offset is corrected
in the controller. Biannual tasks include, in addition, the measurement of the an-
tenna waveguide losses. Finally, during the annual maintenance tasks the antenna
pedestal levelling error is measured and corrected and measurements of the antenna
power diagram are carried on using a fixed, point-like target located in the far field
of the antenna, in order to validate the azimuthal and zenithal antenna patterns
and to estimate the main lobe beamwidths.
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3.3.2 Processor filters
As pointed out in Subsection 3.1.3, a series of quality control filters are automat-
ically applied by the radar processor during the spectral moment data estimation
(Vaisala, 2014b). The thresholding is carried on independently for each range bin
(i.e. resolution volume). In a first instance, before pulse autocorrelation processing,
in-phase and quadrature phase components of the received signal are clutter filtered
in the frequency domain. For the XRAD radars, the clutter correction is performed
using a filter that removes spectral components in a variable width stripe around
0 valued frequencies and linearly interpolates the spectrum between the removed
clutter boundaries. The corrected signal components yield the corrected reflectivity
(Z), the Doppler radial velocity (V ) and the spectrum width (W ) estimates. The
uncorrected reflectivity (T ) is instead estimated from the incoming uncorrected
signal components.
Table 3.5: Threshold values of the processor filters applied to each of the scanning sub-
tasks of the XRAD radars.
Radar Task LOG [dB] CSR [dB] SQI
CDV
VOL A 2.50 18 –
VOL B 2.50 18 0.35
VOL C 2.50 18 0.35
LMI
VOL A 3.00 26 –
VOL B 3.00 26 0.35
VOL C 2.50 26 0.35
PDA
VOL A 2.25 24 –
VOL B 1.50 24 0.40
VOL C 0.50 24 0.42
After spectral moment estimation, the processor calculates the SNR (LOG), the
Clutter-to-Signal Ratio (CSR) and the Signal Quality Index (SQI) for each range
bin using the autocorrelation moments and discards those bins with values below
the indicated thresholds. The LOG filter serves to quality control uncorrected and
clutter corrected reflectivity data (T , Z) based on the signal strength. The LOG
threshold is not exactly the SNR but the ratio of Signal plus Noise to Noise, which
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always yields a positive value in dB. In the case of clutter filtered data, i.e. Z and
V , a clutter correction filter (CCOR) is also applied. The CCOR value is calculated
from the CSR value, which is, in turn, computed from the clutter power. The clutter
power is estimated from the comparison of the total clutter filtered and unfiltered
powers at each range bin. The SQI value is a measure of the coherence of the signal
which varies between 0 (incoherent, white noise) and 1 (complete coherency, pure-
tone) and can be related to the SNR and to the spectral width. Therefore, the SQI
is an indicator of the uncertainty in the velocity estimates and the corresponding
filter is commonly applied only to Doppler velocity data V .
The user chooses which filters are applied to each spectral moment data and
tunes the threshold levels of the filters for each radar and task, since their optimal
values depend on the system characteristics and on external factors such as to-
pography and surrounding interfering elements. The filter threshold values for the
XRAD radars and tasks are specified in Table 3.5
3.3.3 Operative quality control
Operative quality control refers to post-processing tools and methodologies for radar
system performance monitoring and radar data correction that operate in real-time
or with uninterrupted periodicity.
XRAD radar operators have at their disposal an application named MAFRAD
(Radar Operation Analysis Module) for remotely monitoring radar system perfor-
mance, developed and implemented for the SMC by the Center of Applied Re-
search in Hydrometeorology (CRAHI) of the Polytechnic University of Catalonia
(UPC). MAFRAD is a modular application that collects the data generated by the
XRAD radars, processes them with varying purposes and stores the results a in
database that can be queried at any moment through a displayable web interface
(Sancho Alca´zar, 2009). As illustrated in Figure 3.3, MAFRAD allows the operator
to monitor the number of complete volumes per day output by the radar, the effi-
ciency in terms of the correlation between data in two consecutive radar images and
the number of completed radials at each elevation scan as well as to compare the
antenna elevation readings with the nominal elevations for these scans. Moreover,
MAFRAD has a module devoted to the estimation of the antenna pointing biases
in azimuth and elevation that uses mountain clutter returns as reference.
Radar system performance monitoring procedures for the XRAD also include
an hourly noise test radar task, during which radar measurements (1000 samples)
are carried on at fixed azimuth (0.5°) and elevation (30°) while fixed power noise
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Figure 3.3: Radar performance query options available from MAFRAD web interface and
example of azimuthal antenna pointing bias output display.
is injected at the waveguide coupler. The results can be remotely visualised in an
IRIS range-time display.
In addition, the stability of radar measurements can be quickly assessed by
means of an operative tool that monitors the average reflectivity of selected moun-
tain clutter echoes for each XRAD radar (see Figure 3.4). Strong changes in the
average reflectivity from these echoes are often indicative of instabilities or mal-
function of the transmit-receive chain or the pointing system.
The atmospheric propagation conditions are operationally assessed on a daily
basis using radiosonde data. Soundings are carried on at the Barcelona rawinsonde
station (WMO code: 08190) (41.38◦N, 2.12◦E, 98 m ASL) using Meteomodem M10
sondes. Launches are programmed twice a day at 0000UTC and 1200UTC (Coordi-
nated Universal Time). The soundings include surface data at the station location
and temperature and humidity measurements at significant and mandatory levels
that are used to estimate the vertical refractivity gradient of the first kilometre
of air (VRG1000) and a Ducting Index (ID) in order to detect the occurrence of
anomalous propagation events, following the guidelines in Bech et al. (2007a).
An operative tool for radar-gauge comparison is also available for the XRAD.
This tool is based on the work by Trapero et al. (2009) and evaluates the accuracy
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Figure 3.4: Operative monitoring of the transmit-receive chain and pointing system sta-
bility of the XRAD radars using ground clutter echoes. Top panels depict the ground
clutter echoes selected for each of the radars at a 0.6° scan elevation and bottom panels
exemplify the visualisation of the results, displaying the average ground clutter reflectivity
for the individual scans on a 6-minute basis (black dots) and the daily average (red line).
Figure source: Argemı´ et al. (2014)
of the daily precipitation estimates in QPE products of the XRAD by comparing
them with the measurements from the rain-gauge network of the SMC. As shown
in Figure 3.5, the QPE products evaluated are a short range daily rainfall accu-
mulation directly estimated from the reflectivity data output by the radars (UNC
QPE) and two other daily rainfall accumulation products (COR QPE and R+G
QPE) which are generated, after correction of reflectivity data for the main radar
error sources, by an ad-hoc software package.
Indeed, the raw polar data output by the XRAD radars is sourced to the EHIMI
(Hydro-meteorological Integrated Forecasting Tool) software package, which co-
rrects them in real time for their use in hydro-meteorological applications (Sa´nchez-
Diezma, 2001; Sa´nchez-Diezma et al., 2002). The EHIMI software has been de-
veloped by the CRAHI and implemented operationally for the XRAD through a
collaborative project funded by the Catalan Water Agency (ACA) and the SMC
(Bech et al., 2005). The corrections applied by EHIMI can be summarised as: inter-
polation of lost azimuths, beam blockage correction and estimation and adjustment
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Figure 3.5: Example of monthly monitoring of radar-QPE composite products and the
estimated biases with respect to rain gauge measurements (cf. Trapero et al., 2009). Figure
source: Argemı´ et al. (2014)
of antenna pointing errors, secondary lobe contamination (Bellon and Kilambi,
1999) and speckle removal, identification and substitution of ground and sea clu-
tter echoes (Sa´nchez-Diezma et al., 2001; Berenguer et al., 2006) and correction
of the stability of radar rainfall estimates using mountain returns (Sempere-Torres
et al., 2003). Furthermore the EHIMI system identifies bright band and convective
areas and issues warnings for precipitation attenuation and severe rainfall in areas
of interest. The real-time radar products generated by EHIMI include: corrected
polar data (corrected RAW volumes) and cartesian PPI products, composite re-
flectivity products, 1 h and 24 h rainfall accumulations for the individual radars
and for the composite and a 24 h accumulation product of gauge adjusted radar
rainfall. These constitute key quality controlled products for meteorological and
hydrological surveillance, modelling and forecasting in the Catalonia region.
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Weather radar receivers are very sensitive, designed for the detection of the rela-
tively weak signal backscattered by raindrops. In this context, signals from external
sources emitting within the radar bandwidth are likely to be detected and interfere
with the weather echo. These interfering signals can cause severe degradation of
weather radar data quality and sensitivity. For instance, the radar precipitation es-
timates can be largely biased in regions where the external emitters are interfering
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with the radar operation, as exemplified in Figure 4.1 for the XRAD. Consequently,
interferences from external emitters compromise the efficacy of weather radar op-
erations and derived applications, with particular concern about short-term fore-
casting and severe weather warning decision making processes (EUMETNET, 2008;
Saltikoff et al., 2016; Joe et al., 2012).
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Figure 4.1: Example of affectation of radar QPE on 6 May 2016 by three persistent exter-
nal radiowave emitters which interfere with the CDV radar operation at the Northeastern
Catalonia region: (left) 24h accumulated radar rainfall XRAD composite and (right) 24h
accumulated radar rainfall XRAD composite output by the EHIMI software after appli-
cation of quality control corrections (see Chapter 3, Subsection 3.3.3).
Among the most frequently reported external interfering sources are the Sun,
other radars and nearby Wireless Access Systems (WAS) including Radio Local
Area Networks (RLANs). In particular, the latter have become a major threat for
weather radar operations, mainly in the C-band (EUMETNET, 2008). Interferences
by both the Sun and RLAN appear commonly in radar imagery in the form of
characteristic radial spokes (Peura, 2002). In effect, since the radar estimates the
distance to the scattering target from the time difference between the transmitted
pulse and the received echo, continuous emissions, or high-rate bursty transmissions
arriving at the receiver will give a signal in all or most of the range gates. In
addition, the emission by these sources can be regarded as broadband compared to
the bandwidth of the weather radar and is detected at the receiver as incoherent
additive noise. Consequently, the interferences caused by the Sun and RLAN can
in most cases be regarded as both continuous in range and constant in power.
The continuity feature of solar interferences was used by Holleman and Beekhuis
(2004) to derive a main criterion for identification of these interferences in opera-
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tional radar data. The criterion consisted on finding the continuity signature in
long range (beyond 200 km) reflectivity data and the objective of their work was
to collect and characterise solar signatures for online monitoring of weather radar
receiver chain calibration and antenna alignment. In the present chapter the adapta-
tion for application to mid-range data of the solar interference detection algorithm
by Holleman and Beekhuis (2004) is presented. The modification of the original
algorithm has allowed the implementation of the online Sun-monitoring method
for the XRAD radar network, which is explained in detail in Chapter 5. The algo-
rithm has been modified by introducing an additional identification criterion that
accounts for the constant power characteristic of the solar signatures. In addition,
the adapted algorithm is shown to be effective for simultaneous online identification
of strong and persistent interferences from external emitters of non-solar nature and
is currently being successfully applied to monitor the location and incidence of these
interferences in the XRAD, which most frequently derive from RLAN devices. This
information is periodically transmitted to the competent Radio Administration, for
a case-by-case identification and regulation of the individual devices causing the
interference.
4.1 Solar interferences
During sunrise and sunset, non-precipitation signatures related to the solar radio
emission appear in volumetric scans. These solar interferences are recognisable in
PPI displays as spokes spanning all ranges in the direction of the Sun (Holleman
and Beekhuis, 2004; Peura, 2002). Seen from the Earth, the solar radio-emission
disk subtends an angle of approximately 0.57° in diameter. The sampling settings
of the XRAD weather radars result in an azimuthal resolution of ca. 1°. Hence,
usually no more than one or two radial rays are affected by the solar signal in each
PPI sweep. In general, the number of interferences occurring per day depends on
the scanning strategy in combination with the solar trajectory and speed across the
local sky, determined by the date and the site of the radar, the sensitivity of the
receiver and the orography, among others. Plots in Figure 4.2 show the evolution
of a Sun interference at sunset on the 16th of June 2013, as observed in the PDA
radar displays. As time goes by and sunset evolves, the solar signal is detected at
decreasing elevations, while the azimuthal position slightly changes.
The solar emission at centimetre wavelengths may be classified into three com-
ponents attending to the timescale of its intensity variations (Tapping, 2001): a
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Figure 4.2: PDA radar displays of solar interferences observed in a series of PPI scans
during sunset on 16 June 2013. The interferences appear as stripes in the direction of the
solar position around 300° North.
rapidly-varying component with a timescale of seconds to minutes, generated by
fast transient phenomena like solar flares; a slowly varying component with origin
in active regions and a timescale of hours to decades; and an always present back-
ground component, the quiet-Sun (non-active) emission. Assuming that there are
no transient phenomena taking place, only the quiet-Sun and the slowly varying
components contribute to the solar signal detected by the weather radar. The time
needed for the radar to complete a single radial ray scan is around a fourth part
of a second (for a radial resolution of 1° and an antenna scan speed of 24°s−1).
Therefore, the solar signal causing the interferences may be considered not only
continuous in time but also constant in intensity. As introduced previously, these
two characteristics as well as the proximity of the interference to the known position
of the sun can be used to derive criteria that allow the identification of the radial
rays affected by the solar signal in the PPI scans.
40
4.1 Solar interferences
4.1.1 Identification
Since the weather radars are configured for operation with pulsed transmission, a
continuous signal is interpreted by the processor as an echo power coming from all
ranges, as seen for the solar interferences in Figure 4.2. A radial ray with a reflec-
tivity value in all or most of its range gates constitutes a continuous interference
candidate. Therefore, the fraction of range gates in the ray with a consistent signal
is a main signature for identification of continuous interferences.
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Figure 4.3: Height of the beam centre as a function of range along beam for the PDA radar
for programmed scan elevations, calculated using the refraction k -model with k = 4/3.
The original Sun interference detection algorithm by Huuskonen and Holleman
(2007) was designed to use the fraction of gates for ranges beyond 200 km as identi-
fication signature. The reason to focus on long ranges is that the detected signal is
unlikely to come from precipitation or ground clutter echoes, due to the height the
radar beam achieves. The choice of an appropriate minimum range threshold that
ensures the absence of precipitation echoes depends on the elevation of the scan and
is conditioned by the maximum range reached by the system. In typical midlatitude
storms, echo heights can reach and easily exceed 8 km (Rigo et al., 2010). According
to k -model beam propagation under standard conditions (Bean and Dutton, 1966;
Doviak and Zrnic`, 1984), in the case of the XRAD radar located at lowest height
above sea level (the PDA radar at 525 m), the centre of the beam exceeds the 8 km
altitude before reaching the maximum range of 130 km only for elevations of 3° and
above, as shown in Figure 4.3. In this situation, setting a minimum range-height
criterion would imply to exclude scanned elevations up to 3° from the analysis.
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To avoid exclusion of the lowest elevations, the original identification methodology
has been modified for application to mid range radar data (80-150 km), attending
to the characteristics of the XRAD radar network. As explained in detail in the
following, additional criteria based on robust statistical estimators are imposed in
the solar interference detection process, excluding only those signatures dominated
by ground clutter or precipitation echoes.
4.1.2 Adaptation to midrange observations
In the operational algorithm, the reflectivity data in RAW polar files is read on
a daily basis and analysed radial by radial in search of solar interferences. In a
first consideration, potential continuous signals are detected in raw data files by
applying a loose range threshold for the calculation of the fraction of gates, in
order to detect solar interferences in as many scanned elevations as possible. In
particular, radial rays having a valid reflectivity value in 90 % or more of the range
gates located further than 50 km away from the radar are selected, independently
of their elevation. A valid reflectivity value means that a significant echo has been
measured, with a reflectivity value above the minimum of −31.5 dBZ. The 50 km
range threshold is chosen so that the gates close to the radar site most affected by
ground clutter are skipped. Once a radial potentially affected by a solar interference
is identified, the reflectivity values in dBZ units of each of its range gates are
individually back-converted to power at antenna entrance in dBZ units through
application of the radar equation as implemented in the processor (Vaisala, 2014b):
P = Z − Cˆ − 20 log10 r − 2ar , (4.1)
where the constant Cˆ includes the radar constant, the refraction coefficient (cf.
Equation 1.2) and also the transmit line losses. The last two terms in Equation 4.1
relate to the propagation of radio-waves in the atmosphere and correspond, respec-
tively, to the geometric and atmospheric attenuation corrections as a function of
range r, with a the one-way gaseous attenuation coefficient.
The median value of the power of all range gates farther than 80 km away from
radar site is calculated and recorded as the characteristic power at antenna port
of the solar interference, Pdet. The 80 km range threshold is selected to minimise
the possibility of obtaining a biased median estimate by the presence of ground
clutter or precipitation affected gates. As an example, in Figure 4.4, the along-
range power values of two selected solar interferences are displayed. In both cases,
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a constant power signal is revealed after conversion of the reflectivity values through
Equation 4.1. For the solar interference in the bottom panel of Figure 4.4, ground
clutter traces are found even beyond 80km. Since these traces are usually limited
to relatively narrow range intervals, the median value of power calculated in their
presence gives still an unbiased estimate of the constant solar signal.
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Figure 4.4: A-scope plots displaying the power at antenna entrance for two solar interfe-
rences detected on 16 June 2013 by the PDA radar at: (top panel) 1902UTC, 3° elevation
and 299° azimuth and (bottom panel) 1907UTC, 2° elevation and 300°. The dashed ho-
rizontal line indicates the median characteristic power of the interference (Pdet) and the
shaded area encloses its ±σPdet interval estimated from the MAD, both calculated only
for bins at ranges beyond 80 km.
At this point, a maximum threshold for the statistical deviation (σPdet) from
the median is established. Interference radials with an estimated σPdet of power be-
low the threshold are kept for future processing steps. This constraint is designed
to identify interferences resulting from constant signals; it allows to discard interfe-
rences strongly affected by ground clutter or precipitation echoes. If the gate power
deviations derive only from random effects as expected for a constant signal, the
σPdet-distribution is assumed to be normal. As a robust estimator of σPdet, the
Median Absolute Deviation (MAD) of the bin-ensemble is used, scaled so that it
conforms to the underlying distribution (Reimann et al., 2008).
An ad hoc analysis of the distributions of σPdet values of solar interferences
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collected during 12 months has led to the choice of a static maximum threshold of
2 dB for the MAD of power. In this analysis, only continuous interference signatures
located within±1° from solar position have been considered. As shown in Figure 4.5,
the bulk of the σPdet estimations lies, for all three radars, within an interval of
(1.0 ± 0.5) dB values. The density distributions appear slightly skewed towards
large σPdet values and with several outlying observations. The PDA radar reveals
a larger number of outliers, related to the presence of ground echoes beyond 80 km,
as indicated by Figure 4.4, and to a greater influence of interfering RLAN signals
(see Section 4.2 in the present chapter and Subsection 5.4.2 in Chapter 5).
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Figure 4.5: Box-plots of the σPdet (calculated from the MAD of power) for solar interfe-
rences detected throughout 2013 for each of the radars conforming the operative XRAD.
The boxes enclose the Inter-Quartile Range (IQR), while the whisker lines delimit outlier-
free range (1.5 times the IQR). Shadowed shapes depict the corresponding distributions.
The vertical dashed line indicates the maximum σPdet threshold of 2 dB imposed in the
identification of constant interferences.
4.1.3 Solar positioning
The last and definitive condition that discriminates solar interferences among the
set of constant and continuous interferences is the relative position between the
interference ray and the Sun; only interference rays located within ±5° from the
actual solar position are considered. Recalling that the angular radio-emission width
of the Sun is ca. 0.57° and assuming that the beamwidth of the antenna is typically
close to 1°, the ±5° threshold is loose, but allows for the detection of the solar
interferences in the presence of a significant antenna pointing bias.
The relative position is calculated as the difference between the centre of the
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interference ray and the centre of the solar disk. Antenna readings at start (azi, eli)
and end (azf , elf ) of the measurement are read from raw data files and transformed
to ray centre coordinates, (azR, elR), and width, ∆R, for practicality:
azR =
1
2
(azi + azf )
elR =
1
2
(eli + elf )
∆R = azf − azi (4.2)
The solar position, (azS , elS), relative to the radar site is calculated using the
astronomical equations given in WMO (2008) and local date, time, latitude and
longitude information. Given the maximum local speed of the Sun across the sky,
it has been estimated that the interference detection time needs to be accurate
within 8 s to 10 s for an accuracy of 0.1° in the solar positioning. The time of the
interference is estimated from the volume start time and the antenna scan velocity,
using the known sweep number within the volume and ray position within the
sweep in which the interference has been detected. The volume start time is the
radar time at the start of the volume scan, being all XRAD radars synchronised
with a common time server. The interference time estimation does not consider the
time needed for the antenna to reach the nominal elevation once a sweep has been
performed and the next one is to start, but the resulting timing error is estimated
to be less than a couple of seconds.
Due to the effect of atmospheric refraction, the so calculated exoatmospheric
solar elevation elS may differ significantly from the solar elevation actually observed
from the Earth’s surface, i.e. the apparent elevation, elaS (Holleman and Huuskonen,
2013). The apparent elevation of the Sun may be expressed as the sum of the
exoatmospheric elevation and the refraction angle τS :
elaS = elS + τS . (4.3)
For the estimation of the refraction angle several empirical and theoretical for-
mulas have been proposed (see Holleman and Huuskonen, 2013, and references
therein). In the present case it has been calculated using the theoretical formu-
las derived in Holleman and Huuskonen (2013), using the recommended value of
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k = 5/4 for the k -model constant and a reference surface refractivity N0 = 313:
τS =
k − 1
2k − 1 cos(elS)·[√
sin2(elS) + (4k − 2)
(
N0 · 10−6
k − 1 +
H0
kRE
)
− sin(elS)
]
, (4.4)
where RE is the Earth’s radius. The height of the radar antenna above sea level
H0 has been included in Equation 4.4, but an accuracy error below 0.03° in the
refraction angle is associated to neglecting a 910 m a.s.l radar height, i.e. the height
of the highest XRAD radar, the LMI.
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Figure 4.6: Elevation and azimuth position of interferences detected for the LMI radar on
13 May 2014. The colour fill of the observations is an indicator of the median power of the
interference, ranging from yellow (−120 dBm) to dark red (−105 dBm). Interferences with
a median power higher that −105 dBm are grey coloured. Dashed lines depict the local
solar trajectory. Each panel shows the interferences detected in a particular step of the
solar interference identification procedure: (top panel) continuous interferences after appli-
cation of the fraction of valid gates threshold, (centre panel) constant interferences after
application of the σPdet threshold and (bottom panel) solar interferences after application
of the Sun proximity threshold.
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Holleman and Huuskonen (2013) tested the k propagation model to find that the
best fitting effective k factor in the case of radio-waves emitted from exoatmospheric
sources is closer to 5/4 than to the 4/3 factor used in the modelling of the radar
beam propagation through the troposphere. In this case, the source being out of the
atmosphere, the radiation propagation path is longer through higher atmospheric
layers where the refractivity is lower, resulting in a smaller effective refractive index
gradient. Using k = 5/4 and assuming an exponential humidity profile, a maximum
accuracy error of 0.1° in the refraction angle calculation is expected from the study
by Holleman and Huuskonen (2013).
Figure 4.6 illustrates the performance for the LMI radar on the 13 May 2014 in
each of the stages in the solar interference identification procedure. The date chosen
corresponds to a rainy day. In addition, the LMI radar was affected by a persistent
RLAN interference at an azimuth of 43°. As exemplified in Figure 4.6 the continuity
criterion based on the fraction of gates with a valid reflectivity value constitutes
a good initial sieve but may also pass rays whose signal actually corresponds to
precipitation. The constancy threshold applied to the σPdet along range effectively
removes these observations, leaving only the solar interferences and the non-solar
interferences of constant nature. Finally, the solar proximity criterion effectively fil-
ters out these non-solar interferences, which are in most cases attributed to RLAN
devices. The stages and thresholds applied in the solar interference identification
algorithm are summarised in Figure 4.7. The figure also indicates how continuous
and constant non-solar interferences detected by the algorithm, identified excluding
the solar proximity criterion, are collected for monitoring and localisation of persis-
tent RLAN interferences affecting the radars of the XRAD, as explained in detail
in the upcoming section.
4.2 RLAN interferences
The decision made in the 2003 World Radio-communication Conference to open
the 5150-5350 and 5470-5725 MHz frequency bands for the implementation of WAS
(ITU-R 229, 2003) has compelled C-band radar operations to bandwidth sharing
with RLAN. The weather radar community has addressed this issue by thoroughly
analysing the characteristics of RLAN interferences and the degradation brought
upon radar data (Branda˜o et al., 2005; Joe et al., 2005; Kera¨nen et al., 2013)
and also by detailing and proposing specific procedures for undisturbed coexistence
(EUMETNET, 2008; Horva´th and Varga, 2009).
47
4. Interferences from external emitters
Raw reflectivity  
data-ray
Continuous 
interference
Constant 
interference
RLAN 
interference
Solar 
interference
Valid Z in 
more than 90% of 
gates?
Power 
MAD below 
2dB?
Reflectivity to  
power conversion
Ray close to 
the Sun? 
Solar position 
calculation
RLAN incidence  
monitoring
Online  
Sun-calibration 
monitoring
Discarded ray
YESNO
Discarded ray
NO
NO
YES
YES
Figure 4.7: Identification of interferences resulting from continuous and constant external
signals in raw reflectivity radar data and separation into solar and electronic origin for
further processing with independent quality management purposes.
4.2.1 Bandwidth sharing
The radar bandwidth protection regulation against interference by secondary wire-
less devices relies in the incorporation by the latter of a Dynamic Frequency Selec-
tion (DFS) mechanism. The DFS mechanism searches for weather radar signals in
shared frequency channels and, in case a radar signal is detected, the device is re-
quired to ensure channel avoidance and monitoring prior to bandwidth occupation.
Within this framework, the EUMETNET (2008) recommendation issued a series
of guidelines for the OPERA network members to ensure that weather radars ope-
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rating in the C-band transmit a minimum number of DFS detectable signals over
their duty cycle. As argued by Saltikoff et al. (2016), wireless traffic has significantly
increased in the last decade and RLAN interferences are increasingly observed over
the world. However, the effectiveness of the DFS protocol has revealed to be unsat-
isfactory, attributed to difficulties of the DFS algorithm to detect the wide variety
of weather radar emission schemes but mainly due to non-compliant use of the
wireless devices (Saltikoff et al., 2016).
The weather radar community is increasing efforts to develop methodologies
that allow identification and mitigation of RLAN interferences. For instance, Ro-
jas et al. (2012) showed that texture properties of selected dual-polarisation va-
riables can be used to design a non-meteorological signature classifier, including
radio-frequency signal interferences. More general approaches, applicable to single
polarisation radars, rely on the distinctive features of RLAN interference for identi-
fication, either at the processing level (Kera¨nen et al., 2013) or based on their visual
appearance in weather radar imagery (Peura, 2002). Interference studies indicate
that RLAN signal manifests at the radar receiver as additive uncorrelated noise,
independently of modulation, power and packet inter-arrival time (Branda˜o et al.,
2005). The RLAN signal adds to the noise of the radar decreasing the sensitivity and
hampering the detection of weak targets (Joe et al., 2005). This also implies that,
in most cases, recovering the relatively weak weather echo is not feasible. Under
these circumstances, the weather radar community recommends individual opera-
tors to identify and monitor RLAN interferences to immediately and continuously
report back to their corresponding National Radio Administration, responsible for
the regulation of non-compliant devices.
With regard to the status of radio-electric network, the XRAD has to comply
with the legislation that regulates the use of the radio-electric domain. In accor-
dance with it, the XRAD operates within the 5600-5650 MHz frequency sub-band
and keeps both its equipment and operation characteristics certified by the concer-
ning organisations. In addition, the XRAD scanning settings fulfil the requirements
stated in EUMETNET (2008) that ensure the transmission of a minimum number
of DFS detectable signals.
Each of the XRAD radars has a reserved channel within the 5600-5650 MHz
band, which is assigned for meteorological radar use by the National Frequency
Assignment Chart (CNAF). The validity of the expedient that legally guarantees
the exclusive use of these channels by the XRAD according to the specified frequen-
cies and range scopes listed in Table 4.1 is annually updated through the payment
of the corresponding taxes. The competent authority, responsible of ensuring that
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the use of the radio-electric spectrum is made according to the current legislation
is the General Telecommunications Management (DGTEL) located in Barcelona,
subject to the Industry, Energy and Tourism Ministry.
Table 4.1: Frequency channels of the public radio-electric spectrum reserved for the me-
teorological radars of the XRAD and range scope of the corresponding channel reserves.
Radar Assigned frequency Range scope
[GHz] [km]
CDV 5.632 250
LMI 5.610 250
PBE 5.648 250
PDA 5.625 250
4.2.2 Monitoring RLAN interference incidence in the XRAD
Any wireless operator within the radar horizon and transmitting directly in the
reserved frequency or which occupies partially the radar emission band generates an
interfering signal at the radar receiver. As illustrated in Figure 4.8, these interfering
signals are often recognisable in operational PPI images. Due to the high directivity
of radar antennas, the disturbance is limited to an specific azimuth sector around the
position of the external emitter, whose width generally depends on the proximity to
the radar. If the emission is strong the disturbance can also be detected by the radar
antenna pattern side lobes (Joe et al., 2005). Depending on the throughput of the
external emitter, the interference signal will appear continuously or intermittently
along the affected radial(s) (Kera¨nen et al., 2013).
As anticipated in Section 4.1, non-solar interferences of continuous and cons-
tant nature are also collected and stored during the daily application of the solar
interference identification algorithm for further monitoring and localisation of per-
sistent RLAN interferences affecting the radars of the XRAD. The basic monitoring
analysis consists on accumulating, depending on the azimuth affected, RLAN in-
terferences detected during a significative time period, typically one month. In this
way, statistics on the incidence of each of the interferences are derived and informa-
tion about the location of persistently interfering operators is extracted. Figure 4.9
shows the histogram output of the RLAN monitoring application for the XRAD
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Figure 4.8: Example of persistent RLAN interference recognisable at an azimuth of 43°
North in an operational PPI reflectivity image for the LMI radar on the 16 June 2014.
during May 2014, for the lowest elevation of 0.6°. The incidence is quantified by the
percentage of affected sweeps out of the total corresponding to the selected eleva-
tion. A second output of the monitoring routine is a map indicating, as in the case
of the histograms, the frequency of incidence of each of the interferences. As shown
in Figure 4.10, these plots are very useful for comparing the azimuth position of
the interferences with known locations of RLAN nodes.
The information on incidence and positioning of persistent RLAN interferences
provided by the histograms and corresponding maps is reported to the DGTEL
competent authority. If necessary, the information on the interferences stored by
the identification algorithm allows to perform additional analyses such as incidence
by hour of the day or by elevation. The DGTEL administration, in response to these
reports, sends technicians to perform in-situ measurements at each of the radars
in search of the particular operator interfering in the reported azimuth regions.
If the interfering device is identified, the operator is contacted and compelled to
completely abandon the reserved channel and to eliminate any possible generation
of adjacent frequency harmonics that may enter the channel and generate unwanted
noise. In case the operator were emitting in a frequency multiple of that of the radar,
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compliance with the in-force legislation regarding emission power is required.
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Figure 4.9: Polar histogram of the frequency of incidence of constant and continuous
interferences by external emitters during May 2014 for each of the operative XRAD radars.
The frequency is expressed as the percentage of sweeps affected during the studied period.
Figure 4.10: Map of the frequency of incidence in the XRAD of constant and continuous
interferences by external emitters during May 2014. The location of the operative XRAD
radars is indicated by an asterisk. The interferences are colour coded as a function of the
percentage of sweeps affected during the studied period. The dots indicate the position
of the RLAN nodes operated in the Catalonia region by the guifi.net open community
telecommunications network (https://guifi.net/en/).
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4.3 Conclusions
Interferences from external radiowave sources can cause a severe quality degrada-
tion of weather radar estimates. In particular, interferences from Wireless Local
Area Network (WLAN) devices including RLAN, emitting within or close to the
radar frequency band have become a major quality issue in the last decade for
weather radars all around the world. RLAN interferences insert high levels of noise
in the radar reception chain and constitute a handicap for the detection of weak
weather echoes. Given the difficulty for recovering the weather signal in the con-
taminated azimuths, the best practice up to date regarding RLAN interferences is
to operationally identify and monitor the interferences.
Another external radiowave emitter that interferes with the radar operation is
the Sun. However, interferences from the Sun, which are daily encountered in radar
imagery during sunrise and sunset, can give very useful information regarding the
radar system calibration status. Identification of these solar interferences in radar
operational data on a daily basis is the first stage of a quality control method
for combined online monitoring of weather radar antenna pointing biases and re-
ceiver calibration which was first presented in Holleman and Beekhuis (2004). In
this chapter the solar interference identification algorithm proposed in the cited
work has been adapted for application to midrange radar data (80 km to 150 km).
Originally, the algorithm was designed for operation with long-range radar scans
and relied in the continuity characteristic of the solar emission for identification. In
the case of the XRAD the use of shorter range scans poses additional difficulties
with the detection of solar interferences and characterisation of their power. Hence,
to discard precipitation signatures and to obtain unbiased estimates of the solar
interference power even in the presence of traces of ground clutter or precipitation,
an additional maximum along-range statistical deviation threshold for the power
of the interference is imposed in the detection process. This condition exploits the
constant nature of the solar emission. The threshold is set to 2 dB, attending to
the typical deviations presented by solar interference observations as derived from
an ad hoc analysis. The so adapted identification algorithm has proven effective to
detect all interferences of continuous and constant nature. Indeed, the algorithm is
able to detect both solar interferences and persistent and constant RLAN interfe-
rences, which may be differentiated by the proximity of the interference to the solar
position, derived from astronomical formulae. Solar interferences are stored for fur-
ther use in the solar monitoring methodology explained in detail in the upcoming
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Chapter 5. Conversely, RLAN interferences can be cumulatively stored in order to
determine the location of the emitting operators and to monitor the incidence of
these harmful emissions. This is key information to appeal to the local administra-
tions responsible for preserving the reserved frequencies of the weather radars and
for a case-by-case identification and regulation of the individual devices causing the
interference.
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The use of weather radars in national and global networks has increased awareness
and efforts towards the establishment of common procedures and standards in data
quality and calibration (Saltikoff et al., 2010; Huuskonen, 2001; Huuskonen et al.,
2009; Chandrasekar et al., 2014). Within this framework, the Sun is regarded as a
well-known, reliable and worldwide available reference target that can be used for
a number of calibration purposes.
After the first proposal by Whiton et al. (1976), the use of the Sun as reference
microwave source for oﬄine inspection of weather radar system gain and antenna
pointing accuracy is currently of widespread employment and has been extensively
discussed in the literature; see for instance Frush (1984), Pratt and Ferraro (1989)
and Eastment et al. (2001). Tapping (2001) introduced the 10.7 cm wavelength solar
radio emission measurements at the Dominion Radio Astrophysical Observatory
(DRAO, Penctincton, Canada) and described their adaptation to other frequencies
for the gain estimation of small beamwidth antennas when statically pointing at
the Sun. Leskinen et al. (2002) estimated the antenna pointing bias and beamwidth
by manually fitting a theoretical model to power observations collected in an oﬄine
passive scan through the centre of the Sun.
Darlington et al. (2003) established criteria for automated identification, at long
ranges, of solar signatures detected in weather radar volumetric scans. They showed
that, through polynomial fits of the individual solar interferences, statistical infor-
mation about the antenna pointing bias in azimuth could be retrieved on a regular
basis. Holleman and Beekhuis (2004) reinforced the criteria for identification of
the solar signatures and presented a fully automatic procedure for online and si-
multaneous monitoring of weather radar receiver chain calibration and of antenna
alignment in both azimuth and elevation. This online Sun-monitoring method con-
sists on fitting, to daily detected solar interferences, a theoretical model for the
power of the solar signal detected by an operational scanning radar. The paper was
the precursor of a series of works by Huuskonen and Holleman (2007) and Holleman
et al. (2010b) in which the method was consolidated by addressing the difficulties in
solar positioning due to the effect of atmospheric refraction and by a more detailed
insight into the theoretical model. Further developments and applications of the
technique are tackled in Muth et al. (2012), Frech (2009), Holleman et al. (2010a),
Frech (2013) and Huuskonen et al. (2014).
The Sun-monitoring method by Holleman and Beekhuis (2004) has been imple-
mented and is currently operational for the XRAD network, constituting a handy
tool for remote and daily monitoring of the quality of both the receiver chain ca-
libration and antenna alignment accuracy. This has been made possible adapting
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the solar interference identification algorithm to mid range radar data, as detailed
in the previous Chapter 4. The present chapter reviews the operation of the Sun-
monitoring method and describes its implementation for the XRAD. In particu-
lar, a non-iterative and simple procedure is proposed, designed to remove strongly
outlying observations which often correspond to non-solar interferences. In a thor-
ough theoretical derivation, the validity ranges of the physical model characterising
the solar interferences are explicitly defined and an equation for estimation of the
effective scanning width in reception is provided. The results of applying the Sun-
monitoring technique to operational data obtained with three XRAD radars during
one year reveal the sensitivity of the method to changes in the antenna pointing
accuracy and receiver calibration. The performance of the proposed methodology
under the effects of the presence of ground clutter and RLAN interferences is dis-
cussed in the results presented. A comparative study on the goodness of fit between
a three and a five-parameter model inversion analyses the stability of the calibra-
tion parameters retrieved for two selected XRAD radar systems, considering the
dissimilar information content of the observations collected by each radar. Along
these lines, the key aspects to be considered in order to ensure the accuracy of the
method results are investigated through a performance study that reproduces the
Sun-monitoring methodology under controlled conditions.
5.1 Methodology
Solar interference observations resulting from the automatic detection process de-
tailed in Chapter 4 are input for a theoretical model inversion. The power of the
solar signal is modelled considering the radar antenna sensitivity pattern and its
continuous scanning motion. The derivation of the solar interference model is ex-
plained in detail in the upcoming Section 5.2. The resulting model is a 2-dimensional
Gaussian function for the detected power in W units, pdet, dependent of the relative
displacement between the centre of the interference ray and the Sun-disk centre (cf.
Huuskonen and Holleman, 2007):
pdet = lgas lscan pTOA exp
{
−4 ln 2
[
(x− x0)2
∆2x
+
(y − y0)2
∆2y
]}
, (5.1)
where the unit-less factor lgas is the transmissivity of the gaseous atmosphere and
lscan is a power loss factor due to the convolution between the antenna sensitivity
pattern and the solar disk while in scanning motion. The calibration parameters to
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be retrieved are: the solar power at the Top Of the Atmosphere (TOA), pTOA; the
azimuth and elevation solar image widths, ∆x and ∆y; and the systematic antenna
pointing biases in azimuth and elevation, x0 and y0. The independent variables
(x, y) represent the relative position coordinates in azimuth and elevation between
the centre of the interference ray and the position of the solar disk centre:
x = azR − azS
y = elR − elaS . (5.2)
As described in Chapter 4, Subsection 4.1.3, the coordinates of the ray centre
(azR, elR) are available from the antenna positioning system readings (see Equa-
tion 4.2) while the position of the solar disk centre (azS , el
a
S) may be calculated
using astronomical formulae.
Equation 5.1 constitutes a, generally overdetermined, nonlinear inverse problem.
However, in the case of a Gaussian function fit, a linear treatment and direct inver-
sion by means of a Linear Least Squares (LLS) procedure is possible (Caruana et al.,
1986; Holleman and Beekhuis, 2004), taking into account that the errors in the ob-
servations may be assumed multiplicative (Guo, 2011). Logarithmic transformation
of the Gaussian function yields a 2-dimensional parabolic model:
P = Pdet − Lgas = ax x2 + ay y2 + bx x+ by y + c , (5.3)
where P is the power in dBm units of the solar signal corrected for the atmospheric
gaseous attenuation, with:
Pdet = 10 log10 pdet , (5.4)
Lgas = 10 log10 lgas . (5.5)
The quadratic form in Equation 5.3 represents a concave down parabola with
its maximum located at the same position as the maximum of the original Gaussian
function. The model is linear in the parameters ax, ay, bx, by and c, which can be
retrieved in a LLS fit and are related to the calibration parameters through:
ax = −40 log10 2
∆2x
ay = −40 log10 2
∆2y
(5.6)
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bx = 80 log10 2 ·
x0
∆2x
by = 80 log10 2 ·
y0
∆2y
(5.7)
c = PTOA + Lscan − 40 log10 2 ·
(
x20
∆2x
+
y20
∆2y
)
. (5.8)
The calibration parameters can be derived from the parameters retrieved in
the linear fit through reversion of the set of equations from Equation 5.6 to Equa-
tion 5.8. It must be noted, though, that physically meaningful results require that
the retrieved ax and ay parameters are negative. Comparison of the PTOA esti-
mation with reference data from a solar observatory allows the assessment of the
receiver calibration status.
5.1.1 Gaseous atmospheric attenuation
Prior to model inversion, the detected power of each solar interference has to be
corrected for the gaseous attenuation along the signal path through the atmosphere.
In the microwave region, molecular scattering can be neglected and, for frequencies
below 10 GHz, the atmospheric extinction is dominated by oxygen and water vapour
molecular absorption:
lgas(λ) = exp
{
−
∫
path
[σO2(λ)nO2(s) + σw(λ)nw(s)] ds
}
, (5.9)
where σO2 , σw and nO2 , nw are the spectral absorption cross sections and along-
path molecular densities of oxygen and water vapour, respectively.
The magnitude of the gaseous attenuation of a solar signal that has traversed the
whole atmosphere can be estimated from integration of Equation 5.9, assuming a
model atmosphere of z0 equivalent height with constant effective oxygen and water
vapour densities. In this way, lgas depends uniquely on the length of the optical
path through the atmosphere r(z0, elS):
lgas(λ, z0, el
a
S) ≈ exp {− [σO2(λ) n¯O2 + σw(λ) n¯w] r(z0, elaS)} . (5.10)
Under these approximations, the gaseous attenuation correction factor for the
power of the solar interference, Lgas, introduced in the previous Section 5.1 is given
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by:
Lgas(λ, z0, el
a
S) = 10 log10(lgas) = −a(λ) r(z0, elaS) , (5.11)
where a(λ) is the gaseous attenuation coefficient in dB km−1 and accounts for
the absorption cross sections and effective densities of oxygen and water vapour
molecules. The attenuation coefficient for a 5 cm wavelength signal is estimated in
0.08 dB km−1 (see Rinehart, 1997, and references therein).
The gaseous attenuation has to be calculated and corrected for each solar inter-
ference because the length of the optical path depends on the apparent elevation of
the Sun. Considering that the solar signal traverses the whole height of the model
atmosphere, the path length can be estimated through the optical propagation
k -model as:
r(z0, el
a
S) = Reff
√sin2(elaS) + (z0 −H0Reff
)2
+ 2
(
z0 −H0
Reff
)
− sin(elaS)
 , (5.12)
where Reff = kRE is the equivalent Earth’s radius, with RE the Earth’s radius and
H0 is the height of the radar above mean sea level. The equivalent height of the
atmosphere in the constant-density model is chosen such that the integrated density
is conserved, obtaining a value of z0 ≈ 8.4 km for an atmosphere in hydrostatic
equilibrium (Huuskonen and Holleman, 2007; Holleman et al., 2010b).
The k coefficient in the k -model is related to an effective constant refractive
index gradient of the atmosphere. For modelling the propagation of the radar mi-
crowave signal, the refractive index gradient in the first kilometre or two of the
atmosphere, −1/4RE , is generally used, which yields a k = 4/3 (Doviak and Zrnic`,
1984). However, as pointed out in the previous chapter, Holleman and Huuskonen
(2013) have found that a factor of k = 5/4 might be more accurate for modelling
the propagation in the case of signals from exoatmospheric sources like the Sun. In
the refraction angle estimation for the calculation of the Sun’s apparent elevation
presented in Chapter 4, Subsection 4.1.1, the choice of the k coefficient is funda-
mental, as it can lead to inaccuracies of more than 0.1° in the solar positioning
(Holleman and Huuskonen, 2013). In the case of the beam path length estimation,
although the inaccuracy due to the choice of k may reach 50 km for the lowest ele-
vations, given the small attenuating efficiency of molecular oxygen upon centimetre
wavelength signals, the maximum possible accuracy error in the estimation of Lgas
is below 0.5 dB for a 5 cm wavelength radar, which is the precision of the radar
data. Moreover, this error is lower than 0.06 dB for elevations above 3°.
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5.1.2 Reference solar flux
The solar flux data measured at the Dominion Radio Astrophysical Observatory
(DRAO) and distributed by the National Research Council of Canada (DRAO,
1990) is used as reference for assessment of the receiver-chain calibration.
The DRAO database provides the disk-integrated solar flux density at the TOA
measured at 10.7 cm wavelength, F10.7. The conversion of 10.7 cm solar flux mea-
surements to other radio frequencies relies on the separation of the integrated flux
density into two distinct components (Tapping, 2001): a quiet-Sun background
component at the desired wavelength and a slowly-varying component, which is
shape-stable to changes in wavelength and whose absolute value may be deter-
mined through an appropriate scaling factor. The integrated solar flux density at
5 cm given in Solar Flux Units (SFU), F5, may be estimated from the DRAO refe-
rence flux F10.7 using the corresponding values of the scaling factor and quiet-Sun
components, tabulated in Tapping (2001):
F5 = 0.71 (F10.7 − 64) + 126 . (5.13)
For a direct comparison of the estimated PTOA with the reference power in dBm
units, PDRAO, multiplication by the receiver bandwidth, ∆ω [Hz], and antenna
effective area, Aeff [m
2], together with a change of units has to be applied to the
reference solar flux:
PDRAO = 10 log10
(
1
2
∆ωAeff F5 10
−22
)
. (5.14)
The 1/2 factor in Equation 5.14 is introduced to consider that the radar is
sensitive to a single polarisation direction in reception (e.g. horizontally polarised
radiation in the case of single-polarisation radars) while the Sun is an unpolarised
source. The effective collection area of the antenna is defined through the along-axis
antenna gain, g, and the radar wavelength, λ (Doviak and Zrnic`, 1984):
Aeff = gλ
2/4pi . (5.15)
5.1.3 Inversion approach
The main calibration parameters to be retrieved in the inversion of the theoretical
model are the solar power at the TOA (PTOA) and the systematic antenna pointing
biases in azimuth and elevation (x0, y0). The other two model parameters, that is,
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the solar image widths in azimuth and elevation (∆x,∆y), arise from the convolu-
tion of the antenna sensitivity pattern with the solar emission disk and are related
to the antenna beamwidth and solar-disk diameter. Therefore, the values of the
solar image widths are known or can be estimated, as detailed in the upcoming
Section 5.2. Based on this parameter classification, two different approaches to the
inversion are possible: a full-parameter quadratic function fit, considering all 5 pa-
rameters unknown as described in Section 5.1 (5P model); and a three-parameter
linear function fit with fixed ∆x and ∆y (3P model), in which the quadratic terms
in Equation 5.3 are treated as constants for each of the observations.
Huuskonen and Holleman (2007) proposed the latter approach as optimal for
improvement of the stability of the fit. Since the quality of the observational data
and its information content are variable (depending on the radar system characte-
ristics, on environmental factors and on the combination of the scanning strategy
and solar motion), a lower number of model parameters are more likely to be in-
dependently determined by the collected data in the inversion. On the other hand,
fixing the values of the widths may have an effect on the goodness of the fit and
hence in the accuracy of the parameter estimates. Also, Huuskonen et al. (2010)
and Huuskonen et al. (2014) pointed out that the width estimates from the 5P
model fit may give additional information on the radar system performance and on
the pointing stability of the antenna.
5.2 Sun image width estimation
In this section, the derivation of the theoretical model for solar interference ob-
servations is presented. The assumptions undertaken in each derivation step are
examined in detail with the aim to provide an explicit formal framework for esti-
mation of the expected solar image widths in azimuth and elevation, ∆x and ∆y,
based on the radar antenna characteristics and scanning parameters. As pointed
out in Subsection 5.1.3, knowledge of the expected or nominal width values is essen-
tial for the application of the 3P model inversion and for extraction of additional
information in comparison with the widths estimated in a full 5P model inversion.
During the scan process, the weather radar repeats its pulse emission-reception
sampling consecutively while the antenna is in motion. The derivations hencefor-
ward assume that the antenna motion is azimuthal and that solar interferences are
collected in PPI scans. A radial ray in a PPI scan corresponds to the collection of a
user defined number of pulse samples and hence, its angular resolution depends on
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the number of samples and the antenna rotation speed. In the case of solar interfe-
rences, the signal at the receiver has, ideally, no contribution from the pulse-echo
and corresponds only to solar emission. The derivation of the solar interference
model is divided in two steps; first, the detected solar power fraction for a single
sample is computed as a function of the angular distance between the antenna axis
and the Sun-disk centre and then, this power fraction is integrated for the number
of samples collected in a radial ray, taking into account that, with the azimuthal
motion, the antenna-Sun angular distance changes from sample to sample.
5.2.1 Detected solar power in a single pulse-sample
The solar power fraction detected in a single reception sample indexed by j (pjdet),
is quantified by the convolution between the solar power flux pattern S(φ, θ) and
the antenna sensitivity pattern f(φ− φ0j , θ − θ0) functions:
pjdet = lgas∆ωAeff
∫ pi
−pi
∫ pi/2
−pi/2
S(φ, θ) f(φ− φ0j , θ − θ0) cos θ dφ dθ , (5.16)
where (φ, θ) denote azimuthal and zenithal (spherical) coordinates and (φ0j , θ
0)
give the instantaneous position of the antenna radiation field centre in a reference
system with origin in the radar and with its reference axis pointing at the Sun-disk
centre, as depicted in Figure 5.1. The lgas factor is the transmissivity of the gaseous
atmosphere described in Subsection 5.1.1, ∆ω is the receiver bandwidth and Aeff is
the effective collection area defined in Equation 5.15.
For most applications, the solar power pattern function for microwave emission
may be modelled as a uniform disk of ∆S diameter and S0 integrated power flux
density in Wm2 s units (Tapping, 2001):
S(φ, θ) =
4S0
pi∆2S
for: (φ, θ) ∈
[
−∆S
2
,
∆S
2
]
. (5.17)
In turn, the antenna sensitivity pattern function, assumed symmetric and nor-
malised for unity axial gain, can be represented as a 2-dimensional Gaussian, with
∆B the 3-dB beamwidth (Probert-Jones, 1962):
f(φ− φ0j , θ − θ0j ) = exp
[
−4 ln 2(φ− φ
0
j )
2 + (θ − θ0)2
∆2B
]
. (5.18)
Variation intervals of (φ, θ) are small enough, with ∆S =0.57°, to assume the
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ra
δj θ0
φ0j φ-axis
θ-axis
scanning!
axis
ξr
ΔB
ΔS
Figure 5.1: Instantaneous overlapping of the antenna beam sensitivity pattern and the
solar disk in a plane perpendicular to the beam axis. Coordinates and angles relevant for
the computation of the detected power fraction in the convolution of the antenna and
solar patterns are explicitly drawn.
integration region of the convolution to be lying in a plane. Hence, plane trigonom-
etry instead of spherical one may be applied. Integration of Equation 5.16 with
Equation 5.17 and Equation 5.18 is simplified considering the antenna and the so-
lar pattern functions each in a polar reference system of their own (Holleman et al.,
2010b):
S(r) =
4S0
pi∆2S
for r ≤ ∆S
2
, (5.19)
and:
f(ra) = exp
(
−4 ln 2
∆2B
r2a
)
, (5.20)
where r and ra are the radial distances from any point of the solar disk and the
antenna patterns to their respective centres, as sketched in Figure 5.1. The expre-
ssion in Equation 5.20 may be written in terms of the solar polar coordinates (r, ξ)
applying the cosine theorem:
r2a = r
2 + δ2j − 2 δj r cos ξ , (5.21)
where δj is the relative displacement between the Sun-disk centre and the antenna
axis. After these considerations, the convolution integral in Equation 5.16 trans-
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forms into:
pjdet = lgas pTOA I(δj) , (5.22)
where the solar power at the TOA in W units is given by (cf. Equation 5.14):
pTOA = ∆ωAeff S0 , (5.23)
and with:
I(δj) =
4
pi∆2S
∫ ∆S
2
0
∫ 2pi
0
exp
[
−4 ln 2
∆2B
(
r2 + δ2j − 2 δj r cos ξ
)]
r dr dξ . (5.24)
An exact analytical solution of the convolution integral in Equation 5.24 ex-
pressed using elementary functions is not possible. Holleman et al. (2010b) pro-
posed an approximate solution, obtained equalling to one the cosine exponential
term in a first order Taylor approximation:
pjdet = lgas l0 pTOA exp
(
−4 ln 2 δ
2
j
∆2B
)
, (5.25)
with:
l0 =
1
ln 2
∆2B
∆2S
[
1− exp
(
− ln 2 ∆
2
S
∆2B
)]
. (5.26)
In the present derivation, I(δj) has been numerically integrated for varying
antenna beamwidths using the adaptive Genz-Malik algorithm (Genz and Malik,
1980), implemented in cubature library for R software (Johnson and Narasimhan,
2015). The computations indicate that, for beamwidths greater than approximately
0.3°, the detected power in a single sample pjdet may indeed be approximated by
a Gaussian function analogous to the one proposed in Equation 5.25, but with a
convolution width ∆C which is slightly larger than the ∆B antenna beamwidth:
pjdet = lgas l0 pTOA exp
(
−4 ln 2 δ
2
j
∆2C
)
. (5.27)
Figure 5.2 shows that the approximate solution in Equation 5.27 (Approx. 2 )
fits better the numerically integrated solution than the analytical approximation
in Equation 5.25 (Approx. 1 ). Estimates of the convolution width ∆C can be ob-
tained by direct measurement of the Full Width at Half Maximum (FWHM) of
the numerically derived function. However, as seen in Figure 5.3, for beamwidths
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Figure 5.2: (Top) Fraction of detected solar power for a single echo-sample as a function
of angular distance between the antenna axis and the Sun-disk centre, calculated from
the convolution integral between the radar antenna sensitivity pattern and the solar-disk
pattern, for an antenna beamwidth of 1°. The convolution has been computed numeri-
cally (Numerical ; thick grey line) and using two analytical approximations, Equation 5.25
(Approx. 1 ; dashed black line) and Equation 5.27 with an effective width of 1.057° (Ap-
prox. 2 ; solid black line). (Bottom) Difference between the fraction of detected solar power
calculated numerically and using Approx. 1 and Approx. 2.
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Figure 5.3: Antenna-Sun convolution width ∆C as a function of the antenna beamwidth
∆B . The ∆C values are estimated by direct measurement of the half-peak width of the
numerically computed convolution function (solid line) and from the formula given in
Baars (1973) (dashed line).
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approximately larger than 0.7°, the analytical formula proposed by Baars (1973)
can be used instead of the numerical computation, with an accuracy better than
1 %:
∆C =
√
∆2B +
(
ln 2
2
)
∆2S . (5.28)
From Figure 5.3, note that the convolution width ∆C approaches the antenna
beamwidth ∆B as the antenna beamwidth increases, indicating that the approxi-
mation in Equation 5.25 is valid for ∆B >> ∆S , as expected from the implications
of assuming cos ξ ≈ 0.
5.2.2 Detected solar power in a scanning ray
The detected power expression in Equation 5.27 corresponds to the solar power
measured in a single radar sample (pjdet). However, the power detected in a complete
ray scan (pdet) is calculated by the radar processor as the (weighted) average of the
power values measured in the collection of consecutive samples performed while the
antenna is in motion across the radial ray:
pdet =
1
N
N∑
j=1
pjdet(δj) , (5.29)
where equally weighted sample integration, i.e. finite time block integration (Zrnic`
and Doviak, 1976), is assumed.
As sketched in Figure 5.1, the relative distance between the Sun-disk centre and
the antenna axis (δj) may be expressed as a function of the antenna coordinates
(φ0j , θ
0). In a scanning setup, the instantaneous azimuthal position of the antenna
φ0j may be expressed as the sum of a fixed coordinate (the central position of the axis
within the whole scanned ray; φ0) and a variable coordinate χj that reproduces, for
each instantaneous sample, the displacement of the axis with respect to the fixed
coordinate, as sketched in Figure 5.4:
δ2j = φ
0
j
2 + θ0 2 = (φ0 + χj)
2 + θ0 2 . (5.30)
When the total number of samples taken during a ray scan (N) is large, or
the azimuthal displacement of the antenna between samples is small compared to
the total width of the ray (∆R), the variable χj in Equation 5.30 may be assumed
continuous and the pulse average in Equation 5.29 can be approximated by an
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integral (Zrnic` and Doviak, 1976; Doviak and Zrnic`, 1984):
pdet ≈ 1
∆R
∫ ∆R
2
−∆R2
pjdet(χ) dχ , if ∆R >>
Ωscan
PRF
. (5.31)
Ray radial width ΔR
Ray!
center
scanning	

axis
φ0j
φ0
χj
Antenna !
center
θ-axis
Figure 5.4: Graphical relation between fixed and moving coordinates in an azimuthally
scanning setup.
The general solution of Equation 5.31 with Equation 5.27 and Equation 5.30 is
given in terms of the Error Function:
pdet = lgas l0
pTOA
4
∆C
∆R
√
pi
ln 2
exp
(
−4 ln 2 θ
02
∆2C
)
F (φ0; ∆R,∆C) , (5.32)
with:
F (φ0; ∆C ,∆R) =
{
erf
[√
4 ln 2
∆C
(
φ0 +
∆R
2
)]
− erf
[√
4 ln 2
∆C
(
φ0 − ∆R
2
)]}
.
(5.33)
The function F (φ0; ∆C ,∆R) has a well defined maximum value given by:
F (φ0; ∆C ,∆R)max = 2 erf
(√
ln2
∆R
∆C
)
. (5.34)
The overall shape of the non-elemental function F (φ0; ∆C ,∆R) is controlled by
the ∆R/∆C ratio and, as exemplified in Figure 5.5, closely resembles a Gaussian for
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values ∆R/∆C < 1.5 (Blahak, 2008). The FWHM of the Gaussian, i.e. the scanning
convolution width (∆C,scan), can be estimated from the solution of the following
transcendental equation, in analogy to Section 7.8 in Doviak and Zrnic` (1984):[
F (φ0; ∆R,∆C)− 2
e
erf
(√
ln 2
∆R
∆C
)]
φ0=±φ?0
= 0 , (5.35)
being φ?0 the positive root of Equation 5.35 and ∆C,scan = 2
√
ln 2φ?0.
Under these conditions, the detected solar power is expressed as:
pdet = lgas lscan pTOA exp
[
−4 ln 2
(
θ20
∆2C
+
φ20
∆2C,scan
)]
, (5.36)
with:
lscan = l0
√
pi
4 ln 2
∆C
∆R
erf
(√
ln 2
∆R
∆C
)
. (5.37)
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Figure 5.5: Numerically calculated F (φ0,∆R,∆C) (solid grey line) compared to a Gaus-
sian function with an equivalent value of the FWHM (dashed black line), for different
values of the ∆R
∆C
ratio and using a fixed value for the radial resolution ∆R =1°.
As indicated in Equation 5.2, the available relative position coordinates (x, y)
are given with respect to the Radar’s reference system. The transformation between
(φ0, θ0) and (x, y) sets of coordinates would require spherical geometry calculations.
Nevertheless, for elevations below 50° and for (φ, θ) varying within ±5°, the rela-
tionship φ0 = cos(elR)x can be used with an accuracy better than 1 %, according
69
5. Online Sun-monitoring
to Blahak (2008). In addition, the effective width is assumed independent of eleva-
tion (∆C,scan/ cos(elR) ≈ ∆C,scan), with an accuracy error below 1 % for elR ≤8°.
Accounting for the possibility of a systematic bias in antenna pointing (x0, y0), all
these considerations lead to the model equation solution:
pdet = lgas lscan pTOA exp
{
−4 ln 2
[
(x− x0)2
∆2x
+
(y − y0)2
∆2y
]}
, (5.38)
where, for an azimuthally scanning antenna, the solar image width in elevation is
given by the convolution width and the solar image width in azimuth is given by
the scanning convolution width:
∆x ≡ ∆C,scan
∆y ≡ ∆C . (5.39)
Table 5.1 gives the values of the solar image widths for various antenna
beamwidths, estimated applying the procedures and formulae presented in the cu-
rrent section and assuming that the width of the radial rays is 1°.
Table 5.1: Antenna-Sun convolution widths as a function of the antenna beamwidth ∆B .
The ∆y values have been estimated by direct measurement of the half-peak width of the
numerically integrated convolution function and the ∆x values are computed from the
numerical resolution of the transcendental equation in Equation 5.35, using a fixed ray
width of ∆R =1°. The accuracy of the estimates is within ±0.001° from the resolution of
the numerical computations.
∆B [
◦] ∆y [◦] ∆x [◦] ∆B [◦] ∆y [◦] ∆x [◦]
0.700 0.784 1.093 1.200 1.247 1.439
0.800 0.873 1.150 1.250 1.295 1.479
0.900 0.964 1.215 1.300 1.344 1.521
1.000 1.057 1.285 1.350 1.392 1.563
1.050 1.106 1.323 1.400 1.440 1.605
1.100 1.152 1.360 1.450 1.489 1.648
1.150 1.201 1.400 1.500 1.539 1.693
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5.3 Outlier removal
In the Sun-monitoring method, the calibration parameters are estimated from the
LLS fit of Equation 5.1. However, least squares estimates are highly sensitive to
model outliers, i.e. observations that do not appropriately follow the pattern of the
theoretical model to be fitted. In the case of the solar interference model inversion,
such problematic observations may be present due to precipitation or ground echoes
affecting the majority of the radial range bins considered or due to attenuation by
precipitation, yielding an inaccurate estimation of the power of the interference.
Also, continuous interferences of non-solar origin, being close enough to the solar
position, may go all through the identification process. In a less likely situation,
model outliers may be present if interference corresponds to a transient state of
strong solar activity.
The choice of the median as an estimator of the power of the solar interference
is decisive in minimising the effect of range bins with a power value deviating from
the along-range constant value expected. However, the median has a breakpoint
of 50 % and constitutes a robust estimator as long as more than half of the range
bins are unaffected by ground clutter or precipitation. At this regard, the constancy
criterium based on robust statistical estimators introduced in the solar interference
detection and characterisation algorithm allows to discard observations strongly
biased by ground clutter or precipitation (see Chapter 4, Subsection 4.1.2).
A common procedure to discard outliers is to do the fitting of data to the
model twice. After the first fit, observations lying too far from the fitted curve
are removed and a second and fit it is performed for the remaining observations
(Holleman et al., 2010b). However this procedure may fail when leverage outliers
are present; i.e. observations found at (x, y) positions far from the mean (x, y)
defined by the bulk of observations. These observations have a large weight in the
minimisation of the cost function by the LLS regression and a single leverage point
can distort the initial fit.
Here, a non-iterative method for the removal of biased observations prior to
inversion is proposed. The criterion is based on the assumption that, when the
pointing bias is approximately below 0.1°, the detected powers of the solar inter-
ference observations, corrected for the distance to the Sun and for the atmospheric
and scanning losses, Pcorr, should display a normal distribution with PˆTOA as its
expected value. The Pcorr for each of the solar interferences is estimated from their
detected power Pdet by reverse application of Equation 5.1 with (x0, y0) = 0:
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Pcorr = Pdet − Lgas − Lscan − Lˆ , (5.40)
where:
Lˆ = ax x
2 + ay y
2 = −40 log10 2 ·
(
x2
∆2x
+
y2
∆2y
)
. (5.41)
Note that for computation of the corrected power through Equation 5.40 and
Equation 5.41 estimates of the solar image widths are needed, which can be derived
from the antenna beamwidth and the radial resolution, as described in Section 5.2,
or can be extracted from Table 5.1 if the ray resolution is the typical 1°.
The median Pcorr and its corresponding σP corr estimator (derived from the
MAD) are computed for the target solar interference collection. Solar observa-
tions whose estimated Pcorr is not within the 2-σP corr interval around Pcorr, are
considered outliers and rejected. The value of 2 is the standard score or “z-score”
corresponding to a confidence interval of approximately 98 % for the normal distri-
bution. The width of the limiting σ-interval, i.e. the value of the threshold standard
score, may be adjusted to match the desired level of strength in the outlier removal.
When a significative antenna pointing bias is present, the Pcorr calculated for
each interference is no longer a realisation of PˆTOA but is instead a realisation of
the more general quantity:
Pcorr = PˆTOA +
40 log10 2
∆2x
(
2x0 x− x20
)
+
40 log10 2
∆2y
(
2y0 y − y20
)
. (5.42)
Consequently, the basic assumption of a normal statistical distribution of the
Pcorr is no longer reliable and its shape depends on the particular (x, y) distribution
of the dataset as well as on the magnitude of the pointing biases (x0, y0).
Figure 5.6 shows Pdet and their corresponding Pcorr values for a simulated set
of observations in 1-dimension and for three different pointing offsets. As observed,
the filtering window gets wider as the pointing offset increases. When the pointing
offset is small, the outlier identification procedure removes sporadical observations
whose Pcorr lies out of the filtering window, usually observations with a low sig-
nal compared to their standard deviation. When the pointing offset is larger, the
outlier removal procedure keeps these observations but thanks to the use of robust
estimators the procedure is still effective in the removal of leverage outliers.
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Figure 5.6: Simulated solar observations in 1-dimension for ∆x =1.2° and for three diffe-
rent values of the pointing bias x0: (left panel) 0.2°, (centre panel) 0.4° and (right panel)
0.6°. The dashed black curve depicts the nominal power from the theoretical model. The
black solid line indicates the power of random observations with ±0.5 dB standard devi-
ation error. The grey solid line gives the Pcorr calculated for these observations and the
grey shaded area limits the filtering window in the outlier removal procedure.
5.4 Application to XRAD
In the present section, results of application of the Sun-monitoring method for
the three operative XRAD radars during selected study periods of year 2013 are
presented and briefly analysed. The goodness of the inversion for both the 5P and
the 3P models (Subsection 5.1.3) is studied. The goodness of fit is quantified through
the Root Mean Squared Deviation (RMSD); that is, the square root of the unbiased
estimator for the variance of the fit residuals:
RMSD =
√√√√ 1
(Nintf − p− 1)
Nint∑
i=0
(
Pi − P fiti
)2
. (5.43)
The scale factor for the unbiased estimator is (Nint− p− 1), with Nint the num-
ber of observations and p the number of model parameters. In the optimal case, the
RMSD should be of the order of the random error of the data set. The lower limit
for the RMSD is estimated in 0.3 dB, as an approximation for the standard error
of the median power Pdet, calculated from the maximum 2 dB standard deviation
threshold applied in the solar interference identification process (Chapter 4, Subsec-
tion 4.1.2). As a means for assessing the comparison between inversion approaches,
the adjusted R-squared value of the fit, R2adj, is used. The adjusted R-squared value
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is the relative decrease of the unbiased variance of the residuals with respect to the
total unbiased variance of the dataset:
R2adj = 1−
(
RMSD
σ
)2
, (5.44)
with:
σ =
√√√√ 1
(Nintf − 1)
Nint∑
i=0
(
Pi − P¯
)2
, (5.45)
where P¯ is the mean value of the Pi detected powers of the observations. Con-
sequently, R2adj quantifies the improved predictive power of the fitted model with
respect to a model that is the mean of the observations.
In the case of the XRAD radars, the identification algorithm presented in Chap-
ter 4 is not able to detect solar interferences for antenna elevations above 8°, be-
cause radar data above 10 km are not recorded by the processor. Also the condition
expressed in Equation 5.31 is fulfilled for the XRAD radars, since the 1° radial reso-
lution is significantly higher than the maximum angular sampling interval of 0.032°
(for the nominal Ωscan =24 ° s−1 and the minimum PRF of 750 Hz in the short
range volumetric scans). Hence, the assumptions undertaken in the derivation of
the theoretical model hold valid.
Table 5.2 summarises the results of application of the Sun-monitoring method to
each of the XRAD radars studied. Apart from the retrieved calibration parameters,
the table also gives the average SNR of the solar signal with respect to the sensitivity
of each radar, the average number of daily observations collected and the average
RMSD as indicator of the goodness of the model inversion. The effective solar
image widths given as fixed parameters in the 3P model fit, which are also used to
calculate the scanning losses Lscan, have been estimated based on ad hoc antenna
pattern measurements, as explained in the following section.
5.4.1 Solar image widths
Accurate estimations of antenna beamwidths in azimuth and elevation are required
for an improved application of the Sun-monitoring method. Indeed, beamwidth
estimates are needed for calculation of the scanning losses and of the solar image
widths. The latter are, in turn, essential for the estimation of the solar power at
the TOA and for application of the outlier removal method and of the 3P model
inversion.
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Figure 5.7: Antenna pattern measurements carried out in December 2012 for XRAD
radars (black dots) using selected fixed ground targets. The black solid line depicts the
spline interpolation of actual measurements to a resolution of 0.01°. The red curve displays
the second order polynomial fit to points close to the maximum, used to estimate the
antenna main lobe beamwidths.
Table 5.3: Beamwidth estimates from the antenna pattern measurements in Figure 5.7.
The beamwidth values chosen for application of the Sun-monitoring method and their
corresponding solar image widths are also given, for a nominal scanned ray resolution
∆R =1°.
Radar ∆azB,est [°] ∆
el
B,est [°] ∆
az
B [°] ∆
el
B [°] ∆x [°] ∆y [°]
CDV 1.199± 0.03 1.106± 0.003 1.20 1.10 1.44 1.15
LMI 0.946± 0.006 1.099± 0.002 1.00 1.10 1.29 1.15
PDA 1.089± 0.008 1.14± 0.01 1.10 1.15 1.36 1.20
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Nominal antenna beamwidths set in the processor are 1.2° and 1.1° in azimuth
and elevation for all XRAD radars. These values are given by the antenna manu-
facturer and have a precision of 0.05°. Figure 5.7 displays the results of antenna
pattern measurements carried on December 2012 for the CDV, the LMI and the
PDA radars, during the annual routine maintenance tasks (see Chapter 3, Subsec-
tion 3.3.1). The measurements are taken with a resolution of 0.2° and have been
afterwards spline-interpolated to 0.01° resolution. A second order polynomial fit
has been applied to interpolated data that lied within ±1.5° and with a power not
lower than 5 dB from the maximum. The FWHM of this polynomial constitutes
the antenna beamwidth estimate. Table 5.3 summarises the estimated beamwidths
in azimuth and elevation and the corresponding effective solar image widths for
each of the radars. These results indicate that the actual beamwidths differ from
the nominal values in the cases of the LMI and the PDA radars. The solar image
widths given in Table 5.3 are the ones used in the application of the Sun-monitoring
method to the XRAD (see Table 5.2).
5.4.2 Leverage outliers: the PDA radar
The Puig d’Arques (PDA) radar has proven to be prone to present outlying obser-
vations, mainly due to contamination by emission from RLAN devices located close
to the radar site (see Chapter 4, Subsection 4.2.2). The interferences by these exter-
nal electronic devices often show constancy and continuity characteristics similar
to the solar ones. Daily, several constant and continuous interferences of presumed
non-solar nature are detected by PDA. These are easily recognisable because they
generally occur at low elevation scans and because their positioning does not follow
the solar trajectory. The Sun proximity criterion is very effective in removing them
but few non-solar interferences may still remain.
Observations detected far from the Sun with a strong power signal have the
potential to cause large disturbances in the LLS fit, constituting leverage outliers.
Figure 5.8 gives evidence of the effect of such type of observations on the result of
the fit for two particular examples; when leverage outliers are present, the model fit
results in non-physical solutions yielding negative solar image widths (left panel)
or does not represent the bulk of the observations (right panel). The procedure
described in Section 5.3 removes these leverage observations, improving the quality
of the fit and the reliability of the model parameter estimates.
Figure 5.9 displays the day-to-day results of the solar interference model inver-
sion, before outlier removal was applied, for the data collected by the PDA radar
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during the period from April to August of 2013. The impact of the outliers on the
stability of the parameters and on the convergence of the fit is remarkable. The
presence of extreme outliers affects the estimates of all calibration parameters. The
3P model reacts with wild fluctuations both in power and in pointing. Part of these
fluctuations are reflected in the width estimates of the 5P model. Power and poin-
ting bias estimates in the 5P approach appear more resilient to the effect of outliers
because the widths are additionally tuned for the model to fit the data and reduce
the cost function or RMSD. This is to be expected given the shape of the model
function and the characteristics of the outliers - far located and with high power
values. Indeed, in extreme cases the 5P model fit leads to non-physical solutions
with negative width and the resulting fit surface is a hyperbolic paraboloid or sa-
ddle surface, as seen for the 04 April 2013 example in Figure 5.8. These failed fits
appear as gaps in the 5P model time-series plots in Figure 5.9; the inversion yielded
non-physical solutions for approximately 24.6 % of the days considered.
Figure 5.10 shows how application of the outlier removal method allows the
retrieval of daily stable calibration parameters through both the 5P and the 3P
inversions. The median antenna pointing biases estimated for the studied period
are small, around −0.05° in azimuth and 0.06° in elevation, with standard deviations
between 0.01° and 0.03°. PTOA estimates and the DRAO reference data display a
good match between their respective trends. The Sun-monitoring method allowed
to detect a difference of about −1.4 dB between their values, which was corrected
in a technical in-situ recalibration of the radar receiver on 20 June 2013. The
intervention is reflected in the abrupt change of the estimated PTOA, indicating
great sensitivity in the monitoring method.
5.4.3 Information content: the LMI and PDA radars
Figure 5.11 summarises the statistics of the LMI and the PDA radar monitoring
results for selected periods of 2013 during which the calibration status of both
radars is assumed to have stayed invariant. These statistics have served to compare
the performance of the 5P and 3P model fits under two situations for which the
information contained in the set of daily observations is different.
On a daily basis, PDA detected 40 to 70 solar interferences (see Table 5.2),
homogeneously distributed within distances up to ±1° and ±0.8° from the solar
disk centre in azimuth and elevation respectively. The observations found at far-
ther relative distances from the Sun are expected to contain more information for
the retrieval of the solar image widths. In fact, as seen in Figure 5.11 the widths
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Figure 5.8: Solar interference 5P model fit to observations collected by the PDA radar on
04 April 2013 and 10 May 2013: (top) regular model fit using all identified interferences,
(middle) zoom into the framed region in the top panels and (bottom) model fit after outlier
removal procedure application. Observations are scattered by the relative position between
the interference radial and the Sun in azimuth and elevation, i.e. x and y variables of the
model Equation 5.3. The observations and the isolines of the fit model appear colour-
coded as a function of the detected power, corrected for gaseous atmospheric attenuation.
Adjusted R-squared values of the fit are given in each case. The resolution of the contour
levels is 2 dB.
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Figure 5.9: Estimated values of the calibration parameters for the PDA radar, retrieved
in both the 5P and the 3P model fits when the set of observations includes outliers. The
time series corresponds to the period from April to August 2013.
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Figure 5.10: As Figure 5.9 but when outlier removal procedure is applied. Dotted vertical
lines in the top panels indicate the routine maintenance calibration carried on the 20 June.
In the bottom left panel, dashed horizontal lines indicate the fixed width values in azimuth
(magenta) and elevation (green) in the 3P model fit.
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Figure 5.11: Boxplot diagrams of retrieved calibration parameters comparing the 5P
and the 3P model fits for the PDA (from 01 April 2013 to 19 June 2013) and the LMI
radars (from 20 September 2013 to 09 December 2013). The boxes enclose the Q25-Q75
interquartile range and the black solid line within the boxes highlights the median value.
Outliers are displayed as circles outside the 1.5IQ range limited by the whiskers. The fixed
solar image width values in the 3P model fit are indicated by horizontal dashed lines.
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Figure 5.12: Scatter plot of the adjusted R-squared value of fit comparing the 5P and the
3P model fits for the PDA (green diamonds) and the LMI (red circles) radars.
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estimated by the 5P model fit display a variability confined within ±0.1°, indica-
tive of a good and stable quality in the data collection by the radar. Moreover, the
estimated median widths match appropriately the expected widths derived from
antenna pattern measurements in Table 5.3. Note, however, that the fixed azimu-
thal width in the 3P model inversion is approximately 0.04° larger than the median
width estimated in the 5P fit. As a result, the median PTOA estimate by the 3P fit
are about 0.1 dB lower than the corresponding median 5P fit estimate. The com-
parison of the adjusted R-squared values for the two fitting strategies shown in
Figure 5.12 indicates that 5P model inversion performs better in explaining the
data-sets, yielding stable and close to 1 R-squared values. The 3P model inversion
results in unstable and considerably lower R-squared values, which indicate the dif-
ficulty of the fixed-width model to reproduce the data variability, likely that of the
observations found farther from the Sun.
In the case of the LMI radar, often not enough daily solar interferences are
collected for the model inversion, due to a lower sensitivity of the receiving system.
The minimum detectable power (Pmds) is determined by the response curve of
the radar receiver and the magnitude LOG threshold filter, which for the LMI is
set at 3 dB above the average noise power (see Chapter 3, Subsection 3.3.2). The
combination of these factors result in values of Pmds that are only slightly lower
than the registered solar powers at the TOA, as expressed by low peak power SNR
values for the LMI in Table 5.2.
During the second half of 2013, the LMI collected between 10 and 20 interfe-
rences per day, reaching 20 to 30 from October and on, when the solar activity
showed a continuous increase. Even under the latter circumstances, the receiving
system detected only solar interferences with a high power for which the antenna
was closely pointing to the centre of the Sun-disk (not further than ±0.5° distance
in azimuth and elevation). The information content in such a distribution of ob-
servations is not appropriate for accurate retrievals of the image width by the 5P
model, especially in the azimuthal direction. The inverse problem is ill conditioned
for the estimation of the widths and the accuracy of the estimates depends on the
daily variable setting and precision of the observations available for the fit.
Retrieved azimuthal widths for the LMI radar are unstable with a day-to-day
variability of ±0.3°, as confirmed by the deviations shown in Table 5.2. The lack of
information also affects the variability of pointing bias estimates in the azimuthal
direction both for the 5P and the 3P inversions. The lack of information for the
5P model retrieval is confirmed in the analysis of the adjusted R-squared value
of the fit for the LMI shown in Figure 5.12; despite the lower RMSD values from
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Figure 5.11, the predictive power of the 5P model is not improved with respect to
the 3P model fit, as indicated by the similar R-squared values.
Keeping in mind that LMI detects the solar signal only when the antenna is
pointing close to the Sun-disk centre, the fact that the RMSD values for the LMI
are significantly lower than for the PDA and close to the lower limit of 0.3 dB
suggests that the uncertainty of the solar observations increases with increasing
antenna-Sun distance. This is, in fact, sustained by the results shown in Figure 5.13,
which illustrates how the detected power of the weaker signals displays a higher
uncertainty than that of the stronger solar signals.
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Figure 5.13: Standard deviation of the detected solar power as a function of the detected
power for actual solar observations collected, during year 2013, by the CDV, the LMI and
the PDA radars. The detected power is given as the median for the range bins along the
interference radial and the standard deviation is calculated from the corresponding MAD.
Only interferences collected in clear air days, under standard atmospheric propagation
conditions and for antenna elevations above 3° are displayed.
The antenna pointing bias estimates for the LMI correspond median errors
around −0.22° in azimuth and around −0.15° in elevation for the period studied.
These exact pointing biases were verified in a later in-situ laser tracker antenna
alignment test and attributed to a malfunction of the azimuth resolver, which is
the analog component measuring the antenna position (see Subsection 6.3.1 in the
upcoming Chapter 6).
5.4.4 Radar system performance: the CDV radar
Figure 5.14 shows the elevation antenna pointing bias and width results for the CDV
radar from May to October 2013. During the studied period, the radar system went
through four different configuration stages which could be identified from the results
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of application of the monitoring method. Relevant dates delimiting the stages are
indicated by dashed vertical lines.
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Figure 5.14: 3-day mean values of the pointing bias and width estimates in elevation for
the CDV radar. Grey bars indicate the standard error of the mean, calculated from the
uncertainties of the estimates. Dashed vertical lines delimit four different radar system
configuration stages during the period.
The first stage covers the period prior to a software upgrade on the 13 of June.
During this stage the CDV detected few interferences, generally less than 20 per
day, often falling below 10, and with a large day-to-day variability. Moreover, the
distribution of the relative positions of the interferences was not uniform as ex-
pected. In particular, no interferences were detected for a stripe spanning 0.2° in
azimuth, causing a remarkable data void region. This fact is well illustrated in Fi-
gure 5.15, showing the data distribution before and after the software upgrade. The
severe lack of information for the retrieval lead to very variable elevation bias and
width estimates with large uncertainties. The anomaly in the data distribution was
solved in the software upgrade, suggesting a problem in the processing module.
On the 26 of June, oscillations in the transmitter amplification operation were
detected and this situation persisted until the 24 of July, when TWT amplifier was
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replaced. Throughout this period, the unstable operation of the TWT may have
affected the noise figure and hence the sensitivity of the system. The daily number
of detected interferences was continuously below 10 and the quality of the solar
power observations, these being close to the noise level, was deteriorated. When
the number of observations allowed the solar interference model inversion, all para-
meter estimates were variable with large uncertainties and the 5P fit often returned
non-physical solutions. After the TWT change, the number of solar interferences
increased above 20 and the improvement in the day-to-day stability of the model
parameter results was significative. The variability of the estimates evidenced after
the 24 of July has been attributed to the system sensitivity since no interferen-
ces were detected at relative distances beyond ca. ±0.7° in azimuth and ±0.5° in
elevation.
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Figure 5.15: Relative positions of solar interferences collected by the CDV radar during:
(left) May 2013, before a software upgrade and (right) August 2013, after completing the
upgrade.
5.5 Method performance study
The results of the Sun-monitoring technique presented in the previous section in-
dicate that the performance of the method is conditioned by the number of obser-
vations collected and by their spatial distribution and spread. These factors are, in
turn, linked to the sensitivity of the radar system. For instance, a sudden decrease
in the number of solar interferences collected could warn of a sensitivity loss or of
a system malfunction.
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It has been pointed out that solar observations collected by the PDA and the
LMI radars conform two distinct distributions as a function of the relative posi-
tion between the interference radial and the Sun. These distributions are plotted
in Figure 5.16 and their assigned names make reference to the shape displayed.
The elliptical distribution collects observations by the PDA radar from January to
April 2013 and is expected to be optimal for the retrieval of the target calibration
parameters, since the dataset spans ranges in azimuth and elevation of the order of
the widths to be retrieved. The circular distribution corresponds to observations
collected by the LMI radar from July to November 2013 and its shape and point
density relates to a low sensitivity of the receiving system that only allows the
detection of solar signatures for antenna positions close to the Sun.
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Figure 5.16: Relative antenna-Sun positions of actual solar observations collected by the
PDA and the LMI radars in PPI scans. The observations are colour-coded as a function
of the spatial point-density.
In the present section, the Sun-monitoring methodology is reproduced under
controlled conditions based on the distributions of solar observations collected by
the PDA and the LMI radars. The accuracy of the estimated calibration parameters
is evaluated for both the 5P and 3P model inversions and for the two different data
distributions, as a function of the number of observations available for the inversion
and of the error of the observations.
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5.5.1 Number and distribution of the solar observations
Figure 5.17 sketches the basic procedure followed in the Sun-monitoring method
performance analysis, which serves to study how the number of observations avai-
lable for the model inversion influences the accuracy of the estimated calibration
parameters.
Repeat for Nint from 10 to 120
Repeat 750 times
Random 
choice of Nint 
observations
Simulate 
power of the 
interferences
Accuracy of 
retrieved 
parameters
Add random- 
normal error of 
σ2 variance 
3P and 5P 
model fit 
(LLS)
Figure 5.17: Design of the performance study for the Sun-monitoring method.
The performance analysis starts by randomly selecting a certain number of
observations (Nint) from the target distribution, either one of the distributions dis-
played in Figure 5.16. For each of theseNint observations, the detected solar power is
modelled through Equation 5.1. In the simulation of the power of the interferences,
inaccuracies associated to the estimation of gaseous attenuation are not considered
so lgas = 1. Model parameters are set as (x0, y0) =0° and pTOA =1.58× 10−11 W,
the latter corresponding to a PTOA =−108 dBm. It is assumed that the radar is well
calibrated in reception so that ∆PTOA =0 dB. These choices are arbitrary, since it is
expected that the method performance is independent of the antenna pointing and
receiver calibration accuracy. The effective solar image widths are set as ∆x =1.36°
and ∆y =1.15°, simulating a symmetric antenna pattern of ∆B =1.1° beamwidth
and a radial ray width ∆R =1°. In accordance with these values, the scanning loss
factor results in lscan = 0.791.
The power of the simulated interferences is converted to dBm units and random
noise of 0.5 dB standard deviation is added. The value for the noise standard devi-
ation is approximately chosen based on the RMSD fit values found for the XRAD
radars in the application of the Sun-monitoring method to actual observations (Ta-
ble 5.2). Finally, both the 3P and 5P models are fitted to the set of observations
and the retrieved calibration parameters are compared with the true values used in
the simulation. The 3P fit is performed with the fixed solar image widths matching
the true widths assumed in the simulation, i.e. ∆x =1.36° and ∆y =1.15°.
88
5.5 Method performance study
PDA - Elliptical LMI - Circular
3P model
5P model
−1.0
−0.5
 0.0
 0.5
 1.0
 20  40  60  80 100
Number of solar observations − Nint
PE
AK
 P
OW
ER
 a
cc
ur
ac
y [
dB
]
−1.0
−0.5
 0.0
 0.5
 1.0
 20  40  60  80 100
Number of solar observations − Nint
PE
AK
 P
OW
ER
 a
cc
ur
ac
y [
dB
]
−0.8
−0.6
−0.4
−0.2
 0.0
 0.2
 0.4
 0.6
 0.8
 20  40  60  80 100
Number of solar observations − Nint
AZ
 W
ID
TH
 a
cc
ur
ac
y [
de
g]
−0.8
−0.6
−0.4
−0.2
 0.0
 0.2
 0.4
 0.6
 0.8
 20  40  60  80 100
Number of solar observations − Nint
AZ
 W
ID
TH
 a
cc
ur
ac
y [
de
g]
−0.8
−0.6
−0.4
−0.2
 0.0
 0.2
 0.4
 0.6
 0.8
 20  40  60  80 100
Number of solar observations − Nint
EL
 W
ID
TH
 a
cc
ur
ac
y [
de
g]
−0.8
−0.6
−0.4
−0.2
 0.0
 0.2
 0.4
 0.6
 0.8
 20  40  60  80 100
Number of solar observations − Nint
EL
 W
ID
TH
 a
cc
ur
ac
y [
de
g]
−0.3
−0.2
−0.1
 0.0
 0.1
 0.2
 0.3
 20  40  60  80 100
Number of solar observations − Nint
AZ
 B
IA
S 
ac
cu
ra
cy
 [d
eg
]
−0.3
−0.2
−0.1
 0.0
 0.1
 0.2
 0.3
 20  40  60  80 100
Number of solar observations − Nint
AZ
 B
IA
S 
ac
cu
ra
cy
 [d
eg
]
−0.3
−0.2
−0.1
 0.0
 0.1
 0.2
 0.3
 20  40  60  80 100
Number of solar observations − Nint
EL
 B
IA
S 
ac
cu
ra
cy
 [d
eg
]
−0.3
−0.2
−0.1
 0.0
 0.1
 0.2
 0.3
 20  40  60  80 100
Number of solar observations − Nint
EL
 B
IA
S 
ac
cu
ra
cy
 [d
eg
]
Figure 5.18: Accuracy of retrieved model parameters as a function of the number of
observations available for the fit and for two different data distributions: (left) elliptical
and (right) circular. The results correspond to simulations of solar observations with an
added noise level of 0.5 dB. The solid lines depict the median accuracy of 750 iterations for
the two inversion approaches: (blue) 3P model inversion and (grey) 5P model inversion.
Corresponding shadowed areas enclose the Q1-Q99 inter-quantile range.
89
5. Online Sun-monitoring
With the aim of deriving significant statistics, this whole procedure is repeated
750 times, each with a different seed for the random noise generator. The number
of observations is varied from 10 to 120 and the whole procedure is carried on for
both the elliptical and circular distributions.
Figure 5.18 shows the resulting statistics of method accuracy, derived from the
comparison between the retrieved calibration parameters and their true values,
as a function of the number observations and for the two distributions. Results
indicate that, in all cases, when the number of observations is large enough the
minimum accuracy of the estimates is approximately constant. As a guideline, for
the elliptical distribution when the number of observations is above approximately
20, the precision of the pointing bias estimates is around ±0.05° and the precision
of the peak power estimate is better than ±0.5 dB. In the case of the circular
distribution, more than approximately 40 observations are required to achieve the
same precision in the pointing biases.
Both pointing bias and width estimates are more accurate for the elliptical dis-
tribution, especially in azimuthal direction, because farther observations carry more
information for the retrieval of these parameters. The information content based on
the relative antenna-Sun distance of the solar observations can be assessed through
inspection of the weighting function matrix components for the solar interference
model in Equation 5.3. The weighting functions of interest in this case are the
ones that account for the sensitivity of the model to changes in pointing bias and
width parameters. For instance, from Equation 5.3 and using Equation 5.6 and
Equation 5.7, the azimuthal pointing bias and width weighting functions are given
by:
∂P
∂x0
=
∂P
∂bx
∂bx
∂x0
=
80 log10 2
∆x2
x , (5.46)
and:
∂P
∂∆x
=
∂P
∂ax
∂ax
∂∆x
=
80 log10 2
∆x3
x2 . (5.47)
These weighting functions are plotted in Figure 5.19 for different values of the
azimuthal solar width. If it is desired that the Sun-monitoring technique be sensitive
enough to detect a change of 0.1° in the azimuthal pointing bias, solar observations
with a sensitivity higher than 5 dB deg−1 are required. This sensitivity ensures that,
when the pointing bias changes 0.1°, the change in the power of the interference
is larger than the 0.5 dB error. In the case of a radar system for which ∆x is
between 1.3° and 1.4° (corresponding to azimuthal beamwidths between 1.0° and
1.2°, for a typical ∆R =1.0°), a change of 0.1° in the azimuthal pointing bias is only
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significantly registered by observations located farther than approximately ±0.4°.
Analogously, a 0.1° change in the azimuthal width is significant for observations
located farther than approximately ±0.7°.
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Figure 5.19: Weighting function matrix components of the solar interference model, i.e.
sensitivity of the detected solar power to variations in azimuthal pointing bias (left) and
azimuthal solar image width (right) as a function of the relative antenna-Sun position
of the interference. The horizontal red line indicates the minimum sensitivity required to
significantly register a change of 0.1° in the corresponding calibration parameter, assuming
a standard deviation of 0.5 dB for the power of the solar interferences.
Going back to the results in Figure 5.18, the estimation of the widths in the 5P fit
adds uncertainty to the peak power estimates even when the number of observations
is large. This is a result of the systematic fit covariance between the curvature
parameters ax, ay and the independent term c in the inversion of Equation 5.1. This
covariance, exemplified in Figure 5.20, indicates a negative correlation in the error
of the estimates and hence, results in a negative correlation between the accuracy
of the widths and the peak power.
When the number of observations is small, approximately below 20, pointing
bias estimates become unstable and differences between the distributions and be-
tween inversion approaches become significant. When the number of observations
decreases, the uncertainty of the retrieved model parameters in Equation 5.1 in-
creases and, specially in the case of the 5P fit, the non-linear relationship of the
model parameters with respect to the effective solar widths in Equation 5.6 becomes
significant. Under these circumstances it is not possible to assume a normal error
distribution for the estimated widths. The effect of the non-linearity is stronger the
larger the width of the ax and ay error distribution, i.e. for increasing uncertainty
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Figure 5.20: Negative fit covariance between the model parameters (panel (a)) results in
a negative correlation in the error of the corresponding calibration parameter estimates
both for the elliptical (panel (b), green) and the circular (panel (c), red) distribution of
the observations. Panels (b) and (c) display the accuracy results for the 750 iterations
corresponding to a number of observations Nint = 60.
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Figure 5.21: Relation between the azimuthal width ∆x and the fit model parameter ax
as given by Equation 5.6 (black solid line). Based on this relation the error distribution
of the ∆x calibration parameter is reproduced in the abscise axis from the normal error
distribution of the ax model parameter drawn in the ordinate axis (red solid lines). Ho-
rizontal and vertical lines depict the median (solid lines) and the Q1 and Q99 quantiles
(dashed lines) of the distributions in each case.
in the estimated ax and ay model parameters. Indeed, the skewness of the error
distribution of the solar widths for decreasing number of observations is more no-
ticeable for the circular distribution, as observed in Figure 5.18. The effect has been
reproduced analytically in Figure 5.21 for the azimuth width estimate, using for the
ax model parameter a normal error distribution of 1.2 dB deg
−2 standard deviation.
This standard deviation value has been chosen equal to the standard deviation of
the ax parameter calculated for the circular distribution from the 750 iterations for
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Nint = 30. The reproduced shape of the azimuthal width error distribution in Fi-
gure 5.21 matches the result for Nint = 30 from the simulations shown in Figure 5.18
for the circular distribution. Note that the error distribution of the pointing biases
and the peak power are also affected to a lesser degree because they are derived
from the estimated widths through Equation 5.7 and Equation 5.8. Consequently,
a minimum number of observations is required for a consistent application of a LLS
inversion in the 5P model fit, preferably more than 20 or even 40 solar observations
in the case of a low sensitivity radar.
5.5.2 Error of the solar observations
The analysis carried on in the previous section indicates that having a large enough
number of solar observations available for the fit is critical in bounding the accuracy
of the retrieved calibration parameters within the desired levels. However, for a fixed
number of observations, the precision of the retrieved calibration parameters also
depends on the error in the power of the solar observations.
As shown in Figure 5.22, the median RMSD of the fit is a good indicator of
the error of the observations. When the variance of the power is different for each
observation, i.e. when the data set is heteroscedastic, as is the case for actual solar
observations in Figure 5.13, the median RMSD can be used instead as an estimator
of the average error of the set. This is the reason why the median RMSD for actual
fit results is higher for the PDA radar than for the LMI radar, see Table 5.2. In any
case, the RMSD results can be used to know the number of observations needed
for an accurate monitoring of the calibration parameters and/or to assess whether
the number of observations available ensures the required precision.
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Figure 5.22: As Figure 5.18 but for the RMSD of fit residuals. The results correspond to
simulations of solar observations with an added noise level of 0.5 dB.
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The analysis sketched in Figure 5.17 has been repeated for added noise levels
ranging from 0.1 dB to 1.0 dB. Figure 5.23 displays the number of observations
required to achieve the desired precision for each parameter as a function the noise
level. The minimum number of solar interferences has been calculated as that for
which the Q1- Q99 inter-quantile range for the accuracy of the estimates is below
the desirable minimum precision specified in Table 5.4. These precisions have been
chosen as those typically desirable for an adequate radar calibration quality control
in an operational environment.
Table 5.4: Values of the desirable minimum precision for the calibration parameters of
the Sun-monitoring method.
Parameter Min. Precision
PTOA [dB] ±0.5
x0, y0 [°] ±0.1
∆C,eff, ∆C [°] ±0.1
The results in Figure 5.23 indicate that a number of 20 to 40 solar observations
ensures the desired precision for all the parameters estimated in the 3P model fit
for noise levels up to 0.8 dB. Accurate retrieval of the widths in a 5P model requires
significantly larger sets of observations. For the elliptical distribution, a set of 60
observations ensures the ±0.1° precision in the estimated widths for noise levels
up to 0.7 dB. In the case of a circular distribution, for noise levels higher than
0.2 dB more than 120 solar observations are required for a precise retrieval of the
azimuthal width, which is a requirement of difficult compliance because for low
sensitivity radars the number of interferences detected per day is generally below
20.
From the results for the XRAD summarised in Table 5.2, it can be derived
that for the PDA radar, with a median RMSD around 0.6 dB, a daily number of
observations between 50 and 60 guarantees an accurate retrieval of all calibration
parameters in a 5P model fit. Since PDA detects between 35 and 60 observations
on a daily basis, it is concluded that the 5P model inversion can be reliably applied.
Conversely, the LMI radar detects between 10 and 20 solar interferences, a number
that for a median RMSD of about 0.4 dB ensures the required accuracy only for
the pointing biases and the peak solar power.
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Figure 5.23: Minimum number of solar observations needed to achieve the precision spec-
ified in Table 5.4 for each calibration parameter, as a function of the noise level.
5.6 Conclusions
The online solar method for combined monitoring of weather radar antenna pointing
biases and receiver calibration has been adapted and applied for the weather radar
network of the SMC. A theoretical derivation of the physical model for weather
radar solar observations has defined the model validity ranges based on system
settings and has provided a means for estimating the effective solar image width in
reception of a scanning antenna. In particular, it has been found that the proposed
Gaussian model adequately describes the solar interferences detected by the radar
for elevations under 10◦, when the ratio between the radial resolution and the
convolution width is below 1.5.
Prior to model inversion, application of a non-iterative method based on robust
statistical estimators has proven very efficient for the removal of leverage model
outliers, in the present case attributed to non-solar, commonly RLAN, interferen-
ces. When the antenna pointing errors are not significant, the criterion might be
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adjusted for rejection of subtle outliers such as solar signals attenuated by rain or
biased by ground or precipitation echoes, aiming for an improved accuracy in the
model parameter retrieval.
The ability of the adapted algorithm to detect miscalibrations and antenna
pointing and system anomalies has been tested in the application to a year of daily
solar observations for three different XRAD weather radars. It has been noticed
that the sensitivity of the radar system conditions the number and distribution of
the observations, which determines the information available for the retrieval of the
calibration parameters in the model fit. Consequently, the performance of a full five-
parameter retrieval (5P) in comparison to a three-parameter (3P) model fit with
fixed solar image widths has been evaluated based on the dissimilar information
content in the collection of daily solar observations detected by two of the radars.
For the more sensitive radar, the 5P model inversion approach explains better
the observations, yielding stable and precise parameter estimates with an optimal
goodness of fit. Conversely, in the case of a less sensitive radar system, which detects
the solar signal only when the antenna is pointing close to the Sun-disk centre, the
5P model inversion does not improve the quality of the fit with respect to the 3P
approach.
These results have been further examined in a performance analysis, in which
the solar observations have been simulated and the inversion procedure has been
reproduced and systematically repeated under controlled conditions to extract sta-
tistical information. It has been found that, in a 5P model fit, the estimated widths
and the peak power are correlated in such a way that inaccuracies in the width
estimates imply an inaccurate peak power estimate. Nevertheless, a large enough
number of observations ensures that the accuracy of all retrieved parameters in a
5P model fit is within the desirable limits, as long as the system’s sensitivity allows
to detect solar observations when the antenna is pointing farther than approxima-
tely ±0.7° from the Sun-disk centre; i.e. observations which contain significative
information for the retrieval of the widths. Under these circumstances, it has been
determined that a number above 60 observations may be appropriate for accurate
monitoring of the parameters. This number of solar interferences may be collected
on a daily basis by a sensitive radar (Holleman et al., 2010b) or can otherwise
be achieved by gathering the observations detected during three consecutive days
(Frech, 2009), a time scale short enough to assume that the solar flux does not
change significantly.
On the other hand, when the dataset systematically lacks information for the
retrieval of the widths -as seen in the cases of a limited sensitivity and of an anoma-
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lous data distribution- the accuracy of the parameters estimated in the 5P model
is dominated by the ill-conditioning of the inverse problem. In particular, the num-
ber of observations required to accurately estimate the solar image widths is larger
than 120, which is a difficult number to achieve by a low sensitivity radar. From the
point of view of antenna alignment and receiver calibration status assessment, in
these cases, application of the 3P model may be more appropriate for an improved
accuracy and stability of the estimates.
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Antenna boresight alignment and pedestal levelling status assessment have been
traditionally included in the radar calibration procedures as they are critical for
georeferencing radar measured variables (Gekat et al., 2004; Vega et al., 2012). In-
deed, the accuracy of the antenna alignment constitutes a basic quality factor for
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primary data and downstream products. For instance, an antenna pointing error
of 0.2° either in the horizontal or vertical plane, produces an approximate geolo-
cation error of 700 m at 200 km ranges, which may be relevant for many applica-
tions such as echo height computing for hail probability assessment (Delobbe and
Holleman, 2006), topographical beam blockage correction (Bech et al., 2003) or
precipitation estimates in small mountain basins for landslide or debris-flow fore-
casting (Berenguer et al., 2015). Based on the experience of the XRAD weather
radar operators, geolocation errors due to an inaccurate antenna alignment affect
the generation of QPE maps and the issuance of heavy precipitation warnings, par-
ticularly when these evens take place close to boundary areas between different
regions or close to the coastline.
These examples point out the importance of routine checks of the weather radar
antenna pointing accuracy. Calibration of the absolute (mechanical and boresight)
bearing requires an external target of precisely known location. As studied in the
previous chapter, the Sun constitutes a readily available target that can be reliably
used for monitoring the absolute antenna pointing accuracy. Other common practice
calibration methods (see, for instance, Manz et al., 2000) rely either on active
targets, e.g. directive antennas and transponders; or on fixed-ground and elevated
passive targets, e.g. radio tower, reflector mast, orographic features or obstacles
and balloon/aircraft borne reflectors. Calibration using balloon or aircraft mounted
targets as reference requires interruption of the radar operation and hence the
temporary suspension of the radar product generation chain. In addition, if frequent
checks are required, these methods may result logistically and economically costly.
On the other hand, ground targets are usually not suitable for elevation calibrations
(Divjak, 2009). In this regard, Delrieu et al. (1995) developed an algorithm for
characterisation of the mountain echoes detected by a ground-based weather radar
and successfully used the clutter field as reference for estimation of the azimuthal
antenna pointing accuracy. A fully automatic extension of the procedure is described
in Rico-Ramı´rez et al. (2009).
Within this framework, testing available antenna alignment monitoring proce-
dures is potentially useful for weather radar communities requiring high quality data
observations. In this chapter, three methods for estimation of the weather radar an-
tenna azimuth and elevation pointing offsets are compared. All three methods have
been implemented and are operative for the XRAD weather radar network. Two of
the methods reviewed use the known location of the Sun as a reference. The first of
these methods is based on an oﬄine scan of the solar disk. The second method is
the online Sun-monitoring method analysed in Chapter 5. The third method con-
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sists on correlating measured ground clutter echoes with echoes simulated using a
high-resolution digital elevation model.
The main objectives of the present chapter are to review the operation and
characteristics of each of the three antenna pointing methods, to study their per-
formance in actual operative conditions and to examine the reasons for the dis-
crepancies between the reported pointing bias estimates, with the aim of laying the
groundwork for an optimised individual or combined application and interpretation
of the methods. The inter-comparison is tackled by first analysing the performance
of the methods and identifying the discrepancies in the pointing biases reported
in a one-month, short term campaign during which the oﬄine Sun-scan method
was run on a daily basis. The results collected in a one-year long period are then
studied, based on the measurement conditions and on the procedure followed by
each of the methods, to understand and discuss the reasons for the discrepancies
found in the short term analysis.
6.1 Antenna pointing monitoring procedures for
the XRAD
In this section, the three methods for monitoring weather radar antenna pointing
accuracy are described in detail. Table 6.1 compiles main characteristics of the
methods as implemented for the XRAD radar network.
Table 6.1: Inter-comparison of relevant characteristics of ground clutter returns (GC),
Sun interferences (SI) and Sun scan (SC) methods as implemented for the XRAD radar
network.
Online Precip. AP Elevs. Accuracy Quality
immune immune [deg] (az/el) [deg] indicator
GC yes no no 0.6 0.5 / 0.1 Max. correlation
SI yes ≈yes ≈yes 0.6 - 8 0.1 / 0.1 RMSD/Nint
Error of estimates
SC no yes yes 20 - 60 0.1 / 0.1 Peak power SNR
Fit error
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6.1.1 Ground clutter returns (GC method)
In the first method (hereafter GC), fixed structures of ground clutter echoes ob-
served in radar image scans at low elevations are compared to ground clutter re-
turns modelled using a high resolution Digital Terrain Elevation Model (DTEM).
The module running the GC method at the SMC is part of the MAFRAD set
of radar monitoring tools implemented by the CRAHI, introduced in Chapter 3,
Subsection 3.3.3.
The DTEM used for the ground clutter field simulations has a grid resolution of
30 m and a resolution of 1 m in elevation. Considering clear air and standard atmos-
pheric propagation conditions, ground clutter reflectivity fields are simulated for a
collection of antenna elevations using the algorithm by Delrieu et al. (1995). The
algorithm models the interaction with topography of three-dimensional electromag-
netic pulses. The resolution volume of the radar beam is modelled by a Gaussian
angular power pattern and a range weighting function as the one proposed in Doviak
and Zrnic` (1984).
Simulated fields are available for an elevation range of ±3° at 0.02° steps. These
simulations are correlated with the observed field, built as the average of the daily
set of clutter reflectivities collected at 0.6° scans. In addition, predicted fields are
azimuthally rotated at 0.1° steps to compute correlations for azimuth lags in a
±3° range. The combination of elevation and azimuth lags yielding the maximum
correlation coefficient represents an estimate of the antenna pointing biases in both
directions. To achieve co-location of the simulated and observed clutter bins for
computation of the correlation coefficient, the simulated field is averaged to the
nominal resolution of the PPI field (1° in azimuth and 1 km in range) and the
observed field is spline interpolated to the locations of the simulation.
The antenna pointing offset estimates for XRAD radars are available online on
a daily basis. Since no classification of the observed ground clutter echoes is applied
to the observed clutter field, the accuracy of the pointing bias estimates may be
compromised by the presence of precipitation or by the modification of the ground
clutter echoes due to anomalous atmospheric propagation conditions. Consequently,
these factors must be monitored to warrant valid results.
Approximate accuracy limits of the method reported by the GC module devel-
opers are 0.5° in azimuth and 0.1° in elevation. In accordance with the accuracy
limits, the operative module provides the values of the estimates rounded to 0.1°
precision both in azimuth and elevation. Hence, the GC method as implemented
at the SMC is aimed at quantifying elevation antenna pointing errors while only
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suitable for the detection of large significative pointing errors in azimuth. Due to
the 1° nominal azimuthal resolution of the fields, small inaccuracies in the simula-
tion parameters may result in inaccuracies of up to 0.5° in the estimated azimuth
pointing biases, which may give rise to geolocation errors larger than 1000 m at the
farthest ranges. As an example of the sensitivity of the method to an inaccurate
azimuthal resolution parameter, Figure 6.1 shows a simultaneous change in the GC
reported biases for all XRAD radars when, in December 2014, the parameters of
the long range scanning task were modified to change the actual ∆R resolution of
0.8° to the desired nominal value of 1°.
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Figure 6.1: Azimuthal pointing biases reported by GC method before and after a change
in the nominal resolution of the scanned radial on 11 December 2014: CDV radar (solid
line), LMI radar (dotted line) and PDA radar (dashed line).
6.1.2 Solar interferences (SI method)
The second procedure is the online Sun-monitoring method (hereafter SI) by Holle-
man and Beekhuis (2004). As detailed in Chapter 4, online application of the SI
method requires automatic detection of solar artefacts in polar reflectivity data.
Then, as explained in Chapter 5, a theoretical model for the power of the solar sig-
nal is fitted to the collection of solar observations to estimate the antenna pointing
biases in azimuth and elevation (Huuskonen and Holleman, 2007).
The SI method implemented at the SMC is adapted to the mid range data
(80 km to 130 km) available from the XRAD weather radar network. The original
algorithm has been modified to minimise the effect of precipitation in the characteri-
sation of the detected solar signal (Chapter 4, Subsection 4.1.2) and a methodology
for removal of strong outlying observations is applied (Chapter 5, Section 5.3). At-
mospheric anomalous propagation conditions may lead to an inaccurate positioning
of the Sun with respect to the antenna, mainly for observations collected at low
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elevations. However, its effect upon the retrieved pointing biases lies within the
accuracy limits of the method, likely because the majority of the observations con-
sidered for the model fit remain unaffected, see Section 6.2. The accuracy of the
method is better than 0.1° if the number of observations to be fitted is above appro-
ximately 20 (see Chapter 5, Section 5.5). Also, the uncertainties of the estimated
pointing biases, obtained from the covariance matrix of the linear least-squares
fit, may be considered indicative of the quality of the dataset since they take into
account the spread and distribution of the observations (Bevington and Robinson,
1969).
6.1.3 Sun scan (SC method)
The last of the methods considered (hereafter SC) is based on an oﬄine scan of the
solar disk and is implemented commercially by several weather radar manufacturers
and of common application in routine technical maintenance tasks. In this case the
use of a Sun calibration utility is described, supplied within the Vaisala IRIS radar
software package, which outputs the solar SNR data resulting from a sector scan
around the expected position of the Sun (Vaisala, 2014a). The utility itself uses
the local computer time to calculate the current solar position and controls the
antenna scan attending to the user specifications. In the data processing stage, SNR
data are thresholded above a user specified level and a 2-dimensional second order
polynomial fit is applied to obtain estimates of the peak solar SNR as well as the
solar image widths. Data with a SNR value of 3 dB or more under this estimated
peak power are then discarded and a second 2-dimensional polynomial fit gives
the solar position estimates in azimuth and elevation. Comparison of these position
estimates with the solar position as derived from local system time identifies antenna
pointing offsets.
In the case of the XRAD, the SC routine is configured to perform the solar
scan in a sector spanning 4° by 4° in azimuth and elevation with a resolution of
0.2°. The sector is scanned azimuthally, starting below the expected solar elevation
and stepwise moving upwards. The SC utility corrects for the apparent continuous
motion of the Sun during the sector scan, recalculating the solar position at the
beginning of each sweep and subtracting the difference from all angles in that
sweep. Within the specified angular resolution bins, 64 samples are taken at a PRF
of 1000 Hz and all range bins further than 20 km away from the radar are averaged
to compute the corresponding SNR value.
The accuracy of the SC estimated biases depends on the accuracy of the solar
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centre position and on the accuracy of the peak solar power position estimated from
the sector scan data processing. The accuracy error of the solar centre position is
below 0.01° for an error of the order of a few seconds in the local time reading
(Vaisala, 2014a, Section 3.5). In turn, the accuracy of the peak solar power posi-
tion depends on a number of factors such as the antenna elevation angle at which
the measurement is performed, the quality and number of valid data or the solar
emission pattern. Most of these factors are quality controlled by the utility itself
while running, through evaluation of indicators like the image area covered by valid
data, SNR of the peak power and RMSD of the fit. Given the similarities in the
data collection and fitting process, it is estimated that the peak position accuracy
is around 0.05° as in the case of the SI method. Under these considerations, the
accuracy of the SC method is assumed to be better than the 0.1° value given by
the resolution of the solar scan dataset.
Routine checks of the XRAD radars’ antenna alignment by means of the SC
method are bimonthly carried out by technicians. Following the recommended pro-
cedures established for the XRAD, SC measurements are taken only in clear-air
days and the utility is run twice, in the morning and in the afternoon, always when
the Sun is at an elevation between 20° and 60°. These procedures are set to ensure
the pointing bias estimates are not affected by precipitation or anomalous refraction
conditions. From February to March 2014, a dedicated SC campaign was carried
out to assess the stability of the method and the resulting antenna positioning
errors. The SC utility was run in the morning and in the afternoon on a daily basis
(excluding weekend and rainy days), summing up a total of 22 days. Measurement
times were fixed, generally around 1000UTC and 1400UTC, to ensure that mor-
ning/afternoon solar zenithal positions were similar and above 20° and that the
solar azimuthal positions would not vary strongly throughout the campaign. The
results of the campaign are presented in the upcoming Section 6.3.
6.2 Quality control
In the upcoming sections, the analysis and comparison of the antenna pointing mo-
nitoring methods is presented, based on the results of their application to the XRAD
radars for the period from April 2013 to March 2014, with particular insight into
the dedicated short term campaign carried out from February to March 2014. Prior
to the analysis, the datasets for the GC and SI method have been quality-subset,
attending to the factors affecting the method performance and/or to characteristic
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quality indicators in each case. The data-series of the SC method is accepted as-is,
since the quality control is applied by the SC commercial utility itself during the
measurement procedure.
Pointing bias estimates by the GC method have been selected based on the
atmospheric conditions, keeping results corresponding only to days with clear skies
and standard propagation conditions. Days with standard atmospheric propaga-
tion conditions have been identified using VRG1000 and ID data calculated from
radiosonde observations, by application of the thresholds tabulated in Bech et al.
(2007a). Precipitation accumulation maps for the selected days, as those described
by Trapero et al. (2009), have been further inspected to discard those for which
any precipitation above 0.1 mm was present. Figure 6.2 shows the results of the
classification: 13.5 % of the total of days of the long term period are identified as
clear air days with standard propagation conditions.
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Figure 6.2: Atmospheric propagation conditions at 1200UTC from April 2013 to March
2014. Ducting Index (ID) and Vertical Refractivity Gradient (VRG1000) values derived
from radiosonde measurements are used to classify the daily propagation conditions: stan-
dard (white), super-refraction (light grey) and ducting (dark grey). Triangles represent
clear air days while black dots represent days for which any precipitation above 0.1 mm
was present.
Based on this classification, the influence of precipitation and anomalous propa-
gation (AP) on the pointing biases estimated by SI method has been investigated
for the PDA radar. The PDA radar has been chosen for the analysis for being the
XRAD radar for which the most reliable SI method results are obtained, as seen
in Chapter 5, and because it presents no significant pedestal levelling error (see
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Subsection 6.4.1). SI results have been split into four groups corresponding to diffe-
rent atmospheric conditions: clear air and standard propagation, precipitation only,
AP only and both precipitation and AP. As shown in Figure 6.3, the differences
between the antenna pointing offsets reported under the different atmospheric con-
ditions differ in less than 0.01°. In addition, an statistical test comparing the mean
pointing biases reported under clear air and standard propagation conditions with
the mean reported under each of the other conditions shows that these differences
are not significant. Only the combination of precipitation and anomalous propaga-
tion seems to have an slight effect on the elevation pointing offsets but the bias is
minimal and below the accuracy limits of the SI method.
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Elevation bias [deg]
Figure 6.3: Mean antenna pointing biases estimated by the SI method for PDA radar,
classified according to the atmospheric conditions: clear air and standard propagation
(Std.), precipitation only (Precip.), anomalous propagation only (AP) and both precipi-
tation and anomalous propagation (AP+Precip.). Error bars illustrate the standard error
of the mean. Only SI estimates derived from fits to solar observation data sets larger than
20 are considered. Given are the p-values corresponding to t-value tests for difference be-
tween the mean under standard conditions and the means under non-standard conditions.
P-values larger than 0.05 (95 % level) indicate a non-significant difference with respect to
the standard conditions.
The quality selection of SI results is therefore based on the number of solar
observations available for the fit and on the uncertainty of the parameters derived
from the fit. In particular, a minimum number of 20 solar observations is required
for acceptance of the fit results, and only errors below 0.05° in the pointing offsets
and below 0.1° in the width estimates are allowed.
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6.3 Direct comparison in a short-term campaign
Figure 6.4 displays an example of the comparison of the antenna pointing biases
obtained from the three methods for the short campaign period from 10 February
2014 to 14 March 2014 for the CDV radar. Results from morning and afternoon
measurements using the SC utility have been averaged into a single daily estimate
by application of a mean weighted by the fit error. First inspection of the figure
indicates that the precision of the estimates by the Sun-based methods, SI and SC,
is below 0.05°. However, a systematic difference of about −0.1° between the biases
from SI and SC methods is noticeable, both in azimuth an elevation.
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Figure 6.4: Antenna pointing bias estimates in azimuth (top) and elevation (bottom) for
the CDV radar during the period from 10 February 2014 to 14 March 2014. Results for the
three different antenna alignment methods are displayed: GC method (black triangles), SI
method (grey circles) and SC method (white circles). For the sake of clarity, SI method
results are shown connected by a line.
As reasoned in the upcoming Subsection 6.4.2, the precision of the biases es-
timated through the GC method is below the 0.1° output precision given by the
operative module and, therefore, the day-to-day variability of the estimates is not
perceivable in the results presented. This is not critical in the case of the azimuth
biases because the correlation coefficients between the observed and simulated clu-
tter fields are calculated in 0.1° steps. However, for the elevation biases, an output
precision of 0.01°, finer than the one currently provided by the operative module,
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would be desirable for an adequate quality control of the antenna alignment.
6.3.1 East/West splitting
The SC estimates obtained in the morning and in the afternoon have been separately
analysed for a more detailed insight. SC results have been classified into East (SC-
E) and West (SC-W) according to the azimuthal position of the antenna with
respect to the North (0°) at the time of the measurement. During the campaign,
SC-E measurements were taken at azimuthal positions between 140° and 160° while
SC-W measurements were taken between 210° and 240°.
In the case of SI method, computation of separated bias estimates for East
and West positions has also been possible. SI estimates have been computed again,
differentiating between East (SI-E) and West (SI-W) by application of the method
to solar interferences detected either at sunrise or sunset respectively during three
consecutive days. Conditioned by the local solar sunrise and sunset positions for
the considered dates, SI-E solar observations were collected at azimuthal positions
between 95° and 115° and SI-W observations at positions between 225° and 265°.
As seen in Figure 6.5, this separation reveals a systematic difference between
the elevation biases measured at East and West positions of the CDV radar an-
tenna. The East-West offset is ca. 0.09° for SC method and reaches 0.16° for SI
method. In turn, no significative difference in the azimuth bias estimates is notice-
able. These results altogether indicate a possible inclination of the antenna rotation
plane with respect to the horizontal plane, often associated with pedestal levelling
errors (Frech, 2009). The possibility of the East-West differences being related to a
misalignment between solar disk centre and the ”microwave centre” (Chandrasekar
et al., 2014) has been discarded given the length of the time period studied (of the
order of the solar rotation period) and the stability of the differences found.
Table 6.2 presents the statistics of the biases estimated during the short term
campaign period and for all three XRAD radars. Examination of the results shows
how the application of the SI method to all solar interferences, collected both at
sunrise and sunset, yields bias estimates which are approximately the average of
those biases computed separately from East and West interferences. In addition, a
significative East-West offset in the elevation biases from SI and SC methods has
also been detected for the PDA radar.
In the azimuthal direction solar features are smoothed and attenuated due to
the scanning motion and the precision of the estimates may be affected by a low
sensitivity of the radar system. Average SNR values of the peak solar signal derived
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Figure 6.5: As Figure 6.4 but with the estimates from Sun-referenced methods separated
according to the East-West azimuthal position of the antenna at the time of the mea-
surement: GC (black triangles), SI-E (light grey circles), SI-W (dark grey squares), SC-E
(white circles) and SC-W (white squares).
from the SC method are, in linear units, 3 for the LMI, 4 for the CDV and 6 for
the PDA. Hence, a slightly larger day-to-day variability of azimuth bias estimates
is expected in the cases of the LMI and the CDV radars. Note, however, the remar-
kably larger variability in the SC azimuth biases for the LMI (Table 6.2). This has
been attributed to the presence of a significative backlash in azimuth, associated
with a severe wearing of the gear cogs of the azimuth resolver. This problem was
detected in due course and solved by replacement of the resolver on the 14 April
2014.
As reasoned in Chapter 5, the radar sensitivity may also affect the precision
of the SI method estimates. However, this is not as clearly reflected in the short
term statistics of the estimates given in Table 6.2 due to the quality selection of the
results described in Section 6.2. Indeed, accounting for all results collected in the
one-year long time period, the valid daily SI results remaining for the LMI after
the quality selection has been reduced to a 55 % of the total, while the CDV and
the PDA have kept 75 % and 84 % respectively.
Finally, the clear discrepancies of the GC azimuth biases with respect to the
Sun-based methods are within the accuracy limit of 0.5° established for the GC
method.
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6.4 Analysis of discrepancies
6.4.1 SI and SC methods: antenna system levelling
The East/West splitting for both the SI and SC methods described in the previous
section has allowed, on a long term analysis, to examine the dependence of the
elevation pointing biases (δθ) upon the azimuthal position of the antenna (φ). In
the presence of a levelling error this dependence is expected to be of the type:
δθ = δθ,0 + β0 cos(φ− φ0) , (6.1)
where β0 is the angle of inclination between the rotation axis and the vertical, φ0
is the azimuthal direction of the inclination with respect to the North and δθ,0
is a systematic elevation error, as sketched in Figure 6.6. The latter includes the
antenna axis elevation offset and any (boresight) misalignment between this axis
and the electrical axis. Equation 6.1 is an adaptation of the model presented in the
exhaustive work by Muth et al. (2012).
φ0
β0
β0
Figure 6.6: Sketch of the angles characterising an antenna pedestal levelling error.
The East-West implementation of SI method has been applied from the 1 April
2013 to the 31 March 2014. The collection of three-day sunrise or sunset solar inter-
ferences lies within azimuth stripes of 5° to 10° width and the median position has
been used as reference for the retrieved bias estimates. The time period considered
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covers the whole solar cycle of local sunrise and sunset azimuthal positions, spa-
nning from 55° to 125° and from 230° to 300°, respectively. The SC method results
have also been included in the analysis, encompassing both the bimonthly technical
tests throughout this period and the short term campaign results presented in the
previous section.
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Figure 6.7: Elevation pointing biases estimated for the CDV (top) and the PDA (bottom)
radars from 1 April 2013 to 31 March 2014 as a function of the azimuthal position of the
antenna: SC (white circles) and SI (grey squares) method estimates. Lines represent the
resulting levelling error model (Equation 6.1) fits to SC (dashed line) and SI (solid line)
estimates. Grey shaded sectors indicate the influential azimuth regions determining the
estimates given by the GC method (see Subsection 6.4.2).
Figure 6.7 shows the azimuthal dependence of the elevation biases retrieved
through SI and SC methods for the CDV and the PDA radars. The LMI case is
not presented because no consistent difference between the East and West pointing
biases has been found, not in the short term campaign nor in the long term period.
For the CDV and the PDA radars, a difference between East and West results
is appreciable in both cases and a sinusoidal dependence is perceived when all
results are considered together in Figure 6.7. Nonlinear least-squares fits of the
levelling error model in Equation 6.1 have been applied independently to SI and
SC estimates. The model parameters retrieved in each case are detailed in Table 6.3.
Outcomes of the fits indicate that for the CDV radar a significative inclination of ca.
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0.14° was present at an azimuth within 30°-40° from North. Although a noteworthy
difference of 0.15° between SI and SC systematic offset estimates is quantified, the
levelling errors derived from both methods are in accordance. In the case of the
PDA radar, the inclination of about 0.05° found at an azimuth around 315° is
not significative given the precision of the SI and SC methods and lies within the
margins accepted for the antenna pointing accuracy. The difference between SI and
SC systematic offset estimates for PDA is minor, around 0.05°. The reason for the
differences between SI and SC offsets is discussed in Subsection 6.4.3.
Table 6.3: Levelling error model (Equation 6.1) parameters and their errors as retrieved
for the CDV and the PDA radars in a nonlinear least-squares fit of the elevation bias
estimates from SI and SC methods.
Data Offset (δθ,0) Inclin. (β0) Dir. (φ0)
[°] [°] [°]
CDV
SI −0.097± 0.002 0.132± 0.004 42± 2
SC 0.07± 0.01 0.15± 0.01 32± 4
PDA
SI 0.052± 0.001 0.049± 0.002 315± 3
SC 0.11± 0.02 0.07± 0.02 313± 17
6.4.2 GC method: precision and influential clutter bins
The GC method calculates the Pearson correlation coefficient (ρ) between the ob-
served (Zo) and simulated (Zs) reflectivities of ground clutter echoes for different
combinations of δφ and δθ azimuth and elevation pointing biases:
ρ(δφ, δθ) =
1
N − 1
∑
φ
∑
r
[
Zor,φ − Zo
σo
][
Zsr,φ(δφ, δθ)− Zs
σs
]
, (6.2)
where N is the number of clutter bins considered; Zo, Zs are the average reflectivi-
ties and σo, σs the standard deviations of the observed and simulated ground clutter
reflectivity fields, respectively. (r, φ) are range and azimuth positions indexing each
particular clutter bin within the fields.
The function ρ(δφ, δθ) has a maximum at (δφ,0, δθ,0); the latter values constitute
the antenna elevation and pointing biases reported by the GC method. Table 6.4
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gives the average and standard deviation of the maximum correlation coefficient
ρ(δφ,0, δθ,0) for the XRAD radars during the long time period from 1 April 2013 to
31 March 2014.
Table 6.4: Values of variables relevant for the correlation coefficient calculation and for
the performance of GC method when applied to the XRAD radars.
CDV LMI PDA
Max. Correlation 0.67± 0.01 0.66± 0.03 0.789± 0.008
Std. Dev. of Z [dB] ≈ 16 ≈ 10 ≈ 15
Num. of bins ≈ 9600 ≈ 7200 ≈ 8300
Influential bins 17.1 % 14.8 % 17.5 %
Influential az. [◦] 10− 40 10− 40 250− 270
330− 360 220− 240 290− 340
In the case of the XRAD, it has been estimated that the sensitivity of ρ in the
neighbourhood of the maximum rounds dρ/d(δφ) ≈ 0.1deg−1 for azimuth biases
and dρ/d(δθ) ≈ 0.3deg−1 for elevation biases. These sensitivities combined with
the standard deviation of the maximum correlation coefficient (see Table 6.4) in-
dicate that the minimum precision (understood here as the maximum day-to-day
variability) of the GC results is around ±0.1° in azimuth and ±0.03° in elevation for
the CDV and the PDA radars and around ±0.3° in azimuth and ±0.1° in elevation
for the LMI radar.
Based on Equation 6.2, relevant quantities for the calculation of significant co-
rrelation coefficients are: the number of points/bins considered and the variance
of their reflectivities. These quantities, given for the XRAD radars in Table 6.4,
indicate that the minimum ρ required for a significant correlation is higher for the
LMI radar than for the PDA and the CDV. In addition, the two bracketed factors
in Equation 6.2 are the standard scores of the observed and simulated clutter bins,
indicating that bins with a reflectivity with a large deviation with respect to the
mean value constitute influential points and have the potential to resolve the value
of ρ. Polar maps of the standard score of the observed clutter fields at an elevation
of 0.6° are displayed in Figure 6.8 for the three XRAD radars. Among these stan-
dard score fields, influential bins have been identified as those with a reflectivity
value beyond the ±1.5σ interval around the expected value.
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As shown in Figure 6.9, in the case of the LMI radar, few influential bins with
large standard scores determine the value of the correlation coefficient. Variability
in the observed reflectivity of these bins has a large effect upon the precision and
small inaccuracies in the simulation of their reflectivities may bias the method
results. These considerations may explain the difference found in Table 6.2 for the
GC elevation bias estimates compared to the SI and SC method estimates.
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ts
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Figure 6.9: Histograms of standard scores computed from the bin fields in Figure 6.8 for
the CDV (solid line), the LMI (dotted line) and the PDA (dashed line) radars. Grey areas
indicate the regions where influential bins are selected.
In the case of the CDV and the PDA radars, influential clutter bins are confined
to particular azimuth regions. The biases estimated by the GC method are those
corresponding to the azimuth regions in which the influential bins are clustered.
Influential azimuth ranges for the XRAD radars have been recognised as those with
the largest number of influential bins and are specified in Table 6.4. Identification
of these azimuth regions is relevant for the interpretation of the GC results, in
particular if a pedestal levelling error is present. In this regard, the elevation bias
of 0° reported by the GC method for CDV radar (Table 6.2) coincides with the
bias expected from Figure 6.7 when measuring, at low antenna elevations, in the
azimuth sector from 330° to 40° if the levelling error detected is taken into account.
Similarly, for the PDA radar, the GC method elevation bias of 0.2° is close to the
biases predicted by the levelling error models in Figure 6.7 at azimuthal positions
between 250° and 340°.
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6.4.3 Analysis by antenna elevation
The analysis as a function of the antenna azimuthal position presented in Sub-
section 6.4.1 has pointed to the existence of a systematic difference between the
elevation offsets measured by SI and SC methods for the CDV radar. As an exam-
ple, Figure 6.10 shows, for all three radars considered, a comparison of the eleva-
tion biases measured through the SI method versus those measured through the
SC method. The data-points correspond to measurements for which the azimuthal
position of the antenna coincided for both methods (within ±5°). This comparison
confirms that a significative difference between the SI and SC elevation biases is
present both for the CDV and the LMI radars.
−0.3
−0.2
−0.1
 0.0
 0.1
 0.2
 0.3
−0.3 −0.2 −0.1  0.0  0.1  0.2  0.3
SC bias [deg]
SI
 b
ia
s 
[de
g]
CDV
LMI
PDA
Figure 6.10: Comparison of elevation pointing biases estimated for the XRAD radars by
SI and SC methods at coincident azimuthal positions of the antenna: the CDV (dots), the
LMI (diamonds) and the PDA (triangles). Bars indicate the uncertainties of the estimates
derived from the fit in the SI method.
Considering that SI and SC measurements were collected at very different an-
tenna elevation positions (Table 6.1), the dependence of the estimates as a function
of antenna elevation (θ) has been examined as the possible reason for the observed
differences. A variation of the measured elevation pointing bias dependent on the
antenna elevation may be indicative of nonlinearities in the angle conversion by
the elevation resolver device (Chandrasekar et al., 2014). In the case of SC method
biases, each of which correspond to a fixed elevation measurement, derivation of
the dependence is straightforward. However, SI biases result from the information
provided by solar interferences detected at elevations between 0.6° and 8.0°. There-
118
6.4 Analysis of discrepancies
fore, the solar data has been reanalysed, splitting the interferences first into East
and West and then into the different antenna elevations programmed in the scan-
ning task (see Chapter 3, Section 3.2). To keep the number of interferences above
20 for each of the sets, the SI method has been applied to observations collected
within 10-day moving windows. Also, to avoid any inaccuracies in the estimates
resulting from solar flux variations throughout these 10-day periods, the power of
the solar observations has been normalised prior to the fit, scaling it by the detected
peak solar power derived from the corresponding daily SI fit (without East-West
splitting).
To extract the azimuth dependence of the biases in the cases of the CDV and
the PDA radars, the sinusoidal term in Equation 6.1 has been subtracted from
the SI and SC estimates (δθ) using the inclination (β0) and direction (φ0) angle
values derived in the levelling error model fit (Table 6.3). This assumes that only
the constant offset term (δθ,0(θ)) presents a dependence on elevation.
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Figure 6.11: Elevation pointing biases estimated for the CDV (top), the LMI (middle)
and the PDA (bottom) radars as a function of the elevation position of the antenna. Both
SC (white circles) and SI (grey squares) method estimates are shown. The shadowed area
indicates the antenna elevation range for which measurements are not available in the case
of SI method nor were routinely carried out in the case of SC method.
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Figure 6.11 displays the resulting elevation pointing biases as a function of an-
tenna elevation: SI method estimates at low elevations and SC method estimates
at high elevations. Given the large amount of data available from SI method, the
median value of the estimated biases is displayed at each elevation. Despite the
elevation region for which no SC measurements were carried out, in all cases the
values of the biases at low elevations show a continuity at high elevations. The
biases at low elevations trace an increasing trend with elevation (around 0.01° per
degree elevation) for the three radars. In the case of the CDV radar, the increasing
trend is also perceptible at high elevations at a lower rate (around 0.005° per de-
gree elevation). For all cases, the results appear in agreement with the discrepancy
between the offsets found between SI and SC methods. Even in the case of PDA,
the increasing trend at low elevations is compensated by a decreasing trend at high
elevations, which explains the absence of a significant difference between SI and SC
estimates.
As observed in Figure 6.11 the elevation pointing biases estimated for the CDV
and the LMI radars at high antenna elevations were 0.2° to 0.3° different from
those measured at low elevations. These results indicate that adjusting the antenna
pointing bias based on SC measurements carried out at high elevations may not
be appropriate for meteorological applications, in which the lowest elevations are
often the relevant ones.
6.5 Conclusions
In the present chapter, three existing methods for antenna pointing monitoring
have been reviewed and comparatively studied. The first method (GC) uses daily
observed ground clutter returns as reference. The other methods use the known
location of the Sun as reference: the first (SC) is based on an oﬄine Sun scan while
the second (SI) uses solar interferences detected in operational radar scans.
GC and SI methods are online-run and do not require the interruption of the
radar operation. However, the accuracy of the GC method may be compromised
by precipitation or anomalous atmospheric propagation conditions. Conversely, the
precision of the SI estimates depends on the quality and number of the collected
solar observations. Indeed, in the case of the SI method, the number of observations
can be increased by considering interferences collected in several consecutive days.
Both methods estimate the antenna pointing biases at low elevations, which are
the most relevant in the georeferenciation and quantification of precipitation. In
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turn, SC method is oﬄine-run, providing only isolated bias estimates. However, if
measurements are taken on clear-air days and at high elevations, as in the presented
cases, the results are assumed unaffected by atmospheric conditions.
Daily SC measurements carried out for three XRAD radars during a one-month
campaign have made possible a direct comparison of the pointing biases estimated
by the methods. The results of this short term analysis have shown that the day-to-
day variability of the bias estimates by the Sun-based methods, SI and SC, is below
0.02°. Nonetheless and particularly for the azimuth biases, this precision decreases
if the radar sensitivity is close to the peak solar signal level. A remarkably large
day-to-day variability in the SC azimuth offset estimates has proven to be indicative
of azimuthal backlash, consequence of the degradation of a mechanical component.
In the case of the GC method, the angular resolution of the PPI clutter fields due
to sample averaging may compromise the accuracy of the azimuth pointing offsets.
A one-year long-term analysis of the performance of the methods has pointed
out the importance of accounting for the antenna position at the time of the mea-
surement when interpreting the reported pointing biases. For SI method, East/West
splitting of the solar observations and reanalysis of the data has allowed to exa-
mine the elevation biases as a function of the azimuthal position of the antenna
and a characteristic dependence has been found, associated with an inclination of
the antenna rotation plane with respect to the horizontal plane and attributed to a
structural levelling error. Elevation biases reported by SC method throughout the
long-term period have shown an azimuthal dependence in agreement, confirming
the levelling error. After subtracting the azimuthal dependence, it has been shown
that pointing offset estimates may also present a dependence upon the antenna
elevation position. The presence of such a dependence, likely related to a nonlin-
earity in the resolver angle conversion, even if not very pronounced, may introduce
a significant difference between the biases estimated by SI and SC methods if the
measurements of SC method are performed at high antenna elevations.
For GC method, the effect of the ground clutter azimuthal distribution has been
investigated and for each radar the clutter bins influencing the bias estimates have
been defined. For radars with few clutter bins the correlations computed tend to be
less significant and isolated strong clutter structures may bias the pointing offset
estimates and decrease their precision. Two cases of radars for which the influential
bins are confined to vast but limited azimuth regions have also been presented. It
has been found that at these influential azimuth regions the GC elevation biases are
in accordance with those found for SC and SI method when the pedestal levelling
error is taken into account.
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Overall, the results demonstrate the ability of all three methods to detect severe
antenna misalignments on short-term. However, for remote and accurate quantifi-
cation of both the pointing offsets and monitoring of system levelling status, a
long-term, synergistic application of the Sun-based procedures is suggested. Al-
though the proposed methodology requires of further validation, the present study
has shown that such a combined application may provide pointing bias estimates
in an expanded range of azimuth and elevation antenna positions. The range of azi-
muthal positions of the antenna accessible by SI measurements during a one-year
period depends on the latitudinal location of the radar and on the maximum scan
elevation (Frech, 2009), attending to the local annual solar motion. For most cases,
the pointing biases are not measurable through SI method for both a northerly and
a southerly region of azimuthal positions. However, the gap at southerly azimuths
can be partially covered by long-term SC measurements programmed in advance.
The analysis of SI and SC elevation pointing biases as a function of antenna azi-
muthal position would serve to separate the levelling error from the systematic
alignment offset, if present. In addition, comparison and/or analysis of SI and SC
systematic elevation offsets would allow to detect and estimate differences between
the methods related to a dependence upon the antenna elevation position, provi-
ding a means for appropriate calibration of the antenna alignment at the chosen
elevation.
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High-quality Doppler weather radar velocity data are essential for automated, real-
time, severe weather detection algorithms (Stumpf et al., 1998; Mitchell et al.,
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1998; Smith et al., 2004), for assimilation in numerical weather prediction models
and nowcasting systems (Sun and Crook, 2001; Stensrud et al., 2009; Pierce et al.,
2012) or for building climatologies from archived radar data as described in Bellon
and Zawadzki (2003), Miller et al. (2013) or Wapler et al. (2016), where multi-year
datasets are used to derive specific statistics of the characteristics of thunderstorm
mesocyclones. In this regard, quality improvement of the Doppler data provided
by the XRAD is essential for building climatologies of this kind for the Catalonia
region, where a high tornadic activity is attributed in several studies available in
the literature, as well as ad hoc from climatologies built from direct observations or
from the damage in the surface (Homar et al., 2003; Mateo et al., 2009; Aran et al.,
2009; Bech et al., 2009, 2011; Gaya` et al., 2011; Soriano Romero et al., 2015).
Pulsed Doppler radars estimate the radial velocity of the scattering targets (v)
based on the phase shift between consecutive backscattered pulses. The maximum
measurable phase shift between pulses is ±pi radians, which poses a limit to the
maximum radial velocity that the radar can unambiguously measure. This is known
as the Nyquist velocity or aliasing velocity, Va:
Va =
λPRF
4
, (7.1)
where λ is the wavelength of the radar and PRF is the Pulse Repetition Frequency
(PRF).
If scatterers move faster than Va, aliasing occurs, that is, the signal frequency
is misidentified and the estimated velocity is given folded back within the ±Va
interval, differing from the actual velocity in an integer number of 2Va (Doviak
and Zrnic`, 1984). The correction of aliased Doppler velocities has been historically
in the focus of a large number of post-processing algorithms. For instance, widely
known dealiasing techniques apply local statistics (Ray and Ziegler, 1977; Miller
et al., 1986), rely on the local and/or temporal continuity of the velocity field (Eilts
and Smith, 1990; James and Houze, 2001), incorporate global variational methods
(Jing and Wiener, 1992) or constitute region-segmentation algorithms (Bergen and
Albers, 1988, and references therein). Other common techniques use variational
methods locally to estimate the underlying wind field to be used as reference for
dealiasing (Gong and Wang, 2003; Haase and Landelius, 2004; Xu et al., 2010). The
drawback in the application of dealiasing algorithms is that, often, the assumptions
about the underlying wind field are not met or complementary data are required
(e.g. a quality map, a valid starting point or wind field observations or simulations).
An alternative to dealiasing post-processing techniques is to minimise the alia-
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sing by extending the unambiguous velocity Va at the processing level. For a fixed
radar wavelength, the Nyquist velocity could be straightforwardly extended by in-
creasing the PRF. However, the choice of the PRF involves a trade-off between
the maximum unambiguous range measurable by the radar, Rmax, and the Nyquist
velocity:
VaRmax =
cλ
8
. (7.2)
Scanning/processing schemes have been proposed that allow to independently
choose the unambiguous range and velocity (Lehtinen, 2001; Pirtilla¨ et al., 2005).
However, in these techniques, the estimation of spectral moments requires the appli-
cation of statistical inversion procedures. Therefore, commonly applied strategies
tackle the range and velocity ambiguity limitations separately. For instance, range
ambiguities can be mitigated using phase-coding schemes to assign overlaid echoes
to the correct range (Sachidananda and Zrnic´, 1999; Frush et al., 2002). Conversely,
extension of the Nyquist velocity for a fixed Rmax can be achieved by processing
pulses at multiple PRFs, conventionally through the implementation of either stag-
gered multiple-PRT (Pulse Repetition Time) techniques (Sirmans et al., 1976; Tor-
res et al., 2004; Cho, 2005; Tabary et al., 2006) or the batch-mode dual-PRF tech-
nique (Dazhang et al., 1984).
In the staggered dual-PRT technique, the time between two consecutive pulses
is varied yielding two velocity estimates for each atmospheric resolution volume.
These velocity estimates are further processed to dealias the velocity within an ex-
tended Nyquist interval. This procedure is extended in the triple-PRT technique, in
which three PRTs are interlaced with an increased potential to extend the unam-
biguous velocity with improved dealiasing success (Tabary et al., 2006). However,
the nonuniform sampling applied in the staggered-PRT techniques hampers the
spectral processing involved in traditional clutter-filtering algorithms (Banjanin
and Zrnic´, 1991; Sachidananda and Zrnic´, 2000). Consequently, the batch-mode
dual-PRF technique has often been chosen for operational use over the staggered
schemes and is commonly available in commercial weather radar processors.
In the dual-PRF technique, contiguous atmospheric volumes are probed at two
different PRFs and the two resulting velocity measurements are further processed
to dealias the velocity within an extended Nyquist interval. The unfolding proce-
dure assumes that the two measurements correspond to the same velocity but, in
practice, this assumption may be violated by factors such as the presence of high
azimuthal shear or due to the uncertainty of the measurements, which lead to an in-
creased dealiasing failure and result in the unfolding errors or outliers characteristic
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of the dual-PRF radial velocity images (Jorgensen et al., 2000; May, 2001).
In the present chapter, a novel post-processing algorithm for identification and
correction of dual-PRF outliers is presented. The methodology uses circular (or
directional) statistics (Fisher, 1993) applied in a spatial image filtering procedure
and can be employed without prior application of post-processing dealiasing algo-
rithms, in contrast to existing dual-PRF correction techniques (Joe and May, 2003;
Holleman and Beekhuis, 2003). This is of particular importance because some of the
dealiasing techniques may erroneously correct dual-PRF outliers (see Bergen and
Albers, 1988; Haase and Landelius, 2004, for instance). Therefore, this characteristic
offers increased flexibility for the design of Doppler velocity quality control proce-
dures. In this study, the performance of the proposed algorithm under simulated
and actual measurement conditions is evaluated in comparison with two existing
weather radar dual-PRF correction techniques, in order to prove its increased co-
rrection potential and discover its limitations. The ability of the methodology to
improve the quality of real dual-PRF data is exemplified through the application
to velocity images corresponding to three severe weather events.
7.1 Dual-PRF technique
The batch-mode dual-PRF scanning technique consists on sending a pulse train at
a fixed PRF followed by another pulse train with a different PRF (Dazhang et al.,
1984). In the considerations henceforth it is assumed that the ratio of the two PRFs
is chosen as a function of an integer dual-PRF factor, N :
PRFh
PRFl
=
Vah
Val
=
N + 1
N
, (7.3)
where Vah and Val are the Nyquist velocities corresponding to the high and low
PRF respectively. Commonly used N factors are 2, 3 or 4 (May, 2001; Jorgensen
et al., 2000; Vaisala, 2014b).
With the batch-mode scanning procedure, any two gates (resolution volume
units) contiguous in the scanning direction are probed at different PRFs. Therefore,
the radial velocities estimated in the two contiguous gates, vh and vl, are given
within the two different ±Vah and ±Val Nyquist intervals. The main assumption of
the dual-PRF technique is that the “actual” velocity of the scatterers is the same in
both gates. Thereby, the two estimated velocities or phase shifts can be considered
together in order to estimate the dual-PRF velocity (ve) as (cf. Doviak and Zrnic`,
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1984):
ve =
Vae
pi
(θl − θh)min , (7.4)
where θl and θh are the phase shifts estimated at low and high PRF respectively
and the min subindex indicates that the smallest angular difference is considered.
This dual-PRF velocity estimate ve is given within an extended Nyquist interval,
±Vae, such that (cf. Dazhang et al., 1984; Torres et al., 2004):
Vae = N Vah = (N + 1)Val . (7.5)
The error of ve computed in Equation 7.4 is amplified by the propagation of the
errors of the two estimated phases (Jorgensen et al., 2000; Holleman and Beekhuis,
2003; Torres et al., 2004). In practice, Equation 7.4 is only used to determine the
number of folds, nh or nl, that the originally estimated velocity, vh or vl, has un-
dergone within its corresponding Nyquist interval, Vah or Val. Then, ve is improved
applying the obtained number of folds, so that the error of the final ve is only that
of the originally estimated velocity:
v(h/l)e = vh/l + 2nh/lVah/l . (7.6)
The dual-PRF velocity will, in most of the cases, be correctly unfolded, ve =
ve,cor, but for certain gates it may also be incorrectly unfolded (Jorgensen et al.,
2000), constituting a dual-PRF unfolding error or outlier, ve = ve,out.
Dual-PRF unfolding errors
Following Joe and May (2003), dual-PRF unfolding errors occur if the main assump-
tion of the dual-PRF technique is violated, in particular when the difference between
the true velocities of adjacent gates exceeds a certain ∆vmax threshold:
|vi − vi−1| > Vae
N(N + 1)
≡ ∆vmax . (7.7)
If this inequality is fulfilled, the ve estimate in Equation 7.4 will be biased,
yielding an incorrect unfolding factor nh/l for application of Equation 7.6. Con-
sequently, the velocity estimate for the corresponding outlier gate, ve,out, will be
biased from the correctly unfolded velocity ve,cor by an integer number mh/l of high
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or low Nyquist intervals:
v
(h)
e,out = ve,cor + 2mhVah
v
(l)
e,out = ve,cor + 2mlVal . (7.8)
Gate-to-gate velocity differences leading to dual-PRF unfolding errors as re-
quired by Equation 7.7 arise in regions where the estimated spectral width is large,
due to wind shear, turbulence and/or a low quality of the velocity estimates (see
Holleman and Beekhuis, 2003, for instance). Consequently, velocity outliers may
appear speckle-wise in isolated gates, generally as a result of random errors in the
velocity estimates or systematically clustered together in areas of strong shear or
turbulence or where the quality of the received signal is low. An example of these
characteristic dual-PRF unfolding errors in a real case radial velocity PPI field is
shown in Figure 7.1 for the LMI radar.
(1) speckle
(2) cluster
Figure 7.1: Example of a base level (0.6°) PPI scan from LMI radar showing dual-PRF
radial velocity at 0300UTC on 2 November 2008. Black rectangles indicate: (1) an area of
speckle-like dual-PRF outliers and (2) an area of clustered dual-PRF outliers associated
with a highly sheared structure, likely a microburst (Bech et al., 2011). Gates with a non-
valid velocity value are filled in grey colour and the dotted range ring indicates a 20 km
distance from the radar.
The incidence of the outliers is also conditioned by the value of the threshold in
the right hand side of Equation 7.7, i.e. ∆vmax. For a fixed value of the high PRF,
which determines the maximum unambiguous range, the choice of the dual-PRF
factor N involves a tradeoff between the maximum extension of the Nyquist velocity
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in Equation 7.5 and ∆vmax. For instance, the choice of a high N allows for a large
extension of the Nyquist velocity Vae but increases the probability of getting dual-
PRF unfolding errors due to a lower ∆vmax. It is therefore a relevant requirement
that a dual-PRF outlier correction procedure performs efficiently in the presence
of a high number of outliers while allowing the application of a complementary
procedure that corrects aliasing within ±Vae interval (hereinafter extended Nyquist
aliasing, after the terminology employed in WMO, 2008).
7.2 Correction of dual-PRF unfolding errors
In this section a new post processing technique for correcting dual-PRF unfolding
errors is presented. This new technique arises from the analysis of two popular
correction techniques proposed in the literature.
7.2.1 Existing post-processing techniques
The two existing dual-PRF correction techniques studied rely on the continuity
of the velocity field and use statistical image processing methods to identify dual-
PRF unfolding errors, attending to their outlier characteristics. More precisely,
a gate-by-gate analysis of the radial velocity image identifies outlying gates by
comparison of their velocity with a reference statistic calculated for the gates in their
neighbourhood: either the mean velocity (Joe and May, 2003) or the median velocity
(Holleman and Beekhuis, 2003; Cho, 2005). Henceforth, these two techniques will be
referred to as mean and median techniques. It must be noted that because in these
two techniques the statistics are calculated for the velocity, if extended Nyquist
aliasing is present, gates in or close to the edges of the aliased area may present
a significative velocity deviation with respect to the mean or median velocity of
the surrounding gates. These gates will then be incorrectly identified as dual-PRF
outliers. Therefore, an extended dealiasing algorithm needs to be applied prior to
these dual-PRF correction techniques, as pointed out in Holleman and Beekhuis
(2003).
The correction of the identified outliers consists on trying all possible unfolding
factors (m integer in Eq. 7.8) to determine the one that yields the minimum devi-
ation from the mean or median velocity in the neighbourhood. When the PRF at
which the outlying gate has been scanned is unknown, all possible unfolding factors
for the low and high PRFs need to be tried (Joe and May, 2003). In turn, when the
PRF of the target gate is known, this procedure is faster and more robust. How-
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ever, as described in Holleman and Beekhuis (2003), as long as dual-PRF outliers
are present it is possible to perform a statistical analysis of the velocity estimates
to determine in advance which PRF corresponds to each radial.
7.2.2 New post-processing technique
The new correction procedure proposed is a post-processing technique that, as the
techniques described above, uses local statistics to identify dual-PRF unfolding
errors. However, the statistics applied in this case are circular and work on the
phase space instead of the velocity space. In particular, the reference velocity for
identification of the outliers is derived from the mean phase in the neighbourhood.
This mean phase is calculated circularly, that is, considering only the minimum
angular differences between the phases of the surrounding gates, without giving
preference to any rotation direction. Thereby, the methodology is less sensitive
to the presence of neighbouring outliers and can be applied in the presence of
extended aliasing. As detailed in the following, the proposed technique (cmean
method henceforth) treats outlier identification and correction separately in two
differentiated stages.
New technique: identification
The dual-PRF velocities ve can be expressed as phases in a circle of radius Vae/pi.
The phase αcor calculated for a gate with a velocity that has been correctly unfolded
in the dual-PRF procedure, ve = ve,cor, is given by:
αcor = pi
ve,cor
Vae
. (7.9)
On the other hand, according to Equation 7.5 and Equation 7.8 and from Equa-
tion 7.9, the phases αout calculated for gates that correspond to dual-PRF outliers,
ve = ve,out, will differ from the correct phase αcor by:
α
(h)
out = αcor + 2pi
mh
N
, (7.10)
if the gate has been scanned at the high PRF, and by:
α
(l)
out = αcor + 2pi
ml
(N + 1)
, (7.11)
if the gate has been scanned at the low PRF.
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Now, if all phases are scaled multiplying them by either N or (N+1) depending
on the scanning PRF, the second term in the right hand side of Equation 7.10 and
Equation 7.11 will result in an integer factor of 2pi. In this way, the circular mean
calculated for the scaled phases will not be biased by the presence of dual-PRF
outliers in the immediate neighbourhood. Also, since the phases are expressed in a
circle of 2Vae circumference, the circular mean calculated around gates in or close
to the edges of an area of extended Nyquist aliasing will not be biased either and
hence will not be erroneously identified as dual-PRF outliers.
Based on these ideas, the proposed dual-PRF identification stage is summarised
in the following steps, which are sketched in Figure 7.2:
1. Convert dual-PRF velocities ve to phases α through multiplication by (pi/Vae).
2. Multiply the α phases by N or (N + 1), depending on the scanning PRF, to
obtain the scaled phases α′ .
3. Compute the circular average of the scaled phases in a 5x5 window around
each of the gates, separately for low PRF and high PRF neighbouring gates
within the 5x5 window:
βh/l = atan2
 1
Mh/l
Mh/l∑
j=0
sinα′j
(h/l)
,
1
Mh/l
Mh/l∑
j=0
cosα′j
(h/l)
 , (7.12)
where the atan2 function is the two argument arc-tangent function that con-
siders the sign of the two arguments in order to compute the arc angle in
the appropriate quadrant. The index j runs for all high or low PRF gates
within the 5x5 window, Mh or Ml. The maximum number of high and low
PRF gates within the 5x5 window will either be 10 or 14, depending on the
PRF of the target gate. This step yields two average phases for each gate, βl
and βh, which constitute estimators of (N + 1)αcor and Nαcor respectively,
given in the base phase interval [−pi, pi].
4. Estimate the reference phase αref from:
αref =
(βl − βh), if (βl − βh) ≥ 0(βl − βh) + 2pi, otherwise (7.13)
5. Calculate the minimum angular difference between the dual-PRF phase and
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the reference phase for each gate: (α − αref)min and convert this phase diffe-
rence to a velocity difference through multiplication by (Vae/pi).
6. Identify outlying gates as those with a velocity difference greater than their
corresponding Nyquist velocity (Val or Vah).
Radial velocity 
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Equivalent angle 
α
Scaled angle 
α’
>VnyH?
×(π/Vny)
βHβL
Reference angle 
αcref
∣V - Vref ∣
mean filter 
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Figure 7.2: Flowchart description of the proposed dual-PRF velocity outlier identification
procedure using circular statistics.
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The 5x5 size of the filter window is chosen so that a sensible number of both
high-PRF and low-PRF estimates are available for calculation of the corresponding
circular averages. In addition, it is required that at least 2 of both high-PRF and
low-PRF gates within the window contain a non missing velocity value. It is impor-
tant to note that steps 2 and 4 above require that the PRF ratio fulfils Equation 7.3.
However, the procedure can be straightforwardly generalised for PRF ratios such
that PRFh/PRFl = (N + d)/N , where d is an odd integer. If d were an even in-
teger, the condition in step 4 would not be sufficient to unambiguously determine
the reference phase and would require additional constraints.
New technique: correction
Once potential dual-PRF outliers have been identified, this next stage corrects them
using a procedure similar to that of the median method. The local median velocity
in a 5x5 window around the outlier gate is calculated and the deviation of the target
gate velocity from this reference is computed for all possible correction factors. The
values of the possible correction factors are determined by the dual-PRF factor N
and are conditioned by whether the outlier gate has been scanned at high or low
PRF (see Joe and May, 2003, for an example with N = 3). The correction factor
mh/l finally applied in Equation 7.8 is the one which yields the minimum velocity
difference. In addition, the following points must be verified:
• Gates that have been labelled as outliers in the identification process are
excluded from the calculation of the median.
• Only gates that have been labelled as outliers in the identification process are
corrected.
• Only identified outliers that have at least 2 valid neighbours are corrected.
The first and last requirements have an effect on the number of valid gates
available for the calculation, especially when the outliers appear clustered or close
to missing value regions, but minimise the probability of an erroneous correction.
7.3 Simulation of dual-PRF velocity fields
Following Brown and Wood (2007), radial velocity fields have been simulated based
on analytical functions representing vertical profiles of a horizontally homogeneous
wind field. From these radial velocity fields post-processed artificial dual-PRF fields
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have been computed, which have served as reference for analysing the outlier co-
rrection ability of the three techniques under study (the existing mean and median
and the proposed cmean). Figure 7.3 displays the speed and direction profiles of the
first horizontal wind field used in the study. Simulations for a C-band radar of 5 cm
wavelength have been generated, performing PPI scans at five different elevations:
0°, 1°, 2°, 3° and 4°. The simulations for the profile shown in Figure 7.3 are free of
extended aliasing and make up the dual-PRF reference volume for the statistical
quantification of the outlier correction performance.
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Figure 7.3: Wind speed (left panel) and direction (right panel) vertical profiles of the wind
field used for the simulation of dual-PRF Doppler velocity volumes. Dotted horizontal lines
indicate the maximum height of the radar beam axis for the simulated PPI elevations. The
dashed vertical line indicates the extended Nyquist velocity Vae =36 m s
−1.
In the simulation process, the beamwidth of the radar is assumed negligible
and the three wind vector components (u, v and w = 0) for each point of the
simulation grid are computed from the corresponding height in the wind profile.
The PPI simulation grid has a resolution of 1 km in range and 1° in azimuth and the
minimum and maximum ranges are 2 km and 130 km, respectively. After extracting
the radial velocity component from the wind vectors, Gaussian random noise with
fixed standard deviation has been added to each radial velocity value. In this way,
a series of volumes corresponding to radial velocities with standard deviations that
range from 0.1 m s−1 to 3.0 m s−1 in 0.1 m s−1 steps has been generated. For each
radial velocity PPI field in each of the volumes, two fields of interest are computed:
1) The reference single-PRF velocity field computed by folding the velocities
into a Nyquist interval of ±36 m s−1.
2) The dual-PRF radial velocity field computed by folding the velocities in alter-
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nate radials into Nyquist intervals of ±12 m s−1 (Vah) and ±9 m s−1 (Val), co-
rresponding to a dual-PRF factor N = 3. The resulting velocities are unfolded
within the extended Nyquist interval of 36 m s−1 (Vae) using the dual-PRF
technique (Section 7.1).
Analogously, a 4° elevation reference single-PRF velocity field and the corres-
ponding dual-PRF field have been generated from the second wind profile shown
in Figure 7.4. In this second case, the resulting simulated fields present extended
aliasing and have been used to qualitatively analyse the performance of the correc-
tion techniques in the edges of the aliased regions. In this case, the field is only
simulated once, adding a Gaussian random noise of 1 m s−1 standard deviation.
!
Figure 7.4: (Top panels) As Figure 7.3 but for a simulated Doppler velocity field which
presents extended Nyquist aliasing. (Bottom panels) Reference radial velocity field and
dual-PRF velocity field simulated at an elevation of 4° for the wind field profiles drawn in
the top panels. The dual-PRF field has been generated using a dual-PRF factor of N = 3
and an extended Nyquist velocity of 36 m s−1. Dotted range rings drawn in the radial
velocity fields indicate 20 km intervals.
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7.4 Analysis of correction techniques
The characteristics of the statistics used by each of the three dual-PRF outlier
correction techniques can be qualitatively investigated from the distributions of
the local velocity deviation in each case. The distributions of the local velocity
deviations have been constructed calculating the velocity deviation for each of the
gates in the simulated dual-PRF velocity volumes described in Section 7.3 above.
The velocity deviation is the difference between the velocity of the target gate
and a reference velocity that is computed differently depending on the correction
technique. For the median and mean methods, the local reference velocity has been
calculated as either the median or the mean velocity of the gates with a non-missing
velocity value in a 3x3 window around the target gate. In the case of the median
method, the central target gate has also been included in the calculation, as in
Holleman and Beekhuis (2003). For the cmean method, the velocity deviations
have been calculated following the steps described in Subsection 7.2.2.
Figure 7.5 displays the distributions of the local velocity deviations for the
three correction techniques. In all cases the velocity difference has been scaled by
the Nyquist interval corresponding to the target gate; 2Vah if the gate has been
scanned at the high PRF or 2Val if the gate has been scanned at the low PRF.
In this way, the scaled velocity difference is an indicator of by how many Nyquist
intervals the dual-PRF velocity is in error.
As observed in the top panel of Figure 7.5, when the median velocity is used
as reference for calculation of the deviation, dual-PRF outliers are clearly identi-
fied as those with a deviation greater than the corresponding Vah or Val (dashed
vertical lines). The median is a reliable estimator of the reference velocity when
the percentage of outliers in the sample drawn from the neighbourhood is below
the accepted breakpoint of 50 % (Hampel et al., 1986). Consequently, in the iden-
tification process a few outliers may be missed and correctly unfolded gates may
be erroneously identified as outliers if the number of outlier neighbours is higher
than 50 %. However, the deviation histogram presents well defined peaks of limited
width at integer multiples of the corresponding Nyquist interval and, therefore, co-
rrectly identified outliers can be accurately corrected based on the median reference
velocity.
On the other hand, and as indicated by the results presented in the central
panel of Figure 7.5, the presence of outliers in the neighbourhood has a significative
biasing effect in the reference mean velocity. When the standard deviation of the
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Figure 7.5: Histograms of the velocity deviation of each gate from the: (top panel) local
median velocity (middle panel) local mean velocity and (bottom panel) local circular mean.
The velocity deviation is scaled by the Nyquist interval corresponding to the scanning PRF
of the gates. The total number of gates considered is 230400, encompassing all gates in the
simulated dual-PRF velocity fields at five different elevations (0°, 1°, 2°, 3° and 4°). The
dual-PRF factor is N = 3 and the extended Nyquist velocity is Vae =36 m s
−1. Two cases
of radial velocity standard deviation are presented: 1.0 m s−1 (dark grey) and 1.5 m s−1
(light grey). Vertical dashed bars indicate the minimum deviation thresholds to identify
the dual-PRF outliers.
radial velocities increases, the number and concentration of dual-PRF outliers also
increases. As a result, the calculated velocity deviations are highly variable and the
large spread of the distribution peaks indicates that: (1) misses and false alarms are
likely to occur in the identification of outlying gates, specially in the overlapping
area for gates with scaled velocity deviations between 0 and ±1 (close to dashed
vertical bars) and (2) outlier values may be erroneously corrected for gates whose
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scaled deviation does not clearly correspond to a particular integer.
Finally, the distributions for the cmean technique in the bottom panel of Fi-
gure 7.5 indicate that dual-PRF outliers can be clearly identified as those with
a scaled velocity difference beyond the dashed vertical lines. However, the phase
difference calculated in the cmean procedure (step 5 in Subsection 7.2.2) always
lies between ±pi and the resulting velocity difference is never greater than ±Vae.
Consequently, the scaled velocity difference is never greater than ±2 (for a factor
N = 3) and its distribution peaks at ±1. This implies that the procedure serves
to identify the outliers but that the circular mean reference does not give enough
information for correction, therefore requiring a correction stage based on velocity
statistics instead of phase statistics, as proposed in Figure 7.2.2.
7.5 Quantitative performance analysis
In this section the performance of the new cmean dual-PRF outlier correction tech-
nique is quantitatively assessed in comparison with the existing mean and median
techniques. The three correction techniques are applied, in two separate analyses, to
the simulated dual-PRF velocity volumes and to a collection of real fields scanned
at single PRF that have been further aliased to dual-PRF. In the implementation
of the mean technique, the correction procedure has been modified in analogy to
the cmean technique; i.e. identified outliers are excluded from the local mean cal-
culations in the correction stage. This 2-stage procedure is similar to the extension
of the Joe and May (2003) mean method reported in Hengstebeck et al. (2014) and
is thought to minimise the erroneous correction of identified outliers pointed out in
Section 7.4.
In the present quantitative analysis of the three correction techniques, the loca-
tion of the outliers in the dual-PRF fields and the corresponding correction factor
are known by comparison with the reference single-PRF field in each case. This
allows to label the gates separately in the identification and correction stages of
the dual-PRF outlier correction techniques in order to quantify the quality im-
provement brought out by the technique. Figure 7.6 schematically depicts the gate
labelling, classifying them as: correct negatives (correctly unfolded gates that have
been correctly identified as non-outliers), false alarms (correct gates erroneously
identified/corrected as outliers), misses (outlier gates not identified/corrected) and
hits (outlier gates appropriately identified and corrected). To statistically quantify
the performance of the dual-PRF correction methods, the Probability Of Detection
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Figure 7.6: Labelling process of the velocity field gates, based on the quality of the dual-
PRF outlier identification (light grey labels) and correction (dark grey labels).
(POD) verification index has been used, analogous to effectiveness in the present
context, and an Efficiency Index (EI) has been defined:
POD =
hits
(hits + misses)
=
hits
outlier gates
, (7.14)
EI =
hits− false alarms
(hits + misses)
=
hits− false alarms
outlier gates
. (7.15)
The EI statistic indicates the fraction of outliers efficiently corrected, accounting
for the generation of new outliers by the false alarms. The EI may be used in
combination with the POD as an alternative indicator of the false alarm rate or
Probability of False Detection (POFD) index, which is not an appropriate statistic
for the present analysis because the number of false alarms (and also the number
of outliers) is in most cases small relative to the number of correct gates.
7.5.1 Dual-PRF fields from simulations
Figure 7.7 displays the results of application of the three correction techniques,
mean, median and cmean, to the dual-PRF field with extended aliasing presented
in Section 7.3. The panels in Figure 7.7 correspond to the Northeast region of the
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field in Figure 7.4 and show both the corrected field for each of the correction
techniques and the corresponding gate labelling described above. This example
illustrates how the median and mean methods generate false alarms and miss some
of the outliers in the boundaries of the aliased region while the cmean method
respects the non-outlier gates and appropriately corrects the outliers.
Figure 7.7: Comparative results of dual-PRF outlier correction in the presence of extended
Nyquist aliasing, by means of the mean, median and cmean techniques: (top panels)
corrected fields for each of the techniques and (bottom panels) labelling of each of the
gates in the corrected fields as correct negatives (CN), hits (H), false alarms (FA) and
misses (M). The original, uncorrected dual-PRF field has been simulated at an elevation
of 4◦ from the wind profiles in Figure 7.4. Dotted range rings indicate 20 km intervals.
The three outlier correction techniques have also been applied to the series of
simulated non-aliased dual-PRF velocity volumes. Taking into account that the
outliers in the simulated fields arise uniquely as a result of random processes and
that the noise distribution is Gaussian with fixed standard deviation, the fraction of
outliers out of the total number of gates, Fout, depends only of the ratio between the
threshold in Equation 7.7, ∆vmax, and the standard deviation of radial velocities:
sigma:
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Fout = 1− P (ve ∈ [−∆vmax,∆vmax]) = 1− erf
(
∆vmax
2σ
)
, (7.16)
where ve is the error of the velocity estimate of the gate with respect to the true
velocity.
The fraction of outliers is given as in terms of the Error Function, which
accounts for the probability of ve lying between −∆vmax and ∆vmax thresholds for
a Gaussian cumulative distribution function, as described in Holleman and Beekhuis
(2003). Note that, for a fixed ∆vmax, the fraction of outliers and hence the prob-
ability of these getting clustered increases for increasing standard deviation of the
radial velocities σ. Since the standard deviation of the radial velocities is different
for each simulated volume, the performance of the techniques for different levels of
clustering of the outliers can been assessed based on the analysis of the POD and
EI verification indexes calculated for the corrected volumes.
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Figure 7.8: Fraction of outliers (solid line), fraction of clustered outliers (dashed line) and
fraction of gates with more than 4 outliers in their immediate neighbourhood (dotted line)
as a function of the ∆vmax/σ ratio in simulations of dual-PRF radial velocity fields. The
percentages are given based on the total number of gates 230400, encompassing all gates
in the simulated fields at five different elevations (0°, 1°, 2°, 3° and 4°). The dual-PRF
factor is N = 3 and the extended Nyquist velocity is Vae =36 m s
−1.
The five simulated PPI fields within a volume contain a total of 230400 gates.
The fraction of outliers out of this gate total is displayed in Figure 7.8 as a function
of the ∆vmax/σ ratio. Figure 7.8 also shows the fraction of gates with more than
4 outliers in the immediate neighbourhood (within a 3x3 sized window) and the
fraction of clustered outliers. The latter accounts for all the outlier gates within
a cluster, having defined a cluster as a collection of more than 3 contiguous out-
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liers. The number of outliers grouped in clusters increases with decreasing ∆vmax/σ
ratios. This increase is particularly significant for ratios below 1.8 and when the
∆vmax threshold equals the standard deviation of the velocity estimates, at which
point almost all outliers pertain to a cluster and more than half of the total gates
have more than 3 outliers in their neighbourhood.
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Figure 7.9: Probability Of Detection, POD (left panels) and Efficiency Index, EI (right
panels) of the median (top panels), mean (central panels) and cmean (bottom panels)
dual-PRF correction methods. The indexes are displayed as a function of the ∆vmax/σ
ratio in the simulations of dual-PRF velocity fields and are calculated separately for the
outlier identification (dashed line) and correction (solid line) stages.
Figure 7.9 displays the POD and EI indexes as a function of ∆vmax/σ for the
three correction methods. The indexes separately score the identification and correc-
tion performance of the methods. From the POD values for the median technique
it is derived that the number of misses in identification increases rapidly for ratios
below ≈ 1.6, coinciding with the increase in the fraction of gates surrounded by
more than 4 outliers, and that the higher the noise level the more hits are badly
corrected. The comparison of POD and EI values leads to a similar conclusion for
the false alarm rate. These results are attributed to the increasing concentration of
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outliers and their biasing effect in the calculation of the local median. In the imple-
mentation of this method, identified outliers (hits and false alarms) are not removed
in the correction stage and therefore all false alarms in identification remain false
alarms after correction so the EI scores alone do not give additional information. As
anticipated in Section 7.4, the number of misses and false alarms in identification
is higher for mean method. However, the high false alarm rate in identification is
somewhat reduced in the correction stage by removal of the identified outliers. The
POD results suggest that the outlier removal requirement in this second stage is
able to mitigate the erroneous correction of actual outliers (hits) only for ratios
higher than ≈ 2.5.
Regarding the cmean method, the POD values show that this new technique
identifies close to 100 % of errors down to a ∆vmax/σ ratio of 1, when around half of
the gates are outliers and around 80 % of these outliers are grouped in clusters. The
EI values indicate that for ratios below ≈ 1.6 the fraction false alarms generated
by the cmean method in identification is significative. However, the high hit rate in
identification results in an improved performance of the correction procedure. The
removal of identified outliers minimises the bias of the local median computed in
the second correction stage; indeed, practically all the false alarms in identification
are left uncorrected and more than 90 % of the outliers are properly corrected.
7.5.2 Dual-PRF fields from single-PRF observations
In the previous section a validation of the new correction procedure has been pre-
sented, based on synthetic dual-PRF velocity fields for which the uncertainty of
all radial velocities follows the same Gaussian distribution. In the simulations, the
underlying wind field is horizontally homogeneous and the azimuthal resolution
is 1°, so significant azimuthal shear arises only randomly from the radial velocity
uncertainties. However, in real situations, wind fields are often inhomogeneous, ve-
locity uncertainties are heteroscedastic and radial velocity fields contain regions of
missing data (filtered out or without significant echoes). In this section a more re-
alistic validation of the dual-PRF outlier correction techniques is presented, based
on dual-PRF velocity fields constructed from real single-PRF velocity fields.
In this analysis, raw data from the C-band Scanning ARM Precipitation Radar
(CSAPR), located in the Southern Great Plains ARM facility (SGP I7 site) in
Oklahoma (ARM, 2011), is used. The CSAPR radar provides PPI Doppler velocity
data estimated at a single-PRF of 1240 Hz, corresponding to a Nyquist velocity
of 16.5 m s−1. The grid has a resolution 120 m in range and 1° in azimuth and
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the minimum and maximum ranges are 118 m and 118 km, respectively. Further
information about the CSAPR radar can be found in Giangrande et al. (2013, 2014).
On 20 June 2011 at 1800UTC a low pressure system in Kansas and associated
frontal passage was directing a south-south-westerly flow across the plains. Mid-
level instability and moisture led to a light to moderate line of precipitation. Large
regions of winds greater than 50 knots led to large regions of aliasing, especially in
sweeps at higher radar elevations.
A post-processing dealiasing algorithm has been run over radial velocity fields
collected by the CSAPR on 20 June 2011 between 1817UTC and 1859UTC (ARM,
2011), and four well-dealiased PPI images at 4.4° elevation have been selected. Non-
valid gates have been filtered out below a normalised coherent power threshold of
0.25. The four selected velocity fields, used as reference in the validation process,
have been artificially folded in alternate radials into Nyquist intervals of 12 m s−1
and 9 m s−1 and further unfolded within the extended Nyquist interval of 36 m s−1
using the dual-PRF technique. The resulting dual-PRF images contain a total of
232989 valid gates of which 4.74 % constitute dual-PRF outliers. The mean, median
and cmean correction techniques have been applied and their ability to reconstruct
the reference fields by means of the POD and EI indexes has been evaluated.
Table 7.1: Probability Of Detection (POD) and Efficiency Index (EI) of the median,
median and mean methods, calculated separately for the dual-PRF outlier identification
and correction stages. The indexes are calculated for a selection of dual-PRF velocity fields
derived from single-PRF radial velocity data collected by the ARM CSAPR radar on 20
June 2011.
Index Stage median mean (2stage) cmean
POD Identification 88.3% 87.0% 95.7%
POD Correction 83.2% 82.0% 90.7%
EI Identification 83.6% 73.8% 85.4%
EI Correction 78.5% 80.0% 88.9%
The validation indexes, summarised in Table 7.1, confirm the behaviour of each
of the methods in identification and correction derived from the simulations in
Subsection 7.5.1. Attending to the POD results, the cmean method is superior in
the identification of dual-PRF outliers but all three methods perform similarly in
the correction of the identified outliers. The comparison of the EI values for the
three methods indicates that the removal of the outliers in the correction stage
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reduces the false alarm rate.
Figure 7.10: Example of outlier correction in a dual-PRF velocity field built from single-
PRF velocity data collected by ARM CSAPR radar on 20 June 2011 at an elevation of
4.4°. Gates with a non-valid velocity value are filled in light grey colour and the two dotted
rings indicate 60 km and 80 km ranges from the radar respectively.
Figure 7.10 illustrates the performance of the correction techniques when applied
to a region of the dual-PRF velocity field derived from single-PRF observations at
1859UTC. This example illustrates the improved performance of the cmean tech-
nique in the correction of clustered outliers around regions filtered out due to a
low signal quality index. However, POD and EI scores in Table 7.1 in comparison
with the results obtained in Subsection 7.5.1 suggest that the miss and false alarm
rate of the cmean method in identification may increase under real measurement
conditions. These results may be attributed to biases in the reference circular mean
estimate with respect to the actual velocity of the target gate when the local field is
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highly variable, which are enhanced by the calculations in steps 2 to 4 of the iden-
tification process (Figure 7.2.2). This effect has a greater impact in the number of
false alarms in identification, as expected from the shape of the cmean distribution
in Figure 7.5 and as indicated by the EI scores in Table 7.1. The comparison of
POD and EI scores in correction indicates that the outliers remaining at the end
of the process correspond almost completely to the misses. That is, the correction
stage works more effectively for the false alarms than for the misses. As observed
in Figure 7.10, after removal of the identified outliers, the number of misses may
increase close to regions of missing data likely due to the lack of valid neighbours for
calculation of the statistics. Conversely, this effect benefits the correction of false
alarms.
7.6 Application to real cases
The performance of the proposed cmean technique under actual dual-PRF mea-
surement conditions is illustrated in this section for velocity images from three
different events, recorded by the PBE, the LMI and the CDV radars of the XRAD.
The PBE and the CDV radars estimate the radial velocity of the scatterers in dual-
PRF mode with a PRF ratio of 1000/750 while the LMI radar scans with a PRF
ratio of 1150/862, corresponding to extended Nyquist velocities of 40 m s−1 and
45.9 m s−1 respectively. The raw velocity data provided by these radars is filtered
in the processor by application of the SQI and CSR thresholds (see Subsection 3.3.2
in Chapter 3).
7.6.1 The PBE radar, 7 September 2005
The first case studied corresponds to a tornado reported in Bech et al. (2007b) and
rated F2 in the Fujita scale, that took place on the 07 September 2005 affecting the
Barcelona International Airport. The radar image in Figure 7.11 is a reproduction
of Figure 10 in Bech et al. (2007b), and shows the radial velocity field observed
by the PBE radar minutes after the tornado crossed the runways of the airport,
moving inland on a SE-NW track. The correction of the dual-PRF field by means
of the cmean method, displayed in the right panel, allows a better identification of
the couplet associated with the mesocyclone to the East of the radar site.
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couplet
couplet
Figure 7.11: (Left) Dual-PRF radial velocity PPI image from the PBE radar at 1834UTC
on 07 September 2005 at an elevation of 8.0°. (Right) Correction of the dual-PRF radial
velocity image using the cmean technique. Gates with a non-valid velocity value are filled
in light grey colour and dotted range rings indicate 20 km intervals.
7.6.2 The LMI radar, 2 November 2011
The second image presented is a snapshot by the LMI radar extracted from the tor-
nadic event that took place on 02 November 2008 between 0000UTC and 1200UTC,
described in Bech et al. (2011), Pineda et al. (2011) and Roca-Sancho et al. (2014).
The velocity image, shown in Figure 7.12, is a zoom-out of Figure 7.1 and corres-
ponds to the time of maximum ground damage (rated as F1 in the Fujita scale) by
a thunderstorm microburst in the southern coast of Catalonia. The processing of
the raw dual-PRF image by the cmean technique adequately corrects most of the
dual-PRF dealiasing errors in a single pass, clarifying the divergent structure of the
microburst. Only few outliers are missed in particular cases found within zones of
high variability in the estimated velocities.
7.6.3 The CDV radar, 18 June 2013
The third case image, in Figure 7.13, is part of a severe thunderstorm event that
produced hailstones with a maximum diameter of 3.5 cm in western Catalonia. The
figure displays the velocity field observed by the CDV radar immediately after
the time of maximum hail-fall. Hours later, the same thunderstorm produced an
important flood event in the Val d’Aran valley (NW of Catalonia). In this case,
highly sheared areas in the NW of the image have been filtered out. These areas are
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recognisable by the high amount of dual-PRF outliers in their borders. This image
also presents two aliased zones, one to the North and a larger one in the South. The
cmean procedure corrects the clustered outliers in the borders of filtered out areas
while preserving the edges of the zones with global aliasing. It can also be observed
that the correction may have a higher failure rate in regions of clustered outliers
that are semi-isolated; i.e. surrounded by gates with a non-valid velocity value.
divergence divergence
Figure 7.12: As Figure 7.11 but for the LMI radar at 0300UTC on 2 Nov 2008 at an
elevation of 0.6°
filtering & clusters filtering & clusters
aliasing aliasing
Figure 7.13: As Figure 7.11 but for the CDV radar at 1432UTC on 18 Jun 2013 at an
elevation of 4.0°
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The dual-PRF technique is widely used to extend the unambiguous velocity interval
within which Doppler weather radars estimate the radial velocity of the scatterers.
However, dual-PRF radial velocity images present characteristic unfolding errors
or outliers that arise due to violation of the assumptions involved in the procedure.
In the present chapter, two existing post-processing techniques have been analysed.
These techniques identify and correct dual-PRF outliers by comparing the gate
velocity with the mean or median velocity of the surrounding gates. It has been
shown that these techniques require that a global dealiasing algorithm is run prior to
the correction of the outliers and that their performance is limited by the presence
of outliers in the surroundings.
From these premises, a new post-processing technique to correct dual-PRF out-
liers has been presented. Similar to the existing techniques, the proposed technique
relies on the continuity of the local field but uses circular statistics and does not
need prior application of a global dealiasing algorithm. The new technique is built
in two stages that treat the identification and the correction of the outliers sepa-
rately. In the identification stage, the gate velocities are converted into phases in a
circle with a circumference that is twice the extended unambiguous velocity given
by the dual-PRF procedure. The statistics to compute the local reference velocities
that allow the identification of the outliers are calculated from these phases instead
of directly from the velocities. Therefore, these circular statistics are not influenced
by surrounding gates that present extended Nyquist aliasing. The method, as pro-
posed in the present work, requires that the ratio of the high and low PRFs is of the
type (N +1)/N and that the PRF at which each radial has been scanned is known.
The latter information is used to devise the identification algorithm in a way such
that the biasing effect of neighbouring outliers in the calculation of the reference
velocity is minimised. Working on the circular phase space only allows to identify
the outliers and hence their correction needs to be carried on in velocity space, after
removal of the surrounding outliers to prevent biases in the correction factors. The
methodology used to correct the identified outliers in the second stage is similar to
that of the existing post-processing technique based on the local median velocity,
which is shown to be a more robust statistic than the mean velocity for the purpose.
The removal of outliers together with the requirement that at least two surrounding
gates have a valid velocity value may in few cases hamper the correction due to a
lack of valid data in the neighbourhood.
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The performance of the new technique has been quantitatively assessed using
simulated dual-PRF fields and also dual-PRF velocity fields derived from real single-
PRF observations. The analysis has shown that the proposed method is more effec-
tive and efficient in the identification of dual-PRF outliers than the two existing
procedures analysed, denoting a significative improvement when the concentration
of outliers is high. This is of particular importance because clusters of dual-PRF
outliers are likely to be present in highly sheared areas, which are usually regions of
interest when studying severe weather events. On the other hand, all three methods
perform similarly in the correction of the identified outliers but if the removal of
the outliers is applied prior to the correction stage the false alarm rate is reduced.
Under real measurement conditions, the new algorithm has proven to have a supe-
rior overall performance than the two existing techniques, but it has been noticed
that it may sporadically miss outliers and generate false alarms in areas where the
underlying field is highly variable. This is attributed to inaccuracies in the refe-
rence phase estimate and, although being an effect common to the three methods,
it may be enhanced in the new technique by the additional computations involved.
It has also been shown that in the application to real dual-PRF velocity fields, ex-
emplified through three dual-PRF velocity images corresponding to different severe
weather events, the proposed technique satisfactorily corrects the outliers. Finally,
the technique has been applied to a simulated velocity field and to a real dual-PRF
velocity field with extended Nyquist aliasing and it has been verified that the me-
thodology does not generate false alarms and appropriately corrects the outliers in
the boundaries the regions presenting extended aliasing.
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CONCLUSIONS

8
Summary and conclusions
The design and implementation of standardised quality control procedures and tools
is essential for homogenisation and compositing in weather radar networks and for a
rigorous and efficient management of radar base data and products in downstream
hydrological and meteorological applications.
The present thesis project has dealt with the improvement of the operative
quality control of the XRAD, the weather radar network operated by the Meteoro-
logical Service of Catalonia (SMC); a regional network committed to comply with
the quality standards established by the European and global referents. Under this
framework, the main goals have focused on the continuous quality control of the
weather radar system calibration status, recognised as valuable preventive proceed-
ing and as a primary source of dynamic information on data quality, and on the
correction of Doppler velocity data, which was not addressed in the quality control
framework of the XRAD.
The methodologies proposed and developed have been selected and devised to
complement and improve the already implemented ones for the XRAD and the
results derived are generally applicable to any radar network. Furthermore, the
development of the algorithms has been carried on through R (R Core Team, 2016)
and Python (Python, 2001) open source programming languages so that they are
freely and worldwide available for further usage, analysis, debugging and testing.
In the following, the general results and conclusions of the thesis work are su-
mmarised and several specific recommendations are provided for future considera-
tion, organised according to the main and specific objectives laid out in Chapter 2.
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8.1 Main objectives
1. To implement, for the XRAD, methodologies for remote monitoring of the
radar system performance and calibration state:
This task has been tackled in Chapter 4 and Chapter 5 through the adaptation
and implementation of a fully automatic procedure that uses solar interferen-
ces detected in operational radar scans as reference for online monitoring of
the antenna alignment and receiver chain calibration. The adapted algorithm
has also proven useful for the detection and monitoring of interferences from
external emitters of non-solar nature. In addition, the inter-comparison be-
tween antenna alignment assessment methodologies in Chapter 6 has shown
that long-term results from the solar monitoring method can be used to detect
and quantify the antenna pedestal levelling error.
2. To improve the quality of the Doppler velocities estimated by the XRAD
radars:
The main quality issue affecting the radial velocity fields estimated by the
XRAD radars is the presence of dual-PRF outliers. To address this issue, a
post-processing algorithm for identification and correction of the dual-PRF
outliers has been devised. The proposed algorithm, described in Chapter 7,
relies on the spatial continuity of the velocity field and can be employed
independently of post-processing dealiasing algorithms.
3. To provide guidelines for application of the proposed quality control methodo-
logies and resources for the interpretation of their results:
In this regard, the proposed quality control methodologies have been ana-
lysed in detail. In particular, in Chapter 5, the application limits of the Sun-
monitoring method have been formulated in a thorough derivation of the
underlying physical model. In addition, the accuracy of the Sun-monitoring
technique has been investigated for different observation conditions simulated
in a controlled sensitivity analysis. Chapter 6 has been devoted to the compa-
rative assessment of the advantages and limitations of three existing methods
for antenna pointing calibration, including the solar monitoring technique.
The performance of the dual-PRF outlier correction technique has been quan-
titatively tested in Chapter 7, in comparison with other existing correction
techniques in order to demonstrate its improved correction ability while recog-
nising and understanding its limitations.
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(a) To adapt a solar interference detection algorithm for its application
under the scanning settings of the XRAD:
The Sun-monitoring methodology developed by Holleman and Beekhuis
(2004) includes an algorithm that uses the signal continuity at long ranges
and the proximity of the signal to the solar position for identification of so-
lar interferences in operational reflectivity data. However, in the case of radar
scans of mid-range coverage as those of the XRAD, these characteristics alone
are not sufficient for adequate detection of the solar interferences and accurate
estimation of their power.
It has been shown that the detection algorithm can be adapted to mid-range
coverages by exploiting the constant power characteristic of the solar signal.
The algorithm has been modified using the median and median absolute de-
viation robust statistics to estimate the power of the solar interference and
its variability along range. A long-term analysis of solar interferences has re-
vealed that the along-range variability of their power is delimited below 2 dB.
Including this threshold in the adapted algorithm serves to differentiate solar
interferences from signals whose main contribution comes from ground clutter
or precipitation.
The constancy and continuity characteristics also apply to the interferences
from external Radio Local Area Network (RLAN) emitters and, hence, the
adapted detection algorithm, excluding the solar proximity criterion, can be
used to register the location and to discern the origin of persistent RLAN
interferences. In the XRAD, RLAN interference incidence monitoring by
these means provides key information for appealing to the competent radio-
communication authorities that regulate the bandwidth sharing.
Recommendations: (1) To use robust statistical estimators and to in-
clude the constancy criterion when applying the Sun-monitoring algo-
rithm for any coverage range scans, for increased accuracy in the solar
interference detection and characterisation process (see also the results
in Huuskonen et al., 2016). (2) To apply the detection algorithm for all
daily scans (not only to those close to sunrise or sunset) in order to
register persistent RLAN interferences.
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(b) To implement for the XRAD the online Sun-monitoring technique:
The core of the Sun-monitoring technique is the inversion of a theoretical
model which uses as input the power and position of the solar interferen-
ces detected in operational scans. It has been shown how strongly outlying
observations, attributed to non-solar signals that have gone all through the
detection process, can drift the results of the inversion yielding biased va-
lues for the retrieved calibration parameters. A non-iterative procedure for
ad-hoc removal of these outliers has been designed. The application of the so-
lar monitoring method, including the outlier removal procedure, to the solar
interferences detected by the XRAD radars has demonstrated its usefulness
to remotely detect miscalibrations, antenna misalignments and even system
performance anomalies on a daily basis. Two inversion approaches have been
analysed: a three parameter model inversion (3P model), which provides esti-
mates of the antenna pointing biases in azimuth and elevation and of the solar
power at the top of the atmosphere; and a full five parameter model inver-
sion (5P model), which additionally gives estimates of the solar image widths
in azimuth and elevation. The values of these solar image widths stem from
the convolution between the antenna sensitivity pattern and the solar-disk
emission and depend on the scanning motion of the antenna. The analytical
means to estimate the expected solar image widths from system parameters
(antenna beamwidth and scanned radial width) have been explicitly formu-
lated in a complete derivation of the solar interference model. All these results
may be found compiled in Altube et al. (2015a).
Recommendations: (1) To limit the Sun-interference model applica-
tion to radars with antenna beamwidths larger than 0.3° and for which
the ratio between the scanned radial ray and the antenna-Sun convolu-
tion widths is below 1.5. For an accurate analytical computation of the
convolution width using the formula given in Baars (1973) a beamwidth
larger than 0.7° is required. (2) To include the outlier removal method in
the Sun-monitoring procedure for increased robustness in the inversion.
(3) To monitor fit statistics, e.g. the Root Mean Squared Deviation of the
fit residuals (RMSD), on a daily basis in order to detect method failures,
which may often be attributed to anomalies in the radar system perfor-
mance or to changes in the constant parameters such as the antenna gain
and beamwidth.
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(c) To study the accuracy of the Sun-monitoring technique under vary-
ing observation conditions:
The application of the Sun-monitoring technique to the XRAD has shown
that, when the sensitivity of the radar system is close to the peak power of the
solar signal, the 5P model inversion is often ill conditioned for the retrieval of
the solar image widths. The Sun-monitoring methodology has been artificially
reproduced under controlled conditions to investigate how the ill-conditioning
of the problem is constrained by the accuracy, number and distribution of the
solar observations.
The performance analysis has shown that, in a 5P model inversion, the esti-
mation of the solar image widths introduces uncertainty in the estimation of
the solar peak power because the accuracies in the estimates are negatively
correlated. In addition, the non-linearity of the 5P model affects the error
distribution of the estimated parameters, specially that of the solar widths,
and these can no longer be considered normal. The effects of the correlation
and of the non-linearity are enhanced for decreasing number of observations
available for the fit and for a distribution of observations corresponding to
a low sensitivity radar, which detects only solar signals when the antenna is
pointing close to the solar disk centre.
It has also been noticed that, for both the 3P and the 5P inversion approa-
ches, the estimates of the calibration parameters become increasingly unstable
when the number of observations decreases, so that a minimum number of
solar observations are required to achieve the desired accuracy. The minimum
number of observations required depends on the accuracy of the observations
and on the distribution of the latter. For instance, for a low sensitivity radar
system the number of observations required to accurately estimate the solar
image widths may be higher than 120 even when the solar observations have
been accurately characterised in the detection process. This is a difficult num-
ber of observations to achieve by a low sensitivity radar on a daily basis even
when observations from consecutive days are collected. In these cases, appli-
cation of the 3P model may be more appropriate for an improved accuracy in
the antenna pointing bias and receiver chain calibration. Part of these results
have been presented in (Altube et al., 2014) and (Altube et al., 2015b).
157
8. Summary and conclusions
Recommendations: (1) To examine the distribution of the solar ob-
servations collected and to determine, using the solar interference model
weighting functions, if the radar is sensitive enough to detect solar signals
that carry relevant information for the retrieval of the widths. (2) To use
the RMSD of the fit as indicator of the average error of the solar dataset
in order to acknowledge which is the number of observations required to
achieve the desired accuracy or if the number of observations available
ensures such accuracy. (3) To rely on the 3P model inversion if the re-
quirements for the accuracy in the retrieval of the widths are not met.
(4) To automatically quality control the Sun-monitoring method results
using the weighting functions, the average error and/or the number of
observations as indicators.
(d) To compare the solar technique with methodologies for antenna
alignment calibration already implemented for the XRAD:
Prior to the implementation of the Sun-monitoring technique, two other me-
thodologies were already available for antenna alignment assessment in the
XRAD. One of these methods is based on an oﬄine scan of the Sun-disk
and is employed by XRAD technicians in routine maintenance tasks. The
last technique correlates measured ground clutter echoes with echoes simu-
lated using a high-resolution digital elevation model to determine the antenna
pointing bias. The three techniques have been reviewed and compared under
actual operative conditions. Antenna pointing bias estimates gathered in a
dedicated one-month campaign, during which the oﬄine Sun-scanning pro-
cedure was run on a daily basis, have allowed a direct inter-comparison of
the methods, highlighting their advantages and limitations in each case. The
discrepancies detected in this short term comparison have been further in-
vestigated and clarified through the analysis of the bias estimates reported
by the methods in the course of a one-year period. The analysis has revealed
that the estimated pointing biases may vary depending on the antenna or
Sun position at the time of the observation or may be conditioned by the
spatial distribution of the ground echoes, specially if a pedestal levelling error
is present.
In this regard, It has been shown how the Sun-monitoring methodology can
be slightly modified, accounting for the azimuthal antenna position at the
time of observation, in order to simultaneously quantify, preferably with the
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aim of complementary data provided by the oﬄine Sun-scan method, the
pedestal levelling error and the systematic antenna pointing bias. When a
levelling error is present and taken into account in the interpretation of the
reported biases, the results from the three methods adequately agree. This
inter-comparison and the derived results and conclusions are compiled in Al-
tube et al. (2016b) and Altube et al. (2015c).
Recommendations: (1) To consider the antenna/Sun position at the
time of observation when interpreting the pointing biases reported by the
solar methods. (2) To consider the distribution and amount of influen-
tial ground clutter bins to interpret the accuracy of the pointing biases
reported by the ground clutter method. (3) To combine the solar me-
thods in a one-year, long-term analysis devised to quantify the pedestal
levelling error, programming the oﬄine Sun scans in advance in order to
cover southerly azimuthal sections not reachable by the online method.
For instance, given the geolocation of the XRAD, a monthly Sun-scan
at a fixed elevation of 25° gives coverage to azimuths ranging from 80°
to 280°. In addition, monthly Sun-scans at one or two fixed azimuthal
positions are recommended (e.g. 150° and 200° in the case of the XRAD,
covering elevations from 10° to 70°), with the aim of determining the de-
pendence of the pointing bias with the zenithal position of the antenna.
(e) To devise an algorithm that identifies and corrects dual-PRF out-
liers in Doppler velocity data:
Unfolding errors or outliers in dual-PRF velocity data appear as clear dis-
continuities in the velocity field. An image processing methodology has been
devised to correct these dual-PRF outliers and improve the quality of the
Doppler radar velocity data. Similar to other existing techniques, the proposed
technique identifies and corrects the outliers by comparison with a reference
velocity estimated from the field in the immediate vicinity. However, the new
methodology estimates the reference velocity using circular statistics applied
to the phase of the surrounding gates instead of classical statistics applied
to their velocities, making it more robust to the presence of outliers in the
neighbourhood or to extended Nyquist aliasing in the estimated velocity field.
The improved ability of the algorithm to correct clustered outliers and outliers
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in the edges of aliased regions has been quantitatively assessed and ratified, in
comparison to two other existing correction techniques, using simulated dual-
PRF velocity fields and also dual-PRF fields derived from actual single-PRF
fields. Despite the algorithm still sporadically misses outliers close to regions
of missing data or in areas where the underlying wind field is highly variable,
its improved capabilities make it advantageous for a flexible design of the
Doppler velocity quality control flow. A detailed description of the algorithm
and of the results of performance assessment conclusions have been included
in Altube et al. (2016a).
Recommendations: (1) To run the dual-PRF correction algorithm
prior to the application of extended aliasing correction algorithms, which
often may erroneously identify and correct the outlying gates as aliased
gates. (2) To study wether the outlier correction algorithm can help re-
ducing the Signal-Quality-Index filter threshold, so that it allows to make
the most of the velocity estimates in turbulent or highly sheared regions.
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