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The production, destruction and transport of H- in the extraction region of a negative ion 
source are investigated with a 1D(z)-3V Particle-in-Cell electrostatic code. The motion of 
charged particles (e, H+, H2+ and H-) in their self-consistent electric field is coupled with the 
neutral particles [H(n=1) and H2(X1Σg+, v=0,…,14)] dynamics and vibrational kinetics of H2. 
Neutral influxes into the domain are determined by the simulation of the expansion region. 
Surface and volumetric processes involving plasma and neutrals have been included by using 
different Monte Carlo Collision methods. Calculations show the influence of the plasma grid 
bias and of the magnetic filter on the plasma parameter profiles. In particular, a transition 
from classical to complete reverse sheath is observed using a positively biased plasma grid. 
The influence of the magnetic filter is small. The importance of the hot-atom mechanism on 









This work represents the extension of the Part I [1], where the neutral population was 
prepared in the expansion region of the radio frequency inductively coupled plasma (RF-ICP) 
hybrid negative ion source developed at IPP Garching [2]. This source is considered hybrid in 
the sense that surface produced negative ions on the plasma grid PG surface (by positive ions 
and neutrals conversion) are added to the volume produced negative ions in the bulk (by 
electron attachment to vibrational excited molecular states). 
In order to obtain negative ion beams with higher efficiency, it is essential to understand 
the fundamental principles of such sources. Plasma parameters in the region next to the 
plasma grid PG (< 3 cm) are considered influential to the amount of effective extractable H− 
current from an ion source. In this region, gradients due to the plasma sheath (modified by a 
biased PG and by the presence of a magnetic filter) create forces strongly affecting not only 
the free flight but also collisional events involving H- ions produced in the bulk and on the PG 
surface. In fact, experiments and models [3-7] have shown that PG bias and magnetic filter 
play an important role for the enhancement of H- production and extraction (through the 
electron temperature and density and through the plasma potential variations). 
In this region, a non-homogeneous magnetic filter parallel to the PG is present, in order to 
keep the ‘hot’ electrons generated by the RF in the driver region away from the extraction 
region (tandem configuration). The cooling-down of electrons from the expansion region is 
further assisted by magnets in the extraction electrode which are primarily there to deflect and 
suppress the co-extracted electrons. In this source, the extraction current density of negative 
ions is strongly increased by adding evaporated Cs onto the Mo PG surface lowering its work 
function. 
On the basis of these introductory features it is important to have a self-consistent model of 
the extraction region coupling the plasma with the neutral system. 
Many zero-dimensional codes [8,9] have been developed in the last two decades. These 
models take into account the most important production/destruction H- volume processes and 
recently, processes involving Cs have also been included into the bulk [9]. However, in these 
models, neutrals and plasma profiles are averaged and self-consistent transport is completely 
missing. For this reason, different one or two dimensional fluid models [10,11] and pure 
Monte Carlo codes [12-15] have been developed and applied to the analysis of the magnetic 
filter effect. In particular, the latter ones have been used to the analysis of H- transport process 
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in “real space” (calculation of the extraction probability) [12,13] and in “velocity space” 
(understanding of the H- velocity distribution and temperature) [14,15]. 
Only recently, the first Particle-in-Cell models have been appeared [16-21]. Nevertheless, 
they suffer from some incompleteness. Previous PIC models used non-realistic plasma 
parameters and physical quantities (low plasma density and low magnetic field) or they do not 
take into account the coupling with the neutral system or the H- surface production self-
consistently. 
For this reason, the approach we have followed is to solve the kinetic equations for charged 
particles by the Particle-in-Cell (PIC) method [22,23] and for neutral particles by Direct 
Simulation Monte Carlo (DSMC) technique [24]. Differently from the treatment done in the 
expansion region [1], where the plasma subsystem was considered as a fixed background, in 
the extraction region a strong coupling between plasma and neutral is present. Indeed, in this 
region the plasma dynamics strongly drives the physics and due to the magnetic filter effect, 
plasma density and temperature goes down. 
The paper is organized as follows: in section II, we describe the numerical model, 
explaining the plasma and neutral modules including the implementation of bulk and 
boundary phenomena. In sect. III numerical results are presented and physical considerations 
relevant to the role of magnetic filter, PG bias and surface production, are discussed.  
 
 
II. NUMERICAL MODEL 
 
The region simulated (sketch represented in Fig. 1) is one-dimensional representing the 
behavior normal to the PG surface and starting 3 cm upstream from the extraction aperture of 
the PG. Uniformity in transverse x and y directions is considered. The choice of the size of the 
simulation domain is due to different reasons: 
a) a quasi-neutral situation is present at the entrance and therefore no axial gradient effects are 
missing; 
b) the effect of the magnetic filter is included in this region; 
c) due to an electron temperature larger than 3 eV in the bulk of the expansion region, the 
extraction probability of negative ions goes to zero if they are produced at a location greater 
than 3 cm from the PG, as demonstrated by previous models (see Fig. 3 in Ref. [12]). 
 3
Charged and neutral particles dynamics are alternately solved in different modules and 
coupled explicitly. Every module use a different cell size and time step adequate to the plasma 
and gas dynamics respectively. This guarantees an accurate steady-state representation of the 
system. We are not interested in the temporal evolution of the system. 
 
A. Plasma Particle-in-Cell (PIC) Module 
Within the PIC module, only charged particles are moved and the code does not follow the 
dynamic of the neutrals but rather treats the latter as a fixed background with density, 
velocities and H2 vibrational distribution profiles calculated from the steady-state of previous 
iterations of the neutral module (see next paragraph II.B). The complete motion of electrons 
and different ion species (H+, H2+ and H- are simulated) is calculated in the self-consistent 
electric Ez and applied magnetic fields B by solving the equations of motion for the coordinate 
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using the Boris-Buneman version of the leap-frog methodology [23]. The time step is set 
equal to the inverse plasma frequency ωp. A uniform spatial grid (cell size smaller than Debye 
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as typical in a PIC cycle. The direction of the magnetic filter field B is parallel to the PG. Its 
spatial profile is given by the Gaussian behaviour: 
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with zpeak=0.017 m, lz=3x10-4 m (the axial position z is also in meter) and Bpeak=4 mT (see Fig. 
2). Even if the model is one-dimensional in the direction normal to the PG surface, the 
magnetic field (parallel to the surface) effect is included. In fact, it is simulated a region 
surrounding an extraction hole supposing a periodicity in the transverse dimensions x (normal 
to the field lines) and y (along the field lines). When a particle leaves the region in a direction 
x or y, another particle is supposed to come from the opposite direction. This means that each 
virtual particle represents a charge per unit surface. Of course, a more self-consistent 2D 
model is necessary. 
The initial condition for the calculation is an empty computational region. An ambipolar 
particle source is located at the left boundary of the system and it is of finite size, so that 
quasi-neutrality near the source region is maintained by the plasma itself. We call this 
boundary the plasma line (PL) and a Neumann boundary condition for the Poisson equation 
(2) is used: ∂φ/∂z|PL=0. The velocities of injected particles (e, H+ and H2+) are chosen from an 
half Maxwellian distribution function with bulk density n0,p, source strength S0j and source 
temperature T0j taken from experimental measurements [25] (see Table I). No negative ions 
are injected from the expansion region. Due to the high electron temperature all the possible 
negative ions created are supposed to be destroyed by electron detachment. In order to 
reproduce the plasma flow detected by measurements using a Mach probe [25], an axial drift 
component is added to the thermal one: vz,drift=0.3 Mach. If particles cross the PL from right 
to left, a refluxing method is used (particles are re-injected with bulk parameters). 
As shown in Fig. 1, two different axial lines are simulated: line A ending on one hole (open 
boundary condition: ∂φ/∂z|PG=0) and line B ending on the PG surface (fixed potential φPG). 
Volumetric collisional effects are included via different Monte Carlo techniques [26] (see 
Table II for the complete list of collisions). Among the different processes, particular 
emphasis is pointed to those involving production and destruction of negative ions. 
It is generally accepted that negative ions are produced in the volume through the electron 
dissociative attachment eDA (reaction (9) in Table II) of low-energy electrons (1 eV) to the 
vibrationally excited molecules in ground electronic state. Only the contribution of the 2∑u+ 
resonant state of H2- is considered in the cross section [27]. In fact, the eDA cross sections 
increase by five orders of magnitude when the hydrogen molecules are vibrationally excited 
from v=0 to v=5, and stay constant at higher v. Moreover, the eDA cross sections peak at 
threshold and the threshold energy goes down when v goes up. This reaction is exoergic for 
v>9, which corresponds to an internal energy beyond 3.994 eV, the difference between the 
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potential energy of the nuclei at equilibrium internuclear separation (Ediss=4.748 eV) and the 
electron affinity of H (EA=0.754 eV). For a given incident electron energy Ee, the 
conservation of total energy provides the energy of the negative ion formed, namely: 
 
 EH − = 12 Ee − 3.994 + EH 2(v)( ) (4) 
 
where EH2(v) is the internal energy of the vibrational level v. More energetic ions are formed 
when the attachment process is exoergic, and even the most energetic H- ions cannot have 
energies greater than 0.5 eV, as showed in Ref. [30]. When created, H- ions are launched 
isotropically. Negative ion production via the Rydberg states [31] is neglected. It is difficult 
to examine the incertitude of this assumption because the conclusions on the importance of 
Rydberg states in affecting the negative ion kinetics by Hiskes [32] and by Hassouni et al. 
[33] are strongly different (see paragraph VI in Ref. [34]). 
Concerning the destruction processes, three volume reactions are considered important: 
electron detachment in collisions with electrons [29] (reaction (15) in Table II), mutual 
neutralization in collision with positive ions [29] (reaction (16) in Table II) and associative 
detachment in collisions with atoms [29] (reaction (18) in Table II). Due to the decreased 
plasma density by the magnetic filter and the high value of the cross section without a 
presence of a threshold, the last one is particularly important. 
Finally, particularly important are also non-destructive collision reactions as elastic collisions 
with H+ [29] and charge exchange collisions with H [29] by changing the transport and 
reducing the kinetic energy of the extracted H-. 
When a charged particle hits the PG wall (only in line B case) different processes are 
possible. Among them, the most important concerning caesiated surface is the formation of 
negative ions by positive ions [35]. As proofed in [36] [see Figs. 7 and 10 there], the yields 
Y(Ein) of H- ions produced in backscattering of H+ and H2+ ions in the energy range Ein=2-20 
eV, is the same for both ions, indicating that all molecular ions are dissociated before 
colliding with the converter surface. 
The numerical implementation of this process is accomplished expressing the H- yield as a 
function of positive ion incident energy Ein by the following formula [36]: 
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⎠ ⎟ ,      Ein ≥ Eth / RE  (5) 
 
which reflects the two-steps idealization of the mechanism: the backscattering as neutral atom 
and the electron transfer. The yield is completely characterized by the two parameters, RNη0 
and Eth/RE, where RN and RE are the particle and energy reflection coefficients, respectively, 
while η0 is the height and Eth is the threshold energy for the electron transfer probability, 
approximated as an Heaviside function (see Figs. 3,4 in Ref. [37]). Fitting formula depending 
on the incident energy Ein are used for reflection coefficients (see Ref. [38]). The H- surface 
ions are launched from the surface with energy REEin and with a cosine distribution angle 
emission. This value is very important in overcoming the natural potential barrier forming in 
front of PG surface. All the parameters used for a Caesiated Mo surface are summarized in 
Table III. 
 
B. Neutral Direct Simulation Monte Carlo (DSMC) Module 
Every 1000 PIC cycles, when a quasi-steady state plasma condition is reached (in order to 
allow the ion system to relax), the neutral module is called. The method reported in the Part I 
[1] is used, that is neutral particles are tracked in a plasma background from the previous 
steady state PIC module call. Only the ground electronic state of atomic hydrogen H(n=1s) is 
considered H(n=1s), while for the molecules, the fifteen vibrational levels of the fundamental 
electronic state of H2 (X1∑g+, v=0,…,14) are taken into account. Neutral pseudo-particles are 
launched at the entrance with a half maxwellian velocity distribution (neutral density, H/H2 
density ratio, translational temperature and molecular vibrational distributions are taken from 
Part I [1] and listed in Table I). Different weights (two order of magnitude larger than used for 
charged particles in the PIC module), cell sizes (of the order of neutral mean free path) and 
time steps are used in the neutral module. All the collisions considered are those reported in 
Table II of Part I [1]. The volumetric effect of the Cs is neglected due to the low value of the 
density (two orders of magnitude less than plasma density as measured in Ref. [39]). In fact, 
in this source, Cs is supposed to influence only surface processes by reducing the surface 
work function. 
Neutrals are also launched from the surface as a consequence of positive ions 
neutralization (half-maxwellian according to the averaged positive ion particle fluxes 
calculated during the PIC module) with molecular vibrational distributions depending on the 
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averaged ion energy fluxes to the wall. Moreover, a wide spectrum of vibrationally excited 
molecules can be formed in the recombinative desorption process of atomic hydrogen on 
some metal surfaces by Eley–Rideal and hot-atom reactions [40]. 
The most important mechanism added to the neutral module used in the expansion region 
is the direct negative ion production from the caesiated PG surface by neutral impact. This 
mechanism is very important due to the fact that the magnetic filter, preventing the extraction 
of electrons from the plasma, decreases also the H+/H2+ flux on the plasma grid but does not 
change the H/H2 flux. Consequently, the negative ion surface production originates mainly 
from atoms and molecules. Two types of negative ion emission are considered: 
thermodynamic and non-thermodynamic equilibrium surface ionization [41]. In the first case, 
atoms impinging on a metal surface may be emitted as atoms or ions in a subsequent 
evaporation processes after mean residence times long enough for the establishment of 
equilibrium. In this case, the probability of leaving the surface as a negative ion depends on 
the difference between the electron affinity EA and the work function of the surface Φ and is 
given by the Langmuir-Saha relation [42]: 
 






where g0 ang g- are the degeneracy of atom and negative ion respectively and TH is the atom 
temperature. 
The second mechanism, called also hot-atom process as in the positive ions conversion case, 
is the result of the interaction of a fast neutral with the surface and the equation for the 
negative surface ionization of hydrogen ions H+/H2+ [eq. (5)] is used with different values of 
parameters RNη0 and Eth/RE (see Table III). In fact, as pointed out in the last paragraph, the 
ions are neutralized approaching the surface and the mechanism becomes identical for ions 
and neutrals. 
When the neutral subsystem reaches a steady state, the plasma module is called again with 
the latest neutral results. This iteration is repeated until convergence of the overall system. 
 
 
III. RESULTS AND DISCUSSIONS 
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 In all the different cases studied, 1011 real charged particles are represented by one 
superparticle. The maximum number of superparticles used varies between 105 and 106. Fig. 
3(a) shows the time evolution of the different number of charged macroparticles (electrons, 
positive ions H+ and H2+, negative ions H-) in the entire simulation domain for the case 
Bpeak=4 mT and ΦPG=0 V. For the quasi-steady state to be reached, it takes about some ion 
transit times (~10 μs) (longer for the case of a strong magnetic filter). As it can be seen the 
last to reach a steady state value are negative ions. Fig. 3(b) shows the time evolution up to 
0.5 ms of the number of neutral macroparticles (each macroparticle represents 1013 real atoms 
H or molecules H2). It is evident that even if the number of atoms injected is larger than 
molecules (results coming from the expansion region simulation [1]), at the steady state, the 
ratio of atoms to molecules reaches a value of about 0.3, in very good agreement with the 
experimental value measured 4 cm from the PG [39], which is 0.2. This decrease is due to the 
fact that the dissociation rate drops down in the extraction region (due to the electron 
temperature decreasing), while the wall recombination rate remains high. 
 
A. Axial profiles towards PG surface and extraction hole 
Fig. 4 shows the plasma potential 3 cm from PG for the two different lines considered, 
extraction hole (broken line A) and PG surface biased at φPG=0 V (full line B) using a 
magnetic filter strength Bpeak=4 mT. Typically, the plasma potential reaches a flat value, the 
bulk value (~15 V) within 1 cm from PG in agreement with experimental results [25]. In the 
case of the extraction hole, the potential remains almost constant. In fact, due to the absence 
of plasma-wall interaction, the quasi-neutrality is kept all along the entire axial domain. 
Figs. 5 show the axial profiles of the corresponding charged particles density for the two 
different cases. The known phenomenology of plasma-wall transition region is retrieved: the 
plasma is neutral at the bulk, while a classical space charged region (the electron-repelling 
sheath) develops in contact to the grid. The most important visible effect comparing the two 
cases is the contribution of surface processes to the negative ion production (green lines). The 
negative ion density near the wall increases by one order of magnitude in the case of the PG 
line, in agreement with recent experimental measurements [43]. For this reason the plasma 
density near the grid increases also, reducing the insulating properties of the sheath and the 
sheath size as well. However, it has to be pointed out that a complete model including radial 
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transport between lines A and B requires a complete 2D model that will represent the next 
step. 
In this source it is crucial to understand the role of atomic H. A high power source is very 
efficient to dissociate molecules and create hot atoms. They are the most important source of 
H- by means of the hot-atom mechanism on the surface ionization, as already pointed out in 
paragraph II.B. Fig. 6 shows the H- density axial profiles coming from the different 
contributions (bulk production, surface production by ions and surface production by 
neutrals). As it is evident, 0.5 cm from the wall, the negative ions are produced mostly by the 
hot-atom mechanism reaching a maximum value of 4x1017 m-3 on the PG surface. The 
contribution from bulk electron attachment is relatively small there (due to the electron 
density drop) and it has some relevance into the bulk reaching a maximum value of 3x1016 m-
3. Almost insignificant is the role of ionic surface conversion due to the drop of positive ion 
density close to the PG. However, neutrals represent also the most important destruction 
mechanism of H- through the associative detachment, as is evident from Fig. 7, where we 
have calculated the reaction rate of the different processes involving the production and 
destruction of negative ions. 
 
B. Magnetic filter effect 
In this section, we discuss the role of the magnetic filter, comparing three different 
simulations performed for maximum filter strengths Bpeak of 0 mT, 4 mT and 8 mT, using the 
same analytical expression [eq. (3)] in all the cases. 
It is well known experimentally [6,7] that the magnetic filter reduces the temperature and 
density of electrons in the extraction region compared to the value reached in the expansion 
chamber. In fact, the electron diffusion coefficient across the magnetic field is given by: 
 
 D⊥ = D||
1+ ωce / ν( )2[ ] (7) 
 
where D||=kBTe/mv, ωce and v are the diffusion coefficient in the absence of magnetic field, 
cyclotron frequency, and total collision frequency, respectively. In cold dense plasmas 
(ne>1017 m-3) and low gas pressures (p<5 mtorr), which are typical for the expansion region, 
Coulomb collisions dominate the total electron elastic collisions (v∝Te-3/2). Moreover, if the 
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magnetic field is strong enough and the conditions ωce>>v and rce<<Lz (rce is the electron 
Larmor radius and Lz is the transverse dimension of the filter field region) are satisfied, then 
electrons are magnetized. Once the electrons are magnetized, the electron diffusion 
coefficient across the magnetic field becomes D⊥≈rce2v∝Te-1/2. As a result, hot electrons have 
a low diffusion coefficient compared with the cold electrons and therefore the electron density 
and temperature Te decreases through the filter region. This is confirmed in Fig. 8, where the 
axial behaviour of electron temperature with and without the magnetic filter is plotted. Most 
of the temperature drop takes place in region located beyond the magnetic field peak position 
(z=-0.013 m), while in the absence of magnetic filter, the electron temperature remains almost 
constant all along the entire extraction region dropping just very close to the PG surface. 
In Fig. 9 we have compared the electron and negative ion H- density profiles with and without 
magnetic filter. The electron density decreases with magnetic filter, due to the fact that the 
fraction of electrons able to transverse the filter falls off with increasing field strength as 
discussed before. On the other hand, the negative ion density profile remains almost 
unchanged. In fact, although the reaction rate for the dissociative attachment which produces 
bulk H- increases with the decrease of the electron temperature, the production rate decreases 
also with the decrease of electron density. Concerning the surface production by positive ions, 
it is beneficial to have a larger plasma density near the plasma grid. Therefore, the unchanged 
H- density profile in Fig. 9 confirms once again that the H- production is dominated by surface 
neutral conversion (and in particular the hot-atom process), which is not influenced by the 
magnetic filter. In general, the magnetic filter does not enhance the negative ion density itself, 
but increases the negative ion to electron density ratio in the extraction region, helping in this 
way the suppression of the electron current extracted. 
 
C. Plasma grid bias effect 
The extracted negative ion current and electron current appeared to be sensitive to the bias 
potential applied to the PG surface [2,25,44-46]. It is observed that there is an optimal bias 
voltage for a particular source and this optimal bias potential is close to the plasma potential 
of that source. When the bias voltage (positive polarity) of the PG is increased up to the 
plasma potential, negative ion current increases, while the electron current and the electron 
density decreases. But above that optimal bias voltage, both the currents and density decrease 
with different rate [46]. In fact, with proper biasing a complete suppression of the co-
extracted electron current is possible [44] without much reduction in the negative ion currents. 
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To explain these observations, different interpretations have been done: 
a) an E×B drift effect on negative charged particles, where the electric field E is due to 
positive grid bias, while the magnetic field B is the parallel to the surface filter; 
b) M. Bacal et al. [4] suggested that due to the positive bias the plasma grid depletes the 
electron population near by and to compensate that depletion of electrons and to maintain the 
charge neutrality, negative ions from the volume plasma try to come there and increase the 
negative ion density; 
c) with no bias, the plasma potential in the bulk is positive relative to PG and the negative 
ions as well as the electrons are electrostatically trapped, i.e. the plasma is a potential well for 
them. In order to “climb out” this barrier (∼kBTe if there were only electrons and positive ions) 
they should have enough energy, unless PG is biased at a potential close to the plasma 
potential. In fact, photodetachment measurements [47] effected near the PG of the source 
Camambert III showed that the H- gain a directed velocity towards the grid varying from 0.5 
cs (very close to thermal velocity) at ΦPG=0 V up to 0.95 cs at ΦPG=4 V (the plasma potential 
in that experiment is lying between 2 to 3 V). 
It is important to point out that all the previous interpretations refer to the volume production 
negative ions. In a hybrid source, the reverse sheath helps not only the bulk-produced 
negative ions extraction, but it push also back in the direction of the extraction hole, the 
negative ions produced on the surface and moving otherwise into the bulk, that is in the 
direction opposite to the extraction grid. 
In fact, as shown in Fig. 10, where the electric potential profiles using different bias voltage 
ΦPG (0V, +10 V, +20 V and +36 V) are shown, a transition from a classical sheath drop to a 
complete reversed sheath is visible using a positive bias. The potential profile acquires the 
characteristic curve already observed experimentally [25] and in agreement with the 
hypothesis of the formation of a double layer in the region close to the PG, where the H− ions 
are formed due to surface production process. The positive bias potential on the plasma grid 
can be considered as an extraction field for H- ions. Furthermore, the plasma potential in the 
bulk is slightly affected by the PG bias due to the effect of the limited size of the simulation 
domain (3 cm from PG). In fact, in the presence of a magnetic filter, the plasma potential in 
the bulk remains almost unchanged by the PG bias as shown experimentally in Ref. [25]. 
Fig. 11 shows the e/H- density axial profiles in two cases: 0 V and +36 V PG biased. For 
positively biased grid, electron density is reduced drastically and the depletion is extended 1.5 
cm inside the plasma from the PG. Differently to what claimed by hypothesis b), even the H- 
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ion density is reduced. However, the ratio H-/e increases in the case of positively biased PG. 
This results excludes the second hypothesis b) as the reasons why the negative ion current 
increases with positively biased PG. In this case, the negative ion current enhancement is 
simply due to the transition of the negative ion type flow, from thermal flow in the case of no 
bias to directed flow in the case of positively PG bias. This is confirmed comparing the H- 
axial temperature profile with and without bias reported in Fig. 12. It is calculated as the mean 
square-spread in the velocity component vz [48]: 
 
  Tz = M3kB
vz
2 − vz 2( )  (8) 
 




N∑ .  The 
effect of the bias is to reduce the H- temperature, creating an H- beam toward the PG surface. 
Furthermore, the reduction of the temperature of the negative ions is an important parameter 
of the negative ion source, since it affects the beam optics and determines the lower limit of 
the negative ion beam emittance. 
 
 
IV. CONCLUSIONS AND OUTLOOK 
 
We have studied the negative ion formation and transport in the acceleration region a 
radio-frequency inductively coupled discharge. We used a fully self-consistent 1D(z)-3V 
simulation code, coupling plasma dynamics via PIC technique and gas phase dynamics and 
vibrational kinetics under DSMC technique. The bulk kinetic, plasma-surface and gas-surface 
processes are included. 
We have analyzed the influence of the PG bias voltage and magnetic filter simulating two 
different cases: the PG bias and the open boundary extraction hole. A complete reversed 
sheath is recovered for a positively biased which helps the extraction of negative ions, while 
an irrelevant role is found for the magnetic filter. The primary role of neutrals in the surface 
production through the hot-atom mechanism is underlined. 
Future studies should include a second spatial transverse dimension. In fact, in order to 
have a realistic model of the extracted electron and H- ion current, a complete transport 
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picture is needed in order to consider self-consistently the electron losses along the field lines 
of the filter magnetic field. Furthermore, this will allow understanding the role of the E×B 
drift which causes a transverse non-uniformity through out the extraction area impacting on 
the beam optics and divergence. The acceleration region will be simulated using as input data 
the results of the extraction region model.  
Additional negative ion production channels (Rydberg states) have to be included as well. 
Finally, in order to include the temporal behavior due to the radio frequency character of the 
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Table I. Input data used for the simulation of the extraction region. 
Injected plasma density n0,p (m-3) 3x1017 
Plasma source strenght particle ratio: S0,e/S0,H+/S0,H2+ 1/0.6/0.4 
Plasma source temperatures (eV) T0,e/T0,H+/T0,H2+ 3/0.7/0.7 
Axial drift velocity (Mach) vz,drift 0.3 
Injected gas density n0,n (m-3) 4x1019 
Gas source strenght particle ratio: S0,H/S0,H2 1/0.7 
Gas source temperatures (K) T0,H/T0,H2 700 
Injected H2(v) vibrational distribution see Fig. 4 from [1] 
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Table II. List of the most significant volume processes included in the model. 
Reaction Process Ref.
1) electron atom elastic collision e + H → e + H [27] 
2) electron atom ionization e + H → 2e + H+ [27] 
3) electron vibrational excitation eV e + H2(v) ↔ e + H2(w) [27] 
4) electron vibrational excitation EV (via: B1Σu+, C1Πu) e + H2(v) → e + H2(w) + hν [27] 
5) electron excitation eE  
    (via: B1Σu+, C1Πu, D’1Πu+, B’1Σu+, D1Πu+, BUΣ, a3Σg+) 
e + H2(v) → e + H2* [27] 
6) electron molecular ionization: eI e + H2(v) → 2e + H2+ [27] 
7) electron dissociation eD 
    (via: B1Σu+, C1Πu, D’1Πu+, B’1Σu+, D1Πu+, BU Σ, e3Σg+, c3Πu, b3Σu) 
e + H2(v) → H + H [27] 
8) electron dissociative ionization: eDI (via: X2Σg+, 2Σu) e + H2(v) → 2e + H + H+ [27] 
9) electron dissociative attachment: eDA e + H2(v) → H + H- [27] 
10) Coulomb collisions: 
e+e; H++H+; H2++H2+ e+H+; 
e+H2+; H++H2+ 
[26] 
11) proton charge exchange: pCX H+ + H → H + H+ [28] 
12) proton vibrational excitation: pV H+ + H2(v) → H+ + H2(w) [28] 
13) proton conversion: pC H+ + H2(v) → H2+ + H [28] 
14) proton dissociation: pVdiss H+ + H2(v) → H+ + H + H [28] 
15) electron detachment: e + H- → 2e + H [29] 
16) mutual neutralization with H+: H- + H+ → 2H [29] 
17) associative detachment with H+: H- + H+ → H2+ + e [29] 
18) associative detachment with H: H- + H → H2 + e [29] 
19) non-associative detachment with H: H- + H → 2H + e [29] 
20) electron detachment with H2: H- + H2 → H2 + e [29] 
21) elastic collision with H+: H- + H+ → H- + H+ [29] 
22) charge exchange with H: H- + H → H + H- [29] 
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Neutrals (H, H2) 
per nucleus 
Reflection coefficients RN,RE numerical fit f(Ein) numerical fit f(Ein) 
RNη0 [eq. (5)] 0.30 0.42 
Eth/RE [eq. (5)] 2.0 eV 1.05 eV 
φ [eq. (6)] / 1.5 eV 






Fig. 1 (Color online). Schematic diagram of the simulation model showing the two different 
axial lines considered. 
Fig. 2 Axial profile of the magnetic filter field used in the simulation [eq. (3)]. 
Figs. 3 (Color online). Time evolution of (a) charged and (b) neutral macroparticle number 
into the entire domain of simulation for the case Bpeak=4 mT and ΦPG=0 V. 
Fig. 4 Axial profiles of the plasma potential for the two different line considered: extraction 
hole (dashed line) and PG surface (full line) for the case Bpeak=4 mT and ΦPG=0 V. 
Figs. 5 (Color online). Axial profiles of the plasma density for the two different line 
considered: (a) extraction hole and (b) PG surface for the case Bpeak=4 mT and 
ΦPG=0 V. 
Fig. 6 (Color online). Axial profiles of the different contribution to the negative ion density 
in line B for the case Bpeak=4 mT and ΦPG=0 V. 
Fig. 7 (Color online). Axial profile of elementary reaction rate of the most important 
processes involving the production and destruction of negative ions for the case 
Bpeak=4 mT and ΦPG=0 V. 
Fig. 8 Axial profile of electron temperature for line B without magnetic filter (dashed line) 
and using a magnetic filter with Bpeak=4 mT (full line). In both the cases ΦPG=0 V. 
Fig. 9 (Color online). Axial profile of electron and H- density for line B without magnetic 
filter (dashed line) and using a magnetic filter with Bpeak=4 mT (full line). In both the 
cases ΦPG=0 V. 
Fig. 10 (Color online). Axial profiles of plasma potential for line B using four different PG 
bias ΦPG: 0 V, 10 V, 20 V and 36 V. In all the cases Bpeak=4 mT. 
Fig. 11 (Color online). Axial profiles of electron and H- density for line B using two 
different PG bias: 0 V (dashed line) and 36 V (full line). In both the cases Bpeak=4 
mT. 
Fig. 12 Axial profiles of H- temperature for line B using two different PG bias: 0 V (dashed 
line) and 36 V (full line). In both the cases Bpeak=4 mT. 
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