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Abstract—Recently, there has been a growing interest in
monitoring brain activity for individual recognition system. So
far these works are mainly focussing on single channel data or
fragment data collected by some advanced brain monitoring
modalities. In this study we propose new individual recogni-
tion schemes based on spatio-temporal resting state Electroen-
cephalography (EEG) data. Besides, instead of using features
derived from artificially-designed procedures, modified deep
learning architectures which aim to automatically extract an
individual’s unique features are developed to conduct classi-
fication. Our designed deep learning frameworks are proved
of a small but consistent advantage of replacing the softmax
layer with Random Forest. Additionally, a voting layer is added
at the top of designed neural networks in order to tackle the
classification problem arisen from EEG streams. Lastly, various
experiments are implemented to evaluate the performance of
the designed deep learning architectures; Results indicate that
the proposed EEG-based individual recognition scheme yields a
high degree of classification accuracy: 81.6% for characteristics
in high risk (CHR) individuals, 96.7% for clinically stable first
episode patients with schizophrenia (FES) and 99.2% for healthy
controls (HC).
Index Terms—Individual Recognition, Schizophrenia, Deep
Learning, Random Forest, Voting, Resting State, EEG Streams.
I. INTRODUCTION
SCHIZOPHRENIA today is a chronic, frequently disablingmental disorder that affects about one per cent of the
worlds population [1]; And it is widely perceived as one of the
most severest mental disorder compromising multi-aspect of
everyday quality of life [2]. This predicament often continues
in spite of pharmacological treatment of psychotic symptoms
[3]. Accordingly, increasing attention is paid to the studies on
individual recognition in schizophrenia (IRS) with the aim of
surveillance, early detection or pre-diagnosis.
An typical IRS scheme consists of two phases: off-line train-
ing and online recognition [4, 5]. During the off-line training
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phase, knowledgeable and unique individual characteristics are
measured and recorded by some advanced brain monitoring
modalities which includes EEG, electrical impedance tomog-
raphy (EIT), Magnetoencephalography (MEG), Quantitative
susceptibility mapping (MAP), electroneurogram (ENG), etc.
These modalities promise to piece together different factors
of the brain and provide new insights to help detect and treat
diseases; So they are particularly appropriate for a disease as
schizophrenia which impacts many aspects of the brain [6].
In this context, however, we use EEG as brain monitoring
modality for the following considerations:
1) EEG provides a high spatio-temporal resolution data, a
vivid reflection of dynamics of the brain [7].
2) EEG is the most inexpensive method of neuroimaging
which plays a fundamental role for implementing deep
learning methods [8].
3) The EEG of a normal and healthy brain will differ from
a brain with disease or functioning abnormally or in
different healthy condition [9].
4) EEG shows small intra-personal differentiation and large
inter-personal differentiation [10].
5) A number of brain diseases are feasible to diagnose, study
and analyze by the EEG; The diseases includes Headache,
Parkinson’s disease, Schizophrenia, Attention Deficit Hy-
peractivity Disorder, etc. See monographs [6, 8] for the
more detailed summary.
Note that preprocessing for these raw data is also ac-
complished in this phase. The ”brain fingerprinting” is then
constructed for every kind of candidate. During the online
recognition phase, various methods utilizing the recorded data
and their extracted features can be applied to classify the
candidates when the online individual characteristics were
collected and refined.
A. Related Works and Motivations
EEG-based biometrics offer an exciting new form of human
computer interface where a device can be controlled and
provide available data for individual recognition analysis.
Related works on EEG-based individual recognition analysis
are summarized briefly as follows.
So far, manually-designed experimental protocols and EEG
features that have been commonly utilized for the devising of
EEG biometric systems aimed to recognize characteristics of
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2spatially limited sets of brain regions. Nakayama and Abe dis-
cuss the feasibility of using single-channel EEG waveforms for
single-trial classification of viewed characters [11]. Berthomier
and coauthors present an automatic analysis of single-channel
frequency EEG measurements for validation in healthy indi-
viduals [12]. The monograph gives a comprehensive study of
classification of EEG signals using single channel independent
component analysis, power spectrum, and linear discriminant
analysis [13]. To take advantage of spatial information pro-
vided by multi-channel EEG and obtain higher classification
accuracy, Krajca et.al. achieve an automatic identification of
significant graphoelements in multi-channel EEG recordings
by adaptive segmentation and fuzzy clustering [14]. Prasad and
coauthors realize a single-trial eeg classification using logistic
regression based on ensemble synchronization; These works
could classify each single trial of EEG as belonging to a patient
with schizophrenia or a healthy control subject with 73%
accuracy [15]. However, these works are based on features
extracted from single channel or multi-channel EEG fragment
and fail to obtain the accurate and robust classification result,
thus are unfeasible for practices. Fortuately, recently advanced
big data analysis based on streaming data [16–18] could
provide new means and ideas for the planning and design of
classification scheme.
In this paper we conduct the IRS task based on resting
state EEG. There are two reasons for that. First, evidence
suggests that electrical activities resting state organizes and co-
ordinates neuronal functions [19]. Second, certain tasks cannot
be performed by certain group of people, e.g., schizophrenia,
Attention Deficit Disorder, or hyperactivity disorder [20].
The difficulty encountered in resting state EEG based IRS
scheme is that resting state EEG [21] streams lack task-related
feature, thus leading to a hard task to obtain the best and
unique feature for an individual. Accordingly, there has been
emerging a great need for the capability to extract features au-
tomatically. Kottaimalai and coauthors put forward EEG signal
classification using Principal Component Analysis with Neural
Network in Brain Computer Interface applications [22]. Li and
Fan suggest a classification method to separate Schizophrenia
and depression by EEG with artificial neural networks (ANN)
[23]. Ruffini et al. present EEG-driven classification for Prog-
nosis of Neurodegeneration in At-Risk Patients by recurrent
neural networks (RNN) [24]. ANN-based and RNN-based
neural network structures require the non-vectorial inputs such
as matrices to be converted into vectors which has been
proved of problematic [25, 26]. The vectorization of EEG
streams would lose spatio-temporal information and give a
very large solution space that demands very special treatments
to the network parameters and high computational cost. As
novel alternatives, convolution neural network (CNN) can
help improve a learning system with three advantagessparse
interactions, parameter sharing and equivariant representations
[27]. Recently, Ma et al. conduct resting state EEG-based
biometrics for individual identification using convolutional
neural networks [28]; And their results indicate that the CNN-
based joint-optimized EEG-based biometric system yields a
high degree of accuracy of identification (88%) which still
can not reach the practical requirement. In summary, to
obtain a higher classification accuracy, combining CNN-based
network structure with spatiotemporal EEG analysis will be
indispensable.
B. Our Contributions
Based on considerations above, we propose a new IRS
scheme using advanced deep learning methods, aiming at
automatically extracting features and performing classification.
Our main contributions are summarized as follows.
1) Instead of utilizing short term EEG data which were
found insufficient to provide required information for IRS
analysis, we employ streaming EEG data collected by
multi-channel scalp electrodes.
2) Three kinds of advanced deep learning methods were
developed for IRS analysis.
3) The softmax classifier which was widely used in clas-
sical deep learning methods is replaced by RF with aim
of improving classification accuracy.
4) To tackle the classification problem with EEG data
streams, a voting layer is developed at the top of the
employed neural networks.
5) Various experiments are conducted to investigate the
effectiveness and robustness of proposed IRS scheme.
The remainder of this paper is structured as follows. Section
II firstly introduces the procedure of collection, preprocessing
and mathematical representation for EED data streams; The
proposed IRS scheme based on advanced deep learning meth-
ods is then developed in the second part of Section II. In
Section III, numerical case studies are provided to evaluate
the performance of the proposed IRS scheme. Conclusion and
acknowledgement of this research is given in Section IV and
Section V, respectively.
II. MATERIALS AND METHODS
A. EEG Data Collection
The present work aimed to study IRS issue by assessing
three types of subjects: characteristics in high risk (CHR) indi-
viduals, clinically stable first episode patients with schizophre-
nia (FES) and healthy controls (HC). 120 subjects (40 CHRs,
40 FESs and 40 HCs) were included; And all subjects to be
investigated in this context were recruited from outpatients
at Shanghai Mental Health Center. All subjects were free
of mental retardation, neurological diseases, substance abuse
or alcohol and any physical illness that may influence their
cognitive function. The study protocol was approved by the
Institutional Review Board of Shanghai Mental Health Center,
and informed consents were obtained from all the subjects.
The experimental data were provided by Department of
EEG Source Imaging in Shanghai Mental Health Center. So
the data collection process is same with their previous work
[29]. Participants were seated 1 m from the screen in a sound
attenuated and electrically shielded chamber with dim illumi-
nation. EEGs were recorded from 64-channel scalp electrodes
mounted in an elastic cap (BrainCap, Brain Products, Inc.,
Bavaria, Germany) including two pairs of vertical and horizon-
tal electrooculography (EOG) electrodes. The electrode-scalp
3impedance was kept below 5 k for each electrode. Our analysis
was performed on eye-open resting conditions, each single
recording lasting over 300 seconds in time. Data recording
was referenced to the tip of nose and sampled at K = 1000
Hz.
B. EEG Data Preprocessing and Mathematical Representa-
tion
The brain vision analyzer (1.05, Brain Products, Inc.) was
utilized for EEG preprocessing [30]. Artifacts caused by ver-
tical and horizontal eyes movements and blinks were removed
off-line by an ocular correction algorithm [31]. All the artifact-
reduced EEG data were referenced using the common average
reference, band-pass filtered into 0.01C50 Hz using a zero
phase-shift IIR filter (24 dB/Oct). See Fig. 1 and Fig. 2
for an illustration. After that, the broadband EEG signals
containing artifacts were excluded using EEGLAB [31]. After
the preprocessing, in addition to preserve the complete signals,
the EEG signals were also band-pass filtered into four classic
frequency bands, i.e., delta (0.5− 4) Hz, theta (4− 8) Hz,
alpha (8− 13) Hz, beta (13− 30) Hz and gamma (30− 50)
Hz bands, respectively, using least-squares FIR filters [32].
Fig. 1: Raw eeg data.
Fig. 2: Filtered eeg data.
In order to facilitate subsequent analysis, the mathematical
representation of filtered EEG streams are described in the
following. Let m and T denote the number of the available
channel number of scalp electrodes and sampling time, respec-
tively. To ensure the same length of collected EEG data in the
following analysis, we have T = 300s for all subjects. The
total length of EEG data collected at every scalp electrode is
N = K ∗T = 300, 000. For ith type subject, a sliding window
based data allocation scheme for the large EEG data matrix
X(i) ∈ Rm×N is presented as follows. Let q be the sliding
window size and r = K/q, then a sequence of matrixX(i)11 ,X(i)12 , · · · ,X(i)1r︸ ︷︷ ︸
1st sampling
, · · · ,X(i)T1,X(i)T2, · · · ,X(i)Tr︸ ︷︷ ︸
Tth sampling
 (1)
is obtained to represent the collected EEG data streams. As
shown in Fig. 3, these fragments X(i)jk are considered as raw
Brain fingerprinting of all subjects.
C. Proposed IRS Scheme based on Advanced Deep Learning
Methods
1) Classical Deep Learning Structures: As introduced in
the Section I-A, we have introduced previous biometrics that
embrace classical deep learning methods, such as ANN, RNN,
CNN and their modified versions. Here, some technical details
are discussed in order to get better understanding on how to
apply them. Input, a kind of network and softmax classifier
contribute to the basic elements of a deep learning structure
(See Fig. 4). The implementation of classical deep learning
methods for IRS problem is discussed in the following.
As introduced in the Section II-B, the collected EEG
streams recorded for off-line analysis are represented by data
fragments X(i)jk , where i = 1, 2, 3, j = 1, 2, · · · ,m, j =
1, 2, · · · , N . These fragments were utilized to train the neural
networks (ANN, CNN and RNN) after local normalization
scheme represented by
X
(i)
jk=X
(i)
jk /max
(
X
(i)
jk
)
(2)
For IRS classification problems based on deep learning
methods, it is standard to use softmax classifier at the top.
Let the subjects be a finite space {p1, p2, p3} with a finite
observation space
{
X
(1)
11 ,X
(1)
12 , · · ·X(3)mN ,
}
. Let Pr
(
X
(i)
jk |pi
)
be the learned model of the conditional probability of seeing
observation data X(i)jk with people pi. Let b and W be the
activation of the penultimate layer nodes and the weight con-
necting the penultimate layer to a classifier layer, respectively.
The total input into the classifier layer, denoted by a, is
al =
∑
h
whlbh. (3)
Given the softmax classifier, we have
Pr
(
X
(i)
jk |pi
)
=
exp (ah)∑
s exp (as)
(4)
The predicted class i for the single fragment X(i)jk would be
pˆi = argmax
i
Pr
(
X
(i)
jk |pi
)
= argmax
i
ai (5)
4(a) FES subject (b) CHR subject (c) HC subject
Fig. 3: Examples of raw brain fingerprinting of three kinds of subjects (fragment size are: p = 64 and q = 100).
Fig. 4: The basic deep learning structure.
2) Deep Learning Methods using RF Classifier: Most deep
learning methods for classification utilizing convolutional and
full-connected layers have used softmax classifier to learn
the small size parameters. There are exceptions, significantly
in works [33, 34], supervised embedding with nonlinear NCA
[35], semi-supervised deep embedding [36] and deep learning
using linear support vector machines [37]. In this paper, we
replace the softmax with RF for classification. RF has been
studied extensively in the fields of nonparametric statistics [38]
and continue to be very popular because of its simplicity and
because it is very successful for many practical problems [39,
40]. Here we firstly summarize the basic principle of RF as
follows.
Let a and y be the data features and the corresponding
labels. RF is built from a training set {(ah, yh)}nh=1 that make
predictions yˆ for new points a′ by looking at the neighborhood
of the point, formalized by a weight function Hl in lth tree:
yˆl =
n∑
h=1
Hl (ah, a
′) yh. (6)
Here, Hl (ah, a′) is the non-negative weight of the hth training
point relative to the new point a′ and n is the number of nodes
in the penultimate layer of the neural network in this work.
For any a′, the weights sum to one. Since a forest averages
the predictions of a group of M trees with individual weight
functions Hl, its predictions are
yˆ =
1
M
M∑
l=1
n∑
h=1
Hl (ah, a
′) yh, (7)
then the predicted class is
pˆi = argmax yˆ. (8)
For more technical details about RF, interested readers are
referred to the distinguished works by Breiman [41, 42].
Another advanced classifier, a linear multi-class support
vector machine (mSVM) which has been proved of higher
classification accuracy in [43, 44], is also adopted for the
purposes of comparison. We verified the effectiveness of the
proposed scheme on the well-known mnist dataset: a nine-
layer CNN achieved a 1.93% test error with RF classifier,
1.95% with mSVM classifier and 2.27% with softmax clas-
sifier.
3) Streaming EEG Classification with a Voting Scheme: It
is worth noting that the above modified deep learning methods
are suitable to classify subjects with single fragment X(i)jk . Let
pi
(i)
jk = Pr
(
X
(i)
jk |pi
)
. To handle the scenario that the subjects
are with EEG streams X(i), we develop a voting layer whose
decision rule is denoted by
p˜i = Pr
(
X(i)|pi
)
= argmax
∑
j,k
Pr
(
X
(i)
jk |pi
)
/Q, (9)
where Q = N/r.
Moreover, in this paper, we also adopt the some other
recently developed techniques to improve the performance of
deep learning methods employed in the IRS analysis. Spe-
cially, we use exponential linear unit (ELU) proposed in [45]
to accelerate the learning speed in deep neural networks. The
max pooling technique [46] is utilized to prevent substantial
overfitting problem.
Lastly, for the readers’ convenience, we give a brief sum-
mary of the modified deep learning methods employed in this
context in the following two tables (Tab. I and Tab. II).
III. CASE STUDIES AND DISCUSSION
In this section, various experiments are developed to eval-
uate the performance of the proposed IRS schemes. We use
5TABLE I: THE STRUCTURES OF NEURAL NETWORKS.
Methods
Layers CNN ANN RNN
1st Input Input Input
2nd 2×(Conv. + ELU)
(kernel:3× 3,
stride:2)
Vectorization Vectorization
3rd Max Pooling
(kernel:2× 2);
Dropout(Rate:0.25)
Dense(512) recurrent layer
(hidden units =
100)
4th 2×(Conv. + ELU)
(kernel:3× 3)
Activation(’relu’) Dense(3)
5th Max Pooling
(kernel:2× 2,
stride:2);
Dropout(Rate:0.25)
Dropout(Rate:0.25) softmax or
mSVM or RF
6th 2×(Conv. + ELU)
(kernel:3× 3)
Dense(512) Output(Predict)
7th Max Pooling
(kernel:2× 2,
stride:2);
Dropout(Rate:0.25)
Activation(’relu’) -
8th Dense(128) + ELU Dropout(Rate:0.25) -
9th Dropout(Rate:0.5) Dense(512) -
10th Dense(128) + ELU Activation(’relu’) -
11th Dropout(Rate:0.5) Dropout(Rate:0.25) -
12th Dense(3) + ELU Dense(3) -
13th Dropout(Rate:0.5) Dropout(Rate:0.5) -
14th softmax or
mSVM or RF
softmax or
mSVM or RF
-
15th Output(Predict) Output(Predict) -
TABLE II: MODIFIED DEEP LEARNING METHODS
Deep Learning Methods Explanation
ANNV Classical ANN with softmax classi-
fier and a voting layer
RNNV Classical RNN with softmax classi-
fier and a voting layer
CNNV Classical CNN with softmax classi-
fier and a voting layer
ANNV+mSVM Modified ANN using mSVM classifier
and a voting layer
RNN+mSVM Modified ANN using mSVM classifier
and a voting layer
CNN+mSVM Modified ANN using mSVM classifier
and a voting layer
ANN+RF Modified ANN utilizing RF classifier
and a voting layer
RNN+RF Modified RNN utilizing RF classifier
and a voting layer
CNN+RF Modified CNN utilizing RF classifier
and a voting layer
the cross validation method to evaluate the performance of the
proposed IRS scheme. Our results are the averages of 1000
independent run on GeForce GTX 750.
A. The Accuracy of Time-domain and Frequency-domain EEG
Data Streams
Time-domain (as introduced in Section. II-B) and
Frequency-domain (Amplitude of Fourier transform) EEG
Data Streams are utilized firstly to perform and report accuracy
assessments of proposed IRS schemes. The window size are
set as q = 100. The test data size are kept same with the
training data for every subject. Tab. III shows that the proposed
CNNV+RF has the best classification accuracy against other
methods.
TABLE III: Classification Accuracy of Time-domain and
Frequency-domain EEG Data Streams
T ime− domain Frequency − domain
Methods FES HC CHR FES HC CHR
ANNV 0.809 0.831 0.622 0.807 0.824 0.631
RNNV 0.742 0.803 0.594 0.731 0.792 0.588
CNNV 0.923 0.952 0.755 0.915 0.949 0.749
ANNV+mSVM 0.811 0.841 0.643 0.804 0.929 0.639
RNNV+mSVM 0.759 0.826 0.602 0.744 0.807 0.589
CNNV+mSVM 0.946 0.983 0.790 0.937 0.985 0.766
ANNV+RF 0.827 0.846 0.657 0.813 0.839 0.655
RNNV+RF 0.766 0.839 0.613 0.793 0.816 0.649
CNNV+RF 0.967 0.992 0.816 0.955 0.981 0.799
IV. CONCLUSION
In conclusion, we have shown that CNNV-RF performs bet-
ter than softmax and CNNV-mSVM on a well-known dataset
(mnist) and resting state EEG streams used in this paper.
Switching from softmax or mSVM to RF is incredibly simple
and appears ro be helpful for classification problems. The
experimental results show that the classification performance
would be improved as the size of training and data database
becomes larger. In the future, the proposed biometrics system
should be tested on a larger group and more classes of subjects,
providing further identification of accuracy, robustness and
applicability of the system. The experiments also suggest that
our results can be improved simply by waiting for faster GPUs.
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