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Based on ab initio band structure calculations we formulate a general theoretical method for
description of the temperature dependence of electric field gradient in solids. The method employs
a procedure of averaging multipole electron density component (l 6= 0) inside a sphere vibrating with
the nucleus at its center. As a result of averaging each Fourier component (K 6= 0) on the sphere
is effectively reduced by the square root of the Debye-Waller factor [exp(−W )]. The electric field
gradient related to a sum of K−components most frequently decreases with temperature (T ), but
under certain conditions because of the interplay between terms of opposite signs it can also increase
with T . The method is applied to calculations of the temperature evolution of the electric field
gradients of pristine zinc and cadmium crystallized in the hexagonal lattice. For calculations within
our model of crucial importance is the temperature dependence of mean-square displacements which
can be taken from experiment or obtained from the phonon modes in the harmonic approximation.
For the case of Zn we have used data obtained from single crystal x-ray diffraction. In addition, for
Zn and Cd we have calculated mean-square displacements with the density functional perturbation
treatment of the Quantum Espresso package. With the experimental data for displacements in Zn
our calculations reproduce the temperature dependence of the electric field gradient very accurately.
Within the harmonic approximation of the Quantum Espresso package the decrease of electric field
gradients in Zn and Cd with temperature is overestimated. Our calculations indicate that the
anharmonic effects are of considerable importance in the temperature dependence of electric field
gradients.
PACS numbers: 63.20.-e, 71.15.-m, 76.80.+y, 63.20.kd
I. INTRODUCTION
The electric field gradient (EFG) is a very sensi-
tive characteristic of electron structure [1–4]. It is di-
rectly measured by the family of methods experienc-
ing quadrupole hyperfine interactions, such as nuclear
quadrupole resonance (NQR), Mo¨ssbauer spectroscopy
(MS) and perturbed angular correlation (PAC) spec-
troscopy [4–6]. Nuclear probes in these techniques are ex-
posed to the local electronic and molecular structure via
the electric interaction between the nuclear quadrupole
moment and the surrounding electronic charge distribu-
tion providing a spectroscopic fingerprint of the electron
environment.
The methods are utilized in a wide range of applica-
tions. The time differential perturbed γ− γ angular cor-
relation (TDPAC) spectroscopy [5, 6] for example can
be used in biochemistry characterizing interactions be-
tween metal ions and proteins [7], point defects in met-
als and recently in semiconductors [8], surface and inter-
face properties, detecting charge density wave formations
and structural phase transitions [9] in various materials.
Although the TDPAC spectroscopy has been known for
more than 40 years, it still has a rich potential for solid
state physics and novel materials [6–8].
On the other hand EFGs measured by these tech-
niques, can be confronted with theoretical values ob-
tained from ab initio calculations [10–12] which should
give a thorough picture of microscopic properties of the
investigated material. Recently, such a comparison has
lead to an improved value of the nuclear quadrupole mo-
ment of cadmium [13, 14]. The problem is however that
2in many cases there is a strong temperature (T ) depen-
dence of EFGs [1–3, 15], discussed in detail in Sec. II A
below, which is often not taken into account. In contrast
to ab initio calculations of EFGs, first principles studies
of the T dependence of EFGs are very rare [2, 16]. Sev-
eral models put forward in the past (see Sec. II A) rely
heavily on phenomenological parameters [1, 3].
In the present paper following the ab initio path we
formulate a novel theoretical approach to this problem,
which on the basis of crucial band structure parameters
[17] can describe the T evolution (i.e. decrease or in-
crease) of EFG in detail. We demonstrate our method by
applying it to the hexagonal close packed (hcp) structure
of zinc and cadmium both of which show the character-
istic temperature decrease of EFG [1, 18].
The paper is written as follows: in the section II we
give details of our approach, in section III we describe our
results for the T reduction of EFG in hcp zinc and cad-
mium, discussing separately the possibility of increasing
EFG with T in Sec. III C. Our conclusions are summa-
rized in section IV.
II. THEORETICAL MODEL
A. Theoretical background and models of the T
dependence
The EFG tensor Vij is defined as the second partial
spatial derivatives of an electric self-consistent-field po-
tential V evaluated at the nuclear site, i.e.
Vij =
∂2V
∂i∂j
, (1)
where i = x, y, z. Since Vij is a symmetric (traceless)
second rank tensor, it can be further diagonalized by
transforming coordinates to the principal system of axes
where |Vzz | ≥ |Vyy| ≥ |Vxx|. (Thus, the number of
independent parameters for EFG in the principal axis
system is reduced to two.) The principal component
(Vzz) is called the electric field gradient, and the sec-
ond independent parameter is the asymmetry η defined
as η = (Vxx − Vyy)/Vzz (0 ≤ η ≤ 1).
Very often EFGs demonstrate a strong temperature
(T ) dependence which can often be described by a equa-
tion of this form:
Vzz(T ) = Vzz(T = 0)(1−BTα), (2)
where the coefficient B > 0 implying smaller EFG with
increasing T , and the coefficient α is usually 3/2 [18, 19].
Later however this “universal” form of the T dependence
was corrected [20]: it was attributed to normal (sp) met-
als, while for transition metals deviations from the T 3/2
law were notable (down to α ≈ 1). In some cases, the
quadratic approximation, Vzz(T ) = Vzz(0)(1 + C1T +
C2T
2), also gave good quality fits [20]. Even in classical
systems like 67Zn in zinc metal or 111Cd probes in cad-
mium metal there were found deviations from the T 3/2
law at low temperatures [20].
Since the discovery of strong T dependence of EFG,
the problem has been considered theoretically [16, 22–26].
Two main approaches have been put forward in the past:
one is based on electron band structure methods [22, 23,
25, 26], while the other used screened charged potential
formalism [24]. A starting point of both methods is in
fact the phenomenological expression for Vzz [27],
Vzz = (1 − γ∞)V lattzz + (1− R)V elzz , (3)
where V lattzz is the field gradient due to the non-cubic ar-
rangement of ions in the lattice (excluding the central
site), corrected by the antishielding factor γ∞ and V
el
zz is
due to the conduction electrons corrected by the shield-
ing factor R [1]. The screened charged method works
with V lattzz calculating lattice sums over vibrating ions,
while the first approach works with the electron contri-
bution (V elzz ) and considers V
latt
zz as virtually temperature
independent. Nowadays however we do not analyze EFG
in terms of V lattzz , V
el
zz , γ∞ and R. With the success of
ab initio all-electron methods for electronic structure of
solids [10–12] capable of treating the electron potential
of general shape, the electric field gradient Vzz at zero
temperature can be found directly from the obtained self-
consistent potential. Eq. (3) then should be rewritten in
a general form as
Vzz = V
out
zz + V
in
zz , (4)
where V inzz is the local contribution due to EFG, for ex-
ample, from the charges inside a muffin-tin (MT) sphere,
whereas V outzz is from the charges outside the MT-sphere
[more details on Eq. (4) are given below in Sec. II C].
Moreover, V inzz and V
out
zz can be calculated and we know
that by far the leading term is V inzz [16]. In our case
V outzz /Vzz amounts only to -2.7% for Zn and -1.1% for
Cd. (The minus sign of V outzz is discussed in Ref. [3].)
In Ref. [22] Jena started with V inzz and used reduced
matrix elements M ′ = M · exp(−W ) of pseudopotential
which appeared as a result of averagingM over the lattice
vibrations [28]. Notice that exp(−W ) is a square root of
the Debye-Waller factor (SRDWF) exp(−2W ). Keeping
in exp(−W ) ≈ 1−W only the first order term inW ≪ 1,
he finally arrived at
Vzz = Vzz(0)[1− βϕ(T/TD)]. (5)
Here TD is an effective Debye temperature and the func-
tion ϕ is the Debye integral [29], and β is an adjustable
constant. Since at low T , ϕ(T/TD) approaches the zero-
point value as T 2 and at high T increases linearly with
T , in the region of 0 < T/TD < 2 a T
3/2 behavior is
approximately followed. The concept of Ref. [22] contin-
ued in a number of publications on the T dependence of
EFG [23, 25, 26]. These studies can not be attributed
to a true ab initio approach, although elements of it are
present in Refs. [26, 28]. While the T curves for Vzz can
3be reproduced in some cases, one should be aware that
in Eq. (5) TD and especially β are fitting parameters of
the model. Explicit EFG computation in these models
has been avoided in favor of finding expected trends with
temperature.
Nowadays, while we can successfully obtain the T = 0
value of Vzz by performing ab initio band structure calcu-
lations, the problem of finding its T dependence from first
principles remains. It is a difficult and laborious prob-
lem because it requires an accurate calculation of both
electronic and phonon properties. Probably, the first at-
tempt is done by Torumba et al. in Ref. [16], who used
molecular dynamics and a supercell calculations of pris-
tine cadmium. For the T dependence of Vzz atoms in the
supercell were displaced according to the values of mean-
square displacements at this temperature, after which the
value of Vzz(T ) was obtained by averaging over various
displacive configurations. The authors have observed the
decrease of EFG with T in the supercell approach, al-
though their data deviate from the experimental curve
at T > 500 K.
Surprisingly, in some studies an increase of Vzz with T
has been reported. For example, in 5% Fe-doped In2O3
[30], in the rutile modification of TiO2 [31, 32] and in
tetrahedrally coordinated Fe sites in Bi2(FexGa1−x)4O9
[15]. In the rutile structure the situation is in fact probe-
dependent: while EFG measured at 47,49Ti or substitu-
tional 181Ta and 44Sc increases with T , it changes in the
opposite direction for 111Cd probes [31, 32]. The increase
of EFG is in disagreement with the classical treatment
[33, 34] of the evolution of EFG in ionic and molecular
crystals based on small rotations of the gradient tensor
in respect to a fixed system of axes, according to which
〈Vzz〉 = Vzz(0)
[
1− 3
2
(〈θ2x〉+ 〈θ2y〉)
]
. (6)
Here θx and θy are small rotations about the x− and y−
axis, respectively, and 〈θx〉 = 〈θy〉 = 0. Notice that Eq.
(6) always leads to a decrease of EFG with T .
Below we formulate a novel theoretical approach to
this problem, which depending on specific conditions can
result both in temperature decrease or increase of EFG
with temperature. It establishes a close relation between
the values of the mean-square displacements and the evo-
lution of EFG, and also uses the square root of the Debye-
Waller factor exp(−W ) which lies at the center of early
phenomenological models [1, 22, 24]. The method is ap-
plied to the temperature decrease of Vzz in hcp zinc and
cadmium [1, 18].
B. Reduced quadrupole potential and density on
the displaced MT-spheres
The temperature dependence of EFG is clearly a man-
ifestation of both electron and phonon properties. To
evaluate correctly Vzz we have to effectively average it
over atomic vibrations, because a typical frequency of
the lattice vibrations (1 THz = 1012 Hz) is large com-
pared to a typical quadrupole frequency (100 MHz = 108
Hz) experienced by nuclear probes in solids.
The electron density of a solid ρ(~R) is a translationally
invariant quantity,
ρ(~R+ ~ai) = ρ(~R), (7)
where ~ai (i=1, 2, 3) are the basis vectors of the Bra-
vais lattice. Therefore, ρ(~R) can be expanded in Fourier
series,
ρ(~R) =
∑
~K
ρ( ~K)ei
~K·~R, (8)
where the vectors ~K belong to the reciprocal lattice.
Fourier components ρ( ~K) are usually found quite nat-
urally from solutions of the Schro¨dinger (or Dirac) equa-
tion for an electron in a periodic mean field potential of
the solid. According to the Bloch theorem, the solution
for the electron band j has the form
Ψ~k, j(
~R) =
∑
~K
c~k, j(
~K)φ ~K+~k(
~R), (9)
where the vector ~k lies in the first Brillouin zone, φ ~K+~k
are basis functions and c~k, j(
~K) are the coefficients of
expansion in the basis set. Almost in all computational
methods the basis functions are modified plane waves,
which in the interstitial region are simply φ ~K+~k(
~R) ∼
exp(i( ~K + ~k) · ~R). Substituting Eq. (9) in
ρ(~R) = 2
∑
~k,j:E(~k,j)≤EF
|Ψ~k, j(~R)|2, (10)
where EF is the Fermi energy, we obtain Eq. (8), with
the Fourier coefficients ρ( ~K) given by
ρ( ~K) =
∑
~k,j:E(~k,j)≤EF
∑
~K′
c∗~k, j(
~K ′) c~k, j(
~K ′ + ~K). (11)
The electron density in the interstitial region is only
weakly dependent on the amplitudes of the vibrations
since the band electron on average experiences a peri-
odic potential from the regular arrangement of the ions.
On the other hand, the electron density around a nu-
cleus being attached to it by the Coulomb interaction is
expected to follow adiabatically the vibrating ion. To rec-
oncile these apparently contradictory viewpoints we con-
sider a model of vibrating spheres [called below muffin-
tin or MT-spheres], Fig. 1, which are immersed in the
crystal. We keep the values of ρ( ~K), Eq. (11) in the in-
terstitial region unchanged while the electron density on
the vibrating sphere will be calculated taking into ac-
count the nuclear displacements. It turns out that at a
finite and even zero temperature T the quantities ρ( ~K)
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FIG. 1: Vibrations of MT-spheres n = 1−4 and the intersti-
tial region (I). Dashed lines - averaged surfaces positions in
the ideal structure, full (red) lines - instantaneous positions,
arrows indicate the sphere diplacements un, n = 1− 4. As a
result of sphere vibrations, the averaged quadrupole potential
〈VQ〉 on the sphere surfaces is reduced, see text for details.
on vibrating MT-spheres are effectively reduced (see be-
low). In the language of the LAPW method this implies
a modification of boundary conditions for the solutions
inside the MT-sphere [38], which in turn changes EFG.
Therefore, our main goal is to calculate the tempera-
ture dependence of the electron density on the vibrating
sphere, which later (Sec. II D) will be used for the calcu-
lation of EFG. In the following we consider a simple case
of a single atom in the primitive unit cell. (This avoids
unnecessary technical complications whereas the gener-
alization for the case of few atoms is straightforward.)
The electron density on an MT-sphere of the radius
RMT centered at a site n and displaced from the equi-
librium position ~X(n) = {Xx(n), Xy(n), Xz(n)} by the
vector ~un can be expanded in the multipole series
ρ(~un, r = RMT , θ, φ) =
∑
Λ
ρΛ(~un)SΛ(θ, φ), (12)
where Λ ≡ (l, τ) stands for A1g irreducible represen-
tations of the crystal point group, SΛ(θ, φ) are corre-
sponding symmetry adapted functions (SAFs), l is the
multipole orbital index and τ counts functions with the
same l (if there are few such functions). The polar an-
gles Ω = (θ, φ) are specified by the vector ~r from the
nuclear position ( ~X + ~u). SΛ(θ, φ) are linear combina-
tions of real spherical harmonics (Y m,cl ∼ cosmφ and
Y m,sl ∼ sinmφ) defined by the crystal site symmetry
and tabulated in [35]. The first function with Λ = 0
(l = 0, τ = 1) is the spherically symmetric (monopole)
contribution, S0 = Y
m=0
l=0 = 1/
√
4π. For the hexago-
nal close packed structure defined by the basis vectors
specified in Ref. [35] the other multipole functions are:
Y m=0l=2 , Y
3,c
l=3, Y
m=0
l=4 , Y
3,c
l=5, Y
m=0
l=6 , Y
6,c
l=6, etc. The index Λ
runs over (0, 1) ≡ 0, (2, 1) ≡ Q, (3,1), (4,1), (5,1), (6,1),
(6,2), etc. Thus, we have only one quadrupolar function
SQ ≡ Sl=2 = Y m=0l=2 , which explicitly reads as
SQ(z) =
1
4
√
5
π
(3z2 − 1), (13)
where z = cos θ. Then the general equation (12) can be
written as
ρ(~u, θ, φ) =
ρ0(~u)√
4π
+ ρQ(~u)SQ(θ, φ)
+ρ(3,1)(~u)Y
3,c
l=3(θ, φ) + ... . (14)
Rewriting the plane wave expansion in spherical har-
monics [e.g. Eq. (34.3) of Ref. [36]] in the complete basis
set of symmetry adapted spherical harmonics [Eq. (2.4) of
Ref. [40]] one can obtain the expansion in terms of SAFs
centered at the displaced nucleus of the site n given by
~X(n) + ~un,
ei
~K·~R = ei
~K( ~X(n)+~un) 4π∑
Λ
iljl(Kr(n))SΛ(Kˆ)SΛ(θ(n), φ(n)). (15)
Here jl are spherical Bessel functions and Kˆ specifies the
direction of ~K, i.e. Kˆ ≡ (θ ~K , φ ~K). From Eq. (8) then
we obtain for the coefficients ρΛ, Eqs. (12), (14), at any
chosen site n:
ρΛ(~u) = 4πi
l
∑
~K
jl(KRMT )SΛ(Kˆ) ρ~u( ~K), (16)
where ~u ≡ ~un and
ρ~u( ~K) = e
i ~K·~uρ( ~K). (17)
Here we have taken into account that for vectors ~K and
~X(n) belonging to the reciprocal and direct lattice re-
spectively, ei
~K ~X = 1. In the case ~u = 0 (i.e. at the equi-
librium position ~X) we get ρ~u( ~K) = ρ( ~K), where ρ( ~K)
is defined by Eq. (11). Averaging over the displacements
at the chosen site n we arrive at
〈ρΛ〉 = 〈ρΛ(~u)〉 = 4πil
∑
~K
jl(KRMT )SΛ(Kˆ) 〈ρ( ~K)〉,
(18)
where
〈ρ( ~K)〉 = 〈ei ~K·~u〉ρ( ~K). (19)
Notice that Eqs. (18) and (19) are independent of n
because the thermal averages 〈ρ( ~K)〉 ≡ 〈ρ~un( ~K)〉 and
〈exp(i ~K · ~un)〉 are the same for all equivalent atoms. As
has been proved by Glauber [37] the thermal average on
the right hand side of Eq. (19) can be transformed to
〈ei ~K·~u〉 = e−W ( ~K,T ), (20)
5where
W ( ~K, T ) =
1
2
〈( ~K · u)2〉. (21)
Since the usual Debye-Waller factor is exp(−2W ) [29],
the temperature function exp(−W ), Eq. (20), is the
square root of the Debye-Waller factor (SRDWF). Such
a function has been used by Kasowski for the description
of the temperature-dependent Knight shift in cadmium
[28]. The function W can also be written in k−space [29]
in the familiar form
W ( ~K, T ) =
1
2N
∑
~k,s
〈( ~K · us(~k))2〉, (22)
where the summation runs over all vectors ~k in the first
Brillouin zone and the phonon branches s, while us(~k)
stands for the corresponding phonon amplitudes. From
space symmetry considerations it follows that the func-
tion W ( ~K) is the same for a set of (non-equivalent) vec-
tors (rays) ~Ki obtained from ~K1 = ~K by the application
to ~K1 all rotational or mirror symmetry elements of the
crystal point group (i.e. for the vectors ~Ki belonging to
the same star). In the harmonic approximation W im-
plicitly depends on the temperature through the number
of thermally excited phonons n ~K,s. In the Debye approx-
imation at high temperatures (T ≫ TD) W ∼ T .
For the calculation of EFG we need the quadrupole
component (Λ = (2, 1)) of the electron density and po-
tential, Appendix A. For that purpose, with the final
expressions (18), (19), (20) and (21) we obtain for the
average quadrupole component 〈ρQ〉 of density on the
MT-sphere in Eq. (14),
〈ρQ〉 = −4π
∑
~K
j2(KRMT )SQ(Kˆ) e
−W ( ~K,T ) ρ( ~K). (23)
This expression will be used later in Sec. II D.
Since for all ~K 6= 0 we have W ( ~K) > 0 even for zero
temperature, the corresponding averaged Fourier compo-
nents 〈ρ( ~K)〉 in Eqs. (18) and (19) are effectively reduced.
The reduction means that as a rule the quadrupole com-
ponent (〈ρQ〉 in Eq. (14)) and also the other components
with Λ′ > 0 (i.e. 〈ρ(3,1)〉 etc.) on the MT-sphere surface
are decreased in absolute value in comparison with their
static values: |〈ρΛ′ (~u)〉| < |ρΛ′(~u = 0)|. As will be dis-
cussed below in Sec. II D the effective decrease of 〈ρQ〉
occurs also in the interior of the MT-sphere, r ≤ RMT ,
and finally leads to a reduction of EFG. In some rare
cases as a result of the interplay between terms of oppo-
site signs in Eq. (23) an increase of 〈ρQ〉 can occur. Such
a situation is discussed in detail below in Sec. III C.
The reduction or increase of 〈ρQ〉 however does not af-
fect the total charge of the sphere because the integral
over the polar angles for SAFs SQ, Y
3,c
3 and the others
with l 6= 0 are zero. The total charge of the sphere is due
to the monopole term (l = 0), which is closely related to
the ~K = 0 term in the Fourier expansion of density, Eq.
(8). Notice that the ρ(K = 0) component is independent
of T , Eq. (19), keeping the total charge inside the sphere
approximately constant. A very small decrease of the av-
erage value of 〈ρ0〉 in Eq. (14) (implying a small increase
of the charge in the interstitial region) can be accounted
for by a small increase of the ρ(K = 0) component of the
Fourier expansion (8). In our calculations the effect is
found small and has been neglected.
In the following we shall apply our approach to the
case of the hexagonal close packed structure, although in
principle the consideration is general and can be used for
other non-cubic lattices.
C. EFG and quadrupole (L = 2) expansion of the
electron potential around the nucleus
In this section we demonstrate that the reduction (or
increase) of 〈ρQ〉 inside the MT-sphere results in a cor-
responding change of the quadrupole component of the
potential and the electric field gradient.
Similarly to the density expansion, Eq. (12), the elec-
tron self-consistent-field Coulomb potential of the gen-
eral form around a nucleus, employed for example in the
full potential linearized augmented plane wave method
(FLAPW) [38, 39], also can be expanded in multipolar
series,
V (r, θ, φ) =
∑
Λ
VΛ(r)SΛ(θ, φ). (24)
Notice that the coefficients VΛ(r) for the potential and
ρΛ(r) for electron density, Eq. (12), can be obtained from
ab initio electron band structure calculations. In Figs. 2
and 3 we reproduce such dependencies for the quadrupole
component, l = 2.
From a scrupulous analysis of the multipolar compo-
nents of the potential (see Appendix A and Ref. [40]) it
follows that in the neighborhood of the nucleus (when
r ≪ 1) the radial dependence of the function Vl,τ reads
as
VΛ(r) = vΛ r
l, (25)
where vΛ is a constant. This in particular implies
that for quadrupolar component [Λ = (2, 1)] we have
VQ ≡ V(2,1)(r) = vQ r2, for the component Λ = (4, 1)
V(4,1)(r) = v(4,1) r
4, etc. This dependence of VQ(r) is il-
lustrated in Fig. 3. It is worth noting that the quadrupo-
lar electron density component also follows the same law
close to the nucleus, i.e. ρQ(r) ∝ r2, Fig. 3.
Taking Eq. (25) into account, we obtain for the electric
field gradient,
Vzz =
∂2VQ
∂z2
=
√
5
π
vQ. (26)
Details are given in Appendix A. Notice that Eq. (26)
gives a temperature independent EFG.
60.0 0.5 1.0 1.5 2.0 2.5
-0.05
0.00
0.05
D
E
N
S
IT
Y
 (
L
 =
 2
)
RADIUS, a.u.
0.0 0.5 1.0 1.5 2.0 2.5
-0.06
-0.04
-0.02
0.00
C
o
u
l.
 P
o
t.
 V
Q
 (
L
 =
 2
),
 R
y
RADIUS, a.u.
FIG. 2: DFT calculation of the quadrupole (l = 2) com-
ponent ρQ(r) of electron density (top panel) and the corre-
sponding Coulomb potential VQ(r) (bottom panel) inside the
MT-sphere of the hcp structure of Zn (a = 2.659 A˚, c = 4.851
A˚, RMT = 1.33 A˚ or 2.51 a.u.).
The quadrupole potential on the MT-sphere, V SQ con-
sists of two contributions,
V SQ = V
S, out
Q + V
S, in
Q . (27)
Here, V S, outQ and V
S, in
Q are the potentials due to all
charges outside the MT-sphere and inside it, respectively.
Correspondingly, for the quadrupole potential VQ at any
point ~r = (r, θ, φ) inside the MT-sphere we have
VQ(~r) = V
out
Q (~r) + V
in
Q (~r), (28a)
where
V outQ (r, θ, φ) = V
S, out
Q
r2
R2MT
SQ(θ, φ), (28b)
(for hcp lattices SQ = Y
0
2 ) and
V inQ (r, θ, φ) =
4π
5
(
qQ(r)
r3
+ r2q′Q(r)
)
SQ(θ, φ). (28c)
Here
qQ(r) =
∫ r
0
ρQ(r
′) r′
3
dr′, (29a)
q′Q(r) =
∫ RMT
r
ρQ(r
′)
r′
dr′, (29b)
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FIG. 3: DFT calculation of the quadrupole (l = 2) com-
ponent ρQ(r) of electron density (top panel) and the corre-
sponding Coulomb potential VQ(r) (bottom panel) of the hcp
structure of Zn in the vicinity of nucleus. (Fig. 3 zoomed at
r = 0.) Both the density and potential are proportional to
r2. For comparison, the Zn nuclear radius is 9.1 · 10−5 a.u.
Since q′Q(RMT ) = 0, we find V
S, in
Q = 4πq(RMT )/R
3
MT .
Notice that V outQ is explicitly proportional to r
2, Eq.
(28b). It can be shown [40] that the same holds for V inQ
at r ≪ 1. From Eqs. (25), (26) we then arrive at
Vzz =
√
5
π
(
voutQ + v
in
Q
)
. (30)
Here voutQ and v
in
Q are obtained from V
out
Q /r
2 and V inQ /r
2
when r → 0. As a result of the reduction of 〈ρQ(r)〉 with
temperature, 〈voutQ 〉 and 〈vinQ 〉 also become reduced, and
〈Vzz〉 decreases with temperature.
D. Temperature dependence of EFG
As shown in Sec. II B the average quadrupole density
component 〈ρQ(RMT )〉 on the vibrating MT-sphere as
a rule is reduced, Eq. (23). However, to calculate ex-
actly the effect of the reduction on EFG, we have to
know 〈ρQ(r)〉 at all values r ≤ RMT , see Sec. II C. In
a straightforward approach we should perform a calcu-
lation for 〈ρQ(r)〉 inside the MT-sphere considering the
new value of 〈ρQ(RMT )〉, Eq. (23), as an input boundary
condition. In practice, by changing RMT in a range close
to the maximal (contact) radius Rmax, we have found
7that the reduction of the quadrupolar density compo-
nent, ρQ(r, T )/ρQ(r, T = 0), is approximately constant.
In Zn for example the change of RMT from the Rmax
value of 2.517 a.u. to 2.30 a.u. at 300 K results in a
change of the ratio from 0.945 to 0.926 (2%). We then in
a first approximation assume that for all r ≤ RMT
ρQ(r, T )
ρQ(r, T = 0)
=
ρQ(RMT , T )
ρQ(RMT , T = 0)
= Rin(T ). (31)
Accoring to Eqs. (29a) and (29b), the reduced
quadrupolar density component 〈ρQ(r, T )〉 for all r ≤
RMT changes the quadrupole charges as qQ(r, T ) =
Rin(T ) qQ(r) and q
′
Q(r, T ) = R
in(T ) q′Q(r). This in turn
leads to the reduction of V inQ (T ) = R
in(T )V inQ , Eq. (28c),
and vin(2,0)(T ) = R
in(T ) vin(2,0). We then for the tempera-
ture evolution of EFG have
Vzz(T ) =
√
5
π
(
Rout(T ) vout(2,0) +R
in(T ) vin(2,0)
)
(32)
[compare with Eq. (30)]. Here the factor Rout(T ) ac-
counts for the change of the potential due to all charges
outside the MT-sphere, while vout(2,0) and v
in
(2,0) are temper-
ature independent (calculated with an ab initio electron
band structure method). In practice, vout(2,0) is found to
be small (1-3 %) compared to vin(2,0). Since, in addition
the difference between Rout and Rin is not essential, in
the following for simplicity we take Rout ≈ Rin. Then
the temperature dependence of EFG is completely due
to the change of ρQ inside the MT-sphere and
Vzz(T ) ≈ Rin(T )Vzz . (33)
Eqs. (33) and (31) imply that we consider the change of
the quadrupole interaction as a perturbation causing a
linear effect inside the MT-sphere.
E. Mean-square displacements
The SRDW factor, Eqs. (20) and (21) depends cru-
cially on the mean square displacements 〈u2x〉, 〈u2y〉 and
〈u2z〉, which are functions of temperature. For the hcp
lattice 〈u2x〉 = 〈u2y〉, and for calculations of SRDWF we
need to know only two functions: U11(T ) = 〈u2x〉 and
U33(T ) = 〈u2z〉 (for hcp lattice U33 > U11),
W ( ~K, T ) =
1
2
(
(K2x +K
2
y)U11(T ) +K
2
z U33(T )
)
. (34)
The functions U11(T ) and U33(T ) can be calculated
within the harmonic approximation or extracted experi-
mentally as illustrated in Fig. 4 for the hcp lattice of Zn.
In Fig. 5 we plot individual SRDW factors,
exp(−W ( ~K, T )), for the hcp structure of Zn, which
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FIG. 4: Temperature evolution of U11 = 〈u
2
x〉 and U33 = 〈u
2
z〉
for hcp Zn found by various methods. Dark cyan dash lines
stand for calculations in the harmonic approximation (DFPT
of QE [41, 42]), red diamonds are experimental data from the
single crystal structural refinement of Zn at different T [21],
olive triangles are experimental data at T = 300 K [43], blue
circles are obtained from experimentally determined phonon
density of states [44].
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FIG. 5: Square root of the Debye-Waller factors (SRDWF),
exp(−W ( ~K, T )), as functions of the modulus of reciprocal
vectors K = | ~K| of hcp Zn for various temperatures. Dark
cyan circles are data for T = 40 K, blue squares - T = 300
K and red triangles - T = 500 K. Calculations are based on
experimental data for the mean-square displacements U11(T )
and U33(T ), Ref. [21].
are responsible for the temperature reduction of the
quadrupole density and potential, Sec. II B. With the in-
crease of T the SRDW factors get shifted to lower values.
A finite width of SRDWF for reciprocal vectors with close
values of | ~K| is due to different orientations of ~K in re-
spect to the ellipsoid of mean-square displacements. The
width becomes larger with the increase of asymmetry be-
tween U11 and U33.
8III. APPLICATION TO ZINC AND CADMIUM
In this section we apply the method described earlier to
calculations of the temperature dependence of the electric
field gradient of solid zinc and cadmium crystallized in
the hexagonal close packed lattice.
For that we need data on the Fourier expansion of
the electron density in the interstitial region, quadrupole
components of electron density and potential obtained
from the electron band structure calculations. Elec-
tron density functional calculations have been performed
with the Moscow-FLAPW code [17]. The code explic-
itly takes into account the nuclear size and the change
of the potential and the wave function inside the nu-
clear region to obtain the electric field gradient accu-
rately. In addition, the number of radial points inside
the MT-region has been increased to 3000 (for some runs
3500). The typical LAPW basis set cut-off parameter
was RMTKmax = 9 (the number of basis functions 221),
the number of k points was 704 (1331), the maximal
value of the LAPW plane wave expansion lmax = 10.
We have used the tetrahedron method for the linear in-
terpolation of energy between k points [45]. For cal-
culation of the exchange-correlation potential and the
exchange-correlation energy contribution we have used
the Perdew-Burke-Ernzerhof (PBE) variant [46] of the
generalized-gradient approximation (GGA) within the
density functional theory (DFT) at experimental lattice
constants at room temperature [a = 2.663 A˚, c = 4.944
A˚, RMT = 1.196 A˚ (Zn) and a = 2.996 A˚, c = 5.674 A˚,
RMT = 1.429 A˚ (Cd).]
Also, the temperature evolution of the tensor of mean-
square displacements, U11(T ) and U33(T ), is required for
the calculation of the square root of the Debye-Waller
factor, exp(−W ( ~K, T )), for vectors ~K of the reciprocal
lattice, Eqs. (34) and (20). The temperature evolution
of the tensor of mean-square displacements can be ob-
tained by three different ways: (1) from a direct experi-
mental parametrization of the displacements 〈u2x(T )〉 and
〈u2z(T )〉 as given in Ref. [21] for Zn; (2) from calculations
of the phonon frequencies and eigenvectors (for example,
within the DF perturbation treatment of lattice dynam-
ics with Quantum Espresso [41, 42]); (3) from effective
Debye temperature TD(T ) which appear as a result of
experimental parametrization [44, 47]. The strict har-
monic approximation is adopted only in (2), while in (1)
and (3) an anharmonic effects such as thermal expan-
sion of solids and phonon softening are effectively taken
into account. Experimentally, the values of 〈u2x(T )〉 and
〈u2z(T )〉 (or directly related to them temperature factors
Bx(T ) and Bz(T ) [44]) are found from the temperature
evolution of the x-ray diffraction spectra.
For the phonon part (2) of calculations the first-
principles pseudopotential method as implemented in
the Quantum Espresso (QE) package [41, 42] with the
PBE exchange-correlation functional [46] has been em-
ployed. The projected-augmented-wave (PAW) type
scalar-relativistic pseudopotentials have been taken from
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FIG. 6: Temperature dependence of electric field gradient
in Zn, Vzz(T )/Vzz(T = 0). Calculations – solid black line –
are based on experimental data for the mean-square displace-
ments U11(T ) and U33(T ), Ref. [21]. DFPT-QE calculations
[41, 42] – dark cyan dash line – have been made in the har-
monic approximation. Red circles [18] and blue diamonds [50]
stand for experimental data on EFG ratios.
the standard solid-state pseudopotential (SSSP) library
[48, 49]. The integration over the Brillouin zone (BZ) for
the electron density of states has been performed on a
24× 24× 12 grid of k-points, the plane-wave kinetic cut-
off energy was 70 Ry. The lattice-dynamical calculations
have been carried out within the density-functional per-
turbation theory (DFPT). Phonon dispersions have been
computed using the interatomic force constants based on
a 6 × 6 × 4 k-point grid, with a 48 × 48 × 24 grid used
to obtain the phonon densities of states and U11(T ) and
U33(T ).
A. Zinc
Mean-square displacements for hcp structure of zinc
are shown in Fig. 4. First, we notice that in the DFPT-
QE harmonic approximation in the region of T from 60
K to 500 K, U11(T ) and U33(T ) are practically linear
in T . Such behaviour is also expected in the Debye
model for T > TD. Experimentally, however we observe
that U11(T ) and U33(T ) deviate from the linear law. As
shown in Ref. [21] U11(T ) and U33(T ) are approximated
by quadratic functions of T for all data in the range from
40 K to 500 K. In addition, in the harmonic approxi-
mation values of U33 are slightly overestimated, Fig. 4,
which results in a considerable suppression of the SRDF
factors and the calculated temperature dependence of
EFGs, Fig. 6.
On the other hand, our calculations of the tempera-
ture evolution of EFG using experimental data for U11(T )
and U33(T ) demonstrate a good correspondence with the
measured values of Vzz , Fig. 6. We have also found that
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FIG. 7: Evolution of the T dependence of Vzz with a re-
duction of the mean square displacement ratio R = U33/U11
while keeping the averaged value of the displacements Uav,
Eq. (35), unchanged. Black solid line corresponds to the ini-
tial value of R0 = U33/U11, the others - to reduced R. Blue
dashed line: R = 1 + (2/3) · (R0 − 1), purpled dot-dash line:
R = 1+(1/3)·(R0−1), orange solid line: R = 1 or U33 = U11.
Top panel - zinc, bottom panel - cadmium. A weak increase of
Vzz with T (orange solid line in Cd) is discussed in Sec. III C.
the T dependence of Vzz is extremely sensitive to the
ratio R = U33/U11. To demonstrate it we have com-
puted the evolution of Vzz with T with reduced values of
R, Fig. 7(upper panel). It turns out that if R = 1 [i.e.
U33(T ) = U11(T )] there is virtually no temperature de-
crease of EFG, although we have kept the average value
of mean-square displacements
Uav = (2U11 + U33)/3 (35)
growing with T according to experimental data [21]. It
is worth mentioning that the experimental behavior of
U33/U11 in Zn is highly nonlinear in contrast to the
simple linear increase of the lattice constant ratio c/a
[21]. On the other hand, in the harmonic approximation
U33/U11 should be almost independent of T , at least for
T > TD ∼ 200 K [43]. Therefore, in the T dependence of
U33/U11 and consequently of EFG there is a substantial
anharmonic contribution. In particular, the anharmonic
effect is responsible for the negative curvature of Vzz in
contrast to the approximate linear dependence of the har-
monic model, Fig. 6.
Notice, that even at zero temperature the value of
EFG is slightly reduced because of the zero point vibra-
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FIG. 8: Temperature evolution of Vzz in Cd (upper panel)
determined by the mean-square displacements U11 and U33
(lower panel). Red circles stand for experimental measure-
ments [18], black line – for a present model calculation tak-
ing into account softening of the lattice and an increase of
U33/U11 with T (see text for details), dark cyan dash line –
DFPT-QE calculations [41, 42]. Purple triangles are our cal-
culations with mean-square displacements of Table II of Ref.
[16] (the Phonon code [52] within the harmonic approxima-
tion).
tions. The calculated reduction is 0.6% with the mean
square displacements from Ref. [21] and 1% according
to DFPT-QE. The refined calculated absolute value of
EFG is Vzz = 3.51 × 1021 V/m2, the corrected for the
zero point vibrations [21] – Vzz = 3.49 × 1021 V/m2. It
corresponds to the quadrupole frequency 10.53 MHz for
Q(Zn) = 0.125 b [14] and 12.64 MHz for Q(Zn) = 0.15 b,
which compares well with the experimental value of
12.34 MHz at 4.2 K [51].
B. Cadmium
Results for cadmium are given in Figs. 8 and 9. As
for the zinc calculation we observe that the mean-square
displacements U33 are overestimated by the DFPT-QE
calculations. In addition, DFPT-QE values of U33 are
underestimated in comparison with other models. Both
effects lead to a fast decrease of Vzz with temperature,
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although in the region of 260-360 K the DFPT-QE har-
monic treatment gives the correct slope for the Vzz de-
crease. As for zinc our calculations of the temperature
evolution of Vzz in Cd have turned out to be very sen-
sitive to values of mean square displacements U11 and
U33, especially to R = U33/U11. It is worth noting that
with the mean-square values obtained by Torumba et al
[16] with the Phonon program [52], we have obtained re-
duced EFGs which compares well with the experimental
results of Ref. [18] at 280 K and 430 K, Fig. 8. How-
ever, our calculations also show that these values of U11
and U33 somewhat underestimate the reduction of Vzz
at 430 K and especially at 570 K (not shown in Fig. 8).
We believe that this is related to the softening of the Cd
lattice [43] and increase of the ratio of R with temper-
ature which lays beyond the harmonic approximation.
In fact, as we know from experimentally deduced val-
ues of U11 and U33 [21] both effects are clearly present
in the case of Zn lattice, Fig. 4. Since at the moment
there are no experimental data for the mean-square dis-
placements of cadmium, we have performed a number of
model calculations, Fig. 9. The averaged mean square
displacement Uav = (2U11 + U33)/3 has been calculated
within the Debye lattice model with a temperature de-
pendent Debye temperature TD. The lattice softening
has been modelled by a linear decrease of TD, from 140
K (at T = 0 K) to 115 K (at T = 500 K), with the aver-
aged value of T avD = 127.5 K. [These value is very close
to TD =131±7 K given in Ref. [53] for Cd.] In addition,
we consider an anharmonic effect modelled by a linear
change of R from 1.5 (at T = 0 K) to 2.7 (at T = 500 K)
with the averaged value of R = 2.1. Correspondingly,
we have performed four model calculations shown in Fig.
9: (1) with the lattice softening and the temperature in-
crease of R (black curve in Fig. 9), (2) without softening
and with R fixed (yellow curve), (3) with the softening
and R fixed (blue dotted line), (4) without softening and
with R increased (dashed green line). The results clearly
demonstrate that the best fit is achieved with the lat-
tice softening and the temperature increase of R with T ,
while other models deviate from the experimental data
at elevated temperatures. Although these arguments can
not be considered as a solid proof, the important finding
is that both unharmonic effects improve the comparison
with the experiment.
The calculated absolute value of EFG is Vzz = 7.82×
1021 V/m2. The zero point vibration contribution to Vzz
amounts to 0.8% according to DFPT-QE and 0.4% in the
model (1). The corrected for the zero point vibrations
value [model (1)] is Vzz = 7.79× 1021 V/m2, which cor-
responds to νQ = 120.7 MHz (adopting Q(Cd) = 0.641 b
[14]) or νQ = 143.1 MHz (with Q(Cd) = 0.76 b [13]).
Extrapolated to T = 0 quadrupole frequency in metallic
cadmium is 136.9 MHz [18].
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FIG. 9: Model mean-square displacements U11 and U33 in
Cd (lower panel) and corresponding temperature dependen-
cies of Vzz (upper panel). Red circles stand for experimental
measurements [18], black line – for a model calculation tak-
ing into account the softening of the lattice and the increase
of U33/U11 with T . Yellow solid line – calculations without
softening and the U33/U11 ratio fixed; blue dotted line – with
the softening and the U33/U11 ratio fixed; green dashed line –
without softening, the U33/U11 ratio increased, see text for de-
tails. Purple triangles are our calculations with mean-square
displacements of Table II of Ref. [16].
C. Mechanism of increase of EFG with T
The most important factor in the T dependence of
EFG is R = U33/U11. As discussed in Sec. III A, B and
shown in Fig. 7, the ratio R has a pronounced influence
on the shape of the Vzz(T ) curve. A reduction of R in
cadmium also has an immediate and sizeable effect on
Vzz(T ), Fig. 7. Interestingly, for R = 1 [U11 = U33] we
observe in cadmium a rare effect of a weak increase of
Vzz with T (orange plot in Fig. 7). At first sight, this
seems incompatible with the apparent reduction of 〈ρQ〉,
Eq. (23), caused by exp(−W ). Notice however, that in
the sum on the right hand side of Eq. (23) individual con-
tributions proportional to j2(KRMT )SQ(Kˆ)〈ρ( ~K)〉 are
of different signs. Two such principal groups of terms
can be schematically written as
Vzz(T ) ∝ 〈ρQ〉 =
∑
[c1W1 ρ( ~K1)− c2W2 ρ( ~K2)]. (36)
Here the T dependent SRDWFs are incorporated in the
weight factors Wi = exp(−W ( ~Ki, T )) and ci, ρ( ~Ki) >
11
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FIG. 10: Individual K−star contributions to elec-
tric field gradient at T = 300 K [each term ∝
j2(KRMT )SQ(Kˆ)(〈ρ( ~K)〉T=300−〈ρ( ~K)〉T=0), Eq. (23)]. Blue
diamonds - negative contributions, red circles - positive con-
tributions, dashed purpled curve - sum of all contributions up
to the chosenK−star. The final value of the sum (at n ≥ 120)
is positive, which leads to an increase of Vzz at 300 K.
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FIG. 11: Plots of the T dependence of electric field gradient,
Vzz(T )/Vzz(T = 0) for Zn and Cd as functions of T
3/2.
0 (i = 1, 2). Both W1 and W2 reduce with T ,
but if W( ~K2, T ) drop fast enough in comparison with
W( ~K1, T ), one can have a resulting increase of the ex-
pression in the square brackets of (36) and of the whole
sum.
Our detailed numerical analysis for the situation is
illustrated further in Fig. 10. One can see that at
T = 300 K positive contributions to the gradient (red
circles) although appreciably suppressed by negative con-
tributions (blue diamonds), finally prevail, which leads to
a small positive net contribution to EFG (the n = 120
value of the dashed purpled curve). At n ≥ 120 the pos-
itive sum value is virtually unchanged.
IV. CONCLUSIONS
We have presented a new method which can describe
the temperature evolution of electric field gradient Vzz
in metals. The consideration is based on the fact that
the average value of the quadrupole component 〈ρQ〉 of
electron density on a sphere vibrating with the nucleus,
Eq. (23), is changed with T . The effective reduction
of each Fourier component ρ( ~K) of density, Eqs. (19),
(20) and (21), is given by the multiplier exp(−W ( ~K, T ))
which is the square root of the usual Debye-Waller fac-
tor. The method relies on DFT calculations of electron
properties and the dependence of mean-square displace-
ments U11 and U33 on temperature. We have found that
the form and pace of the temperature change of Vzz is
very sensitive to the mean-square displacements U11(T ),
U33(T ), and in particular to their ratio U33(T )/U11(T ).
The model is capable of reproducing both a decrease or
increase of EFG with temperature. The unusual mecha-
nism of increase of Vzz with T is discussed in Sec. III C.
We have applied our method to hexagonal close packed
structures of pristine zinc and cadmium. In the case of
zinc where the mean-square displacements U11(T ) and
U33(T ) are known experimentally from single crystal x-
ray diffraction [21], we obtain a very good description of
the temperature change of EFG, Fig. 6. In the case of
cadmium the behaviour of Vzz(T ), Fig. 8, can be repro-
duced by assuming two anharmonic effects: the lattice
softening (modelled by a decrease of the Debye temper-
ature TD with T ), and an increase of the ratio U33/U11
with T . It is worth noting that both anharmonic effects
are also present in zinc [21, 43].
In addition, we have performed calculations of the
mean-square displacements in Zn and Cd in the harmonic
approximation by using the DF perturbation treatment
of the QE package [41, 42]. For both metals an approxi-
mately linear dependence in T for U11(T ) and U33(T ) (at
T > 40 K) and consequently for the calculated Vzz curves
has been found. In the case of cadmium, the decrease
of EFG has been exaggerated which can be accounted
for by an uncertainty related to its core pseudopotential
[48, 49]. Using the mean-square displacements calculated
at T = 280 and 430 K by Torumba et al. [16] with the
package Phonon [52], we have obtained reduced values of
EFG which lie not far from the experimental data.
In our studies we have not found an intrinsic mecha-
nism for the T 3/2 dependence of EFG, Eq. (2). Never-
theless, the T 3/2 plots, Fig. 11, indicate that an approx-
imate T 3/2 law for Zn and Cd holds. For Cd the de-
pendence is almost perfect, for Zn it deviates from T 3/2
at low temperatures which can be partially explained by
the fact that the experimental data for mean-square dis-
placements [21] are available only for T > 40 K. In any
case, even experimental data for EFG of Zn and Cd de-
viate from the T 3/2 law at low temperatures [20]. We
therefore conclude that the mechanism of the tempera-
ture dependence of Vzz in Zn and Cd is complex, with
a substantial contribution from anharmonic effects. An
12
approximate correspondence with the T 3/2 dependence
is probably due to the T behavior of SRDW factors,
exp(−W ) [22].
Finally, we mention that even at zero temperature the
measured EFGs are smaller than Vzz calculated by ab
initio methods. The zero temperature reduction however
is small: 0.6% in Zn and 0.4% in Cd.
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Appendix A: Quadrupolar potential and the tensor
of EFG
The asymptotic behavior of the potential close to the
nucleus, Eq. (25), can be understood from the two center
expansion of the Coulomb potential in double multipolar
series,
1
|~R(~n)− ~R′(~n′)|
=
∑
ΛΛ′
vΛΛ′(~n, ~n
′; r, r′)SΛ(rˆ(~n))SΛ′(rˆ
′(~n′)), (A1)
where the interaction strength vΛΛ′ is given by [54]
vΛΛ′ (~n, ~n
′; r, r′) ∼ (r)
l(r′)l
′
| ~X(~n)− ~X(~n′)|l+l′+1
, (A2)
Here ~R(~n) = ~X(~n) + ~r(~n) is the radius vector close to
the crystal site ~n. For r ≪ 1 we arrive at Eq. (25) which
holds both for the contributions from the electron density
around the site ~n and the contributions from the densities
on the other sites ~n′ 6= ~n.
As follows from Eqs. (24), (25), the quadrupolar com-
ponent of the potential for the hexagonal lattice can be
written as
VQ(r, θ, φ) = vQ r
2 Y m=0l=2 (θ, φ)
= vQ
1
4
√
5
π
(3z2 − r2). (A3)
[We recall that here vQ = v(2,1) is a constant.] From this
relation we obtain that the tensor of EFG is diagonal in
the Cartesian system of axis and
Vzz =
∂2VQ
∂z2
=
√
5
π
vQ, (A4)
Vxx =
∂2VQ
∂x2
=
∂2VQ
∂y2
= −1
2
√
5
π
vQ. (A5)
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