The two-receiver broadcast packet erasure channel with feedback and memory is studied. Memory is modeled using a finite-state Markov chain representing a channel state. Two scenarios are considered: 1) when the transmitter has causal knowledge of the channel state (i.e., the state is visible) and 2) when the channel state is unknown at the transmitter, but observations of it are available at the transmitter through feedback (i.e., the state is hidden). In both scenarios, matching outer and inner bounds on the rates of communication are derived and the capacity region is determined. It is shown that similar results carry over to channels with memory and delayed feedback and memoryless compound channels with feedback. When the state is visible, the capacity region has a singleletter characterization and is in terms of a linear program. Two optimal coding schemes are devised that use feedback to keep track of the sent/received packets via a network of queues: a probabilistic scheme and a deterministic backpressurelike algorithm. The former bases its decisions solely on the past channel state information and the latter follows a maxweight queue-based policy. The performance of the algorithms is analyzed using the frameworks of rate stability in networks of queues, max-flow min-cut duality in networks, and finite-horizon Lyapunov drift analysis. When the state is hidden, the capacity region does not have a single-letter characterization and is, in this sense, uncomputable. Approximations of the capacity region are provided and two optimal coding algorithms are outlined. The first algorithm is a probabilistic coding scheme that bases its decisions on the past L acknowledgments and its achievable rate region approaches the capacity region exponentially fast in L. The second algorithm is a backpressure-like algorithm that performs optimally in the long run.
I. INTRODUCTION
T HE capacity of broadcast channels (BCs) remains unresolved both without and with feedback. It was shown in [3] that feedback does not increase the capacity of physically degraded BCs. Nevertheless, feedback increases the capacity of general BCs [4] , [5] and even partial feedback [6] , [7] , noisy feedback [8] , [9] and rate-limited feedback [10] can help.
The class of memoryless broadcast packet erasure channels (BPECs) is among the few classes of BCs for which the capacity region is known with and without feedback. BPECs are suitable models for various wireless channels such as channels from satellites to mobile stations (e.g. [11] ).
The capacity region C for the memoryless BPEC without feedback for two receivers consists of all rate pairs
where 1 , 2 are the erasure probabilities at receiver 1 and 2, respectively. The capacity region C fb of a memoryless BPEC with feedback was recently found in [12] . It consists of all rate pairs (R 1 , R 2 ) ∈ C fb = C 1 ∩ C 2 , with
where 12 is the probability of erasure at both receivers. In particular, feedback increases the capacity. This is of great practical interest since the required feedback per packet is a low rate (single-bit) ACK/NACK signal. This result has also been extended to several special cases of BPECs with more receivers in [13] - [15] . In a similar line of work, the capacity region of two-receiver multiple-input BPECs with feedback has been studied in [16] where the capacity region is derived and is shown to be achievable using linear network codes. In all the aforementioned works, feedback increases the capacity by providing coding opportunities at the transmitter: Feedback allows the transmitter to track successful packet transmissions for each receiver. Successful packet transmissions can act as receiver side information that can be exploited by index coding [17] , [18] . Instead of re-transmitting previously lost packets, one can now send linear combinations of packets to simultaneously serve multiple receivers. Exploiting receiver side information through index coding has also been 0018-9448 © 2018 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
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applied in the context of information theoretic caching [19] recently.
In most previous works, the broadcast channel is assumed to be memoryless. However, many practical communication channels have memory (e.g., see [20] - [23] that model the channel for satellite links). When channels have memory, the role of feedback is dual: (i) to track packet reception, and (ii) to provide information about the channel state. We model channel memory by a finite-state machine and a set of state-dependent erasure probabilities. Finite-state channel models are a common modeling approach for wireless communication channels, see e.g. [24, Ch. 4.6] or [25] and the references therein. Using a finite-state Markov channel model, [26] characterizes the capacity of point-to-point time-varying channels with memory and delayed feedback. The feedbackcapacity of point-to-point channels with a general form of memory is characterized using infinite letter characterization in [27] - [29] . In particular, it is shown that feedback does not increase the capacity if the channel state information is available at both the transmitter and receiver.
The main result of this paper is the feedback capacity of two-receiver BPECs with hidden and observable memory. More precisely, we study the following two scenarios:
1) the transmitter has strictly causal knowledge of the channel state and receives ACK/NACK feedback from both receivers (visible state). 2) the transmitter receives ACK/NACK feedback from the receivers, but does not receive channel state feedback; i.e., the state evolves according to a hidden Markov model from the transmitter's perspective (hidden state). In both scenarios, we derive inner and outer bounds on the capacity region, show that the bounds match, and propose optimal achievable schemes that are of low complexity. We analyze the special case of memoryless finite-state channels separately. There is prior art dealing with scenarios related to this work: Pantelidou et al. [30] deal with correlated broadcast erasure channels but have the current channel state (or an estimate of it) available for the current transmission. Similarly, in [31] and [32] the current channel state is available at the transmitter and coding is not permitted. Li and Neely [33] and [34] focus on obtaining channel state information in a scenario that is related to the case of hidden states, also without permitting coding operations. Similarly, [35] investigates the case of delayed channel state information for general networks, without permitting coding operations.
In more detail, our contributions are as follows:
• For both visible and hidden state, we derive tight outer bounds on the capacity region. Our bounds cannot be derived directly using the results of [3] , [36] , and [37] which form the base argument in all previous works. One of the novelties in our work is that the outer bounds are formulated in terms of linear programs where the solutions guide the design of optimal achievable schemes. The outer bounds, together with the achievable schemes, establish the capacity of two-user BPECs with channel memory and feedback in both scenarios.
• We devise several optimal and sub-optimal feedbackbased coding algorithms and discuss their advantages and disadvantages. Our schemes employ network coding and utilize a virtual network of queues at the transmitter to track the sent packets, as introduced in [12] and [14] . Analyzing such algorithms and the corresponding flow of packets on these networks is cumbersome even for the memoryless case. In order to simplify the analysis and hence make it applicable to channels with memory, we develop a class of probabilistic schemes in both scenarios. In this class, every appropriate coding action is performed with a probability that depends on the previous channel state and feedback. The analysis of probabilistic schemes turns out to be possible using the max-flow min-cut framework. We discuss the optimality of the probabilistic schemes both from an information theoretic perspective (i.e. achieving capacity) and a queueing perspective (i.e. rate stability). • While the proposed probabilistic schemes are rate-optimal and easy to analyze, they have several disadvantages from a networking perspective: Their design is dependent on the targeted rate of communication, and they may not perform well for dynamic packet arrivals or varying erasure probabilities. We thus propose low complexity and deterministic algorithms that track the packets in the virtual network of queues and choose appropriate coding actions to maximize certain weight function at each time instance. Our proposed achievable schemes extend the max-weight queue-based algorithms of [12] , [14] , and [38] . To analyze our schemes, we use and extend tools from finite-horizon Lyapunov drift analysis to incorporate knowledge about past channel states. • We show that simpler coding schemes are sufficient to achieve capacity for finite-state memoryless channels, which are a special case of the results above. Further, all above capacity results carry over to delayed feedback. • The joint treatment of the topic in both informationtheoretic and queueing-theoretic frameworks establish relations between the two fields.
In particular, we specify the relationship between the outer bound parameters with the injection probabilities in the queueing algorithms (see (98), (99) and Remark 9). This is a step forward towards understanding the interaction of both fields which is currently missing from the literature as discussed in [39] . In a related work that was carried out independently and in parallel by Kuo and Wang [40] (see [41] for the long version), it is shown that some of the coding operations proposed in [16] are also useful for BPECs with memory. An achievable rate region with opportunistic scheduling is characterized if the current channel state information is known at the transmitter. Our results and tools are, however, more general as they distinguish the visible and hidden cases, are complemented by matching outer bounds, and apply to systems with delayed feedback. All our inner and outer bounds apply to channels with memory whereas [40] and [41] assume i.i.d. channels in their analysis and only provide numerical studies of channels with memory. We note that our achievable coding algorithms (both the probabilistic and deterministic frameworks) use different queueing-theoretic frameworks than [41] .
Finally, we remark that Dabora and Goldsmith [42] studied general broadcast channels with feedback and memory and considered different cooperation scenarios. Capacity statements were derived only for partial cooperation among receivers. The feedback capacity of finite-state point-to-point channels was determined in [43] .
The rest of the paper is organized as follows: We introduce the notation in Section II and describe the system models for channels with observable memory and channels with hidden memory in Section III. Our main results are summarized in Section IV. In Section V, we derive outer bounds on the capacity. In Section VI we present probabilistic coding schemes and deterministic coding algorithms that achieve the capacity. We introduce some simpler, but suboptimal, coding schemes in Section VII and discuss their advantages with respect to optimal schemes. Section VIII focuses on the special case of finite-state memoryless channels. The numerical performance of the proposed schemes and the role of delayed feedback are discussed in Section IX. We conclude in Section X. Proofs of the theorems can be found in the appendices.
II. NOTATION
Random variables (RVs) are denoted by upper-case letters, e.g. X and their realizations by lower-case letters, e.g. x.
The probability of an RV X taking on the value x given an event E is written as Pr[X = x|E]. Often, the conditional event corresponds to another RV Y taking on some value y. This conditional probability is written as Pr[X = x|Y = y] or equivalently P X |Y (x|y). If the involved RVs are clear from the context, we often write P(x|y) for P X |Y (x|y). The equivalent expressions Pr[X|Y ] and P X |Y are used to address the conditional probability distribution for any outcome of the RVs.
The RVs X, Y, Z form a Markov chain if the joint probability mass function (PMF) P XY Z can be written as P XY Z = P X P Y |X P Z |Y . We write this relationship as X − Y − Z . The conditional expectation of a function f of an RV X given another RV Z is itself an RV and is written as
Using the law of total expectation, we have
. A finite sequence (or string) of RVs X 1 , X 2 , . . . , X n is denoted by X n . Often, but not always, this refers to a sequence in time. We write X n t if the sequence starts at index t, i.e. X n t = X t , X t +1 , . . . , X n . Sequences may have subscripts, e.g. X n j denotes X j,1 , X j,2 , . . . , X j,n . This results in one possible ambiguity as X n j could also denote X j , X j +1 , . . . , X n , but in these cases, the meaning will be clear from the context. Vectors are written with underlined letters and can be used as an alternative to the sequence notation, e.g. X = X n . These two concepts can be mixed, e.g. X n denotes the sequence of vectors X 1 , . . . , X n . Matrices are written boldface, e.g. A.
The entropy of a discrete or continuous RV X is written as H (X). Similarly, H (X|Y ) denotes the conditional entropy of X given Y . The mutual information between X and Y is denoted by I (X; Y ) and their conditional mutual information given Z is written as I (X; Y |Z ).
Sets are denoted by calligraphic letters, e.g. X . The cardinality of the finite set X is denoted by |X |. If X is a subset of a larger set Y, the complement of X is written as X c where X c = Y X . q denotes the finite field of order q.
The indicator function ½{·} takes on the value 1 if the event inside the brackets is true and 0 otherwise. The expression [a] + is a shorthand notation for max(a, 0).
III. SYSTEM MODEL
A transmitter communicates two independent messages W 1 and W 2 (of n R 1 , n R 2 packets, respectively) to two receivers Rx 1 and Rx 2 over n uses of the channel. Communication takes place over a BPEC with memory and feedback as described next.
The input to the broadcast channel at time t, t = 1, . . . , n, is denoted by X t ∈ X . The channel inputs correspond to packets of bits; we may represent this by choosing X = 2 with 1. The packet length is assumed to be long enough such that the rate loss due to headers is negligible. We further comment on that in Remark 5. Transmission rates are measured in packets per slot, hence all entropies and mutual information terms are considered with logarithms to the base 2 .
The channel outputs at time t are written as
, is either X t (i.e., received perfectly) or ? (i.e., erased).
We define binary random variables Z j,t , j ∈ {1, 2}, t = 1, . . . , n, to indicate if an erasure occurred at receiver j in time t; i.e. Z j,t = ½{Y j,t =?}. Clearly, Y j,t can be expressed as a function of X t and Z j,t , and Y j,t determines Z j,t . We denote
The broadcast channel we study has memory that is modeled via a finite-state machine with state S t at time t. The state evolves according to an irreducible aperiodic timeinvariant finite-state Markov chain with state space S and steady-state distribution π s , s ∈ S. We assume that the initial state S 0 is distributed according to π, hence S n is stationary. Depending on the current random state of the channel, the erasure probabilities are specified through the conditional distribution P Z t |S t . Note that spatial correlation among the receivers is permitted. The transition probabilities between channel states are known at the transmitter. The sequence Z n is correlated in time in general, hence the channel has memory. Both S n and Z n are ergodic.
After each transmission, an ACK/NACK feedback is available at the encoder from both receivers. System-wide knowledge of the feedback facilitates the mathematical treatment of the queueing problem in Section VI. To realize this, we require a reliable low-rate forward channel from the transmitter to both receivers to inform them about packet losses of the other receiver. The transmitter uses the feedback information to encode its messages W 1 , W 2 . Two setups are considered: (i) ACK/NACK feedback and previous state information are available at the encoder:
(ii) Only ACK/NACK feedback is available at the encoder:
Depending on whether the transmitter knows the previous channel state or not, we call the state visible or hidden (see also Fig. 1 ). When the state is visible, the joint probability mass function of the system factorizes as
When the state is hidden, the joint probability mass function of the system factorizes as
The state may be visible either because it is explicitly available at the transmitter or because it can be determined from the available feedback. The latter is illustrated via the following example.
Example 1: Consider a Gilbert-Elliot model [44] , [45] with state space S = {GG, GB, BG, BB} where G and B refer to a good and bad state at each user. Suppose that the channel erases the input in state B and is erasure free in state G; i.e., we have
In such a channel, the feedback Z t determines the channel state S t , hence H (S t |Z t ) = 0, and we thus say that the state is visible. If Z t does not determine S t , the setup has hidden state, unless S t is fed back separately. We use a Gilbert-Elliot channel model for our simulations in Section IX.
Given the feedback and the previous channel state information, the encoder may calculate the statistics of the next channel erasure events. In the visible case, the probabilities of erasure events given the previous channel state s are given by 12 
Note that these probabilities do not depend on t in our setup.
In the hidden case, the probabilities of erasure events given the past feedback sequence z t −1 are defined with respect to the distribution P Z t |Z t−1 , i.e.
and accordingly for all other erasure events as in (9) . In the hidden case, these probabilities depend on t. We use the notations 1 (z L ), 2 (z L ), 12 (z L ), etc. to refer to the erasure probabilities when they are computed with respect to the distribution P Z t |Z t−1 t−L , i.e., based on the past L feedback samples Z t −1 t −L = z L rather than the entire past feedback z t −1 . The goal is to have each decoder Rx j reliably estimatê
can be made arbitrarily small as n gets large. The capacity region is the closure of the set of achievable rate pairs. For the visible case, we denote the capacity region by C mem fb+s and for the hidden case, we denote it by C mem fb . The classic formulation assumes operation in blocks of n slots, where n R 1 , n R 2 packets arrive just before the block being handled. In Section VI we consider a dynamic version of the problem, which better models practical packet communication networks: Packets for Rx 1 , Rx 2 arrive in each slot with probability R 1 , R 2 , respectively, yielding in total n R 1 , n R 2 packets during n 1 slots, as in the block-based scheme (see also Remark 1) . This dynamic version is modeled and analyzed with a network of queues that captures different coding operations and tracks the average rate of delivered packets per slot.
For the dynamic version of the problem, we would like to have all the queues in the network stable according to the following two stability definitions (e.g. [46] , [47, Definition 3.1]):
Definition 2: Let Q t denote the number of packets in the corresponding queue Q at time t. Queue Q is rate-stable if lim n→∞ Q n n = 0 with probability 1.
Queue Q is strongly stable if lim sup
A network of queues is stable if all queues inside the network are stable [47, Definition 3.2] . The network stability region consists of all rate pairs (R 1 , R 2 ) for which all queues in the network are stable. For the setup in Section VI, we will propose coding algorithms that strongly stabilize the queues. We remark that strong stability implies rate stability [46, Th. 4] in this setup, but not vice versa.
Remark 1 (Capacity Regions vs. Stability Regions): Capacity regions are defined via block-coding and decoding error probability as a criterion, as in Definition 1. Queue stability deals with dynamic packet arrivals (instead of blocks of packets) and measures if the number of packets in the queues grows sublinearly, as in Definition 2. Stability regions can be cast into corresponding block-based rate regions as follows: Suppose that a network of queues is rate-stable for (R 1 , R 2 ); i.e., each queue satisfies
with probability 1.
In n channel uses, n R 1 ±o(n) packets arrive for Rx 1 and n R 2 ± o(n) packets arrive for Rx 2 with high probability for n large enough. Rate stability implies (see (13) ) that there are only o(n) packets left in the queues after n channel uses. These remaining packets can be delivered in o(n) slots. Hence, the total number of slots needed to deliver n R 1 ± o(n) packets for user Rx 1 and n R 2 ± o(n) packets for Rx 2 is given by n + o(n). The number of slots of the cleanup phase is negligible compared to n, for n getting large, and (R 1 , R 2 ) is achievable in the block-based communication sense.
IV. MAIN RESULTS
Our main results are in the form of matching outer and inner bounds on the capacity region of the two-receiver BPEC with memory and ACK/NACK feedback. We also devise low-complexity feedback-based coding algorithms that achieve capacity. We consider the visible and hidden cases and elaborate on the special case of finite-state memoryless channels separately.
A. Visible Case
DefineC mem fb+s as the closure of rate pairs (R 1 , R 2 ) for which there exist variables x s , y s , s ∈ S such that
We show in Section V thatC mem fb+s is an outer bound on the capacity region C mem fb+s in the visible case. Moreover, we show in Section VI that the regionC mem fb+s is achievable, leading to the following theorem.
Theorem 1: The capacity region of the BPEC with feedback, memory, and visible state is
In our achievable schemes, the transmitter uses the feedback from both receivers to track successful packet transmissions. This is done with the help of a virtual network of queues. Each queue essentially represents a coding opportunity that the transmitter can exploit. Two capacity achieving schemes are presented in Section VI: In the first scheme, the transmitter randomly chooses the coding operation according to a probability distribution that depends on the observed state feedback. The optimization of the corresponding probability distribution results in a single-commodity flow problem in the network of virtual queues. The min-cut version of the max-flow problem can be shown to match the outer bound, proving Theorem 1. We show how the parameters x s , y s , s ∈ S that appear in the outer bound are related to transmission probabilities of the encoding operations. The second scheme is a queuebased max-weight backpressure algorithm that operates on the network of queues. This algorithm strongly stabilizes all queues in the network for all rates inside the capacity region.
B. Hidden Case
DefineC mem fb (L), for every integer L, as the closure of rate
Theorem 2: Given a BPEC with feedback, memory and hidden state 1 , the rate regionC mem fb (L) is achievable and converges to the capacity region exponentially fast in L. More precisely, (i) any rate pair (R 1 , R 2 ) ∈C mem fb (L) is achievable and (ii) any rate pair (R 1 , R 2 ) ∈ C mem fb is such that
where
The regionC mem fb (L) is an L-th order approximation to the capacity region of the hidden case and has a similar structure to the capacity region in the visible case: The role of channel states in the right hand side (RHS) of (15) -(18) is replaced in (21) -(24) by a window of L previous feedback samples that determine the approximate system state in the hidden case. As the window gets larger, the approximation gets tight exponentially fast in L.
This similarity allows us to modify the probabilistic and deterministic schemes that we developed for the visible case to be applicable for the hidden case: For the probabilistic scheme, encoding operations are drawn randomly from a distribution that depends on the past window of L feedback sequences, see Section VI-D. The deterministic scheme allows us to take into account the whole past feedback sequence, as derived in Section VI-E.
C. Memoryless Case
Consider the special case of finite-state memoryless broadcast packet erasure channels. This is an extension of the setup in [12] to the case of multiple states: The erasure probabilities still depend on the current channel state according to P Z t |S t , but the state sequence S n is i.i.d. Here, strictly causal state feedback does not provide information about future channel statistics, and there is no fundamental difference between the visible and hidden cases. Theorem 1 includes this setup as a special case.
Define C mem fb+s as the closure of rate pairs (R 1 , R 2 ) for which there exist variables x s , y s , s ∈ S, such that
Note thatC mem fb+s and C mem fb+s differ only in the constraints (28) . We show in Section VII that C mem fb+s is achievable using probabilistic or deterministic schemes that only utilize "reactive" coding operations (these coding operations have been used in [12] for the single-state memoryless case and are a subset of the coding operations that we utilize to achieve capacity in Theorem (1)). In general, the additional constraints in (28) make C mem fb+s strictly smaller than C mem fb+s . However, for special cases such as the memoryless case, the two regions coincide and reactive coding schemes are capacity achieving. In Section VIII, we derive the following theorem:
Theorem 3: The capacity region of the memoryless finitestate BPEC with feedback is given by C mem fb+s . To visualize the main results, Fig. 2 shows the rate regions C mem fb+s , C mem fb+s , C fb and C for an example scenario. Stable rate points are points insideC mem fb , andC mem fb (L) show computable approximations ofC mem fb . We present further numerical simulations and the role of delayed feedback in Section IX.
V. OUTER BOUNDS

A. Visible Case
We prove thatC mem fb+s is an outer bound on the capacity region. The general idea is to show that for any achievable scheme, there are parameters x s , y s , s ∈ S, satisfying (14) - (18) . We find these parameters by relating them to certain mutual information terms that can be found for any given achievable scheme. In order to bound R 1 and R 2 , for any δ > 0, we start with the following multi-letter bounds. For j ∈ {1, 2}, we definē j ∈ {1, 2} such thatj = j . Fano's inequality [48, Ch. 2.10] and the independence of the two messages W 1 and W 2 lead to the following bounds:
We next capture the role of channel state feedback in both the bounds above, single-letterize them, and further relate the bounds on R j and R¯j by establishing a relationship between their corresponding single-letter mutual information terms for each channel state realization. For j = 1, the singleletterization is done as follows:
In the above chain of inequalities, (a) follows because Z t −1 1 is a function of Y t −1 1 and because of the Markov chain
, and (c) follows by a standard random time sharing argument with time sharing random variable T . Similarly, one obtains
. By symmetry, we also have the following bounds:
Remark 2: Note that by the definitions of
The following lemma is based on [49, Lemma 1]. Lemma 1: For every s ∈ S and j ∈ {1, 2}, we have:
Using Lemma 1, we now replace the mutual information terms in (35) - (38) to obtain
where u
The following lemma relates these parameters and is proved in Appendix A. Lemma 2: For every j ∈ {1, 2} and s ∈ S, we have
Combining the above results and letting δ go to zero, (R 1 , R 2 ) can be achieved only if there exist variables u
s , s ∈ S, for which the following inequalities hold for all j ∈ {1, 2}:
Finally, we show that the above outer bound matches C mem fb+s defined in (14) - (18) . This is done by noting that inequality (46) can be made tight without changing the rate region. The equivalence of the two regions then becomes clear by setting z (1) 
B. Hidden Case
Following the same line of arguments as that in Section V-A, one can prove an outer bound on the capacity region in the hidden case. DefineC mem n, fb , for every positive integer n, as the closure of rate pairs (R 1 , R 2 ) for which there exist variables
So the capacity region is outer bounded byC mem fb lim sup n→∞C mem n, fb . Unfortunately, unlike the outer bound in the visible case,C mem fb is not computable. The proof of (49) -(53) is similar to that of the visible case and is omitted for brevity. One can see that compared to the visible case, z t −1 plays the role of system's previous state s. Here, however, the previous channel state is hidden and the entire past feedback samples (or equivalently z t −1 ) are required for the prediction of future channels. Therefore, the characterization has an averaging over the channel uses, and does not admit a single-letter form.
In order to find computable outer bounds, we establish a sequence of outer and inner approximations forC mem fb , indexed by an integer L, that have finite-letter characterizations. The parameter L effectively captures how far into past we consider the feedback sequences. To quantify the cost of this truncation, we proceed as follows.
First note that the predicted erasure probabilities in each time slot t can be computed as
The distribution P Z t+1 |S t+1 does not change with t by assumption of time invariance. The distribution P S t+1 |Z t does change, however. A recursive formula to compute P S t+1 |Z t on-the-fly using the previously computed distribution P S t |Z t−1 and the new feedback sample z t is
Similarly, the distribution of the channel states based only on the past L feedback samples
can be written as
. (56) Note that (55) and (56) : Suppose all entries of the state transition matrix P S t |S t−1 and the distribution matrix P Z t |S t are strictly positive. For any observed sequence z t , we have the following bound on the variational distance:
where 0 < σ < 1 is a characteristic constant of the underlying Markov chain as defined in [50, Sec. 2] . σ depends on the smallest entry in the matrix P S t |S t−1 and on the ratio of the largest and smallest values in the matrix P Z t |S t . Remark 3: The theorem in its original form [50, Th. 2.1] is more general and only requires the r -th order transition matrix P S t |S t−r to be strictly positive. We use the weaker form for simplicity.
Corollary 1: For any observed sequence z t , the total variation distance between P Z t+1 |Z t and P Z t+1 |Z t t−L+1 is bounded by
Proof: The proof is deferred to Appendix B.
We are now equipped to prove an approximate capacity outer bound using (49) -(53) together with Corollary 1. We show in Appendix C that any achievable rate pair (R 1 , R 2 ) is such that the following inequalities hold for some
This proves statement (ii) of Theorem 2. Remark 4: For many examples, the parameter σ in (57) is close to zero. Thus, L must be large (in the order of L = 10000) to give meaningful bounds. In numerical examples, we observed that the variational distance decays faster than predicted by (57) . Often, the variational distance is on the order of 10 −4 for values like L = 10.
VI. OPTIMAL CODING SCHEMES
In this section, we develop codes that achieve the outer bounds stated in Section IV. We show that C mem fb+s =C mem fb+s and C mem fb =C mem fb . One of the coding operations that we use to achieve C mem fb+s was first proposed in [41] based on a previous result on [16] . The description in this section does not require knowledge about results and coding schemes in [16] . Our coding schemes build upon well-established results on virtual-queue-based algorithms such as [12] , [13] , and [51] . To analyze the scheme, we track packets through a network of queues as explained next.
A. Queue Model
Consider Fig. 3 that shows a network of queues whose operation we now describe. The transmitter has two buffers Q
1 to store packets destined for Rx 1 , Rx 2 , respectively. We consider dynamic arrivals, where packets for Rx 1 , Rx 2 arrive in each slot according to a Bernoulli process with probability R 1 , R 2 , respectively. These arrived packets are called original packets. An analysis for more general arrival processes is possible. The transmitter maintains two additional buffers Q (1) 2 (resp. Q (2) 2 ) for packets that have already been sent, but have been received only by Rx 2 (resp. Rx 1 ). Hence buffer Q (1) 2 contains packets that are destined for Rx 1 and have been received at Rx 2 but not at Rx 1 , and vice versa for Q (2) 2 . These queues are empty before transmission begins. If both Q (1) 2 and Q (2) 2 are nonempty, the transmitter can send the XOR combination of these original packets. Such a linear combination of original packets from Q (1) 2 and Q (2) 2 is called a coded packet. 2 If both users receive this coded packet, both can decode one desired original packet and two packets per slot are delivered. Since the coding that is used here is a reaction to previous erasure events, we refer to this coding operation as reactive coding. 3 Another coding operation turns out to be useful: The transmitter can take one packet from Q (1) 1 and Q (2) 1 each, compute the XOR combination and send it. Note that the packets involved have not been transmitted before (hence have not been received at Rx 1 or Rx 2 ), so we call this action proactive coding or poisoning. 4 A poisoned packet is not immediately useful for a receiver upon reception. It may become useful together with a remedy packet that enables decoding of original packets that are involved in the linear combination for the poisoned packet: Assume packet p (1) l was chosen from Q (1) 1 and p (2) m was chosen from Q (2) 1 , and the poison packet p (1) l + p (2) m was transmitted and received by Rx 1 or Rx 2 or both. In that case, p (1) l is put into an additional queue Q
was received at Rx j . If, at a later stage, the corresponding remedy p (1) l (or p (2) m ) is transmitted and received at Rx j , both p (1) l and p (2) m can be decoded at Rx j . An example why this can be beneficial is provided in Example 2 ahead.
The system exit for Rx j is represented by the buffer Q ( j ) 4 . Once a packet reaches the intended receiver, it is moved to this queue and leaves the system. These buffers are empty by definition.
With slight abuse of notation, let Q ( j ) l,t denote the number of packets stored in buffer Q
4,t = 0 by definition, the vector Q t determines the queue state at time t.
The transmitter selects an action A t in slot t from the set A 5 = {1, 2, 3, 4, 5}, where • A t = 1 corresponds to sending an uncoded original packet for Rx 1 from Q (1) 1 2 The original packets arriving to Q ( j ) 1 may be coded as well in the sense that error-correcting codes have been employed by lower layers. We use the term coded packet to emphasize that information packets for different receivers have been mixed. Alternative terms would be network-coded or inter-sessioncoded packet. 3 The term reactive coding is also used in [41] , but the meaning is different. 4 This term is used due to the analogy to the poison-remedy approach in [52] .
• A t = 2 corresponds to sending an uncoded original packet for Rx 2 from Q (2) 
3 . We will explain in detail how action A t = 5 chooses remedy packets in Section VI-C.
Remark 5: An implementation of the described coding scheme could add a header to each packet. The header should include a flag of 3 bits to indicate which of the 5 actions was used. At most two packets will be combined, so one needs two fields of at most log 2 (n R 1 + n R 2 ) bits each, to indicate which two out of the n R 1 + n R 2 packets were involved in the coding operation. The latter two field sizes grow with the block size n, but only logarithmically. For a typical internet protocol (IP) packet of = 1500 · 8 = 12000 bits, this overhead would be less than 1% even if the block size n is as large as 10 9 .
Remark 6: All buffers are physically present at the transmitter. The packets in Q ( j ) 2 however also have to be stored in Rx j 's memory. Packets in Q ( j ) 3 are involved in a poisoned packet. The corresponding poisoned packet is stored in the memory at Rx 1 , Rx 2 or at both. In order to let both receivers correctly track the packet movement, each receiver needs feedback about the other receiver's packet erasures. This is realized by the assumed reliable low-rate forward channel from the transmitter to both receivers.
One can also define a strategy that only uses reactive coding, where only the actions 1, 2, 3 are permitted. The corresponding set of admissible actions is called A 3 . In that case, the queues Q ( j ) 3 are not needed and are always empty. These coding operations suffice to achieve capacity for memoryless channels.
A third possibility is to permit only uncoded packet transmissions, i.e. actions 1, 2. The corresponding set of actions is called A 2 . In that case, the queues Q For the visible case, actions at time t are restricted to depend on the current queue state Q t and the previous channel state S t −1 , i.e., the actions are generated by a distribution P A t |S t−1 Q t . We choose distributions that do not depend on t. For the hidden case, actions at time t may depend on the current queue state Q t and all previous ACK/NACK messages up to time t, Z t −1 , i.e. the actions are generated by a distribution P A t |Z t−1 Q t .
The following example from [41] demonstrates the necessity of proactive coding:
Example 2: Consider the Markov chain in Fig. 4 for δ = 0 5 , i.e. the state sequence is . . . , s 1 , s 2 , s 1 , s 2 , . . .. The stationary distribution is π s 1 = π s 2 = 0.5.
A packet is never erased when we arrive at state s 1 . In state s 2 , it is received only at Rx 1 or only at Rx 2 , both with a chance of 50%. The setup is visible because the feedback determines the state. Consider a strategy with reactive coding only, with actions A t ∈ A 3 and corresponding rate region Rate Regions for the model from Fig. 4 , for δ = 0, δ = 0.2 and δ = 0.4. C mem fb+s is strictly smaller thanC mem fb+s .
C mem fb+s : Action A t = 3 is fully beneficial only if both Rx 1 and Rx 2 receive the coded packet, so it should be used only after state s 2 (when the next state is s 1 and no erasure will occur). After state s 1 , one can transmit packets for Rx 1 and packets for Rx 2 50% of the time each. 50% of these packets are received by the intended receiver and leave the system. The other half is received by the wrong receiver and goes to the buffer for overheard packets, Q ( j ) 2 . The reactive coding action A t = 3 can be used after state s 2 only at the pace the overhearing buffers Q (1) 2 and Q (2) 2 are filled: This will occur at a rate of π s 1 P A t |S t−1 (1|s 1 )(1− 1 (s 1 )) = 0.5·0.5·0.5 = 1 8 for Rx 1 and likewise for Rx 2 . Hence π s 2 P A t |S t−1 (3|s 2 ) ≤ 1 8 , leading to P A t |S t−1 (3|s 2 ) = 0.25. Reactive coding can be used only 25% of the time after s 2 , the remaining time must be distributed among actions 1 and 2, leading to a rate of (R 1 , R 2 ) = ( 7 16 , 7 16 ). Now consider the poison-remedy approach, where one always sends a poisoned packet p (1) l + p (2) m after state s 1 . This packet is received by either Rx 1 or Rx 2 as state s 2 always follows. Through the ACK/NACK feedback the transmitter is informed about where the poison is received. Assume it has been received at Rx 2 : The transmitter now chooses p (1) l as remedy packet. This packet will be received by both receivers because state s 1 will follow and packets are never erased. Rx 1 gets p (1) l and Rx 2 can decode p (2) m from the poison and remedy, hence one packet is transmitted for each user in two time slots, leading to a rate of (R 1 , R 2 ) = ( 1 2 , 1 2 ). This rate point is outside of C mem fb and cannot be achieved using reactive coding only. The corresponding regions are plotted in Fig. 5 .
B. Network Flow
The index set of outgoing neighbors of buffer Q
m . Define the following three variables related to the link from buffer Q
lm,t denote the current link capacity, i.e. the number of packets that are allowed to travel in time slot t. Clearly, C The service rate on the link in slot t is written as F
lm,t because the transmitter may decide not to move the packet in the time slot. We write this as
where E ( j ) lm,t ∈ {0, 1} is a binary random variable indicating if the link will be activated or not, hence
The vector E t collects all activator variables in slot t. F
is a deterministic function of A t , Z t and E t . Remark 7: The link activation variables E t can be necessary to control the service rate of a particular link. The 5 actions A t can control from which set of queues we transmit, but not on which of the outgoing links. The outgoing link is chosen by the erasure pattern and the activation variable lets us decide if we want to go over that link. With this mechanism the transmitter can control the outgoing link flows independently of each other.
The actual number of packets travelling on the link in time slot t is denotedF
can be empty:
The long-term average link flow f ( j ) lm and link capacity c
where we assume that the limits exist.
To model external packets arrivals, let C 
This definition of dynamic arrivals is slightly different than the block arrival of n R j packets as in the outer bounds (see Remark 1). 
The flow divergence is thus the difference of the number of packets that can depart from buffer Q ( j ) l minus the number of packets that can arrive at Q ( j ) l in slot t. For the long-time average flow divergence, we have
The number of packets in queue Q ( j ) l evolve according to
where [x] + = max(x, 0). There is an inequality because some queue Q ( j ) k might be empty, andF
kl,t . Each coding scheme leads to a different evolution of the queue state Q t , as the actions at time t can differ.
The 
Therefore, satisfying the long-term average capacity constraints is sufficient to ensure rate stability.
C. Packet Movement
In this section we summarize when packets can leave buffers and move to another one. Consider uncoded packet transmission, i.e. actions A t = 1 or A t = 2: If an uncoded packet from Q (1) 1 is received by Rx 1 , it is moved to Q (1) 4 and leaves the system. If such a packet is only received at Rx 2 , it is moved to Q (1) 2 . If it is erased everywhere, it stays in buffer Q (1) 1 . Likewise for packets for Rx 2 . For a reactive coding operation, i.e. for A t = 3, suppose
m is computed and transmitted. If this packet is received by Rx 1 , p (1) l can be decoded, so it is moved from Q (1) 2 to the system exit Q (1) 4 . If the coded packet is not received by Rx 2 , p (2) m stays in Q (2) 2 . This also applies vice versa. In a degenerate case A t = 3 is chosen but either Q (1) 2 or Q (2) 2 is empty: In this case, only one packet can be delivered per slot, but the queue dynamics as defined in (72) are satisfied for each of the two queue networks individually (see also [54] ).
The most complicated packet movement rules apply for the poison/remedy actions and the corresponding buffers: A packet can move from Q ( j )
3 only if it is involved in a poisoned packet. This happens if A t = 4 and the poisoned packet is not erased at both receivers: Suppose p
1 and the poisoned packet p (1) l + p (2) m is received at Rx 1 , at Rx 2 or at both. Then p (1) 
only if a remedy packet was transmitted, i.e. if A t = 5. A remedy packet corresponds to one of the packets that was involved in a proactively coded packet and is stored in either Q Table I . This table appears in similar form in [41] . We explain the following two cases in more detail:
• Assume poison p (1) l + p (2) m was received at Rx 1 only and remedy p (2) m was again received at Rx 1 only: Rx 1 can decode both poisoned packets and hence also knows p (2) m , as if this packet was overheard. So p (2) m should be moved from Q (2) 3 to the buffer for overheard packets, Q
.
• Assume poison p (1) l + p (2) m was received at Rx 1 only and remedy p (2) m was received at Rx 2 only: Obviously, (2) m . The question is if p (1) l + p (2) m is of any use for Rx 1 :
The key observation made in [41] is that p (2) m is as useful for Rx 1 as the actually desired packet p (1) l : If Rx 1 obtains p (2) m , it can decode p (1) l . So, in order to deliver p (1) l to Rx 1 , we can also deliver p (2) m . The packet p (2) m however is already known by Rx 2 , so it acts like packets that are in buffer Q (1) 2 . Hence one can replace p (1) l with the remedy p (2) m (because p (2) m is as useful as p (1) l ) and put it in buffer Q (1) 2 . At a later stage p (2) m will be XORed with a packet p (2) k from Q (2) 2 (i.e. a packet that has already been received at Rx 1 but not at Rx 2 ). If Rx 1 receives the linear combination p (2) m + p (2) k , it can decode p (2) m because p (2) k is known. With p (2) m , it can decode the desired packet p (1) l . This is summarized in the coding example in Table II . Taking into account all events described above, we obtain The degenerate case when this is not fulfilled is more complicated and studied in detail in Appendix D. However, also the degenerate case can be adapted such that the queue and flow dynamics in (72) and (75) -(80) hold.
The algorithms developed in the following ensure network stability for rate pairs insideC mem fb .
D. Probabilistic Scheme 1) Visible Case:
Consider a strategy that bases decisions for actions only on the previous channel state S t −1 , but not on the queue state Q t . The decisions for A t are random and independent from previous decisions, according to a stationary probability distribution P A t |S t−1 . By the sufficient criterion for rate stability in (73), rate pairs (R 1 , R 2 ) can be achieved if there is a distribution P A t |S t−1 such that the following flow optimization problem is feasible for j ∈ {1, 2}:
The link capacities can be written as in (84) -(89) because of the ergodicity of the influencing random processes A n and Z n in this case. This is a classic flow optimization problem where the individual link capacities on the RHS of (84) -(89) can be adjusted by P A t |S t−1 . Note that the disconnected flow networks for Rx 1 and Rx 1 are coupled only through the common dependency on P A t |S t−1 . For any feasible rate pair, (81) -(83) ensure that d
l . The exact operation of the probabilistic scheme is as follows:
• Solve the above linear program to find suitable values of
lm . • In each time slot, observe the previous state s, sample the next action randomly from P A t |S t−1 (·|s) and transmit from the corresponding queues. • Observe the feedback Z t : Z t selects at most one outgoing link per queue on which a packet can be moved.
• Send the information about moved packets over the lowrate reliable forward link. The strategy of first observing where a transmitted packet is received and deciding later whether this packet should be logically moved or not appears in similar form in [51] . This mechanism allows to asymptotically achieve a rate of f By the max-flow min-cut theorem, the flow problem in (81) -(89) is feasible if there is a distribution P A t |S t−1 such that
where each bound in (90) -(93) corresponds to a cut in the queue network. Proposition 1: Suppose P A t |S t−1 is feasible for a rate pair (R 1 , R 2 ). There exists a distribution P A t |S t−1 for which • (R 1 , R 2 ) is feasible and • the bounds in (91) and (92) are redundant. The proof of Proposition 1 is given in Appendix E.
By Proposition 1, a rate pair (R 1 , R 2 ) can be achieved if there is a distribution P A t |S t−1 such that
One can verify that (94) -(97) is equivalent to the outer boundC mem fb+s in (14) -(18) by setting
Note that
can be less than 1, so constraint (28) is not implicitly required. Remark 9: The mapping from x s , y s s ∈ S to P A t |S t−1 defined in (98) -(99) is not unique. In particular, for some valid choices of P A t |S t−1 the constraints in (91) and (92) will not be redundant. Proposition 1 however tells us that one can always find a distribution P A t |S t−1 that satisfies (98) -(99) and for which (91) and (92) are redundant for any values of x s , y s s ∈ S.
This shows thatC mem fb is achievable with the presented coding scheme and henceC mem fb+s = C mem fb+s . Section VI-E shows that C mem fb+s is achievable using a deterministic algorithm.
2) Hidden Case: The relation between P A t |S t−1 (·|s)
and parameters x s and y s derived for the probabilistic scheme in the visible case can be translated to the hidden case: For a given rate pair (R 1 , R 2 ), one must determine a stationary probability distribution P A t |Z t−1 t−L , i.e., the window of L past feedback samples takes the role of the previous channel state S t −1 in the visible case. Any value of x(z L ), y(z L ) in the outer bound (49) -(53) can be translated into appropriate probability values for P A t |Z t−1 , as in (98) and (99). The transmitter randomly chooses its next action according to the distribution P A t |Z t−1 (·|z L ). The scheme can achieve achieve 6Cmem fb (L) defined in (20) - (24) .
According to Corollary 1, the regionC mem fb (L) converges exponentially fast toC mem fb , but also the number of parameters x(z L ), y(z L ) grows exponentially with L. We next propose a parameterless deterministic scheme that is optimal in the long-run.
E. Deterministic Scheme 1) Visible Case:
In the probabilistic scheme, actions are chosen depending on the channel state only. So it might happen that an action is chosen although there is no packet to transmit because the corresponding buffer is empty. To operate the probabilistic scheme one also needs to compute the corresponding distribution P A t |S t−1 that depends on the arrival rates R 1 , R 2 . These rates might be unknown to the transmitter ahead of time.
Both drawbacks can be avoided by a max-weight backpressure-like algorithm [31] , [38] , [47] , [55] , [56] that bases its actions on both queue and channel states: In each slot t, a weight function (a, q, s) is computed for each action a ∈ A 5 , given queue state Q t = q and previous channel state S t−1 = s. The action with the highest weight is chosen in that slot. In Appendix F, we show that the optimal action is
with the weight for action a given Q t = q and S t−1 = s as
Action a affects the expectation in (101) through the probability P A t |Q t S t−1 (a|q, s) , as derived in more detail in Appendix F. Table III lists the action weights depending on the current queue state Q t and the previous channel state S t −1 .
Theorem 5: The max-weight strategy in (100) strongly stabilizes all queues in the network for every rate pair (R 1 + δ, R 2 + δ) ∈C mem fb+s , δ > 0. The proof is given in Appendix F. 2) Hidden Case: Similar to the visible case, the following deterministic max-weight backpressure-like algorithm can be defined. The action is now given by with the weight of action a given Q t = q and Z t −1 = z t −1 equivalently defined as
Table IV lists the weights for each action based on the current queue state Q t and the previous feedback state Z t −1 . Theorem 6: The max-weight strategy in (102) strongly stabilizes all queues in the network for every rate pair (R 1 + δ, R 2 + δ) ∈C mem fb , δ > 0. The proof of Theorem 6 is given in Appendix F. Remark 10: In each slot, the max-weight strategy in (102) requires to compute the 5 weights for each action given in Table IV , which are easy to evaluate if 1 (z t −1 ), 2 (z t −1 ), 12 (z t −1 ) are known. The values of 1 (z t −1 ), 2 (z t −1 ), 12 (z t −1 ) can be recursively computed by (54) and (55) for every t, which needs O(|S|) multiplications and summations. The same argumentation applies to the max-weight strategy in (100) for visible states.
To implement the probabilistic scheme we needed to solve a linear program whose number of variables is exponential in the the observation window L to find the injection probabilities. This is only practical for small values of L.
VII. ACHIEVABLE RATES WITH REACTIVE CODING
In this section, we investigate the performance of schemes that are reactive; i.e., we are restricted to the set of actions A 3 . The coding operations in this scheme are conceptually easier as the receivers do not have to store linearly combined packets, but only use them for instantaneous decoding. The corresponding simplified queueing network is shown in Fig. 6 . Our focus is on the visible case. All methods can similarly be applied to the hidden case.
A. Probabilistic Scheme
This scheme adapts the probabilistic scheme in Section VI-D to the smaller action set A 3 . Using this scheme, the rate tuple (R 1 , R 2 ) can be achieved if there is a distribution P A t |S t−1 on A 3 such that ∀ j ∈ {1, 2}:
Note that the region described by (104) -(108) is equivalent to the rate region C mem fb+s described in (29) - (32) . This may be seen by turning the flow problem in (104) -(108) to the min-cut formulation and setting
The mapping from x s , y s , s ∈ S to P A t |S t−1 is unique in this case. Inequality (28) ensures that P A t |S t−1 (3|s) ≥ 0. This constraint is implicitly required and makes this approach suboptimal in general as it does not appear in the outer bound C mem fb+s .
B. Deterministic Scheme
To avoid the drawbacks of the probabilistic scheme, a max-weight algorithm with action set A 3 can be defined. The actions are chosen according to the following criterion:
with (a, q, s) as defined in (101). The strategy can be shown to strongly stabilize all queues in the network for every rate pair (R 1 +δ, R 2 +δ) ∈ C mem fb+s . The proof is similar to the proof of Theorem 5 and is omitted.
C. Combination of Memoryless Strategies
Looking at the characterization of C mem fb+s in (27) - (32) , one may wonder if this rate region can be attained by simply combining memoryless capacity achieving schemes. Let C fb+s (s), s ∈ S, denote the capacity region of a memoryless BPEC with feedback and erasure probabilities P Z t |S t−1 (·|s). Capacity achieving algorithms for memoryless BPECs with feedback are derived in [12] .
A combination of memoryless capacity achieving schemes may be described as follows:
• Choose fractions α s ≥ 0 and β s ≥ 0 such that s∈S α s = s∈S β s = 1 and (α s R 1 , β s R 2 ) ∈ π s C fb+s (s), for all s ∈ S. • Take nα s R 1 packets for Rx 1 and nβ s R 2 packets for Rx 2 to be transmitted only when the previous channel state is equal to S t −1 = s, s ∈ S. For each previous state s ∈ S, the transmitter chooses an optimal memoryless strategy corresponding to a memoryless BPEC with feedback and erasure probabilities P Z t |S t−1 (·|s). The transmitter needs to maintain a set of queues for each state. If [12, Algorithm III] is chosen as the capacity-achieving algorithm, the coding buffers contain at most one packet per session. Hence, at most |S| packets must be stored at each receiver.
Using the above scheme, for large n, one can asymptotically achieve the performance of the memoryless strategy for each state s with the corresponding capacity region C fb+s (s). The overall rate region achievable by this strategy, called R ⊕ , is thus a weighted combination of the individual memoryless rate regions (for each state s):
where ⊕ denotes the set addition operator (Minkowski sum). Fig. 9 shows that R ⊕ is strictly smaller than C mem fb+s . We outline an explanation why this is in general the case in the following remark. Remark 11: The scheme R ⊕ effectively considers the constraints in (104) -(108) separately for each channel state and adds the corresponding regions. The flow for each state has to satisfy the conservation constraints in (104) -(105). This is in general more restrictive than having the corresponding constraint for the sum of all flows and makes R ⊕ smaller than C fb+s .
VIII. MEMORYLESS CASE
This section deals with the case of finite-state memoryless broadcast packet erasure channels. For this case, we show that the region C mem fb+s (described in (27) - (32) ) and the region C mem fb+s (described in (20) -(24)) match and can be achieved by reactive coding schemes of Section VII. Our argumentation will build on geometric properties of the memoryless rate region C fb that we derive next.
A. Memoryless BPEC With Feedback
The 2-receiver capacity region of memoryless BPEC with feedback C fb is characterized in (2) -(3) and can be written in the following alternative representation: A rate pair (R 1 , R 2 ) is in the capacity region C fb if there are variables x, y, such that
One can see that C 1 in (2) is represented by (112) -(114) and C 2 in (3) by (115) -(117), as visualized in Fig. 7a .
The variables x and y define a point on the boundary of C 1 and C 2 , respectively. The values x * and y * define the intersection of the lines defining C 1 and C 2 . For 0 ≤ x ≤ x * , the boundary of C fb is specified by C 2 only; i.e., (116) is more restrictive than (113) for R 1 :
As 1− 12 1− 1 ≥ 1, the following constraint implicitly applies also for 0 ≤ x ≤ x * :
Similarly, for x * ≤ x ≤ 1, the boundary of C fb is specified by C 1 ; i.e., (114) is more restrictive than (117) for R 2 :
As 1− 12 1− 2 ≥ 1, the constraint in (119) implicitly applies also for x * ≤ x ≤ 1. Hence, (119) implicitly holds for all pairs of x and y describing a point on the boundary of C fb and can be included in the characterization of C fb . 
B. Memoryless Compound BPEC With Feedback
Recall that the capacity region C mem fb+s differs from the rate region achieved with reactive coding C mem fb+s only through the constraints
We showed that this constraint is implicitly given for a single channel state. However, the results in Fig. 2 and Section IX illustrate that C mem fb+s is strictly smaller than C mem fb+s in general. For the finite-state memoryless case, note that P S t |S t−1 (s|s ) = P S t (s) = π s . It follows that j (s) is independent of s and equal to the average erasure probability
One can define 12 (s) = 12 correspondingly. So the capacity region C mem fb+s simplifies to 0 ≤ x s ≤ 1, 0 ≤ y s ≤ 1 (123)
s∈S π s y s (126)
By defining the new variables
we obtain a characterization that is similar to (112) -(117) for the single-state memoryless case. Any feasible choice of x s , y s , s ∈ S leads to a particular value ofx andȳ. From the previous section we know that we can restrict attention to those pairs x s , y s , s ∈ S that lead tō
without shrinking the rate region. Moreover, for every pair ofx,ȳ satisfying (129) that resulted from a particular choice of x s , y s , we can find |S| pairsx s ,ŷ s that • yield the same values forx,ȳ as the original choice x s , y s , hence • lead to the same bounds in (123) -(127) and • satisfy (121), as we can set
This shows that C mem fb+s = C mem fb+s for memoryless channels. The choice in (130) means that the probability distributions P A t |S t−1 are independent of S t −1 , hence the strategy does not need to adapt to the previous state.
IX. NUMERICAL RESULTS
A. Visible Case
Our main focus will be on the visible Gilbert-Elliot model outlined in Example 1: We assume that the individual channels to Rx 1 and Rx 2 are both Gilbert-Elliot channels with states G and B. The broadcast channel state space is therefore given by S = {GG, GB, BG, BB} where G and B respectively refer to a good and bad state at each receiver. Transitions from state B to state G occur with probability g j for Rx j , j = 1, 2. Similarly, a transition from state G to state B occurs with probability b j for Rx j . For simplicity, these transitions are independent across the two users. The corresponding finitestate Markov chain is summarized in Fig. 8 .
In the visible case, where an erasure occurs always in state B and never in state G, the long-term average erasure probability at Rx j is
Given an average erasure probability j , g j determines b j and specifies the channel to Rx j . We first compare the regions C mem fb+s , C mem fb+s and R ⊕ for the strategy combining the memoryless schemes in Section VII-C: Fig. 8 . Markov Chain of channel state space S with transition probabilities. Fig. 9 . Individual rate regions and Minkowski sum R ⊕ for 1 = 0.6, 2 = 0.4, g 1 = 0.3, g 2 = 0.7. The region C mem fb+s is strictly larger than R ⊕ . For comparison, the corresponding capacity regions for memoryless channels with the same average erasure probability are shown for the cases with and without feedback. Fig. 9 shows that R ⊕ is smaller than C mem fb+s , despite their similar structure. C mem fb+s almost matches the capacity region C mem fb+s for this example, so C mem fb+s is omitted for clarity. For comparison, we also plot the memoryless capacity regions for the same average erasure probabilities with (C fb ) and without feedback (C). The scaled individual rate regions π s C fb+s (s) for the |S| = 4 memoryless states are shown as well. Their Minkowski sum results in R ⊕ .
As a second example, Fig. 10 shows the capacity region for a channel with parameters 1 = 0.5, 2 = 0.5, g 1 = 0.2, g 2 = 0.3. Again, the difference between C mem fb+s and the capacity region C mem fb+s is small. The strategy for R ⊕ does not achieve capacity, but has a good performance.
We also compare queue backlog of the deterministic schemes corresponding to C mem fb+s , C mem fb+s and R ⊕ 7 , for the parameter set 1 = 0.6, g 1 = 0.1, 2 = 0.5, g 2 = 0.2: The corresponding rate regions are shown in Fig. 11a . We pick four 7 For R ⊕ , we apply the scheme in (110) for each state s individually. For single-state channels, the scheme in (110) is capacity achieving. This explains that the aggregate backlog can be larger than |S|, in contrast to the argumentation in Section VII-C. Fig. 10 . Rate regions for 1 = 0.5, 2 = 0.5, g 1 = 0.2, g 2 = 0.3. Fig. 11 . Capacity region for 1 = 0.6, 2 = 0.5, g 1 = 0.1, g 2 = 0.2 and zoomed selection. The marked rate points are simulated in Fig. 12. (a) Capacity region for 1 = 0.6, 2 = 0.5, g 1 = 0.1, g 2 = 0.2. (b) Zoom in selected region. rate points close to the boundary of all regions: One point lies inside all three regions, one lies inside C mem fb+s and C mem fb+s but outside of R ⊕ , etc. Finally, one rate point lies outside of all regions, as illustrated in Fig. 11b .
For all four points we apply the corresponding algorithms and keep track of the aggregate queue backlog, i.e. the total number of packets stored in all queues in the system. Results are shown in Fig. 12 : For the point inside all three regions (Fig. 12a ), all queues are stable, but the capacity-achieving algorithm in Table III has the lowest aggregate backlog on average. If a point lies outside a rate region (e.g. outside of R ⊕ in Fig. 12b) , the corresponding queueing system becomes unstable. For the point outside of all regions, all systems are unstable and the average backlog grows slowest for the capacity-achieving scheme. Fig. 13 . Aggregate queue backlog for the three different strategies, for the state model as in Fig. 4 , δ = 0 and R 1 = R 2 = 0.499. The same behavior can be seen if we apply the algorithms to the 2-state example in Example 2, for δ = 0 and R 1 = R 2 = 0.499. Fig. 13 shows that the capacity-achieving strategy stabilizes the queueing network whereas the other strategies do not. Fig. 14 shows an example with oscillatory channel memory. R unc describes the rate region achievable with the action set A 2 , i.e. only uncoded transmission. This is useful to distinguish the gains due to channel memory and the gains due to coding. This strategy performs well in this example, as the state sequence is highly predictable. The region R ⊕ achieves an even larger region. Again, C mem fb+s is only slightly smaller than C mem fb+s .
B. Delayed Feedback
The result in Theorem 1 extends to scenarios where feedback and channel state become available at the encoder with more than a single symbol-time delay. Consider a delay of d (27) - (32) , by redefining the erasure probabilities in (9) as
The corresponding deterministic achievable scheme as in Section VI-E uses these redefined conditional erasure probabilities to obtain the same description as in Table III . Fig. 15 shows the effect of feedback delay for a Gilbert-Elliot channel with parameters 1 = 0.6, g 1 = 0.1, 2 = 0.5, g 2 = 0.1. Observe that delayed feedback shrinks both C mem fb+s (d) and C mem fb+s (d), as the state information becomes less useful. After a feedback delay of d = 10 time units, the region C mem fb+s (d = 10) is almost the same as for the memoryless case. In general this depends on the convergence speed of the state Markov chain towards its stationary distribution. It is interesting to see that, as d increases, the difference between C mem fb+s and C mem fb+s becomes smaller. C mem fb+s and C mem fb+s match for the memoryless single-state BPECs, as shown in Section VIII.
C. Hidden Case
For the hidden case, we consider a variation on the Gilbert-Elliot model used before. Suppose there is a nonzero erasure probability in both states G and B, where j G is the erasure probability at Rx j when in state G and j B when in state B. Typically one chooses j G < j B .
The long-term average erasure probability at Rx j is
Because all erasure events can happen in every state, the corresponding setup is hidden if only ACK/NACK feedback is available. In Fig. 2 in Section IV we plot the L-th order approximationsC mem fb (L) of the outer bounds, as defined in Section V, for L = 1 and L = 7. We observe that C mem fb (L 1 ) ⊂C mem fb (L 2 ) for L 1 < L 2 . We also plot rate pairs that lead to a stable queueing network when the deterministic scheme in Table IV is used. The decision if the queueing system is stable or not was made by inspection after a 
As a second example, define the following 3-state channel with transition matrix P, P i j = P S t |S t−1 ( j |i ), and erasure distribution matrix E. Each row of E represents [P Z t |S t (0, 0|s), 
Note that the channels to Rx 1 and Rx 2 are correlated in this case. The long-term average erasure probabilities are given by 1 = 0.497, 2 = 0.445, 12 = 0.329. The packet loss probability is very low in the first state, moderate in the second state, and very high in the third state. Results are shown in Fig. 16 . For this example, the gain of C mem fb compared to the equivalent memoryless region C fb is only moderate. We can also see that the first-oder approximationC mem fb (L = 1) already provides an accurate description of the hidden capacity region C mem fb .
X. CONCLUSION
This paper studied two-receiver finite-state broadcast packet erasure channels (BPECs) with feedback and memory, represented by a finite-state model. Two different cases were investigated: In the case of a visible channel state, the transmitter knows the channel state strictly causally, in addition to the channel output feedback. In the case of a hidden channel state, the transmitter only has channel output feedback. For both situation, we derived novel outer bounds on the capacity region. We formulate coding schemes as a queueing problem that can be analyzed with approaches from network control. The coding schemes can be formulated as linear network flow problems, where we showed that the dual min-cut representation matches the outer bounds. Hence the coding schemes are optimal and achieve any point inside the capacity region.
We complemented these results with suboptimal algorithms, delayed feedback and derivations about finite-state memoryless BPECs.
There are multiple directions to extend the work in this paper: The K -receiver setup is well studied for the memoryless case, and we think some of the results could carry over to the case with channel memory using the techniques presented in this paper. Moreover, thinking towards practical application, schemes dealing with lossy feedback, unknown channel models, and time-varying channels are highly desirable.
APPENDIX A PROOF OF LEMMA 2
Using (43) and (44) for j = 1, 2, we have
where the last inequality holds because log 2 |X | = 1.
APPENDIX B PROOF OF COROLLARY 1
The chain of arguments is derived in (135), where the inequality is due to the triangle inequality.
APPENDIX C APPROXIMATION OF OUTER BOUNDS (HIDDEN CASE)
We prove inequality (59) in the chain of inequalities in (136). The other inequalities follow similarly. In (136), (a) follows from Corollary 1 and (b) follows from x(z t −1 ) ≤ 1 for all t and z t −1 .
Step (c) follows from the fact that the sequence Z n is stationary, i.e. P Z t−1 t−L (z L ) does not depend on t but only on z L . Abbreviating the term in brackets in (136) by x(z L ), we obtain
With similar steps and adaption of Lemma 1, we obtain (60) -(62). Similar steps apply for the inner approximation.
APPENDIX D PACKET MOVEMENT AND NETWORK FLOW IN THE DEGENERATE CASE
One problem arises if we want to use proactive coding, i.e. A t = 4, but Q (1) 1 or Q (2) 1 or both are empty. The flowbased models and backpressure schemes in Section VI-E require (72) and (75) -(80) to hold. This section shows that these conditions can be satisfied in the degenerate case.
Section VI-C describes the packet movement in the nondegenerate case, i.e. both Q (1) 
3 always contain the same number of packets, provided that both queues are empty in the beginning and only non-degenerate cases occur.
Suppose Q (1) 1,t > 0, Q (2) 1,t = 0 and A t = 4: In this case, the poisoned packet only consists of a single original packet p (1) l , because there is no packet in Q (2) 1 . Hence, this packet is uncoded in principle and could follow the same packet movement rules as if A t = 1 was chosen. However, that would violate the flow dynamics in (76), which require that a packet moves from Q (1)
3 for A t = 4 unless erased at both Rx 1 and Rx 2 .
To deal with this case, we split the queues Q ( j )
, respectively. They were not combined to a poisoned packet, but they were both degenerate poisoned packets. In this case, it matters at which receivers p (1) l and p (2) m were received, respectively, and how the corresponding remedy packet looks like. All different possibilities are described in Table V . Example 3: For further illustration, we pick an example: Suppose poison p (1) l is received at Rx 1 only and p (2) m is also received at Rx 1 only. This corresponds to the first line in Table V . Note that p (1) l is -in principle -already known at its destination Rx 1 . However, we do not account for this, i.e. we do not move it to Q (1) 4 . We choose p (2) m as the remedy packet and consider the following cases:
• If the remedy packet is received at Rx 1 only, we release p
has been received at Rx 1 before and was not counted, but we count it now and move it to Q (1) 4 . Because the remedy p (2) m was received at Rx 1 we move it from Q (2) 3 to Q (2) 2 . Note that we could have done that already before, as p (2) m was received as a poisoned packet at Rx 1 before. • If the remedy packet is received at Rx 2 only, we move p (2) m to Q (2) 4 as it was received at Rx 2 . The flow dynamics in (79) require that p (1) l should move from Q (1) 3 to Q (1) 2 : We can achieve this by replacing p (1) l with a dummy packet p (1) that is known to Rx 2 and identified via a flag. Once this dummy packet p (1) is combined in a reactive coding operation (A t = 3), and received at Rx 1 we release (the previously already received) p (1) (2) m is received at Rx 2 , so we can also move it to Q (2) 4 . The other cases require slightly different operations for the remedy packet, but the procedure is similar.
Remark 13: In all cases, the packet movement from Q (1)
4 is independent of the number of packets contained in Q (2) 3 , as required by (79) and (80).
APPENDIX E PROOF OF PROPOSITION 1
We define the variables A j , B j , C j , D j , j ∈ {1, 2} as the cut values in (90) -(93) (see Fig. 17 ): 
We omit the superscript ( j ) for c 13 to emphasize that c
Our goal is to show that for any link capacities c ( j ) rl and associated cut values A j , B j , C j , D j induced by a distribution P A t |S t−1 , there is another distribution P A t |S t−1 with associated link capacities c ( j ) rl
That is, the minimal cut value does not change under P A t |S t−1 , but the cuts B j and C j are redundant. The next lemma states one sufficient condition:
Lemma 3: The cut values B j and C j are redundant for both j = 1, 2 if P A t |S t−1 leads to
(141)
Proof: The condition in (141) is equivalent to
One can verify that C j = A j in this case, so C j can be omitted. Additionally, D j ≤ B j because
where the last inequality is due to 1 − 12 (s) ≥ 1 − j (s) for all s ∈ S and j ∈ {1, 2}. Remark 14: Note that one cannot simply set P A t |S t−1 (4|s) = P A t |S t−1 (5|s), ∀s ∈ S, to ensure (141). By the mapping in (98) -(99), this would require x s + y s ≥ 1, ∀s ∈ S and hence permit only a limited set of values for x s and y s . For any given distribution P A t |S t−1 , we choose P A t |S t−1 such that ∀s ∈ S: 1 (5|s) , the link capacities c 
In the following we therefore omit the superscript for those capacities that stay constant with P A t |S t−1 and P A t |S t−1 .
Note that A j = A j , D j = D j , j ∈ {1, 2} because • A j is not affected by changing P A t |S t−1 (3|s) and P A t |S t−1 (5|s) and • D j depends only on the sum P A t |S t−1 (3|s) + P A t |S t−1 (5|s) that is kept constant (148), hence
(150) By changing P A t |S t−1 (3|s) and P A t |S t−1 (5|s) under the sumconstraint (148) one can obtain the maximal and minimal link capacities for c ( j ) 24 and c ( j ) 34 , as follows:
Due to the continuity of the link capacities with respect to P A t |S t−1 , any convex combination of
The condition in (153) is satisfied by construction, so we have to check only (154). Note that the following inequalities always hold for Case IIa:
12 +c 13 , because of (150). Hence, c 
The following statement shows that c 13 
as 12 (s) − j max (s) ≤ 0 for all s ∈ S, j ∈ {1, 2}. This shows that the choice of P A t |S t−1 (5|s) such that max c (1) 34 , c (2)
34
= c 13 suffices to achieve the criteria (139) -(140).
-Case IIb: Choosing the maximal P A t |S t−1 (5|s) ∀s ∈ S leads to max c (1) 34 , c (2) 34 < c 13 . This immediately satisfies the condition in (153). As P A t |S t−1 (5|s) is maximal, we have P A t |S t−1 (3|s) = 0 ∀s ∈ S. Hence, we have c ( j ) 24 = 0, ∀ j ∈ {1, 2}, satisfying the condition (154). This completes the proof.
APPENDIX F PROOF OF MAX-WEIGHT SCHEMES
This section proves Theorem 5 and Theorem 6, showing that the max-weight criteria in (100) and (102) strongly stabilize all queues in the network, as defined in (12) . We use Lyapunovdrift theory to prove the result.
Recall the dynamics of queues Q 
The flow variables F ( j ) lm,t depend on the action A t , the activation variables E t and the erasures Z t , so the queue state Q t +1 is a function of Q t , A t , E t and Z t . In the visible case, actions are restricted to depend only on the current queue state Q t and on the previous channel state S t −1 , hence are according to a distribution P A t |Q t S t−1 . In the hidden case, it is according to P A t |Q t Z t−1 . Many steps for the two cases are similar: To harmonize notation, let the actions depend on the observations t −1 , with the understanding that t −1 = S t −1 in the visible case, and t −1 = Z t −1 in the hidden case. Packet movement decisions may depend on the current queue state, hence are according to P E t |Q t . All dependencies are depicted in the Bayesian networks in Fig. 18 .
Define the Lyapunov function Ä(Q t ) as
and the T -slot conditional Lyapunov drift (Q t ) as
(Q t ) measures the expected reduction or increase of the aggregate queue lengths from slot t to slot t + T , conditioned on Q t . Split (Q t ) into the telescoping sum
The individual expectation terms of the sum in (161) depend on the conditioning Q t only through Q τ and τ −1 , as Q τ +1 − Q τ τ −1 − Q t forms a Markov chain for τ ≥ t. Hence, the law of total expectation yields
We bound the individual terms inside the inner expectation of (162) next. We can use [47, Lemma 4.3] , which states that for any nonnegative numbers v, u, μ, α satisfying v ≤ [u − μ] + + α, we have v 2 ≤ u 2 + μ 2 + α 2 − 2u(μ − α).
We apply this lemma and combine it with (C
lm,τ is either 1 or 0 and obtain the following bound:
l,τ is the flow divergence defined in (70). We insert (164) into (162) to obtain (165) -(167).
In (167), we have to maximize the inner expectation with respect to P E τ |Q τ and P A τ |Q τ τ −1 to find the tightest upper bound on (Q t ). Because C ( j ) lm,τ is nonnegative, we can first choose E ( j )
m,τ ) > 0 and 0 otherwise, hence we obtain (168).
The individual terms inside the inner expectation of (168) are derived in the following, using the definitions in (75) -(80):
where the expectation on the LHS is with respect to a distribution P A τ |Q τ τ −1 . All relations follow because Z τ − Q τ τ −1 − A τ forms a Markov chain. The action chosen in (100) and (102) results in the tightest upper bound on (Q t ) in (167): The distribution P A τ |Q τ τ −1 that maximizes the expression inside the conditional expectation for every outcome of Q τ and τ −1 also minimizes the upper bound in (167). The associated optimization problem is a linear program, constrained only by conditions that P A τ |Q τ τ −1 must be a probability distribution. The optimizer of a linear program lies at the boundary of the constraint set, and thus the optimal conditional distribution is deterministic. Hence, choosing one action with probability 1 optimizes the max-weight criterion in (100) and (102).
Remark 15: Note that • the criterion in (100) and (102) does not depend on τ , • actions are chosen only if the corresponding queues are nonempty, so no transmissions are wasted andF
lm,τ , unless there is a nonpositive differential backlog Q
The action in (100) and (102) results in the tightest upper bound in (167) under the assumption that action A τ can depend on Q τ and τ −1 . Any scheme that bases its decisions for A τ on a subset of Q τ τ −1 and its decisions for E τ according to a distribution P E τ will result in a looser bound on (Q t ). For the visible case, let the decisions for action A τ be drawn randomly from a stationary distribution P A τ |S τ −1 , as in the probabilistic scheme in Section VI-D.1. For the hidden case, let the decisions be according to P A τ |Z τ −1 τ −L , as in the probabilistic scheme in Section VI-D.2. To harmonize notation, decisions for A τ are based on τ −1 τ −L , with the understanding that τ −1 τ −L = S τ −1 in the visible case and τ −1 τ −L = Z τ −1 τ −L in the hidden case. Given that the probabilistic scheme is used, we write the inner expectation in (165)
where d ( j ) l ( τ −1 τ −L ) denotes the flow divergence averaged with respect to some distributions P A τ | τ −1 τ −L and P E τ . We use these arguments to further bound (Q t ) in (170) -(175), as explained below:
Step (a) follows from (169). For step (b) we follow similar steps as in [38, Sec. 4.9] : The buffer
for the visible case and if (R 1 +δ, R 2 +δ) ∈C mem fb (L) for the hidden case, then there exists a constant δ > 0 that goes to zero whenδ → 0 such that ∀ l ∈ {1, 2, 3}, j ∈ {1, 2}
where δ has to be chosen such that δ > ε L ,T . Using the result in (175) and the law of total expectation, we can bound
