We study the O(n) vector model (n = 1, 2, 3) on periodic four-dimensional (4D) hypercubic lattices. We conjecture that the two-point correlation g(r, L), with L the linear size, exhibits a two-scale behavior: following a mean-field behavior r −2 at shorter distance and entering a plateau at larger distance whose height decays as L −2 (lnL)p withp a logarithmic correction exponent. The conjecture is supported by the finite-size scaling of the magnetic susceptibility, the magnetic fluctuations at non-zero Fourier modes, and the correlation function g(L/2, L). Our observation suggests that in consistent with recent experiments and quantum Monte Carlo simulations, the theoretically predicted logarithmic reduction is probably absent in the width-mass ratio of Higgs resonance as arising from the longitudinal fluctuations around the (3+1)-dimensional O(n) quantum critical point.
The visibility of Higgs quasiparticle in condensed matter has recently attracted tremendous interests [1] . The collective excitations as a consequence of the spontaneous O(n) symmetry breaking include a massive Higgs (amplitude) mode and n − 1 massless Goldstone (phase) modes. At the mean-field level, the Higgs and Goldstone modes are both long-lived [2] . At the upper critical space-time dimension d c = 4, however, logarithmic correction to the bare mean-field behavior plays a subtle role. A "critically well-defined" Higgs quasiparticle is predicated as a result of the logarithmic reduction of the Higgs resonance width-mass ratio to zero. It was also indicated [3] that the longitudinal susceptibility has a logarithmically divergent spectral weight at low frequencies and the Higgs peak may be overwhelmed by the Goldstone mode. In recent experimental [4, 5] and numerical [6, 7] studies of the Higgs resonances near the O(n) critical points at d c = 4, however, no evidence was found for the logarithmic reduction of the width-mass ratio. Since, the experiments and part of the simulations were essentially based on the measurement of longitudinal features, it remains an open question what is the role of logarithmic correction in the visibility of Higgs mode.
In this Letter, we consider the O(n) model on fourdimensional (4D) hypercubic lattices with side length L and with periodic boundary conditions, including the Ising (n = 1), the XY (n = 2) and the Heisenberg (n = 3) models. In addition to the Higgs mode, these systems at d = d c have applications in a broad realm of research from cold atoms [8, 9] , superconductivity [10] to quantum magnetism [11] , and fundamental merits over statistical mechanics [12] , quantum field theory [13] and mathematical physics [14] .
We start with reviewing recent progresses for the O(n) model above d > d c . In the thermodynamic limit (L → ∞), the critical behaviors of the O(n) model are governed by the Gaussian fixed point, which has the thermal and magnetic renormalization exponents as y t = 1/ν = 2 and y h = 1 + d/2. At criticality, the two-point correlation func-tion with distance r decays as g(r) ≍ r 2y h −2d = r −(d−2+η) , with η = 0. On this basis, the finite-size scaling (FSS) theory predicts that the critical susceptibility of a finite box diverges as χ 0 ≍ L 2y h −d = L 2 . However, it was observed [15] that for the Ising model on 5D periodic hypercubes, χ 0 has an anomalous scaling as χ 0 ≍ L d/2 , instead of L 2 . It is further shown [16, 17] that the fluctuations at non-zero modes exhibit standard mean-field behavior, namely, the k = 0 fluctuation scales as χ k ≍ L 2 . The underlying mechanism for such contradiction had remained a subject of active debate, and recently, it was recognized that the anomalous scaling of χ originates from the two-scale behavior of the critical correlation function g(r, L)
This specific form was first conjectured [18] by Papathanakos, numerically confirmed for the Ising (n = 1) and the selfavoiding random walk (n = 0) cases [19] , and found to be consistent with rigorous calculations for the so-called random-length random-walk model [20] . At d = d c , logarithmic correction to power-law scaling frequently emerges [21, 22] and the clarification of logarithmic correction is known to be of "notorious" hardness [23] . Inspired by (1), we conjecture that the critical correlation function g(r, L) also has a two-scale behavior as
where the multiplicative logarithmic correction with exponent p only occurs in the large-distance plateau. More precisely, we conjecture that along any direction of the periodic hypercube, g(r, L) ≍ r 2−d + (L − r) 2−d + vL 2−d (lnL)p, with v a non-universal constant and r ≤ L/2. Note that the behavior r 2−d at shorter distance in (2) is consistent with analytical calculations for the 4D weakly self-avoiding random walk and O(n) φ 4 model in the thermodynamic limit L → ∞ [24] , which predict g(r) ≍ r 2−d (1 + O(1/lnr)). According to (2) , the critical susceptibility χ 0 , i.e., the k = 0 magnetic fluctuation, scales as L 2 (lnL)p + qL 2 (q is a non-universal constant), where the logarithmic term is contributed by the large-distance plateau of g(r, L) while the subleading term qL 2 arises from the r-dependent behavior. Moreover, in accordance with the renormalization-group prediction for the behavior of χ 0 [12] , we further expectp = 1/2. In contrast, the k = 0 magnetic fluctuation scales as χ k ≍ L 2 .
In numerical studies of the Higgs excitation mode at 3D quantum critical point (QCP), the correlation function g(τ ≡ |τ 1 − τ 2 |) is measured along the imaginary-time axis β, and numerical analytical continuation is then used to deal with the g(τ ) data. In practice, simulations are carried out at very low temperature β → ∞, and it is expected that g(τ ) ≍ τ 2−d for a significantly wide range of τ . Furthermore, it is the τ -dependent behavior of g(τ ), instead of the L-dependence, that plays a decisive role in numerical analytical continuation. Therefore, (2) provides an explanation why the logarithmiccorrection reduction in the Higgs resonance is not observed at 3D QCP.
Before giving technical details, we present in Fig. 1 complementary evidences for the conjectured two-point correlation (2) in the example of critical 4D XY model. Figure 1 (a) shows the extensive data of g(r, L) for 16 ≤ L ≤ 80, of which the largest system contains about 4 × 10 7 lattice sites. To demonstrate the multiplicative logarithmic correction in the large-distance plateau in (2), we plot g(L/2, L)L 2 versus lnL in the log-log scale in Fig. 1(b) . The excellent agreement of the Monte Carlo data with formula v 1 (lnL) 1/2 + v 2 provides a first-piece evidence for the presence of the logarithmic correction with exponentp = 1/2. The second-piece evidence comes from Fig. 1(c) , suggesting that the χ 0 L −2 data can be well described by formula q 1 (lnL) 1/2 + q 2 . Finally, Fig. 1(d) plots the magnetic fluctuations with momen-tum k 1 = (2π/L, 0, 0, 0) and k 2 = (2π/L, 2π/L, 0, 0), which would suppress the L-dependent plateau and show the r-dependent behavior of g(r, L). In contrast to χ 0 L −2 in Fig. 1 (c), the χ 1 L −2 and χ 2 L −2 data converge rapidly to constants as L increases. This gives a strong evidence that the r-dependent behavior of g(r, L) is r −(d−2+η) with η = 0.
Models and methodology. We consider the O(n) vector model with n = 1 (Ising), 2 (XY), 3 (Heisenberg) in spin representation with the Hamiltonian
on 4D periodic hypercubic lattices, where S r represents an n-component isotropic spin vector with the unit length and the summation runs over nearest neighbors. By a hightemperature expansion, the XY model can be formulated in a directed-flow representation [25] , with the partition func-
stands for the C rr ′ th order modified Bessel function of the first kind with the inverse temperature 1 T . We assign, for each pair of neighboring sites (r, r ′ ), a vector flow C rr ′ from r to r ′ , and C rr ′ = −C r ′ r . For each site r, one has ∆C r = 0, representing the Kirchhoff conservation of flows. The summation in Z 2 is then over the directed-flow configurations without source and sink.
We simulate Hamiltonian (3) using a cluster Monte Carlo algorithm [26] for lattice sizes as large as L max = 96 (Ising), 96 (XY), and 56 (Heisenberg). We define a magnetic tensor m (0,0,0,0)|| 2 2 || ⇀ ⇀ m (0,0,0,0)|| 4 . Besides, the two-point correlation g(r, L) of Z 2 is sampled by virtue of the worm-type Monte Carlo simulation [27] up to L max = 80, using the distribution of the distances between two randomly walking defects in the worm-type simulations.
Locating critical temperatures. The state-of-the-art application of FSS for the 4D O(n) criticality can be summarized as a phenomenological Privman-Fisher form conjectured [28] by Kenna, which is written as
for n ≥ 1 and n = 4, where the relevant fields are t and h. The renormalization-group predication of the logarithmiccorrection exponents areŷ t = 4−n 2n+16 andŷ h = 1/4 [29] . Hence, the FSS of χ 0 is predicated to be χ 0 ≍ L 2 (lnL) 1/2 , which givesp = 2ŷ h in (2) .
In order to locate the critical temperatures T c , we perform least-squares fits for the finite-size Monte Carlo data of Q to
where t ≡ T c − T , for t → 0. Q c is a universal ratio, and a, b, c are non-universal parameters. In the fits, we justify the confidence by a standard manner: the fits with Chi squared χ 2 per degree of freedom (DF) is O(1) and remains stable as the cut-off size L min increases. The latter is for a caution against possible high-order corrections not included. The details of the fits are presented in Supplemental Material (SM) [30] . We address the formulation of corrections. By exploring the finite-size corrections Q(L, T c )−Q c , we find that the leading correction is nearly proportional to (lnL) −1/2 , which is in contrast to the predication [28] of the leading correction term c ln(lnL) lnL . For the Ising model, we note that the critical dimensionless ratio Q c = 0.456 947 has been exactly computed from the critical complete-graph Ising model [31] . For a selfconsistent test, we let Q c free in the fits, which then produce Q c = 0.45(1), agreeing well with the exact Q c . Besides, we perform simulations for the XY and Heisenberg models on the complete graph and extract the mean-field values of Q c as Q c ≈ 0.635 and 0.728, respectively. These values again agree well with the least-squares fits of Q for the 4D XY and Heisenberg models. In some cases, we furthermore adopt c ln(lnL) lnL as a higher order correction, confirming the stability of the fits. We obtain T c (XY) = 3.314 437(6), and Fig. 2(a) illustrates the location of T c by Q.
We further examine the estimate of T c by the FSS of other quantities such as the magnetization m. For the XY model, Fig. 2(b) gives a log-log plot of the mL data versus lnL for T = T c , as well as for T low = 3.314 40 and T above = 3.314 50. The significant bending-up and -down feature clearly suggests that T low < T c and T above > T c , providing confidence for the finally quoted error margin of T c .
The final estimates of T c are summarized in Table I Ising model, we have T c = 6.680 300 (10) , which is consonant with and improves over T c = 6.680 263(23) [32] and marginally agrees with the results T c = 6.679 63 (36) [33] and 6.680 339(14) [34] . For the XY model, our determination T c = 3.314 437(6) significantly improves over T c = 3.31 [35, 36] and 3.314 [37] . For the Heisenberg model, our result T c = 2.198 79(2) rules out the existing one 2.192(1) from a high-temperature expansion [38] .
Scaling of χ 0 , χ k and g(r, L). According to (2) and (4), we perform least-squares fits to the critical χ 0 data to
with q 1 and q 2 non-universal constants. Ifp = 1/2 is fixed while q 1 and q 2 are left free, we can obtain fitting results with χ 2 /DF 1 for each of the Ising, XY and Heisenberg models. In particular, the exponent 2y h − d = 2 can be correctly We note that previous studies based on the FSS without high-order correction gave an estimate ofŷ h , considered to be consistent withŷ h = 1/4 [33, [39] [40] [41] . The maximum lattice size therein was L max = 24, four times smaller than L max = 96 of the present study. In particular, it was reported [39] that 2ŷ h = 0.45 (8) and 4ŷ h = 0.80 (25) . Nevertheless, we find that the fit χ 0 = q 1 L 2 (lnL) 2ŷ h by dropping the correction term q 2 L 2 would yieldŷ h = 0.21(1) (Ising), 0.20(1) (XY), and 0.19(1) (Heisenberg), which are significantly smaller than the predicted valueŷ h = 1/4. This suggests the existence of q 2 L 2 in the susceptibility χ 0 , arising from the r-dependence of the correlation function g(r, L).
We then fit the critical correlation function g(L/2, L) to ansatz
with v 1 and v 2 non-universal constants, where the first term comes from the large-distance plateau and the second one is from the r-dependent behavior of g(r, L). The results are elaborated in the SM. Withp = 1/2 being fixed, the estimate y h = 3.01(2) agrees well with the exact y h = 1 + d/2 = 3.
With y h = 3 being fixed, the resultp = 0.5(1) is also well consistent with the predictionp = 1/2. Finally, we consider the magnetic fluctuations χ 1 with |k 1 | = 2π/L and χ 2 with |k 2 | = 2 √ 2π/L. We have compared the FSS of χ 0 , χ 1 and χ 2 in Figs. 1(c) and (d) for the critical 4D XY model. As L increases, the χ 1 L −2 and χ 2 L −2 rapidly converge to constant and thus suggest the absence of multiplicative logarithmic correction, in sharp contrast to the behavior of χ 0 L −2 , which diverges logarithmically. As shown in Fig. 3(b) , we observe that the FSS of the fluctuations at non-zero modes is also free of multiplicative logarithmic corrections for the Ising and Heisenberg models. Surprisingly, it is found that the scaled fluctuations χ 1 L −2 ≈ 0.15 are equal within error bars for the Ising, XY, and Heisenberg models.
Further, we show in Fig. 4 χ 1 and χ 2 versus T for the 4D XY model. It is observed that the magnetic fluctuations at non-zero Fourier modes reach maximum at T c and that the χ 1 L −2 (χ 2 L −2 ) data for different Ls collapse well not only at T c but also for a wide range of (T − T c )L yt with y t = 2.
Conclusions. We conjecture the two-scale scaling behavior (2) of the two-point correlation g(r, L) for the critical O(n) models at the upper critical dimensionality d c = 4. A crucial feature of (2) is that multiplicative logarithmic correction does not exist in the r-dependent behavior of g(r, L), and thus gives a simple explanation why logarithmic reduction is absent in the width-to-mass ratio of Higgs mode around (3 + 1)dimensional quantum critical points, as observed numerically and experimentally. Equation (2) also explains how the multiplicative logarithmic correction with exponentŷ h arises in the phenomenological FSS formulae like (4) and (6) .
We carry out extensive simulations of the 4D O(n) systems and locate the critical temperatures up to an unprecedented precision. From the FSS of the magnetic fluctuations at zero and non-zero Fourier modes, as well as of g(r = L/2, L), we obtain complementary and solid evidences supporting (2) .
It is mentioned that the large-r plateau of g(r, L) in (2) immediately implies the anomalous finite-size dependence of the critical second-moment correlation length ξ 2nd /L ≍ (lnL)p /2 , defined as ξ 2nd = 1 2sin(π/L) χ0 χ1 − 1. Finally, be-sides the Higgs resonance, the conjectured formula (2) has implications for other quantities of 3D quantum systems. For instance, for finite systems with U(1) universality, the critical superfluid stiffness is expected to scale as ρ s ≍ L −2 (lnL)p. We should leave it as a future study to investigate static critical phenomena and low-energy spectrums of 3D quantum systems.
Acknowledgements. YD is indebted to valuable discussions with Timothy Garoni, Jens Grimm We elaborate the quantifications of the finite-size scaling (FSS) mentioned in the main text. Subsequently, we address the location of the critical temperatures T c , the FSS of the susceptibility χ 0 , and the FSS of the two-point correlation g(r, L) with r = L/2.
THE ESTIMATE OF Tc
For each of the four-dimensional Ising, XY, and Heisenberg models, the estimate of T c is achieved by fitting the finite-size Monte Carlo data of the Binder cumulant Q to the scaling ansatz
where t ≡ T c − T , for t → 0. Q c is the critical dimensionless ratio and a, b, c are constants. In the fits, the mean-field thermal exponent is fixed as y t = 2 for reducing uncertainty. For the Ising model, as shown in Table II , we perform fits withŷ t being fixed toŷ t = 4−n 2n+16 as predicated by renormalization-group studies [12] or being free. After obtaining an estimate of T c , we also perform fits right at T c . Stable fits with χ 2 /DF 1 are achieved for all of these scenarios. As the exact Q c is known to be Q c = 0.456 947 [31] , we fix Q c in some fits, by which we estimatep ≈ 0.5. Once we let Q c free, we find Q c = 0.45 (1) , which is well consistent with the exact Q c = 0.456 947. The fits for Q of the XY and Heisenberg models are summarized respectively by Tables III and IV, where the estimates of Q c are again close to the results Q c ≈ 0.635 and 0.728 by the Monte Carlo simulations of XY and Heisenberg models on the complete graph [42] , respectively. Meanwhile, we note that the amplitude of correction b ≈ 0.1 is sizeable for each of the four-dimensional models. Hence, the predication (of this study) on the existence of the finite-size correction b(lnL) −p is further confirmed. This correction form is visualized by Fig. 5 for the Ising, XY, and Heisenberg models. The locating of T c is shown in Fig. 6 .
The final estimates of T c are determined by comparing the fits, and are T c = 6.680 30(1), 3.314 437(6), and 2.198 79(2), for the Ising, XY, and Heisenberg models, respectively. These estimates can be examined independently using the quantities other than Q, e.g., the magnetization m. 
FSS OF THE SUSCEPTIBILITY χ0
We fit the Monte Carlo data of the susceptibility χ 0 at T c to the ansatz
which is an inference drawn from the conjecture of the twopoint correlation (see the main text). The fits are summarized in Table V within error bars. For the Ising and XY models (for which we have Monte Carlo data with L max = 96), we achieve stable fits with p being free, which yieldp ≈ 0.5, consistent with the predicationp = 1/2.
FSS OF THE TWO-POINT CORRELATION g(L/2, L)
We perform FSS for the large-distance plateau of two-point correlation g(r, L), by fitting the finite-size g(L/2, L) data to the ansatz
for the critical XY model. We perform fits under the situations that 2y h − 2d = −2 andp = 1/2 are both fixed, and that only one of them is fixed. The fits are summarized by Table VI, which demonstrates that the inclusion of both v 1 and v 2 terms correctly produces the mean-field exponent y h . As an instance, one of the fits yields 2y h − 2d = −1.99(1) with L min = 24 and χ 2 /DF ≈ 0.8, which is in good agreement with the exact 2y h − 2d = −2. By comparing the fits witĥ p = 1/2 being fixed, we estimate y h = 3.01 (2) . As a further test, once the mean-field exponent 2y h −2d = −2 is fixed, the estimatep = 0.5(1) is again consistent with the predication p = 1/2. 
