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Abstract. We consider the inuence of thermal uctuations on the dy-
namics of thin uid lms in two regimes. Working within the stochas-
tic lubrication approximation, we generalize the results on (stochastic)
similarity solutions [B. Davidovitch et al., Phys. Rev. Lett. 95, 244505
(2005)] that focused on surface tension dominated regime, to gravity-
driven relaxation. In particular, we verify numerically the validity of
the results in gravity-dominated regime, and nd that uctuations en-
hance spreading, as in surface tension dominated regime, even in the
presence of a faster deterministic relaxation. Considering further the
novel case of uid droplet spreading driven by surface tension and Van
der Waals forces, our simulations show that the presence of noise aects
the value of droplet contact angle.
1 Introduction
Evolution of thin uid lms on substrates is the problem of substantial importance
in a number of dierent elds of science and technology. While there is a huge body
of work considering various aspects of this evolution, as outlined in extensive review
articles [1,2], there are only very few works considering the eect of thermal uctua-
tions [3{5]. These uctuations are expected to become increasingly more relevant as
the thicknesses of the considered lms become smaller and may be therefore crucial
for understanding the problems involving evolution of lms on nanoscale [6].
In the present work, we rst discuss in Sec. 2 formulation of a `stochastic lubri-
cation equation' (SLE), where thermal eects are included in the commonly used
formulation based on the long-wave asymptotic limit. Scaling properties of this equa-
tion are discussed in Sec. 3, where we outline dierent regimes where the contributions
of surface tension, gravity, or noise are expected to be dominant. Then we proceed
by discussing the inuence of noise in two particular regimes. Section 4 focuses on
considering gravity-driven regime, where the eects of wetting (modeled by disjoin-
ing pressure) and surface tension are ignored. Section 5 considers a dierent regime,
where the interplay between surface tension, disjoining pressure, and noise governs
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2the evolution. In both regimes we nd non-trivial inuence of stochasticity on the
dynamics. Section 6 is devoted to the summary and brief discussion of future work.
2 Stochastic lubrication equation
In realistic uid systems the velocity eld is not a deterministic function but, rather,
a uctuating one. Hence, it is of interest to consider new eects that can take place
when noise is accounted for. The simplest situation corresponds to Gaussian white
noise in the stress tensor, as originating from thermal uctuations in the distribution
of molecular velocities [7]. Within linear response theory and considering an incom-
pressible uid of viscosity  and density , the Navier-Stokes equations read [3,4]
r  v = 0; (1)

@v
@t
+ (v  r)v = 4v  r(p ) +r  S+ g; (2)
where S is a symmetric, zero-mean, delta-correlated uctuation tensor [7]. In Eq. (2)
we have allowed for a gravity body force and we have also introduced the disjoin-
ing pressure , which accounts for the liquid-solid interaction. Macroscopically, the
disjoining pressure corresponds to a change in free energy due to the introduction of
a surface, as compared with that of the uid bulk [8]. Microscopically, it originates
from the interaction between substrate and uid molecules, e.g. via Van der Waals
forces, and becomes particularly important for thin lms.
In the present work, we assume that the uid lm thickness, h = h(x; t), where
x is the in-plane coordinate, and also assume that  = (h). We do not include
the eects of phase change and assume no-slip boundary condition at the uid-solid
interface. The upper surface of the lm remains free. In such a case, the lubrication
approximation leads to [4]
@th = @x
(
h3
3
@x
 @2xh (h) + gh+ Z h
0
dy
Z y
0
dy0 S(x; y0; t)
)
; (3)
where S = Sxy is the only component of the uctuating stress tensor that appears
at lowest non-trivial order in the lubrication expansion. As usual [1], the rst three
terms inside the brackets on the right-hand-side (RHS) of Eq. (3) represent the surface
tension, the disjoining pressure, and the gravity force, respectively. Note that, due to
the delta-correlations in the uctuating stress tensor, the variance of the noise term
in Eq. (3) readsZ h
0
dy
Z h
0
dy0
Z y
0
dy1
Z y0
0
dy2hS(x1; y1; t1)S(x2; y2; t2)i = kBT
3
h3(x  x0)(t1   t2);
(4)
so that the stochastic lubrication equation (SLE) can be nally written as
@th = @x

h3
3
@x
 @2xh (h) + gh+  h3=2 (x; t) ; (5)
where  =
p
kBT=3 and (x; t) is a Gaussian white noise with unit variance. For
 = 0, the well-known deterministic thin lm equation is retrieved. We note that
there are other ways to derive Eq. (5). For instance, by linearizing the deterministic
3thin lm equation and using the uctuation-dissipation theorem, one is led to the
same noise term as in Eq. (5) [3]. Likewise, a detailed Fokker-Planck analysis of Eq.
(3) leads to the conclusion that it describes the same stochastic process as Eq. (5)
[4]. Finally, note that Eq. (5) shows the full dimensional dependence on physical
parameters. Particular instances of this equation are studied in detail in the following
sections. Numerical simulations will be performed in appropriate dimensionless units,
which will be specied in each particular case. See the Appendix for some particular
examples of correspondence between the remaining dimensionless parameters and
physical parameters in appropriate experiments.
3 Scaling properties of the SLE equation
Spreading of uid droplets is often considered to be driven by surface tension and
gravity forces, represented in the SLE model by the rst and third terms inside
the brackets on the RHS of Eq. (5). If partial wetting (non-zero contact angle) is
to be considered, one possibility is to include in the model the disjoining pressure
that results from the balance between attractive and repulsive contributions to the
interface potential induced by van der Waals interactions. Such an approach allows
to describe accurately lm break-up and droplet formation through the occurrence of
morphological instabilities under e.g. dewetting conditions [9]. The disjoining pressure
stops droplet spreading or contraction and sets a xed macroscopic contact angle.
We will consider such a process in Section 5. In the present section, we will focus on
spreading of completely wetting droplets (zero contact angle), therefore the disjoining
pressure will be omitted.
As it is well known, the spontaneous spreading of a uid droplet under the action
of deterministic forces leads to a power-law scaling of a typical length-scale, like e.g.
the droplet width `, as `(t)  tn. This is the content of Tanner's law [10,11], where the
value of the exponent n depends on the specic relaxation term which is assumed, e.g.
n = 1=7 for surface-tension-dominated ow. Mathematically, this property is related
to the existence of similarity solutions to the corresponding thin lm equation [12].
Using a self-similar argument for the SLE, in [3] stochastic uctuations were shown
to modify the spreading exponent value to n = 1=4 for surface-tension driven ow.
Here, our goal is to generalize the arguments in [3] for a more general SLE of the
form given by Eq. (5), neglecting (for now) disjoining pressure contribution.
Inspired by the success of scaling analysis to describe the long-time behavior of
non-equilibrium interfaces in the presence of uctuations [13], in [3] the eect of a
rescaling of coordinates and elds in the SLE with surface tension only term, was
considered. In particular, in that work the behavior under the change of variables
x = b~x t = bz~t h = b~h; (6)
where b > 1 is an arbitrary factor and  and z are constants that remain to be xed,
was considered. In the more general case considered here, the various terms on the
RHS of Eq. (5) scale dierently under this operation. In the rescaled coordinates and
dropping the tildes, the ensuing SLE takes on the exact same form as Eq. (5), but
with modied parameters
g= = (=) bz+3 4; ]g= = (g=) bz+3 2; g= = (=) b(z 3+)=2; (7)
Conservation of uid volume, V (t) =
R
h(x; t)dx, requires  =  1, independently
of the physical forces considered. The remaining coecient, z, can be obtained by
requesting that the rescaled SLE remains unchanged, thereby imposing statistical
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Fig. 1. Deterministic and stochastic droplets in the surface-tension (a) and gravity (b)
dominated ows, starting from the same initial condition. In both cases the thick red solid
line corresponds to the deterministic solution, while the thin blue line corresponds to a single
realization of a droplet, as described by the corresponding SLE. In both cases uctuations
speed up spreading, the eect being larger in the surface tension dominated system. Note
the dierent scales employed for the horizontal x and vertical h axes.
self-invariance [13], namely, the dynamics and uctuations of the rescaled height eld
~h(x; t) = b h(bx; bzt) will be indistinguishable from those of h(x; t) [14]. In principle,
such an invariance can strictly hold only if a single term occurs in the equation,
leading to z = 7; 5; 4 if that term is due to surface tension, gravity, or the noise
contribution, respectively. If two terms occur simultaneously, e.g. surface tension and
noise, as studied in [3,4], Eq. (7) provides expectations on the relevance of each term
during the system evolution. Thus, z = 7 as dictated by surface tension implies
~ > , suggesting that stochastic uctuations will become more and more relevant at
increasing time and length scales. We note in passing that this scaling argument can
be generalized and applied for any deterministic relaxation term in the SLE whose
linearized form is proportional to @mx h for any m > 1; it can be easily checked that
the corresponding rescaled parameter grows as bz 3 m, to be compared with bz 4 for
the noise.
Consider now a spreading problem, such that a droplet of initial width `(t = 0)
evolves under Eq. (5). Statistical self-similarity under Eq. (6) implies that, if we
rescale time by a factor c, the system conguration only remains statistically invariant
provided length scales are rescaled by a factor c1=z. Hence, `(t)  t1=z. Indeed, when
surface tension dominates, we obtain the well-known Tanner's law [10], where `(t) 
t1=7. However, as noted above, there is a long-time regime t  1 such that noise
uctuations dominate over the deterministic relaxation. In that regime we nd that
`  t1=4, implying much faster spreading due to thermal uctuations. This result was
explicitly conrmed numerically in [3] by simulating the corresponding SLE, Eq. (5)
without gravity and disjoining pressure. Figure 1(a) shows a comparison between
droplet spreading by surface tension only, and if thermal uctuations are additionally
considered. The simulations have been carried out as in [3], in dimensionless units for
which the height of the initial droplet is unity.
4 Inuence of uctuations on gravity-driven droplet spreading
The discussion from the preceding section leads one to expect a droplet spreading
law of the type `  t1=5 when the process is induced by gravity alone. Note that this
is a faster spreading rate than Tanner's law for surface-tension driven ow. In turn,
if we allow for thermal uctuations, we still expect noise to dominate the long-time
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Fig. 2. (a) Deterministic (thick red line) and stochastic (thin blue line; averaged over 15
stochastic realizations) droplets relaxing under gravity from the same initial condition, at
times t = 104 and 8 104, top to bottom. (b) Droplet width vs time for the deterministic and
stochastic simulations. The dot-dashed (dashed) line indicates the deterministic (stochastic)
spreading law, as in the legend. The inset plots a rescaled droplet width in order to compare
with the noise-dominated behavior.
evolution, where the spreading law crosses to the `  t1=4 behavior. With respect
to specic situations in which such type of crossover dynamics might be observed,
a natural context could be ultralow surface tension uids, such as suitable colloid-
polymer mixtures [15,16].
In this section we explicitly test the scaling hypothesis in such a gravity-dominated
regime, in order to conrm that uctuations change the spreading law in an observable
manner. Working as above in dimensionless units in which the height of the initial
droplet is unity (see Appendix), the SLE we thus consider is
@th = @x
n
h3 @xh +  h
3=2 (x; t)
o
: (8)
We employ the same kind of algorithm that was used to simulate droplet spreading
driven by surface tension and noise in [3], see the Appendix. Unless otherwise stated,
we have considered  = 0 (10 5=2) for the deterministic (stochastic) simulations.
Fig. 1(b) illustrates the evolution of an initial droplet as in Fig. 1(a), but as
described by Eq. (8). Note that, since the smoothening eect of surface tension is
not present, it would not be surprising to observe shock-like spreading of the drop
front. Nevertheless, slopes in Fig. 1(b) are not as high as suggested by naked-eye
inspection, note the dierence in horizontal and vertical scales. On the other hand,
given that the expected spreading laws due to gravity and uctuations are relatively
similar, and in order to appreciate the expected crossover, we have used a relatively
large value of  compared to the height of the precursor lm, h = 0:01. Numerical
results indeed indicate somewhat faster spreading for the stochastic droplets than
for their deterministic counterparts, see Fig. 2(a). Here, we show the deterministic
and the stochastic evolutions at two dierent times. Indeed, one can appreciate an
enhancement of the droplet width in the latter case. In order to gain more quantitative
understanding, we measure the average rate by which the characteristic width of the
droplets, `, evolves. To estimate it, we again follow [3] and consider the averaged
6second moment of the height prole,
`(t) =
*
1
V
Z
dx(x X)2h(x; t)
1=2+
; (9)
where X = [
R
dxxh(x; t)]=V is the instantaneous position of the droplet center, V
as above is the total droplet volume, which remains constant in time, and h   i rep-
resents an average over realizations of the noise (x; t). As we can see, the stochastic
system departs from the deterministic behavior for t & 3000, crossing over towards
the purely noise-dominated regime. Notice that, due to the necessarily large value
of the precursor thickness, which becomes comparable to the droplet height for long
enough times, even the deterministic spreading yields the spreading exponent slightly
larger than the 1=5 expected value. In any case, there is a small but signicant dif-
ference in droplet width between the deterministic and the stochastic cases, purely
noise-dominated spreading being expected for suciently long times. As noted in the
Appendix, appropriate polymer-colloid mixtures exist [15,16] which are character-
ized by very small (ultralow) values of the surface tension  . 1 N/m and capillary
length (' 10 m). This implies thermal uctuations with a strength which is compa-
rable to the noise amplitude we have employed in our present simulations. Thus, they
constitute potential experimental contexts in which gravity-driven spreading may be
indeed enhanced by thermal noise.
5 Inuence of uctuations on the contact angle
We now switch to a related situation encompassed by the SLE, Eq. (5), in which
thermal uctuations again can be seen to have non-negligible eects. Consider a
spreading drop whose evolution is governed by surface tension and ignore gravity.
Furthermore, consider the drop to be partially wetting with non-zero contact angle,
, determined by disjoining pressure. In this section we will discuss whether and
how the presence of uctuations inuences the value of . One motivation for this
discussion is that there are often substantial dierences between the predictions of
deterministic theory and experimentally measured contact angles, see e.g., [17] and
the references therein. It is natural to consider whether these dierences may be
due to the neglect of thermal noise in the deterministic theory. In the deterministic
system, a well-dened contact angle between the uid droplet and the substrate arises
as an interplay between surface tension and van der Waals forces [9,11]. The specic
form of the disjoining pressure depends on the material properties, and a variety of
functional forms and parameters have been used. Here, we consider commonly used
power-law form [11], (h)  1=hn   1=hm with (n;m) = (3; 2). Hence, we consider
the following SLE
@th = @x

h3 @x

 @2xh+
A
h2
  B
h3

+  h3=2 (x; t)

; (10)
where A and B are material-dependent constants and units have been rescaled so as
to have an initial droplet of unit height, see Appendix. The choice B = Ah leads
to the equilibrium lm (also called precursor lm) of thickness h. The constant A is
proportional to the Hamaker constant that characterizes vdW interactions [8] and is
functionally related to the value of  under the corresponding wetting conditions. The
specic question we address here is how this relation is modied when uctuations
are taken into account.
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Fig. 3. Deterministic and stochastic droplet spreading from numerical simulations of Eq.
(10) at the stationary state. The stochastic shapes have been averaged over 100 noise real-
izations. Panels (a) through (c) correspond to increasing values of A, as given.
To answer this question, we have simulated droplet spreading as described by the
SLE, Eq. (10), and its deterministic limit, employing the same numerical algorithm as
in the previous section (see the Appendix) with surface tension term treated implicitly
and vdW interactions and uctuations explicitly. We use h = 0:05 and  = 0 (10 3=2)
for the deterministic (stochastic) simulations, respectively. Special care has been taken
in obtaining average shapes in the latter, taking into account that uctuations can
induce droplet motion. The idea is to calculate the droplet center of mass X as dened
above, and then average droplets over noise realizations, provided all of them have
been centered around this point.
Figure 3 shows the droplet shapes at times at which spreading has stopped and
time-independent value of the contact angle can be extracted. The results show that
on average,  [dened as in Fig. 3(b)] for a stochastic droplet is smaller than the
deterministic one for the same system constants  and A. For instance, in Fig. 3(a)
uctuations decrease  from 6 in the deterministic case to 4 in the stochastic system.
Note that small-angle approximations to A() [9] predict 15 for the deterministic
case. Furthermore, Fig. 3 shows that the dierence between the deterministic and the
stochastic shapes increases for decreasing A, with the value of  found for stochastic
simulations being consistently smaller than in deterministic ones. Fluctuations also
induce an increase in the eective value of the equilibrium lm, h. As a consequence,
there is a sizeable reduction in the droplet height due to volume conservation.
Figure 4 gives more detailed information about the inuence of noise on droplet
spreading. In panel (a), the deterministic and stochastic time evolutions of `(t) are
shown for dierent values of A. As in Fig. 3, larger stationary ` values are found
for smaller values of the Hamaker constant, stochastic lms being consistently wider
than their deterministic counterparts, see also Fig. 4(b). The systematic increase of
` at steady-state with the noise amplitude  is shown in Fig. 4(c).
6 Conclusions and outlook
In the present paper we have considered the inuence of thermal uctuations on
dynamics of spreading drops in two regimes: (i) gravity-dominated regime, where
capillary eects have been ignored, and (ii) surface tension-dominated regime for
spreading of partially wetting drop, where contact angle is introduced by disjoining
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Fig. 4. (a) Droplet width vs time for A = 0:036; 0:013; 0:006, and 0:0034, bottom to top.
Deterministic values (circles, solid lines) remain systematically below the average stochastic
values (diamonds and triangles, dashed lines). Stochastic simulations have been averaged
over 100 noise realizations. The A = 0:0034 case (triangles, black dashed lines) was sim-
ulated for noise strengths  = 0:0001; 0:0002; 0:0004; 0:0006; 0:0008; 0:001 (bottom to top),
higher ` vales being obtained for higher . (b) Droplet width vs Hamaker constant for the
deterministic (circles) and stochastic (diamonds) systems, for  = 0:001. Statistical errors
are smaller than the symbol sizes. (c) Droplet width vs noise strength  for A = 0:0034. In
all panels lines are guides to the eye.
pressure. In both cases we nd that stochastic eects inuence the dynamics, leading
to faster spreading for the gravity-dominated regime, and decreasing the (determin-
istic) contact angle. For the former case, we corroborate the asymptotic large eect
on the uctuations found in [3] even for negligible surface tension, suggesting that
spreading at large stages is always dominated by noise uctuations. In the latter case
the eect of contact angle decrease is particularly obvious for a decreasing value of
Hamaker constant, suggesting a non-trivial eect whose relevance for realistic systems
remains to be assessed.
Inclusion of stochastic contribution together with disjoining pressure term in the
governing stochastic lubrication equation now allows for considering a number of
open problems, including quantifying the inuence of noise on lm breakup, dewet-
ting and pattern formation for uid lms of thickness on nanoscale. Computational
investigation of these problems, based on fully nonlinear formulation, is currently in
process.
A Numerical methods and physical scales
The algorithm used in the numerical simulations of Eq. (5) is based on the standard
implicit (Crank-Nicholson) discretization [12], where the high-order spatial derivatives
are treated implicitly, while the van der Waals and noise terms are treated explicitly. In
9the simulations discussed in Section 4, a regularizing precursor layer of thickness h =
0:01 has been introduced in order to avoid issues related with the loss of positivity.
For the spreading problem in the gravity-dominated regime, Eq. (8) has been
written in dimensionless units in which h^ = h=hc, x^ = x=hc, and t^ = t=tc, so that
tc = 3=(ghc), ^ = (kBT=gh
4
c)
1=2, hats have been disposed of, and hc equals the
size of the initial droplet. For example, in the colloid-polymer mixtures studied in
[15,16], one has g ' =h2c , where  . 1 N/m and hc ' 10 m. Hence, at room
temperature T = 300 K, the dimensionless noise amplitude is ^ ' 0:05, even slightly
larger than the value employed in our simulations. We have moreover used space
and time steps x = t = 0:01, respectively, and a one-dimensional system size L =
4000. We have implemented no-ux boundary conditions along the x axis. The region
where uctuations dominate the spreading process is where they are comparable
to the droplet height. Contrary to the surface-tension-dominated regime, the low
orders of spatial derivatives in the gravity-dominated regime uctuations induce large
(unphysical) uctuations in the precursor layer. In order to avoid non-positivity issues,
we switch o the noise at positions where the droplet height is less than half its value
at the center.
With respect to the stochastic contact angle, Section 5, Eq. (10) correspond to
dimensionless units [3] in which h^ = h=hc, x^ = x=hc, and t^ = t=tc, so that tc = 3hc=,
^ = (kBT=h
2
c)
1=2, hats have been disposed of, and again hc equals the size of the
initial droplet. A typical system that could be translated to our non-dimensional
description would be the liquid metal thin lms considered in [17], where  = 1:3
N/m, T = 2000 K, and hc 2 [5; 15] nm, so that ^ 2 [10 2; 3  10 2]. Also a noise
strength ^ = 10 3=2 is comparable to the temperatures that were used in [4], which
correspond to 50 60 C for polymer lms. In general the value of the surface tension
can depend non-trivially on temperature. Here, in order to unambiguously identify the
inuence on the dynamics of thermal noise in the distribution of molecular velocities,
we will approximate  by a temperature-independent value. In our simulations, we
have further used h = 0:05, x = 0:05, t = 0:01, system size L = 500, and again
no-ux boundary conditions.
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