In many situations, sample data is obtained from a noisy or imperfect source. In order to address such corruptions, this paper introduces the concept of a sampling corrector. Such algorithms use structure that the distribution is purported to have, in order to allow one to make "on-the-fly" corrections to samples drawn from probability distributions. These algorithms then act as filters between the noisy data and the end user.
INTRODUCTION
Data consisting of samples from distributions is notorious for reliability issues: Sample data can be greatly affected by noise, calibration problems or other faults in the sample recording process; portions of data may be lost; extraneous samples may be erroneously recorded. Such noise may be completely random, or may have some underlying structure. To give a sense of the range of difficulties one might have with sample data, we mention some examples: A sensor network which tracks traffic data may have dead sensors which transmit no data at all, or other sensors that are defective and transmit arbitrary numbers. Sample data from surveys may suffer from response rates that are correlated with location or socioeconomic factors. Sample data from species distribution models are prone to geographic location errors [28] .
Statisticians have grappled with defining a methodology for working with distributions in the presence of noise by correcting the samples. If, for example, you know that the uncorrupted distribution is Gaussian, then it would be natural to correct the samples of the distribution to the nearest Gaussian. The challenge in defining this methodology is: how do you correct the samples if you do not know much about the original uncorrupted distribution? To analyze distributions with noise in a principled way, approaches have included imputation [34, 41, 38] for the case of missing or incomplete data, and outlier detection and removal [27, 3, 29] to handle "extreme points" deviating significantly from the underlying distribution. More generally, the question of coping with the sampling bias inherent to many strategies (such as opportunity sampling) used in studying rare events or species, or with inaccuracies in the reported data, is a key challenge in many of the natural and social sciences (see e.g. [43, 42, 36] ). While these problems are usually dealt with drawing on additional knowledge or by using specific modeling assumptions, no general procedure is known that addresses them in a systematic fashion.
In this work, we propose a methodology which is based on using known structural properties of the distribution to design sampling correctors which "correct" the sample data. While assuming these structural properties is in itself a type of modeling, it is in general much weaker than postulating a strict form of the data (e.g., that it follows a linear model perturbed by Gaussian noise). Examples of structural properties which might be used to correct samples include the property of being bimodal, a mixture of several Gaussians, or an independent joint distribution. Within this methodology, the main question is: how best can one output samples of a distribution in which on one hand, the structural properties are restored, and on the other hand, the corrected distribution is close to the original distribution? We show that this task is intimately connected to distribution learning tasks, but we also give instances in which such tasks can be performed strictly more efficiently.
Our model
We introduce two (related) notions of algorithms to correct distributions: sampling correctors and sampling improvers. Although the precise definitions are deferred to Section 2, we describe and state informally what we mean by these. In what follows, X is a finite domain, P is any fixed property of distributions, i.e., a subset of distributions, over X and distances between distributions are measured according to their total variation distance. 1 A sampling corrector for P is a randomized algorithm which gets samples from a distribution D guaranteed to be ε-close to having property P, and outputs a sample from a "corrected distribution"D which, with high probability, (a) has the property; and (b) is still close to the original distribution D (i.e., within distance ε1). The sample complexity of such a corrector is the number of samples it needs to obtain from D in order to output one fromD.
To make things concrete, we give a simple example of correcting independence of distributions over a product space [n] × [m]. For each pair of samples (x, y) and (x , y ) from a distribution D which is ε-close to independent, output one sample (x, y ). As x and y are independent, the resulting distribution clearly has the property; and it can be shown that if D was indeed ε-close to independent, then the distribution of (x, y ) will indeed be 3ε-close to D [39] . (Whether this sample complexity can be reduced further to q < 2, even on average, is an open question.)
Note that in some settings it may be too much to ask for complete correction (or may even not be the most desirable 1 The total variation distance is defined as d TV (D1, D2)
option). For this reason, we also consider the weaker notion of sampling improvers, which is similar to a sampling corrector but is only required to transform the distribution into a new distribution which is closer to having the property P.
One naive way to solve these problems, the "learning approach," is to approximate the probability mass function of D, and find a candidateD ∈ P. Since we assume we have a complete description ofD, we can then output samples according toD without further access to D. In general, such an approach can be very inefficient in terms of time complexity. However, if there is an efficient agnostic proper learning algorithm 2 for P, we show that this approach can lead to efficient sampling correctors. For example, we use such an approach to give sampling correctors for the class of monotone distributions.
In our model, we focus on optimizing the following two parameters of our correcting algorithms: The first parameter is the number of samples of D needed to output samples of D. The second parameter is the number of additional truly random bits needed for outputting samples ofD. Note that in the above learning approach, the dependence on each of these parameters could be quite large. Although these parameters are not independent of each other (if D is of high enough entropy, then it can be used to simulate truly random bits), they can be thought of as complementary, as one typically will aim at a tradeoff between the two. Furthermore, a parsimonious use of extra random bits may be crucial for some applications, while in others the correction of the data itself is the key factor; for this reason, we track each of the parameters separately. For any property P, the main question is whether one can achieve improved complexity in terms of these parameters over the use of the naive (agnostic) learning approach for P.
Our results
In this work, we focus on two particular properties of interest, namely uniformity and monotonicity. The first one, arguably one of the most natural and illustrative properties to be considered, is nonetheless deeply challenging in the setting of randomness scarcity. As for the second, not only does it provide insight in the workings of sampling correctors as well as non-trivial connections and algorithmic results, but is also one of the most-studied classes of distributions in the statistics and probability literature, with a body of work covering several decades (see e.g. [26, 9, 7, 21] , or [22] for a detailed list of references). Moreover, recent work on distribution testing [22, 13] shows strong connections between monotonicity and a wide range of other properties, such as for instance log-concavity, Monotone Hazard Risk and Poisson Binomial Distributions. This gives evidence that the study of monotone distributions may have direct implications for correction of many of these "shape-constrained properties." 2 Recall that a learning algorithm for a class of distributions C is an algorithm which gets independent samples from an unknown distribution D ∈ C; and on input ε must, with high probability, output a hypothesis which is ε-close to D in total variation distance. If the hypotheses the algorithm produces are guaranteed to belong to C as well, we call it a proper learning algorithm. Finally, if the -not-necessarily proper -algorithm is able to learn distributions that are only close to C, returning a hypothesis at a distance at most opt + ε from D -where opt is the distance from D to the class, it is said to be agnostic. For a formal definition of these concepts, the reader is referred to the full version.
Sampling correctors, learning algorithms and property testing algorithms.
We begin by showing implications of the existence of sampling correctors for the existence of various types of learning and property testing algorithms in other models. We first show in Theorem 3.1 that learning algorithms for a distribution class imply sampling correctors for distributions in this class (under any property to correct) with the same sample complexity, though not necessarily the same running time dependency. However, when efficient agnostic proper learning algorithms for a distribution class exist, we show that there are efficient sampling correctors for the same class. In [9, 18] efficient algorithms for agnostic learning of concise representations for several families of distributions are given, including distributions that are monotone, k-histograms, Poisson binomial, and sums of k independent random variables. Not all of these algorithms are proper.
Next, we show in Theorem 3.3 that the existence of (a) an efficient learning algorithm, as e.g. in [31, 17, 20, 19] , and (b) an efficient sampling corrector for a class of distributions implies an efficient agnostic learning algorithm for the same class of distributions. It is well known that agnostic learning can be much harder than non-agnostic learning, as in the latter the algorithm is able to leverage structural properties of the class C. Thus, by the above result we also get that any agnostic learning lower bounds can be used to obtain sampling corrector lower bounds.
Our third result in this section, Theorem 3.5, shows that an efficient property tester, an efficient distance estimator (which computes an additive estimate of the distance between two distributions) and an efficient sampling corrector for a distribution class imply a tolerant property tester with complexity equal to the complexity of correcting the number of samples required to run both the tester and estimator. 3 As tolerant property testing can be much more difficult than property testing [25, 6, 35, 46] , this gives a general purpose way of getting both upper bounds on tolerant property testing and lower bounds on sampling correctors. We describe how these results can be employed in Section 3, where we give specific applications in achieving improved property testers for various properties.
Is sampling correction easier than learning?.
We next turn to the question of whether there are natural examples of sampling correctors whose query complexity is much smaller than that of distribution learning algorithms for the same class. While the sample complexity of learning monotone distributions is known to be Ω(log n) [9] (this lower bound on the sample and query complexity holds even when the algorithm is allowed both to make queries to the cumulative distribution function as well as to access samples of the distribution), we present an oblivious sampling corrector for monotone distributions with sample complexity O(1), which corrects error smaller than ε ≤ O 1/ log 2 n . This is done by first implicitly approximating the distribution by a "histogram" on only a small number of intervals, using ingredients from [9] . This (very close) approximation can then be combined, still in an oblivious way, with a carefully chosen slowly decreasing distribution, so that the resulting mixture is not only guaranteed to be monotone, but also close to the original distribution.
It is open whether there exist sampling correctors for monotone distributions with sample complexity o (log n)/ε 3 that can correct arbitrary error ε ∈ (0, 1), thus beating the sample complexity of the "learning approach." (We note however that a logarithmic dependence on n is inherent when ε = ω(1/ log n), as pointed out to us by Paul Valiant [47] .)
Assuming a stronger type of access to the unknown distribution -namely, query access to its cumulative distribution function (CDF) as in [4, 15] , we describe in Section 4 a sampling corrector for monotonicity with (expected) query complexity O √ log n which works for arbitrary ε ∈ (0, 1). At a high-level, our algorithm combines the "succinct histogram" technique mentioned above with a two-level bucketing approach to correct the distribution first at a very coarse level only (on "superbuckets"), and defer the finer corrections (within a given superbucket) to be made on-the-go at query time. The challenge in this last part is that one must ensure that all of these disjoint local corrections are consistent with each other -and crucially, with all future sample corrections. To achieve this, we use a "boundary correction" subroutine which fixes potential violations between two neighboring superbuckets by evening out the boundary differences. To make it possible, we use rejection sampling to allocate adaptively an extra "budget" to each superbucket that this subroutine can use for corrections.
Restricted error models.
Since many of the sampling correction problems are difficult to solve in general, we suggest error models for which more efficient sampling correction algorithms may exist. A first class of error models, which we refer to as missing data errors, is introduced in the full version of this paper and defined as follows -given a distribution over [n], all samples in some interval [i, j] for 1 < i < j < n are deleted. Such errors could correspond to samples from a sensor network where one of the sensors ran out of power; emails mistakenly deleted by a spam filter; or samples from a study in which some of the paperwork got lost. Whenever the input distribution D, whose distance from monotonicity is ε ∈ (0, 1), falls under this model, we give a sampling improver that is able to find a distribution both ε2-close to monotone and O(ε)-close to the original usingÕ 1/ε 3 2 samples. The improver works in two stages. In the "preprocessing stage," we detect the location of the missing interval (when the missing weight is sufficiently large) and then estimate its missing weight, using a "learning through testing" approach from [21] to keep the sample complexity under control. In the second stage, we give a procedure by which the algorithm can use its knowledge of the estimated missing interval to correct the distribution by rejection sampling.
Randomness Scarcity.
We then consider the case where only a limited amount of randomness (other than the input distribution) is available, and optimizing its use, possibly at the cost of worse parameters and/or sample complexity of our sampling improvers, is crucial. This captures situations where generating the random bits the algorithm use is either expensive 4 (as in the case of physical implementations relying on devices, such as Geiger counters or Zener diodes) or undesirable (e.g., when we want the output distribution to be a deterministic function of the input data, for the sake of reproducibility or parallelization). We focus on this setting in the second part of the full version, and provide sampling correctors and improvers for uniformity that use samples only from the input distribution. For example, we give a sampling improver that, given access to distribution ε-close to uniform, grants access to a distribution ε2-close to uniform distribution and has constant sample complexity Oε,ε 2 (1). We achieve this by exploiting the fact that the uniform distribution is not only an absorbing element for convolution in Abelian groups, but also an attractive fixed point with high convergence rate. That is, by convolving a distribution with itself (i.e., summing independent samples modulo the order of the group) one gets very quickly close to uniform. Combining this idea with a different type of improvement (based on a von Neumann-type "trick") allows us to obtain an essentially optimal tradeoff between closeness to uniform and to the original distribution.
Open problems
Correcting vs. Learning. A main direction of interest would be to obtain more examples of properties for which correcting is strictly more efficient than (agnostic or nonagnostic) learning. Such examples would be insightful even if they are more efficient only in terms of the number of samples required from the original distribution, without considering the additional randomness requirements for generating the distribution. More specifically, one may ask whether there exists a sampling corrector for monotonicity of distributions (i.e., one that beats the learning bound from Theorem 4.1) for all < 1 which uses at most o (log n)/ε 3 samples from the original distribution per sample output of the corrected distribution. Other properties of interest, among many, include log-concavity of distributions, having a piecewise-constant density (i.e., being a k-histogram for some fixed value k), or being a Poisson Binomial Distribution.
The power of additional queries. Following the line of work pursued in [16, 14, 15] (in the setting of distribution testing), it is natural in many situations to consider additional types of queries to the input distribution: e.g., either conditional queries (getting a sample conditioned on a specific subset of the domain) or cumulative queries (granting query access to the cumulative distribution function, besides the usual sampling). By providing algorithms with this extended access to the underlying probability distribution, can one obtain faster sampling correctors for specific properties, as we do in the case of monotonicity?
Confidence boosting. Suppose that there exists, for some property P, a sampling improver A that only guarantees a success probability 5 of 2/3. Using A as a black-box, can one design a sampling improver A which succeeds with probability 1 − δ, for any δ?
More precisely, let A be a batch improver for P which, when queried, makes q(ε1, ε2) queries and provides t ≥ 1 samples, with success probability at least 2/3. Having blackbox access to A, can we obtain a batch improver A which on input δ > 0 provides t ≥ 1 samples, with success probability at least 1 − δ? If so, what is the best t one can achieve, and what is the minimum query complexity of A one can get (as a function of q(·, ·), t and δ)?
This is known for property testing (by running the testing algorithm independently O(log(1/δ)) times and taking the majority vote), as well as for learning (again, by running the learning algorithm many times, and then doing hypothesis testing, e.g. à la [23] (Theorem 19) ). However, these approaches do not straightforwardly generalize to sampling improvers or correctors, respectively because the output is not a single bit, and as we only obtain a sequence of samples (instead of an actual, fully-specified hypothesis distribution).
Other previous work
Dealing with noisy or incomplete datasets has been a challenge in Statistics and data sciences, and many methods have been proposed to handle them. Such methods include imputation and multiple imputation [37] , which creates new datasets from incomplete datasets by filling in the missing values randomly according to a maximum likelihood distribution computed from the observations and a modeling assumption made on the data. The parameters of this model are then updated in a manner that resembles the Expectation-Maximization (EM) algorithm [24, 41, 34] .
From a Theoretical Computer Science perspective, the problem of local correction of data has received much attention (some examples include [10, 48, 2, 40, 8, 32] ). To the best of our knowledge, this is the first work to address the correction of data from distributions.
It is instructive to compare the goal of our model of distribution sampling correctors to that of extractors: in spite of many similarities, the two have essential differences and the results are in many cases incomparable. We defer this discussion to the full version.
Organization.
After stating the formal definition of our model in Section 2, we draw in Section 3 some connections it yields to learning and testing. Section 4 focuses on the sample complexity of correcting monotonicity, and contains three different algorithmic results for this problem. as well as a corrector for the "missing data error" model. Due to space constraints, our results on randomness scarcity and all proofs are deferred to the full version.
OUR MODEL: DEFINITIONS
In this section, we state the precise definitions of sampling correctors, improvers and batch sampling improvers. To get an intuition, the reader may think for instance of the parameter ε1 below as being 2ε, and the error probability δ as 1/3. Although all definitions are presented in terms of the total variation distance, analogous definitions in terms of other distances can also be made. Definition 2.1 (Sampling Corrector). Fix a given property P of distributions on X . An (ε, ε1)-sampling correc-tor for P is a randomized algorithm which is given parameters ε, ε1 ∈ (0, 1] such that ε1 ≥ ε and δ ∈ [0, 1], as well as sampling access to a distribution D. Under the promise that d TV (D, P) ≤ ε, the algorithm must provide, with probability at least 1 − δ over the samples it draws and its internal randomness, sampling access to a distributionD such that (i)D is close to D: d TV D , D ≤ ε1;
(ii)D has the property:D ∈ P.
In other terms, with high probability the algorithm will simulate exactly a sampling oracle forD. The query complexity q = q(ε, ε1, δ, X ) of the algorithm is the number of samples from D it takes per query in the worst case.
One can define a more general notion, which allows the algorithm to only get "closer" to the desired property, and convert some type of access ORACLE1 into some other type of access ORACLE2 (e.g., from sampling to evaluation access): Definition 2.2 (Sampling Improver). Fix a given property P over distributions on X . A sampling improver for P (from ORACLE1 to ORACLE2) is a randomized algorithm which, given parameter ε ∈ (0, 1] and ORACLE1 access to a distribution D with the promise that d TV (D, P) ≤ ε as well as parameters ε1, ε2 ∈ [0, 1] satisfying ε1 + ε2 ≥ ε, provides, with probability at least 1 − δ over the answers from ORACLE1 and its internal randomness, ORACLE2 access to a distributionD such that
In other terms, with high probability the algorithm will simulate exactly ORACLE2 access toD. The query complexity q = q(ε, ε1, ε2, δ, X ) of the algorithm is the number of queries it makes to ORACLE1 in the worst case.
Finally, one may ask for such an improver to provide many samples from the (same) improved distribution, 6 where "many" is a number committed in advance. We refer to such an algorithm as a batch sampling improver (or, similarly, batch sampling corrector): Definition 2.3 (Batch Sampling Improver). For P, D, ε, ε1, ε2 ∈ [0, 1] as above, and parameter m ∈ N, a batch sampling improver for P (from ORACLE1 to ORACLE2) is a sampling improver which provides, with probability at least 1 − δ, ORACLE2 access toD for as many as m queries, in between which it is allowed to maintain some internal state ensuring consistency. The query complexity of the algorithm is now allowed to depend on m as well. Note that, in particular, when providing sampling access tõ D the batch improver must guarantee independence of the m samples. When ε2 is set to 0 in the above definition, we will refer to the algorithm as a batch sampling corrector. 6 Indeed, observe that as sampling correctors and improvers are randomized algorithms with access to their "own" coins, there is no guarantee that fixing the input distribution D would lead to the same output distributionD.
Remark 2.4 (On parameters of interest). We observe that the regime of interest of our correctors and improvers is when the number of corrected samples to output is
at least of the order Ω(1/ε). Indeed, if fewer samples are required, then the assumption that the distribution D be ε-close to having the property implies that -with high probabilitya small number of samples from D will be indistinguishable from the closest distribution having the property. (So that, intuitively, they are already "as good as it gets," and need not be corrected.) Remark 2.5 (On testing lower bounds). A similar observation holds for properties P that are known to be hard to test, that is for which some lower bound of q(n, ε) samples holds to decide whether a given distribution satisfies P, or is ε-far from it. In light of such a lower bound, one may wonder whether there is something to be gained in correcting m < q(n, ε) samples, instead of simply using m samples from the original distribution altogether. However, such a result only states that there exists some worst-case instance D * that is at distance ε from the property P, yet requires this many samples to be distinguished from it: so that any algorithm relying on samples from distributions satisfying P could be fed q(n, ε) − 1 samples from this particular D * without complaining. Yet, for "typical" distributions that are ε-close to P, it may be that far fewer samples are required to reveal their deviation from it: for many, as few as O(1/ε) suffice. Thus, an algorithm that expects to get say q(n, ε) .99 samples from a honest-to-goodness distribution from P, but instead is provided with samples from one that is merely ε-close to it, may break down very quickly. Our corrector, in this very regime of o (q(n, ε) ) samples, guarantees this will not happen.
CONNECTIONS TO LEARNING AND TEST-ING
In this section, we draw connections between sampling improvers and other areas, namely testing and learning. These connections shed light on the relation between our model and these other lines of work, and provide a way to derive new algorithms and impossibility results for both testing or learning problems.
From learning to correcting
As a first observation, it is not difficult to see that, under the assumption that the unknown distribution D belongs to some specific class C, correcting (or improving) a property P requires at most as many samples as learning the class C; that is, learning (a class of distributions) is at least as hard as correcting (distributions of this class). Here, P and C need not be related.
Indeed, assuming there exists a learning algorithm L for C, it suffices to run it on the unknown distribution D ∈ C to learn a hypothesisD sufficiently close to D. In particular, D must itself still be close to P. One can then (e.g., by exhaustive search) findD in P which is closest toD (and therefore at most ε1-far from D), and use it to produce as many "corrected samples" as wanted:
Theorem 3.1. Let C a class of probability distributions over X . Suppose there exists a learning algorithm L for C with sample complexity qL. Then, for any property P of distributions, there exists a (not-necessarily computationally efficient) sampling corrector for P with sample complexity q(ε, ε1, δ) = qL ε 1 −ε 2 , δ , under the promise that D ∈ C. Furthermore, if the (efficient) learning algorithm L has the additional guarantee that the hypotheses it outputs always belong to (a subset of) P, and allow efficient generation of samples, then we immediately obtain a computationally efficient sampling corrector: indeed, in this caseD ∈ P already. Furthermore, as mentioned in the introduction, when efficient agnostic proper learning algorithms for distribution classes exist, then there are efficient sampling correctors for the same classes. Yet, it is worth pointing out that this correcting-by-learning approach is quite inefficient with regard to the amount of extra randomness needed: indeed, every sample generated fromD requires fresh new random bits.
To illustrate our theorem, we give here an easy corollary. This result follows from Chan et al., who showed in [17] that monotone hazard risk distributions can be learned to accuracy ε usingÕ log n/ε 4 samples; moreover, the hypothesis obtained is a O log(n/ε)/ε 2 -histogram. 
From correcting to agnostic learning
Let C and H be two classes of probability distributions over X . Recall that a (semi-)agnostic learner for C (using hypothesis class H) is a learning algorithm A which, given sample access to an arbitrary distribution D and parameter ε, outputs a hypothesisD ∈ H such that, with high probability,D does "as much as well as the best approximation from C:" d TV D,D ≤ c · optC,D + O(ε), where optC,D = infD C ∈C d TV (DC, D) and c ≥ 1 is some absolute constant (if c = 1, the learner is said to be agnostic).
In the full version, we first describe how to combine a (non-agnostic) learning algorithm with a sampling corrector in order to obtain an agnostic learner, under the strong assumption that a (rough) estimate of opt is known. Then, we explain how to get rid of this extra requirement, using machinery from the distribution learning literature (namely, an efficient hypothesis selection procedure). This leads to the following result: Theorem 3.3. Let C be as above. Suppose there exists a learning algorithm L for C with sample complexity qL, and a batch sampling corrector A for C with sample complexity qA. Suppose further that a constant-factor estimate opt of optC,D is known (up to a multiplicative c).
Then, there exists a (semi) agnostic learner for C with sample complexity q(ε, δ) = qA( opt, opt + ε, qL(ε, δ 2 ), δ 2 ) (where the constant in front of optC,D is c). Moreover, if such opt is not known, the result still holds at the price of a polylog(1/ε) blowup in the sample complexity.
It is worth noting that in the case the learning algorithm is proper (meaning the hypotheses it outputs belong to the target class C: that is, H = C), then so is the agnostic learner obtained with Theorem 3.3. This turns out to be a very strong guarantee: specifically, getting (computationally efficient) proper agnostic learning algorithms remains a challenge for many classes of interest -see e.g. [20] , which mentions efficient proper learning of Poisson Binomial Distributions as an open problem.
We stress that the above can be viewed as a generic framework to obtain efficient agnostic learning results from known efficient learning algorithms. For the sake of illustration, let us consider the simple case of Binomial distributions: it is known, for instance as a consequence of the aforementioned results on PBDs, that learning such distributions can be performed withÕ 1/ε 2 samples (and that Ω 1/ε 2 are required). Our theorem then provides a simple way to obtain agnostic learning of Binomial distributions with sample complexityÕ 1/ε 2 : namely, by designing an efficient sampling corrector for this class with sample complexity poly(log 1 ε , log 1 ε 1 ). (Since publication of our work, we have learned that [1] provides such a result unconditionally.) Corollary 3.4. Suppose there exists a batch sampling corrector A for the class B of binomial distributions over [n], with sample complexity qA(ε, ε1, m, δ) = polylog( 1 ε , 1 ε 1 , m, 1 δ ). Then, there exists a semi-agnostic learner for B, which, given access to an unknown distribution D promised to be ε-close to some binomial distribution, takesÕ 1 ε 2 samples from D and outputs a distributionB ∈ B such that
with probability at least 2/3.
To the best of our knowledge, an agnostic learning algorithm for the class of Binomial distributions with sample complexitỹ O 1/ε 2 is not explicitly known, although the results of [18] do imply aÕ 1/ε 3 upper bound and a modification of [20] (to make their algorithm agnostic) seems to yield one. The above suggests an approach which would lead to the (essentially optimal) sample complexity.
From correcting to tolerant testing
We observe that the existence of sampling correctors for a given property P, along with an efficient distance estimation procedure, allows one to convert any distribution testing algorithm into a tolerant distribution testing algorithm. This is similar to the connection between "local reconstructors" and tolerant testing of graphs described in [11] (Theorem 3.1) and [12] (Theorem 3.1). That is, if a property P has both a distance estimator and a sampling corrector, then one can perform tolerant testing of P in the time required to generate enough corrected samples for both the estimator and a (non-tolerant) tester.
We first state our theorem in all generality, before instantiating it in several corollaries. For the sake of clarity, the reader may wish to focus on these on a first pass.
Theorem 3.5. Let C be a class of distributions, and P ⊆ C a property. Suppose there exists an (ε, ε1)-batch sampling corrector A for P with complexity qA, and a distance estimator E for C with complexity qE -that is, given sample access to D1, D2 ∈ C and parameters ε, δ, E draws qE (ε, δ) samples from D1, D2 and outputs a valued such that d − d TV (D1, D2) ≤ ε with probability at least 1 − δ.
Then, from any property tester T for P with sample complexity qT , one can get a tolerant tester T with query com-
Remark 3.6. Only asking that the distance estimation procedure E be specific to the class C is not innocent; indeed, it is known ( [46] ) that for general distributions, distance estimation has sample complexity Ω(n 1−o (1) ). However, the task becomes significantly easier for certain classes of distributions: and for instance can be performed with onlyÕ(k log n) samples, if the distributions are guaranteed to be k-modal [22] . This observation can be leveraged in cases when one knows that the distribution has a specific property, but does not quite satisfy a second property: e.g. is known to be k-modal but not known to be, say, log-concave.
The reduction above can be useful both as a black-box way to derive upper bounds for tolerant testing, as well as to prove lower bounds for either testing or distance estimation. For the first use, we give two applications of our theorem to provide tolerant monotonicity testers for k-modal distributions. The first is a conditional result, showing that the existence of good monotonicity correctors yield tolerant testers. The second, while unconditional, only guarantees a weaker form of tolerance (guaranteeing acceptance only of distributions that are very close to monotone); and relies on a corrector we describe in Section 4. As we detail shortly after stating these two results, even this weak tolerance improves upon the one provided by currently known testing algorithms.
Corollary 3.7. Suppose there exists an (ε, ε1)-batch sampling corrector for monotonicity with complexity q. Then, for any k = O(log n/ log log n), there exists an algorithm that distinguishes whether a k-modal distribution is (a) ε-close to monotone or (b) 5ε-far from monotone with success probability 2/3, and sample complexity q ε, 2ε, C k log n ε 4 log log n , 1 9 where C is an absolute constant.
Another application of this theorem, but this time taking advantage of a result from Section 4, allows us to derive an explicit tolerant tester for monotonicity of k-modal distributions: Note that, to the best of our knowledge, no tolerant tester for monotonicity of k-modal distributions was previously known, though using the (regular) O k/ε 2 -sample tester of [21] and standard arguments, one can achieve a weak tolerance on the order of O ε 2 /k . While the sample complexity obtained in Corollary 3.8 is worse by a polylog(n) factor, it has better tolerance for k = Ω(log 2 n/ε).
CORRECTING MONOTONICITY
In this section, we focus on the sample complexity aspect of correcting, considering the specific example of monotonicity correction. As a first result, we show in Theorem 4.1 how to design a simple batch corrector for monotonicity which, after a preprocessing step costing logarithmically many samples, is able to answer an arbitrary number of queries. This corrector follows the "learning approach" described in Section 3.1, and in particular provides a very efficient way to amortize the cost of making many queries to a corrected distribution. A natural question is then whether one can "beat" this approach, and correct the distribution without approximating it as a whole beforehand. Theorem 4.2 answers it by the affirmative: namely, we show that one can correct distributions that are guaranteed to be (1/ log 2 n)-close to monotone in a completely oblivious fashion, with a non-adaptive approach that does not require to learn anything about the distribution. Finally, we give with Theorem 4.3 a corrector for monotonicity with no restriction on the range of parameters, but assuming a stronger type of query access to the original distribution. Namely, our algorithm leverages the ability to make cdf queries to the distribution D, in order to generate independent samples from a correctedD. This sampling corrector also outperforms the one from Theorem 4.1 whenever the number of samples to generate is o(log n), making only O √ log n queries per sample on expectation. High-level idea of the proofs.
Our first corrector works in a straightforward fashion: it learns a good approximation of the distribution to correct, which is also concisely represented. It then uses this approximation to build a sufficiently good monotone distribution M "offline," by searching for the closest monotone distribution, which in this case can be achieved via linear programming. Any query made to the corrector is then answered according to the latter distribution, at no additional cost.
We next turn to our second monotonicity corrector, which achieves constant sample complexity for distributions already (1/ log 2 n)-close to monotone. 7 The overall idea is to treat the distribution as a k-histogram on the Birgé decomposition (for k = O(log n)), thus "implicitly approximating" it; and to correct this histogram by adding a certain amount of probability weight to every interval, so that each gets slightly more than the next one. By choosing these quantities carefully, this ensures that any violation of monotonicity gets corrected in the process, without ever having to find out where they actually occur.
Our next result shows that correcting monotonicity with o(log n) queries (on expectation) is possible when one allows CDF queries to the original distribution. The main idea of the proof is to first reduce (via the same "Birgé decomposition" technique as before) the problem to that of correcting a histogram supported of logarithmically many intervals, then group these intervals in K "superbuckets," each containing L = log n/ε consecutive intervals from that histogram ("buckets") and finally use a multi-stage approach to correct all monotonicity violations:
Global violation fixing First, we obtain the weights of all superbuckets via K CDF queries and optimally reweight them so that average weights are non-increasing.
Budget allocation using rejection sampling, we allocate adaptively to each superbucket a "weight budget" it can use to fix on-the-go (at sampling time) boundary violations between adjacent superbuckets.
Local violation fixing we sample a superbucket from the coarse distribution, and use O(L) CDF queries to correct monotonicity of the weights of the L buckets it contains; we also do this for the adjacent superbucket.
Boundary violation fixing to ensure monotonicity at a global scale, we then use the "allocated budget" of the superbucket to fix any possible violation at the boundary with its neighbor.
We stress that the above sweeps many details and difficulties under the rug. For the full description and proofs of the algorithms, the reader is referred to the full version of this extended abstract.
A restricted error model: missing data
In the previous sections, no assumption was made on the form of the error, only on the amount. In this section, we suggest a model of errors capturing the deletion of a whole "chunk" of the distribution. We refer to this model as the missing data model, where we assume that some ε probability is removed by taking out all the weight of an arbitrary interval [i, j] for 1 ≤ i < j ≤ n and redistributing it on the rest of the domain as per rejection sampling (See Figure 1 for an illustration). 8 We show that one can design sampling improvers for monotone distributions with arbitrarily large amounts of error. Our sampling improver follows what could be called the "learning-just-enough" approach: instead of attempting to approximate the whole unaltered original distribution, it only tries to learn the values of i, j; and then generates samples "on-the-fly." At a high level, the algorithm works by (i) detecting the location of the missing interval (drawing a large (but still independent of n) number of samples), then (ii) estimating the weight of this interval under the original, unaltered distribution; and finally (iii) filling this gap uniformly by moving the right amount of probability weight from the end of the domain. To perform the first stage, we follow a paradigm first appeared in [21] , and utilize testing as a subroutine to detect "when enough learning has been done." (To efficiently implement this, we can leverage the structure of the error itself, which allows use to circumvent the prohibitive cost of testing monotonicity of general distributions.)
