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A generalized definition of invertibility is proposed and applied to linear, non-linear and 
bilinear models. It is shown that some recently studied non-linear models are not invertible, but 
conditions for invertibility can be achieved for the other models. 
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I. A definition of invertibility 
Consider the univariate ciass of time series models which take the form 
xt = fc G-j, Et-j, j = 1 , . . . , P)+Et (1) 
where Et is pure white noise, so that et and Ed are independent for all t # s, and ik an 
unobserved input to the system. If this type of model is to be used for forecasting, 
and provided the function f( ) does contain some Et-j, j 2 1, it is necessary to be 
able to estimate the Et sequence from the observed xt’s. A natural way of doing this 
is to assume values for as many initial, or starting up E’S as are necessary, i.e. El-j, 
j=O , . . . , (P- 1), say. Assuming now that x+, j = 0, . . . , (P- 1) are also observed, 
then el can be estimated directly from the assumed known generating formula (l)~ 
bY 
$1 =Xl-f(X1-j, Eli-j,j” 1,. . ., P) (21 I 
and then & is estimated by 
&= X2-f(X2-j, 62-j, j= 1, l . l , P) 
and so forth. Thus, using the assumed starting up values an iterative procedure.:: can 
be used to estimate all & based on the observed x’s and the generating model. The 
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error that will almost certainly ‘arise from such a procedure will be denoted 
A 
et = et -et. 
We shall say that the model (1) is invertible if 
E[ef]+O as t+oo, (3) 
,which assumes that the correct generating formula is known completely, both in 
form and the actual parameter values. 
It is quite obvious from (2) that 
A 
Et = xt -g(Xt-k, k= 1, l l l 9 t+P, Eli-j,j= 1,. . . , P), 
where (Eli-j} g are iven estimates of the appropriate random variables. The condi- 
tion (3) therefore implies that a model is invertible if the variance of the error 
involved in estimating Et in terms of a finite number of past and present x’s tends to 
zero as that number tends to infinity, unconditional on the starting up values. 
If the parameter values in the model are not known exactly, as would occur if 
they were estimated from an earlier finite length of data for instance, (3) might be 
replaced by 
E[ef]+c as t+oo, (4) 
where c < 00 is some constant. 
2. Linear mcdels 
To illustrate the definition, consider the simple first-order moving average model 
given by 
xt =&t+b&t+ (5) 
If b is known, the optimum one-step forecast of x,+1 ma& at time n is just 
fn,l = b&n 
but for this to be useful, E” must be estimated from the observed xt. Given an 
assumed starting value, such as El0 = 0, the estimated St are generated by 
A et = xt -b& 
so th.at he error series et are generated by 
A 
et = et -et 
i.e. 
=X t-bcpl- (xt - b&-l) 
et = -be,.+ (6) 
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(6) is a difference equation with the deterministic solution 
et = (-b)‘eo. 
Clearly et + 0 if 161 c 1, which is the condition given in textbooks that the MA(l) 
model (5) is invertible. It should be noted that the ARMA@, 1) model 
P 
xt = c a+t-j + Et + bet-1 
i=l 
leads to precisely the same equations (6) and ’ ‘a. 
If the same analvsis is applied to the MA(l) model (5) but with an estimated 
parameter 6, then the difference equation (6) becomes 
et = (b-6)Et-l-6et-l (8) 
so that the error series et is now generated by an AR(l) process. Equation (8) has a 
solution in two parls, the first of which is (7) but with b replaced by 6 and the 
second is the infinite moving average representation of et in terms of past et, i.e. 
(b - 6) i (6)%,_,. 
j=l 
If 161 c 1. this second component has mean zero and variance 
(b - 6)* 
We,) = ~-i-q Var(ct) 
for large t. Thus, the condition 161~ I is now required to ensure both that the first 
component of the solution of (8) does not explode and that the second component 
has a finite variance. To obtain these results, it has been assumed that 6 is esti,mated 
once and for all and is not continually updated as extra data becomes availa 
should be noted from (9) that the error series e, can have larger variance even than 
et, the series being estimated. There is no difliculty in extend.ing this analysis to the 
case where the data is generated by an ARMA (p, 4) moden but an ARMA (6, ri) 
model is estimated. It is then found that et obeys an AFWA ,G + 4, p + 3 - 1) model, 
and will not generally have a variance that tends to zero as t becomes large, wlhich is 
why the form (4) of the definition of invertibility is required. 
The condition of invertibility in linear models is also used for another purpose: tto 
help choose a unique model. For example, for the MA (1) model (5) all autocor- 
relations vanish except the first, which is given by 
b 
p1=1+- 
As p1 can be easily estimated from the observed xt, this formula can be used to 
estimate the coeflkient b, by solving for b in terms of ~1. However, it is immediately 
obvious that there is not a unique solution for b, but it can be shown that thehe is 
always one solution corresponding to an invertible model. This becomes parti- 
cularly important for MA (y) models when there are large numbers of possible 
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solutions for the parameter,, but only one corresponds to an invertible model (see, 
for instance, Granger and PJewbold [3]). 
In all of the textbooks on time-series the concept of invertibility is only rliscussed 
for linear moving average models or for the moving-average part of linear ARMA 
niodels. In these texts a moving average is said to be invertible if there is an 
equivalent AR (00) model; the two models being equivalent in the sense that they 
both lead to identical autocovariance sequences. It s easily seen that this definition 
of invertibility is only relevant for linear models. The definition suggested in section 
1 of this paper provides identical conditions for linear models and may also be 
applied to non-linear models, as will be illustrated below. It is an operational 
definition, as it does have indications about the ability of the model to produce 
useful forecasts. 
For purely autoregressive models, the question of invertibility does not arise as 
the residual series Ed can always be directly estimated from the observed x values, 
provided the parameters of the model are known. Thus, autoregressive models are 
always invertible. 
3. A clazs of lion-invertible models 
A set of models which is not invertible for any non-zero values of its parameters 
consists of non-linear moving averages. For example, if xI is generated by 
xt =Er+QEf-l (10) 
then E^, will be solved iteratively by 
A 
&r =X(-&;-~. (11) 
From (lo), it is easily shown that xI is second-order stationary. The solution to (11) 
has two components one of which is also the solution to 
but this difference equation is not stable and its only solution, other than zr = 0, is 
explosive. A proof may be found for example in Levy and Lessman [4] who 
consider the general first-order class 
zt = F[r,-11. 
The limit points for this system are given by 
a = F(a) 
and if zS = a for some s c t, then a first approximation for zt is 
zr = a -t A(F’(a))’ 
where F’(r) = dF(z)/dt. It is seen that a necessary condition for non-explosiveness 
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is that IF’(a)1 < 1 for any attainable limit point. For equation (12) the limit points 
are 0 and -1 ,Qx and for the second of these F’(a) = 2, so that z1 will be explosive. It 
follows that &, given by (11), will diverge from the series Ed it is attempting to 
estimate and thus model (10) is not invertible and hence of no use for forecasting. 
Similar difference equation considerations how that models of the form 
xr = &r + a!&plE+2 (13) 
are never invertible. These models, which have recently been considered by 
Robinson [5] and by Villegas [6] are possibly of analytical interest but seem to be of 
limited practical value. 
4. Bilinear models 
As a final example of the itse of the invertibility definition introduced in the first 
section, bilinear models are considered. An example of such a model, and the only 
one analysed here in any detail is 
where et is an independent, identically distributed sequence of variables. Such 
models have recently attracted attention by both control engineers (e.g. Bruni, di 
Pill0 and Knrh [I]) and time series analysts (Granger and Andersen [2]). The 
estimates of et, the sequence & are generated by 
(151 1 
and subtracting both sides from Et, gives 
e, = -axt-ler-l (16) 
so that 
e, :z(-cU)c eo uv 
A necessary and sufficient condition that er + 0 in probability as t + 00 is found from 
(17 j by squaring and taking logarithms which gives E[log a2xt] < 0, assuming xt is 
ergo&*. It is very difficult to evaluate this condition as the distribution of xI is not 
known, but using the il;eyuality that the geometric mean is less than the arithmetic 
means provides as a sufficient condition E(a2xf] < 1. Granger and Andersen [2] 
have shown that 
where A 2 = LY~C& and oz = variance (Q), provided A2 < 1. ‘Thus, the sufficient 
condition is IAl cO.606. If IAl is in this region then the model will certainly be 
l We would like to thank Professor E.J. Hannan for pointing this out to us. 
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invertible. It is interesting to note that Granger and Andersen also show that the 
first autocorrelation for xI generated by (14) is given by 
h2(1 -A2) 
‘l=l+A2+A4 
(18) 
which increases in value as IAl increases from zero but reaches a maximum at 
(A I= 0.606. Thus, if an estimated value of p1 is used in (18) and A 2 solved for, taking 
a value in the region IA I c 0.606 will ensure invertibility and also reduce the number 
of possible solutions for the parameters of the model, just as occurred for the MA 
(1) mo&!. 
5. Conclusions 
It is usual to call a moving average model invertible if it has an equivalent 
autoregressive representation of infinite order. The importance of the lnvertibility 
requirement is that a non-invertible moving average model cannot ‘be used to 
forecast. The invertibility condition is also used to select one of many alternative 
moving hverage models that have the same autocovariances. This definition of 
invertibility is not usable with more general models such as (l), so an alternative 
definition is proposed based on the estimatability of the white noise residual term. 
Using this definition, some intuitively attractive non-linear moving average models 
are shown to be never invertible. However, bilinear models are found to be both 
non-linear generalisations of ARMA models and to be sometimes invertible. It has 
been illustrated in [23 that some invertible bilinear models do produce superior 
forecasts compared to linear models having the same autocovariances. It is also 
shown, for a particular case, that the. invertibility condition may still be useful in 
helping choose between alternative estimated parameter values. 
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