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 I 
摘要 
一直以来，机器学习在各大领域都发挥着强大的作用。我们在日常生活中收
集到很多不同领域的数据集，机器学习针对这些数据集进行建模，在模型分析过
程中我们可得到一些潜在隐含的有用信息。机器学习的最终目的是用于模型的预
测。集成学习是机器学习界的一个重要研究领域。与以往使用的单一学习器不同，
集成学习是通过使用多个学习器集成的系统来解决问题的。而且，它已被成功地
应用于众多应用领域中（如语音识别、医学诊断病情、超市物品摆放设计等等）。
但随着海量数据不断地增大，集成学习也遭遇了各种挑战与危机。而随着“选择
性集成”的提出，使得选择性集成在多方面所展示的性能都得到了极大地提升。 
然而，如何从大量学习器中挑选学习器子集从而得到最佳的效果，目前对选
择性集成的研究效果仍不理想。本文提出的基于聚类和动态更新的启发式选择性
集成学习算法 HCIU，预测能力和精度都得到了极大提高。本文起先分别讲述了
集成学习和选择性集成学习的相关基础知识理论，接着开始深入研究了 HCIU 算
法。论文的主要研究工作包含下面六个方面： 
1、提出了基于特征的自动化最优选择策略。在预处理步骤将数据进行降维
处理，根据信息增益、信息增益率以及皮尔森相关系数三个指标的重要性度量，
自动化的选择出最优的特征集合。 
2、提出了利用多任务技术并行优化基分类器的参数，从而可以快速获得效
果最好的基分类器的最优参数。 
3、提出了对训练后的基分类器进行聚类选择，将相似基分类器剔除，不仅
减少占用内存空间，且可以提高效率。 
4、提出了基于模拟退火 Metropolis 准则的分层动态更新筛选的集成模型，
利用多层迭代更新筛选最优子集的策略，使得最终得到性能最佳的基分类器集合。 
5、提出了一种新的加权投票策略，利用二分法将大任务一分为二，重复迭
代成多个子任务模式，并根据正确率来归一化分配每个子任务的权值大小，最后
可通过多任务的方法运行子任务得到最后的投票结果，提高了集成分类器的投票
速度。 
 
关键词：集成学习；选择性集成；聚类 
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ABSTRACT 
Machine learning has been a key technique in many applications. Machine 
learning accesses to useful information through the analysis of the collected data 
modeling. The ultimate goal of machine learning is prediction. Ensemble learning is 
one of the most important area in machine learning. It is a new machine learning 
paradigm, which can solve the same problem through multiple classifiers. Until now, 
ensemble learning techniques have been applied in many fields successfully, such as 
image processing in the medical field, phoneme recognition, text classification and so 
on. However, ensemble learning is facing severe challenges with the increasing huge 
amounts of data. In 2001, Mr. Zhou proposed the concept of “selective ensemble”. We 
can get a classifier set that has better generalization ability and better performance via 
choosing a part of classifiers set. 
However, how to get a classifier subset from the amount classifiers set that has 
the best performance? The research on it is still not ideal. The paper proposes a 
heuristic selective ensemble learning algorithm for the optimization problem on 
selective ensemble learning algorithm. So as to improve the predictive ability and the 
precision of selective ensemble learning algorithm. The paper firstly introduces the 
related concepts and algorithm of ensemble learning and selective ensemble learning. 
Then further describe the detail of the HCIU algorithm ideas. The main contribution 
of this paper includes following points. 
1、We propose a selective strategy based on the characteristics which can select 
automatically. In the step of pretreatment, reducing data dimension by three important 
metrics of InfoGain, GainRation and Pearson’s. It can select the optimal feature set 
automatically.  
2、Optimize the parameters of classifiers with multi-thread technique. We can 
obtain the best parameters of classifiers quickly. 
3、Put forward the cluster technique to the trained classifiers. It can either reduce 
memory space it takes or improve efficiency by eliminating similar base classifiers. 
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4、Put forward an ensemble model of dynamic updating based on Simulated 
Annealing. Select the sub sequence set of classifiers based on hierarchical selection 
and dynamical information. It can solve the problem in the past for choosing classifier 
to ensemble learning inefficiently. 
5、Put forward the divide-and-conquer strategy. It is employed to reduce the time 
cost for ensemble voting. The big voting task can be divided recursively into small 
child task by dichotomy, then the tasks are executed in parallel and it would conquer 
the voting result. 
 
 
Key Words: Ensemble learning; Selective ensemble; Clustering; 
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第一章 绪论 
1 
第一章 绪论 
1.1 背景及意义 
    随着互联网普遍使用，各种领域包括商业领域、工业领域以及科研领域中所
收集到的数据集合（例如金融行业中的股市交易数据以及购房交易数据、商业中
的成交数量数据和财务数据、教育行业的投入和输出数据等）的规模也越来越大。
高效地利用这些数据来获取到我们想知道的有效信息，是目前首要考虑的事情。
但如何通过这些数据获得有效信息，从而提高社会生产力和改善生活质量，就目
前而言仍然是一个具有挑战性的问题。已有的数据分析方法无法应用于解决海量
大数据的问题，更无法挖掘到这些大数据集内部之间的关联以及潜在的有用信息。
通过人工智能新技术寻求高效的方法，智能地利用这些耗费了大量的财力和物力
所获取到的宝贵数据集来达到对数据集的充分利用的目的。人工智能就是由此衍
生出来的研究方向。 
现今科技水平的不断发展，人们生活中频繁接触的日常应用领域的信息化程
度不断加深，交通管制、图像识别、医疗诊断、天气预报等等无时无刻不在依靠
着计算机系统来采集、存储和分析数据。迄今为止吸引着越来越多的研究者。人
工智能的一个核心研究领域就是机器学习[1]。图 1.1 简单地给出了 Machine 
Learning（简称 ML）的描述。ML 支持解决分类和回归问题。解决分类问题的
称作为分类器。 
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图 1.1 机器学习系统的概要描述 
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    由上图 1.1 可知，Machine Learning 主要依赖于如何获取数据以及如何对获
取到的数据进行学习训练，从而得到有效信息用于决策。因此，如何通过观测数
据学习得到高精度估计值是Machine Learning的关键所在，也是Machine Learning
的一个重要目标。传统的做法在很多情况下，由于受各种领域知识以及训练数据
集合分布的限制，导致我们的估计值与精确值有较大偏差。面对如此错综复杂的
各领域数据集，我们很难构造出一个具有强泛化能力（generalization capability）
的学习器（learning machine），但产生一些比随机猜测性能略好却简单很多。集
成学习正是在这个背景下诞生的。 
    集成学习（Ensemble Learning）是利用某种算法准则通过多个候选的基学习
器集成来解决问题。实验表明集成学习算法的性能优于任意单一学习器的效果
[1]。正是因为集成学习中通过多个基学习器集成得到的系统泛化能力更强，从
20 世纪末开始就掀起了一场关于集成学习研究的热潮。迄今，集成学习技术已
在很多应用领域中得到了成功应用。 
利用多学习器集成来解决问题比单学习器解决问题效果更好，那么学习器数
量越多，集成系统的效果是否会越好吗？集成系统的泛化能力就越强？答案是否
定的，事实上，很多研究者通过大量的实验都证明了这一点：使用大量的基学习
器，其泛化能力不仅没有变强，还会引起一些负面效果，例如需要占用更多的内
存和需要消耗更多的时间等等。并且，学习器数目越多，学习器之间的多样性也
越难以捕获。周志华等人在 2001 年提出了“选择性集成”[6][7]的概念，肯定地
回答了这个问题。他们的理论推理和实验结果均表明，按照某种算法从候选基分
类器中挑选出部分基分类器进行集成，将泛化能力差的个体学习器舍弃掉，得到
的集成分类器系统的性能会有很大地提升。并且周志华等人所提出来的 GASEN
算法在回归和分类上的性能都要优于 Bagging[5]和 Boosting[4]，使用 GASEN 得
到的基分类器数目也远少于 Bagging 和 Boosting 产生的基分类器个数。已有的实
验结果充分表明了该方法的有效性。 
选择性集成剔除性能差的个体基分类器，以此提升集成系统的泛化能力和提
高效率。但随着处理的海量数据规模越来越大，对集成学习的学习难度也是举步
维艰。一方面大规模学习器的训练和集成都会消耗较多的时间，另一方面基分类
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器在训练大规模数据集时也会耗费大量计算机内存。针对目前这种状况的解决方
案包括减少训练数据集大小、降低训练数据集的维度以及使用分布式处理大数据
等方法。本文所提出了基于聚类和动态更新的启发式选择性集成算法就是为了解
决此类问题。实验分析结果表明该算法相对于传统方法在多项指标上都有着显著
的提升。 
1.2 国内外研究和发展现状 
1988 年 Kearns 和 Valiant[2]指出，在 PAC 学习模型[3]中，某一多项式的学
习算法若能够以较高的精确度辨别出一组概念，那么我们就可以称这一组概念是
强可学习的。而若分辨的精确度仅跟任意猜测效果等同或者只是略好，那么我们
就认为这一组概念是弱可学习的。针对他们提出的强可学习算法和弱可学习算法
之间是否存在某种等价关系的问题，Schapire[4]用实验肯定地回答了这个问题。
实验结果表明一个强学习器可以通过若干个弱学习器的集成来等价构造。 
随后，Freund[9]提出了“boost-by-majority”，该算法较之前性能会更加有效。
然而该算法的不足之处在于它必须事先知道学习算法的正确率下限的条件下方
可进行。这一要求很难在实际生活中应用。次年，Hansen[12]等人根据多数投票
法，在手写数字识别上运用了神经网络技术，得到的结论是多个分类器集成系统
的性能以将近 20%~25%的性能提升比例优于单个分类器的性能。Freund 和
Schapire[10]提出了一种与“boost-by-majority”算法效率相近的算法 AdaBoost，
且该算法受限于弱学习算法返回的所有假设，而不是准确率最低的假设。如此，
更加全面地开发弱学习能力，故该算法在实际问题中会更容易得到应用。
AdaBoost 算法的扩张形式可以用于解决分类和回归问题。Breiman[5]提出了
Bagging 算法，侧重阐明了最终结果的好坏绝大多数受限于集成学习算法的稳定
性。 
迄今为止，集成学习已在众多领域彰显其强大作用，在计算机协助病情诊断
[21]、语音识别[18]、遥感信息分析[20]、图像分析与处理[17]、文本过滤与分类
[19]、蛋白质的结构预测[13]、网络入侵检测系统[15][16]等众多领域都得到了成
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功应用。也在吸引着国内越来越多学者开始投身于对集成学习的研究热潮。随后
在集成学习方法的不足逐渐被学者们挖掘出来，南京大学周志华等人大胆地作出
了假设，并提出的“选择性集成”[6][7]方法，旨在通过选择部分的候选基分类
器进行集成，使得最后集成的效果比所有候选基分类器集成的效果更好。他们也
进行了 GASEN 算法的实验，进一步肯定了这一结论。理论和实验均证明，使用
选择性集成的方法比使用 Bagging 和 Boosting 方法的性能会更好。 
    在应用领域，周志华等人利用神经网络集成方法，通过将该技术应用于多姿
态人脸辨别中。实验证明该方法比使用单个神经网络在辨别准确精度方面有了极
大的提升。刁力力等人在 2002 年进行了一项关于文本分类的研究，得到的性能
效果也很让人满意。他们的实验也得到了另一结论：学习性能随着问题的持续扩
大而越来越显著。另外，周水庚等人[24]也进行了一项针对汉字的文档层次归类
的研究，证明了空间领域和时间领域对汉字进行层次归类的无关性。 
1.3 本文的主要工作和组织结构 
尽管选择性集成算法研究已经取得了众多研究成果，但寻找高效的学习算法
仍然值得各位学者进行深究。本篇论文首先论述了集成学习发展起源和遇到的瓶
颈以及“选择性集成”被提出的相关背景介绍，并简述了目前国内外的研究现状。
接着根据目前已有的算法背景下，分别从数据降维、基分类器的训练、聚类以及
启发式选择性集成四个方面，分别进行了各算法的技术改进，最后通过进行实验
结果的分析与对比，验证了本文提出的算法技术改进较之前的算法的效果更优。
论文的内容排版分布如下： 
第一章：起先简单地阐述了论文研究的背景相关介绍以及研究意义等，接着
介绍了“选择性集成”带来的好处以及目前遇到的不足和即将迎来的挑战，然后
从国内和国外两个维度分别简略地阐述了选择性集成学习的科研成果和当前的
实际应用。最后，总结论文中各章节安排情况等。 
第二章：本章主要是介绍论文相关的基础理论知识。首先简单说明了集成学
习的背景相关知识、目前的不足与发展方向，并相应地介绍了集成学习的两个算
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