Traceless tensors and the symmetric group  by De Concini, Corrado & Strickland, Elisabetta
JOURNAL OF ALGEBRA 61, 112-128 (1979) 
Traceless Tensors and the Symmetric Group 
CORRADO DE CONCINI* 
Istituto di Matematica, Universitri di Piss, Italy 
AND 
ELISABETTA STRICKLAND+ 
Istituto di Matematica, UniversitLi di Roma, Italy 
Communicated by D. A. Buchsbaum 
Received June 15, 197X 
Let K denote any field or the ring of the integers X, and V be a finite-dimen- 
siwnal vector space over k’, dim Z’ = 2k, respectively; if K = 2, let V be a free 
Abelian group of rank 2k. Illorcover, let ( , ) be a bilinear nondegenerate 
antisymmetric form defined over V. 
Consider the homomorphism 
defined in the following way: 
where (vi , aj> stands for the scalar product of the vectors E, , 7:j and the symbol 
h means that the corresponding vector is omitted. 
The symplectic group G = Sp(V) acts on Z’“” with the action defined by 
g(0, @ .‘. @ vn) = (gv, 0 ... @gqJ gEwV) 
and with respect to this action Ker vij is an invariant space. 
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Now let us define the subspace W, C Van in the following way: 
W,, = n Ker vij . 
id 
W,, is called the space of traceless tensors. 
If Endss& W,) denotes the algebra of endomorphisms of W, which commute 
with the symplectic group, then we shall prove that, if K is a field with more than 
n elements or the ring 2, 
(4 Endm4WJ is spanned over K by the symmetric group S, over n 
elements 
(b) the kernel of the following canonical map of algebras 
where K[S,] is the algebra spanned over K by the symmetric group is 
(i) 0 if K > n 
(ii) generated by the antisymmetrizer n = ~,,sr+1(-1)3% over K + 1 
elements, for K < n + 1 (Sk+l is contained in S, in the natural way). 
Such results in characteristic 0 where obtained by Weyl [6j and represent one 
of the steps in the classification of the rational irreducible representations of the 
symplectic group. 
In order to prove (a) and (b) in char 0, two methods can be followed. One can 
use the theorem on the double centralizer, since the algebras involved are semi- 
simple; otherwise compute the invariants of 11 copies of the fundamental repre- 
sentation of the symplectic group, which form the Brauer-Weyl algebra. 
This algebra is spanned by the symmetric group plus other elements, which 
can be obtained as follows. 
Let i, j be two indices in 1, 2 ,..., 71, say 1, 2 for simplicity, and let 71.a: V@,‘” + 
Ven be the map 
I E V @ V being the element corresponding to the identity mapping 
l.EEnd(V) E V@ V. Then 712 corresponds to the invariant (q , z)s)(ur , 
%!>(z’s 9 %> ‘.. <VT2 , u,> and it is a simple matter to show that the 7ii span, 
together with the permutation, End,( Pn). 
When one restricts himself from V@ to W, , the endomorphisms now 
described vanish, because they involve contractions. So, as for linear reductivity 
in char 0, 
V@n = w, @ u, 
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where U is invariant, every endomorphism 9) E Endss& I+‘,) can be extended to 
P@!” and one obtains his statement. 
The main difficulty in positive characteristic is that linear reductivity cannot 
be used. In fact, the structure of End( WJn)c . IS known and in [l] it is proved that 
it is the same as in char 0, but this is not sufficient, since in general there is no 
invariant complement to W, in Va?“. 
Before facing the problem of proving (a) and (b), we want to make a basic 
remark. If C is an arbitrary vector space and G a group which acts over U, one 
has that, given the invariant endomorphisms of U with respect to the action, of G, 
End( U)G, 
End,(U) L= End( U)o. 
‘I’his is obtained defining the action of the endomorphisms in the following 
way: 
‘dd(4 =z m(g-lu) 9 E End,(u), u E C-, g E G. 
‘l’hen one has 
that is to say, 
End,( O-) C End( 0’)” 
On the other hand, if g(cp) -= T, then 
and this implies that 
‘e(u) = Pk14T 
so qzg = gp 
The fact that End,( C;) -- End(C)” tells us that in order to obtain the structure 
of End sl,(P)( 11’,1), one should compute the invariants End( II’,,).rrJ( “). 
In order to succeed in this, we claim that one has to go through the following 
steps. 
Step 1. Find the multilinear invariants of the variety S = (z’i , z’~ ,..., z’, , 
z~-r ,..., w,), such that (or ,..., c, ) spans an isotropic vector space and show that 
they are linear combinations of the elements flicj(vi , w,(~)>, u E S, . 
Step 2. Prove that the tensors r~i /i c‘ ... @ v, , with z:i ,..., a:n isotropic, 
linearly generate the space II’, . In char 0 this has been proved by Weyl [6]. 
These two facts, related together, will forward the requested generalization, 
by using the classical method due to Shur. 
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1. THE MULTILINEAR INVARIANTS OF THE VARIETY X 
In this section we assume K is an algebraically closed field. Let V be an even- 
dimensional vector space over K, dim V = 2k, together with a nondegenerate 
antisymmetric bilinear form ( , ). 
Let X be the variety of 2n-ples of vectors vu1 , v1)2 ,..., V~ , wr , w, ,..., w, such 
that (vi , vi) = 0, i.e., the first n vectors span an isotropic subspace. 
This variety contains the variety of 2nth-ples of vectors vi ,..., v, , wr ,..., w,, 
where (vi , vj) = 0 and (wi , wj) = 0. 
Moreover, if His the affine space of 2nth-ples of vectors, we have the obvious 
inclusions 
Yc-xc-,H. 
Let Rr , RX, and R, be the coordinate rings of these three varieties. The 
action of the symplectic group over H respects X and Y, so if we put as before 
G = S’p(V), G acts on RH , Rr , and RX and we can consider the invariant rings 
RrG, RXC, RHG. 
In [I] it is shown that 
THEOREM 1.1. The ring RHG is generated by the scalar products 
<Vi 7 vj>, Cvi 9 wj>~ <wi Y wj> 
subject to the following relations. Let us display the scalar products as an anti- 
symmetric matrix 
A = (-; ;) ’ 
where 01 = ((vi, vi)), 0 = ((vi, wi>), /3 = ((wi , wj)). Then the ideal of 
relations is generated by the 2k + 2 Pfafians of the matrix A. 
We recall now the following: 
DEFINITION 1.2. A standard Young tableau is an array of indices out of 
1, 2,... of type 
(i) h, 3 h, ... > h,, i.e., the lengths of the rows are decreasing; 
(ii) for any 1 < t < s, 1 ,( Y ,< h, , i,, < z&+r , i.e., the entries in each 
row are strictly decreasing; 
481/61/1-9 
116 DE CONCINI AND STRICKLAND 
(iii) for any 1 < t < S, 1 < Y < ht+r , i,, ,< i,+r,, , i.e., the entries are not 
decreasing on each column. 
In [l] it is shown that the ring in I. 1 has a basis of “standard tableaux,” that is 
to say, arrays to type (*), where, besides the conditions of standardness on the 
indices (which vary from 1 to 2n), there is an even number of indices in each 
row, each row has maximum length 2/z, and such a tableau T represents the 
element 
where for each 1 < t < S, [i,,, ,..., it,ht ] indicates the Pfaffian of the symmetric 
matrix obtained from the matrix Lil by taking the rows and columns of indices 
It,1 ,.'.I Q,ht '
Moreover, we need to recall another definition, which describes the main 
combinatorial device in [3]. 
DEFINITION 1.3. A double standard tableau is an array 
where the qj’s are indices out of I, 2,... and we assume that 
(i) ml 3 m2 3 ... > mg, 
(ii) aij < ai, , bij < bi, when k > j, 
(iii) aij < akj , bij < b,? , when k 2 i. 
Now, going back to our discussion, let R be the image of RHG under 9: RHc -+ 
RxG, and R’ the image of RHG under 7 = 4 0 q~, where $1 RxG + RyG. 
7 
,/1”\ 
/ R,” c- R. 
! 
R’ * RyG 
Let us detect the structure of the ring R’. R’ is the image in 7 := II, 0 q of R,” 
and in R’ the elements (v, , vj> = (w, , zaj‘> = 0, so R’ is generated over K by 
the elements (vi , w,). 
We now ask what relations hold in R’. Let 0 be, as before, the n x n matrix of 
scalar products (vi , wj). The determinant of the minor formed by the rows 
a, ,..‘, a,, and columns 6, ,..., b, of B will be denoted by (a,, ,..., a, 1 b, ,..., b,7z). 
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Then a double standard tableau Twill represent the element in R’ which is the 
product of the minors corresponding to its rows. Certainly the K + 1 x K + 1 
minors in 0 vanish because the 2k + 2 Pfaffians of A eighter are mapped to 0 
under 7, or to one of those minors. 
Thus this, together with the fact that double standard tableau are well known 
to span R’ [3], implies that R’ is spanned by the double standard tableaux having 
their first row of length <k. 
On the other hand, one can use the method of [l] to show that the double 
standard tableaux whose first rows have length <k are linearly independent in R’. 
This implies the following [I]: 
LEMMA 1.4. R’ is generated by the scalar products (vi , w,), the ideal of 
relations is generated by the k + 1 x k + 1 minors of 8. Thus R’ is the coordinate 
ring of the determinantal variety of n x n matrices of rank <k. 
Moreover we get 
LEMMA 1.5. Let D be the determinant of the minor formed by the first k rows 
and the first k columns in 6. Then the following equality of localized rings holds: 
R’ [+-I s RYG [+I. 
Proof. It is similar to the one of Lemma 3.2 in [l]. In fact, one can easily 
show that if U denotes the open set in Y where D is invertible, then U with its 
group action is a product G x U’ for a suitable U’. 
LEMMA 1.6. R’ g RrG. 
Proof. It is clearly sufficient to prove the lemma when n > k, since if it is 
true for a certain n, it is also true for each n’ < n. It follows from Lemma 1.5 
that the two rings RrG and R’ have the same field of quotients. On the other hand, 
the geometric reductivity of the symplectic group [4] together with a lemma of 
Nagata [5] imply that RrG is purely inseparable over R’, i.e., given f E RYG, there 
exists a positive integer z such that f z is in R’. But R’ is well known to be normal 
(it is a ring of invariants [1]), so our statement follows. 
LEMMA 1.7. Ker T is the ideal J generated by the scalar products (vi , v,), 
(wi,wj), 1 <i,j<n. 
Proqf. R’ has a basis formed by double standard tableaux whose first row has 
with si < k. 
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Moreover, by well-known properties of Pfaffians, we have that, given a 
Pfaffian of 8, 
where 1 5~ i, < 1.. < i, < n and I < lr ,..., lzs--h < 71 one gets 
T([i1 ,. .) ih ) n t- I1 ,...) n + L’) = I;, ,... If, ,:,:*.: Z,] it h =- s. 
Thus the standard tableau 
i 
111 ... z,,qz -I- I,, ... n 7- llSl 
T= i,, *‘a iZszn + I,, .‘. n $- lzs, 
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . , 
in R,” such that 
t 
are standard maps under 7 to the basis of R’. 
Now consider the quotient homomorphism 
T’: RHG ---f RHG/J. 
Clearly 
T’([C ,... , 6, , 1~ + 4 ,... , n + L-h]) = 0 (**) 
if h f S. 
This implies that the element 7’(T), where T is a standard tableau in R,” in 
which each row has exactly half of the elements <n, spans RHG/ J. From this it is 
clear that in order to prove our lemma, it is sufficient to show that any such 
element T’(T) can be written as a linear combination C LX~T( tL) of elements T( T,,) 
such that for any h if 
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 
the tableau 
t 
51 
.(h) .,. i:h) 
1 ,g) ... 1:;; 
. . . . . . . . . . . . . . . . . . . . . . . . 1 
is standard. 
But this is an easy consequence of the quadratic relations among Pfaffians, 
plus (**). 
In fact, given T, suppose that there are an m and a t with 1 ,< t < s,+r such 
that I,,, > L1,t . 
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Let us isolate the mth and the (m + 1)th rows of T. Applying the quadratic 
relations [l , Sect. 61 to the indices 
we write T as a linear combination of tableaux of the following three types: 
(1) One of the rows is longer than the corresponding row in T. 
(2) At least one index among inz,r ... i,,,m has been exchanged with an 
index among n + lm+r,r ... n + lm+l,t . 
(3) The exchange occurs only among the indices 
n + lmst ,..., n + L,,, , n + L+l,l ,..-, n + L+l.t. 
It is immediate from the choice of t that if we are in cases (1) and (3), the tableaux 
we obtain are lower than Tin the lexicographic order. 
Moreover, if we apply T’ to the tableaux that satisfy (2), we clearIy get 0 by (*). 
Thus T’(T) can be expressed as a linear combination xi r’(T), where the Ti’s 
are smaller than T in the lexicographic order. This, by induction on the order, 
gives that T can be expressed as a linear combination of the desired tableaux, 
which gives our statement. 
Using these lemmas, we can prove that 
THEOREM 1.8. If f E RxG and f is multilinear, then f E R. 
Proof. Take #(f ). This is multilinear, and there exists h E RHG such that 
h is multilinear and #v(h) = #(f ). So +(f - v(h)) = 0 and f - y(h) = g is 
multilinear, and, by the pure inseparability of RxG over R, there exists Y > 1, 
such that gr E R. 
gr is homogeneous of degree Y in the ni’s and~wi’s, $(g+) = 0 and gr = y(g), 
where we can assume g E RHG homogeneous of degree r in the wi’s and wj’s. So 
g is a certain polynomial P in the (vi , v,), (ui , wj), (wi , w,), such that in each 
monomial each of the z)~‘s and wj’s appears exactly Y times. 
As #(g*) = 0, SE J, so each monomial of P must contain at least a scalar 
product of type (wi , wi) or of type (vi, vJ. Suppose given a monomial in P 
that contains a scalar product of type <wi , wj) (or of type (vi , 71~)): then it must 
also contain at least a scalar product of type (vi , vj) (of type <wi , wj)), since 
otherwise it would not be r-homogeneous. Since ?((ui , vj)) = 0, it follows that 
g’ = 0, thusg = 0 andf = p(h) E R. (RxG is clearly reduced.) 
Remark 1.9. Actually we have proved more, i.e., that there is an isomorphism 
between the multilinear invariants of 2n vectors of which the first n span an 
isotropic subspace and the multilinear invariants of 2n vectors of which both 
the first n and the last n span an isotropic subspace. 
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2. THE SPACE W, 
In this section K is a field and all the vector spaces are over K. We want to 
prove the following: 
THEOREM 2.1. The space W, is linearly generated by the tensors vl @ 
a2 @ ... @ v, such that (vi , uj) = 0. 
Let us first recall some facts proven in [2]. If the vector space V is given a 
symplectic basis 
(el ... ek , hi .. h) 
with (e, , ej) = (pLi , Pi) = 0, (ei , pj) = -(t+ , ei) = 6,j, one can think of the 
variety A of the nth-ples of vectors spanning an isotropic subspace as one of 
matrices B = (b&, 1 = 1 ,..., 2k, m = l,..., n, such that 
with U the 2k x 2k matrix 
BtUB = 0 
0 
0 -1 
-1 
-1 0 
0 1 
1 0 
0 
Having introduced A, as before let us write the determinant of the minor of B 
of rows (il < ... < is) and columns (j, < ... <is), s < min(iz, n) (ifs 3 k + I, 
such a determinant is obviously equal to zero) in the following way: 
(4 *a- i, 1 jl -.. j,). 
Suppose 
1 <i,< ... < it < k, 
k < it+1 < 1.. < i, < 2k. 
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Then to the set (& .*. i,) we may associate the two following sets 1 and J: 
I = (il ... it), J = (2k - it+l + 1 a.0 2k - i, + 1). 
Take r = I n J and suppose that there exists in {1 ... Fz} - I u J a sequence /l 
such that /I > I’(meaning that if fl = (X, < ... < h,) and I’ = (ri < ... < y,), 
then hi > y1 ... &. > r7). 
Let us suppose also that (1 is the minimal one among such sequences. 
DEFINITION 2.2. If this is the situation, (ir ... i,) is called “admissible.” 
We shall consider only admissible sequences. 
Take now 1 = I - r and j = J - r and consider 
then let 
i 
I, A-1 
Au& 1 J ’ 
A u j = (2n + 1 - ht+l > ... > 2n + 1 - h,), 
A u I = (I1 ... ZJ 
and take the two sequences 
21 ..’ i, ht+l ... h, , 
I, ... It it+l ... i, . 
We can write the minor (il . . . i, j j, .. j,) in the following way: 
i 
h, *.. h,,, i, -.* il 
. . 
2, ‘.. Qfl 1 
l jl ...j, , 
t ..* 1 I 1 
(2.3) 
where i, < ... < i, < ht+l < ..’ < h, , I, < ... < 1, < i,,, < 0-e < i,, 
j, < ‘.’ <j,? , and i, ,( l1 ,..., i, < I,, h,+l < I,,, ... h, < i, . 
A product of objects of type 2.3 can be displayed as the following “symplectic” 
tableau: 
ill *..jlsl 
izl *. As2 . . . . . . . . . . . 
ill ... jzs, It 
(2.4) 
where jr, < ... <jr,, etc. 
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Such a symplectic tableau is called standard if sr > sa > ... and h,, < 
bL+1,t >1mt G&il,f . 
In [2] it is shown that 
THEOREM 2.5. The symplectic standard tableau of type (2.4) form a basis for 
the algebra K[A], where A is the variety of nth-pies (vl ,..., v,) of vectors of V such 
that (vi, vj) = 0. 
We can now give the 
Proof of 2.1. If A is the variety in Theorem 2.5, define S(A) to be the space 
generated by vr @ va @ ... @ V, with (z.‘r ,..., v,) E A. Clearly SA C IV, . We 
claim that SA = W, . 
By 2.5, K[A] has a basis over K of standard tableaux of type(2.4). Those which 
are multilinear functions of n vectors are those in which each index from I to n 
appears once and only once on the right-hand side. So these standard tableaux 
give a basis of SA”, the dual of SA. Since the basis in Theorem 2.5 is defined on 
any base ring, it follows that the dimension of SA* does not depend on the 
characteristic. Furthermore, in [6], it is shown that SA = W, in characteristic 0, 
and in particular in that case dim W, = dim SA. This implies that, if we 
prove that dim W, does not depend on the characteristic, we are finished. 
We do this in two steps. 
Step 1. Let n < 12 + 1. We proceed by induction on n. Let our claim be true 
upton- I.So 
dim W, = dim SA, I<s<n--I. 
Take W,+, @ V and put pi = P)~,~ 1w,-lG y, i = I,..., n - 1. Define 
Hi = n Kervi. 
JCi 
In particular HI = W,-, @ V, Hn+, = W, . 
We shall show that 
is surjective: as a matter of fact, from this it will follow by induction that dim Hi 
does not depend on the characteristic, since clearly dim HI and dim W,-, do 
not, by our inductive hypothesis. 
In particular, it will follow that dim W,, does not depend on the characteristic. 
As n - 2 < k, and by induction SA = W,-, , we can suppose that the 
vectors vr @ ... @ ‘u,_a , with (vr ,..., ‘u,_.J linearly independent, span W,_, . 
Then let zlr @$ ... @ ~,-a be any such vector. 
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Take a vector 21,-r such that zli @ va @ ... @ vne2 @ v,-~ E W,-, and 
(Vl ,‘..> v,-r) are linearly independent (such a vector exists, since n - 1 < K). 
We can clearly find an element u,-r in V such that 
(Vi ) z&J = s;-’ 
and consider the vector vr @ ... @ vi-r @ v,-r @ vui @ ~i+~ @ ... @ vnez @ v,-~. 
Such vector clearly belongs to Hi and 
so vi is surjective. 
Step 2. Now let n > K + 1. Take a space B such that dim r = 2~2, with 
a nondegenerate antisymmetric bilinear form ( , ). 
Let us choose a symplectic basis e, ... e, , p,, ... pi for r with respect to ( , ) 
and embed V in v as the subspace spanned by the vectors (enwK+r ... e, , 
Pn ... ~+~+r). In this way we get the embedding V/On -+ v@‘” and if wn denotes 
the space of traceless tensors in v@%, we have W, = pn n VNn. Passing to the 
dual spaces, we get an onto map 
* w,* ++- w, . 
But we note that Wz has a basis of double standard tableau described for 
Theorem 2.5, since it is equivalent to Sz*, where 2 is the variety of nth-pies 
of vectors spanning an isotropic subspace in v. Among these tableaux, all those 
which contain in the symplectic part an index ranging over the two sets l,..., n - k 
and n - k + 1 ,..., 2n, vanish identically when they are computed over W, . 
So one is left with those containing indices ranging between n - k + 1 and 
n + k. Then dim W, is < the number of multilinear double standard tableaux, 
whose indices in the left-hand side vary from n - k + 1 to n + k. But the 
number of these is clearly equal to the number of standard tableaux 2.4 with 
indices varying in the set 1 ... 2k. On the other hand, we have that dim SA is 
equal to the number of multilinear double standard tableaux taken with indices 
varying from 1 to 2k, so dim SA > dim W,; since W, r) SA, this gives our 
claim. 
3. THE MAIN THEOREM 
Finally, having understood the structure of W, and knowing the multilinear 
invariants of the variety X, we can prove that 
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THEOREM 3.1. Let EndsDo,) be the endomorphism ring of the space of 
traceless tensors W, and K[S,] the algebra spanned over K by the symmetric group 
on n elements. Let X: K[S,] + End,,& W,) be the canonical map of algebras 
defined by 
fo~v~O...Ov,~W,ando~S,. 
Then, if K is a field with more than n elements or the ying Z of integers, X maps 
K[&J onto Ends,dWn). 
Proof. We first give the proof when K is an algebraically closed field. We 
saw that 
Since 
EndsPcV)( W,) = End( Wn)sp(v). 
End( W,) = Hom( W, , W,) C Hom( W, , VBn) 
the space of G = @(I/)-invariants in End( W,) is contained in the space of 
G invariants in Hom( W, , Vn). 
We know that 
Hom(W, , Vgn) = W,* @ V”” z-= (W, @ (V)*)*. 
But I/On x (VBn)*, and so 
(W, (g) (py”)” = (W, @ l-y*. 
Since W,, @ Van is linearly generated, by Theorem 2. I, by the elements 
with (wi , wj) = 0, in order to know the invariant forms in (W, @ V’3”), it is 
sufficient to compute the invariant multilinear forms of 2n vectors, the first n 
of them spanning an isotropic subspace. From what we stated in Section 1, we 
have that they are multilinear polynomials in scalar products, that is to say they 
are linear combinations of the following monomials: 
in which each of the vi’s and each of the wI’s appears once and only once. Note 
that the number of products of type <vi , 71~) is equal to the number of products 
of type (wi , w,). 
Among these terms, all those containing scalar products of type (wi , wj> 
vanish for the hypothesis of isotropy. 
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Furthermore, by the above remark, the same happens for all terms containing 
scalar products of type (vi , vi). Thus the only terms we are left with are products 
of type 
But such monomials correspond to the permutations o, since by the definition 
of the usual pairing 
Since these elements clearly carry W, to itself, the theorem follows for K an 
algebraically closed field. 
Now, in order to get through the case of K a field with more than n elements, 
we need the following: 
LEMMA 3.2. If K is any field or the ring 2, and T, is the image in A: K[S,] ---f 
Endspcv,(W,J of K[S,], then dim TK (resp., rank TX , if K = Z), is independent 
of K. 
Proof. It is sufficient to prove the lemma when K is algebraically closed, 
From what we have seen in Section 1, we can identify TK with the space in R’ 
spanned by the elements 
<WI 9 Vd,)) ... (w, 9 ho UES,. 
Then the lemma follows immediately from the fact that this space has a basis 
of double standard tableau, whose first row is shorter than k and which involve 
both on their left- and right-hand side all indices from 1 to n once and only once. 
Now, going back to the proof of Theorem 3.1 from Lemma 3.2 and the first 
part of our proof, we clearly have 
where K is the algebraic closure of K. 
Let WaK denote the space of traceless tensors in Vmn, where V is a K-vector 
space and W,” the space of traceless tensors in VOn, where V is a K-vector space. 
Since End( Wn”) = End( W,“) OK K, via the map 
&a @ x) = xa a E End( Wng), x E k’, 
t(T,@R) = Tz. 
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So now we have 
TK OK R = TE = End(W,‘)? 
On the other hand, TK C End(W nK ) s*, thus if we prove that End(W,K)SrJ ‘& 
K = End(Wn’)S”, this will imply our thesis. 
But in order to achieve this, it is sufficient to prove that if a E End( WnK)Sg 
commutes with an element in Sp( V,), then it commutes also with an element in 
SP(V‘d 
But since we have chosen a symplectic basis, we can identify Sp( I’,) with the 
set of matrices M such that 
Mt UM 
where U is the 2k x 2k matrix 
u, 
0 
0 
-1 
-1 
- 
I 
0 
0 
Under this identification, Sp(V,) is g enerated by the following elementary 
matrices: 
Mij(a) = I + cieij + (- i)4+tr01en+l-j,,.+l~i , (3.3) 
where l a = 0 (resp., l 1 = 0) if i < k (resp., j > k), E” = 1 (resp., 6i = 1) if 
i > k (resp.,j < k), 01 E K: if char K = 2, we must add in (3.3) the matrix 
It is sufficient to show that if 9 E End(W,) and v commutes with Mij(a) and 
NJa), then it commutes with M&3) and N&3), for ,kl E i(L. 
But now the commutators [cp, Mcj(x)], [y, Ni(x)] are polynomials in x of degree 
n. Thus our assertion follows from the obvious fact that a polynomial of degree 
tz which vanishes on a field with more than n elements, must be identically zero. 
We are now left with the case K = 2. First we note that T, @Q = 
End(W,)S”(YQ’ = End(W,) sp Vz) @Q,, where Q are the rational numbers. ( 
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This gives rank T, = rank End(W,)S”(r’z). 
Now W, is a direct summand of Van as follows immediately from its defini- 
tion. 
Moreover. we claim that 
for any field K. In fact, as W, is a direct summand in I;@“, WnK1 W,Z OK. 
On the other hand, we have already shown that dim(WnK) = dim WnQ = 
rank( II/n”) ~:: dim( W, @ K). 
This gives claim (3.4). The fact that W,” = I’, @ K implies that 
End( WaK) = End( W,) @ K. 
In particular, TK = T, OK. Lemma 3.2 implies that dim(T, 0 K) is 
independent from K so Tz is a direct summand in End (W,). 
Now T, C End( W,Jsf’ and they have the same rank, so we get T, = 
End( WJsp. 
Using Lemma 3.2 we can also give 
THEOREM 3.5. The kernel of the canonical map of algebras 
A: K[J%I - En4m(Wn) 
is 
(i) 0, if k > n 
(ii) generated by the antisymmetrizer !J = COEs,+ (- I)s% over k + 1 
elements, for k < n + 1, where S,,, C S, in the natural wiy. 
Proof. In [I] it is shown that we can identify K[S,] with the space spanned 
by the double standard tableaux in which in both sides all indices are distinct. By 
Lemma 3.2, we can also identify TK with the space spanned by standard tableaux 
of the above type, whose first row is <k. 
Thus the kernel of X is given by the tableaux with the first row of length -g k + I. 
It is sufficient to show that each such tableaux lies in the ideal generated by lJ’. 
Tf 
T = t.111.;: j”:::.‘l:) , 
r I;- k L 1, T is a sum of terms, 
u = (iT ... iI IA ....h)(sl I 5) ... h I CA 
we claim that u = (i, ... ir /jr . ..j7)(slt.) ... (s&J is a consequence of n. 
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In fact the monomial (aI ; b,)(a, 1 b,) ‘.. (a, j /I,) corresponds to the permuta- 
tion O: a7 - 6, , SO (aI 1 -r(bl))(u2 1 T(b2) ... (al; i T(b,)) corresponds to the permu- 
tation TO and 
(~(4 I U+d ! 4) ... (+i:) j 4 
Then u corresponds to TRUTH for some permutations 71 , 7p, where u 
(Y ‘.. 1, 2 1 1, 2 “. Y)(Y + 1 1 Y -I- 1) .” (a ; ?z). 
Kow clearly ti is the antisymmetrizer of the first Y letters and if Y r k t I, 
this is a consequence of n. 
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