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Abstract
Prediction of stock returns has been an important topic in both theoretical and empiri-
cal researches in Finance and statistics. The development of asset pricing models refers
to the CAPM model, the arbitrage pricing theory, and the Fama-French multi-factor
model. Connor et al. (2012) developed a nonlinear factor model which assumes that
there is a nonlinear relationship between risk factors and stock returns, which can be
a supplement of the linear multi-factor model, but the nonlinear effects are hard to
explain with respect to economic meanings.
The interactive fixed effect model include not only a linear part which can be easily
explained, but also a nonlinear part which explains the fixed effects in the residual of
the linear estimation. This thesis aims to apply the interactive fixed effect model in
asset pricing so as to improve both the linear and nonlinear asset pricing models. In
addition, simulation and numerical application are included.
Key Words: Asset Pricing, Interactive fixed effect model, semi-parametric, factor
models
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1 Introduction
Empirical studies show that individual stock returns have strong co-movement with
financial and economic indicators, thus can be predicted cross-sectionally and over
time.
Modern asset pricing theories committed to solve how the price of the asset is
determined by risk, in the market equilibrium state. There are two leading asset
pricing theories. The Capital Asset Pricing Theory developed by Sharpe (1964) and
Lintner (1965) expresses a positive linear correlation between the expected return of an
asset and the systematic risk of holding an asset, which is measured by the market β.
Empirical tests on cross sectional CAPM such as Banz (1981), Rosenberg et al. (1985),
and Basu (1983) shows the contradicted result to CAPM, that market βs are not
sufficient to explain average returns. Firm Size, book to market equity and earnings-
price ratios add the explanation of the average return. Fama and MacBeth (1973) found
that this cross-sectional variation can be explained by two variables, firm size and book
to market equity. Lettau and Ludvigson (2001) shows the relationship between average
returns and market premium can be strong, weak or even disappear in different time
periods. Extensions of CAPM with time varying covariates and Bollerslev et al. (1988)
found that the conditional covariances of return of each asset are quite variable over
time and are a significant determinant of time-varying risk premia. However, there is
evidence that multivariate models should be considered.
Roll and Ross (1980) developed a more general asset pricing model that holds that
the market has a factor structure. The expected return can be expressed as a linear
function of the risk premium of K risk factors, which can be described as
yi = µi +
∑K
k=1 βikfk + ui i = 1, . . . N. (1)
yi is the return of the i-th asset, which has the expected value of µi. fk is the k-th
unobservable factor and βik is called factor loadings. ui is the idiosyncratic risk of each
asset with zero mean. Unobservable factors can be estimated by principle components
analysis (PCA).
Empirical tests on this model include Fama and French (1993), which uses port-
folio grouping to identify common risk factors in stock markets. They introduced a
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three-factor model: an overall market factor, firm size factor, and a firm value factor.
Carhart (1997) estimated the excess returns of mutual funds by a four-factor model
with additional factor of one-year momentum in stock returns. The more recent study
of Fama and French (2016) developed a five-factor model that added a profitability
and an investment factor to the three-factor model.
Connor and Linton (2007) introduced a new version of Fama-french three factor
model by replacing the assumption of linear factor βs with an assumption that fac-
tor βs are smooth non-linear functions of observed security characteristics, and form
factor-mimicking portfolios using nonparametric kernel methods. Connor et al. (2012)
developed a weighted additive non-parametric factor model and estimated the factor
returns and factor βs simultaneously without portfolio grouping. This model falls into
the class of semi-parametric panel data models for large cross section and long time
series, which can be denoted as:
yit =
∑K
k=1 gk (Xi) fkt + uit i = 1, . . . N, k = 1, . . . , K. (2)
where yit is the excess return to security i at time t, which can be explained by K
factor returns at time t, denoted by fkt. Factor loadings are denoted by gk (Xi).
g(·) is an unknown function that map observable covariates to associated factor βs.
Xi = (Xi1, . . . , Xiq) are observable stock characteristics, and uit are the mean-zero
asset-specific returns.
Fan et al. (2016) improved Conner’s semi-parametric panel data model by introduc-
ing loading coefficients expressed by λik = gk (Xi) + γik, which relaxed the restriction
in Conner’s model that loading coefficients are fully explained by covariates. Here
γik is the component that cannot be explained by the covariates Xi. Thus the factor
structure can be expressed as
yit =
∑K
k=1 {gk (Xi) + γik} fkt + uit i = 1, . . . N. (3)
This method apply PCA on the projected data of Y on the sieve space spanned by
{Xi}i<=N . As long as the projection is genuine, the consistency of estimated factors and
factor loadings requires only N −→ ∞ but T may or may not grow. This condition
enables the estimation to be consistent in high-dimension-low-sample-size situation,
which is attractive in the application in financial data.
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In this paper, I combined this factor structure with a fixed effect panel data model
by Bai (2009), which is a panel data model with unobservable multiple interactive
effects, under both large N and T. The number of individuals N is assumed to grow
without bound and can be larger than T. The interactive fixed effect model can be
expressed as
yit = X
′
itβ + λ
′
ift + it i = 1, . . . N ; t = 1, . . . T. (4)
Xit is a p dimensional vector which can be regarded as p sheets, each sheet is an N ×T
matrix. The estimation of βs can be considered as a least square estimator with general
error terms (GLS). Factors ft and factor loadings λi are estimated by projecting error
term Wi = Yi − Xiβ onto the space spanned by F . This estimator is shown to be
consistent in a convergence rate of OP
(
(NT )−
1
2
)
.
1.1 Motivation
In this paper, I am interested in the relationship of the change of excess returns of the
stocks and the changes of firm specific covariates of each stock in S&P 500 index. In
order to study both the time and individual effects between variables, I observed the
return and firm specific covariates of same individual stocks in S&P 500 index over
time, thus obtain the panel data of excess returns and covariates. To make all the
variables stationary, I apply the first order difference to the six covariates.
Figure 1 shows the cross-sectional relationship between excess returns on 2018-09-13
and the five factors of market capitalization, book to market ratios, earnings to price
ratio, momentum and volatilities on the date 2018-09-06. The relationship between
excess returns and the momentum factor seems to be linear, and that of the volatility
factor seems to be linear with heteroscedasticities. Moreover, the relationship between
the book to market value and excess returns seems to be non-linear with a convex
shape. The other factors seems to be uncorrelated with excess returns. However, this
relationship can be changing due to different market conditions. For example on the
date 2009-07-10, which is shown in Figure 2, there is weaker correlation between excess
returns and firm specific covariates such as book to market ratio and earnings to price
ratio, but relatively stronger correlation with market factors such as momentum and
volatilities, which may due to the impact of the financial crisis on the market.
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Figure 1: scatter plots of covariates and excess returns on 2018-09-06
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Figure 2: scatter plots of covariates and excess returns on 2009-07-10
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Figure 3: scatter plots of covariates and excess returns on 2018-09-28–2018-10-04
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Figure 3 and Figure 4 are the scatter plot of relationship between 5-trading-days
panel excess returns and the previous 5-trading-days panel data of the five factors
in 2009 and in 2018. With more samples over time, the relationship can be more
consistent and linear relationship between excess returns and the changes of covariates
still existed, but there are heterogeneity of intercepts which is related to both time
effect and individual effect. Thus I consider panel data model with fixed effect.
I apply the same model as Bai (2009) in asset pricing case and using a projec-
tion based approach to capture both linear and non-linear correlations between the
excess return of assets and the six risk factors mentioned in the papers of the Fama
and French (1993), Carhart (1997) and Fama and French (2016). I tried to answer
two research questions: Is Interactive Fixed Effect model works better to understand
common dependence among multivariate stock market data better than conventional
factor analysis? Will interactive fixed effect model improve the Fama-French linear
6
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Figure 4: scatter plots of covariates and excess returns on 2009-07-01–2009-07-09
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factor model?
The paper is organized as follows. The next section describes the interactive fixed
effects model and the approximation methods I used to estimate it. Section 3 describes
the data set and Section 4 presents the results. Finally, Section 5 concludes.
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2 Model
2.1 Panel Model with Interactive Fixed Effects
Past empirical research on asset pricing model focused mainly on cross-sectional data
or pooled cross-sectional data. In this paper we employ the panel asset pricing model
in order to study more complicated behavior of stock returns, including time and
individual heterogeneities.
Consider following Panel data model,
yit = x
>
itβ + it,
it = λ
>
i ft + uit
i = 1, . . . , N ; t = 1, . . . , T, (5)
where yit denotes the excess return of individual stock i in time t, which is the response
variable we are interested in. xit is a Q-dimensional vector of Q observable covariates
related to stock i in time t. Covariates can be firm specific characteristics in Fama-
French factor model, or macroeconomic indicators such as interest rate, exchange rate
and long-term government bond interest rate, etc. β is a Q-dimensional vector of
parameters which demonstrates the linear relationship between xit and yit.
The error term of the linear regression denoted by it can be considered to have
a factor structure, where number of factors is denoted by K. λ>i = (λi1, . . . , λiK) is
the corresponding factor loadings associated with the k-th factor for individual i, and
f>t = (ft1, . . . , ftK) is the unobserved factor returns of time t. And uit represent the
idiosyncratic return which cannot be explained by covariates and factors. uit is assumed
to be i.i.d and has finite variance σ2v . The factor structure can be reformulated as:
it =
∑K
k=1 λikfkt + uit i = 1, . . . , N ; t = 1, . . . , T. (6)
Given the parameter β, this model not only captures the linear relationship between
risk factors and excess returns, but also allows the observable covariates xit to be
correlated with intercept ft and λi, which can be suitable to deal with heteroscadasticity
in an unknown form. Here λi describes the heterogeneity across individuals, which
denotes all unobserved, time-constant effects that are not contained in xit. ft describes
the unobserved common effects on individuals but change across time.
Conventional fixed effect model includes the individual effect and time effect in
an additive form, which only captures the correlation between xit and ft or λi alone.
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While interactive fixed effect model includes the cross-product term of ft and λi, which
captures in addition the collective effect of time and individual heterogeneity on xit.
2.2 Estimation Procedure
Due to the interactive form of fixed effects, the standard panel data estimation method
cannot be applied. In this paper, we follow the approach of Connor et al. (2012) and
Fan et al. (2016), introduce a non-linear relationship between covariates and factor
loadings. We start from projecting λi over the space spanned by xi·, which can be
expressed as
λi = g (xi·) . (7)
Here xi· denotes the average of xit over time T. This non-linear relationship was pro-
posed by Connor and Linton (2007) and developed to a more general form in the paper
of Fan et al. (2016) with an error component γi. Thus we implement the following
relationship
λi = g (xi·) + γi, (8)
where γi = (γi1, . . . , γiK)
> is a K×1 vector of the loading coefficients components that
cannot be explained by the covariates xi·. Assume γi has zero mean and is independent
of xi· and uit.
In other words, the whole model can be rewritten as
yit = x
>
itβ + {g(xi·) + γi}> fkt + uit, i = 1, . . . , N ; t = 1, . . . , T. (9)
If we assume ft to be uncorrelated with xit, the following composed error term is also
uncorrelated with xit
vit =
∑K
k=1 γkifkt + uit. (10)
Thus consistent estimator β can be obtained with standard estimation approach for
panel data model with random effects.
Rewrite the equation (9) into matrix form,
yt = Xtβ +G(X)ft + vt t = 1, . . . , T, (11)
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where yt and vt are the K × 1 vectors of yit and vit, Xt is the N × Q matrix of xit, β
is the Q× 1 unknown parameter to estimate. ft is the K × 1 vector of ftk, and G(X)
is the N ×K matrix of gk(xi·).
To estimate the parameter β, we need first estimate factor ft and loading function
G(X). A common procedure is to project the error term of linear regression denoted
by (yt −Xtβ) on the space spanned by ft. In this paper we consider a sieve estimation
for G(X) to estimate β and project on the space spanned by sieve basis functions of
X.
We suppose loading function g(·) can be approximated by some spline function.
Given xi· is Q dimensional, assume for each k, gk(·) is an additive function of Q variates,
gk(xi·) =
Q∑
q=1
gkq(xi·,q), k = 1, . . . K , q = 1, . . . Q (12)
For each k, q, gkq(·) can be obtained by sieve approximation expressed as below,
gkq(xi··,q) =
J∑
l=1
bl,kqφl(xi··,q) +Rkq(xi··,q) k = 1, . . . K , q = 1, . . . Q (13)
where φ`(·)’s are the spline basis functions. For b`,kq’s are the sieve coefficients of the
lth additive component of gk(xi·,q) corresponding to the kth factor loading, and Rkq is
a ”remaining function” that represents the approximation error. Also, J denotes the
number of sieve terms which grows slowly as N → ∞. We take the basic assumption
for sieve approximation that supx|Rkq(xi, q)| → 0, as J →∞.
Define
b>k = (b1,k1, . . . , bJ,k1, . . . , bJ,kQ, . . . , bJ,KQ) ∈ RJQ,
φ(xi·)> = (φ1(xi·,1), . . . , φJ(xi·,1), . . . , φ1(xi·,J), . . . , φQ(xi·,J)) ∈ RJQ,
we can simplify equation (13) as
gk(xi·) = φ(xi·)>bk +Rk(xi·). (14)
Rewriting (14) in matrix form we obtain
G(X) = Φ(X)B +R(X), (15)
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where Φ(X) = (φ(x1·), . . . , φ(xN ·))> is a N × JQ matrix of basis functions, B =
(b1, . . . , bk) is a JQ×K matrix of sieve coefficients, and R(X) is a N ×K matrix with
the (i, k)th element of
∑Q
q=1Rkq(xi·,q).
Then, substituting (15) into (11) we obtain
yt = Xtβ + Φ(X)Bft + vt +R(X)ft, t = 1, . . . , T. (16)
The residual term of this regression model consists of two parts: the sieve approx-
imation error R(X)ft and the idiosyncratic error vt that is of the form vt = Γft + ut,
where Γ is a N ×K matrix of unknown loading coefficients.
With the aim of estimating β, we define PΦ as the projection matrix onto X , where
X is the sieve spaced spanned by the basis functions of X. More precisely, PΦ is the
N ×N projection matrix of the form
PΦ = Φ(X)(Φ(X)
>Φ(X))−1Φ(X)>. (17)
Then, multiplying (IN − PΦ) on both sides of equation (16), we have
(IN − PΦ)yt = (IN − PΦ)Xtβ + (IN − PΦ)vt, t = 1, . . . , T. (18)
Therefore, one can obtain the estimation of β by partialling out the effect of factors
ft,
βˆ =
(
T∑
t=1
X>t (IN − PΦ)Xt
)−1 T∑
t=1
X>t (IN − PΦ)yt, (19)
where X>t (IN − PΦ)Xt is assumed to be asymptotically nonsingular.
2.3 B-Spline Estimation
In this section, I will give a more detailed introduction to B-Spline Regression. B-spline,
also called Basis splines, is a special representation of spline. It is a linear combination
of B-spline curve, which can be used to fit the data.
Given m+ 1 nodes ti, which is in the interval [0, 1], and satisfy t0 < t1 < . . . < tm.
Thus an n-degree B-spline is a parametric curve which consists of basis Spline to the
S : [0, 1]→ R2
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S(t) =
m∑
i=0
Pibi,n(t) , t ∈ [0, 1]
Pi is called a control point or a de Boor point. m+1 n-degree B-spline base can be
defined by the Cox-de Boor recursive formula
bj,0(t) :=
1 tj < t < tj+10 ...
bj,n(t) :=
t− tj
tj+n − tj bj,n−1(t) +
tj+n+1 − t
tj+n+1 − tj+1 bj+1,n−1(t).
2.4 Significance Test
We consider the following significance test on the linear coefficients,
H0 : βˆ = 0 H1 : βˆ 6= 0
This motivates a t-test according to asymptotic distribution of βˆ. We normalize the
test statistic by its asymptotic variance leads to the test statistic
St =
√
NTDiag
(
V˜
)− 1
2
(
βˆ − β
)
d−→ N (0, 1)
where
V˜ = V˜ −1pi V˜Γ,uV˜
−1
pi (20)
V˜pi = lim
N,T→∞
1
NT
∑
i
∑
t
E
(
piitpi
>
it
)
V˜Γ,u = lim
N,T→∞
σ2pi
N
(
tr
{
E
(
ΓΓ>
)}
+
1
T
∑
t
tr
{
E
(
uu>
)})
And piitqs
′ are random variables with zero mean.
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3 Data
I apply the method to real data of US stock market by collecting the stock daily data
in S$P 500 index from 2018-07-01 to 2018-10-08. To ensure a sample size that is large
enough, I use daily observed monthly excess return, which is collected daily of the
cumulative excess return of the previous 25 days. The excess return is calculated by
subtracting risk free return from the return of the stocks. Where daily risk free rate
can be approximated with 13-week treasury bill daily rate. The data is obtained from
CRSP. Daily stock price and firm specific characteristics are collected from compustat.
Data are cleaned by removing the stocks with extreme values and null values, and
end up with 447 stocks. For each stock, we consider 5 characteristics as in Fama and
French (2016) and Carhart (1997), which are size, value, profitability, momentum and
volatility. Size effect is measured by the market capitalization. Value and profitabil-
ity characteristic is measured by book to market ratio, and price to earnings ratio.
Momentum characteristic is calculated by the log return of cumulative return of the
previous 126 trading days before the observation date, which is considered as the cu-
mulative half-year return. And volatility characteristic is the standard deviation of the
daily returns of the previous 126 trading days. the data description is demonstrated
in Table 1.
Table 1: Some descriptive statistics of location and dispersion for 2582 observed data
for the period from 2018-07-01 to 2018-10-08
variables mean median STD 25th PER 75th PER skewness kurtosis
excess return 0.0085 0.0149 0.1041 -0.0350 0.0600 -1.3038 20.6208
size 2.9503 1.3131 5.2375 0.7251 2.8019 5.7829 58.0119
value 0.4361 0.3520 0.4491 0.2026 0.5721 22.3222 1844.1724
profitability 0.0951 0.0685 0.1467 0.0339 0.1230 6.9613 136.8922
momentum 0.0411 0.0625 0.2387 -0.0523 0.1644 -1.5853 14.9388
volatility 0.0192 0.0156 0.0123 0.0121 0.0218 3.2562 19.4698
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4 Results
4.1 Simulation Results
In this section, we evaluate our estimation’s performance via a simulation study. The
simulation study can be divided into three steps:
i) Simulate the variables and coefficients.
ii) Estimate the parameter β and factor ft.
iii) Compare the estimated results with the simulation setups.
Step i) : Starting from the following panel data model, see equation (5). Firstly,
we simulate the factor model as equation (6). To reduce the dimension of factor
matrices, we set the factor number K=3. Assume ft is a strictly stationary process
and ft ∼ V AR(0,Σf ) and fits the VAR(1) model:
ft = µ+ Πft−1 + et t = 1, . . . , T, (21)
Let ft be the K×1 vector of ftk, et be K×1 vector of error terms, µ be K×1 vector of
0, then Π is a K ×K dimensional matrix of coefficients. In addition we set the covari-
ance matrix Σe = [0.9076, 0.0049, 0.0230; 0.0049, 0.8737, 0.0403; 0.0230, 0.0403, 0.9266],
where et ∼ N(0,Σf ). Then we generate a random Π ∈ (−1, 1), i.e. Π = [−0.0371,−0.1226,
− 0.1130;−0.2339, 0.1060,−0.2793; 0.2803,−.0755,−0.0529]. For t = 1 we set the
initial value f1 by creating one sample from the multivariate normal distribution
N (0,V[ft]), where V[ft] = [0.9371, 0.0330, 0.0266; 0.0330, 1.0176,−0.0148; 0.0266,
− 0.0148, 1.0065], which is calculated by V[Ft] = (IK×K − Π ⊗ Π)−1vec(Σf ). For
t = 2, 3, . . . , T , ft can be calculated by iteration.
The covariates Xt can be simulated by generate Q random samples of different
multivariate distribution. Since the actual data is leptokurtic distributed, we generate
two sets of values, one for a normal distribution and the other a t-distribution. We set
Q = 6, T = 3, 5, 10, 50, 126, 400, and N = 3, 5, 10, 50, 126, 400.
To estimate the factor loadings, we follow equation (8), where g(·) is a K×1 vector
of unknown functions which can be approximated by sieve regression with B-splines,
as in equation (13). To simulate φ(x¯i·), we generate the B-spline basis matrix on each
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x¯i·. Let the degree of B-spline equal to n. The inner knots equal to the quantiles of
x¯i·, boundary knots equal to the largest and smallest value of x¯i·. Note that in R the
entire set of knots are obtained by adding (n + 1) lower boundary knot and (n + 1)
upper boundary knot with the inner knots. So the total number of knots denoted by
m is (3n+ 2). For the each covariate, the number of basis function is (m− n− 1). We
store the result of φ(xi·) in an (N × JQ) matrix denoted by Φ(X). Then we simulate
the sieve coefficients. bk contains J sieve coefficients corresponding to the k-th factor
loading and the q-th variate. We simulate it by generating a (JQ ×K) matrix range
from 0.00001 to 0.01. For each factor, there are J coefficients corresponding to J basis
functions. Here we denote this matrix by B. The approximation error Rk(xi·) is then
simulated by generate an (N×K) matrix of random samples from multivariate normal
distribution N (0, 0.05). Therefore, according to the matrix form of equation (15), We
can calculate G(X).
At last, by the formula of equation (16), we obtain the simulated yt. The N di-
mensional vector of composed error term vt can be calculated as in equation 10, where
uit ∼ N(0, 0.5), and γit ∼ N(0, 0.0027) are simulated accordingly.
Step ii) : Set a Q × 1 vector of β as [0.056,0.785,0.103,-0.087,0.914,-0.093], where
Q = 6. According to the estimating method in part 2, the estimated coefficients βˆ can
be obtained by equation 19, where PΦ is in the form of equation 17.
Then we estimate the K factors by obtain the first K eigenvectors of Eˆ>PΦEˆ.
Where Eˆ = yt−Xtβˆ. The estimated coefficient matrix Bˆ = 1T
[
Φ(X)>Φ(X)
]−1
Φ(X)>Eˆfˆt.
With all the estimation results above, we can obtain the prediction result that
yˆt = Xtβˆ + Gˆ(X)fˆt.
Step iii) : In Table 2, We report the root-mean-square error (RMSE) of the estimator
βˆ and factor ft as well as predicted error of yt related to two sets of Xt. It can be
shown that our method has moderate levels of estimation accuracy in both scenarios
considered.
For each group of Xt, no matter the distribution is leptokurtic or not, the estimation
of β is becoming more accurate when N and T increase simultaneously, and the RMSE
of β decreases faster when T is increasing than N is increasing, which means the
RMSE of β is more sensitive to large T than large N . However, the situation is more
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complicated regarding to the estimation of ft and yt. For both sets of Xt, the estimation
accuracy of factors seems to be uncorrelated with the dimension N or sample size T .
The prediction error of yt is becoming larger with the increase of dimension, but the
increasing of sample size cannot necessarily increase the prediction accuracy.
In the case of large N , For linear coefficient β, the t-distributed Xt seems to have
better estimation accuracy than normally distributed Xt. But the normally distributed
data has smaller error in estimation of factors and the predictions.
Table 2: Monte Carlo Simulation results of 1000 iterations
IFEsimulation
X dist Normal distribution t-distribution
T N RMSE β RMSE f RMSE y RMSE β RMSE f RMSE y
3 400 0.0768 0.8703 0.7419 0.0905 1.2278 0.7584
5 400 0.0856 0.9205 0.7158 0.0730 0.7514 0.6979
10 400 0.0422 1.3262 0.7699 0.0606 1.1143 0.7648
50 400 0.0202 0.7821 0.9784 0.0198 1.3302 0.9569
126 400 0.0144 1.5202 0.6914 0.0158 1.3306 0.6897
400 400 0.0099 1.2846 0.7045 0.0068 1.1489 0.7130
400 3 0.0779 1.4172 0.0000 0.2860 1.4489 0.0000
400 5 0.1046 1.4387 0.2363 0.0681 1.4410 0.2451
400 10 0.0430 1.6313 0.6084 0.0312 1.6314 0.5948
400 50 0.0562 1.4604 0.5608 0.0493 1.0353 0.5626
400 126 0.0165 1.6309 0.6897 0.0117 1.5712 0.7040
In Table 3, We report the same estimated and predicted error related to different
sieve dimensions. We can conclude form the table that the larger the sieve dimension,
the faster the estimated factor converging to the true value when N or T increase
simultaneously or individually. The same results is also showed in the prediction. In
addition, although the larger the sieve dimension, the better the spline fitted the curve,
we should be aware of over-fitting.
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Table 3: Monte Carlo Simulation results of 1000 iterations
IFEsimulation
sieve dimension J = 8 J = 32
T N RMSE beta RMSE f RMSE Y RMSE beta RMSE f RMSE Y
3 400 0.0754 0.8380 0.7477 0.1304 0.7318 0.6944
5 400 0.0818 1.2359 0.7377 0.1045 1.3544 0.7148
10 400 0.0421 1.0606 0.7687 0.0454 1.2065 0.7513
50 400 0.0202 1.4969 0.9824 0.0259 1.7401 0.9427
126 400 0.0145 0.6418 0.6902 0.0149 0.7114 0.6899
400 400 0.0092 1.4402 0.7060 0.0111 1.3747 0.6952
400 3 0.0753 1.4180 0.0000 0.0892 1.4154 0.0000
400 5 0.0995 1.4392 0.2352 0.0843 1.4394 0.2438
400 10 0.0423 1.6322 0.6071 0.0406 1.5535 0.6091
400 50 0.0466 1.8308 0.5527 0.0840 1.4491 0.5649
400 126 0.0159 1.6433 0.6896 0.0141 1.4450 0.6701
4.2 Application Results
In this section, moving window estimation is completed on the real data and the results
are plotted below. We estimate the linear and non-linear impact of the five firm specific
factors on the stock excess returns in the next window period, and conduct a significance
test on the linear coefficient.
As one can see from the figures (5) to (9), the estimated linear coefficient of the
five factors with a moving window of the size 10, 126, 400 trading days are plotted
below. For each covariate, we assume a three factor structure and the factor loadings
are estimated by sieve estimation with the dimension of 11. We can see the smaller
the moving window size, the larger the linear coefficient βˆ, and the more frequently
changed βˆ is. This might be due to the shorter the observation window, the more
sensitive that βˆ is.
However, from figure (10) to (14), we can observe that the larger the moving window
size, the more likely the linear coefficient to be significant. Thus, when choosing the
window size, is a trade-off between significant linear coefficient and the actual linear
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impact of five characters on the return.
In figure (15) and (16) the estimated additive non-linear function for each factor is
plotted. It is shown that the nonlinear part for different moving windows are different
in shapes and are obviously nonlinear, which adds validation to our model to apply on
the stock data.
Figure (17) helps us to evaluate the prediction and better understand the intuition
of the model. we can see the prediction results are pretty good relative to the real
excess returns. The linear part captures the changing in mean of excess returns, while
the nonlinear part captures the fluctuations around the mean.
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Figure 5: βˆ results of size factor
IFEmoving window
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Figure 6: βˆ results of value factor
IFEmoving window
20
0 50 100 150
−2
−1
0
1
2
3
be
ta
 v
al
ue
T=10
T=126
T=400
Figure 7: βˆ results of profitability factor
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Figure 8: βˆ results of momentum factor
IFEmoving window
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Figure 9: βˆ results of volatility factor
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Figure 10: t-statistic of size factor
IFEmoving window
22
0 50 100 150
0
5
10
15
20
t s
ta
tis
tic
T=10
T=126
T=400
Figure 11: t-statistic of value factor
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Figure 12: t-statistic of profitability factor
IFEmoving window
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Figure 13: t-statistic of momentum factor
IFEmoving window
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Figure 14: t-statistic of volatility factor
IFEmoving window
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Figure 15: Estimated results of additive functions gkl of the first 126 trading days,
l = 1, . . . , 11. The solid, dashed and dotted lines are related to the first, second and
third factors
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Figure 16: Estimated results of additive functions gkl of the last 126 trading days,
l = 1, . . . , 11. The solid, dashed and dotted lines are related to the first, second and
third factors.
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5 Conclusions
The results in the previous section shows the firm-specific characteristics has not only
linear but also nonlinear significant impact on the excess returns. The portfolio group-
ing method suggested in Fama and French (2016) is considered the equivalent to ap-
plying nonlinear transformation on the covariates, thus a significant linear relationship
can be obtained. Our proposed framework allows for both estimated linear coefficients
which can be easy to explain and additive nonlinear part with unknown factors entering
the underlying model governing the relationship between returns and characteristics.
This latter feature of our proposed framework bridges the gap between portfolio sorts
and cross-sectional regressions and will allow investors to select a portfolio intuitively
based on firm-specific characteristics.
But in order to apply this model in a dynamic environment, we need to further
develop a dynamic panel data model with dynamic factors, which can be challenging
in estimation in the future.
Another challenge is to discuss the application of the methods in different assump-
tion of the prior distributions of the data with their initial values.
The application of this model can be not only on stock market but also on prediction
of the bond returns, mutual fund returns or even crypto-curencies.
I hope this method could help investors in forming smart-β investing strategy and
in portfolio selection.
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