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Multivariable Self-Tuning Control of a Turbine
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Abstract—Results from a collaborative research and develop-
ment program devoted to turbine generator (TG) control are de-
scribed. Digital self-tuning excitation controllers were designed for
a generator during the initial phase of the project, with the de-
sign subsequently extended to cover multivariable control of the
TG, which is the topic of this paper. Simulations and tests on a
laboratory-scale machine have been accomplished successfully and
a prototype multivariable self-tuning controller has been built. A
set of typical results is given, covering responses to fault conditions
of the power system. The multivariable self-tuning controller is
shown to have good potential for commercial use for the TG.
Index Terms—Automatic voltage regulator (AVR), generalized
predictive control, multivariable self-tuning control, turbine gen-
erator (TG) control.
I. INTRODUCTION
THE PRIMARY controllers of a turbine generator (TG)unit of an electric power system are the automatic voltage
regulator (AVR) and the turbine governor. The AVR regulates
the generator terminal voltage and the reactive power of the unit
via excitation control of the generator field. The turbine governor
controls the real power of the unit and helps to maintain the
system frequency when the unit is on load by modulating the
turbine governing valves.
The excitation and governing control loops of a TG unit con-
tribute to the improvement of power system stability, which is
an important consideration in TG control. However, the use of
independent excitation and governing loops for TG control does
not necessarily provide the optimum improvement in stability
if there are significant loop interactions [1]. It is therefore logi-
cal that an integrated control strategy for TG sets is developed,
which combines the functions of the AVR and the turbine gov-
ernor into a single control system. Two popular approaches that
have been used in the past in this field can be considered for an
integrated TG controller, viz. state space and multivariable con-
trol [2]–[8]. Since multivariable control is a more closely related
approach to that used in the existing AVR and turbine gover-
nor, which are based on a single-input–single-output (SISO)
philosophy, familiarization with the new approach and client
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acceptance can be easier with multivariable control than with
state space in this case. Hence, the multivariable control strategy
has been proposed in this paper to integrate the AVR and turbine
governing functions for improved power system stability.
TGs exhibit nonlinear behavior and dynamics changes when
subjected to load/operating point variations. A self-tuning con-
trol approach has therefore been proposed by many researchers
for the AVR [9]–[11] due to its capability to track unknown
and/or slowly varying plant parameters. Generalized predictive
control (GPC) [12], which is one of the more popular self-tuning
control algorithms available, had been chosen for the design of
a self-tuning AVR [13]–[15] as part of the earlier phase of this
study due to the algorithm’s robustness, structure, and flexi-
bility [16]. This paper reports the next phase of the work of
extending the self-tuning SISO GPC controller to a multivari-
able generalized predictive (MVGP) self-tuning TG controller.
Such controllers are a more structured alternative to the recent
use of neural network techniques to evolve with the changing
plant [17]–[19].
The extension of the SISO GPC algorithm to a multi-input–
multioutput (MIMO) control law is explained in Section II.
Section III describes some of the adverse effects of control
loop interactions when practical constraints are imposed on the
multivariable controller and proposes some simple techniques
to overcome these difficulties. The implementation details of
the control algorithm in a prototype TG controller are given
in Section IV. Section V reports a three-phase short-circuit test
conducted using a TG simulator and a laboratory model TG sys-
tem to demonstrate that the proposed multivariable controller
performs significantly better than conventional fixed-parameter
SISO controllers. Finally, a few conclusions are drawn in
Section VI.
II. FORMULATION OF MULTIVARIABLE GPC
A multivariable controller is usually based on one of the
“canonical” models [20] of the plant, the two commonly en-
countered being the P and V representations. The P-canonical
structure in which each input also affects all other outputs is cho-
sen here since it enables a MIMO system to be broken down into
a number of multi-input–single-output subsystems that have a
similar structure to existing conventional TG controllers.
The derivation of a multivariable self-tuning (MVST) con-
troller using the GPC strategy [12] for a plant whose loop in-
teractions are represented by the P-canonical structure is as
follows:
An “r” input, “s” output (r ≥ s) linear deterministic plant can
be modeled as
Ay(t) = Bu(t− 1) + e(t)
∆
(1)
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where y,u, and e are the output, input, and noise vectors, re-
spectively, and are given by
y(t) = [ y1(t) y2(t) · · · ys(t) ]T
u(t− 1) = [u1 (t− 1) u2 (t− 1) · · · ur (t− 1) ]T
e (t) = [ e1 (t) e2 (t) · · · es (t) ]T .
A and B are polynomial matrices in z−1 and are defined as
follows:
A = diag
[
A1
(
z−1
)
A2
(
z−1
) · · · As (z−1)]
B =


B11
(
z−1
)
B12
(
z−1
) · · · B1r (z−1)
B21
(
z−1
) · · · · · · · · ·
· · · · · · · · · · · ·
Bs1
(
z−1
) · · · · · · Bsr (z−1)


where A is a diagonal matrix (shown as “diag” with only the
diagonal elements, for brevity) of order s and B, in the general
case, is a rectangular matrix of order s× r. The operator ∆ is a
differencing function (1− z−1).
To incorporate a model following feature in MIMO GPC, an
auxiliary function vector Φ can be defined as [12]
Φ (t + j) = Py (t + j)
Φ (t + j) = [φ1 (t + j) φ2 (t + j) · · ·φs (t + j)]T
P = diag
[
P1
(
z−1
)
P2
(
z−1
) · · ·Ps (z−1)] . (2)
The diagonal elements of P, which shape the response of
the closed-loop system to set point changes can be polynomials
(simple case) or transfer functions (general case).
Disturbance tailoring can be achieved by incorporating a tai-
loring polynomial Ti(z−1) for loop “i,” which leads to [12]
Φ (t + j) =
PB
A
u (t + j − 1) +
(
PT
∆A
)
e (t + j) (3)
where T is a diagonal matrix of order s with Ti(z−1) for loop
“i” as its diagonal elements.
Separating the future noise component from the overall noise
(PT/(∆A)) e (t + j) in (3) leads to the Diophantine identity
PT = Ej ∆A + z−jFj (4)
in which Ej and Fj are polynomial matrices whose elements
can be solved recursively [12] and are given by
Ej = diag
[
(Ej )1 (Ej )2 · · · (Ej )s
]
Fj = diag
[
(Fj )1 (Fj )2 · · · (Fj )s
]
.
The degree of (Ej )i polynomials is (j − 1), thus relating only
to the future noise components of e(t + j) at time t.
Manipulation of (3) and (4) and removal of future noise
components at time t, i.e., Eje(t + j), yields the prediction
of Φ(t + j) at time t as
Φ∗ (t + j) = EjB∆uf (t + j − 1) + Fjyf (t) (5)
whereΦ∗(t + j) is the prediction ofΦ(t + j) at time t,∆uf and
yf are vectors whose elements are filtered by the disturbance
tailoring polynomial Ti(z−1) for loop “i” as
∆ufi (t) =
∆ui (t)
Ti (z−1)
, yfi (t) =
yi (t)
Ti (z−1)
.
A second identity is required to separate the input increment
sequenceEjB∆uf (t + j − 1) in (5) into past filtered and future
unfiltered components. This identity is given by
EjB = TG˜j + z−jGj (6)
where G˜j and Gj are diagonal matrices whose elements are
polynomials in z−1 and can be calculated recursively [12]. (G˜j )i
for loop “i” is of order (j − 1), thus relating only to future inputs.
Substituting (6) into (5) leads to
Φ∗ (t + j) = G˜j∆u (t+j − 1)+Gj ∆uf (t−1) + Fj yf (t) .
(7)
Prediction horizon Ny and control horizon Nu can be incor-
porated into (7), which results in [21]
Φ∗m = G˜mum + Sm (8)
where Φ∗m is a column vector with (sNy ) elements as
Φ∗m = [φ
∗
1 (t + 1) . . . φ
∗
1 (t + Ny) φ
∗
2 (t + 1)
. . . φ∗2 (t + Ny) . . . φ
∗
s (t + 1) . . . φ
∗
s (t + Ny)]
T .
G˜m is a matrix of ((sNy )× (rNu )) and is given as
G˜m =


G˜11 G˜12 · · · G˜1r
G˜21 · · · · · · · · ·
· · · · · · · · · · · ·
G˜s1 · · · · · · G˜sr


where the submatrices G˜11 , G˜12 , G˜21 , etc., of the G˜m matrix
are of dimension (Ny ×Nu ). um is a column vector with (rNu )
elements and is given by
um = [∆u1 (t) · · ·∆u1 (t + Nu − 1) ∆u2 (t)
· · ·∆u2 (t+Nu− 1) · · ·∆ur (t) · · ·∆ur (t+Nu− 1)]T.
Sm is a column vector with (sNy ) elements and is defined as
Sm = [s1 (t + 1) · · · s1 (t + Ny ) s2 (t + 1)
· · · s2 (t + Ny ) · · · ss (t + 1) · · · ss (t + Ny )]T
where the element si(t + j) for loop “i” and the j-step ahead
prediction at time t are calculated from (7).
The multivariable GPC cost function can be defined as
Jm = E
{
(Φm −wm )T (Φm −wm ) + uTmΛum
}
(9)
where Φm = Φ∗m + em , in which em represents the uncor-
related zero-mean random future noise acting on the MIMO
system. wm is a column vector with (sNy ) elements containing
future set points and is defined as
wm = [w1 (t + 1) · · ·w1 (t + Ny )w2 (t + 1)
· · ·w2 (t + Ny ) · · ·ws (t + 1) · · ·ws (t + Ny )]T .
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Λ is a control weighting matrix of the form
Λ = diag [Λ1Λ2 · · ·ΛrNu ] .
Minimizing the GPC cost function of (9) yields the MIMO
control law as [22]
um =
(
G˜Tm G˜m + Λ
)−1
G˜Tm (wm − Sm ) . (10)
III. CONSTRAINED MULTIVARIABLE TG CONTROL
The multivariable control law of (10) does not incorporate
practical restrictions such as amplitude and/or rate limiting of
control inputs that when applied may not lead to an optimum
solution [23]. Also, a complete decoupling of the control loops
may not be achieved in a standard multivariable controller when
the control inputs are limited. When GPC multivariable control
is used, the control weighting matrix Λ will also lead to only a
partial decoupling of the loops.
A “constrained” GPC solution can be derived by including
practical constraints in the cost function to be minimized [21],
[23], [24]. However, minimizing a quadratic cost function sub-
ject to constraints is computationally intense and may not be
suitable for high-speed real-time applications such as electrome-
chanical systems [23]. Hence, simple alternative techniques suit-
able for use in a TG controller are considered.
A. Constrained Minimum of GPC Cost Function
A GPC-based controller can be set up with the control horizon
Nu as 1 or 2 for the majority of systems, including the TG
unit. If Nu is chosen to be unity, the constrained minimum
of the cost function is provided merely by the unconstrained
control clipped by the limits [23]. If Nu is set to 2 and u(t)
exceeds the limits, the constrained minimum of the cost function
is still obtained by applying the clipped control signal, whether
u(t + 1) is within limits or not. However, if u(t) is within limits
and u(t + 1) exceeds the limits, the constrained minimum is
not achieved. This can be tackled by choosing a suitably large
weight to ∆u(t + 1) in the weighting matrix Λ to prevent it from
exceeding the limits, thus leading to a constrained minimum
solution without complex computation.
B. Complete Decoupling of Loops by Compensation
The problem of partial decoupling of control loops when
using an unconstrained multivariable control law can be suc-
cessfully tackled by compensating for the constraints external
to the control law as follows.
For a 2× 2 system, the control input increments ∆u1 and ∆u2
can each be considered to have two components: one to control
the plant output for which it is directly responsible (∆u11 for
y1 and ∆u22 for y2) and the other to minimize the interactions
from the other loop (∆u12 and ∆u21). Thus
∆u1 = ∆u11 + ∆u12 (11)
∆u2 = ∆u22 + ∆u21 . (12)
In the multivariable GPC, the following identities can then be
given to nullify the loop interactions:∑
G21 ∆u1 +
∑
G22 ∆u21 = 0 (13)
∑
G12 ∆u2 +
∑
G11 ∆u12 = 0 (14)
where
∑
G11 ,
∑
G12 ,
∑
G21 , and
∑
G22 are obtained by sum-
ming the first column of the respective submatrices of the G˜m
matrix.
In GPC, the Ny elements of the G˜ matrix correspond to the
first Ny points on the plant’s unit step response curve [12].
Thus, in (13), ∑G21∆u1 represents the effect of ∆u1 on y2 ,
while
∑
G22∆u21 cancels this interaction. Similarly, in (14),∑
G12∆u2 gives the effect of ∆u2 on y1 and
∑
G11∆u12 nul-
lifies it. The use of the sum of the first column of the matrix can
help reduce the effect of estimation errors in the adaptive case.
1) Compensation for Amplitude/Rate Limiting: If u1 is out-
side its amplitude limits, ur1 and ul1 are the raw and limited
control signals, and OS1 is the “overshoot,” then
OS1 = ur1 − ul1 . (15)
The effect of limiting ∆ur1 to ul1 on ∆u21 can then be calcu-
lated using (13) and u2 can be compensated as
uc2 = u
r
2 + OS1
(∑
G21∑
G22
)
(16)
where uc2 is the compensated control input u2 . Similarly,
uc1 = u
r
1 + OS2
(∑
G12∑
G11
)
. (17)
Rate limiting of the control input is equivalent to amplitude
limiting with varying amplitude limits ul1 and ul2 . In this case
also, compensation can be applied using (16) and (17).
The proposed compensation scheme has been verified using
a simulated 2× 2 multivariable plant and a GPC multivariable
controller with Ny = 10 and Nu = 1. Fig. 1 shows the response
of the closed-loop system to a square-wave set point when the
control inputs u1 and u2 were limited. The effect of loop in-
teractions can be observed when set points are changed, which
confirms the need for compensation. The response of the mul-
tivariable controller with the proposed compensation for ampli-
tude limiting is given in Fig. 2, which indicates that a successful
decoupling of the loops is achieved.
2) Compensation for “Control Weighting”: Control weight-
ing affects both components of the control inputs, as defined by
(11) and (12). Since ∆u12 and ∆u21 are responsible for de-
coupling, any restriction to their movement can cause the loop
interactions to be only partially rejected. Hence, the components
∆u11 and ∆u22 only are weighted here using their correspond-
ing weighting factors λ11 and λ22 as
∆u11 =
(
G˜T11G˜11 + λ11I
)−1
G˜T11 (w1 − s1) (18)
∆u22 =
(
G˜T22G˜22 + λ22I
)−1
G˜T22 (w2 − s2) . (19)
The decoupling components, viz. ∆u12 and ∆u21 can then
be computed by solving the following simultaneous equations
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Fig. 1. Square-wave set point response, 2× 2 MIMO plant, with control input
amplitude limiting, MVGP controller, no limit compensation.
Fig. 2. Square-wave set point response, 2× 2 MIMO plant, control input
amplitude limiting, MVGP controller, with limit compensation.
obtained by combining (11)–(14)
∑
G21 ∆u12 +
∑
G22 ∆u21 = −
∑
G21 ∆u11 (20)
∑
G11 ∆u12 +
∑
G12 ∆u21 = −
∑
G12 ∆u22 . (21)
Thus, a computationally simple scheme for control input
weighting compensation is implemented in the TG controller.
This scheme was verified using a simulated 2× 2 plant with-
out control input amplitude limiting. Fig. 3 shows the system
response with a GPC controller with Ny = 10, Nu = 1, and
the control inputs weighted. The need for weighting compensa-
tion is evident. The simulation was repeated with the proposed
scheme showing a complete decoupling of the loops (Fig. 4).
The amplitude limit constraint and its compensation were then
added. Fig. 5 shows that the loops are completely decoupled
in the presence of multiple constraints. The test repeated with
Nu = 2 (Fig. 6) also shows satisfactory operation.
Fig. 3. Square-wave set point response, 2× 2 MIMO plant, no control input
amplitude limiting, MVGP controller, with control weighting factor.
Fig. 4. Square-wave set point, 2× 2 MIMO plant, no control input amplitude
limiting, MVGP controller, with control weighting compensation.
Fig. 5. MIMO plant response, control input amplitude limiting, MVGP con-
troller, amplitude limit and control weighting compensation, Nu = 1.
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Fig. 6. MIMO plant response, control input amplitude limiting, MVGP con-
troller, amplitude limit and control weighting compensation, Nu = 2.
IV. IMPLEMENTATION OF THE TG CONTROLLER
Conventional TG controllers use generator stator voltage, re-
active power, real power, turbine speed, and governing valve
position as the primary/supplementary feedback signals. The
MVST TG controller uses the same set of signals in a compos-
ite form as follows:
y′1 = Vt + G1P
′′
r y
′
2 = Ap + G2ω
′ + G3P ′r (22)
where y′1 and y′2 are the feedback signals for the excitation and
governing control loops, respectively, and are elements of the
plant output vector y.
The parameter y′1 is the sum of the generator stator voltage
(Vt) and a high-pass/washout filtered version (time constant =
2 s) of the real power (P ′′r ) with its weighting G1 (set at 0.1).
Since y′1 includes the power signal as a supplementary input,
damping of dynamic oscillations can be adequately achieved
in applications where dynamic stability is not a major issue.
However, the proposed controller may have to be supplemented
by a suitable stabilizing controller in cases where the power
plant is known to have a severe dynamic instability problem.
The parameter y′2 is the sum of the governor valve position
(Ap ), which is a closely related plant quantity to mechanical
power, ω′ the speed deviation with its weighting G2 , and P ′r
the real power deviation with its weighting G3 . The weight
G2 corresponds to the speed droop in a conventional turbine
governor, and hence, has been set to 25 for a typical droop
setting of 4%. As with conventional governors, a deadband of
0.06% is applied to speed deviations within which G2 is taken
as zero. G3 is a proportional plus integral transfer function with
a gain of 2 and integral time of 10 s to minimize the steady-state
error in the real power of the unit with respect to its set point.
The MVST controller can be designed for any type of exci-
tation and prime mover systems; however, the design presented
applies to an ac exciter-based excitation system and a steam
turbine prime mover. The control inputs used for the MVST
controller are the same as those for a real TG system, i.e., exci-
tation demand applied to the exciter field and position demand
Fig. 7. MVST control algorithm flow diagram.
applied to the steam governor valve servo amplifier. These sig-
nals form the elements of the control input vector u.
The recursive least squares (RLS) method for online plant
model parameter estimation [25], [26] has been used in the mul-
tivariable TG controller to make it self-tuning. The robustness
of the algorithm has been improved by techniques such as high-
pass filtering of sampled plant data, use of a variable forgetting
factor, random walk, estimator freezing based on dynamic in-
formation monitor, covariance matrix trace monitor, and plant
gain boosting [11], [14], [27], [28].
A simplified flow diagram of the constrained GPC-based
MVST control algorithm implemented for simulation and ex-
perimental tests is given in Fig. 7.
A prototype multivariable GPC controller using a multipro-
cessor architecture has been built for tests from a range of
commercially available microprocessor modules. The unit is
an upgrade of the one reported in [15] and [16], designed for a
self-tuning AVR. The hardware is built using “Versamodule Eu-
rocard bus (VMEbus)” compatible modules in a 19 in rack. The
CPU modules are designed using the M68xxx family of micro-
processors. The control algorithm has been designed using data
flow diagrams and is split into several high-level tasks executed
on different CPU modules of the system. Electrical quantities
such as terminal voltage and power are calculated in software di-
rectly from phase voltage and current signals [28], [29]. The pro-
totype controller has been designed for a maximum of Ny = 10
and Nu = 2 to allow the execution of the 2× 2 GPC algorithm
without timing problems when a sampling period of 20 ms, a typ-
ical selection in digital TG controllers, is chosen. The controller
can be connected to a “real” plant via I/O interface modules
or to a mathematical model of a typical power-generating unit
running on a dedicated CPU module.
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V. EVALUATION OF THE TG CONTROLLER
The MVST TG controller was evaluated using a TG simulator
and an experimental laboratory model TG system. Simulation
and experimental trials to verify the long-term operation of the
controller over the typical operating envelope of 0.8 p.f. lag to
0.9 p.f. lead for the TG system were successfully undertaken as
part of the controller evaluation.
The mathematical model used in the TG simulator represents
a single-machine infinite busbar power system using ten states
and adequately represents the flux linkages, electromagnetic
torque dynamics as well as exciter, steam valve, and turbine
responses [15], [28]. Details of the power system model of the
TG simulator and its parameters are given in Appendix.
The experimental laboratory TG system uses a 3 kVA microal-
ternator and is widely used in TG control investigations [30]
to study practical issues such as signal noise, transducer lags,
and execution timing limits. A hardware circuit simulates the
dynamics of the governing valves/turbines and drives the prime-
mover motor of the TG system. The field time constant corre-
sponding to a large machine is simulated using a “time constant
regulator” (set at 6 s) and helps to predict the controller’s re-
sponse with a full-size machine [15], [16], [30].
The multivariable controller performance was evaluated us-
ing the TG simulator and the experimental laboratory system
by a three-phase short-circuit test with a fault clearance time of
100 ms, which is standard for modern power systems to study the
transient response of the TG system under fault conditions. For
comparison purposes, the test was also conducted with a fixed-
parameter conventional AVR and turbine governor using typical
settings taken from “real” controllers. The AVR had a bandwidth
of >1 Hz and an overshoot to step response of 12% with the
generator on open-circuit, while the governor had a speed droop
setting of 4%. It should be noted that a power system stabilizer
(PSS) to supplement the AVR response is not used for compar-
ison in this paper. This topic is addressed elsewhere [16], albeit
for the simpler case of a GPC-based self-tuning AVR. To quan-
tify and compare the rotor damping obtained, a parameter widely
used in industry called the “effective damping ratio” (EDR) was
used. EDR is defined as the ratio of the peak-to-peak amplitude
of the second overshoot of a signal following a “swing” distur-
bance to that of the first overshoot, both referenced to the first
undershoot.
Self-tuning AVR tests covering a wider range of scenarios,
e.g., open-circuit and on-load operation, as well as short circuit
test with and without transmission line switching are presented
in [15]. This helps to demonstrate that a self-tuning approach
to TG control, in general, is capable of handling a wide range
of operating conditions and types of disturbances better than a
fixed-parameter approach. This new MVST controller is shown
to be a serious alternative to other modern approaches whether
based on neural networks [17]–[19] or nonlinear scheduling
[31].
A. Short-Circuit Test Using the TG Simulator
The TG simulator was set at the full-load operating point
of 0.8 per unit (p.u.) for real power at a power factor of 0.99
(lead). This operating point has been chosen for the test since it is
known that high values of load and rotor angle are more onerous
for the controller than medium- or low-load points. The short
circuit was applied to the stator terminals and was cleared after
100 ms. The response of the load angle, real power, shaft speed,
and generator voltage is shown in Fig. 8 (dotted), when a fixed-
parameter AVR and turbine governor were used. Although the
TG system is found to be transiently stable, the response of the
load angle is oscillatory and indicates scope for improvement by
supplementary controls such as a PSS. The “far from perfect”
response of the load angle is due to the tuning criterion used
for the AVR to give an acceptable step response characteristic
to terminal voltage on open-circuit and does not generally give
due consideration to other requirements such as the response of
the load angle during a power system disturbance. The EDR of
the load angle is found to be 0.68 in this test and its settling
time is 3 s. The settling time of the generator terminal voltage
is measured to be 1.13 s.
The response of the self-tuning GPC TG controller to the
same test as before is given in Fig. 8 (solid lines). The controller
settings used were Ny = 10 for both loops and Nu = 2 for
the excitation loop and 1 for the governing loop. For both the
loops, the disturbance tailoring polynomial T (z−1) was set to
(1− 0.9z−1) and the control weighting factor λ was set to zero.
The set point response tailoring polynomial P (z−1) was set to
(1− 1.914z−1 + 0.923z−2) for the excitation loop to match the
response of the conventional AVR when the generator is in open-
circuit. P (z−1) was set to (1− 0.9z−1) for the governing loop.
A total of 18 coefficients were estimated in the TG controller
using third-order plant models for both loops and the B(z−1)
polynomials each having three coefficients.
It can be observed from Fig. 8 that the response of the load
angle to a three-phase short circuit with the TG simulator has
improved significantly when using the self-tuning GPC TG con-
troller. The EDR of the load angle in this case is negligible and
its settling time is measured to be 1.26 s. The settling time of
the terminal voltage is found to be faster at 0.78 s.
B. Short-Circuit Test Using the Microalternator System
The experimental microalternator system was set at an oper-
ating point of 0.7 p.u. for real power at a power factor of 0.99
(lead). The short-circuit was applied at the sending end of the
transmission line inductor and was cleared after 100 ms. The
result obtained when using the conventional AVR and turbine
governor (same as before) is given in Fig. 9 (dotted lines). The
EDR of the load angle is found to be 0.48 in this case with a
settling time of 2.95 s. The generator voltage is found to settle
down in 2.55 s.
The response of the self-tuning GPC TG controller to the
short-circuit test is given in Fig. 9 (solid lines). The controller
settings were similar to those used with the TG simulator except
the order of the estimated plant models, which was set at 2 since
the results did not vary significantly between second- and third-
order plant models. A total of 12 coefficients were estimated
with two coefficients each for the B(z−1) polynomials.
It can be seen from Fig. 9 that a significant improvement in
the damping of the load angle is achieved with the self-tuning
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Fig. 8. Three-phase short circuit response (TG simulator). Dotted lines: fixed-
parameter AVR and EHG; solid lines: MVST.
Fig. 9. Three-phase short circuit response (microalternator). Dotted lines:
fixed-parameter AVR and EHG; solid lines: MVST.
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TG controller. The EDR of the load angle is found to be 0.16
and its settling time 1.38 s. The generator terminal voltage is
also found to settle faster in 1.2 s.
VI. CONCLUSION
An MVST controller using GPC has been considered for the
TG system. The structure of the controller uses a form that is a
natural extension of a SISO controller, and hence, is easily un-
derstood. The multivariable TG control algorithm has been im-
plemented in a prototype system in its self-tuning form and uses
plant signals that are readily available in real systems for feed-
back. It has been shown that commercially available hardware
can be used for implementing the multivariable controller with-
out compromising on sampling frequency typically required for
the TG application.
It has been demonstrated through simulation studies that a
total elimination of loop interactions may not be achieved when
applying practical constraints in a multivariable controller. Sim-
ple techniques suited for a 2× 2 plant such as the TG system
have been proposed to tackle this problem. The successful oper-
ation of the proposed schemes has been verified by simulation
studies. It has also been demonstrated that the proposed tech-
niques work together without conflict during constrained control
of simple multivariable systems.
The prototype multivariable TG control system has been eval-
uated using a software TG simulator as well as an experimental
laboratory model TG system. A three-phase short-circuit test
has been conducted using both test platforms to verify the im-
provement in stability that the multivariable TG controller can
provide when compared with a TG system equipped with a
fixed-parameter conventional AVR and turbine governor.
It has been shown by comparing the damping that these con-
trollers provide to the rotor oscillations that the MVST TG con-
troller using the GPC algorithm performs significantly better
than the fixed-parameter AVR and turbine governor. It should
be noted that the performance improvement obtained with the
MVST controller would be less pronounced when a conven-
tional TG controller with a supplementary PSS is used for com-
parison purposes.
The paper has demonstrated that the proposed MVST con-
troller compares favorably in performance by comparison with
separate single-loop controllers, with the added benefit of a sin-
gle controller configuration, thus saving on controller hardware,
software, and human–machine interface as well as maintenance.
The MVST controller thus exhibits a good potential for use in
TG systems.
APPENDIX
POWER SYSTEM MODEL
The power system model used in the TG simulator is repre-
sented by the state-space equation
x˙ps = Apsxps + Bpsu + Nps(x)
y = Fps(x)
where xps represents the state vector, Aps and Bps are the state
and control gain matrices, respectively, y and u are the output
and input vectors of the model, and Nps(x) accounts for the
important plant nonlinearities represented in the model. The
elements of the control input vector u for a steam turbine plant
represent the generator excitation demand and turbine steam
valve demand. The state vector xps is expressed as
xps = [δ δ˙ ω0ψd ω0ψf ω0ψkd ω0ψq ω0ψkq Vf Ap Mt ]T
where δ, ω0 , ψ, Vf ,Ap , and Mt are the rotor angle, system fre-
quency, flux in various coils on the d–q axes, generator field volt-
age, turbine steam valve position, and the turbine shaft torque,
respectively.
The state and control gain matrices Aps and Bps of the power
system model are formed using electromechanical variables of
the TG plant such as rotor damping constant, rotor moment
of inertia, system frequency, reactances, and resistances of the
generator d–q axes coils and generator transformer, as well as
the time constant and gain of the exciter, steam valve, and the
steam turbine. The nonlinearity vector Nps(x) used in the power
system model is determined by system variables of the plant such
as electrical torque, rotor moment of inertia, system frequency,
flux linkages on the d–q axes, rotor velocity, and the infinite bus
voltage components on the d–q axes.
The model output vectory whose elements are defined by (22)
is a function of the states represented by Fps(x). The generator
terminal voltage Vt is derived from the infinite bus voltage by
subtracting the voltage drops due to the resistance and reactance
of the transmission line and generator transformer. The electrical
power is derived from the electrical torque that is calculated by
summing the product of the rotational voltages of the generator
and their corresponding currents. Turbine steam valve position
Ap and rotor speed ω are available from xps , the state vector.
The parameters used in the power system model correspond
to those of a typical system and are given as follows.
D-axis mutual reactance Xmd = 2.279 pu
Q-axis mutual reactance Xmq = 2.145 pu
Armature resistance Ra = 0.00528 pu
Armature leakage reactance Xa = 0.149 pu
Field resistance Rf = 0.00116 pu
Field leakage reactance Xf = 0.16 pu
D-axis damper resistance Rkd = 0.0179 pu
D-axis damper reactance Xkd = 0.09 pu
Q-axis damper resistance Rkq = 0.0179 pu
Q-axis damper reactance Xkq = 0.146 pu
Generator transformer resistance Rt = 0.0 pu
Generator transformer reactance Xt = 0.0 pu
Transmission line resistance Re = 0.06 pu
Transmission line reactance Xe = 0.25 pu
Inertia constant H = 3.875 s
Damping co-efficient D = 0.025 pu
Open-circuit field time constant T ′do = 6.0 s
Exciter time constant Te = 0.01 s
Exciter gain Ge = 5.56
Steam turbine time constant Ts = 0.3 s
Steam valve time constant Tv = 0.1 s
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