Abstract. The large deviation principle (LDP) is known to hold for partial sums U{processes of real-valued kernel functions of i.i.d. random variables X i . We prove an LDP when the X i are independent but not identically distributed or ful ll some Markov dependence or mixing conditions. Moreover we give a general condition which su ces for the LDP to carry over from the partial sums empirical processes LDP to the partial sums U-processes LDP for kernel functions satisfying an appropriate exponential tail condition.
Introduction
Let fX n ; n 2 Ng be a sequence of random variables on a probability space ( ; A; P) with Polish state space S. Dembo where the X i ful ll Markov dependence or mixing conditions. They observed that the special conditions, which guarantee the LDP to hold for the empirical measures of Polish space valued random variables su ce for the LDP to carry over to the corresponding partial sums processes L n ( ). One application of these results considers the calculation of how large delays are built up in a single server queue in the presence of dependent customer interarrival times. For other applications see 3] and 19].
In 13] the LDP is proved for partial sums U-processes, i. Due to the symmetry of h, U n and V n mainly di er by the diagonal terms, where at least two of the indices i 1 ; : : : ; i m are equal.
For weakly dependent sequences fX n ; n 2 Ng invariance principles and the weak convergence of appropriately normalized sample path U-processes and von Misesprocesses to Brownian motion or limit processes expressible as multiple Wiener integrals were studied in 6]. Notice that U-processes indexed by a class of measurable functions are studied for example in 1]. We will proceed as follows: as in the i.i.d. situation rst we will prove that the m-fold product L m n ( ) of L n ( ) satis es a large deviation principle in a suitable topology, if L n ( ) satis es an LDP for the underlying sequence X i . Next we will apply a generalized version of the well-known contraction principle using an approximation of the kernel function worked out in 13]. On the other hand a special moment condition (2.4, stated in Section 2) has to be veri ed to guarantee that the partial sums U-process with the approximating kernel has the same large deviation behaviour as the partial sums U-process we are interested in.
In our examples we will check Condition 2.4 for a suitable modi cation of U n ( ). The remaining part of the proof is then to verify that these modi cations have a LARGE DEVIATIONS FOR PARTIAL SUMS U-PROCESSES 3 large deviation behaviour like U n ( ). In the i.i.d. case this is done via the wellknown Hoe ding decomposition of a U-statistic into a dependent mean of i.i.d. means. For dependent sequences this is not as easy.
We will prove a general Theorem which allows us to transfer the LDP for fL n ( ); n 2 Ng with respect to a suitable topology to the LDP for modi cations of fU n ( ); n 2 Ng (on L 1 ( 0; 1]; (R d ; k k))), whenever Condition 2.4 can be veri ed and the kernel function satis es appropriate exponential tail conditions. After that we have to assume some more tail conditions to get the LDP for the partial sums U-processes as well as for the partial sums V -processes. This paper is divided into four sections. In Section 2 we present the main results. In Section 3 the main Theorem will be proved. In Section 4 we will prove a LDP for some independent but not identically distributed sequences or Markov dependence or mixing conditions. To this end we will apply some techniques of 16] which are already developed to get LDP results for U-statistics for weakly dependent sequences.
Statement of the results
Let fX n ; n 2 Ng be a sequence of random variables on a probability space ( ; A; P) with Polish state space S. Denote by S the Borel -Algebra on S. We denote by M(S), M + (S) and M m (S), respectively, the sets of Borel measures on S which are signed, positive and positive having total mass m, respectively. These spaces are equipped with the topology of weak convergence. (y(t); z(t)):
We will assume that the underlying sequence fX n ; n 2 Ng has the property that the partial sums processes fL n ( ); n 2 Ng satisfy the LDP in D( 0; 1]; (M + (S); )) with a convex rate function I( ( )). Notice that in all cases of interest a nice representation of I( ( )) is given on its support AC 0 , where AC 0 is de ned as the set of all maps : 0; 1] ! M + (S) that are absolutely continuous with respect to the variation norm jj jj var , satisfy (t) ? (s) 2 M t?s (S) for all t s, while (0) = 0, and possess a weak derivative for almost all t (the latter means that for almost every t the expression hf; (t + h) ? (t)i=h converges to a limit hf; _ (t)i for every f 2 C b (S)). for " > 0. More precisely we get the LDP for the family fU " ( ); " > 0g in L 1 ( 0; 1]; (R d ; k k)) with the good rate function I 1 ( ) given by (2.11) and speed " ?1 whenever it can be established for U n ( ). The same is true for fV " ( ); " > 0g.
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Finally we want to show that for m = 1 and h(x) = x we get the same rate function as given in 4]. Let us assume that the assumptions of Theorem 2.10 are ful lled, thus we get the LDP for We will show that this is the usual rate function for fS n ( ); n 2 Ng. Let (x) := sup 2R dfh ; xi ? ( )g, x 2 R d , where
Corollary 2.15. Whenever inf fJ( (1) Proof of Theorem 2.10. 1.
Step: As in the proof of Theorem 2.4 in 13], we de ne a function F by F(%( )) = R h d%( ).
We want to prove a LDP for F(M n ( ) 
If we take L large such that 1 L < " 4 we get P ? kW n (f ( Since this is true for every 0 = t 0 < t 1 < : : : < t k 1 we get by Lemma 5.1.6 in 5] that R 1 0 ( _ (t))dt is smaller than (2.14). In the case that Denote by M n (t) the corresponding partial sums process with respect to A m; nt] . We will prove: Since jC n ( ; r)j bn=mlc n, the estimates (4.10) and (4.12) imply (4.7).
The LDP of R hdM n ( ) can be transferred to the LDP of the partial sums Uprocesses under the same tail conditions, i.e. sup 2S E (exp( jjhjj)) < 7] , the stronger assumption for the U-processes LDP seem to be a natural generalization. Nevertheless, in the multivariate case the assumptions get a little more involved. The proof of the LDP for the partial sums U-processes now is a simple exercise. We only have to prove that the additional assumptions su ce to get the exponential equivalence of fU n ( ); n 2 Ng Applying the Chebyshev-Markov inequality, the proof of Lemma 3.2 in 13] gives us the result.
Remark 4.13. By the same arguments we can transfer the LDP to the partial sums V -processes, assuming that Condition 2.7 holds uniformly in 2 S for de ned in (4.2). We get the LDP for the laws of V " ( ) and U " ( ) analogously (see Theorem 2.6 in 13] and its proof).
As a Corollary we obtain the result 4.2. Stationary, hypermixing sequences. Let fX i ; i 2 Ng be a stationary sequence of random variables which take values in S. We assume that the hypermixing conditions (H1) and (H2) of 5] are ful lled. We will treat only the case m = 2 and will suppose that an additional assumption is ful lled: the sake of completeness again we will give a sketch of the calculations. Without loss of generality ' : S 2 7 ! 0; 1) is a bounded and symmetric function. Remark that jA 2;n j n 2 =4 for n 8l and thus n(n?l) jA 2;n j 4 for n 8l. Now, for n 8l we get E P exp n jA n;l j X (i;j)2A n;l '(X i ; X j ) E P exp n(n ? l) jA n;l j by H older's inequality, Condition 2.4 is ful lled by our assumption sup i2N kf i k q < 1 for a q > 1 and Condition 2.6.
As a Corollary we nally obtain Corollary 1 in 3], the R d -valued case for independent but not identically distributed sequences.
Corollary 4.24. Suppose that the X i are independent R d -valued and k ( ) are such that for all 2 R d ( ) (see (4.21)) exists and is nite and di erentiable. Then the sequence f n ; n 2 Ng of laws of Z n (t) = 1=n 
