Abstract. In this paper we discuss the process convergence of the time dependent fluctuations of linear eigenvalue statistics of random circulant matrices with independent Brownian motion entries, as the dimension of the matrix tends to ∞. Our derivation is based on the trace formula of circulant matrix, method of moments and some combinatorial techniques.
introduction and main results
Suppose M n is an n × n matrix with real or complex entries. linear eigenvalue statistic of of M n is a function of the form
where λ 1 , λ 2 , . . . , λ n are the eigenvalues of A n and f is some fixed function. The function f is known as the test function. The study of the linear eigenvalue statistics of random matrices is one of popular area of research in random matrix theory. The literature on linear eigenvalue statistics of random matrices is quite big. To the best of our knowledge, the fluctuation problem of linear eigenvalue statistics of random matrices was first considered by Arharov [4] in 1971. In 1982, Jonsson [10] established the Central limit theorem (CLT) type results of linear eigenvalue statistics for Wishart matrices using method of moments.
In last three decades the fluctuations of linear eigenvalue statistics have been extensively studied for various random matrix models. To get an overview on the fluctuation results of Wigner and sample covariance matrices, we refer the readers to [9] , [21] , [5] , [15] , [19] , [22] and the reference there in. For results on band and sparse Wigner matrices, see [3] , [8] , [11] and [20] , and for non-Hermitian matrices, see [18] , [16] and [17] .
For fluctuations of linear eigenvalue statistcs of other patterned random matrices, namely, Toeplitz, Hankel, band Toeplitz matrices and circulant type matrices, see [6] , [13] , [1] and [2] .
The fluctuation problem, we are interested to consider in this article, is inspired by the results on band Toeplitz matrix by Li and Sun [12] . They studied time dependent fluctuations of linear eigenvalue statistics for band Toeplitz matrices with Date: September 4, 2019. This work is partially supported by UGC Doctoral Fellowship, India of Shambhu Nath Maurya.
standard Brownian motion entries. Here we study similar type of time dependent fluctuations of linear eigenvalue statistics for random circulant matrices.
A circulant matrix is defined as
x 0 x 1 x 2 · · · x n−2 x n−1 x n−1 x 0 x 1 · · · x n−3 x n−2 . . . . . . . . . . . . . . . . . .
Observe that for j = 1, 2, . . . , n − 1, (j + 1)-th row of circulant matrix is obtained by giving its j-th row a right circular shift by one positions and the (i, j)-th element of the matrix is x (j−i) mod n .
Here we consider time dependent random circulant matrices whose entries are coming from a sequence of independent standard Brownian motions (SBM) {b n (t); t ≥ 0} n≥0 . At time t, the entries {x 0 , x 1 , . . . , x n−1 } of C n will be { b0(t) √ n , b1(t) √ n , . . . , bn−1(t) √ n }. We denote the circulant matrix at time t by C n (t). Therefore (2) C n (t) = 1 √ n
. . . . . . . . . . . . . . . . . .
Now we consider linear eigenvalue statistics as defined in (1) for C n (t) with test function f (x) = x p , p ≥ 2. Therefore (λ k (t)) p = Tr(C n (t)) p , where λ 1 (t), λ 2 (t), . . . , λ k (t) are the eigenvalues of C n (t). We scale and center Tr(C n (t)) p to study its fluctuation, and define
Note that w p (t) depends on n. But we suppress n to keep the notation simple.
Observe that {w p (t); t ≥ 0} is a continuous stochastic process. Now we state our main results. The following theorem describes the covariance structure of w p (t 1 ) and w q (t 2 ) as n → ∞.
where
The following theorem describes joint convergence of {w p (t); p ≥ 2} as n → ∞.
Theorem 2.
As n → ∞, {w p (t); t ≥ 0, p ≥ 2} jointly converge to an independent family of Gaussian processes {N p (t); t ≥ 0, p ≥ 2} in the following sense. Suppose {p 1 , p 2 , . . . , p r } ⊂ N and p i ≥ 2 for 1 ≤ i ≤ r; 0 < t 1 < t 2 · · · < t r and {a 1 , a 2 , . . . , a r } ⊂ R. Then
where {N p (t); t ≥ 0, p ≥ 2} has mean zero and following covariance structure:
and f p (s) is as in (5).
In [12] , Li and Sun have studied the joint fluctuation of (w p1 (t 1 ), w p2 (t 2 ), . . . , w pr (t r )), where w pi (t i ) as defined in (3) with Circulant matrix C n (t) is replaced by band Toeplitz matrices B n (t) with band length tends to infinity as n → ∞. They have not studied the process convergence of the process {w p (t); t ≥ 0}. The following theorem describes the process convergence of {w p (t); t ≥ 0} for fixed p ≥ 2.
where {N p (t); t ≥ 0} is defined as in Theorem 2.
Remark 4. In the above theorems we have considered the fluctuation of w p (t) for p ≥ 2. For p = 0,
and hence it has no fluctuation. For p = 1,
as E(b 0 (t)) = 0. So b 1 (t) is distributed as N (0, t) and its distribution does not depend on n. So we ignore theses two cases, for p = 0 and p = 1.
Remark 5. For any p ≥ 2 and t > 0, from Theorem 2 we get that
where N p (t) has mean 0 and variance σ
. This convergence of (9) is also follows from Theorem 1 of [1] , where it was established in total variation norm.
In Section 2 we prove Theorem 1 and in Section 3 we prove Theorem 2. We use method of moments and Cramer-Wold device to prove Theorem 2. In Section 4 we use some results on process convergence and Theorem 2, to prove Theorem 3
Proof of Theorem 1
We first define some notation which will be used in the proof of Theorem 1 and Theorem 2.
The following result will be used in the proof of Theorem 1. For the proof the result, we refer the readers to [1, Lemma 13] .
Result 6. Consider A p as defined in (10) . Then
Note that to prove Theorem 1, we have to deal with the traces of higher powers of circulant matrices. So here we calculate the trace of ( p ) for some positive integer p. Let e 1 , . . . , e n be the standard unit vectors in R n , that is, e i = (0, . . . , 1, . . . , 0) t (1 in i-th place). Now for i = 1, . . . , n, we have
x i1 e i−i1 mod n .
In the last equation e 0 stands for e n . Now using the last equation, we get
x i1 x i2 e i−i1−i2 mod n ,
Therefore the trace of (C n ) p can be written as
where A p is as defined in (10) . For a similar result on the trace of band Toeplitz matrix see [14] . Now we are ready to prove Theorem 1. We start with the following lemma.
Lemma 7. Suppose 0 < t 1 ≤ t 2 and p, q ≥ 2. Then
Cov w p (t 1 ), w q (t 2 ) = 1
Proof. Define
and
.
As E(w p (t 1 )) = E(w q (t 2 ) = 0, we have
Using the trace formula (11), we get
Hence
where C q,r is a constant. It is easy to observe that C q,r = q r . This completes the proof of the lemma.
Proof of Theorem 1. For p, q ≥ 2 and 0 ≤ r ≤ q, define
Therefore (12) can be written as
where U J0 = 1 and V Jq+1,q = 1. Now for any fixed r ∈ {0, 1, . . . , q},
Let us first calculate the second term T 2 of (13). Note that, for E[U Ip ] to be nonzero, each random variable has to appear at least twice as the random variables have mean zero. Again the index variables satisfy one constraint because (i 1 , i 2 , . . . , i p ) ∈ A p . Thus we have at most ( p 2 − 1) free choices in the index set A p . Hence
. By similar argument as above, we get 1 n
Therefore for r = 0 and r = q,
For 0 < r < q, first observe that U Jr and V Jr+1,q are independent. Also note that for non-zero contribution from E[U Jr V Jr+1,q ], no random variable can appear only once as random variables have mean zero. Therefore each indices in {j 1 , j 2 , . . . , j r , j r+1 , j r+2 , . . . , j q } has to appear at least twice. Since U Jr and V Jr+1,q are independent therefore the maximum contribution comes when there is a selfmatching in {j 1 , j 2 , . . . , j r } and also in {j r+1 , j r+2 , . . . , j q }. The index variables also satisfy one constraint because (j 1 , j 2 , . . . , j r , j r+1 , j r+2 , . . . , j q ) ∈ A q . Therefore in such case, the maximum contribution is O(n
Therefore from (14) and (15), we have for 0 < r < q,
Hence, for p, q ≥ 2 and 0 ≤ r ≤ q,
Let us now calculate the first term T 1 of (13). Without loss of generality, we assume p ≤ q. Then there are following four cases:
Case I: p < q and p = r.
We first assume p < r. Now suppose many indices from I p matches exactly with many entries from J r where 0 ≤ ≤ p. Then a typical term in T 1 will be of the following form Therefore total contribution will be O(n p+q 2 −2 ). Hence T 1 I {p<r} = o(1). Now we assume r ≤ p. If many indices from I p matches exactly with many entries from J r , where 0 ≤ ≤ r, then a typical term in T 1 will be of the following form
. Then by similar argument as above given for p > r, the maximum contribution from A p will be
, and the maximum contribution from A q will be
Therefore total contribution will be O(n p+q 2 −2 ) and hence
Case II: p < q and p = r.
As p = r, T 1 will be
Due to A p , the maximum contribution will be obtained when {i 1 , i 2 , . . . , i p } exactly matchs with {j 1 , j 2 , . . . , j p } and each (i 1 , i 2 , . . . , i p ) consist of distinct elements. Thus maximum contribution due to A p is O(n p−1 ). The maximum contribution
). Therefore total contribution will be O(n p+q 2 −2 ). Hence
Case III: p = q and r < p.
In this case T 1 will be
Suppose many indices from I p matches exactly with many indices from J r where 0 ≤ ≤ r. Then a typical term in T 1 will be of the following form
By similar calculation as done in Case I, the maximum contribution due to A p will be O(n
. Therefore total contribution will be O(n p−2 ). Hence
Case IV: p = q = r.
Maximum contribution will come when {i 1 , i 2 , . . . , i p } completely matches with {j 1 , j 2 , . . . , j p } and each entries of (i 1 , i 2 , . . . , i p ) are distinct and contribution will be O(n p−1 ). Therefore we have
The factor p! is coming because {i 1 , i 2 , . . . , i p } can match with the given vector (j 1 , j 2 , . . . , j p ) in p! ways. Hence
where A p,s is as defined in (10) . Now
where A p,s and A p,s are defined in (10) . Also note that the last equality is coming because if any two indices of
, which gives zero contribution in limit. Therefore from Result 6,
Hence combining all four cases we have that if p = q = r, then
Therefore from (17) and (16), for 0 ≤ r ≤ q we have
otherwise. Now for q = r, we have C q,r = 1, and hence
This completes the proof of Theorem 1.
The following result is a consequence of Theorem 1. It will be used in the proof of Theorem 2.
Corollary 8. For p ≥ 2, there exists a centred Gaussian process {N p (t); t ≥ 0} such that
where f p (s) as in (5).
, where I = [0, ∞). K n is a covariance kernal and therefore K n is positive definite in the sense that det(K n (t i , t j )) ≥ 0 for any t 1 , t 2 , . . . , t n ∈ I. Now define K(t 1 , t 2 ) := lim n→∞ K n (t 1 , t 2 ) for (t 1 , t 2 ) ∈ I × I. Then K is symmetric and positive definite, as K n is so. Hence K is a covariance kernel. As the projection of n dimensional Gaussian distribution with mean zero and covariance matrix (K(t i , t j )) 1≤i,j≤n to the first (n − 1) co-ordinates is the (n − 1) dimensional Gaussian distribution with mean zero and covariance matrix (K(t i , t j )) 1≤i,j≤n−1 , by Kolmogorov consistency theorem there exists a centred Gaussian process {N p (t); t ≥ 0} with covariance kernel K. This completes the proof.
Proof of Theorem 2
We use method of moments to prove Theorem 2. Here we begin with some notation and definitions. First recall A p from (10) in Section 2,
For a vector J = (j 1 , j 2 , . . . , j p ) ∈ A p , p ≥ 2, we define a multi set S J as
Definition 9. Two vectors J = (j 1 , j 2 , . . . , j p ) and J = (j 1 , j 2 , . . . , j q ), where J ∈ A p and J ∈ A q , are said to be connected if S J ∩ S J = ∅.
For 1 ≤ i ≤ , suppose J i ∈ A pi . Now, we define cross-matched and self-matched element in ∪ i=1 S Ji .
Definition 10. An element in ∪ i=1 S Ji is called cross-matched if it appears at least in two distinct S Ji . If it appears in k many S Ji , s, then we say its cross-multiplicity is k.
Definition 11. An element in ∪ i=1 S Ji is called self-matched if it appears more than one in one of S Ji . If it appears k many times in S Ji , then we say its self-multiplicity in S Ji is k.
An element in ∪ i=1 S Ji can be both self-matched and cross-matched.
Definition 12. Given a set of vectors S = {J 1 , J 2 , . . . , J }, where J i ∈ A pi for 1 ≤ i ≤ , a subset T = {J n1 , J n2 , . . . , J n k } of S is called a cluster if it satisfies the following two conditions: (i) For any pair J ni , J nj from T one can find a chain of vectors from T , which starts with J ni and ends with J nj such that any two neighbouring vectors in the chain are connected. (ii) The subset {J n1 , J n2 , . . . , J n k } can not be enlarged to a subset which preserves condition (i).
Definition 13. The number of vectors in a cluster is called the length of the cluster.
Let us understand the notion of a cluster using a graph. We denote the vectors from A pi , s by vertices and the connection between two vectors from A pi , s by an edge. Then the clusters are nothing but the connected components in that graph. For example, suppose {J 1 , J 2 , J 3 } form a cluster in {J 1 , J 2 , J 3 , J 4 , J 5 }. Then in the graph, {J 1 , J 2 , J 3 } form a connected component (see figure 1) . If {J 4 , J 5 } form a different cluster then the graph will have two connected components (see Figure 2) . Now we define a subset B P of the Cartesian product A p1 × A p2 × · · · × A p where p i ≥ 2 and A pi is as defined in (10). Definition 14. Let ≥ 2 and P = (p 1 , p 2 , . . . , p ) where
. . , J form a cluster, (ii) each element in ∪ i=1 S Ji has multiplicity greater equal to two.
The set B P will play an important role in the proof of Theorem 2. The next lemma gives us the cardinality of B P .
Lemma 15. For ≥ 3,
Remark 16. The above lemma is not true if = 2 and p 1 = p 2 . Suppose (J 1 , J 2 ) ∈ B P2 . Then all p 1 entries of J 1 may coincide with p 2 (= p 1 ) many entries of J 2 and hence
In this situation |B P2 | > O(n p 1 +p 2 2 −2 ).
Proof. Let us first look at the proof for = 3. Suppose (J 1 , J 2 , J 3 ) ∈ B P3 , then (J 1 , J 2 , J 3 ) can be connected in the following two ways:
Type I: J 1 is connected with J 2 , J 2 is connected with J 3 , but J 3 is not connected with J 1 . Suppose r 1 many entries of J 1 coincide with r 1 many entries of J 2 ; r 2 many entries of J 2 coincide with r 2 many entries of J 3 where 0 < r 1 < p 1 , 0 < r 2 < p 3 and r 1 +r 2 < p 2 , and there is no common entry between J 1 and J 3 . As each entry in Figure 3 . Connection between J 1 , J 2 and J 3 : Type I.
S J1 ∪S J2 has multiplicity at least two, the (p 1 −r 1 ) many entries in J 1 have to be pair matched among themselves. So the contribution from J 1 will be O n (r1+
. Now after fixing entries in J 1 , by similar argument the maximum contribution from J 2 will be O n Type II: All three vectors J 1 , J 2 , J 3 are connected with each other. Suppose r many entries of J 1 matches with r many entries of J 2 and J 3 both; r 1 many entries of J 1 coincide only with r 1 many entries from J 2 ; r 2 many entries of J 2 coincide only with r 2 many entries of J 3 ; r 3 many entries of J 3 coincide only with r 3 many entries of J 1 , where r, r 1 , r 2 , r 3 ≥ 0 , r + r 1 + r 2 ≤ p 2 , r + r 1 + r 3 ≤ p 1 , r + r 2 + r 3 ≤ p 3 .
Like in Type I, we first fix the entries of J 1 , then J 2 and then J 3 . Therefore in Observe that, in this case the cardinality of B P3 will be O n S Ji which has cross-multiplicity greater than two. For ≥ 3 case, we calculate cardinality of B P when each element of ∪ i=1 S Ji has cross-multiplicity less equal to two. Because if an element has cross-multiplicity greater than two, then r > 0 and such cases have lesser contribution (in order of n) to the cardinality of B P , as we have observed in = 3 case. Now we prove the lemma 15, for vectors. Note that we consider that the cross multiplicity of every element of ∪ i=1 S Ji is less equal to two. Suppose r 1,i many entries of J 1 coincide with r 1,i many entries of J i for 2 ≤ i ≤ , where r 1,i ≥ 0 for 2 ≤ i ≤ and r 1,2 + r 1,3 + · · · + r 1, < p 1 . Since {J 1 , J 2 , . . . , J } form a cluster, there is i ∈ {2, 3, . . . , } such that r 1,i > 0.
Suppose r 2,i many entries of J 2 coincide with r 2,i many entries of J i for 3 ≤ i ≤ , where r 2,i ≥ 0 for 3 ≤ i ≤ . Also note that from the above consideration on J 1 , r 1,2 many entries of J 1 coincide with r 1,2 many entries of J 2 and hence r 1,2 + r 2,3 + r 2,4 + · · · + r 2, < p 2 . Since {J 1 , J 2 , . . . , J } form a cluster, there is i ∈ {3, 4, . . . , } such that r 2,i > 0 or r 1,2 > 0.
Similarly Hence
This complete the proof of Lemma 15.
The following lemma is an easy consequence of Lemma 15.
Lemma 17. Suppose {J 1 , J 2 , . . . , J } form a cluster where
where 0 < t 1 ≤ t 2 ≤ · · · ≤ t and for k ∈ {1, 2, . . . , },
where B P as in Definition 14. Also note that for 0 < t 1 ≤ t 2 ≤ · · · ≤ t and m ∈ N,
as {b i (t); t ≥ 0} i≥0 are independent standard Brownian motions. Therefore for fixed 0 < t 1 ≤ t 2 ≤ · · · ≤ t and p 1 , p 2 , . . . , p ≥ 2, there exists α > 0, which depends only on t and p 1 , p 2 , . . . , p , such that
Now using (26) and (28), we have
Now (25) follows from Lemma 15. This completes the proof.
We shall use the above lemmata to prove Theorem 2.
Proof of Theorem 2. We use Cramér-Wold device to prove Theorem 2. So it is enough to show that, for 0 < t 1 ≤ t 2 ≤ · · · ≤ t and p 1 , p 2 , . . . , p ≥ 2,
Now using trace formula (11), we have
Note that in the above summation (
Now for a fixed J 1 , J 2 , . . . , J , if there exists a k ∈ {1, 2, . . . , } such that J k is not connected with any
due to the independence of Brownian motions {b i } i≥0 .
Therefore J 1 , J 2 , . . . , J must form clusters with each cluster length greater equal to two, that is, each cluster should contain at least two vectors. Suppose C 1 , C 2 , . . . , C s are the clusters formed by vectors J 1 , J 2 , . . . , J and |C i | ≥ 2 for all 1 ≤ i ≤ s where |C i | denotes the length of the cluster C i . Observe that
If there exists a cluster C j among C 1 , C 2 , . . . , C s such that |C j | ≥ 3, then from Theorem 1 and Lemma 17, we have
Therefore, if is odd then there will be a cluster of odd length and hence
Similarly, if is even then the contribution due to
. . , J } decomposes into clusters of length 2. Therefore from (29), we get
where π = {y(1), z(1)}, . . . , {y( 2 ), z( 2 )} ∈ P 2 ( ) and P 2 ( ) is the set of all pair partition of {1, 2, . . . , }. Using Theorem 1, from the last equation we get
Now from Corollary 8, there exists a centred Gaussian process
Therefore using Wick's formula, from (30) we get
This completes the proof of Theorem 2.
Proof of Theorem 3
We use Theorem 2 and some combinatorial techniques to prove Theorem 3. For fixed p ≥ 2, we want to show that {w p (t); t ≥ 0} D → {N p (t); t ≥ 0}, where the existence of {N p (t); t ≥ 0} is coming from Corollary 8. We first state some results which will be used in the proof of Theorem 3.
Suppose C ∞ := C[0, ∞) be the space of all continuous real-valued function on [0, ∞). Then (C ∞ , ρ) is a metric space with metric
where ρ k (X, Y ) = sup 0≤t≤k |X(t) − Y (t)| is the usual metric on C k := C[0, k], the space of all continuous real-valued function on [0, k]. Suppose C ∞ and C k be the σ-field generated by the open sets of C ∞ and C k , respectively. Let {P n } and P be probability measure on (C ∞ , C ∞ ). If
for every bounded, continuous real-valued function f on C ∞ , then we say P n converge to P weakly or in distribution. we denote it by P n D → P. The following result gives if and only if condition for the weak convergence of P n to P.
Result 18. (Theorem 3, [23] ) Suppose {P n } and P are probability measures on (C ∞ , C ∞ ). Then P n D → P if and only if: (i) the finite-dimensional distributions of P n converge weakly to those of P, that is,
t1···tr ∀ r ∈ N and ∀ r-tuples t 1 , . . . , t r , where π t1···tr is the natural projection from C ∞ to R r for all r ∈ N, and
(ii) the sequence {P n } is tight.
Suppose {X n } = {X n (t); t ≥ 0} is a sequence of continuous stochastic process defined on some probability space (Ω, F, P ), that is, X n is a measurable map from (Ω, F, P ) to (C ∞ , C ∞ ). Let {P n } be the sequence of probability measure on (C ∞ , C ∞ ) induced by X n . The following result provide a sufficient condition for the tightness of the probability measure {P n }.
Result 19. (Theorem I.4.3, [7] ) Suppose {X n } = {X n (t); t ≥ 0}, n ∈ N be a sequence of continuous processes satisfying the following two conditions: (i) there exists positive constants M and γ such that
(ii) there exists positive constants α, β and M T , T = 1, 2, . . . , such that
Then the sequence {X n } is tight and the probability measure {P n }, induced by {X n } is also tight.
In our setup X n (t) is w p (t), where w p (t) is as defined in (3). Now from Result 18 and Result 19, it is clear that, to prove Theorem 3, it is sufficient to prove the following two propositions:
Proposition 21. For each p ≥ 2, there exists positive constants M and γ such that
there exists positive constants α, β and M T , T = 1, 2, . . . , such that
Then {w p (t); t ≥ 0} is tight.
Proposition 20 describes finite dimensional joint fluctuation of {w p (t); t ≥ 0} as n → ∞ and Proposition 21 describes tightness of the process {w p (t); t ≥ 0}.
Proof of Proposition 20. Proposition 20 is a particular case of Theorem 2. If we take p i = p, in Theorem 2, then we get
This shows that, as n → ∞
This complete the proof of Proposition 20.
(ii) suppose I p completely matches with J p and K p completely matches with L p , then all entries of S Ip ∪ S Kp are distinct.
p4 , then there is at least one self-matching in one of I p , J p , K p and L p .
Proof of (41):
We first calculate the term T 0 of (40).
respectively. Now (43) can be written as
and D p4 , D c p4 are as defined in (22), (23), respectively. We shall see in T 0 , the maximum contribution will come from S 0 . More precisely S 0 will be O(1) and S c 0 will be o(1), as n → ∞. Now, we calculate the first term S 0 of (44), for
. Suppose I p completely matches with J p , say and K p completely matches with L p , and each entries of I p and K p are distinct. Hence S 0 will be
all entries of S Ip ∪S Kp are distinct}. The factor (p!) 2 is coming because I p can match with the given vector J p in p! ways and K p can match with the given vector L p in p! ways. The factor 3 is coming because there are three ways to partition a set with 4 elements into two subsets where each subset contains two elements. Since all entries of D p2 are distinct, therefore
From ( Note that the last expression will be non-zero if, each random variable appears at least twice. Also there are three constraints among the indices, namely; i 1 + i 2 + · · ·+i p = 0(mod n), j 1 +j 2 +· · ·+j p = 0(mod n) and k 1 +k 2 +· · ·+k p = 0(mod n). 
and D p4 , D c p4 are as defined in (22), (23), respectively. Now, we calculate S d . For maximum contribution, the total number of free variables in
which is same as the order of n in the denominator of T d . Therefore by similar calculation as we have done for S 0 , we get
where g 0 (p) is some function of p and h 0 (n) = O(n Remark 24. Since the constant M T of (57) depends on p, it may tends to infinity as p → ∞. Therefore, Theorem 3 may not be true for all p ∈ N. But from the proof of Theorem 3, we can conclude that as n → ∞ {w p (t); t ≥ 0, 2 ≤ p ≤ N } D → {N p (t); t ≥ 0, 2 ≤ p ≤ N }, for some fixed N ∈ N.
