Abstract. In this paper we prove that the generating series of the Poincare polynomials of quasihomogeneous Hilbert schemes of points in the plane has a beautiful decomposition into an infinite product. We also compute the generating series of the numbers of quasihomogeneous components in a moduli space of sheaves on the projective plane. The answer is given in terms of characters of the affine Lie algebra sl m .
Introduction
The Hilbert scheme (C 2 )
[n] of n points in the plane C 2 parametrizes ideals I ⊂ C[x, y] of colength n: dim C C[x, y]/I = n. There is an open dense subset of (C 2 ) [n] , that parametrizes the ideals, associated with configurations of n distinct points. The Hilbert scheme of n points in the plane is a nonsingular, irreducible, quasiprojective algebraic variety of dimension 2n with a rich and much studied geometry, see [11, 21] for an introduction.
The cohomology groups of (C 2 )
[n] were computed in [6] and we refer the reader to the papers [5, 15, 16, 19, 24] for the description of the ring structure in the cohomology H * ((C 2 ) [n] ). There is a (C * ) 2 -action on (C 2 )
[n] that plays a central role in this subject. The algebraic torus (C * ) 2 acts on C 2 by scaling the coordinates, (t 1 , t 2 ) · (x, y) = (t 1 x, t 2 y). This action lifts to the (C * ) 2 -action on the Hilbert scheme (C 2 )
[n] . Let T α,β = {(t α , t β ) ∈ (C * ) 2 |t ∈ C * }, where α, β ≥ 1 and gcd(α, β) = 1, be a one dimensional subtorus of (C * ) 2 . The variety C 2 )
[n] T α,β parametrizes quasihomogeneous ideals of colength n in the ring C[x, y]. Irreducible components of C 2 )
[n] T α,β were described in [7] . Poincare polynomials of irreducible components in the case α = 1 were computed in [3] . For α = β = 1 it was done in [12] . For a manifold X let H * (X) denote the homology group of X with rational coefficients. Let P q (X) = i≥0 dim H i (X)q i 2 . The main result of this paper is the following theorem (it was conjectured in [3] ):
There is a standart method for constructing a cell decomposition of the Hilbert scheme (C 2 )
[n] T α,β using the Bialynicki-Birula theorem. In this way the Poincare polynomial of this Hilbert scheme can be written as a generating function for a certain statistic on Young diagrams of size n. However, it happens that this combinatorial approach doesn't help in a proof of Theorem 1.1. In fact, we get very nontrivial combinatorial identities as a corollary of this theorem, see Section 1.1.
We can describe the main geometric idea in the proof of Theorem 1.1 in the following way. The irreducible components of (C 2 )
[n] T α,β can be realized as fixed point sets of a C * -action on cyclic quiver varieties. Theorem 1.4 tells us that the Betti numbers of the fixed point set are equal to the shifted Betti numbers of the quiver variety. Then known results about cohomology of quiver varieties can be used for a proof of Theorem 1.1.
In principle, Theorem 1.4 has an independent interest. However, there is another application of this theorem. In [4] we studied the generating series of the numbers of quasihomogeneous components in a moduli space of sheaves on the projective plane. Combinatorially we managed to compute it only in the simplest case. Now using Theorem 1.4 we can give an answer in a general case, this is Theorem 1.5. We show that it proves our conjecture from [4] .
Combinatorial identities.
Here we formulate two combinatorial identities that follow from Theorem 1.1. We denote by Y the set of all Young diagrams. For a Young diagram Y let 
In the case α = β = 1 another identity can be derived from Theorem 1.1. The q-binomial coefficients are defined by
.
By P we denote the set of all partitions. For a partition λ = (λ 1 , λ 2 , . . . , λ r ),
Here for a partition λ = (λ 1 , λ 2 , . . . , λ r ), λ 1 ≥ λ 2 ≥ . . . ≥ λ r , we adopt the convention λ >r = 0.
1.2. Cyclic quiver varieties. Quiver varieties were introduced by H. Nakajima in [20] . Here we review the construction in the particular case of cyclic quiver varieties. We follow the approach from [22] .
Let m ≥ 2. We fix vector spaces V 0 , V 1 , . . . , V m−1 and W 0 , W 1 , . . . , W m−1 and we denote by Figure 2 . We define the (C * ) 2 ×(C * ) m -action on M(v, w) as follows:
. In this section we formulate Theorem 1.4 that is a key step in the proofs of Theorems 1.1 and 1.5.
Let α and β be any two positive coprime integers, such that α + β = m. Define the integers λ 0 , λ 1 , . . . , λ m−1 ∈ [−(m − 1), 0] by the formula λ k ≡ −αk mod m. We define the one-dimensional subtorus T α,β is compact and
1.4. Quasihomogeneous components in the moduli space of sheaves. Here we formulate our result that relates the numbers of quasihomogeneous components in a moduli space of sheaves with characters of the affine Lie algebra sl m . The moduli space M(r, n) is defined as follows (see e.g. [21] ):
and
where
The variety M(r, n) has another description as the moduli space of framed torsion free sheaves on the projective plane, but for our purposes the given definition is better. We refer the reader to [21] for details.
Consider two positive coprime integers α and β and a vector
In [4] we studied the numbers of the irreducible components of M(r, n)
and found an answer in the case α = β = 1. Now we can solve a general case.
We define the vector ρ = (ρ 0 , ρ 1 , . . . , ρ α+β−1 ) ∈ Z α+β ≥0 by ρ i = ♯{j|ω j = i} and the vector µ ∈ Z α+β ≥0 by µ i = ρ −iα mod α+β . We denote by χ µ the character of the irreducible highest weight representation of sl α+β with the highest weight µ. We denote by h 0 (X) the number of connected components of a manifold X.
In [14] the authors found a combinatorial formula for characters of sl m in terms of Young diagrams with certain restrictions. In [8] the same combinatorics is used to give a formula for certain characters of the quantum continious gl ∞ . Comparing these two combinatorial formulas it is easy to see that Conjecture 1.2 from [4] follows from Theorem 1.5. Remark 1.6. There is a small mistake in Conjecture 1.
The rest is correct.
1.5.
Organization of the paper. We prove Theorem 1.4 in Section 2. Then using this result we prove Theorem 1.1 in Section 3. In Section 4 we derive the combinatorial identities as a corollary of Theorem 1.1. Finally, using Theorem 1.4 we prove Theorem 1.5 in Section 5. 
Proof of Theorem 1.4
In this section we prove Theorem 1.4. The Grothendieck ring of quasiprojective varieties is a useful technical tool and we remind its definition and necessary properties in Section 2.1.
2.1. Grothendieck ring of quasiprojective varieties. The Grothendieck ring K 0 (ν C ) of complex quasiprojective varieties is the abelian group generated by the classes [X] of all complex quasiprojective varieties X modulo the relations:
(1) if varieties X and Y are isomorphic, then
We need the following property of the ring K 0 (ν C ). There is a natural homomorphism of rings θ :
This homorphism is an inclusion (see e.g. [17] ). 
2.The T θ α,β -action on the left-hand side of (2) corresponds to the T α,β -action on the right-hand side of (2).
Proof. Let Γ m be the group of roots of unity of degree m. By definition, a point [(B 1 , B 2 , i, j)] ∈ M(r, n) is fixed under the action of Γ θ α,β if and only if there exists a homomorphism λ : Γ m → GL n (C) satisfying the following conditions:
. Suppose that [(B 1 , B 2 , i, j)] is a fixed point. Then we have the weight decomposition of C n with respect to λ(ζ), i.e.
We also have the weight decomposition of C r , i.e. (3) it follows that the only components of B 1 , B 2 , i and j that might survive are: 
The first part of the lemma is proved. The second part of the lemma easily follows from the proof of the first part and from the definition of the T α,β -action.
In [4] it is proved that the variety M(r, n)
We denote by M(r, n)
. We denote by I v the set of irreducible components of M(r, n)
v,i be the decomposition into the irreducible components. We define the sets C v,i by
2) The subvariety C v,i is a locally trivial bundle over M(r, n)
with an affine space as a fiber.
Proof. The lemma follows from the results of [1, 2] . The only thing that we need to check is that the limit lim t→0,t∈T θ α,β tz exists for any
Consider the variety M 0 (r, n) from [23] . It is defined as the affine algebro-geometric quotient
It can be viewed as the set of closed orbits in {(B 1 , B 2 , i, j)|[B 1 , B 2 ] + ij = 0}. There is a morphism π : M(r, n) → M 0 (r, n). It maps a point [(B 1 , B 2 , i, j)] ∈ M(r, n) to the unique closed orbit that is contained in the closure of the orbit of (
is defined in the same way as on M(r, n). The variety M 0 (r, n) is affine and the morphism π is projective and equivariant (see e.g. [23] ).
By [18] , the coordinate ring of M 0 (r, n) is generated by the following two types of functions:
, where a i = 1 or 2, and χ is a linear form on End(C r ).
From the inequalities −m < θ k ≤ 0 it follows that both types of functions have positive weights with respect to the T θ α,β -action. Therefore, for any point z ∈ M 0 (r, n) we have lim t→0,t∈T θ α,β tz = 0. The morphism π is projective, so the limit lim t→0,t∈T θ α,β tz exists for any z ∈ M(r, n) Proof. The set of fixed points of the (C * ) 2 × (C * ) r -action on M(r, n) is finite and is parametrized by the set of r-tuples D = (D 1 , D 2 
r ] be the representation ring of (C * ) 2 × (C * ) r . Then the weight decomposition of the tangent space T p M(r, n) of the variety M(r, n) at the point p is given by (see e.g. [23] )
v,k . Let D be the corresponding r-tuple of Young diagrams. We have
It is easy to see that the last sum is equal to zero, thus
On the other hand dim M(r, n)
From Lemmas 2.2 and 2.3 it follows that
Using the (C * ) 2 × (C * ) m -action it is easy to get a cell decomposition of the varieties M(r, n)
The theorem is proved.
Proof of Theorem 1.1
In this section we prove Theorem 1.1. First of all, in Section 3.1 we remind the reader a notion of a power structure over the Grothendieck ring K 0 (ν C ). This technique allows us to simplify some combinatorial computations. Then in Section 3.2 we review standart combinatorial constructions related to Young diagrams. In Section 3.3 we review a connection between Hilbert schemes and quiver varieties and do an important step in a proof of Theorem 1.1. Instead of considering the T α,β -fixed point set in the Hilbert scheme (C 2 )
[n] , we first look at the fixed point set of a finite subgroup of T α,β . Finally, in Section 3.4 we combine everything and prove the theorem.
3.1. Power structure over K 0 (ν C ). In [10] there was defined a notion of a power structure over a ring and there was described a natural power structure over the Grothendieck ring K 0 (ν C ). This means that for a series A(t) = 1 + a 1 t + a 2 t 2 + . . .
and for an element m ∈ K 0 (ν C ) one defines a series (A(t))
] so that all the usual properties of the exponential function hold. We also need the following property of this power structure. For any i ≥ 1 and j ≥ 0 we have (see e.g. [10] )
We remind the reader that we consider a Young diagram as a subset of Z 2 ≥0 . Let
Define the map Ψ :
The map Ψ is a bijection (see e.g. [13] ,Ch.2.7). There is also a bijection (see e.g. [13] ,Ch.2.7.)
We don't give a construction of this map, we will only list all necessary properties The bijection Φ has the following properties (see e.g. [13] ,Ch.2.7.):
3.3. Hilbert schemes and quiver varieties. For an ideal I ⊂ C[x, y] of codimension n let V (I) = C[x, y]/I and B 1 , B 2 ∈ GL(V (I)) be the operators of the multiplications by x and y correspondingly. Let i : C → V (I) be the linear map that sends 1 ∈ C to the unit in C[x, y].
This map is an isomorphism (see e.g. [21] ).
For integers µ and ν let Γ ν,µ be the finite subgroup of (
. It is clear that the isomorphism f transforms the T α,β -action on (C 2 )
[n] to the T 0 α,β -action on M(1, n) and the Γ α,β -action to the Γ 0 α,β -action. Thus, by Lemma 2.1, we have
where by e 0 we denote the vector (1, 0, . . . , 0) ∈ Z m ≥0 . Until the end of this section we consider a quiver variety M(v, e 0 ) as a subset of
The last factor C * of the product (C * ) 2 ×C * acts trivially on M(1, n), so now we start to consider only the (C * ) 2 -action on M(1, n). (9) and Theorem 1.4, we have
If the variety M(v, e 0 ) is nonempty, then (see e.g. [23] )
Here we follow the convention
Using these notations and formula (10) we get
. Lemma 3.1. For any λ ∈ Π m−1 we have
Before a proof of this lemma we introduce a new notation and prove two useful lemmas.
In the proof of Lemma 2.2 we used the morphism π : M(r, n) → M 0 (r, n). We have M 0 (1, n) = S n (C 2 ) (see e.g. [21] ). Slightly changing notations we denote now by π the morphism M(1, n) → S n (C 2 ). It can be described explicitly as follows. Let [(B 1 , B 2 , i, j) ] ∈ M(1, n). We can make B 1 and B 2 simultaneously into upper triangular matrices with numbers λ i and µ i on the diagonals. The morphism π is given by π(B 1 , B 2 , i, j) = { (λ 1 , µ 1 ) , . . . , (λ n , µ n )} (see e.g. [21] ).
It is useful to note that the subgroups Γ α,β and
For any Γ 1,−1 -invariant subset Z ⊂ C 2 and any vector λ ∈ Π m−1 let
We denote by C x the x-axis in the plane C 2 .
Proof. The set of fixed points of the (C * ) 2 -action on M(1, n) is parametrized by the set of Young diagrams Y such that |Y | = n. Let p be the fixed point corresponding to a Young diagram Y , then, by (4), we have
We choose γ ≫ 1 and for each point p ∈ M(v, e 0 ) (C * ) 2 we define the attracting set C p as follows
Clearly, if z ∈ C x , then lim t→0,t∈T 1,−γ tz = 0, and if z ∈ C 2 \C x , then tz goes to infinity. By [1, 2] , the sets C p form a cell decomposition of M(v, e 0 ) ∩ π −1 (S |v| C x ). Using (12) we obtain
The formula (11) follows from (13) and properties (6), (7) and (8) . Proof of Lemma 3.1. For λ = 0 this lemma was proved in [9] .
Since [M(v, e 0 )] = P BM q (M(v, e 0 )) q=L , it is sufficient to prove that
The Γ 1,−1 -action on C 2 \C x is free. Therefore, if the intersection of M(v, e 0 ) with
We denote by O the origin of C 2 . Let
From [9] it follows that
If we combine formulas (11), (14) and (15) By Lemma 3.3, λ∈Π m−1 t n(λ) = Y ∈Corem t |Y | . We have (see e.g. [9] )
This completes the proof of the theorem.
4. Proofs of Theorems 1.2 and 1.3
Here we prove two combinatorial identities from Section 1.1.
4.1. Proof of Theorem 1.2. Consider the (C * ) 2 -action on (C 2 )
[n] T α,β . Let p ∈ (C 2 )
[n] be the fixed point corresponding to a Young diagram Y . By (4), the weight decomposition of T p (((C 2 )
[n] ) T α,β ) is given by
Let γ be a big positive integer γ. By [1, 2] , the variety (C 2 )
[n] T α,β has a cellular decomposition with the cells C p = z ∈ (C 2 )
[n] T α,β lim t→0,t∈T 1,γ tz = p .
By ( 
4.2.
Proof of Theorem 1.3. In [12] it is proved that the set of irreducible components of the variety ((C 2 )
[n] ) T 1,1 is parametrized by partitions λ such that λ 1 (λ 1 −1) 2 + |λ| = n. The Poincare polynomial of the irreducible component corresponding to a partition λ is equal to (see [12] )
Combining this fact with Theorem 1.1 we get the proof of Theorem 1.3. In [20] it is proved that the space v∈Z m 
