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Introduction
The aim of this note is to review and unify the authors’ recent papers [7, 20, 22], concerning
the Besov spaces, the Triebel-Lizorkin spaces, the Morrey spaces, the Besov-Morrey spaces and
the Triebel-Lizorkin-Morrey spaces. From the works [7, 20, 22] we conclude that the proof does
not depend heavily on the structure of the function spaces. The authors begin to be aware of
the fact that in order to obtain some (atomic) decomposition, we have only to require some
elementary axioms about the function spaces. One of such axims is the boundedness of the
powered maximal operator. As an example, in the present paper we develop the theory of
the Besov-Morrey spaces and the Triebel-Lizorkin-Morrey spaces coming with an Alocp -weight.
Analogous results will be obtained, for example, the Orlicz-Besov spaces and so on as long
as the function space satisﬁes the (local) maximal inequality. We deﬁne the weighted Besov-
Morrey spaces and the weighted Triebel-Lizorkin-Morrey spaces with the underlying weight w
in Alocp . After deﬁning the function spaces, we formulate the atomic decomposition. Here we
content ourselves with the formulation of the atomic decomposition. The precise proof will be
published elsewhere.
This paper consists of four parts. The ﬁrst part is devoted to the review of [20, 22]. The
second part is the weighted version of the ﬁrst part. In the third part, which is the heart of this
paper, we consider the Besov-Morrey spaces and the Triebel-Lizorkin-Morrey spaces coming
with Aloc1 -weights. As a preliminary step we investigate the function spaces coming with A
loc
1 -
weights. Aloc1 will be of importance in the various ﬁeld of mathematics such as diﬀerential
geometry and computational science, because it contains weights of exponential order. Finally
the fourth part contains two open problems on Morrey spaces.
1
Part I
Unweighted Besov-Morrey spaces and
unweighted Triebel-Lizorkin spaces
1 Introduction
The Besov-Morrey space emerged originally in [11]. H. Kozono and M. Yamazaki investi-
gated time-local solutions of the Navier-Stokes equations. Later it was investigated by A. Maz-
zucato. Mazzucato investigated the atomic decomposition and the molecular decomposition
[13, 14]. In [11, 13, 14] the authors developed a theory of the function space N spqr with
1 · q · p < 1; 1 · r · 1 and s 2 R. L. Tang and J. Xu deﬁned the function spaces
N spqr and Espqr with 0 < q · p < 1; 0 < r · 1 and s 2 R (see [25]). The present authors
developed a theory of decompositions in N spqr and Espqr with 0 < q · p < 1; 0 < r · 1 and
s 2 R. This type of decomposition results will be of more importance because it provides us
with a convenient way of analysis. For example, the synthesis result covers a part of theory of
wavelet analysis. For more details of this approach we refer to [8].
Before we go into the deﬁnitions of the Besov-Morrey spaces and the Triebel-Lizorkin-Morrey
spaces, let us recall the deﬁnitions of the Besov spaces and the Triebel-Lizorkin spaces, which
are prototypes of the Besov-Morrey spaces and the Triebel-Lizorkin-Morrey spaces respectively.
To describe these function spaces, we ﬁx some notations. Let N0 = N[f0g. Deﬁne the Fourier








for f 2 L1(Rn). Denote by ÂE the indicator function of a set E. B(r) means the open ball
centered at the origin of radius r > 0. Let ffjgj2N0 be a sequence of functions. Then deﬁne









1A 1q : Lp
°°°°°°°
for 0 < p; q · 1. Here a natural modiﬁcation is made if q = 1. Next we ﬁx a sequence of
smooth functions f'jgj2N0 ½ S(Rn) so that
ÂB(2) · '0 · ÂB(4); ÂB(4)nB(2) · '1 · ÂB(8)nB(1); 'j = '1(2¡j+1¢)
for j 2 N. Given f 2 S 0(Rn) and ¿ 2 S(Rn), we deﬁne ¿(D)f := F¡1(¿ ¢ Ff).
Under these notations, we deﬁne the Besov norm and the Triebel-Lizorkin norm. Let f 2
S 0(Rn). We deﬁne
kf : Bspq(Rn)k := kf2jsÁj(D)fgj2N0 : lq(Lp)k; 0 < p · 1; 0 < q · 1; s 2 R
kf : F spq(Rn)k := kf2jsÁj(D)fgj2N0 : Lp(lq)k; 0 < p <1; 0 < q · 1; s 2 R:
Diﬀerent admissible choices of Á0 and Á1 will yield equivalent quasi-norms. To unify the for-
mulation in the sequel, as was deﬁned in [30], for example, we use Aspq(Rn) to denote either
Bspq(Rn) or F spq(Rn) with 0 < p <1; 0 < q · 1 and s 2 R.
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Let us describe the function spaces N spqr and Espqr brieﬂy. Suppose that the parameters
p; q; r; s satisfy
0 < q · p <1; 0 < r · 1; s 2 R:
Deﬁne the Morrey norm of a measurable function f by











The Besov-Morrey spaces and the Triebel-Lizorkin-Morrey spaces are obtained by replacing
the Lp norm with the Morrey norm k ¢ : Mpqk given by (1). Given a sequence of measurable
functions ffjgj2N0 , we deﬁne










1A 1r : Mpq
°°°°°°° ;
for 0 < q · p <1; 0 < r · 1.
Deﬁnition 1.1. [11, 25] Let f 2 S 0(Rn). Then deﬁne
kf : N spqr(Rn)k := kf2jsÁj(D)fgj2N0 : lr(Mpq)k
kf : Espqr(Rn)k := kf2jsÁj(D)fgj2N0 : Mpq(lr)k
for 0 < q · p < 1; 0 < r · 1; s 2 R. N spqr and Espqr are the set of all Schwartz distributions
f for which the norms are ﬁnite. Aspqr denotes either N spqr or Espqr.
The crucial property is as follows :
Theorem 1.2. [25] The function space Aspqr does not depend on the particular choice of
fÁjgj2N0 . The function space Aspqr is a quasi-Banach space.
2 Some elementary properties
Concrete spaces The function space Aspqr(Rn) covers many families of function spaces such
as the Ho¨lder-Zygmund space Cs(Rn), the Morrey space Mpq(Rn), the Sobolev-Morrey space,
the Besov space Bspq(Rn) and the Triebel-Lizorkin space F spq(Rn). As for the Sobolev-Morrey
space, we refer to [15, 16, 17]. Recall that the Ho¨lder space Cs(Rn); 0 < s < 1 is a set of all
continuous functions normed by





Proposition 2.1. Suppose that 0 < q · p <1; 0 < r · 1 and s 2 R.
3
1. Let k 2 N. Then f 2 Aspqr(Rn) if and only if f 2 As¡kpqr (Rn) and @jkf 2 As¡kpqr (Rn) for
every j = 1; 2; : : : ; n. Furthermore, we have the following norm equivalence
kf : Aspqr(Rn)k ' kf : As¡kpqr (Rn)k+
nX
j=1
k@jkf : As¡kpqr (Rn)k
for f 2 Aspqr(Rn).
2. Asppr(Rn) = Aspr(Rn).
3. E0pq2(Rn) =Mpq(Rn), if 1 < q · p <1.
4. Bs11(Rn) = Cs(Rn), if s 2 (0; 1).
Assertions 1,3,4 can be found in [25, Proposition 2.15], [13, Proposition 4.1] and [24] re-
spectively, while the assertion 2 is immediate from the deﬁnition.
Proposition 2.2. Let the parameters p; q; r; r1; r2; s; " satisfy
0 < q · p <1; 0 < r; r1; r2 · 1; s 2 R; " > 0:
Then we have
1. N s+"pqr1(Rn) ½ Espqr2(Rn) and Es+"pqr1(Rn) ½ N spqr2(Rn).
2. Aspqr1(Rn) ½ Aspqr2(Rn); if r1 · r2.
3. N spqmin(q;r)(Rn) ½ Espqr(Rn) ½ N spq1(Rn).
The proof of this proposition is straightforward.
Proposition 2.3. Let 0 < q · p < 1, 0 < r · 1 and s > n
p
. Then we have Aspqr(Rn) ½
BUC(Rn), where BUC(Rn) denotes a set of all uniformly continuous and bounded functions.
Proof. A minor modiﬁcation of the proof of [22, Proposition 3.7] readily gives us the inclusion
Aspqr(Rn) ½ B
s¡np11 (Rn). Since it is known in [27, Chapter 2] that B
s¡np11 (Rn) ½ BUC(Rn) (the
proof is simple), we obtain the desired result.
3 Decompositions of the function spaces
Atomic decomposition
To describe the atomic decomposition, we introduce some notations, which are based on
those in [29, 30]. Now we follow [22, Section 4] to formulate the atomic decomposition.




¡ 1; ¾qr := max(¾q; ¾r):










: Call Qºm a
dyadic cube in Rn for each º 2 Z and m 2 Zn.
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3. Given a doubly indexed sequence ¸ = f¸ºmgº2N0;m2Zn , deﬁne










°°°°°° ; 0 < q · p · 1; 0 < r · 1










°°°°°° ; 0 < q · p · 1; 0 < r · 1:
In order to unify the formulations in the sequel, denote by apqr(Rn) either npqr(Rn) or
epqr(Rn). We rule out apqr(Rn) with p =1 and r <1.
Following [29], let us recall the deﬁnition of atoms.
Deﬁnition 3.1. Let 0 < p <1 and s 2 R. Fix K 2 N0, L 2 Z \ [¡1;1) and d > 1.
1. Suppose further that º 2 N0 and m 2 Zn. A CK-function a is said to be an atom
centered at Qºm, if it is supported on dQºm and satisﬁes the diﬀerential inequality and
the moment condition given below :
k@®a : L1k · 2¡º(s¡np )+ºj®j for ® 2 N0n with j®j · K (2)
and Z
Rn
x¯a(x) dx = 0 for ¯ 2 N0n with j¯j · L; º ¸ 1: (3)
Here condition (3) means no condition, if L = ¡1.
2. Deﬁne
Atom0 := ffaºmgº2N0;m2Zn : each aºm is an atom centered at Qºmg;
Atom := ffaºmgº2N0;m2Zn : fc aºmgº2N0;m2Zn 2 Atom0 for some c > 0g:
With this deﬁnition in mind, we formulate our atomic decomposition theorem.
Theorem 3.2 (Atomic decomposition). Suppose that the parameters K;L 2 Z and p; q; r; s; d 2 R
satisfy
0 < q · p <1; 0 < r · 1; d > 1; K ¸ (1 + [s])+; L ¸ max(¡1; [¾q ¡ s])
for the N -scale and
0 < q · p <1; 0 < r · 1; d > 1; K ¸ (1 + [s])+; L ¸ max(¡1; [¾qr ¡ s])
for the E-scale.








converges in S 0(Rn) and belongs to Aspqr(Rn) with the norm estimate
kf : Aspqr(Rn)k · c k¸ : apqr(Rn)k:
Here the constant c does not depend on faºmgº2N0;m2Zn nor ¸.
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The sum converges in S 0(Rn). Here faºmgº2N0;m2Zn 2 Atom0 and the coeﬃcient ¸ =
f¸ºmgº2N0;m2Zn 2 apqr(Rn) fulﬁlls the norm estimate
k¸ : apqr(Rn)k · c kf : Aspqr(Rn)k:
In view of our actual construction, unfortunately the coeﬃcient ¸ does not depend linearly
on f . We refer to [4, 22, 29] for more details.
Quarkonial decomposition
As we have noted, the atomic decomposition fails to enjoy linear dependency for the con-
stants. In [29, 30] H. Triebel proposed the quarkonial decomposition. The counterpart for
Aspqr(Rn) was obtained in [22, Section 5]. Following [30, Chapter 1, Section 1] and [22, Section
5], we describe the quarkonial decomposition for Aspqr(Rn).
Notation . 1. Let Ã 2 S(Rn) be a compactly supported function that generates the partition
of the unit : X
m2Zn
Ã(x¡m) ´ 1
with supp(Ã) ½ B(2d˜).
2. For ¯ 2 N0 deﬁne Ã¯(x) := x¯Ã(x).
3. For ¯ 2 N0; º 2 N0; m 2 Zn, deﬁne (¯qu)ºm(x) := 2¡º(s¡np )Ã¯(2ºx¡m):
4. Let ½ > d˜, where d˜ is a ﬁxed constant appearing just above. Given a triply indexed
sequence ¸ = f¸¯ºmg¯2N0n; º2N0;m2Zn ; we deﬁne
k¸ : npqr(Rn)k½ := sup
¯2N0n
2½j¯jk¸¯ : npqr(Rn)k; 0 < q · p · 1; 0 < r · 1
k¸ : epqr(Rn)k½; := sup
¯2N0n
2½j¯jk¸¯ : epqr(Rn)k; 0 < q · p · 1; 0 < r · 1;
where ¸¯ := f¸¯ºmgº2N0;m2Zn .
5. We denote by k¸ : apqr(Rn)k½ to denote either k¸ : npqr(Rn)k½ or k¸ : epqr(Rn)k½ as
usual. e1qr(Rn) with r <1 will not appear for later considerations.
Theorem 3.3 (Quarkonial decomposition for the regular case). Suppose that the parameters
p; q; r; s; ½ satisfy
0 < q · p <1; 0 < r · 1; s > ¾q; ½ > d˜
for the N -scale
0 < q · p <1; 0 < r · 1; s > ¾qr; ½ > d˜










Here the coeﬃcient ¸ = f¸¯ºmg¯2N0n; º2N0;m2Zn depends linearly and continuously on f and it
satisﬁes








for ¯ 2 N0n, then for all ± 2 (0; ½¡ d˜), there exists c± > 0 such that
kf¯ : Aspqr(Rn)k · c± 2¡±j¯jkf : Aspqr(Rn)k:









converges in S 0(Rn) and satisﬁes
kf : Aspqr(Rn)k · c k¸ : apqr(Rn)k½:
Theorem 3.4 (Quarkonial decomposition for the general case). Suppose that an odd integer L
and the parameters p; q; r; s; ¾; ½ satisfy
0 < q · p <1; 0 < r · 1; s 2 R; ¾ > max(¾q; s); ½ > d˜; L ¸ max(¡1; [¾q ¡ s])
for the N -scale and
0 < q · p <1; 0 < r · 1; s 2 R; ¾ > max(¾qr; s); ½ > d˜; L ¸ max(¡1; [¾qr ¡ s])










Then f 2 Aspqr(Rn) if and only if there exist triply indexed sequences
´ = f´¯ºmg¯2N0n; º2N0; m2Zn and ¸ = f¸¯ºmg¯2N0n; º2N0; m2Zn 2 apqr(Rn)



















k´ : apqr(Rn)k½ + k¸ : apqr(Rn)k½ <1: (4)
If this is the case, then ¸ can be taken so that it depends linearly and continuously on f and
the following norm equivalence holds :
k´ : apqr(Rn)k½ + k¸ : apqr(Rn)k½ ' kf : Aspqr(Rn)k: (5)
As applications we obtained the trace results, the boundedness of the pseudo-diﬀerential




Function spaces coming with A1-weights
Now we shall begin with function spaces coming with weights somehow nicer than Aloc1 .
Namely, we are going to consider the weighted Morrey spaces whose norm is given by











where w 2 A1. For the sake of convenience for readers we deﬁne the class Ap with 1 · p <1.
A brief introduction of the weight-class Ap By “weight ” we mean a positive function






jQj . We also denote wf¢ ¢ ¢ g =
R
f¢¢¢ g w for the sake of brevity.
Let 1 · p <1. We deﬁne













if 1 < p <1:
We also deﬁne A1 :=
[
1·p<1
Ap. The following facts are well-known.
Theorem 3.5. Let M be the Hardy-Littlewood maximal operator and w a weight.
1. Ap1 ½ Ap2 for all 1 · p1 · p2 <1.
2. Let w 2 A1. Then
fp 2 (1;1) : w 2 Apg
is an open interval in (1;1).
3. If w 2 A1, then there exists a constant c > 0 such that w(2Q) · cw(Q) for all cubes Q.
4. w 2 A1 is equivalent to the following weak-type inequality :




for all measurable functions f .
5. Let 1 < p <1. Then the following assertions are equivalent.
(a) w 2 Ap.
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(b) The following weak-type maximal inequality holds :




for all measurable functions f .
(c) The following strong-type maximal inequality holds :Z
Rn




for all measurable functions f .
For details we refer to [2, 6] for example.
Given a weight w, we also use the following vector-valued norm.


















4 Function spaces coming with A1-weights
Having set down some elementary properties, let us consider the function spaces with A1-
weights.
Let w 2 A1. Below to be more precise let w 2 Au with 1 · u <1.
For 0 < ´ <1 we deﬁne the powered Hardy-Littlewood maximal operator by










for a measurable function f .
Theorem 4.1. Let 0 < q · p < 1 and 0 < r · 1. Suppose that w 2 Au. Assume in addition








. Then there exists c > 0 such that
kfM (´)fjgj2N0 : Mpq(lr; w)k · c kffjgj2N0 : Mpq(lr; w)k
for all sequences of measurable functions ffjgj2N0 .
Proof. The proof here is a mixture of [10, 21]. Note that
kfM (´)fjgj2N0 : Mpq(lr; w)k =























for all cubes Q. We let Mw be the maximal operator with respect to w :











; Mwf(x) :=M (1)w f(x):







jf jw 1u ¢ w¡ 1u























From the deﬁnition of Au, we obtain


















· Au(w) 1u M (u)w f(x): (7)
Furthermore, w is doubling. Therefore, we are in the position of using the vector-valued maxi-
mal inequality on the Morrey spaces coming with general Radon measures, in particular with
doubling Radon measures, (see [21]) to obtain
kfM (´)fjgj2N0 : Mpq(lr; w)k · c kfM (u)w fjgj2N0 : Mpq(lr; w)k
= c









= c kffjgj2N0 : Mpq(lr; w)k:
This is the desired result.
5 Function spaces Aspqr(w) with w 2 A1
The goal of this section it to deﬁne the weighted function spaces Aspqr(w) with w 2 A1 as
a model case to Part III.
5.1 Deﬁnition
Deﬁnition 5.1. Suppose that the parameters p; q; r; s and the weight w satisfy
0 < q · p <1; 0 < r · 1; s 2 R; w 2 A1:
Let Á0 2 S be taken so that ÂB(1) · Á0 · ÂB(2). Deﬁne Áj(x) := Á(2¡jx) ¡ Á(2¡j+1x) for
j 2 N. Then ones sets
kf : N spqr(w)k := kf2jsÁj(D)fgj2N0 : lr(Mpq(w))k
kf : Espqr(w)k := kf2jsÁj(D)fgj2N0 : Mpq(lr; w)k
for f 2 S 0. Below by Aspqr(w) we denote either N spqr(w) or Espqr(w). Aspqr(w) is the set of all
tempered distributions f 2 S 0 for which the quasi-norm kf : Aspqr(w)k is ﬁnite.
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Theorem 5.2. Suppose that the parameters p; q; r; s and the weight w satisfy
0 < q · p <1; 0 < r · 1; s 2 R; w 2 A1:
Then the deﬁnition of the set Aspqr(w)loc does not depend on fÁjgj2N0 above.
The proof is based on the Plancherel-Polya-Nikolskij inequality, which can be formulated as
follows :
Theorem 5.3. [27, Theorem 1.3.1, Section 1.4.1] Let f 2 Mpq with 0 < q · p < 1 and




1 + jyjn´ · cM
(´)f(x)
for every x 2 Rn.
The following proposition is a corollary of the above theorem.
Proposition 5.4. Suppose that the parameters p; q; r and the weight w satisfy
0 < q · p <1; 0 < r · 1; w 2 A1:
1. Let ¾ À 1. Suppose H 2 S(Rn) and f 2 S 0(Rn). Assume further that supp(Ff) ½ B(R)
with 0 < R <1. Then we have
kH(D)f : Mpq(w)k · c kH(R¢) : H¾2 (Rn)k ¢ kf : Mpq(w)k;
where c is independent of H, f and R.
2. Let p < 1 and ¾ À 1. Suppose that we are given a sequence ffjgj2N0 in S 0(Rn) and
a positive sequence fRjg1j=0 such that supp(Ffj) ½ B(Rj) for every j 2 N0. Assume
further that fHjgj2N0 ½ S(Rn). Then we have




kHk(Rk¢) : H¾2 (Rn)k
¶
¢kffjgj2N0 : Mpq(lr; w)k;
where c is independent of fHjgj2N0 , ffjgj2N0 and fRjgj2N0 .
Completeness (quasi-Banach property)
Lemma 5.5. Let w 2 A1 and 0 < q · p <1. Then there exist c; ®0; ®1 > 0 such that
jf(x)j · cR®0hxi®1kf : Mpq(w)k
for all f 2Mpq(w) with supp(Ff) ½ B(R).




jf(x)j · cRn´ inf
x2Q
M (´)f(x) · c0 w(Q)¡ 1p kM (´)f : Mpq(w)k
for every cube Q with side-length 1. Recall that there exists a constant D > 1 such that
w([¡2k; 2k]) ¸ Dk w([¡1; 1]) for all k. Therefore, if we choose ®1 = max(log2D; c0; log n=´),
then we obtain
jf(x)j · cR®1+n´ hxi®1kf : Mpq(w)k
by virtue of the boundedness of the maximal operator. The proof is now complete.
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Corollary 5.6. Aspqr(w) ½ S 0 and Aspqr(w) is complete.
Proof. By the Fatou lemma for the Morrey spaces the matter is essentially reduced to showing
Aspqr(w) ½ S 0.
Let ®0 be a constant from Lemma 5.5. Choose an integer L so that L > ®0 ¡ s. It is
not so hard to show that (1 ¡ ∆)¡L : Aspqr(w) ! As+2Lpqr (w) is an isomorphism by virtue of
Proposition 5.4. We also remark that As+2Lpqr (w) ½ N s+Lpq1 (w) is a continuous embedding. Pick
a test function ³ 2 S. Then by Lemma 5.5, we obtainZ
jÁj(D)f j ¢ j³j · c 2j®0kÁj(D)f : Mpqk:
Z
j³(x)jhxi®0 dx:
This inequality is summable over j 2 N0 to a quantity less than c kf : N s+Lpq1 (w)k. As a result
we conclude Aspqr(w) ½ S 0, proving completeness of Aspqr(w).
5.2 Atomic decomposition
Now we describe the atomic decomposition for the function space Aspqr(w).
Deﬁnition 5.7. Suppose that the parameters p; q; r and the weight w satisfy
0 < q · p <1; 0 < r · 1; w 2 A1:
1. Let ¸ = f¸ºmgº2N0;m2Zn be a doubly indexed sequence. Then deﬁne






















2. As before, to unify our formulation we use apqr(w) to denote either npqr(w) or epqr(w)
according as Aspqr(w) denotes N spqr(w) or Espqr(w).
Theorem 5.8. Let w 2 Au with 1 · u < 1. Suppose that the parameters p; q; r; s and the
integers K;L satisfy
0 < q · p <1; 0 < r · 1; s 2 R; K ¸ (1 + [s])+; L ¸ max(¡1; ¾q + n(u¡ 1)):
Assume in addition that L ¸ [¾ q
u









Then there exists a constant c > 0 such that the following assertion holds.
1. Let f 2 Aspqr(w) be taken arbitrarily. Then there exist ¸ 2 apqr(w) and a family of atoms






¸ºmaºm; k¸ : apqr(w)k · c kf : Aspqr(w)k:
12
2. Conversely suppose that ¸ 2 apqr(w) and that A = faºmgº2N0n;m2Zn is a family of





¸ºmaºm converges in the topology of S 0 and satisﬁes the
norm estimate
kf : Aspqr(w)k · c k¸ : apqr(w)k:
Proof. The proof is just a minor modiﬁcation of the unweighted case. We omit the detail.
Part III
Function spaces coming with Aloc1
weights
This part contains new results which we shall publish elsewhere. The key tool was obtained
by Rychkov [18]. For the sake of convenience for readers, we include the proofs.
6 Topological vector space S 0e and the maximal inequality
6.1 Topological vector space S 0e
The Besov spaces and the Triebel-Lizorkin spaces are subsets of S 0. However, in the weighted
framework, it is not enough to consider the function spaces as a subset of S 0. Indeed, if we do
so, then the completeness of the function spaces will fail. Instead, we enlarge the underlying
function spaces.




eN jxjj@®f(x)j for f 2 C1.
Se is a set of all C1-functions for which qN (f) is ﬁnite for all N 2 N. Topologize Se with qN .
From the very deﬁnition of the topology, the topology of Se is the weakest topology such
that f 2 Se 7! qN (f) 2 R is continuous for all N 2 N0.
Denote by S 0e the topological dual of Se. The following is an elementary fact from topological
vector space theory. However, for the sake of convenience for readers, we include its proof.
Proposition 6.2. A linear functional ` : Se ! C, which is not assumed continuous, belongs to
S 0e if and only if there exists N0 such that j`(')j · N0 qN0(') for all ' 2 Se.
Proof. The “if ” part is obvious. Let us prove the “only if” part. Note that, assuming that ` is
continuous f' 2 Se : j`(')j < 1g is an open set containing 0. Therefore, from the deﬁnition of
the topology in particular that of the open basis, there exists r1; r2; : : : ; rM and N1; N2; : : : ; NM
such that
f' 2 Se : qNj (') < rj for all j = 1; 2; : : : ;Mg ½ f' 2 Se : j`(')j < 1g:
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Since qj is monotone, it suﬃces to set
N0 := max (N1; N2; : : : ; NM ; [r1 + 1]; [r2 + 1]; : : : ; [rM + 1]) :
Indeed, if we consider Ã² :=
'
(1 + ²)N0 qN0(')
for ² > 0, then
Ã² 2 f' 2 Se : qNj (') < rj for all j = 1; 2; : : : ;Mg ½ f' 2 Se : j`(')j < 1g:
As a result, we obtain j`(Ã²)j · 1; which gives us the desired result.
From the deﬁnition it is easy to see
Proposition 6.3. Se ½ S and S 0 ½ S 0e in the sense of continuous embedding.
6.2 Local reproducing formula
Now we recall the local reproducing formula deﬁned by Rychkov.
Proposition 6.4 ([18, Theorem 1.6]). Denote by X either S, Se or D. Suppose that ' 2 D and
that it satisﬁes
Z
' 6= 0. Deﬁne 'j ; j 2 N0 by
'0(x) := '(x)
'j(x) := 2jn'(2jx)¡ 2(j¡1)n'(2j¡1x) for j 2 N:





in the topology of X 0 and that Ã1 has vanishing moment up to order L, where we have deﬁned
Ã0(x) := Ã(x)
Ãj(x) := 2jnÃ(2jx)¡ 2(j¡1)nÃ(2j¡1x) for j 2 N:
Proof. Without loss of generality we can assume
Z
' = 1. Deﬁne
g0(x) := ' ¤ '(x)
gj(x) := 2jn' ¤ '(2jx)¡ 2(j¡1)n' ¤ '(2j¡1x) for j 2 N:
Then we have ± =
X
j2N














1A (L+ 2 times):






























Since, for every j 2 N, Gj never contains g0 and gj = 2(j¡1)ng1(2j¡1¢), we have Gj =
2(j¡1)nG1(2j¡1¢) for j 2 N. Note that we can factor out 'j from Gj for each j 2 N0. Therefore,
if we set
Gj(x) = 'j ¤ Ãj(x);
then we have Ãj ; j 2 N0 is the desired family.
The following is also an important observation on smooth functions made by Schott [23].
Lemma 6.5. Let L 2 N. Then there exists ΦL;ΨL 2 D such that




Proof. The proof is a reproduction of [23, Proposition 4.1]. For the sake of convenience for
readers we supply the proof. First, we choose Á1 2 D(R) so thatZ 1
0
Á1(r)rn¡1 dr = 1; supp(Á1) ½ (0; 1):
We deﬁne Á2; Á3; : : : as follows : Suppose that we have deﬁned ÁL. Then deﬁne ÁL+1(r)
ÁL+1(r) = ¹LÁL(r) + ¸LÁL(2r);
where ¹L and ¸L are given by the following simultaneous equations.
¹L + 2¡n¸L = 1; ¹L + 2¡n¡2L¸L = 0:
Note that
supp(ÁL) ½ supp(ÁL¡1) [ 12supp(ÁL¡1) ½ : : : ½ (0; 1): (8)
Furthermore,Z 1
0
ÁL(r)rn¡1 dr = ¹L¡1
Z 1
0


















ÁL¡1(r)rn¡1 dr = : : : = 1:
We deﬁne ´L(r) := ÁL(r)¡ 2¡nÁL(r=2) for r 2 R. Then we have




As a result we have ´L+1(r) = ¹L ´L(r) + ¸L ´(2r):























































= 4 ¢ T [Á(2¢)](r):
Denote by TL the L-fold composition of T . As can be veriﬁed by induction on L and (8),
TL´L vanishes in a neighborhood of 0 2 [0;1).
We shall establish by induction that TL´L agrees with an even polynomial of degree 2L¡ 2
on [2;1). This assertion is true for L = 0.
Let L ¸ 0. Then we have































(¹L TL´L(s) + ¸L 2¡2LTL´L(2s)) ds
¶
dt;






































































2l; 0 · r <1:
The ÃL agrees with an even polynomial of degree 2L ¡ 2 near a neighborhood of 0 2 [0;1)




are smooth function in D. Furthermore, it is easy to see that ΦL has integral 1.






















This is the desired result.
Remark 6.6 ([18, Remark 1.8]). Let M 2 N. Then there exist '0;Φ 2 D such that
∆MΦ(x) = '0(x)¡ 2¡n'0(2¡1x);
Z
'0 = 1: (9)
Let us set ' = ∆MΦ. Deﬁne
Ãj(x) := 2jn[∆m('0 + 2¡n'0(¢=2)](2jx); '˜j := 2jn[∆M¡mΦ](2jx)
for j 2 N. Then we have




in the topology of X. This is another candidate of the Littlewood-Paley patch.
6.3 Maximal inequality
Now we take up the maximal operator. Throughout this section we assume that 0 < ´ · 1
and '0; ' 2 D. Deﬁne
'j(x) := 2jn'(2jx)¡ 2(j¡1)n'(2j¡1x)
for j 2 N. We assume that '1 has vanishing moment up to order L.
Let A;B > 0 and j 2 N0. Then we deﬁne mj;A;B(y) := (1+ 2j jyj)A2Bjyj and '¤j;A;Bf(x) :=
sup
y2Rn
j'j ¤ f(x¡ y)j
mj;A;B(y)
:
Lemma 6.7 ([18, Lemma 2.9]). For every A;B ¸ 0 there exists a constant c > 0 depending only
on A;B; n; '0 such that






j'k ¤ f(x¡ y)j
mj;A;B(y)
dy; x 2 Rn
for every f 2 S 0e and j 2 N0.
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Proof. By the local reproducing formula, there exists Ã0; Ã 2 D such that
Z
Rn
x¯Ã(x) dx = 0
for all ¯ 2 N0n with j¯j · L and thatX
j2N0
Ãj ¤ 'j = ±; in S 0e
where we have set Ãj(x) := 2jn'(2jx)¡ 2(j¡1)n'(2j¡1x) for j 2 N. Deﬁne
('0)j(x) := 2jn'0(2jx); (Ã0)j(x) := 2jnÃ0(2jx)
for j 2 N0. We remark that ('0)j and (Ã0)j are diﬀerent from 'j and Ãj respectively. Along
this decomposition of ±, we expand 'j ¤ f :
'j ¤ f = (Ã0)j ¤ ('0)j ¤ 'j ¤ f +
1X
k=j+1
'j ¤ Ãk ¤ 'k ¤ f:
Observe that supp('j ¤ Ãk) ½ supp('j) + supp(Ãk) ½ B(c 2¡j) for k ¸ j + 1. Furthermore,
jF(Ã1)(»)j · c j»jL+1 by virtue of the moment condition of Ã1. Therefore,
jF('j)(»)F(Ãk)(»)j · c j21¡k»jL+1jF('1)(21¡j»)j = c 2(j¡k)(L+1)j21¡j»jL+1 ¢ jF('1)(21¡j»)j:
A similar estimate holds for the partial derivatives. Along with this estimate, kFf k1 · c k f k1
gives us that
j'j ¤ Ãk(x)j · c 2(j¡k)(L+1)+jn
for all x 2 Rn. Combining the above observations, we conclude
j'j ¤ Ãk(x)j · c 2(j¡k)(L+1)+jnÂB(c 2¡j)(x)
for all x 2 Rn. Since
mj;A;B(y) · c
for y 2 B(c 2¡j). Therefore, it follows that






j'k ¤ f(x¡ y)j
mj;A;B(y)
dy;
which concludes the proof.
Set MA;Bf(x; j) := sup
k¸j
2(j¡k)A
j'k ¤ f(x¡ y)j
mj;A;B(y)
:
Lemma 6.8 ([18, Lemma 2.9]). Let 0 < ´ < 1. For every A;B ¸ 0 there exists a constant c > 0
depending only on A;B; n; ´; '0 such that






j'k ¤ f(x¡ y)j´
mj;A´;B´(y)
dy
for every f 2 S 0e and each x 2 Rn.
Proof. Note that we have proved in Lemma 6.7










which is the case when ´ = 1. With this inequality, we pass to the general case. First, this
inequality gives us
2(j¡k)A

















j'l ¤ f(x¡ y ¡ z)j
mj;A;B(y)mj;A;B(z)
dy:
Now we make use of the Peetre inequality ha+ bi · p2hai ¢ hbi :
j'l ¤ f(x¡ y ¡ z)j
mj;A;B(y)mj;A;B(z)
· c




µ j'l ¤ f(x¡ y ¡ z)j
mj;A;B(y + z)
¶´
· c 2(l¡j)(1¡´)AMA;Bf(x; j)(1¡´) ¢




Inserting this estimate, we obtain
2(j¡k)A








j'l ¤ f(x¡ z)j´
mj;A´;B´(z)
dz:
Taking supremum of both side over k 2 N with k ¸ j, we obtain




j'k ¤ f(x¡ y)j
mj;A;B(y)

















j'l ¤ f(x¡ z)j´
mj;A´;B´(z)
dz:
In summary we have obtained






j'l ¤ f(x¡ z)j´
mj;A´;B´(z)
dz: (10)
Therefore, the assetion in the theorem is obtained, once we justify we can divide MA;Bf(x; j)´
in the above inequality. Since f 2 S 0e, we have
j'l ¤ f(x¡ z)j · c qN ('l(x¡ z ¡ ¤))
for some N 2 N with N depending on f . Note that
qN ('l(x¡ z ¡ ¤)) = sup
j®j·N;w2Rn
eN jwjj@®'l(x¡ z ¡ w)j








· c 2lN exp(N jx¡ yj):
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Therefore, there exists A and B such that MA;Bf(x; j) < 1; whenever A ¸ Af and B ¸ Bf .
Dividing both sides by MA;Bf(x; j)1¡´, we obtain






j'l ¤ f(x¡ z)j´
mj;A´;B´(z)
dz;
whenever A ¸ Af and B ¸ Bf . In particular






j'l ¤ f(x¡ z)j´
mj;A´;B´(z)
dz;
provided A ¸ Af and B ¸ Bf . Note that the constant c in the above estimate does depend on
A and B. Therefore, we see that there exists c = cf depending on f such that






j'l ¤ f(x¡ z)j´
mj;A´;B´(z)
dz:
Since the right-hand side is decreasing with respect to A and B, we see that the formula is
valid for all A;B ¸ 0. As a consequence, we obtain






j'l ¤ f(x¡ z)j´
mj;A´;B´(z)
dz
for all A;B > 0. Another application of the Peetre inequality gives us

























j'l ¤ f(x¡ y ¡ z)j´
mj;A´;B´(y + z)
dz
Notice that the most right-hand side is increasing with k. Therefore, after a change of variables
we obtain







j'l ¤ f(x¡ z)j´
mj;A´;B´(z)
dz <1:






j'l ¤ f(x¡ z)j´
mj;A´;B´(z)
dz <1:
We now return to (10) to conclude






j'l ¤ f(x¡ z)j´
mj;A´;B´(z)
dz:
This gives us the desired result in view of the deﬁnition of MA;Bf(x; j).
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Now we return to the maximal operator given by
'¤j;A;Bf(x) = sup
y2Rn
j'j ¤ f(x¡ y)j
mj;A;B(y)
; (11)
which we shall use in this paper.


























for 0 < ´; r <1 and a measurable function f .
To formulate our result, we deﬁne an operator KB .










2(j¡k)(A´¡n) (Mloc[j'k ¤ f j´](x) +KB´[j'k ¤ f j´](x))









j'k ¤ f(x¡ z)j´







j'k ¤ f(x¡ z)j´
mj;A´;B´(z)
dz:
We decompose the inner integral of the most right-hand side according to the unit ball.Z
Rn





j'k ¤ f(x¡ z)j´




j'k ¤ f(x¡ z)j´
2B´jzj
dz:




j'k ¤ f(x¡ z)j´
(1 + 2j jyj)´ dz · cMloc[j'k ¤ f j
´](x):
This is a well-known technique that can be found in [24], for example. As for the second term




j'k ¤ f(x¡ z)j´
2B´jzj
dz · c 2j(n¡A´)KB´[j'k ¤ f j´](x)
Therefore the proof is now complete.
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Lemma 6.12. [18] Let s 2 R and w 2 Alocu for some 1 · u < 1. Pick '0; Ã0 2 D so thatZ
'0 6= 0. Deﬁne
'j(x) := 2jn'0(2jx)¡ 2(j¡1)n'0(2j¡1x); Ãj(x) := 2jnÃ0(2jx)¡ 2(j¡1)nÃ0(2j¡1x)






for some constant c > 0 and ² > 0.
Here that '1 has vanishing moment up to order ¡1 means no condition.
Proof. Note that there exist ´0; ´1; : : : 2 D such that ´1 has vanishing moment up to order
suﬃciently large, say M , and that X
j2N0
´j ¤ 'j = ±
in S 0e and ´j(x) = 2(j¡1)n´1(2j¡1x) for j ¸ 2. Therefore,
jÃj ¤ f(x¡ y)j ·
X
k2N0






jÃj ¤ ´k(z)j ¢ j'j ¤ f(x¡ y ¡ z)j dz
· sup
z2Rn




jÃj ¤ ´k(z)jmj;A;B(z) dz:
Going through the same argument as before, we see
jÃj ¤ ´k(z)j · c 2¡(j¡k)+(1+[s])+¡(k¡j)+(M+1)+nmin(j;k)ÂB(2¡min(j;k))(z):
Therefore, it follows that
j'k ¤ f(x¡ y ¡ z)j
mj;A;B(z)
· c 2¡(j¡k)+(1+[s])+¡(k¡j)+(M+1¡A)+nmin(j;k)ÂB(2¡min(j;k))(z):
Choosing M suﬃciently large, we obtain ² > 0 such thatZ
Rn
jÃj ¤ ´k(z)jmj;A;B(z) dz · c 2¡²jj¡kj:
Therefore, the desired result follows.
7 Weight class Alocp
We mean by “weight” a non-negative measurable function which is locally integrable on Rn.
Rychkov deﬁned the class of the weights as follows :
Alocp := fw : w is a weight with Alocp (w) <1g; 1 · p <1;
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where
Aloc1 (w) := sup
`(Q)·1
mQ(w) ¢ kw¡1 : L1(Q)k
Alocp (w) := sup
`(Q)·1






as a set. This class of weights enjoys properties analogous to Ap such as the openness property
and the (local) reverse Ho¨lder inequality.
The class Alocp (1 · p <1) is independent of the upper bound for the length of cube used
in its deﬁnition. We deﬁne
Aloc1;r(w) := sup
`(Q)·r





mQ(w) ¢mQ(w¡ 1p¡1 )p¡1; 1 < p <1
for a weight w and r > 0.
The class of Alocp weights is independent of the upper bound for `(Q) used in its deﬁnition.
Namely, we can replace `(Q) · 1 by `(Q) · r for any 0 < r < 1. If 0 < r · 1, then it is
obvious that
Alocp;r(w) · Alocp (w):
Our purpose is to clarify the indepence for r ¸ 1. Lemarie´ [12] ﬁrst showed the independence
in the case of 1 · p < 1. Later, Rychkov [18] gave a more precise estimate for 1 < p < 1.
Now we reexamine their result.
Now motivated by argument of Rychkov, we prove the following, whose global counterpart
is well-known.
Proposition 7.1. Let p ¸ 1.
1. Let r > 0. Then




jf jp w (12)
for every f 2 Lp(w).
2. Conversely
wfMloc;·rf > ¸g · M
¸p
Z
jf jp w (13)






Therefore, a standard argument shows that for every compact set K ½ fMloc;·rf > ¸g, we can









































Therefore 1 is established. To prove 2, it suﬃces to test the inequality with f = ÂQ ¢ w¡ 1p¡1
and ¸ = mQ(f), as we did for the classical case.
The following is a corollary of the above observation. This fact seems somehow well-known.
However, for the sake of convenience for readers we supply the proof.
Corollary 7.2. If w 2 Aloc1;r, then there exists cw such that
w(Q+ [¡r; r]n) · cw w(Q)
for all cubes. Here we have set
Q+ [¡r; r]n := fa+ b : a 2 Q; b 2 [¡r; r]ng:
Proof. If we choose f = ÂQ(r), then we obtain
w(Q+ [¡r=2; r=2]n) · wfMloc;·Mf > 2¡ng · cw;0 w(Q):
Hence the constant cw can be taken as cw;02.
It is obvious that
Alocp;r(w) · Alocp (w) if 0 < r · 1:
In the case of r ¸ 1, the following proposition shows the independence.
Proposition 7.3.
1. (See [12, Lemma 7].1) Let w 2 Aloc;r1 and 0 < r <1. Then we have
Aloc1;2r(w) · 4nAloc1;r(w)3:
2. Let 1 < p <1, w 2 Alocp and r ¸ 1. Then we have
Alocp;r(w) · exp(cw r); (14)
where cw > 0 is a constant independent of r.
1[12] is written in French. So in the actual article one should refer to Lemme 7.
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Proof. Lemarie´-Rieusset [12] proved 1 for n = 1. The proof we give here is the generalization
for the multi-dimensional case. On the other hand, Rychkov [18, Subsection 1.1,p148–p151]
proved 2. We follow his proof and investigate how the estimate depends on r.





jÂR(¢ ¡ a) ¤ f(x)j:
In view of this remark, we have
Mloc;·2rw(x) · 2nMloc;·rMloc;· 32 rw(x)
· 4nMloc;·rMloc;·rMloc;·rw(x)
· 4nAlocp;r(w)3w(x):
This is the desired result for p = 1.
With the estimate
w(Q0) · cw w(Q)
for all cubes Q;Q0 such that `(Q) · `(Q0) · `(Q) + 1; Q ½ Q0. It is not so hard to see
Ap;r+1(w) · cw Ap;r(w):
This proves the assertion 2.
The following proposition is a tool that allows us to reduce the matter to the theory of
A1-weights.
Proposition 7.4. [18] Let r > 0, Q be a cube with `(Q) = r and w 2 Alocp with 1 < p <1. Then
there exists w 2 Ap such that
Ap(w) · cAlocp (w) and w = w on Q:
Proof. We content ourselves with constructing w. It is straightforward to check that w is the
desired weight. Rychkov [18] proved above for r = 1. The passage to the general case is
essentially the same.
Let us write Q =
nY
i=1
[qi; qi + r]. For v 2 R and u 2 [v; v + 2r), deﬁne
¿v(u) :=
½
u if u 2 [v; v + r);
2(v + r)¡ u if u 2 [v + r; v + 2r);
and the 2rZn-periodic function w by
w(x) = w(¿q1(x1); : : : ; ¿qn(xn)) if x 2
nY
i=1
[qi; qi + 2r):
Then w is the desired weight.
8 Weighted function space Aspqr(w)loc
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8.1 Weighted local-Morrey maximal inequality
Throughout this part we assume that w 2 Alocu with 1 · u <1 for deﬁniteness.
Proposition 8.1. Let 0 < q · p < 1 and 0 < r · 1. Suppose that w 2 Alocu and that
0 < ´ < min(q¡1; u¡1). Then°°°fM (´)loc fjgj2N0 : Mpq(lr; w)loc°°° · c °°ffjgj2N0 : Mpq(lr; w)loc°°
for some constant c > 0.



















· c °°ffjgj2N0 : Mpq(lr; w)loc°°
for all cubes Q having sidelength less than 1. Fix such a cube Q. Let R be a cube which has
side-length 1 and is concentric to Q.
By Proposition 7.4, there exists a weight w 2 A1 such that




































Now let us use the vector-valued maximal inequality (for A1-weights) to the right-hand side.
















· c kfÂ3Q ¢ fjgj2N0 : Mpq(lr; w)k
· c kfÂ3Q ¢ fjgj2N0 : Mpq(lr; w)k:
Since we are assuming that Q has sidelength less than 1, it follows that
kfÂ3Q ¢ fjgj2N0 : Mpq(lr; w)k ' kfÂ3Q ¢ fjgj2N0 : Mpq(lr; w)lock:



















· c kffjgj2N0 : Mpq(lr; w)lock:
The proof is now therefore complete.
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Proposition 8.2. Let 1 < q · p < 1 and 1 < r · 1. Assume that w 2 Alocq . Then there exist
constants c;B(w) > 0 such that°°fKBfjgj2N0 : Mpq(lr; w)loc°° · c °°ffjgj2N0 : Mpq(lr; w)loc°°




Proof. Let Q be a ﬁxed cube with sidelength 1. Since KB is a linear operator, we can assume

























p kf : Mpq(w)lock:
As a consequence













· c kf : Mpq(w)lock:
This is the desired result.
8.2 Deﬁnition and elementary properties
Now we deﬁne the function space keeping the results due to Rychkov in mind.
Deﬁnition 8.3. Suppose that the parameters p; q; r; s satisfy
0 < q · p <1; 0 < r · 1; s 2 R:
Let '0 2 D. Deﬁne
'j(x) = 2jn'0(2jx)¡ 2(j¡1)n'0(2j¡1x)
for j 2 N. Assume that
Z
'0 6= 0 and '1 has vanishing moment up to order max(¡1; [s]).
Then deﬁne
kf : N spqr(w)lock := kf2js'j ¤ fgj2N0 : lr(Mpq(w)loc)k
kf : Espqr(w)lock := kf2js'j ¤ fgj2N0 : Mpq(lr; w)lock:
Aspqr(w)loc denotes either N spqr(w)loc or Espqr(w)loc.
Theorem 8.4. Suppose that the parameters p; q; r; s and the weight w satisfy
w 2 Aloc1 ; 0 < q · p <1; 0 < r · 1; s 2 R:
Then the deﬁnition of the set Aspqr(w)loc does not depend on f'jg above.
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Proof. Let us concentrate on the E-case, the proof for the N -case being similar. Suppose that
ff'jgj2N0 is a family that satisﬁes the same condition as f'jgj2N0 . Then we have
2js e'¤j;A;Bf(x) · c X
k2N0
2¡²jj¡kj2ks'¤k;A;Bf(x);
where e'¤j;A;Bf and '¤k;A;Bf are the maximal operators given by (11). Therefore, it follows that0@X
j2N0
2jsr e'¤j;A;Bf(x)r






By the deﬁnition of the maximal operator e'¤j;A;B , we obtain
k2js e'j ¤ f : Mpq(lr; w)lock · °°2js e'¤j;A;Bf : Mpq(lr; w)loc°° · c °°2js'¤j;A;Bf : Mpq(lr; w)loc°° :


















Hence it follows that°°f2js'¤j;A;Bfgj2N0 : Mpq(lr; w)loc°°
· c
³°°°f2jsM (´)loc [j'j ¤ f j]gj2N0 + f2jsKB ´[j'j ¤ f j´] 1´ gj2N0 : Mpq(lr; w)loc°°°´
· c kf2js'j ¤ fgj2N0 : Mpq(lr; w)lock:
Putting our observations all together, we obtain
kf2js e'j ¤ fgj2N0 : Mpq(lr; w)lock · c kf2js'j ¤ fgj2N0 : Mpq(lr; w)lock;
which shows that the function space Espqr(w)loc is deﬁned independently of f'jgj2N0 .
It is helpful to summarize our observation above in a quantiﬁed form.
Lemma 8.5. Let 0 < q · p <1; 0 < r · 1; s 2 R. There exists a constant c > 0 such that°°°° sup
y2Rn
jf ¤ °(¤ ¡ y)j
(1 + jyj)A2jyjB : M
p
q(w)loc
°°°° · c kf : Aspqr(w)lock ¢ supj®j·L jD®°j
for all f 2 Aspqr(w)loc and ° 2 D.
Proposition 8.6. The function space Aspqr(w)loc is complete.
Proof. Note that
jf ¤ °(0)j · cw(B(1))¡ 1p kf : Aspqr(w)lock ¢ sup
j®j·L
jD®°j
for all f 2 Aspqr(w)loc and ° 2 D. This fact yields that any Cauchy sequence in Aspqr(w)loc
converges at least in D0. Once we show the convergence in D0, it is the same as before that we
conclude the convergence of the sequence in Aspqr(w)loc by using the Fatou type inequality.
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8.3 Atomic decomposition
Now we describe the atomic decomposition for the function space Aspqr(w)loc.
Deﬁnition 8.7. Suppose that the parameters p; q; r; s satisfy
0 < q · p <1; 0 < r · 1:
Let w 2 Aloc1 .
1. Let ¸ = f¸ºmgº2N0;m2Zn be a doubly indexed sequence. Then deﬁne






















2. As before, to unify our formulation we use apqr(w)loc to denote either npqr(w)loc or
epqr(w)loc according as Aspqr(w)loc denotes N spqr(w)loc or Espqr(w)loc.
Theorem 8.8. Let w 2 Alocu . Suppose that the parameters p; q; r; s and the integers K;L satisfy
0 < q · p · 1; 0 < r · 1; s 2 R; K ¸ (1 + [s])+; L ¸ max(¡1; ¾q + n(u¡ 1)):
Assume in addition that L ¸ [¾ q
u




¡ s] for the E-case.
Then there exists a constant c > 0 such that the following assertion holds.
1. Let f 2 Aspqr(w)loc be taken arbitrarily. Then there exist ¸ 2 apqr(w)loc and a family of






¸ºmaºm; k¸ : apqr(w)lock · c kf : Aspqr(w)lock:
2. Conversely suppose that ¸ 2 apqr(w)loc and that A = faºmgº2N0n;m2Zn is a family of





¸ºmaºm converges in the topology of S 0e and satisﬁes the
norm estimate
kf : Aspqr(w)lock · c k¸ : apqr(w)lock:
Let us remark that if w ´ 1, then the conditions on K and L are exactly the ones in [29].
The proof of this theorem consists of several steps, which are split into a series of lemmas.
Let us ﬁrst prove






¸ºmaºm converges in the topology of S 0e.
Proof. By virtue of the Minkowski inequality it is trivial that
lmin(q;r)(Mpq(w)loc) ½Mpq(lr; w)loc ½ l1(Mpq(w)loc)
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in the sense of the continuous embedding. Therefore, let us assume that a = n and that r =1,
that is, we concentrate on the case of Besov-Morrey type.
First, let us check that the sum
X
m2Zn
¸ºmaºm converges in the topology of S 0e for every ﬁxed
º 2 N0. Then we obtain
w(Qºm) ¸ c exp(¡N0 2¡º jmj)w(2º+2jmjQºm) ¸ c exp(¡N0 2¡º jmj)w(Qº0);












¸ºmaºm' converges absolutely for all
' 2 Se.








converges in S 0e.


























By the mean value theorem we have






for x 2 dQºm. Thus, the pointwise estimate jaºm(x)j · 2¡º(s¡np ); x 2 Rn yields






· c 2¡º(s¡np+L+1)qN (')ÂcQºm(x):
Here N is a constant chosen as large as we wish. Below let us assume that N is suﬃciently
large, say, N À 1. Adding the estimate above over m 2 Zn, we obtainX
m2Zn









































Here the constant c > 0 depends on N . We deﬁne two auxiliary constants 0 < ´ < 1 and
1 < ¹ <1 by
´ :=
q
1 + (u¡ 1)q and ¹ :=
q
´
= 1 + (u¡ 1)q:
Denote by ¹0 the conjugate exponent of ¹ : ¹0 =
¹












































































































































u¡1 dx · c exp(Nq;´;u;w ¢ 2k);
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where c and Nq;´;u;w depend on q; ´; u and the Alocu -constant of w. Recall that N is at our










Now by the assumption, L is suﬃciently large :
s¡ n
´
+ n+ L+ 1 > ¾q + un¡ n
´





























exists in S 0e.
Proof of Theorem 8.8 1. Denote by f'ºgº2N0 the family described above. Let fÃºgº2N0 be
taken so that X
º2N0
'º ¤ Ãº = ±













Ãº(x ¡ y)'º ¤ f(y) dy: If º 2 N, then it enjoys the same moment
condition as Ãº and the order L of the moment condition can be made as large as we wish.











¡1 ¢ Φºm if ¸ºm 6= 0
0 otherwise. (17)








Let us see the size of coeﬃcients. To do this we majorize the coeﬃcient with the maximal
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operator which is given by '¤º;A;Bf(x) = sup
y2Rn













j@®x [Ãº(x¡ y)]'º ¤ f(y)j dy
· c 2º(s¡np ) sup
y2Qºm+Q(2¡º+1)
j'º ¤ f(y)j
· c 2º(s¡np ) sup
jyj·c 2¡º
j'º ¤ f(x¡ y)j
· c 2º(s¡np )'¤º;A;Bf(x)






ºm(x) · c 2ºs'¤º;A;Bf(x):
In view of the maximal estimate, which can now be formulated as°°2ºs'¤º;A;Bf : Mpq(lr; w)loc°° · c kf : Espqr(w)lock
under our notation, we obtain
k¸ : epqr(w)lock · c kf : Espqr(w)lock:
Thus, f was decomposed as we wish.
Proof of 2. We deal with the F -scale, the proof for the B-scale being similar. Suppose that we
are given
faºmgº2N0;m2Zn 2 Atom and ¸ = f¸ºmgº2N0;m2Zn 2 awp;q:
Assume that º > k ¸ 0 or º = k = 0 for the time being and let us estimate 'k ¤ aºm. The
same argument as the non-weighted case works to obtain
j2ks'k ¤ aºm(x)j · c 2¡(º¡k)(L+1+s+n)+nº=pÂc0 2º¡kQºm(x);




We adopt the following notations :
Q(x; `) := fy 2 Rn : max(jy1 ¡ x1j; jy2 ¡ x2j; : : : ; jyn ¡ xnj) · `g
B(x; `) := fy 2 Rn : jx¡ yj < `g :


























Therefore, it follows that
X
m2Zn

































Inserting this estimate, we are led to
X
m2Zn

















, if º > k ¸ 0 or º = k = 0.
Let us turn to the remaining case when k ¸ º ¸ 0 with k 6= 0, which requires us an
elaboration. Let L À 1. We can assume '1 = ∆L½ for some L 2 N0 suﬃciently large and
½ 2 C1c . For details, we refer to Lemma 6.5. Once '1 is decomposed as above, the same
argument as the non-weighted case again works and we obtain
j2ks'k ¤ aºm(x)j · c 2¡(k¡º)(K¡s)+º np Âc0Qºm(x) · c 2¡2±0(k¡º)+º
n
p Âc0Qºm(x) (19)
for some ±0 > 0. We remark that the constants ±0 in (18) and (19) can be assumed identical if
we replace them by smaller numbers if necessary. Therefore, going through a similar argument,
we obtain X
m2Zn








for k ¸ º ¸ 0 with k 6= 1.















· c k¸ : epqr(w)lock:
This is the desired result.
9 Function spaces generated by the weighted global Mor-
rey spaces
Finally in this report we consider the weighted Morrey spaces whose norm is given by












where we assume w 2 Alocp again. We also use the following vector-valued norm.


















As was shown in [21], the number 2 can be replaced by any number strictly greater than 1.
It will give equivalent norm.
9.1 Weighted global maximal inequalities
Theorem 9.1. Suppose that 1 < q · p <1 and 1 < r · 1. If w 2 Alocq , then
kfMlocfjgj2N0 : Mpq(lr; w)k · c kffjgj2N0 : Mpq(lr; w)k
for all ffjgj2N0 .
Proof. Going through an argument similar to (7), we can deduce












As a result we can use the non-doubling theory in [21].
Theorem 9.2. Suppose that 1 < q · p <1 and 1 < r · 1. If w 2 Alocq , then


















If we reexamine the proof of [21], we obtain
kM locj f : Mpq(¹)k · c exp(D j)kf : Mpq(¹)k
for some D > 0. As a result, taking B > D, we have
kKBf : Mpq(¹)k · c kf : Mpq(¹)k;
which is the desired result.
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9.2 Deﬁnition and elementary properties
Keeping to the notation used in this section, we deﬁne the function space.
Deﬁnition 9.3. Suppose that the parameters p; q; r; s satisfy
0 < q · p <1; 0 < r · 1; s 2 R:
Let '0 2 D. Deﬁne
'j(x) := 2jn'0(2jx)¡ 2(j¡1)n'0(2j¡1x)
for j 2 N. Assume that
Z
'0 6= 0 and that '1 has vanishing moment up to order max(¡1; [s]).
Then deﬁne
kf : N spqr(w)k := kf2js'j ¤ fgj2N0 : lr(Mpq(w))k
kf : Espqr(w)k := kf2js'j ¤ fgj2N0 : Mpq(lr; w)k:
Aspqr(w) denotes either N spqr(w) or Espqr(w).
Theorem 9.4. Suppose that the parameters p; q; r; s and the weight w satisfy
w 2 Aloc1 ; 0 < q · p <1; 0 < r · 1; s 2 R:
Then the deﬁnition of the set Aspqr(w) does not depend on f'jg1j=0 above.
Proposition 9.5. Aspqr(w) ½ Aspqr(w)loc.
Proof. This is clear from the structure of the underlying function spaces Mpq(w) ½Mpq(w)loc.
Corollary 9.6. Aspqr(w) is complete.
9.3 Atomic decomposition
Now we describe the atomic decomposition for the function space Aspqr(w).
Deﬁnition 9.7. Suppose that the parameters p; q; r; s satisfy
0 < q · p <1; 0 < r · 1:
Let w 2 Aloc1 .
1. Let ¸ = f¸ºmgº2N0;m2Zn be a doubly indexed sequence. Then deﬁne























2. As before, to unify our formulation we use apqr(w) to denote either npqr(w) or epqr(w)
according as Aspqr(w) denotes N spqr(w) or Espqr(w).
Theorem 9.8. Let w 2 Alocu . Suppose that the parameters p; q; r; s and the integers K;L satisfy
0 < q · p <1; 0 < r · 1; s 2 R; K ¸ (1 + [s])+; L ¸ max(¡1; ¾q + n(u¡ 1)):
Assume in addition that L ¸ [¾ q
u




¡ s] for the E-case.
Then there exists a constant c > 0 such that the following assertion holds.
1. Let f 2 Aspqr(w) be taken arbitrarily. Then there exist ¸ 2 apqr(w) and a family of atoms






¸ºmaºm; k¸ : apqr(w)k · c kf : Aspqr(w)k:
2. Conversely suppose that ¸ 2 apqr(w) and that A = faºmgº2N0n;m2Zn is a family of





¸ºmaºm converges in the topology of S 0 and satisﬁes the
norm estimate
kf : Aspqr(w)k · c k¸ : apqr(w)k:
The fact that the series converges in S 0e is clear from Proposition 9.5. The remaining part
will be proved elsewhere.
Part IV
Open problems
Finally to conclude this report we present some problems.
10 Weighted Morrey maximal inequality
First we consider the Morrey counterpart of the Ap-class.
Problem 10.1. Let 1 < q · p <1. Characterize the weight w satisfying
kMf : Mpq(w)k · c kf : Mpq(w)k:
We note that if we replace Mpq(w) to Mpq(w)loc, then the problem was solved recently.
As for this problem Komori and Shirai [10] gave a partial answer. They showed, as we have
seen in this paper, that w 2 Aq is a suﬃcient condition.
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11 Characterization of predual of the Morrey spaces
It is not easy to characterize the dual of the Morrey spaces. However, we are still able to
construct the predual of the Morrey spaces. The second question is whether we can obtain a
characterization of the predual space.
Deﬁnition 11.1. Let 1 · p · q <1. An Lq function a is said to be a block, if it is supported
on a cube Q and kakq · jQj 1q¡ 1p :




¸j aj where each aj is a block and
1X
j=1




where the sequence in inf runs over all admissible expression above.
The following are due to Zorko for example.
Theorem 11.3. [1, 31] Let 1 < q · p <1. Then Hq0p0 is a Banach space and the dual is Mpq .
Problem 11.4. Let 1 < q · p <1. Let f be a measurable function such thatZ
jfgj · c kg : Mpqk
for all g 2Mpq . Then can we conclude that f 2 Hpq ?
It is a well-known fact that the answer is yes in the case p = q. It is also easy to see that
the converse of the above conjuncture holds. However, given a function above, can we really
prove that f admits the decomposition described above ?
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