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Abstract
The process of electrifying transportation is progressing slowly and the de-
velopment is mainly carried by the application of Li-ion batteries. Metal-air
batteries are a class of batteries that have the potential to outperform Li-ion
batteries on many key parameters but the technology is still severely limited
by problems related to the fundamental electrochemical mechanisms. One
of the primary challenges is understanding and improving the charge trans-
port properties of the discharge products. In this thesis, density functional
theory (DFT) based calculations are performed and developed to investigate
the charge transport in discharge products of alkali metal-air batteries.
Alkali per- and superoxides are the primary discharge products in alkali
metal-air batteries. Their structural and electronic properties, including the
intrinsic conductivities, have not been systematically determined yet. To fill
the gaps, the intrinsic conductivity of LiO2 and KO2 is calculated. They are
found to be electrical insulators with a very low intrinsic conductivity. This
strengthen the conclusion that the intrinsic conductivity of the discharge
products, in general, is too low to support the charge transport required by
a practical metal-air battery.
The nudged elastic band method (NEB) is widely used to calculate acti-
vation barriers of transitions. Here, it is showed that for reflection symmet-
ric transitions, NEB calculations can be performed faster if that symmetry
is exploited and an implementation of the method is presented.
Polaronic transport is considered the main electronic charge transport
mechanism in alkali per- and superoxides. However, their mobilities have
only been estimated using methods assuming an adiabatic process. Here,
the influence of nonadiabatic effects of polaronic transport in Li2O2 is inves-
tigated using constrained DFT and Marcus theory. The polaronic transport
is found to be highly nonadiabatic and is estimated to be significantly slower
when including these effects. As the polaronic transport mechanism basi-
cally is the same in all the alkali per- and superoxides, nonadiabatic effects
can be expected to be of similar importance in these materials.
i
Resumé
Processen med elektrificering af transportsektoren skrider langsomt frem
og er primært båret af anvendelsen af Li-ion batterier. Metal-luft-batterier
er en klasse af batterier som har potentialet til at udkonkurrere Li-ion-
batterier på mange nøgleparametre, men disse batterier er stadig alvorligt
begrænsede af problemer relateret til de fundamentielle elektrokemiske mekanis-
mer. En af de primære udfordringer er forståelsen og forbedringen af lad-
ningstransportegenskaberne af afladningsprodukterne. I denne afhandling
benyttes og udvikles tæthedsfunktionalteori (DFT) baserede beregninger
for at undersøge ladningstransport i afladningsprodukterne fra alkalimetal-
luft-batterier.
Alkaliperoxider og -superoxider er de primære afladningsmaterialer i
alkalimetal-luft-batterier. De strukturelle og elektroniske egenskaber, inklu-
siv de intrinsiske ledningsevner, er endnu ikke blevet systematisk bestemt.
For at imødekomme dette beregnes den intrinsiske ledningsevne af LiO2 og
KO2. De bliver vurderet til at være elektriske isolatorer med en meget lav
intrinsisk ledningsevne, hvilket styrker konklusionen om, at den intrinsiske
ledningsevne i alkalimetal-luft-batteriernes afladningsmaterialer generelt er
for lav til at understøtte den nødvendige ladningstransport i et praktisk
fungerende metal-luft-batteri.
Puffede-elastiske-bånd-metoden (NEB) kan bruges til at beregne ak-
tiveringsbarrierer. Her bliver det vist, at for refleksion symmetriske over-
gange kan NEB-beregninger udføres hurtigere, hvis denne symmetri ud-
nyttes, og der præsenteres en implementering af metoden.
Polaronisk transport bliver regnet som den vigtigste elektroniske lad-
ningstransportmekanisme i alkaliperoxider og -superoxider. Dog er deres
mobilitet kun blevet estimeret med metoder, der antager, at det er adia-
batiske processer. Her undersøges betydning af ikke-adiabatiske effekter for
polaronisk transport i Li2O2 ved hjælp af hæmmet DFT og Marcus teori.
Den polaroniske transport bliver beregnet til at være stærkt ikke-adiabatisk,
og yderligere vurderet til markant langsommere når disse effekter medreg-
ii
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nes. Eftersom den polaroniske transportmekanisme grundlæggende er ens i
alle alkaliperoxiderne og -superoxiderne kan det forventes at ikke-adiabatiske
effekter har en lignende indflydelse i disse materialer.
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Chapter 1
Introduction
This thesis focuses on computational modelling of charge transport in bat-
tery materials relevant to alkali metal-air batteries. This chapter provides
motivation and introduction to the studied subjects. This covers a sum-
mary of the resource and energy situation on a global scale, the role of the
transport sector, and introduction to alkali metal-air batteries. The chapter
is rounded-off with an outline of the thesis. Parts of the chapter may come
across slightly politicized, although not intended, it is not avoided either.
It seems natural to relate to the political sphere since the primary motiva-
tion behind energy research is the scarcity of clean energy from renewable
sources on a global scale and since a solution to that is tightly coupled to
political decisions.
1.1 The Great Energy Challenge
Some reports estimate that our present world-wide consumption of resources
is significantly greater than the renewable amount.1–3 Although the validity
of such estimates can be debated,4 they raise some important questions:
is our current system and consumption of resources sustainable? Are we
headed for a catastrophe?
The world’s population has increased from 3.9 billion in 1973 to 7.4
billion in 2016.5 In the same period the total annual energy consumption
has increased from 71 PWh to 160 PWh with fossil fuels covering 81% of the
total energy supply in 2016.6 10% of the world’s population still live for less
than 1.90 USD/day,7 with very limited share in the energy supply, and the
world’s population is prospected to increase to 9.8 billion in 2050 and to 11.2
billion in 2100.5 On the relevant time scale, fossil fuels cannot be considered
1
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a renewable resource which means that oil and gas depositories are expected
to be depleted within the next few decades.8 Thus, to create an abundance
of energy for all people – now and in the future – is perhaps the single
most important challenge facing our civilization.9 To make matters worse,
a side effect of burning fossil fuels is the emission of greenhouse gases which
cause global warming and other related climatic changes.10,11 The climate
changes are expected to increase the frequency of extreme weather and to
have a big impact on our biosphere. The eminent climate-crisis further
increases the urgency of abandoning fossil fuels as the primary source of
energy. In the light of the above, it is seems fair to claim that our current
system is not sustainable. This means that we will either have to reduce
our consumption of resources – followed by a reduction in available goods
and services – or invent technologies that make more efficient use of the
resources such that we can limit the consumption to the renewable amount.
Considering the urgency imposed by the climate-crisis, heavy investments in
development of technology are needed. However, it is questionable whether
technology alone will provide timely and sufficient improvements of the
current situation.10,11
Following the very urgent climate-crisis is the perhaps greater, and more
fundamental, challenge of providing enough energy to a growing world pop-
ulation. Considering that the fraction of the world’s population living in
poverty consume close to nothing compared to individuals in industrialized
countries, we are facing a giant problem: How to bring the entire world’s
population up to the same standard of living as the population living in
the industrialized part of the world which for most essential aspects means
giving them access to the same amount of energy. One possible solution
is agreeing politically, on a world-wide basis, to exercise a child per person
control to prevent the projected growth rates. However, such a political
decision seems at best utopian and the will to accept such a regulation
is minimal. If one dare to look at the underdeveloped part of the world,
the consequences of scarcity are already very visible – People die in great
numbers from war, famine, and preventable diseases. Keeping in mind that
actual scarcity will occur if we continue along the current path of develop-
ment, it gives a frightening indication of the consequences associated with
such a scenario. Thus, the need to develop technological capability to re-
duce the present and growing scarcity of energy, and hopefully bring the
world-wide consumption within the renewable amount in the future, should
be evident. One might add that an advance in technology is of little impor-
tance if the will to distribute the available resources and technology does
not change.
1.2. THE TRANSPORT SECTOR 3
Can you think of any problem in any area of human endeavor on any scale, from mi-
croscopic to global, whose long-term solution is in any demonstrable way aided, assisted,
or advanced by further increases in population, locally, nationally, or globally?
— Albert Allen Bartlett
1.2 The Transport Sector
The ability to transport people and goods around in an efficient way is a
critical part of our civilization. In 2012, transportation required 26% of
the total world energy consumption and was 96% fossil fuel driven.12 Al-
though oil reserves are projected to last for some time to come (estimates
are that oil will last until 20508), the climate changes increase the urgency
of finding a clean alternative. One possible alternative to fossil fuels is elec-
trification of the transport sector. In fact, the electrification of trains, ships,
air-planes and automobiles is already in progress. However, the successful
and complete transformation of ships, planes and automobiles to electric
energy requires development of better energy storage and conversion de-
vices. So far, the most successful strategy for electrification is replacing
the combustion engine and fuel tank with an electric motor and a battery.
This has already lead to fully Li-ion "battery-driven" ferries13 and vehicles.
However, several factors still limit the full deployment of the technology:
high cost, use of rare elements, charge time, range restrictions, etc. Li-
ion batteries commercialized in 1991 by Sony has been studied intensely
and improved markedly since bringing it to a mature state of development.
Even though possibilities to improve the Li-ion technology still remain, sig-
nificant leaps in practical capacities are becoming increasingly difficult to
realize. Therefore, research in a new generation of batteries, with high the-
oretical capacities, has begun. A particularly promising class of battery
chemistries is the metal-air batteries. A side note to the electrification of
transportation is that, while batteries themselves are emission free under
cycling, they require availability of cleanly produced electricity to offer any
kind of improvement over the combustion engine.
1.2.1 Requirements of Batteries for Mobile Applications
Batteries are complex electrochemical devices where several features are ide-
ally optimized at once: specific energy, energy density, specific power, power
density, safety, temperature performance range, life time, charge time, cost,
4 CHAPTER 1. INTRODUCTION
etc. For many applications one can sacrifice performance on some param-
eters and prioritize more critical features. E.g. for stationary applications,
specific energy, energy density, temperature performance range and even
safety is often less important. However, a battery for electric vehicles is
very demanding on almost every parameter. Especially high capacity and
charge time are concerns as they limit the driving range and flexibility of use.
One can only really sacrifice performance on discharge power capabilities
(unless you are designing a drag race car) since the large battery package,
needed to provide an acceptable driving range, easily provide enough power
for the needed acceleration. On the other hand, charge power capabilities
are critical as they define the limits for charging times. The amount of
battery capacity able to fit in a vehicle is determined by the specific energy
and energy density.
1.3 Metal-air Batteries
Many of the metal-air batteries have the potential to become part of the
next-generation of batteries. Figure 1.1 reveals one of the main reasons that
Li-ion batteries are struggling to replace gasoline and the internal combus-
tion engine: There is almost two orders of magnitude difference in specific
energy making it difficult to replace gasoline with a battery able to offer
the same driving range. It is also clear that should a secondary metal-O2
battery with capacity anywhere near the theoretical limit be developed, it
would be a significant improvement over Li-ion batteries. The Li-O2 battery
has a specific energy roughly half of that of gasoline making it a promising
technology. Although Figure 1.1 gives some insight into the relative poten-
tial of the different chemistries, the numbers should be taken with a pinch
of salt. The Li-ion battery is a closed system with a fixed density while
the metal-O2 batteries are ideally open systems where the density changes
with discharge state. Even more involved is the comparison when it comes
to practical density in a real car where the total weight and efficiency of
the battery package and electric motor should be compared with the same
parameters of the fuel, tank and engine of a conventional car.
1.3.1 Working Principles
Initially, the attention of the research in metal-air batteries was focused on
the Li-O2 system and revealed that this chemistry suffers under limiting
problems which are difficult to bypass.14–16 In order to move on, some of
the attention has been diverted to other alkali metal-air chemistries.17–19
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Figure 1.1: Theoretical specific energies for metal-air batteries (including
oxygen) compared to practical specific energies for Li-ion and Li-S batteries,
and the specific energy of gasoline. Li-S is included as it is another contender
to replace Li-ion batteries.
Besides being chemistries with their own potential, they also give insight
into aspects relevant to the Li-O2 battery as they have much in common.
The overall cell layout, see figure 1.2, is a negative electrode consisting of
alkali metal and a positive electrode made of carbon (separated by an elec-
trolyte). Lithium ions are dissolved in the electrolyte and oxygen is drawn
in at the positive electrode where carbon acts as support for the growth
of alkali superoxide or alkali peroxide species such that the electrochemical
reactions of the non-aqueous cells are20
Anode: M↔ M+ + e−, (1.1)
Cathode: xM+ + O2 + xe
− ↔ MxO2 (x = 1, 2), (1.2)
where M is the alkali metal. x = 1 for the superoxides and x = 2 for per-
oxides. During discharge, the product is deposited on the carbon cathode
and during charge the deposits are removed again. At the negative side, the
metallic lithium is stripped/deposited during disharge/charge. The alkali
peroxide is, from a theoretical point of view, the desired discharge product
as it involves transferring two electrons per O2 instead of one electron per O2
for the alkali superoxide. However, the relative thermodynamic stability of
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Figure 1.2: A schematics of the working principles of non-aqueous alkali
metal-air batteries. To the left is the negative electrode made of alkali
metal. To the right is the positive electrode made of carbon on which the
discharge product grows/depletes during discharge/charge. In between is
an electrolyte which allows solution of O2 species and conducts alkali metal
ions.
the species and kinetic barriers for the formation determine which of the two
that will form during cycling of the cell. In the following, and throughout
this thesis, the discussion of the challenges and perspectives of the obtained
results is focused on the conditions of non-aqueous metal-air batteries. Al-
though the aqueous and non-aqueous batteries have much common there
are also many differences in conditions and dominating mechanisms in the
cells.14,15,20,21
1.3.2 Challenges of the Alkali Metal-air Batteries
The Li-O2 battery is plagued by the sudden death during discharge which
limits the capacity far below the theoretical limit. The sudden death has
been shown to be caused primarily by the poor intrinsic electric conduction
of Li2O2.22,23 When the Li2O2 deposits grow thicker it becomes increas-
ingly difficult for electrons to reach the from the carbon support to the
Li2O2-electrolyte interface where the electrochemical reactions occur. It has
been suggested that just a few nanometers of Li2O2 is enough to kill the
current.23,24 Another problem is the high overpotentials limiting recharge-
ability and efficiency of the battery. The overpotentials are partly caused
by side reactions through interactions with the carbon-support, electrolyte
and air contaminants.25 Another major cause of high overpotentials is the
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poor conductivity of Li2O2 requiring a higher potential to facilitate the tar-
geted current density.26,27 At present, the limited conductivity of Li2O2
is one of the most limiting factors, however, should it be bypassed, other
problems stand in line: dendrite formation at the Li electrode, handling
air contaminants, stability of the carbon-support and electrolyte, etc. A
very recent publication by Asadi et al. presents a Li-O2 battery capable of
cycling up 700 times in an air-like atmosphere and shows capacities as high
as 1000mAh/g.28 Characterization of the discharge product indicate that it
consists of thin-film deposits of Li2O2 of 10’s of nm thickness. Although the
total overpotential of the battery is still more than 1 V, it indicates that
the charge transport in Li2O2 may not be adequately understood yet.
1.3.3 Review and Motivation
The above discussion sheds light on the problems associated with having
a low conductivity material as the main discharge product at the posi-
tive electrode in a metal-air battery. As the discharge products of alkali
metal-air batteries have a similar electronic structure (and to some degree
structure) similar problems could be expected in the other alkali metal-
batteries. However, reports on the overpotentials and conductivity of the
alkali superoxides and peroxides are scattered. So far, batteries where the
main discharge product is claimed to be LiO2,29 Li2O2,30 NaO2,18 Na2O2,17
and KO219 has been presented with overpotentials ranging from less than
50 meV for K-O219 to more than 1 V for Li-O2.31 Interpretation of such
differences in overpotentials could be furthered by the knowledge of the
conductivity of the discharge materials. Reports of the conductivity are
available for all five materials.26,27,29,32–34 However, especially for LiO2 and
KO2 there is a lack of consensus about the properties.19,29,32,34,35 Thus a
study of the intrinsic conductivity of LiO2 and KO2 on the same level as
the existing reports on Li2O2, NaO2, and Na2O227,33 could help complete
the picture.
Part of determining the intrinsic conductivity is modelling the mobility
of charged defects. The mobility of a defect is, within the transition state
theory (TST), primarily determined by the activation energy of the fun-
damental jump of the defect which is found using the nudged elastic band
method (NEB) (see section 2.3). More efficient calculation of the property
can be done exploiting the reflection symmetry of the jumps. As the NEB
is a general tool, this exploitation of symmetry will be relevant to all types
of transition paths that possess a reflection symmetry.
In the alkali superoxides, peroxides and many other battery materials,
8 CHAPTER 1. INTRODUCTION
the main part of the electronic conductivity is carried by polarons.27,29,33,34,36–38
Although the NEB method can be used to estimate the kinetics of polarons
it may miss the nonadiabaticity of the charge transfer which could lead to
a big overestimation of the mobility.39 Hence, there is a need to assess the
importance of nonadiabaticity of polaron transport in batteries.
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1.4 Outline of the thesis
This thesis include the following chapters
• Chapter 1 - Introduction
A discussion of the scarcity of resources on a global scale is presented
with focus on the need to electrify the transport sector. The working
principles and challenges of alkali metal-air batteries, which could be
a key technology in fulfilling this goal, is presented. A short review
of the research, with focus on charge transfer, in materials relevant to
this class of batteries is given.
• Chapter 2 - Applied Theory and Methods
An introduction to density functional theory (DFT), modelling of the
intrinsic conductivity of materials, and the NEB method.
• Chapter 3 - Basics of the Alkali Super- and Peroxides
The atomic and electronic structures of the alkali super- and perox-
ides are presented. This includes a description the different polaronic
states and the Jahn-Teller effect.
• Chapter 4 - Intrinsic Conductivity of Alkali Super- and Peroxides
The intrinsic conductivities of the LiO2 and KO2 discharge materials
are calculated and compared to the other discharge materials found
in alkali metal-air batteries. Trends regarding the charged defects in
this set of materials are identified and discussed.
• Chapter 5 - Symmetric Nudged Elastic Band calculations
Many fundamental diffusion mechanisms occur along a reflection sym-
metric reaction path. The properties of reflection symmetric reaction
paths are investigated and an implementation of the nudged elastic
band method exploiting this feature is presented.
• Chapter 6 - Nonadiabatic Charge Transport in Li2O2
Constrained DFT (cDFT) and Marcus theory are introduced and the
transfer rates of polarons in Li2O2 are revisited accounting the nona-
diabaticity of the reaction.
• Chapter 7 - Conclusion
The main conclusions and perspectives are summarized.
Chapter 2
Applied Theory and Method
This chapter gives introductions to density functional theory, charged defect
calculations, and nudged elastic band calculations. All of these subjects
have been treated in great detail elsewhere and some, e.g. DFT and related
topics, have been the subject of many dedicated texts.40,41 Therefore, the
introductions given here will be brief and by no means exhaustive.
2.1 Density Functional Theory
Today, DFT is a widely used method for solving the electronic structure
problem at the atomic-scale. It has been under development for decades
and continues to be. DFT finds application in many areas of research,
e.g chemistry, solid state physics and even in computational biology where
proteins are treated with DFT. This introduction focuses on Kohn-Sham
DFT which is the basis for all calculations and extension to DFT presented
in this work.
2.1.1 The Schrödinger Equation
The properties of a system can be determined by solving the time-independent
Schrödinger equation
HˆΨ = EΨ, (2.1)
10
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where Hˆ is the Hamiltonian which, in atomic units, can be cast as
Hˆ =Tˆe + Tˆn + Vˆe−e + Vˆn−n + Vˆe−n
=− 1
2
∑
i
∇2i −
1
2
∑
j
∇2j +
1
2
∑
i 6=i′
1
|ri − ri′ |
+
1
2
∑
j 6=j′
ZjZj′
|Rj −Rj′ | −
∑
i,j
Zj
|ri −Rj | , (2.2)
where Tˆe is the electronic kinetic energy operator, Tˆn is the nuclear kinetic
energy operator, Vˆe−n is the electrostatic interaction between electrons at
position ri and nuclei at position Rj with charge Zj , Vˆe−e is the electron-
electron interaction and Vˆn−n is the nuclei-nuclei interaction. Although
theoretically pleasing, the problem is practically unsolvable for more than
a few particles.
2.1.2 The Born-Oppenheimer approximation
The first reduction in complexity is offered by the notion that the electronic
and nuclear motion can be decoupled - the Born-Oppenheimer approxima-
tion.42 The argument is based on the mass difference of the nuclei and
electrons ensuring that the motion of the electrons will be much faster than
that of the nuclei. The approximation is that we can treat the electrons as
instantaneously moving into the ground state for a given set of positions
for the nuclei. Thus, solving only for the electronic wave function, of elec-
trons moving in an external potential created by the nuclei, the Hamiltonian
reduces to
Hˆ = Tˆe + Vˆe−e + Vˆe−n (2.3)
Although reducing the complexity of the problem, it remains practically un-
solvable for most systems. Because the electrons, with 3 degrees of freedom
each, interact, the problem turns into one of 3N dimensions for a system
with N electrons. The consequence of such a scaling is staggering. Consider
the carbon atom. Sampling each degree of freedom at 10 points with double-
precision floating point numbers means storing a wave function requiring 5
orders of magnitude more than the total amount of memory available on the
cluster used for this work. The cluster contains no less than 84416 GB of
RAM.43 This fundamental problem was worked around by formulating the
energy of a system as a functional of the density.44,45 However, the involved
approximations initially lead to models unable to describe bound electron
properly and lacked mathematical foundation proving that the electron den-
sity is a fundamental variable determining the properties of a system.
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2.1.3 The Hohenberg-Kohn Theorems
The formal proof of the validity of the density functional approach was pro-
vided by the Hohenberg-Kohn theorems:46
Theorem 1: The external potential, and hence the energy, of a system
is uniquely determined by the ground-state density.
Theorem 2: The density that minimizes the total energy is the exact
ground-state density, i.e. the energy can be obtained variationally.
Here the external potential vext(r) refers to the electron-nuclei potential
and, in general, it also allows for the inclusion of an external field. The
theorems formalize that the properties of a system are determined by the
density and that the energy can be written as functional of the density.
Although guaranteeing existence and uniqueness of the energy functional,
the theorems offer no practical way of determining the energy functional
nor how to compute the density.
2.1.4 The Kohn-Sham Scheme
A crucial step towards a practical approach to both problems is offered
by the Kohn-Sham scheme.47 In this scheme a reference system of non-
interacting electrons with the same density as the fully interacting system
is introduced. This is primarily done because an expression for the kinetic
energy in terms of the density is not known. The Hamiltonian for the
reference system is
HˆR =
N∑
i=1
[
−1
2
∑
i
∇2i + vR(ri)
]
(2.4)
where vR is the reference potential. With the assumption of a non-interacting
system also follows that the many-body wave function of such a system can
be written as a Slater determinant of one-particle orbitals ψi. The eigen-
value problem then reduces to
HˆRψi(r) = εiψi(r), (2.5)
where εi are the energies of one-electron Kohn-Sham orbitals ψi(r). The
density is then constructed from the Kohn-Sham orbitals as
ρ(r) = 2
N∑
i=1
|ψi(r)|2, (2.6)
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and the total energy functional is put in the following form
E[ρ] = TR[ρ] + Vext[ρ] + EH [ρ] + Exc[ρ]. (2.7)
TR[ρ] is the kinetic energy of the non-interacting reference, which is di-
rectly obtainable from the Kohn-Sham orbitals. Vext[ρ] is the energy asso-
ciated with the electron-nuclei interaction. The contribution from electron-
electron interactions is separated into two terms - the Hartree energy EH [ρ]
and the exchange-correlation energy Exc[ρ]. EH [ρ] describes the energy
arising from the classical electrostatic interactions and is given by
EH [ρ] =
1
2
∫ ∫
ρ(r)ρ(r′)
|r− r′| drdr
′. (2.8)
The remaining electron-electron interaction and the error introduced by
calculating the kinetic energy of the non-interacting system is gathered in
Exc[ρ]. The exchange-correlation energy requires further approximation and
will be discussed in the following section. Using the above form for the total
energy functional, the reference potential is given by
vR(r) = vext(r) +
∫
ρ(r′)
|r− r′|dr
′ +
∂Exc[ρ]
∂ρ(r)
. (2.9)
Since the reference potential depends on the solution of eq. (2.5) through
the density (eq. (2.6)) these equations must be solved self-consistently.
It is often highlighted that DFT is an exact theory. However, everything
unknown is gathered in an ill-defined term. Thus, little is gained by offering
another – in principle – exact formulation of the same problem. The origin
of the success of DFT (and in particular Kohn-Sham DFT) rather seems
to be that the unknown exchange-correlation term can be approximated in
ways where reasonable accuracy is achieved at reasonable computational
cost for a wide range of interesting systems.
2.1.5 Exchange-Correlation Functionals
Since the first three terms of the energy functional are known and relatively
easy to compute, the predictability and computational efficiency of DFT is
determined by the way exchange-correlation is approximated. In principle,
exact exchange is known from the Hartree-Fock method. However, exact
exchange is only known in terms of the wave functions and it is a non-local
quantity (computation requires a double summation over the wave functions
and a double integration over space). This leads to a undesirable scaling of
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the computational effort with system size. Furthermore, it turns out that
a decent approximation of the collected exchange-correlation term is easier
to formulate than for correlation alone.
Exchange-correlation functionals can be ordered at different levels ac-
cording to their computational expense. With higher levels ideally follows
better accuracy thus justifying spending additional resources. However, in
practice this rarely holds as many functionals are tuned towards describing
specific physical phenomena and thus perform well for a specific set of sys-
tems. Additionally, fortunate error cancellation in lower level functionals
may be lost in higher level functionals resulting in worse accuracy despite
being theoretically superior.
Local Density Approximation
The first exchange-correlation functional to historically achieve success is
the local density approximation (LDA).47 The exchange and correlation
of the homogeneous electron gas has been parametrized to great accuracy
using quantum Monte Carlo simulations.48 The LDA exploits this result by
assuming a locally homogeneous density. Such an assumption for exchange-
correlation gives a good description of metals and other systems with a more
or less uniform density. It has less success with molecules and in general
systems with localized electrons. Despite the rather crude assumption of
homogeneity, the exchange and correlation of the LDA functional is often
used as a starting point for many other higher level functionals. The LDA
exchange-correlation energy is written as
ELDAxc [ρ] =
∫
ρ(r)LDAxc [ρ]dr, (2.10)
where LDAxc is the LDA exchange-correlation functional.
Generalized Gradient Approximation
The next level of functionals are called generalized gradient approximations
(GGAs). At this level the local gradient of the density is included in the
description of exchange and correlation in the following way41
EGGAxc [ρ] =
∫
ρ(r)LDAxc [ρ]F
GGA
xc [ρ,∇ρ]dr, (2.11)
where FGGAxc has an expression containing a number of parameters which
can be chosen in different ways. Many variants of this type of functional ex-
ists, however, one particular successful is the Perdew, Burke, and Ernzerhof
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(PBE) functional.49 The PBE functional is constructed to fulfill as many
formal properties as possible. The result is a functional which is reasonably
good for many types of systems. It is often the starting point for studies
of solid-state systems and performs well for both extended and confined
systems. Although more computationally demanding than the LDA func-
tional, GGA functionals still allow for treatment of relatively large systems.
A description of the third level of functionals called meta-GGAs is left out
as they have not been used for any of the presented work.
Hybrid Functionals
With the advance in computer technology, computation of exact exchange
has become feasible for many systems. Hybrid functionals (fourth level
functionals) include exact exchange mixed with exchange-correlation terms
from lower level functionals,
Ehybridxc [ρ] = αE
HF
xc + (1− α)Efx + Efc , (2.12)
where EHFxc is the Hartree-Fock exact exchange, E
f
x and Efc are exchange
and correlation of some other functional, typically a GGA functional, and
α is a mixing parameter. The Heyd-Scuseria-Ernzerhof (HSE) functional,
used in this work, is based on the PBE functionals.50 The HSE functionals
belong to a class of hybrid functionals where the mixing of exact exchange
is, in addition to the α parameter, controlled by a screening parameter
determining up to which range exact exchange is included. At long range,
the exchange is completely treated with PBE reducing the computational
cost. α is the key parameter determining how much of the PBE exchange
that is substituted with exact exchange. As with the other parameters of
the exchange-correlation functionals, different considerations can be taken
when choosing α. However, in the end it remains a parameter that can (and
should) be adjusted to give a good description of different systems. The
HSE(06) functional use α = 0.25 as standard but for the study of alkali
superoxides α = 0.48 was used. The primary argument for including exact
exchange is to reduce the self-interaction error as will be further discussed
in section 2.1.7. These functionals are relatively demanding and usually
require 10-100 times more computational power than GGA functionals.
2.1.6 Projector Augmented Wave Method
Although the Kohn-Sham equations define the problem that needs to be
solved, many technical aspects are still unanswered. A central question is
16 CHAPTER 2. THEORY AND METHOD
how to represent and construct the density and wave functions of a given
system? One modern answer to this question is the projector augmented
wave (PAW) method.51 The method produces atomic setups which include
the wave functions of the solutions to the isolated atoms. Two key approxi-
mations are introduced. The core electrons of an atom are frozen, i.e. their
wave functions are not allowed to change during the simulation. In this way,
explicit treatment of the chemically inert core electrons is avoided (a sig-
nificant advantage for larger atoms). The second approximation deals with
the problem of rapidly varying wave functions close to the nuclei. Sam-
pling such features of the wave functions requires a relatively large basis set
(e.g. a large set of plane waves or correspondingly a dense set of real-space
grid points) leaving the calculations unnecessarily heavy. The PAW method
works around this by introducing an augmentation sphere around the atom
and smooth pseudo wave functions. Additionally, the all-electron (AE) and
pseudo wave functions are expanded in partial wave functions also referred
to as atomic orbitals. Outside the augmentation sphere the pseudo wave
functions match exactly with the AE wave functions. Inside the sphere the
pseudo wave functions are smoothed-out versions of the AE wave functions.
The result of the AE wave functions is recovered through transformations of
the pseudo wave functions. The transformations are called projectors. An
atomic setup typically includes two partial wave functions (and projetors)
per orbital quantum number: one bound atomic orbital and one unbound.
An example of a PAW atomic setup is given in figure 2.1.
2.1.7 Self-interaction Error
The self-interaction error (SIE) is commonly accepted to be one of the
largest sources of error in KS-DFT.52 The error originates from the Hartree
term where the electrostatic interaction of the electrons with themselves is
included! This error is only partly canceled by the XC-terms of LDA and
GGA functionals and while exact exchange completely cancels this error,
hybrid functionals only mix in part of the exact-exchange. Self-interaction
manifests itself in many results derived from DFT. One, particularly impor-
tant to this work, is the poor description of localized electrons. Defects such
as polarons, vacancies, and interstitials are often associated with highly lo-
calized states which tend to delocalize in the presence of self-interaction.
Several ways of correcting or partly correcting the SIE exist. In this work,
hybrid functionals and the DFT+U method are used to reduce the effects
of the SIE.
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Figure 2.1: PAW atomic setup of Fe showing the radial part of the partial
wave functions. This example only shows the bound partial wave functions.
Solid lines are AE partial wave functions and dashed lines are pseudo partial
wave functions. The vertical dashed line marks the cutoff radius of the
augmentation sphere.
2.1.8 DFT+U
DFT+U is a method where LDA or GGA level functionals are assisted in
describing localized states through the addition of a U-correction. Within
the PAW formalism, the correction is typically introduced as an on-site
correction on an atomic orbital. Several versions of DFT+U have been
formulated. For this work a particularly simple formulation was chosen53
EDFT+U = E +
U
2
∑
a
Tr [na(1− na)] ,
where na is the atomic orbital occupation matrix (AOOM) of atom a. To
evaluate this expression a mapping between the wavefunctions and AOOM
is needed. The mapping can be done in terms of density matrices Da and
AE partial waves54,55
na = Dail,i′l 〈φail|φai′l〉
where l is the orbital quantum number to which U is applied and i is the i’th
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projector. In this form, the effect and definition of U becomes particularly
clear. First of all, fractional occupations are penalized thus favoring local-
ized states. Secondly, the energy should be piece-wise linear as function of
occupation with discontinuities at integer occupation numbers. However,
this is not the case for LDA or GGA functionals where spurious curvatures
are typically present. U can thus be defined as the curvature of the en-
ergy with respect to the occupation of the atomic orbital to which it is
applied.56 Following this definition, U can be calculated directly using a
linear-response method. Often, U is not computed but rather fitted such
that the functional reproduce certain properties of a given material. Al-
though non-pleasing from a conceptual point-of-view, it can be a practically
justified approach if care is taken to asses the effect of varying U.
Normalized +U Correction in VASP
The integration 〈φail|φai′l〉 in eq. 2.13 is often truncated at or close to the
augmentation sphere radius to obtain a measure for the weight of the den-
sity at the atomic site. This procedure for constructing the AOOM can lead
to unexpected and incomparable results between different code implementa-
tions when the +U correction is applied to p-orbitals. The +U correction is
commonly applied to d-orbital or f-orbitals which are well localized within
the augmentation sphere. In contrast, p-orbitals usually have more than
half of the wave function located outside the augmentation sphere. This
issue is handled by normalizing the integral of the projected AE atomic
orbitals within the augmentation sphere, i.e. we set 〈φail|φai′l〉 = 1 and scale
the overlaps accordingly. This normalization, which have been implemented
in a customized version of Vienna Ab initio Simulation Package (VASP), is
similar to the implementation in GPAW55 and sets a standard which en-
sures that results for a given U value can be compared across codes (with
small differences introduced by differentiating atomic setups). Additionally
the U value recovers some meaning in simple cases, such as for the splitting
of the occupied and unoccupied p-orbitals of the Nitrogen atom. For a nor-
malized +U correction the splitting scales linearly with U whereas for the
non-normalized correction this is not the case.57
2.1.9 DFT implementations
The Vienna Ab initio Simulation Package58–61 and GPAW55,62 were used;
both codes include implementation of KS-DFT and the PAWmethod. VASP
uses periodic boundary conditions and a plane wave basis set. GPAW offers
flexible boundary conditions and LCAO, finite-difference (wave functions
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are represented on a real-space grid), or plane waves as basis set. For this
work periodic boundary conditions are always used and for GPAW calcula-
tions both the plane wave and finite-difference mode was used.
2.2 Charged Defect Calculations
Charge transport in a material can occur through a number of processes.
Known to most people (not necessarily understood) is metallic (band) con-
duction of electrons. Another mechanism for intrinsic charge transport is
through movement of localized charged defects, e.g. polarons, lithium or
oxygen vacancies. In wide band gap materials, like the alkali super- and
peroxides, the charge transport can be predominantly due to migration of
charged defects. To estimate the contribution to the conductivity from
charged defects their concentration and mobility must be estimated.
2.2.1 Equilibrium concentration
In the dilute limit, where the concentrations of defects are small compared
to the concentration of lattice sites, the equilibrium concentration of a defect
follows a Boltzmann distribution63
cf = Nf exp
[−Ef
kBT
]
, (2.13)
where Nf is the number of possible lattice sites for the defect of type f
per volume, Ef is the formation energy of the defect, kB is the Boltzmann
constant and T is temperature. All expressions involving temperature are
evaluated at 300 K. The formation energy of charged defects is calculated
as64
Ef = E
bulk
f − Ebulk −
∑
i
niµi + zkF + ∆E (2.14)
Ebulkf and E
bulk are the ground-state DFT energies of the system with a
defect and without a defect, respectively. The third term accounts for the
energy associated with removing or adding atoms. ni is the number atoms
of species i and µi is the chemical potential of that species. The fourth
term accounts for the effect of adding or removing an electron; zf is the
charge of the defect and F is the Fermi level. The last term represents a
finite-size correction which is needed to account for the particularly slow
convergence of electrostatic interactions between charged cells with respect
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to supercell size. We use a Makov-Payne monopole correction as imple-
mented in VASP and averaged calculated dielectric constants of 10 and
4 for LiO2 and KO2, respectively.65 In general one also needs to include a
potential-alignment correction.64 The total energy of a charged system with
periodic boundary conditions is ill-defined. While this can be dealt within
the DFT-frame it has the unfortunate effect that the eigenvalues generally
acquires a shift compared to the neutral system. The potential shift can
be corrected through alignment of the potentials far away from the defect.
However, for selected test cases the correction was found to be very small
and as it is generally not included in the formation energy calculations we
compare with, it was intentionally left out. The Fermi level is determined
by a charge neutrality condition∑
f
zfcf = 0. (2.15)
The chemical potential of oxygen was assumed to be fixed by equilibrium
with gaseous O2 in the atmosphere at 300K and 0.1 MPa, i.e. the chemical
potential of oxygen is given by
µO =
1
2
GO2 =
1
2
[
EO2 + kBT − TSexpO2 + E
corr
]
, (2.16)
where EO2 is the DFT ground state energy of O2, kBT accounts for the
pV contribution to the free energy, and SexpO2 is the experimental entropy.
66
Ecorr is a correction which is needed to account for the systematic overbind-
ing of gas phase O2 compared to alkali superoxides.67,68 Contributions from
translational, vibrational and rotational degrees of freedom are neglected
here as well as for bulk phases. This is in in line with a recent study which
showed that contributions to the free energy from rotational and vibra-
tional frequencies to a good approximation is negligible for the NaO2 room
temperature phase.69 The O2 correction is calculated as
Ecorr = ∆Hf (MO2)−∆Hexpf (MO2)
= EMO2 − EM − EO2 −∆Hexpf (MO2), (2.17)
where ∆Hexpf (MO2) is the experimental formation enthalpy of MO2 (-2.995
eV/f.u. for LiO2 and -2.948 eV/f.u. for KO2).67 The chemical potential of
the alkali metal was established by the relation
µM + 2µO = EMO2. (2.18)
The O2 correction and the approximation of neglecting contributions from
translational, vibrational and rotational degrees of freedom are discussed
further in chapter 4.
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2.2.2 Diffusion and Kinetic Barriers
In the dilute limit the diffusion coefficient of a point defect can be written
as63
D = l2k, (2.19)
where l is the jump length, and k is the rate constant. Within transition
state theory the rate constant is given by
k = ν exp
[−Ea
kBT
]
(2.20)
where ν is the attempt frequency and taken to be 1013 s−1, and Ea is the
activation energy. The mobility is then calculated as63
µ =
eD
kBT
, (2.21)
and the conductivity
σ = ceµ. (2.22)
2.3 The Nudged Elastic Band Method
The nudged elastic band method is used to locate minimum energy paths
(MEPs) between two fixed local minima on a potential energy surface
(PES).70–73 Given an initial guess of the path it is optimized iteratively until
it reaches the MEP using standard optimization algorithms (e.g. BFGS,74
CG,74 velocity projection,71,75 etc.). The initial path is often constructed
by doing a straight line interpolation between the end points, i.e. the two
minima, to get a discrete representation of the path. The key ingredient of
the method is the nudging of the forces. If each image followed the force
without modification they would all slide down to the nearest local mini-
mum leaving us with no sampling of the interesting part. To avoid this,
the force of the intermediate images is modified such that they preserve the
equidistant spacing and span the PES between the two fixed local minima.
Several versions of this method has been formulated to deal with various
problems associated with mapping potential energy surfaces with greatly
varying features. Most of the modifications are defining alternative ways of
calculating the local tangent and the spring force of each image.73,76,77
Below, the original formulation is presented for the purpose of introduc-
ing the concepts. In chapter 5 the method is treated in greater detail. The
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idea is that each image only feels a force perpendicular to the path and
a component parallel to the path, such that the force on image i can be
written as
FNEBi = F
s,‖
i + F
⊥
i . (2.23)
F
s,‖
i is the spring force acting parallel to the path and F
⊥
i is the perpendic-
ular part of the true force. To evaluate these quantities an estimate of the
local tangent of the path is needed
τi =
Ri −Ri−1
|Ri −Ri−1| +
Ri+1 −Ri
|Ri+1 −Ri| , (2.24)
where Ri represent the atomic positions of image i. The normalized tangent
is then given as τˆ = τ/|τ |. The perpendicular part of the force is obtained
by subtracting the force components parallel to the tangent
F⊥i = Fi − Fi · τˆi, (2.25)
and the spring force parallel to the path is given by
F
s,‖
i = s[(Ri+1 −Ri)− (Ri −Ri−1)] · τˆiτˆi. (2.26)
Where s is a spring constant. The perpendicular force moves the images
down in energy toward the MEP while the spring force control the distri-
bution of the images.
2.4 Nonadiabatic Charge Transfer
Throughout the chapters, comments about nonadiabatic effects in polaron
transport are given. A detailed introduction to the concept and how nona-
diabatic effects can be taken into account using Marcus theory and cDFT
is given in chapter 6. At this point, it is only stated that the validity of us-
ing TST and the NEB method for estimating rate constants and activation
barriers is bound to the assumption that the transition is well described by
a single PES, i.e. that it is an adiabatic process. For polarons this is not
always the case.39 Thus, nonadiabatic effects might need to be considered
and could lead to a significant reduction in the estimated rate constants.
Chapter 3
Basics of the Alkali Super- and
Peroxides
This chapter describes the structural and electronic characteristics of the
alkali super- and peroxides. Except for the figures and section 3.2, this
chapter is based on parts of Paper I.
3.1 Alkali Superoxides
The alkali superoxides are a class of materials with many common proper-
ties. They are characterized by an alkali metal framework where the alkali
metal ions donate an electron to the O2 sub-lattice to formM+ monovalent
cations and O−2 (superoxide anions). Consequently, the alkali-metal super-
oxides are highly ionic solids, whose energy levels surrounding the Fermi
level are dominated by states belonging to the O2 molecule. Thus, one can
expect the electronic properties to resemble that of the superoxide molecule.
Figure 3.1: The structures of (a) LiO2 in the marcasite phase, (b) NaO2 in
the pyrite phase, and (c) KO2. The structure shown for KO2 is the averaged
high symmetry structure (HST).
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A noteworthy property of the superoxide anion is its two degenerate
pi∗x,y-orbitals. One pi∗-orbital is occupied and the other unoccupied. If
the overlap of these pi∗x,y-orbitals between adjacent superoxide anions in
the alkali-superoxide lattice was sufficiently large, the pi∗x,y-bands would be
strongly dispersed. In this case, metallic behavior would emerge, with each
of the two pi∗x,y-bands being half occupied. In contrast, poor overlap of
the pi∗x,y-orbitals results in molecular solid-type behavior, i.e. independent
superoxide anions in a ”sea” of alkali cations. In the latter scenario, the
Jahn-Teller effect (JTE) ensures that the local symmetry around a super-
oxide ion cannot be so high that it preserves the degeneracy between the
pi∗x,y-orbitals. The Jahn-Teller effect is described in more detail in section
3.3.
The structural and magnetic properties of the alkali superoxides, except
for LiO2, was studied thoroughly by Känzig and his colleagues revealing
how the structure and superoxide orientation evolves with temperature.78–80
NaO2 is found in a marcasite structure below 200K (space group Pnnm)
and a pyrite structure (space group Fm3m) at room temperature. KO2
(and heavier alkali superoxides) shows a more complicated phase diagram,
however, at room temperature it is found in a body-centered-tetragonal
structure (space group I4/mmm) of CaC2 type.
3.1.1 LiO2
LiO2 is unstable at room temperature.81,82 Below liquid nitrogen tempera-
ture powder X-ray diffraction (XRD) has determined it to be in a marcasite
structure. Several previous studies chose the marcasite structure, some, as
a plausible candidate for the room temperature configuration.29,32,35,83–85 It
should be noted that crystalline LiO2 stabilized at room temperature could
very well exhibit another phase than the marcasite. Since NaO2 transits
from the marcasite structure to the pyrite structure at 200 K, another plau-
sible room temperature phase for LiO2 is the pyrite structure. However,
these structures are quite similar and computational determination of their
relative stability as a function of temperature requires detailed treatment
of the translational, rotational, and vibrational frequencies. Consequently,
the marcasite structure is adopted (see figure 3.1) for calculations in the
presented work. In this structure the LiO2 units exhibit an ABAB stacking
sequence along the c-axis, and each layer has the same number of Li atoms
and O2 molecules. The superoxide anions are located in the (001)-plane
within one layer, with the angles between the superoxide and the a-axis
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equal to +41o and -41o for A and B layers, respectively.
3.1.2 KO2
In the room temperature phase of KO2, the superoxide ions are on average
oriented parallel to the tetragonal axis. Due to the orbital degeneracy of the
superoxide ion, the energy of the system can be lowered by a Jahn-Teller
distortion. This can arise from both nutation of the O –2 molecular axis away
from a high-symmetry direction and the displacement of the center of mass
from a symmetry position.86 Since Jahn-Teller distortions must be present,
the measured tetragonal structure (with the superoxide ions aligned with
the [001] direction) must in fact be an averaged structure.78,80,86 The ac-
tual arrangement of the atoms at the local level has not been unambiguously
determined, however, a model where the superoxide ions are nutated along
the [100] direction, and possibly precess around the z-axis, is in agreement
with XRD data.86 EPR was used to quantify the nutation angle at 13 K
to 22o and at 78 K to 19o, however this is in a monoclinic phase where the
directions of the superoxides are frozen in.80 There have been several theo-
retical reports to study the coupled structural and electronic properties in
KO2. Nandy et al. optimized the structure without symmetry constraints,
resulting in a non-tetagonal structure that was 22 meV/f.u. lower in en-
ergy than the high symmetry structure.87 Kim et al. enforced tetragonal
symmetry but nutated all the superoxide anions by ≈30o in the same di-
rection.88 The resulting structure exhibited a bandgap, consistent with the
insulating nature of KO2. Despite the existence of these prior studies, the
precise orientation of the O2 bond axis remains uncertain. In chapter 4 a
precession model is developed to predict an appropriate room temperature
structure for KO2.
3.1.3 Polarons
A polaron is a type of quasiparticle used to describe to the interaction be-
tween electrons and atoms in solids. Many different types of polarons have
been defined to describe phenomena within various fields in material sci-
ence.89 Here, the relevant type is small polarons which can be defined as
a self-trapped electron or hole associated with a lattice distortion of a size
comparable to the lattice constant. As described above and shown in sec-
tion 4.4, the states around the Fermi level are dominated by pi∗x,y-orbitals.
Adding or removing an electron is associated with filling or emptying an
anti-bonding orbital. Consequently, both types of polarons are expected to
localize on the superoxide ion causing a change in the O-O bond length,
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see figure 3.2. The O-O bond length and the distance between the su-
peroxide hosting the polaron and the nearest neighbor alkali metal atoms,
which form an octahedral around the superoxide, become distorted. For a
hole (electron) polaron the O-O bond length contracts (expands) and the
neighboring M+ ions are repelled (attracted) by the missing (added) elec-
tron. A hole polaron changes the affected superoxide (O−2 ) to a neutral
state (O2), similar to that of gaseous oxygen, with two unpaired electrons
in the pi∗x,y-orbitals and a magnetic moment of 2µB. An electron polaron
changes its host superoxide to a peroxide ion (O2−2 ) which has fully occupied
pi∗x,y-orbitals and a magnetic moment of zero.
Figure 3.2: Molecular orbital diagrams and O-O bonds lengths for (a) oxy-
gen, (b) superoxide, and (c) peroxide. The orbitals are shown on the right
side.
3.2 Alkali Peroxides
Like in the alkali superoxides, the alkali metal ions of the alkali peroxides
donate an electron the O2 sub-lattice. Since there are two metal ions per
oxygen molecule, they form peroxide anions O22−. The peroxide ion has
completely filled pi∗-orbitals and thus no JTE is present in the pristine
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structures of the alkali peroxides. The Fermi level is dominated by the
occupied pi∗-orbitals and the unoccupied σ∗-orbitals. Li2O2 and Na2O2 are
both found in a hexagonal structure (space group P 6¯2m) with the peroxide
ions oriented in the [001] direction, see figure 3.3. A hole polaron localized
at a peroxide ion transforms it to a superoxide ion with almost exactly
the same characteristics as in the alkali superoxides. An electron polaron
localize in a σ∗-orbital and the affected oxygen molecule acquires a magnetic
moment of 1µB. The electron polaron is associated with a relative large
expansion of the O-O bond length which goes from 1.5Å to more than 2.2Å.
Figure 3.3: The structure of Li2O2 and Na2O2.
3.3 The Jahn-Teller Effect
The Jahn-Teller effect (JTE) provides a driving force that reduces the sym-
metry by distorting the original geometry in such a way that the electronic
degeneracy is lifted. This opens an energy gap between the occupied and
unoccupied pi∗x,y-orbitals. A set of symmetrically equivalent Jahn-Teller dis-
tortions, leads to different geometries around the superoxide ion, all of them
being energy minima. If the energy barriers separating these energy minima
are sufficiently high compared to the thermal energy then the system will
be kinetically trapped into one of the minima, adopting a lower symmetry
structure (the so-called static JTE). This is the situation for all alkali super-
oxides at low temperature. Alternatively, at higher temperatures, the local
geometry can hop between the different structural minima, resulting in an
average structure that is similar to the undistorted, high-symmetry config-
uration (the so-called dynamic JTE). This situation describes the behavior
of KO2 at room temperature. The presence of the dynamic JTE implies
that care must be exercised when calculating electronic properties (such as
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the band gap). Such a calculation should be performed using one of the
lower-symmetry, Jahn-Teller-distorted geometries rather than the averaged
high-symmetry configuration. Adopting the latter, high-symmetry struc-
ture, artificially forces the system to be metallic since the pi∗x,y-degeneracy
is not lifted.90
Chapter 4
Intrinsic Conductivity of Alkali
Super- and Peroxides
This chapter is based on the work presented in Paper I. Although the
manuscript appears in a more less complete form, some parts have already
been presented in chapter 3, other parts have been reformulated, or rear-
ranged, to create a better flow and to be consistent with the present format.
As mentioned in chapter 1, working Li-O2, Na-O2, and K-O2 batteries have
been demonstrated. This chapter presents calculations of the intrinsic con-
ductivity of LiO2 and KO2 in a attempt to settle the ambiguity about their
properties and create a more complete picture of the conductivity of the
discharge products of non-aqueous metal-air batteries.
4.1 Introduction
At room temperature, Li2O2 is thermodynamically preferred to LiO2 and
is consequently the primary discharge product observed in Li-O2 batteries.
The Li-O2 battery shows very high overpotentials which makes it practically
non-rechargeable. It is well established that Li2O2 is an electrical insulator
with a band gap larger than 5 eV and a poor presence of charged defects
leading to an overall very low intrinsic conductivity.27,91 Interestingly, a re-
cent study claimed to have stabilized LiO2 as the discharge product using
an Ir3Li catalysator.29 The resulting battery is rechargeable and exhibits
a relatively low overpotential of around 0.4 V. However, the interpretation
of the results and the stability of LiO2 is still debated.21,92 Vegge et al.
even suggests an alternative reaction mechanism for the battery where Li
is intercalated into the oxidized Ir-particles.21 LiO2 was found to be metal-
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lic, however, subsequent calculations using hybrid functionals also created
controversy about the conductivity of LiO2 as they predicted insulating be-
havior for bulk LiO2, with a band gap of 3.7 - 4.0 eV.29,32 Lee et al.32
predicted a conductivity of around 6×10−17 S/cm and Li et al.29 predicted
a significantly higher conductivity of around 3× 10−12 S/cm.
For the Na-O2 batteries, both NaO2 and Na2O2 have been reported
by different groups. Na2O2 is thermodynamically preferred above 120 K.
However, following an electrochemical growth mechanism, its formation is
limited by high kinetic barriers while formation of NaO2 is associated with
low kinetic barriers.69 The performance of the Na2O2 based batteries is
much like that of Li-O2 batteries as they suffer from poor rechargeability
and high charging overpotentials (>1 V). Na2O2 shows conductive prop-
erties similar to those of Li2O2. It has a band gap larger than 5 eV and
very low concentrations of charged defects.33 In contrast, the NaO2 based
battery has a demonstrated total overpotential as low as 0.2 V although
NaO2 is a strong insulator with a band gap of 5 eV, ionic conductivity of
4× 10−9 S/cm, and electronic conductivity of only 1×10−19 S/cm.18,33
In the K-O2 battery, KO2 appears to be the primary discharge prod-
uct. KO2 is thermodynamically stable, and it has been demonstrated that
K-O2 cells containing KPF6 salt in DME solely form KO2 (no K2O2) dur-
ing discharge.19 Promisingly, the total overpotential for the first cycle of
these cells was less than 50 mV. Computational studies have predicted KO2
to be either metallic or insulating with significant influence from the O2
molecule orientation.87,88,93 Contradicting reports also exist regarding the
conductivity of KO2. One early measurement reported moderately high
conductivity in KO2 (approximately 1-10 S/cm).94 More recently, Gerbig
et al. examined the total (ionic + electronic) conductivity of KO2 using
the electromotive force method.34 The value of the electronic conductivity
could not be exactly determined in that investigation but was estimated to
be less than 1× 10−7 S/cm at 200 oC.
The above discussion reveals that Li-O2, Na-O2 and K-O2 batteries can
exhibit relatively low overpotentials and enhanced rechargeablility when the
discharge product is an alkali superoxide. Nevertheless, the charge transfer
mechanisms of alkali superoxides have not been systematically studied, and
a lack of consensus regarding the intrinsic conductivity of especially LiO2
and KO2 exists in the literature.
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4.2 Methods
4.2.1 Calculation Parameters
The calculations of this chapter were performed using VASP. Ground state
geometries and electronic structures were determined using the PBE+U
(U = 6 eV) functional and the HSE06 hybrid functional with 48% exact
exchange (α = 0.48).50,95 A Γ-centered k-point grid with density 6× 6× 6
was used in HSE06 calculations involving the primitive cells of LiO2 and
KO2. For PBE+U calculations 8×8×8 and 8×8×4 Γ-centered k-point grids
were used for LiO2 and KO2, respectively. The hybrid calculations employed
a plane wave energy cutoff of 460 eV and adopted the default VASP PAW
atomic setups with valence electron configurations of 2s for Li, 2s2p for
O, 2p3s for Na, and 3p4s for K. The PBE+U calculations used the hard
PAW atomic setups with valence electron configurations of 1s2s for Li, 2s2p
for O, 2s2p3s for Na, and 3s3p4s for K.96 Consistent with the use of the
hard PAW atomic setups, a larger plane wave cutoff energy of 900 eV was
adopted for the PBE+U calculations. For structure optimizations, all ions
were relaxed to a force tolerance of 0.02 eV/Å. Non-self-consistent many-
body perturbation theory (G0W0 method) was used for the calculation of
bandgaps, taking HSE06 wavefunctions as input. Convergence tests were
performed with respect to the number of empty bands; a total of 512 bands
were used. Defect calculations were performed in a 3 × 2 × 3 supercell for
LiO2 and a 3×3×2 supercell for KO2 both supercells containing 108 atoms.
A single k-point at the Γ-point was used. Energy barriers associated with
the migration of the charged defects were estimated using NEB calculations
with 7 images on the band (see section 2.3).
4.2.2 Choice of Functionals
Semi-local functionals (LDA and GGA level) can be expected to describe
the electronic structure of alkali superoxides poorly as we are dealing with
molecular-like orbitals of a localized nature (see section 2.1.7). Indeed,
earlier studies have shown that semi-local functionals poorly describe the
electronic properties of alkali superoxides.33,93 Especially for defect calcu-
lations, the semi-local functionals fail to correctly describe localized charge
distributions associated with charge-carrying defects such as polarons, and
can underestimate polaron hopping barriers.27 Therefore, an ‘α-tuned’ hy-
brid functional is chosen. Based on previous calculations in which the im-
pact of the mixing parameter on formation energies and migration barriers
were examined in superoxides and peroxides,27,29 the value α = 0.48 is
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adopted. This value allows for consistent comparisons to be made between
the present calculations on alkali superoxides and prior studies involving
alkali peroxides.
As discussed in chapter 2 (see section 2.1.8), another option is to employ
a semi-local functional with a Hubbard correction. Since the chemically ac-
tive orbitals on peroxide and superoxide anions are the p-orbitals of the
oxygen atoms, the +U correction is applied on those orbitals. Prior stud-
ies have shown that a correction between 4 and 8 eV gives a reasonable
description of the alkali per- and superoxides.36,68,87,88 In principle, one
should calculate the appropriate correction for every given compound and
atomic configuration using, e.g., a linear response method.56 However, our
interest here is less in determining the absolute value of the band gaps, and
more on comparisons between systems having perturbations to their respec-
tive atomic structure. Therefore, a more pragmatic approach is followed by
choosing U = 6 eV as done by Garcia-Lastra et al.36 As described in section
2.1.8 a normalized +U correction, which was implemented in VASP, is used.
It was found that the normalized +U correction in VASP produce results
agreeing well with the +U implementation of GPAW for alkali super- and
peroxides.
4.3 Crystal Structures
As described in chapter 3, many fundamental properties of alkali superox-
ides are influenced by the local structure and orientation associated with
the superoxide anion. The influence of the orientation of the superoxide
anion has been studied in alkali halides where halide ions were substituted
for superoxide ions97,98 and other studies found phase diagrams for the al-
kali superoxides.78,80 Although averaged high-symmetry room temperature
structures were determined, it remains unclear how the room temperature
structures should be represented in DFT ground state energy calculations,
where the high symmetry must be broken for an appropriate electronic
structure to be predicted. For LiO2 and NaO2 there have been no attention
towards determining if the measured structural properties are influenced by
a dynamic-JTE. Only the vibrational modes of LiO2 has been studied84
and at least hindered rotation of superoxides in NaO2 at room tempera-
ture is likely.78 For KO2, the structure found in XRD experiments must be
an averaged HST (see chapter 3). Hence, a non-symmetrized room tem-
perature structure for KO2 needs to be found along with verification that
the suggested LiO2 and NaO2 structures are in fact the optimal structures
(wrt. the superoxide orientation). Finding a qualified room temperature
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representation for these materials is important for achieving a good esti-
mate of the band gap which can vary from zero to several eV depending on
the superoxide orientations in the crystals. This is of obvious consequence
for the possibility of having band-like conduction but also important for
the contribution to the conductivity from charged defects as their forma-
tion energies, and hence concentration levels, are calculated relative to the
valence and conduction band. Furthermore, an estimate of the barrier for
rotation of superoxides, will reveal if the structure and electronic properties
are affected by dynamic superoxide ions at room temperature as well as
give an estimate for the quality of the approximation of neglecting the rota-
tional degrees of freedom when calculating the free energies. A constrained
search keeping the characteristics of the room temperature phases is needed
as free optimizations will result in structures resembling the rather different
low temperature phases.
4.3.1 Precession Model
To determine the room-temperature structure of KO2, and to characterize
the energy associated with precessions of its superoxide ions, various nuta-
tion and precession orientations of the O−2 are examined while maintaining
the measured room temperature tetragonal structure. The search is further-
more restricted to the two superoxides of the conventional unit cell. These
constraints limit the number of structures to be considered to a tractable
amount and make sure that the resulting structure is a good starting point
for bulk and defect calculations.
Figure 4.1 illustrates the adopted superoxide precession model of KO2.
The conventional unit cell of KO2 contains two superoxide ions; three angles
were used to describe the orientation of the superoxides: θ, φ1 and φ2. First
the optimal nutation angle is identified, θopt. Fixing the nutation angle to
θopt the two superoxides precess independently and for every fixed set of
angles (θ, φ1, φ2) the structure is relaxed. The result is a PES which
is used to identify the optimal superoxide orientation. The details of the
procedure are as follow:
1. Two sets of directions for the nutation angle of the superoxides were
explored; in both cases the tetragonal symmetry is maintained during
optimization. θ is searched in the interval [1o,35o] with a resolution
of one degree.
(a) The superoxides are nutated toward the sides of the cell, i.e.
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Figure 4.1: Precession model of KO2 seen from a) the [010]-direction and
b) the [001]-direction.
one superoxide is nutated along the [100] direction and the other
along the [010] direction.
(b) Or the superoxides are nutated toward the corners of the cell, i.e.
one superoxide is nutated along the [110] and the other along the
[1¯1¯0] direction.
2. For every fixed θ, the cell is relaxed followed by an optimization of the
internal degrees of freedom. This results in optimal nutation angles
of 21o and 23o for the nutation directions described in (a) and (b),
respectively (see appendix A). We choose θopt to be the average of the
two optimal nutation angles, i.e. θopt = 22o.
3. For every set of φ1, φ2 and θopt, the atoms are relaxed under the
constraints that the angles are fixed. φ1 and φ2 are mapped out
in the intervals [0o,45o] and [0o,355o], respectively, with a 5 degree
resolution. The rest of the PES dependent on varying φ1 and φ2 is
symmetry equivalent to the calculated part.
Given the computational expense of hybrid functionals, the search for
the lowest energy angles was performed with the PBE+U method. Con-
strained relaxations were performed using the Atomic Simulation Environ-
ment (ASE).99
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The constrained search results in a map, see Figure 4.2, from which the
optimal structure can be identified. The optimal structure is found to be
at θ = 22◦, φ1 = 0◦+ 90◦× i and φ2 = 90◦+ 90◦× i for i ∈ [0, 1, 2, 3] which
corresponds to having one superoxide nutated towards [100], [010], [1¯00] or
[01¯0] and the other superoxide in the opposite direction. In this structure
the symmetry of the superoxides has indeed been broken, with an associated
opening of the band gap. The structure respects the experimental results
for room temperature KO2 and is naturally used for subsequent bulk and
defects calculations. The map also reveals that the energy barrier associated
with a full rotation of a superoxide is only 16 meV. Note that this serves
only as an upper bound for the real barrier which could be even lower if the
constrained degrees of freedom were relaxed. Since 300 K corresponds to a
thermal energy of 26 meV the kinetic energy at room temperature is enough
to make the superoxides rotate freely around the z-axis completely in line
with the interpretation of experiments. Note that the difference between
the maximum energy and minimum energy is small, only 5 meV/atom,
which implies that the superoxide orientation has a small effect on the total
energy. A few selected points was also checked with HSE and found a good
agreement (see appendix A).
A similar analysis is performed for LiO2 and NaO2 (see appendix A for
details) and do not find more stable structures than the ones suggested by
experiements. However, it is interesting to compare the rotation barriers
which decrease as we move down through the alkali metal series, see Ta-
ble 4.1. In LiO2 the barrier of 955 meV makes rotations of superoxides a
rare event and essentially means that they are locked at their equilibrium
positions. In NaO2 the rotation barrier is 53 meV. This matches well with
experiment where it transits from the marcasite to the pyrite phase at 200
K and begins to show hopping of superoxides as the temperature moves
towards room temperature.78 The rotational barriers show that neglecting
the rotational degrees of freedom in the free energy of oxygen is well justified
for NaO2 and KO2 as the rotations of the superoxides at room temperature
will resemble that of free oxygen. However, for LiO2 it may be a source of
error.
4.3.2 Structures
Table 4.2 summarizes the calculated structural and energetic properties of
the superoxide phases. For LiO2, the calculated lattice parameters and
magnetic ordering are in good agreement with previous calculations using
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Figure 4.2: Potential energy map of O2 orientations in KO2 with a fixed
θ = 22◦. The black dashed lines mark the minimum energy path for a full
precession of the superoxides. Only the points where θ1 ∈ [0, 45] and θ2 ∈
[0, 355] have been calculated; the rest is filled by symmetry considerations.
Table 4.1: O2 precession barriers.
Structure Barrier (meV)
LiO2 955
NaO2 53
KO2 16
the HSE functional by Li et al. predicting a = 3.99 Å, b = 4.77Å and c =
3.01Å and ferromagnetic ordering.29 For KO2, the lattice parameters for the
structure found by the precession model and the high symmetry structure
(HST) are both in reasonably good agreement with the experimental values
of a = b = 4.03Å and c = 6.70Å.79 Ferromagnetic ordering is found to be
2meV/f.u. more stable than antiferromagnetic ordering. This is consistent
with previous DFT calculations, which used PBE+U with U values from
3 to 6 eV. In those calculations EFM-EAFM was in the range of -3 to -1
meV/f.u.87
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Table 4.2: The calculated energy difference between ferromagnetic ordering
and antiferromagnetic ordering (meV/f.u.), lattice parameters a, b, c (Å),
O-O bond length dO-O (Å), and the distance between Li atom and its
nearest O atom dM-O2 (Å).
Structure EFM-EAFM a b c dO-O dM-O2
LiO2 -6 4.011 4.783 3.042 1.30 2.52/2.39
NaO2 -42 5.416 5.416 5.416 1.31 2.71
KO2 (HST) -36 3.991 3.991 6.843 1.31 2.91/3.36
KO2 -2 4.111 4.111 6.720 1.31 2.91/3.36
4.4 Band Gaps
Figure 4.3 shows the calculated projected density of states (DOS) at dif-
ferent levels of theory for LiO2 and KO2, respectively. From energy -10 eV
to 6 eV, the DOS is mainly comprised of oxygen states, with little state
density on the alkali metal ions. These results, including our previous cal-
culations on NaO2, imply that alkali superoxides, are indeed highly ionized
crystals. In the case of the PBE functional, LiO2 and KO2 are predicted
to have half-metallic behavior, showing no band gap, which is in agreement
with similar calculations in the literature.35,93 In contrast, use of the HSE
functional opens a band gap in both compounds by splitting the pi∗x,y states
(The KO2 HST is predicted to be metallic, even with HSE). In order to get
a better estimate of the band gap, non-self-consistent G0W0 calculations
are performed. The HSE+G0W0 data indicates that LiO2 has a band gap
of 4.16 eV, close to the result of 4.02 eV by Li et al.29 It also predicts that
KO2 has a band gap of 4.95 eV, suggesting that KO2 is a wide band gap
insulator.87,100 The G0W0 method has been shown to systematically un-
derestimate the band gap.101 Since the HSE+G0W0 method provides the
largest estimate for the band gaps, we believe it offers the most accurate
estimate presented here. An analysis of the band gaps as function of su-
peroxide orientation (using PBE+U) reveals that the size of the band gap
of KO2 is very dependent on the orientation of the superoxide ions as it is
shown to vary from 2.6 to 3.7 eV with a change of energy less than 25 meV
(see appendix A). The presented G0W0 band gap is thus the most accurate
estimate of the band gap at the equilibrium configuration but the actual
band gap at room temperature will be heavily influenced by the, almost,
freely rotating superoxides. A similar but less drastic effect is seen in NaO2
where the superoxides are not as free to rotate while LiO2 will see practically
no effect from rotating superoxides. Despite effects from rotating superox-
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Figure 4.3: Density of states (in arbitrary units) plots for bulk LiO2 (left)
and KO2 (right) calculated using four different methods: (from top to bot-
tom) PBE, HSE06, HSE (α = 0.48), HSE+G0W0. The energies are shifted
such that the valence band maximum align with zero.
ides, the band gaps are so large that electron tunneling will only be able
to sustain discharge currents for a very short period before a thick enough
layer of deposited alkali superoxide effectively kills the current. Hence, the
reported low overpotentials of alkali superoxide battery chemistries must be
due to other charge transport mechanisms.
4.5 Formation Energies
The calculation of defect formation energies and equilibrium concentrations
follow the method presented in section 2.2.1. The missing piece is the cor-
rection of the known tendency of DFT to overbind O2. An O2 correction
of 0.20 eV was applied for both LiO2 and KO2. This correction value was
determined using a linear fit between the calculated and experimental for-
mation enthalpies for the alkali superoxides: marcasite LiO2, pyrite NaO2,
and tetragonal KO2. Coincidentally, this value is equal to the value in the
work on NaO2 by Yang et al. where the correction was calculated using
the experimental value of the NaO2 formation enthalpy only.33 This coin-
cidence, however, allows for direct comparison of the results of the present
study on LiO2 and KO2 with the work on NaO2. Based on previous stud-
ies on LiO229 and NaO2,33 five types of charged defects were selected for
consideration: negative vacancies on the metal cation site (V−M), positive
interstitials (M+i ), superoxide vacancies (V
+
O2
), electron polarons (e−p ), and
hole polarons (h+p ). Throughout this chapter results for LiO2 and KO2 will
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Figure 4.4: (a) formation energies and (b) migration barriers of the inves-
tigated defects.
* K+i migration barriers undergo a disordering intermediate structure.
be compared to results for LiO2 by Li et al.,29 NaO2 and Na2O2 by Yang
et al.,33 and Li2O2 by Radin et al.27
The formation and activation energies of the charged defects are summa-
rized in Figure 4.4 and detailed formation energy plots and all calculated
concentrations can be found in appendix A. We note that in the present
study, the defect formation energies were calculated under equilibrium con-
ditions, whereas in actual batteries, these concentrations may not be re-
alized due to non-equilibrium effects. It is possible that the actual defect
concentrations are much higher than these equilibrium predictions. There-
fore, the predicted defect concentrations represent lower bounds.
4.5.1 Ionic Defects
The dominant charged defects in LiO2 are superoxide vacancies (VO+2 ) and
electron polarons (e−p ). Both defects have a formation energy of 0.40 eV
and a concentration of 7 × 1015 cm−3. The findings for LiO2 differ from
those recently reported by Li et al. They found that the dominant defect
species in LiO2 are h+p and V
−
Li with concentrations of 1× 1013 cm−3. This
difference can be explained by Li et al ’s. use of a different estimate for the
oxygen chemical potential: They used the total energy for oxygen at zero
kelvin as the oxygen chemical potential, neglecting pV contributions and
contributions from entropy (at experimental conditions).
The dominant charged defects in KO2 are the negatively charged potassium
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vacancy (V−K), and the superoxide vacancy, both having formation energies
of 0.72 eV and equilibrium concentrations of 2×1010 cm−3.
4.5.2 Polarons
The structural and magnetic changes introduced by the polarons were dis-
cussed in chapter 3 and are shown in figure 4.5. In LiO2 and KO2 each
octahedron has two distinct M-O2 bond distances which are noted as in-
plane/out-of-plane in Table 4.2. For LiO2 the formation energy of the elec-
tron and hole polaron is estimated to be 0.40 eV and 0.95 eV, respectively,
and for KO2 the formation energies are 1.24 eV and 0.88 eV, respectively.
In KO2 the oxygen molecule with the electron polaron, which no longer
has any benefit of the JTE, interestingly, reorients to be parallel with the
z-axis. On the other hand, the oxygen with the hole polaron, which is also
free of the JTE, does not reorient. This can be explained by the opposite
effect introduced by the electrostatic interactions: The added electron will
attract the neighboring potassium ions forcing the reorientation while the
hole will repel the neighborhood and thus feel no force to reorient it.
Figure 4.5: Magnetization density distribution for (a) hole and (b) electron
polarons in LiO2 and (c) Structural and magnetic properties of O-O dimers
with different charge states. The isosurfaces represent the spin density at
the value of 0.04 e Bohr−3.
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4.6 Mobilities
First, the mobilities of ionic species in LiO2 are considered. For each species,
there are three symmetry distinct pathways. Li et al. proposed that the mi-
gration barriers had a positive relationship with the length of the diffusion
path. Therefore, calculations are limited to the shortest hopping pathway,
i.e. migration along the z-axis. The calculations suggest that all of these
defects have modest migration barriers with V+O2 having the smallest barrier
of only 0.26 eV corresponding to a diffusion coefficient of 4×10−7 cm2/s.
Although the superoxides before and after superoxide vacancy migration
are parallel, a 90o rotation occurs during the migration process, leading to
a V-shaped energy profile, similar to that in NaO2.33 The O-O bond does
not break during the migration. Migration of the negative lithium vacancy
occurs via a pathway where the vacancy hops from one vertex of a distorted
Li-ion octahedron to a nearest-neighbor vertex. The calculated energy bar-
rier for this process is 0.43 eV. In LiO2 the calculated barriers for migration
of electron and hole polarons is 0.45 eV and 0.34 eV, respectively.
In KO2, only the mobilities of negative potassium vacancies and su-
peroxide vacancies, are examined when it comes to the ionic species. The
estimate for the positive potassium interstitial is not trustworthy because
of technical issues with convergence of the barrier. However, since the for-
mation energy of this defect is 1.40 eV, it is unlikely that it is relevant for
the predicted conductivity of this material. For each species, there are two
symmetry distinct pathways: intralayer (along [100] or [010]) and interlayer
(along [111]) migration. For negative potassium vacancies, the intralayer
migration along the short path is more favored. It occurs via a single hop
from one vertex of a K-ion octahedron to a nearest-neighbor vertex. For
the superoxide vacancy, the interlayer migration is more favored than in-
tralayer migration. The superoxides in the same layer are parallel, while in
the interlayer path they have orientations that differ by 44o. The intralayer
migration is achieved by the simple translation of a superoxide in the op-
posite direction of the vacancy. In contrast, interlayer vacancy migration
is accompanied by the rotation and translation of a superoxide, leading to
a V-shaped migration pathway, similar to what is observed in LiO2 and
NaO2.33 No break or significant change to the O-O bond is observed during
this migration. The, by far, most mobile defect is the superoxide vacancy
with a migration barrier of only 0.15 eV, corresponding to a diffusion coef-
ficient of 5×10−5 cm2/s.
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4.6.1 Trends in Formation and Activation Energies
4.6.2 Formation Energies
Common for the alkali superoxides is that they have the superoxide va-
cancy as the dominating charged defect. The concentrations are similar in
LiO2 and NaO2 while it is 5-6 orders magnitude lower in KO2. This is
in good agreement with Gerbig et al.’s experimental measurements where
they found superoxide vacancies to be the main contributor to the total
conductivity in heavy alkali superoxides (KO2, RbO2, and CsO2).34
The electron polaron is the dominating electric carrier in LiO2 and
NaO2, while the hole polaron prevails in KO2. The latter is in appar-
ent contradiction to the results of Gerbig et. al whose defect model predict
electron polarons to be the dominating electronic defect in KO2. This is
based on measurements showing increasing conductivity for decreasing oxy-
gen partial pressure (pO2) following a flat plateau and a charge neutrality
argument. Our results are, in fact, in agreement with this behavior since
our assumed pO2 corresponds to the high partial pressures investigated by
Gerbig et al. and a decreasing pO2 will shift the ionic defects to the right in
the formation energy plot (see appendix A) through the chemical potential
of K and O. This will result in a region with unaltered conductivity since the
formation energy of the dominating defects is initially unchanged. At some
point a region is reached where superoxide vacancies and electron polarons
become the most dominating species and will decrease their formation en-
ergy for increasing pO2. The formation energies (and thus concentrations)
of defects are dependent on the chemical potentials of the electrode, specifi-
cally, the pO2 and applied potential. Thus, the change in conductivity with
pO2 can be directly correlated with a change in defect concentration.
Looking at trends in the formation energies, some information about the
dominating effects in the alkali superoxides can be extracted. It is perhaps
not surprising that the formation energy of forming an interstitial is increas-
ing as we move down through the alkali series. Although the lattice expands
for the heavier alkali metals the larger inserted ion introduces a larger dis-
tortion to the surrounding lattice. A different effect is at play when we focus
on the polarons. Here, the change in structure is similar comparing hole
and electron polarons as well as across the series. Instead, the dominating
contribution to the difference in formation energy is electrostatic. Adding
a hole (electron) at a site surrounded by cations will destabilize (stabilize)
the structure due to the electrostatic interactions. Since the octahedron is
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smallest in LiO2 the effect is most pronounced here and less pronounced in
KO2 which has the largest octahedron. For the negative metal and super-
oxide vacancies the dominating effect is less clear.
The energy of forming an electron polaron in LiO2 and NaO2 (0.40 eV
and 0.68 eV, respectively) is much lower than in Li2O2 and Na2O2 (1.51 eV
and 2.07 eV, respectively). This may be explained by the fact that, in a su-
peroxide, an electron polaron occupies a pi∗x,y-orbital, whereas in a peroxide
it must occupy a higher energy σ∗-orbital. Since formation of a hole polaron
involves removing an electron from the pi∗x,y-orbital in both superoxides and
peroxides, the formation energy is very similar, i.e. 0.95 eV and 0.88 eV for
the superoxides (Li and Na, respectively) and 0.95 eV and 0.90 eV for the
peroxides.
In summary, the alkali superoxides show much higher ionic defect con-
centrations than the alkali peroxides due to a significant presence of superox-
ide vacancies and additionally LiO2 also has a relatively high concentration
of electron polarons. However, if these defects are to be responsible for high
intrinsic conductivities - and thus low overpotentials - they must also be
adequately mobile.
4.6.3 Activation Energies
The superoxide vacancies prove to be very mobile in the alkali superoxides
with barriers in the interval 0.15-0.26 eV. This agrees well with Gerbig
et al.’s experimental measurements where they found high mobilities of
O2 in KO2.34 In LiO2, NaO2 and KO2 the polaron hopping distances are
3.03, 3.83, and 4.11 Å, respectively. Coupled with the observed trend in
polaron migration barriers, this substantiates the notion that the size of
the polaron migration barriers seems to be strongly related to the hopping
distances. This study suggests that LiO2 will permit faster migration of
polarons than Li2O2 where the reported migration barriers of electron and
hole polarons are 1.41eV and 0.42eV, respectively.24,36 This could lead to
enhanced electronic conductivity in LiO2. However, as it will be shown
in chapter 6, the electron transfer associated with polaron migration in
Li2O2 is strongly nonadiabatic. Accounting for the nonadiabatic effects,
the estimate of the transfer rate is significantly reduced compared to the
adiabatic rate constants (based on the NEB activation energies). It is very
likely that the polarons in the alkali superoxides also migrate through a
nonadiabatic transfer process, in which case, the mobility estimate would be
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reduced. Additionally, a significant uncertainty is expected on the estimate
migration barrier due to an α-dependency. For Li2O2 it was showed that the
formation energy of defects depends weakly on the α-parameter.27 However,
polaron migration barriers were found to depend strongly on both α and
U with increasing barriers for increasing α and U values.27,36 Thus, the
estimated contribution to the conductivity from polarons will also depend
strongly on the α-parameter with decreasing mobilities (and conductivities)
for increasing α.
4.7 Conductivities
The calculated equilibrium conductivities for LiO2 and KO2 are summa-
rized in Table 4.3 and compared with prior calculations on Li2O2, NaO2
and Na2O2.27,33
The alkali superoxides all show a relatively high ionic conductivity, car-
ried by the highly concentrated and very mobile superoxide vacancies. The
calculated ionic conductivity of KO2, estimated to be 5×10−12 S/cm, is
consistent with the experiments and conclusions reached by Gerbig et al.
who measured ionic conductivities at 200 oC, and extrapolate a room tem-
perature ionic conductivity of ≈10−13 S/cm. Their 18O isotope exchange
experiments showed that the oxygen transport through KO2 was based on
the migration of intact oxygen dimers, and that this migration contributes
to the ionic conductivity.
Regarding the electronic conductivity, LiO2 stand out with an electronic
conductivity of 9×10−12 S/cm which is 8 orders of magnitude higher than
that of NaO2 and KO2. The calculated electronic conductivity of KO2 is
also consistent with the conclusions reached by Gerbig et al. as they found
Table 4.3: Calculated ionic and electronic conductivities (S/cm) for LiO2
and KO2 and their comparison with prior calculations on Li2O2, Na2O2,
and NaO2.
Structure Ionic (S/cm) Electronic (S/cm) Dominant species
LiO2 4×10−9 9×10−12 V+O2 , e−p
Li2O2 9×10−19 5×10−20 V−Li2 , h+p
NaO2 4×10−9 1×10−19 V+O2 , e−p , h+p
Na2O2 5×10−20 1×10−20 V−Na2 , h+p
KO2 5×10−12 1×10−20 V+O2 ,, h+p
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the electronic conductivity of KO2 to be comparable to that of Li2O2.34
The alkali superoxides show ionic conductivities 7-11 orders of magni-
tude higher than the alkali peroxides. The electronic conductivities of NaO2
and KO2 are found to be comparable to those found for the alkali perox-
ides. Thus, based on the intrinsic conductivities, only LiO2 is found to be
a realistic candidate for lowering overpotentials in metal-air batteries. For
the Na-O2 and K-O2 batteries, the low overpotentials are more likely due
other charge transfer pathways in the discharge products, e.g. those coupled
to microstructural features (surfaces, grain boundaries, amorphous regions,
etc.). However, it should be reiterated that in practical batteries, the defect
concentrations could be much higher than the values presented; resulting in
much higher electronic conductivities.
4.8 Conclusion
In this chapter, the intrinsic conductivity of LiO2 and KO2 is calculated and
compared to earlier studies on NaO2, Na2O2 and Li2O2 in order to create
a more complete picture of the intrinsic properties of this class of materi-
als. A room temperature structure for KO2 is found through a precession
model showing that, at room temperature, the superoxide ions are indeed
freely rotating. The calculations reveal that both bulk LiO2 and KO2 are
wide band gap insulators only allowing electron tunneling through very thin
layers. This will limit the practical obtainable capacity far below the the-
oretical capacity of the batteries if other mechanisms for charge transport
are not present. Instead, intrinsic charge transport in these materials will
be dominated by the hopping of localized carriers such as ions or polarons.
The alkali superoxides show reasonably high ionic conductivities, primarily
due to superoxides vacancies. The electronic conductivities of NaO2 and
KO2 are very low and comparable to that of the alkali peroxides offering
no explanation for the relatively low overpotentials observed in the Na-
O2 and K-O2 batteries. LiO2, on the other hand, is predicted to have an
electronic conductivity of 9×10−12 S/cm giving a possible explanation for
the low overpotentials observed in experiments. In a broader perspective,
the intrinsic conductivities of neither the alkali super- nor peroxides are
likely to be high enough to compete with materials in commercial batteries.
Thus, the conductivity in these systems must be enhanced by exploiting
microstructural features, changing intrinsic properties through doping, or
adding conductive additives. The challenge of such approaches is much
greater in metal-air batteries than in intercalation batteries because the
46 CHAPTER 4. INTRINSIC CONDUCTIVITY
discharge product forms and depletes completely during cycling.
Chapter 5
Symmetric Nudged Elastic
Band Calculations
This chapter presents Paper II in its complete form (except for the NEB
introduction, partly given in section 2.3). The discussion and examples of
the chapter have a more general perspective than the rest of this thesis
since the NEB method and exploitation of reflection symmetries are very
general in nature. The system under consideration does not even need to be
atomic. As long as a set of points can be associated with a potential energy
surface and derived forces, the method applies (although it can be grossly
inappropriate for the problem). When dealing with initial and final images
that are symmetry equivalent, they are related by a symmetry operation.
The idea of exploiting symmetries in NEB calculations originates from the
frustrating experience of trying to produce the relaxed final image through
symmetry operations. Often I ended up relaxing the final image (using
DFT) anyway to save working hours instead of CPU hours. Shortly after
deciding to do something about it, I realized that the symmetry often also
applied to the entire path.
5.1 Introduction
For more than 20 years the NEB method has been one of the most used
methods for finding minimum energy paths (MEP) of thermally activated
transitions. The NEB method has been refined in many ways since its
original implementations. A significant improvement is the climbing image
NEB that converges more closely on the maximum of the MEP, thus pro-
viding a more accurate estimate of the activation energy.72 Also, algorithms
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for more efficient and faster NEB calculations have been developed to deal
with a specialized set of systems76,77,102,103 while others are more general.104
Most recently, efforts have been invested in speeding up NEB calculations
through machine-learning assisted algorithms.105,106 But, to our knowledge,
symmetry in the atomic configurations has not yet been exploited in NEB
calculations in a systematic manner. In many transitions of interest, such
as diffusion events in crystalline structures (vacancy, defect and polaron mi-
gration), rotations of ligands on molecules, and even reactions at surfaces
(surface migration), there is a symmetry relation between the initial and
final configurations of the atoms. When the configurations are related by
reflection symmetry, there is a corresponding symmetry in the potential en-
ergy surface (PES) with a mirror object placed between the two geometries.
This guarantees that the energy barrier is symmetric around that object and
it is then sufficient to map the MEP explicitly only on one side the mirror
object. The other half of the MEP can simply be found by applying the
appropriate symmetry operations to the explicitly calculated part. Often,
only the height of the energy barrier is of interest. In many such cases,
where the path is sufficiently simple, a band with only one atomic config-
uration placed at the mirror object can be enough to converge to a precise
estimate of the energy barrier. Rapid assessment of such barriers would
be highly desirable for, e.g. Kinetic Monte Carlo simulations,107,108 train-
ing of machine learning models, and cluster expansion based approaches.109
Here, we show how reflection symmetry can be used to greatly reduce
computational effort in NEB calculations for such systems and present a
user-friendly implementation of the method in ASE. The implementation
could be further improved by making use of machine-learning approaches.
The chapter includes: a few additional remarks about the NEB method are
given in section 5.2. In section 5.3 the formal requirements for reflection
symmetry in the MEP are presented along with a discussion of the NEB
algorithm and the generation of the initial path. Section 5.4 outlines the
algorithm of the original NEB method and the suggested reflective NEB (R-
NEB) and reflective-middle-image NEB (RMI-NEB) methods. In section
5.5 the details of the implementation are presented. In Section 5.6 the
results from five test problems are presented followed by the last section
with some final comments.
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5.2 The Nudged Elastic Band Method
A general introduction to the NEB method was given in section 2.3. Here,
only a few remarks are added. The path is represented by a set of images
where each image is characterized by the coordinates and spin directions of
the atoms. The local minima are often related to the introduction of a defect
into some otherwise perfect system, e.g. a vacancy, interstitial, displaced
atom, polaron, or adsorbate. Here, the two local minima are referred to
as the initial and final images i0 and iN+1, respectively. Likewise, the
images with the defects at the initial and final position before structural
optimization are referred to as the unrelaxed initial and final images iu0 and
iuN+1.
5.3 Reflection Symmetry
Reflection matrices. In a three dimensional space, three types of reflec-
tions can be identified: Reflection with respect to a plane, line or point. The
latter two are the result of reflection with respect to two and three mirror
planes, respectively. The matrices representing reflections are orthogonal
and involutory, i.e. they are their own inverse. They have a specific set
of eigenvalues and a determinant of either 1 or -1. The eigenvalues and
determinants used to identify valid reflection operations are summarized in
table 5.1.
Table 5.1: Characteristics of reflection matrices in three dimensional space.
Det(S) eig(S)
plane −1 {−1, 1, 1}
line 1 {−1,−1, 1}
point −1 {−1,−1,−1}
Requirements of reflection symmetry. In the present implemen-
tation, the possibility that spin breaks any of the relevant symmetries is
not taken into account. Working under this restriction, the symmetry
of the PES is determined completely by the underlying symmetry of the
atomic configurations. Consider an MEP connecting two symmetry equiv-
alent atomic configurations, i0 and iN+1, related by a map S
i0 = SiN+1, (5.1)
where S = TU , in general, is a combination of rotation, U , and translation,
T . For rotation, it is enough find a map between the equivalent geometries,
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i0 ∼ UiN+1, in the sense that all atoms have an equivalent atom in the
other structure with an analogous local environment. However, in general,
it will not result in configurations with the same absolute atomic positions.
Even though the end point atomic configurations are related by symmetry
(point, line or plane), there is no guarantee that a path between the two is
symmetric. To make sure that all the atomic configurations along the path
have a mirror image, the atomic displacements must also be consistent with
the symmetry operation. Take i1 and iN to be points on the path. Any
such points can be reached from the end points by some atomic displacement
according to a vector ~R
i1 = i0 + ~R0,1 iN = iN+1 + ~RN+1,N . (5.2)
If we choose ~R0,1 and ~RN+1,N such that,
~R0,1 = U ~RN+1,N , (5.3)
it follows that a path consisting of such points has reflection symmetry
SiN = S(iN+1 + ~RN+1,N ) = i0 + ~R0,1 = i1. (5.4)
If one such reflective path can be found, the PES must posses the same
symmetry. In practice, we guess a path and search for a valid U which
must fulfill eq. (5.1) and eq. (5.3). After finding U , we know that the PES
has this symmetry and that any valid path between i0 and iN+1 should
have this symmetry. The result of the above is that any path that respects
the symmetry connecting two geometrically symmetry equivalent configura-
tions always exhibits reflection symmetry. It is also worth noting that any
point belonging to the mirror object is guaranteed to correspond to a local
extremum on any path that satisfies the reflection symmetry.
The NEB algorithm conserves symmetry. It is important to stress
that the NEB algorithm preserves the reflection symmetry of a path. Given
a path that consists of pairs of symmetry equivalent images, the true forces
will be consistent with that symmetry. Since the tangent estimate and
the spring force are based on vectors between adjacent images these vectors
will necessarily also be consistent with the reflection symmetry. This in turn
ensures that displacements along the nudged force conserves symmetry.
The linear interpolation. A linear interpolation with equidistant
images is characterized byN intermediate images that lie along the direction
given by ~R0,N+1 = iN+1− i0. This means that ~R0,1 and ~RN+1,N as defined
by (5.2) can be written as
~R0,1 = x(iN+1 − i0) ~RN+1,N = x(i0 − iN+1), (5.5)
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where x = |
~R0,N+1|
N+1 . Thus ~R0,1 is the invert of ~RN+1,N and for eq. (5.3) to
be fulfilled, U must be a reflection performing that inversion
~R0,1 = U ~RN+1,N = −~RN+1,N . (5.6)
Thus an equidistant linear interpolation results in a path respecting any
reflection symmetry that is a map between the initial and final images and
contains the mirror plane normal to the direction of the path. Furthermore,
a linear interpolation is often an appropriate guess for these highly symmet-
rical systems. If modification of the linear interpolation is needed one has
to make sure it is done in such a way that preserves reflection symmetry.
Spin extension. Although we neglect cases where the spin config-
uration breaks the symmetry, the algorithm and implementation can be
extended to handle spin even for systems with non-collinear effects. Such
an extension of the present implementation is planned and could be inte-
grated with the GNEBmethod.103 The spin configuration, whether collinear
or non-collinear, can simply be added as part of the state of every atom,
which in the current implementation is only defined by its position in the
cell. However, it is more complicated to make an educated guess for the
spin arrangement along a given path so it may be necessary to introduce
additional symmetry checks into the R-NEB algorithm.
5.4 Algorithm
In this section, we summarize the major steps involved in doing a tradi-
tional NEB calculation and present the procedure for the proposed R-NEB
and RMI-NEB methods.
Traditional NEB. Besides doing the actual NEB calculation, a few
preparatory steps are often done such that the set of calculations are:
1. Define the initial image (e.g. introduce a defect, which is going to
diffuse in a crystal, at its original position) and optimize the geometry.
2. Define final image and optimize again.
3. Interpolate between the initial and final geometry to get a path with
as many points as is needed to get a good resolution of the energy
barrier.
4. Optimize the path to converge on the MEP.
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Reflective NEB. For symmetric systems we propose the following
scheme for accelerated NEB calculations:
1. Introduce the defect at the initial position and optimize. This gen-
erates two configurations, the initial unrelaxed, iu0 and the initial re-
laxed, i0.
2. Introduce the defect at the final position (symmetry equivalent to the
initial position) to get iuN+1 and find the symmetry operation relat-
ing the initial unrelaxed geometry and the final unrelaxed geometry,
Siu0 = i
u
N+1.
3. Apply U to the changes made to the initial unrelaxed geometry during
relaxation. Add this to the final unrelaxed geometry to get the final
relaxed geometry, U(i0 − iu0) + iuN+1 = iN+1.
4. Interpolate between i0 and iN+1 to get N intermediate images.
5. Test that the path satisfies the reflection symmetry, see section 5.5
for more details.
6. Optimize the path with the usual NEB algorithm but carry out elec-
tronic structure calculations for only one half of the path (including
the middle image for odd N) and get energy and atomic forces of the
other half by applying the appropriate symmetry operation.
To prepare an NEB calculation that includes symmetry, routines are
needed for determining which symmetry operation relates a given pair of
configurations and to test the symmetry of the initial guess of the path.
Reflective-middle-image NEB. In many cases, the path through
which a transition occurs is not particularly important, only the activa-
tion energy, i.e the height of the barrier, is of interest. The path is needed
only to the extent that the highest maximum along the path can be identi-
fied. Since the final image is created to be perfectly symmetric with respect
to the initial image, the resulting forces acting on the middle image of the
path (for odd N) should be opposite and of the same magnitude. This
means that the NEB algorithm will restrict the movement of the middle
image to the mirror object during the optimization. This opens the possi-
bility of doing NEB calculations where just a single geometry is optimized.
However, it may well be that the maximum energy along the MEP is not at
the mirror object. Also, one risks missing intermediate local minima along
the MEP. Therefore, RMI-NEB calculation should only be carried out as a
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Figure 5.1: An illustration of the R-NEB method. (a) The solid black
lines are contour lines of the potential energy surface. The circles represent
images, i.e. atomic configurations. They are connected by gray lines to
indicate a path. The bottom path, p0, is the initial guess, the middle
path, pm, is the is an intermeidate, m’th, step of the optimization, and the
top path is the MEP. The dashed vertical line shows the mirror plane of
the reflection U . Circles highlighted with a red border are images given
as input while circles with blue borders are images constructed through
symmetry operations. Black arrows represent calculated forces and blue
arrows represent forces obtained by symmetry. (b) An example of reflection
with respect to a point. The inversion center is marked with a cross and
the MEP is shown with the dotted line.
quick estimate of the barrier height or in cases where it is known that the
maximum of the MEP is in the middle.
It is easy to check whether the middle image is at least a local maximum
on the MEP. A dimer can be formed and rotated so as to find the direction
of the MEP and the curvature obtained using finite differences.110 An or-
thogonal dimer can then be used to ensure that the maximum corresponds
to a first order saddle point on the energy surface. Then, the energy of this
configuration can be used to estimate the activation energy of the transi-
tion, if it is known that the MEP does not have other, higher maxima. The
RMI-NEB is potentially valuable for creation of databases where many sim-
ilar structures are treated. In such studies a few MEPs could be calculated
using the R-NEB method with a regular sampling and subsequently the
activation energy could be evaluated for a larger number systems using the
RMI-NEB, assuming the MEP has similar shape. Following the creation
of activation energy databases, the results could, for example, be used for
screening, machine learning, and multi-scale modelling based studies. An
RMI-NEB calculation follows the same preparatory steps for creating the
final relaxed image (step 1-3) but at step 4 i0 and iN+1 are interpolated by
just a single image.
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5.5 Implementation in ASE
In this section, we present some details of the implementation in ASE. This
includes a description of how configurations are compared, how translation
and rotation symmetries are found, and how the symmetry of the path is
checked. We also give some additional technical details and an overview of
the features of the presented code.
Comparing configurations. The matching of configurations is done
atom by atom. Given two configurations to be matched, i1 and i2, consist-
ing of atomic positions and chemical symbols, a search through i2 is carried
out for each atom in i1. If the chemical symbols of the atoms match, the
distance between the atoms d = |r2 − r1| is calculated, where r1 and r2 are
the positions of atoms belonging to i1 and i2, respectively. If d is less than
a user controlled tolerance the atoms are considered to match. If a match is
found for all atoms, the two configurations are considered to be the same.
Translations. Although not strictly needed, it is often useful and time
saving to identify pure translations instead of combinations of rotation and
translation when creating the relaxed final geometry. For pure translations,
1. A list, la = {r11, r12, r13, r44, r45, ...}, of all symmetry equivalent atoms,
within the pristine simulation cell, is generated (using spglib111). ryx
denotes the position of atom x which is equivalent to atom y.
2. la is used to generate a list of translation vectors, l~r = {~r1,2, ~r1,3, ~r4,5, ...},
where ~r1,2 = r2 − r1. l~r contains all the translation vectors possible
between pairs of equivalent atoms.
3. If Tiu0 = iu0 + ~r = iuN+1, we have found a valid translation operation,
T , between the initial and final configuration.
Note that by finding T , both a translation vector ~r and a list of atomic in-
dexes is generated that can be used to match atoms when the configuration
is translated.
Rotations. Rotations that are a map between two equivalent confgu-
rations are found as follows:
1. Identify the space group of the unit cell without defects and generate
the appropriate list of symmetry operations, lS , for the super cell.
2. Iterate through lS :
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(a) If eq. (5.1) is satisfied, that is TUiN+1 = i0, then a valid U has
been found.
As when finding pure translations, the comparison of the configurations re-
sults in a way to match atomic indices that can be used when applying U
to get symmetry equivalent atomic displacements or forces acting on atoms.
Finding the reflection of the path. As discussed in the previous
section we also need to test whether the path connecting the initial and
final image is consistent with the reflection symmetry. We generate two
lists of vectors; one with vectors moving stepwise forward and the other
moving stepwise backwards along the path. For odd N this is
pf = {~R0,1, ~R1,2, ..., ~R(N−1)/2,(N+1)/2}, (5.7)
pb = {~RN+1,N , ~RN,N−1, ..., ~R(N+3)/2,(N+1)/2}. (5.8)
If pf and Upb are equal element-wise, the path is symmetric with the given
operation.
ASE interface and dependencies. The method above is imple-
mented in Python. Although not the fastest programming language, it
makes all the features of ASE available.99 The code makes heavy use of the
ASE features for manipulating atomic structures. Furthermore, ASE al-
ready contains an implementation of the NEB method which is just slightly
modified to implement R-NEB and RMI-NEB. The code also depends on
the python library spglib111 for generating symmetry operators and lists
of equivalent atoms within a single geometry. The implementation has the
following features:
• Given initial unrelaxed, final unrelaxed, and initial relaxed configura-
tions, the final relaxed configuration can be created.
• Given two configurations, the translation and rotation operators re-
lating these can be found.
• Given a path defined by a set of atomic images, the reflection sym-
metries that apply to the path can be found.
• Given the appropriate symmetry operations, the NEB calculation can
be carried out where only the symmetrically unique images are treated
explicitly.
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We stress that, given the input structures, the algorithm automatically
identify all the relevant reflection symmetries also for systems where these
might be less intuitive to identify by visual inspection.
5.6 Tests
Here we present five test cases where the performance is benchmarked
against the results of full NEB calculations. We focus on the speed up
and the stability of the R-NEB and RMI-NEB methods. GPAW was used
to calculate the energy and atomic forces. Since we are interested in the
performance of the method rather than the physics of these systems, further
details about the DFT methodology is not given here, but can be found in
appendix B. We used the FIRE algorithm for optimization.75 All struc-
tures were relaxed until all forces were smaller than 0.02 eV/Å. For silicon
and graphene, only the atomic degrees of freedom were allowed to relax
while Li2O2 also was allowed to relax the lattice degrees of freedom (before
introducing the defect). Seven intermediate images were included in the
calculations of the silicon and graphene systems but five in the calculations
of the Li2O2 system. A tolerance of 1 · 10−4Å on the atomic positions was
used. The results are summarized in table 5.2.
The energy barriers calculated with the reflective and middle-image
methods are less than 2 meV from the barriers calculated with the orig-
inal NEB method. Thus for all practical purposes the results are identical.
Two barriers calculated with the RMI-NEB are off by more than a 2 meV.
One is an example of an MEP where the transition state is not located in
the mirror object and the other is an example of having end points which
are not the global energy minimum of the MEP. This is described in more
detail below.
The number of force evaluations needed is expected to be roughly half
for the reflective method
N stdforce
N
(N + 1)/2
for oddN, (5.9)
and for the middle-image method it is
N stdforce/N
std, (5.10)
where N std is the number of intermediate images in the corresponding tradi-
tional NEB and N stdforce is total number of force evaluations needed using the
traditional NEB method. However, especially for the RMI-NEB method,
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Table 5.2: Results for the test systems. ∆ErefB and ∆E
one
B is the absolute
error of the barrier estimate compared to the tradional NEB method for the
R-NEB and RMI-NEB, respectively. Errors smaller than 1 meV are shown
as zero error. xrefforce and x
one
force are the ratios of the number of energy and
force evaluations needed for convergence using the R-NEB and RMI-NEB
methods, repsectively, as compared to the traditional NEB method.
Precision [meV] Speed up
∆ErefB ∆E
one
B x
ref
force x
one
force
Si 0 0 1.8 8.0
C6/VC 0 61 1.8 9.9
C6/across 0 2 1.7 9.8
C6/along 0 31 1.8 9.2
Li2O2 0 0 1.7 5.0
the number of force evaluations needed for convergence is even less than the
expected N stdforce/N
std as the algorithm more effectively optimizes a single
image than a set of N images.
For the presented systems the computational cost of doing the symmetry
analysis is orders of magnitudes lower than performing the corresponding
DFT calculations. The CPU time spent on a single force evaluation is a
factor 500-30,000 higher than what is spent on the symmetry analysis. Thus
when an electronic structure method, such as DFT, is used to evaluate the
energy and atomic forces, the cost of the symmetry analysis is negligible and
the reduction in computational effort is practically equal to the reduction
in the number of energy and force evaluations. Below, we describe the
structure, symmetry and transition path of the systems studied.
5.6.1 Silicon
The migration barrier for a silicon vacancy in silicon crystal was calculated.
The crystal has diamond structure with a unit cell belonging to space group
Fd3¯m (227). The primitive unit cell has two atoms which are equivalent
by symmetry. The vacancy is introduced into a 3× 3× 3 supercell with 54
atoms. The initial and final positions of the vacancy are neighbouring sites
and the vacancy moves along the [111] direction.
The symmetry analysis finds 6 maps between the initial and final images
of which 4 are reflections. A path created from linear interpolation preserves
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all 4 reflections
U1 =
 0 0 −10 −1 0
−1 0 0
 , U2 =
 0 −1 0−1 0 0
0 0 −1
 ,
U3 =
−1 0 00 0 −1
0 −1 0
 , U4 =
−1 0 00 −1 0
0 0 −1
 .
U1, U2 and U3 represent reflections with respect two mirror planes, i.e.
reflection in a line. U4 is a point reflection in the point common to all of the
mirror planes represented by U1, U2 and U3. U1 is reflection with respect to
the (11¯1)- and (010)-plane, U2 is reflection with respect to the (111¯)- and
(001)-plane, and U3 is reflection with respect to the (1¯11)- and (100)-plane.
The energy barrier is bell shaped with the maximum, a first order saddle
point, at the central image.
Figure 5.2: Silicon with a vacancy. The path is illustrated by the transpar-
ent atoms.
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5.6.2 Graphene
The second test system is graphene and calculations are carried out for va-
cancy migration and two different diffusion jumps of an intercalated lithium
atom. The primitive unit cell of graphene is hexagonal with two identical
atoms and belongs to space group P6/mmm (191).
Carbon vacancy. In this case an out-of-plane lattice constant of b =
7Å is used and a 2× 1× 3 supercell, i.e a 2× 3 repetition in the plane. The
vacancy moves to a neighbouring C-site. We find 4 valid maps between the
initial and final image which are all reflections. The analysis of the path
excludes two operation so that we are left with 2 valid reflections
U1 =
−1 0 00 1 0
0 0 −1
 , U2 =
−1 0 00 −1 0
0 0 −1
 .
U1 represents reflection with respect to the (100)- and (001)-plane. In U2 the
trivial mirror plane of the two dimensional graphene sheet is added to the
mirror planes of U1. The standard and reflective NEB calculations identify
two energy minima on the MEP 61 meV lower in energy than the initial
and final images, see figure 5.4. The result is that the RMI-NEB misses the
global minimum of the MEP and the deduced energy barrier then has an
error equal to the difference between the energy of the end points and the
global minimum.
Figure 5.3: Graphene with a vacancy. The path is marked by the transpar-
ent atoms.
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Figure 5.4: Calculated barriers for a carbon vacancy jump in graphene.
Intercalated lithium moving across a C-C bond. Here, an out-
of-plane lattice constant of b = 3.7Å is used and a 2× 2× 3 supercell. The
Li atom has its equilibrium position at the center of a hexagonal C-ring.
Neighbouring sites are chosen for the initial and final states such that the
Li travels across a single C-C bond, see figure 5.5. We find 3 valid maps
(not counting the identity) between the initial and final image that are all
reflections. The analysis of the path excludes one operation so that we are
left with 2 valid reflections
U1 =
1 0 00 1 0
0 0 −1
 , U2 =
−1 0 00 1 0
0 0 −1
 .
U1 is reflection with respect to the (001)-plane and for U2 the (100)-plane
is added on top. Note that all of the path belongs to the (100) mirror
plane effectively confining the images to this plane during optimization of
the path. This is another example of a bell shaped energy barrier as can
be seen in Fig. 5.7 together with the other energy barriers for lithium atom
diffusion in graphite.
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Figure 5.5: Intercalated lithium in graphite moving across a C-C bond. C
atoms are grey and lithium is purple. The path is marked by the transparent
atoms.
Intercalated lithium moving along a C-C bond. An out-of-plane
lattice constant of b = 3.7Å is used in this case and a 4 × 2 × 2 supercell.
Next nearest neighbouring sites are chosen for the initial and final states
such that the Li travels along a C-C bond when following the shortest
path. We find 3 valid maps between the initial and final images that are all
reflections. The analysis of the path excludes one operation so that we are
left with 2 valid reflections
U1 =
−1 0 00 1 0
0 0 1
 ,U2 =
−1 0 00 1 0
0 0 −1
 .
U1 is reflection with respect to the (100)-plane, i.e. the mirror plane reflect-
ing the path. U2 additionally includes the (001)-plane to which all of the
path belongs. This an example of a path where the maximum along the
MPE is not placed on the mirror object, see figure 5.7. Since the middle
image is fixed (by symmetry) to move only in the mirror planes it will never
find the first order saddle point on the energy surface. A dimer calcula-
tion110 would quickly reveal that the central image is trapped in a local
minimum. Another thing to note is that the true MEP for these end points
goes through one of the C-rings above or below the found path. Jumps
across C-C bonds are preferred over a jump along a C-C bond since the
energy barrier is lower. However, the images of the chosen initial path all
lie in the (001)-plane. The symmetry around this mirror plane makes sure
that forces taking the images toward the true MEP effectively cancel out.
This situation can be avoided by checking whether the initial path lies com-
pletely in any of the mirror objects defined by the symmetry operations
linking the initial and final images. If this is the case the initial path can
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easily be modified slightly in order to break the symmetry. If the mirror
object coincides with a local minimum, the images will find their way back
and no harm is done but if, as in this case, part of the mirror object lies on
a local maximum the images will move further away.
Figure 5.6: Intercalated lithium atom in graphite moving along a C-C bond.
C atoms are grey and the Li atom purple. The path is marked by the
transparent atoms. The true MEP is shown by the dashed lines with arrows.
Figure 5.7: Calculated energy barriers for lithium atom moving in graphite.
p1 and p3 are calculated with the R-NEB method for the Li atom moving
along and across a C-C bond, respectively. p2 is calculated with the RMI-
NEB for the Li atom moving along a C-C bond.
5.6.3 Li2O2
The last test system is Li2O2. Li2O2 has a unit cell with 8 atoms: 4
equivalent O atoms and 2 different types of Li atoms. The space group
is P63/mmc (194). We work with a 2 × 2 × 1 supercell where a negative
Li vacancy is introduced (a neutral vacancy would additionally introduce
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polarons into the system). The vacancy moves between two layers in the
structure, see figure 5.8. We find 4 symmetries connecting the initial and
final images that are all reflections. The movement associated with the path
eliminates all but one symmetry
U1 =
1 0 00 1 0
0 0 −1
 .
U1 is reflection with respect to the (001)-plane. The energy barrier is bell
shaped.
Figure 5.8: Li2O2 with a negatively charged lithium vacancy. O atoms are
red and Li atoms purple. The path is marked by the transparent atoms.
5.7 Conclusion
We have shown how reflection symmetry of various sorts can be used to
speed up an NEB calculation of a minimum energy path using the R-NEB
method, and in some cases obtain an estimate of the activation energy of
a transition without even finding the whole path by using the RMI-NEB
method. Any path, including the MEP, which is consistent with the sym-
metry connecting two symmetry equivalent end point configurations always
exhibits a reflection symmetry. We demonstrate that the NEB algorithm
preserves reflection symmetry. So, if the calculation is started with a path
that is consistent with the symmetry, such as a linear interpolation, the
optimization can be accelerated by carrying out the calculations for only
one half of the path.
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The implementation we describe is a user-friendly extension to the ASE
code that is able to find the symmetry relations between atomic structures
and use them to perform NEB calculations at roughly half the computa-
tional cost or less. The symmetry analysis part of the implementation can be
used to tell whether two atomic structures are equivalent and which symme-
try operations are valid maps between the two. Once one of the symmetry
equivalent structures is relaxed this can be used to create the other one
by applying the symmetry operation to the structural changes that occur
in the relaxation. A band of images can be analysed to test whether they
define a path consistent with any reflection symmetry connecting the initial
and final images. The resulting symmetry and set of images representing
an initial path can be passed to an NEB algorithm which will only perform
force evaluations on the images on one side of the mirror object, thus sav-
ing roughly half the computational cost sacrificing practically no precision
compared to the original NEB method.
We show that when symmetry is present, one can often get away with
just a single image placed midway between the two end images and still get
a good estimate of the energy barrier. This approach should, however, be
used with care and a dimer calculation carried out to ensure that a first
order saddle point has been identified. When it is applicable, it gives a very
significant speed up and we expect that it will turn out to be useful when
databases for activation energies for similar transitions in similar systems
are generated.
The symmetry analysis is 500-30,000 times faster than a single electronic
structure calculation, such as DFT. This difference in computational cost
ensures that the speed up (practically) depend exclusively on the number
of images we can avoid treating explicitly in the NEB calculation. Addi-
tionally, several symmetry checks could be performed during the R-NEB
and RMI-NEB calculations at negligible computational cost. However, the
tests we have made indicate that this is not needed as long as reasonable
calculation parameters are used for getting the forces. Furthermore, if the
assumed symmetry is broken, it is usually obvious by inspection of the path.
We continue work to include symmetry treatment of spin polarized sys-
tems and believe that the widespread use of the method could significantly
reduce the amount of computational resources spent on finding MEPs. In
order to get optimal performance, the method should be integrated or in-
terfaced with other methods for speeding up NEB calculations.104–106
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5.8 Perspective on Polarons
No systematic work on trying to exploit reflection symmetric polaron transi-
tion paths has yet been carried out. However, experience with NEB calcula-
tions of polaron jumping barriers in the alkali super- and peroxides warrant
caution. As already described in section 4.6.3, the barriers are α and U de-
pendent. This dependence is caused by the increased favorization of charge
localized solutions over delocalized solutions with increasing α and U val-
ues. Thus the initial and final states, which ideally have the electron or hole
localized at one site, are stabilized compared to the transition state, where
the electron or hole is shared by the two sites. The destabilization of the
transition state make it very difficult to resolve - making the R-NEB method
unstable. A tiny breaking of the symmetry can lead to DFT predicting that
the charge is more or less fully localized at one site despite being very close
to the transition state. This situation is a mark that the polaron transport
is nonadiabatic and that the NEB method is not an appropriate way of
estimating the rate constant. This is the topic of the following chapter.
Chapter 6
Nonadiabatic Charge
Transport in Li2O2
As already mentioned several times, nonadiabatic effects can be important
in polaron transitions but are still unexplored territory in alkali super- and
peroxides. In general, the nonadiabaticity of polaron transport in battery
materials have not been well described. A very recent publication show the
importance of including such effects for the discharge products of the Li-S
battery.39 In this chapter, an introduction of how to understand and account
for the nonadiabaticity of polaronic transitions is presented. Calculations
including nonadiabatic effects in Li2O2 are performed as an initial estimate
of the relevance to the alkali super- and peroxides.
6.1 Marcus Theory
Transition state theory and calculation of the activation barrier through
the NEB method assumes that the transition is well described by a single
PES, i.e. that it is an electronically adiabatic process. This means that
the electrons should smoothly arrange themselves according to the atomic
positions during the entire transition. This is an excellent approximation
for the movement of vacancies or interstitials, e.g. when a Li atom moves
into a vacant site the electrons belonging to that atom will smoothly follow
the Li atom during its transition. It is, in other words, not likely that an
electron will suddenly jump to the vacant site (being empty space) followed
by a response in atomic positions. Polarons are very different. The po-
larons treated here are essentially electrons localized at an orbital with an
associated lattice response. Their movement involves no net flow of atoms –
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only charge is transferred. Being an elementary particle, the electron does
not occupy the orbitals of different localization sites fractionally. Thus, it is
insufficient to describe the transition by smoothly following the change in
atomic positions and associated fractional occupation of the two sites by the
electron. It is more appropriate to describe the transition as a sudden jump
of the electron – as a whole – and then express the rates of such jumps in
terms of the electronic coupling between the two states and the energy as-
sociated with structural reorganization after the electron has jumped. This
is in essence a nonadiabatic process and is the idea presented by Marcus
theory where the rate constant of nonadiabatic electron transfer is given
by112–114
kMa→b =
2pi
~
|Hab|2√
4pikBTλ
exp
[
−(λ+ ∆G0)
2
4kBTλ
]
. (6.1)
Hab is the electronic coupling, λ is the reorganization energy, and ∆G0 is
the reaction free energy. In this work, all considered transitions are sym-
metric such that ∆G0 = 0. The subscripts a and b refer to the initial and
final diabatic states (which in the ground state are the same as for the NEB
method). Although electron transfer generally is a phenomenon of nonadi-
abatic character, it is important to highlight that the terms nonadiabatic
and adiabatic describes two limits of a continuum. Thus, it is more appro-
priate to talk about the degree of nonadiabaticity (or adiabaticity for that
matter) as is discussed further in context of the parameters introduced by
the Landau-Zener equation in section 6.3.
6.2 Constrained DFT
In order to evaluate the rate constant of a transition according to Marcus
theory, the electronic coupling and the reorganization energy need to be
computed. While the electronic coupling can be calculated using standard
DFT, the reorganization energy requires following changes in the electronic
Hamiltonian for a fixed geometry, i.e. achieving an approximate description
of a diabatic state. The diabatic states needed for this purpose each has one
point in common with the adiabatic PES while the rest are excited states.
Since DFT is a ground state theory derived in an adiabatic context, through
the Born-Oppenheimer approximation, description of diabatic states require
special techniques. One approach to achieve diabatic states within the
framework of DFT is to introduce control of the charge distribution through
constraints. This approach is used in cDFT where the energy is given as the
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Figure 6.1: A graphical representation of the key concepts in Marcus theory.
The blue and red lines are the adiabatic ground state and excited state,
respectively. The dashed lines are the two diabatic states representing the
initial (a) and final (b) states. λ is the reorganization energy and Hab is the
electronic coupling constant.
Kohn-Sham energy plus an energy from the constraining potential115–117
F [ρ, Vc] = E[ρ] +
∑
i,s
Vi
[∫
drwsi (r) ρ
s(r)−Ni
]
, (6.2)
where i is an index specifying the constrained region, s is the spin, Ni is the
specified charge or spin to be localized in the chosen constraining region, and
Vi is a Lagrange multiplier determining the strength of the external poten-
tial. wsi is a weight function specifying the spatial extent of the constrained
region. In the GPAW implementation, the weight function is partitioned
into atomic contributions using Hirshfeld partitioning with Gaussian atomic
densities based on scaled covalent radii.117,118 Further details about cDFT
and a full description of the GPAW implementation can be found in the
implementation paper by Melander et al.117
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6.3 The Landau-Zener Equation
Instead of working with the original Marcus equation (eq. (6.1)), it is more
convenient to work with the Landau-Zener equation which captures both
the adiabatic and nonadiabatic regimes112
kMa→b = νκ exp
[
−(λ+ ∆G0)
2
4kBTλ
+
∆
kBT
]
(6.3)
∆ is an adiabaticity correction which is not evaluated here (∆ = 0) since
the transitions are found to be highly nonadiabatic. Since ∆G0 = 0, the
Marcus barrier equals one quarter of the reorganization energy, EMa = λ/4.
κ is the electronic transmission coefficient computed from the Landau-Zener
transition probability112,119
κ =
2PLZ
1 + PLZ
, (6.4)
PLZ = 1− exp [−2piγ] , (6.5)
2piγ =
pi3/2|Hab|2
hν
√
kBTλ
, (6.6)
λ = Eb(Ra)− Ea(Ra). (6.7)
The reorganization energy (λ) is schematically shown in figure 6.1. Ea(Ra)
is the cDFT free energy calculated for the geometry and charge constraints
of state a and Eb(Ra) is calculated for the geometry of state a while con-
straining the charge as in state b. Eb(Ra) mimics the situation immediately
after the electron has jumped. E.g. for an electron polaron, Ea(Ra) is the
usual initial state of the transition and Eb(Ra) is the energy of keeping the
geometry of the initial state while constraining the O2 molecule at site a to
a charge state of O22− and the O2 molecule at site b to a charge state of
O23−.
The coupling constants are calculated through a procedure using Löwdin
orthogonalization.117 By inspection of eq. (6.3), it is seen that the electron
transmission coefficient, κ, is a measure of the nonadiabaticity, i.e for κ ≈ 1
the transition is highly adiabatic and for κ << 1 the transition is highly
nonadiabatic. Furthermore, eq. (6.4)-(6.6) show that κ is determined by
the ratio between Hab and λ. For small electronic couplings and large re-
organization energies, the transition is predominantly nonadiabatic. Thus,
nonadiabatic behaviour is generally expected for charge transfers where the
hopping distance is large and there is a poor electronic coupling between
the states.
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6.4 Method
The finite-difference mode of GPAW with a grid-spacing of 0.18 Å, a 4×4×2
supercell with a Γ-point sampling and a 0.1 eV Fermi-smearing was used.
The relatively high smearing was needed to ease convergence of the excited
states and is not expected to change the results significantly since the charge
is controlled through constraints in the end. The PBE functional was used
and the structures were relaxed until forces were below 0.1 eV/Å.
Due to technical issues associated with the large changes in O-O bond
distance it was difficult to control the exact amount of constrained charge
using the internal Hirshfeld charges. Therefore, an indirect route was fol-
lowed where the amount of localized charge was estimated after the cDFT
calculation using a Bader charge analysis.120–122 Since this indirect method
also has its limits with respect to how well the charge can be controlled, it
was allowed to differentiate as much as 0.05 e/O2 from the ideal amount.
The parameters used here are definitely to be tightened if high precision
nonadiabatic transfer rates are to be computed. However, since we are
dealing with several orders of magnitude difference when comparing to the
adiabatic rate constants, the main conclusions are not affected by these
choices.
The last parameter of concern is the underlying functional whose in-
fluence remains uninvestigated. The problem with primarily basing the
estimate of the barrier on the energy difference between the localized initial
state and the delocalized transition state is removed using Marcus theory
and cDFT. However, if PBE+U or HSE were used, one could expect more
spatially localized orbitals with increasing U or α and thus a smaller cou-
pling constant – although the quantitative importance of this is, at present,
unexplored. Additionally, the dependence of the reorganization energy on
the functional is less intuitive which highlights the need for a systematic
study of the influence of the base functional.
6.5 Results
The peroxide bond length is found to be 1.55 Å and the localized electron
and hole polarons result in O-O bond lengths of 2.335 Å and 1.347 Å,
respectively. Polaron migration in Li2O2 has already been treated in several
studies.27,36,123,124 However, all of them assumed an adiabatic process. As
already mentioned in section 5.8 and 4.6.3, García-Lastra et al. showed
that the barriers depend strongly on the U -value and Radin et al. showed
the same for the α value. Radin et al. only reported the hole polaron
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barriers with an unoptimized linear-interpolation between the initial and
final states as an estimate for the MEP. García-Lastra et al. calculated
full NEB optimized paths for both electron and hole polaron barriers for
both jump directions using PBE+U. Here, the calculated barriers and rate
constants will be compared to those presented by García-Lastra et al. for
U=6 eV as it is the only complete set of values.
Table 6.1: The adiabatic activation barrier (Ea) and rate constant (k) from
Garcia-Lastra et al. 36 compared to the calculated nonadiabatic activation
barrier (EMa ), reorganization energy (λ), electronic coupling constant (Hab),
electronic tramission coefficient (κ), and rate constant (kM). Both rate
constants are calculated for ν = 1× 1013 s−1.
Transition Ea EMa λ Hab κ k kM
e−p (inter) 1.41 2.15 8.60 0.01 0.06 1.5× 10−11 2.8× 10−25
e−p (intra) 1.47 2.11 8.44 0.003 0.004 1.3× 10−12 7.8× 10−26
h+p (inter) 0.48 1.31 5.25 0.004 0.01 8.6× 104 6.2× 10−12
h+p (intra) 0.39 1.17 4.68 0.01 0.08 3.1× 106 1.3× 10−8
The results of the nonadiabatic treatment of the transfers are summa-
rized in Table 6.1 where they are compared to the adiabatic results of
García-Lastra et al. First of all, it is noted that the nonadiabatic rate
constants are 10-14 orders of magnitude lower than the adiabatic(!). This
is both an effect of the difference in the estimated barriers but also due to
the small electronic coupling. The small electronic couplings reveal that
the polaron migration is indeed occurring through a nonadiabatic process.
The main part of the difference between the adiabatic and nonadiabatic
results lie in the estimate of the barriers. The adiabatic and Marcus bar-
riers are not expected to be very different, e.g. Park et al. report barriers
differentiating on the order of 10 meV for polarons in α-S and Li2S using a
similar approach.39 According to a Bader charge analysis, the initial states
calculated with PBE+U (U = 6 eV, no cDFT) has only 0.79 e and 0.83 e of
extra charge localized on the O2 molecule for the electron and hole polaron,
respectively. This is despite the magnetic moments of the O2 molecules are
estimated to be 0.965 µB and 0.884 µB by GPAW. The inconsistency be-
tween the magnetic moments and localized charge according to the Bader
charges, raises concern whether the Bader charges are an appropriate mea-
sure of the amount of localized charge. However, visual inspection of the
Bader partitioned atomic surfaces as well as comparison of minimum dis-
tances and PAW cutoff radii suggest that the Bader analysis is giving a
reasonable estimate of the localized charge. Coming back to the difference
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in barriers, moving only a fraction of an electron is easier than moving a full
electron thus explaining the much higher Marcus barriers. This is confirmed
by a cDFT calculation of an electron polaron with only 0.8 e of extra charge
localized which predicts a Marcus barrier of 1.61 eV. This is in much better
agreement with the adiabatic barrier of 1.41 eV.
The largest electronic transmission coefficient is 0.08 (for the hole po-
laron intra-layer hop). Thus, all of the four types of polaron hops occur
through a nonadiabatic electron transfer process. This also means that even
if we assume that the adiabatic barriers are correct, the rate constant would
be reduced 1-3 orders of magnitude through the transmission coefficient.
Regarding the relative size of the rate constants, the conclusions reached
by García-Lastra et al. are preserved: The electron polaron is much slower
than the hole polaron, for the electron polaron the inter-layer hop is fastest,
and for the hole polaron the intra-layer hop is fastest. The main cause of
the difference between the electron and hole polaron is, not surprisingly, the
reorganization energy. Since the electron polaron is associated with a ≈0.8
Å expansion of the O-O bond length and the hole polaron only compress the
bond length ≈0.2 Å, transfer of the electron is naturally associated with a
much larger structural reorganization energy. For the electron polaron the
inter-layer hop is faster than the intra-layer hop due to a larger electronic
coupling. The transferred electron occupies the σ∗-orbital – which has a
spatial extent parallel to the molecular axis, see figure 3.2 – providing a
much larger overlap between the σ∗-orbitals of the O2 molecules in the
inter-layer plane. Conversely, a hole transfer is a consequence of an electron
jumping between pi∗x,y-orbitals – with spatial extent perpendicular to the
molecular axis – causing a stronger electronic coupling between O2 molecules
in the intra-layer plane.
Despite all the technical difficulties related with producing appropriate
diabatic states and exact computation of Marcus rate constants, we see that
nonadiabatic effects are indeed relevant in Li2O2. The hopping distance is
3.23 Å in Li2O2 and it is 3.03-4.11 Å in the alkali superoxides investigated in
chapter 4 indicating that the nonadiabatic effects should also be accounted
for in these materials.
6.6 Conclusion
The nonadiabatic effects of polaron transitions in Li2O2 are found to be non-
negligible. The exact determination of nonadiabatic rate constants is still
limited by technical difficulties related to convergence as well as definition
and control of the diabatic states. Because of these issues the nonadiabatic
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rate constants can only safely be estimated to be within the interval of
1-14 orders of magnitude smaller than the adiabatic rate constants. How-
ever, based experience gained by working with the method, I estimate that
nonadiabatic rate constants computed with high precision will be at least
3 orders of magnitude smaller than the corresponding adiabatic rate con-
stant. Once high precision computation of nonadiabatic rate constants can
be done routinely, a systematic study of the importance of the functional
should be done. Following this, the polaron mobility of the all the alkali
super- and peroxides should be revisited in a nonadiabatic setting.
Chapter 7
Conclusion
In this thesis, charge transport in metal-air batteries is studied using compu-
tational methods based on DFT. This includes: Calculation of the electrical
conductivity in materials relevant to metal-air batteries, an improvement of
the NEB method for symmetric systems, and evaluation of the importance
of nonadiabatic effects on polaron transport.
7.1 Conductivity of LiO2 and KO2
The conductivity of LiO2 and KO2 is estimated based on calculations of
band gaps and formation and activation energies of charge carriers. LiO2
and KO2 are both found to be electronic insulators with a total conduc-
tivity dominated by contributions from ionic charge carriers, primarily due
O2− vacancies, and very poor electronic conductivity, primarily dominated
by polarons. These results are compared to the existing reports on the
conductivity of alkali super- and peroxides revealing trends and differences
within this class of materials. The superoxides are generally found to im-
prove the ionic conductivity compared to the peroxides. The electronic
conductivity of LiO2 is found to be significantly higher than for the rest
of the materials. However, the very low electronic conductivity across the
series cannot explain the relatively low overpotentials observed in the cor-
responding metal-air batteries. Thus, other fundamental mechanisms of
charge transport must be present. As part of estimating the conductivities,
a precession model for determining the optimal superoxide orientation in
the alkali superoxides was developed. The precession model suggested a
new room temperature structure for KO2 which is characterized by a dy-
namic JTE. This adds insight to the puzzle regarding the interplay between
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the structural and electronic properties of KO2.
7.1.1 Outlook
Regarding the structures of the alkali superoxides, a few questions remain
unanswered. There is still uncertainty about which is the most stable room
temperature phase of LiO2. Including vibrational and rotational contribu-
tions to the entropy for the different phases of the alkali superoxides (based
on the precession model) could lead to a good description of relative phase
stability at room temperature. Subsequently, the results could be bench-
marked against the experimental phase diagrams for NaO2 and KO2 and
possibly help identify the appropriate phase of LiO2 with a larger certainty.
Here, there is only hinted at the consequences of the dynamic JTE which
could be the key to understand the structural as well as the electronic prop-
erties of KO2 better. Further investigations could be done with Scale-up
(introduced in Paper III) where a full time-dependent treatment at larger
scale is possible. This could give insight into the influence of the dynamic
JTE and cooperative JTEs.
7.2 Symmetric NEB Calculations
Estimating activation energies of transitions is for a large fraction of such
calculations done using the NEB method. Here, the method is developed
to be more effective for reflection symmetric transitions. The formal prop-
erties of reflection symmetric paths on a PES are presented along with an
implementation showing the usefulness and computational speed up of the
improved method. It is also noted that for paths possessing a reflection
symmetry, the central image is fixed to the mirror plane by the symmetry.
This enables calculating the activation barrier with just a single central im-
age for systems where the transition state is located in the mirror plane.
Overall, the exploitation of reflection symmetries in NEB calculation holds
potential to save many computational resources.
7.2.1 Outlook
The obvious next step is to include treatment of the spin configuration in
the symmetry analysis and automate the estimate of the validity of the
RMI-NEB barriers.
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7.3 Nonadiabatic Polaron Transport
Polarons are the primary electronic charge carriers in the alkali super- and
peroxides. The nonadiabatic effects of polaron transport in Li2O2 according
to Marcus theory are calculated using cDFT. The polaron transitions are
found to be highly nonadiabatic. Several technical issues regarding the cal-
culations still prohibit determination of exact nonadiabatic rate constants.
However, the calculations show that including nonadiabatic effects can be
expected to lower the estimate of the rate constants at least one, but possi-
bly many more, orders of magnitude compared to the purely adiabatic rate
constants found using the NEB method. The nonadiabatic effects could
very well also be important in the other alkali super- and peroxides and
possibly in many other battery materials where the electronic conductivity
is dominated by polarons.
7.3.1 Outlook
The technical issues and ambiguity about how to define the diabatic states
must be resolved to put the results on more firm ground. Some of the dif-
ficulties originates from the seemingly inability of the functionals, whether
it is PBE, PBE+U or HSE, to describe the different localized charge states
in a consistent manner. It is possible that a more trustworthy treatment
of polarons in superoxides and peroxides requires revisiting the choice of
functional. However, the options are limited since higher order functionals
such as the random phase approximation are not feasible to use for the large
super cells involved (and guarantee no improvement). One other option is
using PBE+U+V to introduce inter-site (V) corrections in addition to the
on-site corrections (U).125 In general, the effect of the functional on the
cDFT results should be systematically studied.
7.4 Final remarks
This work operates on three levels:
• The first project primarily use relatively well-established models and
techniques to estimate the properties of battery materials.
• The second project is purely concerned with developing a method for
faster prediction of material properties.
• The third project apply a newly developed method to make predic-
tions not commonly seen for battery materials.
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In addition to this I have been involved in a project where a new en-
tire second-principles method has been developed and implemented. This
method opens for the possibility of predictions on a larger scale and for
extended time frames for battery material properties (and materials in gen-
eral). At this point, it is very close to being useful for doing time-dependent
large scale simulations of polarons which has been a goal since I started my
studies. I hope to see that project to the end.
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Appendix A
Alkali Superoxides
Superoxide Orientation and Band Gap for KO2
Figure A.1 shows the energy and band gap versus O2 orientations for KO2.
The optimal nutation angle is found to be at 23◦ and 21◦ for the [100]/[010]
and [110]/[ ¯110] nutation orientations, respectively. Both HSE and GGA+U
predict the high symmetry structure to be a metal. However, nutating
the O2 dimers break the orbital degeneracy and thus opens a band gap.
Once the nutation angle is large enough that the band gap opens the gap
continues to increase with increasing nutation angle. The band gap varies
from 2.6 eV at θ = 5◦ to 3.6 eV at θ = 35◦. The effect of rotating the
dimers is comparable. A minimal gap of 2.95 eV is found when the dimers
are mutually perpendicular and a maximum gap of 3.71 eV when they are
parallel to each other. Although the O2 dimers move in a shallow potential
their orientation can indeed have a big impact on the electronic properties.
Precession of Superoxides
LiO2
LiO2 in the marcasite structure has only two superoxides in the unit cell.
The nutation angle is found to minimize the energy at θ = 50◦, i.e. with
the superoxides oriented as in the NaO2 marcasite phase. Figure A.2 define
θ, φ1, and φ2 for LiO2. Figure A.3 shows the potential energy map for
O2 orientations in LiO2. The optimal structure is found to be at θ = 50◦,
φ1 = 0
◦, and φ2 = 0◦.
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Figure A.1: Top: Energy and band gap versus nutation angle for KO2.
Bottom: Band gap versus rotating one dimer in the primitive unit cell.
NaO2
NaO2 at room temperature is in the pyrite structure with four superoxides
in the unit cell where the superoxides point in the [111], [11¯1], [111¯], and
[11¯1¯] directions. To limit the search space we modify the structure to be
marcasite-like by rotating two of the superoxides so that they align in pairs
and oppose additional constraints. That is, we precess the superoxide ori-
ented in the [11¯1] direction into the [111] direction and the [111¯] dimer into
[11¯1¯]. This way we get two layers with parallel superoxides that can be
rotated together as shown in Figure A.4. The nutation angle is found to
minimize the energy at θ = 55◦, i.e. with the superoxides oriented in the
[110] and [11¯0] directions. Figure A.5 shows the potential energy map for
O2 orientations in NaO2. The optimal structure is found to be atθ = 55◦,
φ1 = 10
◦, and φ2 = 10◦. We use a 4 × 4 × 4 k-point grid for calculations
involving NaO2.
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Figure A.2: LiO2 seen from a) the [001] direction and b) [010].
Figure A.3: Potential energy map of O2 orientations in LiO2 with a fixed
θ = 50◦. The black dashed lines mark the minimum energy path for a full
precession the superoxides. Only the points where φ1 ∈ [0, 90] and φ2 ∈
[0, 355] have been calculated; the rest is filled by symmetry considerations.
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Figure A.4: NaO2 seen from a) the [11¯0] direction and b) [001].
Figure A.5: Potential energy map of O2 orientations in NaO2 with a fixed
θ = 55◦. The black dashed lines mark the minimum energy path for a full
precession the superoxides. Only the points where φ1 ∈ [0, 45] and φ2 ∈
[0, 355] have been calculated; the rest is filled by symmetry considerations.
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Comparing PBE+U and HSE for O2 Precession
On figure A.6 we show a few interesting points (such as the lowest and high-
est energy points) calculated with HSE and compare them to the PBE+U
results. The two functionals seem to agree on the overall trend. There is
for most points less than 10 meV disagreement and a single point shows
25 meV disagreement. These few points show that having the superoxide
oriented as φ1 = 0 and φ2 = 90 is most likely also the preferred configura-
tion according to the HSE functional. It also suggests that the barrier for
rotation might be even lower according to the HSE functional.
Figure A.6: Comparison of HSE and PBE+U for 11 selected points on the
KO2 superoxide orientation PES.
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Defect Formation Energies and Concentrations
Figures A.7 and A.8 show the calculated defect formation energies in LiO2
and KO2, respectively. The slope of the each line indicates the charge
state for the respective defect species: a positive (negative) line indicates a
positively (negatively) charged defect. The zero of the x-axis corresponds
to the valence band maximum, while the maximum value represents the
conduction band minimum. The vertical dotted line shows the position of
the Fermi energy, which is established by the charge neutrality condition.
Figure A.7: Defect formation energy in LiO2 of the O2 vacancy, Li vacancy
and interstitials, electron and hole polarons obtained using the HSE func-
tional.
Table A.1: Defects formation energies (Ef ) and concentrations (C) in LiO2.
Defect Ef (eV) C (cm−3)
e−p 0.40 7× 1015
h+p 1.00 5× 105
V−Li 0.82 6× 108
V+O2 0.40 7× 1015
Li+i 0.66 6× 1011
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Figure A.8: Defect formation energy in KO2 of the O2 vacancy, K vacancy
and interstitials, electron and hole polarons obtained using the HSE func-
tional.
Table A.2: Defects formation energies (Ef ) and concentrations (C) in KO2.
Defect Ef (eV) C (cm−3)
e−p 1.24 2× 101
h+p 0.88 4× 107
V−Li 0.72 2× 1010
V+O2 0.72 2× 1010
Li+i 1.40 6× 10−2
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Migration Barriers
Figure A.9: Energy barriers calculated using the NEB method for (a) ionic
charge carriers and (b) polarons in LiO2.
Figure A.10: Energy barriers calculated using the NEB method for (a) ionic
charge carriers and (b) polarons in KO2.
Appendix B
R-NEB
Calculation Details
For the Silicon and graphene systems we used the finite-difference mode
with a grid-spacing of 0.20 and the PBE functional. Li2O2 was tread with
the plane-wave mode with a cutoff energy of 900 eV and the PBE+U53
functional with U = 6 eV . The Fermi smearing was set to 0.1 eV for all
systems except silicon where 0.01 eV was used.
Silicon
The calculations were performed on the 3x3x3 super cell created from the
primitive unit cell with a lattice constant of a = 3.840Å. We used a Γ-point
k-point sampling.
Graphene
The primitive unit cell of graphene is setup with the experimental lattice
constant a = 2.460Å. The out-of-plane lattice constant is b = 7Å for
C6/VC and 3.7Å for C6/across and C6/along.
C Vacancy
The calculations were performed on the 2x1x3 super cell with a 3x2x2 Γ-
k-centered k-point sampling. The resulting barrier are included in the main
text.
95
96 APPENDIX B. R-NEB
Li across
The calculations were performed on the 2x2x3 super cell with a 3x2x2 Γ-
k-centered k-point sampling.
Li along
The calculations were performed on the 4x2x2 super cell with a 2x2x3 Γ-
k-centered k-point sampling.
Li2O2
The primitive unit cell was optimized to lattice constants a = b = 3.183Å
and c = 7.726Å using a 6x6x4 k-point sampling. The NEB calculations
were done on the 2x2x1 super cell with a 3x3x4 k-point sampling. We add
an extra electron to avoid formation of polarons in the O2 molecules.
NEB Barriers
Figure B.1: Calculated barriers for a silicon vacancy jump in silicon.
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Figure B.2: Calculated barriers for a lithium jump across a C-C bond in
graphite.
Figure B.3: Calculated barriers for a lithium jump along a C-C bond in
graphite.
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Figure B.4: Calculated barriers for a lithium vacancy jump in Li2O2.
Timings
Table B.1: Timings of the symmetry analysis and force evaluations. tsym
and tforce is the CPU time in seconds spend on calculations related to
symmetry and a single force evaluation, respectively.
tsym tforce
Si 0.95 486
C6/VC 0.07 214
C6/across 0.06 327
C6/along 0.07 658
Li2O2 0.08 2405
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ABSTRACT: The charge transport mechanisms of the discharge products in alkali metal-O2 batteries are key properties 
determining fundamental performance aspects of the battery. Batteries with alkali peroxides (Li2O2 and Na2O2) and super-
oxides (LiO2, NaO2 and KO2) have now been realized. The alkali superoxides generally seem to perform better than the 
corresponding alkali peroxide resulting in lower overpotentials possibly due to improved intrinsic charge transport mech-
anisms in these materials. While the transport mechanisms in alkali peroxides have been systematically studied, reports on 
the conductive properties of the alkali superoxides are scattered and consensus about the intrinsic conductivity is missing. 
Here we use first-principles calculations to study the intrinsic charge transport mechanisms of the lithium and potassium 
superoxides (LiO2 and KO2). Drawing on our previous and similar studies on the alkali peroxides and the sodium superoxide 
we are able to systematically review the charge transport properties of these discharge products. Due to the presence a 
dynamic Jan-Teller effect, it is unclear how a non-symmetrized room temperature phase of KO2 should be represented. We 
use a constrained search to propose a representative structure. We calculate band gaps, charged defect concentrations, 
mobilities, and estimate intrinsic conductivities. The alkali superoxides are found to be wide band gap insulators with gaps 
larger than 4 eV. The ionic conductivities in alkali superoxides is 4 × 10−9 to 5 × 10−12 S/cm which are 8-11 orders of magnitude 
higher than for the alkali peroxides. Electronic conductivities in NaO2 and KO2 is predicted to be 10-19 to 10-20 S/cm putting 
them on the same page as the alkali peroxides. LiO2 show a significantly improved electronic conductivity of 9 x 10-9 S/cm. 
For NaO2 and KO2 the calculated intrinsic conductivities cannot justify the observed low overpotentials. For LiO2 the cal-
culated conductivities are high enough that relatively low overpotentials could be achieved through intrinsic charge 
transport mechanisms. 
INTRODUCTION 
Non-aqueous metal–oxygen batteries are considered to 
be promising next-generation energy storage devices, 
given their high theoretical specific energies and potential 
for rechargeability. However, many challenges remain to 
be overcome before these systems can reach their potential 
in a practical device.1–3 Among these challenges is low cy-
cling efficiency due to high overpotentials commonly ob-
served during recharge. High overpotentials can result 
from side reactions in the cathode, and from the often low 
intrinsic conductivity of the discharge product. Adding to 
these challenges is the growing complexity of the experi-
mental literature, which now contains reports of metal-ox-
ygen batteries based on lithium, sodium, and potassium 
negative electrodes. Below, we briefly review the differ-
ences and similarities relating to the transport properties 
of the discharge products for these three chemistries.  
Amongst the possible metal-oxygen battery chemistries, 
the Li–O2 battery has the highest specific theoretical en-
ergy of 3.46 kWh kg-1. However, a typical Li-O2 cell exhibits 
a high charging overpotential, which significantly reduces 
its round-trip efficiency. The primary discharge product of 
a Li/O2 cell is crystalline Li2O2, and it has been shown that 
side reactions, which can form stable phases such as 
Li2CO3, are an important contributor to high overpoten-
tials.4 It has also been proposed that high overpotentials 
persist even in the absence of side reactions, because of the 
low intrinsic conductivity in Li2O2.1,5 
In addition to Li2O2, superoxide species O2- have also 
been reported (occasionally) in the discharge product(s) of 
Li/O2 cells by in situ spectroscopy. Nevertheless, solid lith-
ium superoxide, LiO2, has proven difficult to synthesize in 
pure form, and only impure samples that decompose to 
Li2O2 above 238K have been achieved.6 Therefore, in a typ-
ical Li/O2 cell, one may anticipate that LiO2 will dispropor-
tionate into Li2O2 and O2.7 Lu et al.8 reported the surprising 
observation of crystalline LiO2 formation during discharge 
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of a Li/O2 cell employing a graphene cathode decorated 
with iridium (Ir) nanoparticles. The LiO2 formed was re-
ported to be stable during repetitive charge and discharge 
cycles, and exhibited a relatively low overpotential. The 
low overpotential was explained by several factors, one of 
them being the metallic behavior of LiO2 predicted by DFT 
band structure calculations with a generalized gradient ap-
proximation (GGA) functional and the hybrid HSE(𝛼 =
0.48) functional.8 However, subsequent calculations using 
hybrid functionals predicted insulating behavior for bulk 
LiO2, with a band gap of 3.7 ~ 4.0 eV.9,10  
Other metal-oxygen battery variants have been made by 
replacing lithium with different alkali metals. One example 
is the Na/O2 system. The discharge mechanism of Na/O2 
batteries appears to be different from that of Li/O2 batter-
ies: some studies have reported Na2O2 as the main dis-
charge product,11 while others report NaO2.12 A Na/O2 cell 
with Na2O2 as a discharge product exhibited a high charg-
ing overpotential of ~1 V.11 In contrast, significantly lower 
charging overpotentials (~ 0.2 V) have been reported when 
the discharge product consists primarily of NaO2.12 A com-
putational study clarified this by showing that Na2O2 is 
thermodynamically preferred above 120 K, however, its for-
mation is limited by high kinetic barriers. Formation of 
NaO2, on the other hand, is associated with low kinetic bar-
riers making this the main discharge product under oper-
ating conditions.2 Regarding the electron conductivity, 
Na2O2 and NaO2 behave similarly, being strong insulators. 
Hybrid functional calculations have shown that both ma-
terials have band gaps in excess of 5 eV.13  
K/O2 batteries are yet another example of a metal-oxy-
gen system. In this chemistry KO2 appears to be the pri-
mary discharge product. KO2 is thermodynamically stable, 
and it has been demonstrated that K/O2 cells containing 
KPF6 salt in DME form solely KO2 (no K2O2) during the ox-
ygen reduction reaction.14 Importantly, the total overpo-
tential for the first cycle of these cells was less than 50 mV. 
Contradicting reports exist regarding the conductivity of 
KO2. One early measurement reported moderately high 
conductivity in KO2 (approximately 1~10 S/cm).15 More re-
cently, Gerbig et al. examined the total (ionic + electronic) 
conductivity of KO2 using the electromotive force method. 
The value of the electronic conductivity could not be ex-
actly determined in that investigation, but was estimated 
to be less than 10–7 S/cm at 200 °C,16 a much smaller value 
than in the initial report. 
The foregoing discussion reveals that Li/O2, Na/O2 and 
K/O2 batteries can exhibit relatively low overpotentials and 
enhanced rechargeablility when the discharge product is 
an alkali superoxide. Nevertheless, the charge transfer 
mechanisms of alkali superoxides have not been systemat-
ically studied, and a lack of consensus regarding the intrin-
sic conductivity of these compounds exists in the litera-
ture. More generally, the alkali superoxides are a class of 
materials with many common properties. They are charac-
terized by an alkali metal framework where the alkali metal 
ions donate an electron to the O2 sub-lattice to form 𝑀+ 
monovalent cations and O2- (superoxide anions). Conse-
quently, the alkali-metal superoxides are highly ionic sol-
ids, whose energy levels surrounding the Fermi level are 
dominated by states belonging to the O-dimers. Thus, one 
can expect the electronic properties to resemble that of the 
superoxide molecule.  
Another noteworthy property of the superoxide anion is 
its two degenerate 𝜋𝑥,𝑦
∗ -orbitals: one orbital being occupied 
and the other unoccupied. If the overlap of these 𝜋𝑥,𝑦
∗ -or-
bitals between adjacent superoxide anions in the alkali-su-
peroxide lattice was sufficiently large the 𝜋𝑥,𝑦
∗ -bands would 
be strongly dispersed. In this case, metallic behavior would 
emerge, with each of the two 𝜋𝑥,𝑦
∗ -bands being half occu-
pied.  In contrast, poor overlap of the 𝜋𝑥,𝑦
∗ -orbitals would 
result in molecular solid-type behavior, i.e. independent 
superoxide anions in a ”sea” of alkali cations.  
In this latter scenario, the Jahn-Teller theorem ensures 
that the local symmetry around a superoxide ion cannot be 
so high that it preserves the degeneracy between the 𝜋𝑥,𝑦
∗ -
orbitals. The Jahn-Teller effect (JTE) provides a driving 
force that reduces the symmetry, distorting the original ge-
ometry in such a way that the electronic degeneracy is 
lifted, opening a gap between the 𝜋𝑥,𝑦
∗ -orbitals. A set of 
symmetrically equivalent Jahn-Teller distortions, leads to 
different geometries around the superoxide ion, all of them 
being energy minima. If the energy barriers separating 
these energy minima are sufficiently high compared to the 
thermal energy then the system will be kinetically trapped 
into one of the minima, adopting a lower symmetry struc-
ture (the so-called static JTE). This is the situation for all 
alkali superoxides at low temperature.  Alternatively, at 
higher temperatures the local geometry can ‘hop’ between 
the different structural minima, resulting in an average 
structure that is similar to the undistorted, high-symmetry 
configuration (the so-called dynamic JTE). This situation 
describes the behavior of KO2 at room temperature. This 
behavior implies that care must be exercised when calcu-
lating electronic properties (such as the band gap) in this 
dynamic regime. Such a calculation should be performed 
using one of the lower-symmetry, Jahn-Teller-distorted ge-
ometries rather than the averaged, high-symmetry config-
uration. Adopting the latter, high-symmetry case, artifi-
cially forces the system to be metallic, since in this config-
uration the 𝜋𝑥,𝑦
∗ -degeneracy is not lifted.17   
Many fundamental properties of alkali superoxides are 
thus influenced by the local structure and orientation as-
sociated with the superoxide anion. The influence of the 
orientation of the superoxide anion has been studied in al-
kali halides where halide ions were substituted for super-
oxide ions.18,19 Other studies have focused on the structure 
of the alkali-metal superoxides revealing how the structure 
and superoxide orientation evolves with temperature.20,21 
Although averaged high-symmetry room temperature 
structures were determined, it remains unclear how the 
room temperature structures should be represented in 
Density Functional Theory (DFT) level ground state energy 
calculations, where the high symmetry must be broken for 
an appropriate electronic structure to be predicted. For 
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LiO2 and NaO2 there have been no attention towards de-
termining if the measured structural properties are influ-
enced by a dynamic-JTE. No X-ray diffraction (XRD) pat-
tern has been established for LiO2 and at least hindered ro-
tation of superoxides in NaO2 at room temperature is 
likely.20 For KO2 it is known that the structure obtained 
through XRD experiments must be an averaged structure 
originating from some dynamic local low-symmetry ar-
rangement of atoms.20–22 Hence, a non-symmetrized room 
temperature structure for KO2 needs to be found along 
with verification that the suggested LiO2 and NaO2 struc-
tures are in fact the optimal structures (wrt. the superoxide 
orientation). Finding a qualified room temperature repre-
sentation for these materials is important for achieving a 
good estimate of the band gap which can vary from zero to 
several electron-Volts depending on the superoxide orien-
tations in the crystals. This is of obvious consequence for 
the possibility of having band-like conduction but also im-
portant for the contribution to the conductivity from 
charged defects as their formation energies, and hence 
concentration levels, are calculated relative to the valence 
and conduction band. Furthermore, an estimate of the bar-
rier for rotation of superoxide dimers, will reveal if the 
structure and electronic properties are affected by dynamic 
superoxide ions at room temperature as well as give an es-
timate for the quality of the approximation of neglecting 
the rotational degrees of freedom when calculation the free 
energies. A constrained search keeping the characteristics 
of the room temperature phases is needed as free optimi-
zations will result in structures resembling the rather dif-
ferent low temperature phases. 
 
This study presents calculated intrinsic conductivities of 
the alkali superoxides (Li, Na, and K). The intrinsic con-
ductivity of these materials set a lower limit for the over-
potential of the corresponding battery and also influence 
the potential discharge/charge rates achievable. First-prin-
ciples calculations were used to search for an appropriate 
room temperature structure for KO2, accounting for the ro-
tational degrees of freedom of superoxide dimers while 
keeping the symmetry of the cell compatible with the ex-
perimental room temperature structure. The optimal 
structure for KO2 is identified, and following the same pro-
cedure, the superoxide orientation in the LiO2 marcasite 
and NaO2 pyrite structures are verified. Estimates for the 
O2 rotational barriers for each of the alkali superoxides (K, 
Li, Na) are presented.  Based on these structures, we com-
paratively analyze bandgaps, defect formation energies, 
mobilities, and conductivities across the superoxides, 
drawing comparisons with the related peroxides. We find 
that the alkali superoxides are band insulators with 
bandgaps exceeding 4 eV. This reveals that to reach practi-
cal levels of conductivity mechanisms such as migration of 
charged defects are required. LiO2 exhibits high equilib-
rium concentrations and high mobilities of electron polar-
ons and positive O2 vacancies, leading to, in the context of 
metal-O2 batteries, relatively high electronic and ionic con-
ductivity. KO2, similar to NaO2, has high ionic conductivity 
but low electronic conductivity. By comparing with our 
previous work on Li2O2, Na2O2 and NaO2, we propose gen-
eral intrinsic defect conduction mechanisms in peroxides 
and superoxides. At layer thicknesses where electron tun-
neling is negligible, electronic transport in these materials 
is mediated by small polaron hopping. The small polarons, 
which localizes on oxygen dimers, can adopt two different 
charge states: ±1 compared to the undoped dimer which 
is O22- for the peroxides and O21- for the superoxides. Re-
garding ionic carriers, defects in the cation lattice (metal 
vacancies) dominate for alkali peroxides, whereas superox-
ide vacancies prevail for the alkali superoxides. 
 
METHODOLOGY 
DFT calculations were performed using the Vienna ab 
initio Simulation Package (VASP).23–26 Ground state geom-
etries and electronic structures were determined using 
(separately) the GGA+U method (with the 
Perdew−Burke−Ernzerhof (PBE) functional27) and the 
Heyd-Scuseria-Emzerhof (HSE06) hybrid functional.28,29 A 
Γ-centered k-point grid with density 6 × 6 × 6 for LiO2 and 
KO2 was used for HSE06 calculations involving primitive 
cells. For GGA+U calculations 8 × 8 × 8 and 8 × 8 × 4 Γ-
centered k-point grids were used for LiO2 and KO2, respec-
tively. The hybrid calculations employed a plane wave en-
ergy cutoff of 460 eV and adopted the default VASP PAW 
potentials with valence electron configurations of 2s for Li, 
2s2p for O, 2p3s for Na, and 3p4s for K. The GGA+U calcu-
lations used the hard PAW potentials with valence electron 
configurations of 1s2s for Li, 2s2p for O, 2s2p3s for Na, and 
3s3p4s for K.30 Consistent with the use of the harder PAW 
potentials for the GGA+U calculations, a larger planewave 
cutoff energy of 900 eV was adopted. For structure optimi-
zations, all ions were relaxed to a force tolerance of 0.02 
eV/Å or less. Non-self-consistent many-body perturbation 
theory (G0W0 method) was used for the calculation of 
bandgaps, taking HSE06 wavefunctions as input. Conver-
gence tests were performed with respect to the number of 
empty bands; a total of 512 bands were used. 
Earlier studies have shown that semilocal functionals 
may poorly describe electronic properties of alkali super-
oxides.13,31 For defect calculations, the semi-local function-
als may fail to correctly describe localized charge distribu-
tions associated with charge-carrying defects as polarons, 
and can underestimate polaron hopping barriers.5 There-
fore, we used the ‘α-tuned’ hybrid functional approach, 
where α is a mixing parameter controlling the fraction of 
Hartree-Fock exchange included. Based on previous calcu-
lations in which the impact of the mixing parameter on for-
mation energies and migration barriers were examined in 
superoxides and peroxides,5,9 the present study adopts the 
value α = 0.48. This value allows consistent comparisons to 
be made between the present calculations on alkali super-
oxides and prior studies involving alkali peroxides. 
Another option is to employ a semilocal functional with 
a Hubbard correction; such an approach can also correct 
the inability to describe localized charge. Since the chemi-
cally active orbitals on peroxide and superoxide anions are 
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the p-orbitals of the oxygen atoms, the +U correction is ap-
plied on those orbitals. Prior studies have shown that a cor-
rection between 4 and 8 eV gives a reasonable description 
of the alkali-peroxides and –superoxides.32–35 In principle 
one should calculate the appropriate correction for every 
given compound and atomic configuration using, e.g., a 
linear response method.36 However, our interest here is less 
in determining the absolute value of band gaps, and more 
on comparisons between systems having perturbations to 
their respective atomic structure. Therefore, we adopt a 
more pragmatic approach and, following Garcia-Lastra et 
al.34, set 𝑈 = 6 eV for all GGA+U calculations. Specific care 
should be taken in applying a +U correction to p-orbitals. 
In VASP the effect of the correction is dependent on the 
overlap of the atomic wavefunctions within the PAW aug-
mentation sphere (the bounds for the integration can dif-
ferentiate slightly form the augmentation sphere ra-
dius). Since p-orbitals are poorly contained within the aug-
mentation sphere this can lead to unexpected and incom-
parable results between different code implementations 
when the +U correction is applied to p-orbitals. We reduce 
the effect of this issue by normalizing the overlap to one 
within the augmentation sphere (see SI for details). 
Regarding the crystal structure for LiO2, no standard X-
ray diffraction (XRD) pattern has yet been established. 
Nevertheless, some previous studies suggested the marca-
site structure (space group Pnnm) as a plausible candidate 
for the ground-state configuration.37 The experimental O-
O stretching frequency in the alkali-metal superoxides, 
MO2 (M = Li, Na, K, Rb, Cs), exhibits a small dependence 
upon the alkali metal cation. The O2- Raman frequency is 
1097 cm-1 for LiO2, which drops to 1094 cm-1 for NaO2, then 
increases to 1108 cm-1 for KO2, 1110 cm-1 for RbO2, and 1114 
cm-1 for CsO2.38 The small difference in the Raman fre-
quency implies that alkali superoxides have similar O-O 
bond lengths. Therefore, earlier DFT studies constructed a 
hypothetical LiO2 structure by replacing Na with Li in the 
NaO2 marcasite structure.9,37,39 Consequently, we adopt the 
marcasite structure (Figure 1a) for our calculations in the 
present work. In this structure the LiO2 units exhibit an 
ABAB stacking sequence along the c-axis, and each layer 
has the same number of Li atoms and O2 molecules. The 
superoxide anions are located in the (001)-plane within one 
layer, with the angles between the superoxide and the a-
axis equal to +41° and -41° for A and B layers, respectively.   
Regarding the crystal structure for KO2, at room temper-
ature it crystallizes with a body-centered-tetragonal struc-
ture (space group I4/mmm) of CaC2 type, wherein the O2- 
ions are on average orientated parallel to the tetragonal 
axis.40 Due to the orbital degeneracy of the O2- ion, the en-
ergy of the system can be lowered by a Jahn-Teller distor-
tion. This can arise from both nutation of the O2- molecular 
axis away from a high-symmetry direction22 and the dis-
placement of the center of mass from a symmetry position. 
Since Jan-Teller distortions must be present, the measured 
tetragonal structure (with the O2- ions aligned with the 
[001] direction) must in fact be an averaged structure.20–22 
The actual arrangement of the atoms at the local level has 
not been unambiguously determined, however, a model 
where the O2- ions are nutated along the [100] direction, 
and possibly precess around the z-axis, is in agreement 
with XRD data22. EPR was used to quantify the nutation 
angle at 13 K to 22° and at 78 K to 19°, however this is in a 
monoclinic phase where the directions of the superoxides 
are frozen in.21 There have been several theoretical reports 
to study the coupled structural and electronic properties in 
KO2. Nandy et al. optimized the structure without sym-
metry constraints, resulting in a non-tetagonal structure 
that was 22 meV/f.u. lower in energy than the high sym-
metry structure.32 Kim et al. enforced tetragonal symmetry 
but nutated all the superoxide anions by ~30° in the same 
direction.41 The resulting structure exhibited a bandgap, 
consistent with the insulating nature of KO2.42 Despite the 
existence of these prior studies, the precise orientation of 
the O2 bond axis remains uncertain. 
The present study aims to determine the room-temper-
ature structure of KO2, and to characterize the energy as-
sociated with precessions of its superoxide ions. Various 
nutation and precession orientations of the O21- dimers are 
examined, while maintaining the measured room temper-
ature tetragonal structure. The search is furthermore re-
stricted to the two dimers of the conventional unit cell. 
These constraints limit the number of structures to be con-
sidered to a tractable amount and make sure that the re-
sulting structure is a good starting point for bulk and de-
fect calculations.  
 
Figure 1. Crystal structures of (a) Orthorhombic LiO2 (b) KO2 (c) KO2 (Precession). Red spheres represent oxygen atoms; 
Green spheres represent Li atoms; purple spheres are potassium atoms.  
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Figure 2 illustrates the adopted dimer precession model 
of KO2. The conventional unit cell of KO2 contains two su-
peroxide ions; three angles were used to describe the ori-
entation of O21-: 𝜃, 𝜙1 and 𝜙2. First we identify the optimal 
nutation angle, 𝜃𝑜𝑝𝑡. Fixing the nutation angle to 𝜃𝑜𝑝𝑡 the 
two dimers precess independently and for every fixed set 
of angles (𝜃𝑜𝑝𝑡 , 𝜙1, 𝜙2) the structure is relaxed. The result 
is a potential energy surface which is used to identify the 
optimal dimer orientation. The details of the procedure are 
as follow: 
1) Two set of directions for the nutation angle the dimers 
were explored; in both cases the tetragonal symmetry 
is maintained during optimization. 𝜃 is searched in the 
interval [1°,35°] with a resolution of one degree.  
a) The dimers are nutated toward the sides of the 
cell, i.e. one dimer is nutated along the [100] di-
rection and the other along the [010] direction.  
b) Or the dimers are nutated toward the corners of 
the cell, i.e. one dimer is nutated along the [110] 
and the other along the [1̅1̅0] direction.  
2) For every fixed 𝜃, the cell is relaxed followed by an op-
timization of the internal degrees of freedom. This re-
sults in optimal nutation angles of 21° and 23° for the 
nutation directions described in a) and b), respectively 
(Figure s1). We choose 𝜃𝑜𝑝𝑡 to be the average of the 
two optimal nutation angles, i.e. 𝜃𝑜𝑝𝑡 = 22°.  
3) For every set of 𝜙1, 𝜙2 and 𝜃
𝑜𝑝𝑡, the atoms are relaxed 
under the constraints that the angles are fixed. 𝜙1 and 
𝜙2 are mapped out in the intervals [0°, 45°] and 
[0°, 355°], respectively, with a 5 degree resolution. The 
rest of the potential energy surface dependent on var-
ying 𝜙1 and 𝜙2 is symmetry equivalent to the calcu-
lated part.  
Given the computational expense of hybrid functionals, 
the search for the lowest energy angles was performed with 
the GGA + U method. Constrained relaxations were per-
formed using the Atomic Simulation Environment.43  
Defect calculations were performed on relaxed super-
cells of LiO2 and KO2. These cells were comprised of 3 × 3 
× 2 expansions of the respective unit cells, and contained a 
total of 108 atoms. Based on our prior calculations on NaO2, 
five types of charged defects were considered:13 negative va-
cancies on the metal (M) cation site (VM-), positive inter-
stitials (Mi+), superoxide vacancies (VO2+), electron polar-
ons (ep-), and hole polarons (hp+). As described above the 
states around the Fermi level are dominated by 𝜋𝑥,𝑦
∗ -orbit-
als, adding or removing an electron is associated with fill-
ing or emptying an anti-bonding orbital. Consequently, 
both types of polarons are expected to localize on the su-
peroxide dimer causing a change in the O-O bond length. 
The importance of these six defects in LiO2 was also 
demonstrated by a recent study by Li et al.9 K-point sam-
pling was performed at the Γ-point for all defect calcula-
tions.  
The chemical potential of oxygen was assumed to be 
fixed by equilibrium with oxygen in the atmosphere, and 
given by the formula, 
𝜇𝑂 =
1
2
𝜇𝑂2 =
1
2
[𝐸𝑂2
𝐷𝐹𝑇,𝑐𝑜𝑟𝑟 + 𝑘B𝑇 − 𝑇𝑆𝑂2
𝑒𝑥𝑝𝑡], 
where the kBT term accounts for the pV contribution to 
the free energy, and 𝑆𝑂2
𝑒𝑥𝑝𝑡
 is the experimental entropy.44 
Contributions to the free energy from translational, hal, 
and vibrational degrees of freedom have been neglected; 
these terms are also not included for the bulk phases. This 
is in in line with a recent study which showed that contri-
butions to the free energy from rotational and vibrational 
frequencies to a good approximation is negligible for the 
NaO2 room temperature phase.2 The chemical potentials of 
the alkali metals (Li, Na, K) within the superoxides were 
established by the relation  
𝜇𝑀 + 2𝜇𝑂 = 𝐸𝑡𝑜𝑡[𝑀𝑂2], 
where M = Li, Na, K is the alkali metal, and 𝐸𝑡𝑜𝑡[𝑀𝑂2] 
is 
the total energy per formula unit of the corresponding al-
kali superoxide. Knowing that DFT calculations tend to 
overbind gas-phase O2, an O2 correction of 0.20 eV was ap-
plied for the ground-state energy of the O2 molecule. This 
correction value was determined using a linear fit between 
the calculated and experimental formation enthalpies for 
the alkali superoxides: marcasite LiO2, pyrite NaO2, and te-
tragonal KO2. Coincidentally, we note that this value is 
equal to the value in our previous work on NaO2,13 where 
we calculated the correction using the experimental value 
of the NaO2 formation enthalpy only. This coincidence, 
however, allows us to directly compare the results of the 
present study on LiO2 and KO2 with our previous work on 
NaO2.13 Energy barriers associated with the migration of 
 
Figure 2. Precession model of KO2 viewing from (a) [010] 
direction and (b) [001] direction. 
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these charged defects were estimated using nudged-elas-
tic-band calculations with 7 images on the band.45  
 
RESULTS AND DISCUSSION 
The constrained search results in a map, see Figure 3, 
from which the optimal structure can be identified. The 
optimal structure is found to be at 𝜃 = 22°, 𝜙1 = 0° +
90° × 𝑖 and 𝜙2 = 90° + 90° × 𝑖 for 𝑖 ∈ [0,1,2,3] which cor-
responds to having one dimer nutated towards [100], 
[010], [1̅00] or [01̅0] and the other dimer in the opposite 
direction. In this structure the symmetry of the superox-
ides has indeed been broken, with an associated opening 
of the band gap. The structure respects the experimental 
results for room temperature KO2 and is naturally used for 
subsequent bulk and defects calculations. The map also re-
veals that the energy barrier associated with a full rotation 
of a superoxide is only 16meV. Note that this serves only as 
an upper bound for the real barrier which could be even 
lower if the constrained degrees of freedom were available. 
Since 300K corresponds to 26meV the kinetic energy at 
room temperature is enough to make the superoxides ro-
tate freely around the z-axis completely in line with the in-
terpretation of experiments. Note that the difference be-
tween the maximum energy and minimum energy is small, 
only 5 meV/atom, implying that the superoxide orientation 
has a small effect on the total energy. We also checked a 
few selected points with HSE06 and found a good agree-
ment (see SI).We perform a similar analysis for LiO2 and 
NaO2 (see SI for details) and do not find more stable struc-
tures than the ones given by experiments. However, it is 
interesting to compare the precession barriers which de-
crease as we move down through the alkali metal series, 
see Table 1. In LiO2 the barrier of 955 meV makes rotations 
of superoxides a rare event and essentially means that they 
are locked at their equilibrium positions. In NaO2 the pre-
cession barrier is 53 meV. This matches well with experi-
ment where it transits from the marcasite to the pyrite 
phase at 200K and begins to show hopping of dimers as the 
temperature moves towards room temperature.20 The ro-
tational barriers show that neglecting the rotational de-
grees of freedom in the free energy is well justified for NaO2 
and KO2 as the rotations of the superoxides at room tem-
perature will resemble that of free oxygen. However, for 
LiO2 it may be a source of error. 
Table 2 summarizes the calculated structural and ener-
getic properties of the superoxide phases. For LiO2, the cal-
culated lattice parameters are in good agreement with pre-
vious calculations using the HSE06 functional (a = 3.99 Å, 
b = 4.77Å and c = 3.01Å).9 Ferromagnetic ordering (FM) was 
Table 2. The calculated magnetic ordering, energy between ferromagnetic ordering and antiferromagnetic or-
dering, lattice parameters a, b, c (Å), O-O bond length dO-O (Å), the distance between Li atom and its nearest 
O atom dM-O2 (Å), and the superoxide orientation. 
Structure Magnetization 
E
FM
-E
AFM 
 
(meV)/f.u. 
a (Å) b (Å) c (Å) dO-O (Å) dM-O2 (Å) 
LiO
2
 (Orthorhombic) FM -6 4.011 4.783 3.042 1.30 2.52/2.39 
NaO
2 
(Pyrite) FM -42 5.416 5.416 5.416 1.31 2.71 
KO
2 
(HST) FM -36 3.991 3.991 6.843 1.31 2.91/3.36 
KO
2 
(Precession) FM -2 4.111 4.111 6.720 1.31 2.91/3.36 
 
Table 1. The O2 precession barriers. 
Structure O2 precession barrier (meV) 
LiO
2
 (Orthorhombic) 955 
NaO
2 
(Pyrite) 
53 
KO
2 
(Precession) 16 
 
 
Figure 3. Potential energy map of O2 orientations in KO2 
with a fixed 𝜃 = 22°. The black dashed lines mark the 
minimum energy path for a full precession of the dimers. 
Only the points where  𝜙1 ∈ [0,45] and 𝜙2 ∈ [0,355] 
have been calculated; the rest is filled by symmetry con-
siderations. 
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found to be 6 meV/f.u. more stable than Anti-Ferromag-
netic ordering (AFM). This is consistent with previous cal-
culations that predicted FM ordering to be more favora-
ble.9  
The KO2 lattice parameters calculated from the preces-
sion model and the high symmetry structure are both in 
reasonably good agreement with the experimental values 
of a = b = 4.03Å and c = 6.70Å.40 FM ordering was found to 
be 2meV/f.u. more stable than AFM ordering. This is con-
sistent with previous DFT calculations, which used GGA+U 
with U values from 3 to 6 eV. In those calculations the FM-
AFM energy difference was in the range of  -3 to -1 
meV/f.u.32  
Figure 4 and Figure 5 show the calculated projected Den-
sity of States (DOS) at different level of theory for LiO2 and 
KO2, respectively. From energy -10 eV to 6 eV, the DOS was 
mainly comprised of oxygen states, with little state density 
on the alkali metal ions. These results, including our pre-
vious calculations on NaO2, imply that alkali superoxides, 
are indeed highly ionized crystals. In the case of the semi-
local GGA functional, LiO2 and KO2 are predicted to have 
half-metallic behavior, showing no bandgap, which is in 
agreement with similar calculations in the literature.8,42 In 
contrast, use of the HSE functional opens a bandgap in 
both compounds by splitting the π* states (The KO2 HST 
structure is predicted to be metallic, even with HSE be-
cause in this configuration the 𝜋𝑥,𝑦
∗ -degeneracy is not 
lifted). In order to get a better estimate of the bandgap we 
perform non-self-consistent G0W0 calculations. The HSE + 
G0W0 data indicates that LiO2 has a bandgap of 4.16 eV, 
close to the result of 4.02 eV by Li et al.9 It also predicts 
that KO2 has a bandgap of 4.95 eV, suggesting that KO2 is 
a wide bandgap insulator.32,41 The G0W0 method has been 
shown to systematically underestimate the band gap46. 
Since the HSE + G0W0 method estimates the band gap to 
be larger than the other used methods, we believe it pro-
vides the most accurate estimate of the bandgaps for these 
compounds. An analysis of the band gaps as function of 
dimer orientation (using GGA+U) reveals that the size of 
the bandgap of KO2 is very dependent on the orientation 
of the superoxide ions as it is shown to vary from 2.6 to 3.7 
eV with a change of energy less than 25 meV (see SI). The 
presented G0W0 bandgap is thus the most accurate esti-
mate of the bandgap at the equilibrium configuration but 
the actual bandgap at room temperature will be heavily in-
fluenced by the, almost, freely rotating superoxides. A sim-
ilar but less drastic effect is seen in NaO2 where the dimers 
are not as free to rotate while LiO2 will see practically no 
effect from rotating dimers. Despite effects from rotating 
superoxides, the band gaps are so large that electron tun-
neling will only be able to sustain discharge currents for a 
very short period before a thick enough layer of deposited 
alkali superoxide effectively kills the current. Hence, the 
reported low overpotentials of alkali superoxide battery 
chemistries must due to other charge transport mecha-
nisms. 
  
The formation energies of the charged defects are sum-
marized in Figure 8a, and detailed formation energy plots 
and all calculated concentrations can be found in the SI. 
We note that in the present study, the defect formation en-
ergies were calculated under equilibrium condition, 
whereas in actual batteries, these concentrations may not 
be realized due to non-equilibrium effects. It is possible 
that the actual defects concentrations are much higher 
than our equilibrium predictions. Therefore, our predicted 
defects concentrations represent lower bounds. 
 
The dominant charged defects in LiO2 are superoxide va-
cancies, VO2+, and electron polarons, ep-. Both defects have 
a formation energy of 0.40 eV and a concentration of 7 × 
1015 cm−3. Our findings for LiO2 differ from those recently 
reported by Li et al.9 They found that the dominant defect 
species in LiO2 are hp+ and VLi- with concentrations of 1 × 
 
Figure 4. Density of states (in arbitrary units) plots for bulk 
LiO2 calculated using four different methods: (from top to 
bottom) PBE, HSE06, HSE (α = 0.48), HSE+G0W0. The ener-
gies are shifted such that the valence band maximum align 
with zero. 
 
 
Figure 5. Density of states (in arbitrary units) plots for bulk 
KO2 calculated using four different methods: (from top to 
bottom) PBE, HSE06, HSE (α = 0.48), HSE+ G0W0. The ener-
gies are shifted such that the valence band maximum align 
with zero. 
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1013 cm−3. This difference can be explained by Li et al’s. use 
of a different estimate for the oxygen chemical potential: 
They used the total energy for oxygen at zero kelvin as the 
oxygen chemical potential, neglecting pV contributions 
and contributions from entropy (at experimental condi-
tions). The dominant charged defects in KO2 are the nega-
tively charged potassium vacancy (VK-), and the superoxide 
vacancy (VO2+), both having formation energies of 0.72 eV 
and equilibrium concentrations of 2 × 1010 cm−3. Common 
for the alkali superoxides is that they have the superoxide 
vacancy as the dominating charged defect. The concentra-
tions are similar in LiO2 and NaO2 while it is 5-6 orders 
magnitude lower in KO2.  Some improvement over the al-
kali peroxides is seen at this point as the concentration of 
the dominating charged defects are about 8 orders of mag-
nitudes higher in the alkali superoxides.5,13    
In alkali superoxides, a hole (electron) polaron consists 
of a missing (additional) electron localized on a superox-
ide, resulting in a distortion of the lattice: The O−O bond 
length and the distance between the superoxide hosting 
the polaron and the nearest neighbor alkali metal atoms, 
which form an octahedral around the superoxide, become 
distorted. For a hole (electron) polaron the O-O bond 
length contracts (expands) and the neighboring M+ ions 
are repelled (attracted) by the missing (added) electron. A 
hole polaron changes the affected superoxide (O2-) to a 
neutral state (O20), similar to that of gaseous oxygen, with 
two unpaired electrons in the 𝜋𝑥,𝑦
∗  orbitals and a magnetic 
moment of 2𝜇𝐵. An electron polaron changes its host su-
peroxide to a peroxide ion (O22-) which has fully occupied 
𝜋𝑥,𝑦
∗  orbitals and a magnetic moment of zero. We note that 
this polaronic behavior is general for the alkali superoxides 
as is confirmed by present results, work by Li et.al.9 and in 
our previous calculations on NaO2.13 The structural and 
magnetic changes introduced by the polarons are shown in 
Figure 6 and 7 for LiO2 and KO2, respectively. In LiO2 and 
KO2 each octahedron has two distinct M-O2 bond dis-
tances which are noted as in-plane/out-of-plane in table 1.  
For LiO2 the formation energy of the electron and hole 
polaron is estimated to be 0.40 eV and 0.95 eV, respec-
tively. In KO2 the formation energy of the hole polaron, 
0.88 eV, is similar while forming an electron polaron re-
quires significantly more energy, 1.24 eV.  
In KO2 the oxygen with the electron polaron, which no 
longer has any benefit of the JTE, Interestingly, reorients 
to be parallel with the z-axis. On the other hand the oxygen 
with the hole polaron, which is also free of the JTE, does 
not reorient. This can be explained by the opposite effect 
introduced by the electrostatic interactions: The added 
electron will attract the neighboring potassium ions forc-
ing the reorientation while the hole will repel the neigh-
borhood and thus fell no force to reorient it.  
The energy of forming an electron polaron in lithium 
and sodium superoxide (0.40 eV and 0.68 eV, respectively) 
is much lower than in the Li and Na peroxides (1.51 eV5 and 
2.07 eV13, respectively). This may be explained by the fact 
that in a superoxide an electron polaron occupies a πx,y*-
orbital, whereas in a peroxide it must occupy a higher en-
ergy σ*-orbital.  Since formation of a hole polaron involves 
removing an electron from the πx,y* orbital in both super-
oxides and peroxides, the formation energy is very similar, 
i.e. 0.95 eV  and 0.88 eV for the superoxides and 0.95 eV5 
and 0.90 eV13 for the peroxides. The picture wrt. concen-
trations of electronic carriers in alkali superoxides versus 
alkali peroxides is a mixed one. LiO2 sees an 8 orders of 
magnitude higher concentration of electronic carriers than 
Li2O2 while NaO2 is only blessed with 4 orders of magni-
tudes higher concentrations. Electronic carrier concentra-
tions in KO2 resemble that of the lithium and sodium per-
oxides.  
 
Figure 6. Magnetization density distribution for (a) hole 
and (b) electron polarons in LiO2. (c) Structural and mag-
netic properties of O−O dimers with different charge states. 
The isosurfaces represent the spin density at the value of 
0.04 e Bohr-3. 
 
 
 
 
Figure 7. Magnetization density distribution for (a) hole and 
(b) electron polarons in KO2. (c) Structural and magnetic 
properties of O−O dimers with different charge states. The 
isosurfaces represent the spin density at the value of 0.04 e 
Bohr-3. 
 
 
 
 9 
In summary, the alkali superoxides show relatively high 
ionic defect concentrations and especially LiO2 also has a 
large presence of electronic carriers. However, if these de-
fects are to be responsible for high intrinsic conductivities 
- and thus low overpotentials – they must also be ade-
quately mobile.  The mobility of the charge-carrying spe-
cies is determined by the migrations barriers of the funda-
mental jumps between equilibrium sites. All of the calcu-
lated migration barriers are summarized in figure 8b. 
We first consider the mobilities of ionic species in LiO2. 
For each species, there are three symmetry distinct path-
ways. Li et al. proposed that the migration barriers had a 
positive relationship with the length of diffusion path; 
therefore, we limit our calculations to the shortest hopping 
pathway, i.e., migration along the z-axis. The calculations 
suggest that all of these defects have modest migration bar-
riers with VO2+ having the smallest barrier of only 0.26eV 
corresponding to a diffusion coefficient of 4×10-7 cm2 s-1.  
Although the superoxides before and after superoxide va-
cancy migration are parallel, a 90° rotation occurs during 
the migration process, leading to a V-shaped energy pro-
file, similar to that in NaO2.13 The O−O bond does not 
break during the migration. Migration of the negative lith-
ium vacancy occurs via a pathway where the vacancy hops 
from one vertex of a distorted Li-ion octahedron to a near-
est-neighbor vertex. The calculated energy barrier for this 
process, 0.43 eV, is comparable to the lowest barrier for va-
cancy migration in Li2O2,5 which has a barrier of 0.33 eV. In 
LiO2 the calculated barriers for migration of electron and 
hole polarons is 0.45 eV and 0.34 eV, respectively. In com-
parison with prior calculations involving Li2O2 that re-
ported diffusion barriers of 1.41eV and 0.42eV for electron 
and hole polarons, respectively,34,47 our study suggests that 
LiO2 will permit faster migration of both polaron types, 
possibly resulting in enhanced electronic conductivity.  
In KO2, we only examine the mobilities of negative po-
tassium vacancies, VK- and positive oxygen vacancies, VO2+ 
when it comes to the ionic species. The positive potassium 
vacancies are left out because of technical issues with con-
vergence of the barrier. However, since the formation en-
ergy of this defect is 1.40 eV, it is unlikely that it is relevant 
for the predicted conductivity of this material. For each 
species, there are two symmetry distinct pathways: in-
tralayer (along [100] or [010]) and interlayer (along [111]) 
 
          
Figure 8. Bar plot of different defects (a) formation energies and (b) migration barriers for LiO2 (white), NaO2 (black) and 
KO2 (grey).  
* Ki+ migration barriers undergo a disordering intermediate structure. 
Table 3. Calculated ionic and electronic conductivities (S cm-1) for LiO2 and KO2, and their comparison with 
prior calculations on Li2O2, Na2O2 and NaO2.  
Compound Ionic Conductivity (S/cm) Electronic Conductivity (S/cm) Dominant species 
LiO2 4 × 10−9 9 × 10−12 VO2+, ep- 
Li2O2 9 × 10−19 5 × 10−20 VLi-, hp+ 
NaO2 4 × 10−9 1 × 10−19 VO2+, VNa-, ep-, hp+ 
Na2O2 5 × 10−20 1 × 10−20 VNa-, hp+ 
KO2 5 × 10−12 1 × 10−20 VO2+, hp+ 
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migration. For negative potassium vacancies, the intralayer 
migration along the short path is more favored. It occurs 
via a single hop from one vertex of a K-ion octahedron to a 
nearest-neighbor vertex. For the superoxide vacancy, the 
interlayer migration is more favored than intralayer migra-
tion. The superoxides in the same layer are parallel, while 
in the interlayer path they have orientations that differ by 
44°. The intralayer migration is achieved by the simple 
translation of a superoxide in the opposite direction of the 
vacancy. In contrast, interlayer vacancy migration is ac-
companied by the rotation and translation of a superoxide, 
leading to a V-shaped migration pathway, similar to what 
is observed in LiO2 and NaO2.13 No break or significant 
change to the O−O bond is observed during this migration. 
The, by far, most mobile defect is the superoxide vacancy 
with a migration barrier of only 0.15 eV, corresponding to 
a diffusion coefficient of 5×10-5 cm2 s-1. 
Before discussing the conductivities resulting from the 
calculated equilibrium concentrations and mobilities, we 
devote attention to some trends in formation energies and 
activation barriers of the alkali superoxides summarized in 
Figure 8. First of all, we see that VO2+ defects have the low-
est formation energies in all of the alkali superoxides. This 
is in good agreement with Gerbig et al.’s experimental 
measurements, where they found superoxide vacancies to 
be the main contributor to the total conductivity in heavy 
alkali superoxides (KO2, RbO2, and CsO2). LiO2 and NaO2 
have similar lowest energy defect formation energies, while 
that of KO2 is significantly higher. The electron polaron is 
the dominating electric carrier in LiO2 and NaO2, while the 
hole polaron prevails in KO2. The latter is in apparent con-
tradiction to Gerbig et. al whose defect model predict elec-
tron polarons to be the dominating electronic defect in 
KO2. This is based on measurements showing increasing 
conductivity for decreasing oxygen partial pressure (pO2) 
following a flat plateau and a charge neutrality argument. 
Our results are in fact in agreement with this behavior 
since our assumed pO2 corresponds to the high partial 
pressures investigated by Gerbig and a decreasing pO2 will 
shift the ionic defects to the right in the formation energy 
plot (see SI) through the chemical potential of K and O. 
This will exactly result in a region with unaltered conduc-
tivity since the formation energy of the dominating defects 
is initially unchanged. At some point a region is reached 
where superoxide vacancies and electron polarons become 
the most dominating species and will decrease their for-
mation energy for increasing pO2. The formation energies 
(and thus concentrations) of defects are dependent on the 
chemical potentials of the electrode, specifically, the pO2 
and applied potential, whereas the mobilities of the defects 
are actual intrinsic properties for the materials, independ-
ent of the chemical potentials. Thus the change in conduc-
tivity with pO2 can be directly correlated with a change in 
defect concentration. Looking at trends in the formation 
energies some information about the dominating effects in 
the alkali superoxides can be extracted.  
It is perhaps not surprising that the formation energy of 
forming an interstitial is increasing as we move down 
through the alkali series. Although the lattice expands for 
the heavier alkali metals the larger inserted ion introduces 
a larger distortion to the surrounding lattice. A different 
effect is at play when we focus on the polarons. Here, the 
change in structure is similar comparing hole and electron 
polarons as well as across the series. We believe that the 
dominating contribution to the difference in formation en-
ergy is instead electrostatic. Adding a hole (electron) at a 
site surrounded by cations will destabilize (stabilize) the 
structure due to the electrostatic interactions. Since the oc-
tahedron is smallest in LiO2 the effect is most pronounced 
here and less pronounced in KO2 which has the largest oc-
tahedron. For the negative metal and superoxide vacancies 
the dominating effect is less clear.  
 
The spaciousness of the materials also influence the size 
of the polaron migration barriers which seems to be related 
to the hopping distances. In LiO2, NaO2 and  KO2 the po-
laron hopping distances are 3.03, 3.83, and 4.11 Å, respec-
tively. The superoxide vacancies prove to generally be very 
mobile with barriers in the interval 0.15-0.26 eV. This 
agrees well with Gerbig et al.’s experimental measure-
ments, where they found high mobilities of O2 in KO2.16  
 
The calculated equilibrium conductivities for LiO2 and 
KO2 are summarized in Table 3 and Figure 9, and com-
pared with prior calculations on Li2O2, NaO2 and Na2O2.  
Turning first to LiO2, our calculations suggest that the 
ionic and electronic conductivities of LiO2 are 410-9 and 
910-12 S/cm, respectively, which is 10 (4 × 10−19S/cm) and 
8 orders of magnitude higher (5 × 10−20S/cm) than in 
Li2O2. LiO2 has the highest electronic conductivity, 
whereas conductivities of the other peroxides and super-
oxides are 7~8 orders of magnitude lower. The ionic con-
ductivity is mainly carried by superoxide vacancies which 
are the charged defect with both highest concentration 
and mobility. For Li2O2 it was showed that the formation 
energy of defects depends weakly on the α-parameter.5 As 
the defect chemistry of Li2O2 has much in common with 
 
Figure 9. Bar plot of ionic (black) and electronic (gray) con-
ductivities (in log scale) for LiO2, NaO2 and KO2. 
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that of the alkali-superoxides we don’t expect their defect 
formation energies to be significantly more α-dependent. 
However, polaron migration barriers were found to depend 
strongly on both α and U with increasing barriers for in-
creasing α and U values.5,34 Thus the contribution to the 
conductivity from polarons will also depend strongly on 
the α-parameter with decreasing conductivities for in-
creasing α.  
In KO2 the calculated ionic conductivity of 510-12 S/cm 
is three orders lower than LiO2 and NaO2, but 8 orders 
higher than in Li2O2 and Na2O2. Our results are consistent 
with the experiments and conclusions reached by Gerbig 
et al., who measured ionic conductivities of the heavier al-
kali-metal superoxides (KO2, RbO2 and CsO2.) at 200 °C, 
and extrapolate a room temperature ionic conductivity of 
~10-13 S/cm.  Their 18O isotope Exchange experiments 
showed that the oxygen transport through KO2 was based 
on the migration of intact oxygen dimers, and this migra-
tion contributes to the ionic conductivity. The predicted 
electronic conductivity is of KO2 is 10-20 S/cm, similar to 
that of Li2O2,5 suggesting that electronic transport through 
pristine KO2 will be negligible, unless pathways coupled to 
microstructural features (surfaces, grain boundaries, 
amorphous regions, etc.) contribute significantly. Our re-
sults are consistent with the conclusions reached by Gerbig 
et al., as they found that electronic conductivities of KO2 
were comparable to those of Li2O2.48 
 
The main charge carriers in Li2O2 and Na2O2 are negative 
alkali metal vacancies and (positive) hole polarons while in 
the superoxides, polarons and superoxide vacancies are 
dominating. All of the superoxides have much higher ionic 
conductivities than the peroxides, and these mostly origi-
nate from high concentrations and mobilities of positive 
oxygen dimer vacancies. The low electronic conductivities 
found in KO2 and NaO2 suggest that low overpotentials in 
batteries with these compounds as the main discharge 
product cannot be explained by the high electronic con-
ductivities of KO2 and NaO2. However, in practical batter-
ies the defects concentrations could be much higher than 
the values in the present study, resulting in much higher 
electronic conductivities that can lead to low charging 
overpotentials. 
CONCLUSION 
A combination of density functional and quasi-particle 
calculations has been used to characterize charge transport 
in the superoxide discharge products observed in Li-O2 and 
K-O2 batteries. Higher conductivity within the LiO2 and 
KO2 phases has been proposed to explain why cells that 
discharge to LiO2 and KO2 exhibit much lower charging 
overpotentials. The present study tests this hypothesis by 
calculating the intrinsic conductivity of these phases. Our 
calculations reveal that both bulk LiO2 and KO2 are wide 
bandgap insulators only allowing electron tunneling 
through very thin layers in which case it would be impos-
sible to reach anywhere near the theoretical capacity of the 
batteries. Instead, charge transport in these phases will be 
dominated by the hopping of localized carriers such as ions 
or polarons either through intrinsic mechanisms as the 
ones investigated here or through morphological features 
such extended defects associated with surfaces, interfaces 
grain boundaries, etc.  
 
In the case of lithium superoxide, polarons exhibit low-
to-moderate hopping barriers for electrons and holes, with 
values of 0.34 and 0.45 eV, respectively. We find that the 
electronic conductivity is dominated by electron polarons, 
and is around 8 orders of magnitude higher than in Li2O2, 
which indicates that a Li-O2 cell with LiO2 as discharge 
product could show low overpotentials.  
 
In the case of potassium superoxide, the transport prop-
erties are remarkably similar to our previous reports for so-
dium superoxide, suggesting low electronic conductivity 
on the order of 10-20 S/cm, and a higher ionic conductivity 
on the order of 10-12 S/cm. The limited electronic conduc-
tivity predicted for KO2 suggests that bulk transport within 
this phase is unlikely to explain the low overpotentials as-
sociated with its decomposition during charging in a K/O2 
electrochemical cell.   
 
By comparing with our previous work on NaO2, we note 
that a distinguishing feature of the alkali metal superoxides 
is that the ionic component of conductivity is comprised 
primarily by superoxide vacancies. The mobility of oxygen 
dimers in the KO2 lattice is consistent with a recent exper-
imental study by Gerbig et al., who found that superoxide 
ions are highly mobile in KO2, RbO2 and CsO2. 16 
 
In a broader perspective the intrinsic conductivities of 
neither the alkali super- nor peroxides are likely to be good 
enough to compete with materials in commercial batteries 
thus the conductivity in these systems must be enhanced 
by exploiting microstructural features, changing intrinsic 
properties through doping or adding conductive additives. 
The challenge of such approaches is much greater in metal-
O2 batteries than in intercalation batteries because the dis-
charge product forms and depletes completely.  
ASSOCIATED CONTENT  
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According to our previous work by Radin et al., to 
achieve a iR drop across the discharge product of 0.1 V, the 
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Normalization of the +U in VASP 
Specific care should be taken in applying a +U correction to p-orbitals. In the rotationally invariant formulation, the total 
energy is written as1 
𝐸DFT+U = 𝐸DFT + ∑
𝑈
2
Tr(𝜌𝑎 − 𝜌𝑎𝜌𝑎),
𝑎
 
where 𝐸DFT is the total energy of the base functional, U is the Hubbard correction, and 𝜌
𝑎 is the atomic orbital occupation 
matrix (AOOM) of atom 𝑎. To evaluate this expression 𝜌𝑎 is constructed from the density matrix 𝐷𝑛𝑙𝑚,𝑛′𝑙𝑚′
𝑎  and the all-
electron (AE) atomic orbitals 𝜙𝑛𝑙
𝑎  as2 
𝜌𝑚𝑚′
𝑎 = ∑ 𝐷𝑛𝑙𝑚,𝑛′𝑙𝑚′
𝑎 ⟨𝜙𝑛𝑙
𝑎 |𝜙𝑛′𝑙
𝑎 ⟩,
𝑛,𝑛′
 
where 𝑙 is the orbital quantum number, 𝑚 is the magnetic quantum numbers, and 𝑛 is the 𝑛th projector of a given 
orbital 𝑙. In principle any number of projectors can be used, however, most atomic setups include two projectors: one for a 
bound state and one for an unbound state. Often the integration ⟨𝜙𝑛𝑙
𝑎 |𝜙𝑛′𝑙
𝑎 ⟩ is truncated at or close to the augmentation 
sphere radius. This procedure for constructing the AOOM can lead to unexpected and incomparable results between 
different code implementations when the +U correction is applied to p-orbitals. In contrast to more localized d-orbitals, for 
p-orbitals usually more than half of the wavefunction is located outside the augmentation sphere.  This issue is handled by 
normalizing the integral of the projected AE atomic orbitals within the augmentation sphere, i.e. we set ⟨𝜙𝑛𝑙
𝑎 |𝜙𝑛𝑙
𝑎 ⟩ = 1 and 
scale the overlaps accordingly. This normalization, which we have implemented in a customized version of VASP, is similar 
to the implementation in GPAW3 and sets a standard which ensures that results for a given U value can be compared across 
codes (with small differences introduced by differentiating atomic setups). Additionally the U value recovers some 
meaning in simple cases, such as for the splitting of the occupied and unoccupied p-orbitals of the Nitrogen atom. For a 
normalized +U correction the splitting scales linearly with U whereas for the non-normalized correction this is not the 
case.4 
 
 
 
 
 Superoxide orientation and band gap for KO2 
Figure s1 shows the energy and band gap versus O2 orientations for KO2. The optimal nutation angle is found to be at 
23° and 21° for the [100]/[010] and [110]/[11̅̅̅̅ 0] nutation orientations, respectively. In line with Kim et al.5 we see 
that both HSE and GGA+U predict the high symmetry structure to be a metal. However, nutating the O2 dimers breaks 
the orbital degeneracy and thus opens a band gap. Once the nutation angle is large enough that the band gap opens 
the gap continues to increase with increasing nutation angle. The band gap varies from 2.6eV at 𝜃 = 5° to 3.6eV at 
𝜃 = 35°. The effect of rotating the dimers is comparable with a minimal gap of 2.95eV when the dimers are 
perpendicular and a maximum gap of 3.71eV when they are parallel. Although the O2 dimers move in a shallow 
potential their orientation can indeed have a big impact on the electronic properties.  
 
 
 
 
 
 
 
 
 
Figure s1. Top: Energy and band gap versus nutation angle for KO2. 
Bottom: Bandgap versus rotating one dimer in the primitive unit cell.  
 Precession of O2 dimers 
LiO2 in the marcasite structure has only two dimers in the unit cell. The nutation angle is found to minimize the 
energy at 𝜃 = 50°, i.e. with the dimers oriented as in the NaO2 marcasite phase. Figure s2 define 𝜃, 𝜙1, and 𝜙2 
for LiO2. Figure s3 shows the potential energy map for O2 orientations in LiO2. The optimal structure is found to 
be at 𝜃 = 50, 𝜙1 = 0, and 𝜙2 = 0.  
 
 
 
 
 
 
 
 
Figure s3. Potential energy map of O2 orientations in LiO2 
with a fixed 𝜃 = 50°. The black dashed lines mark the 
minimum energy path for a full precession the dimers. 
Only the points where  𝜙1 ∈ [0,90] and 𝜙2 ∈ [0,355] 
have been calculated; the rest is filled by symmetry 
considerations. 
 
Figure s2. LiO2 seen from a) the [001] direction and b) 
[010]. 
NaO2 is in the pyrite structure with four dimers in the unit cell where the dimers point in the [111], [1̅11], 
[11̅1], and [1̅1̅1] directions. To limit the search space we modify the structure to be marcasite-like by rotating 
two of the dimers so that they align in pairs and oppose additional constraints. That is, we precess the dimer 
oriented in the [1̅11] direction into the [111] direction and the [11̅1] dimer into [1̅1̅1]. This way we get two 
layers with parallel dimers that can be rotated together as shown in Figure s4. The nutation angle is found to 
minimize the energy at 𝜃 = 55°, i.e. with the dimers oriented in the [110] and  [1̅10] directions. Figure s5 
shows the potential energy map for O2 orientations in NaO2. The optimal structure is found to be at 𝜃 = 55, 
𝜙1 = 10, and 𝜙2 = 10. We use a 4 × 4 × 4 k-point grid for calculations involving NaO2. 
 
 
 
 
 
 
 
Figure s5. Potential energy map of O2 orientations in NaO2 
with a fixed 𝜃 = 55°. The black dashed lines mark the 
minimum energy path for a full precession the dimers. 
Only the points where  𝜙1 ∈ [0,45] and 𝜙2 ∈ [0,355] 
have been calculated; the rest is filled by symmetry 
considerations. 
 
Figure s4. NaO2 seen from a) the [11̅0] direction and b) 
[001]. 
Comparing GGA+U and HSE for O2 precession 
On figure S6 we show a few interesting points (such as the lowest and highest energy points) calculated with 
HSE and compare them to the GGA+U results. The two functionals seem to agree on the overall trend. There is 
for most points less than 10meV disagreement and a single point shows 25meV disagreement. These few 
points show that the dimer orientation with 𝜙1 = 0 and 𝜙2 = 90 is most likely also the preferred configuration 
with HSE. It also suggests that the barrier for rotation might be even lower according to HSE. 
 
 
 
 
 
 
 
 
 
 
 
 
Figure s6. Comparison of HSE and GGA+U for 11 selected 
points.  
Formation energies 
Figures s7 and s8 show the calculated defect formation energies in LiO2 and KO2, respectively. The slope of the 
each line indicates the charge state for the respective defect species: a positive (negative) line indicates a 
positively (negatively) charged defect. The zero of the x-axis corresponds to the valence band maximum (VBM), 
while the maximum value represents the conduction band minimum (CBM). The vertical dotted line at 2.1 eV 
gives the position of the Fermi energy, which is established by the charge neutrality condition. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure s7. Defect formation energy of the O vacancy, Li vacancy and interstitials, electron polarons and 
hole polarons obtained using the HSEα (α = 0.48) hybrid functional in LiO2. 
 
 
Figure s8. Defect formation energy of the O vacancy, K vacancy and interstitials, electron polarons 
and hole polarons obtained using the HSEα (α = 0.48) hybrid functional in KO2. 
 
 
Calculated formation energies and equilibrium concentrations of charged defects 
 
Table s1 Defects formation energies (Ef) and concentrations (C) in LiO2. 
 
 
 
 
 
Table s2 Defects formation energies (Ef) and concentrations (C) in KO2 
Defects Ef (eV) C (cm-3) 
ep- 1.24 2 × 101 
hp+ 0.88 4 × 107 
VK- 0.72 2 × 1010 
VO2+ 0.72 2 × 1010 
Ki+ 1.40 6 × 10-2 
 
 
 
 
 
 
 
 
 
 
 
 
Defects Ef (eV) C (cm-3) 
ep- 0.40 7 × 1015 
hp+ 1.00 5 × 105 
VLi- 0.82 6 × 108 
VO2+ 0.40 7 × 1015 
Lii+ 0.66 6 × 1011 
Migration barriers 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure s9. Energy barriers calculated using the NEB method for (a) ionic charge carriers and (b) 
polarons in LiO2. Blue curves refer to positive lithium interstitials (Lii+), green curves represent 
negative potassium vacancies (VLi−), and black curves are polarons (ep-, hp+). 
 
Figure s10. Energy barriers calculated using the NEB method for (a) ionic charge carriers and (b) polarons in 
KO2. Blue curves refer to positive potassium interstitials (Ki+), green curves represent negative potassium 
vacancies (VK−), and black curves are polarons (ep-, hp+). 
(1)  Dudarev, S. L.; Botton, G. A.; Savrasov, S. Y.; Humphreys, C. J.; Sutton, A. P. Electron-Energy-Loss Spectra 
and the Structural Stability of Nickel Oxide:  An LSDA+U Study. Phys. Rev. B 1998, 57 (3), 1505–1509. 
(2)  Rohrbach, A.; Hafner, J.; Kresse, G. Molecular Adsorption on the Surface of Strongly Correlated 
Transition-Metal Oxides: A Case Study for CO/NiO(100). Phys. Rev. B 2004, 69 (7), 075413. 
(3)  Enkovaara, J.; Rostgaard, C.; Mortensen, J. J.; Chen, J.; Dułak, M.; Ferrighi, L.; Gavnholt, J.; Glinsvad, C.; 
Haikola, V.; Hansen, H. a; et al. Electronic Structure Calculations with GPAW: A Real-Space 
Implementation of the Projector Augmented-Wave Method. J. Phys. Condens. Matter 2010, 22 (25), 
253202. 
(4)  GPAW DFT+U https://wiki.fysik.dtu.dk/gpaw/tutorials/hubbardu/hubbardu.html. 
(5)  Kim, M.; Min, B. I. Temperature-Dependent Orbital Physics in a Spin-Orbital-Lattice-Coupled 2 p Electron 
Mott System: The Case of K O 2. Phys. Rev. B - Condens. Matter Mater. Phys. 2014, 89 (12), 1211065. 
 
PAPER II 123
Paper II
R-NEB: Accelerated nudged elastic band calculations by use of
reflection symmetry
Nicolai Rask Mathiesen, Hannes Jónsson, Tejs Vegge, and Juan Maria Gar-
cía Lastra
Submitted to Journal of Chemical Theory and Computation
R-NEB: Accelerated nudged elastic band
calculations by use of reflection symmetry
Nicolai Rask Mathiesen,† Hannes Jónsson,‡ Tejs Vegge,† and Juan Maria García
Lastra†
†Department of Energy Conversion and Storage, Technical University of Denmark,Fysikvej,
2800, Kgs. Lyngby, Denmark
‡Science Institute and Faculty of Physical Sciences, University of Iceland, Reykjavík,
Iceland
E-mail:
Abstract
Many activated processes in materials science, physics and chemistry, e.g. diffusion
processes, have initial and final states related by symmetry. Identification of minimum
energy paths in such systems with methods such as the nudged elastic band can gain
substantial speed up if the symmetry is exploited. The identification of minimum energy
paths and transition states for such processes constitute a large fraction of the CPU-
usage within computational materials science; much of which is in essence redundant
due to symmetry. Paths with a reflection symmetry can be calculated using about
half the computational resources and activation energy can, for some transitions, be
estimated with high precision with a speed up factor equal to the number of images used
in a standard NEB calculation. We present the formal properties required for a system
to guarantee a reflection symmetric minimum energy path and an implementation to
prepare and effectively speed up nudged elastic band calculations through symmetry
1
considerations. Five examples are given to show the versatility and effectiveness of the
method and to validate the implementation. The method is implemented in the open
source package Atomic Simulation Environment (ASE) and contains internal methods
to identify symmetry relations between the given endpoint configurations.
1 Introduction
For more than 20 years the nudged elastic band (NEB)1–3 method has been one of the most
used methods for finding minimum energy paths (MEP) of thermally activated transitions.
The NEB method has been refined in many ways since its original implementations. A
significant improvement is the climbing image NEB that converges more closely on the
maximum of the MEP, thus providing a more accurate estimate of the activation energy.4
Also, algorithms for more efficient and faster NEB calculations have been developed to
deal with a specialized set of systems5–8 while others are more general.9 Most recently,
efforts have been invested in speeding up NEB calculations through machine-learning assisted
algorithms.10,11 But, to our knowledge, symmetry in the atomic configurations has not yet
been exploited in NEB calculations in a systematic manner. In many transitions of interest,
such as diffusion events in crystalline structures (vacancy, defect and polaron migration),
rotations of ligands on molecules, and even reactions at surfaces (surface migration), there
is a symmetry relation between the initial and final configurations of the atoms. When the
configurations are related by reflection symmetry, there is a corresponding symmetry in the
potential energy surface (PES) with a mirror object placed between the two geometries.
This guarantees that the energy barrier is symmetric around that object and it is then
sufficient to map the MEP explicitly only on one side the mirror object. The other half
of the MEP can simply be found by applying the appropriate symmetry operations to the
explicitly calculated part. Often, only the height of the energy barrier is of interest. In many
such cases, where the path is sufficiently simple, a band with only one atomic configuration
placed at the mirror object can be enough to converge to a precise estimate of the energy
2
barrier. Rapid assessment of such barriers would be highly desirable for, e.g. Kinetic Monte
Carlo simulations,12,13 training of machine learning models, and cluster expansion based
approaches.14
Here, we show how reflection symmetry can be used to greatly reduce computational
effort in NEB calculations for such systems and present a user-friendly implementation of
the method in the atomic simulation environment (ASE).15 The implementation could be
further improved by making use of machine-learning approaches. The article is organised as
follows: The NEB method is reviewed in section 2. In section 3 the formal requirements for
reflection symmetry in the MEP are presented along with a discussion of the NEB algorithm
and the generation of the initial path. Section 4 outlines the algorithm of the original NEB
method and the suggested reflective NEB (R-NEB) and reflective-middle-image NEB (RMI-
NEB) methods. In section 5 the details of the implementation are presented. In Section 6
the results from five test problems are presented followed by the last section with some final
comments.
2 The nudged elastic band method
The NEB method is used to locate MEPs between two local minima on a PES. Given an
initial guess of the path, an iterative optimization is carried out using some algorithm (e.g.
BFGS,16 CG,16 velocity projection,2,17 etc.). The initial path is often constructed by doing
a straight line interpolation between end points, i.e. the two minima, to get a discrete
representation of the path. However, a better guess is usually achieved by using the image
dependent pair potential (IDPP) method.18 In either case, the path is represented by a set of
images where each image is characterized by the coordinates and spin directions of the atoms.
The local minima are often related to the introduction of a defect into some otherwise perfect
system, e.g. a vacancy, interstitial, displaced atom, polaron, adsorbate. Here, we will refer
to the two local minima as the initial and final images i0 and iN+1, respectively. Likewise,
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the images with the defects at the initial and final position before structural optimization
are referred to as the unrelaxed initial and final images iu0 and iuN+1.
During the optimization of the path, only the N intermediate images are free to relax
while the initial and final images are fixed. The key ingredient in the NEB method is the
nudging of the forces. If each image were to follow the force acting on the atoms without
modification, they would all slide down to the nearest local minimum providing no sampling
of the interesting part. To avoid this only the force perpendicular to a local tangent of
the path is included in the optimization. Additionally, spring-forces parallel to the local
tangent are inserted between adjacent images. In this way the perpendicular force component
ensures the images move towards the MEP while the spring forces control the distribution
of the images along the path. Several methods for estimating the local tangent have been
developed.3,5,7
3 Formal requirements of reflection symmetry
Reflection matrices. In a three dimensional space, three types of reflections can be iden-
tified: Reflection with respect to a plane, line or point. The latter two are the result of
reflection with respect to two and three mirror planes, respectively. The matrices represent-
ing reflections are orthogonal and involutory, i.e. are their own inverse. They have a specific
set of eigenvalues and a determinant of either 1 or -1. The eigenvalues and determinants
used to identify valid reflection operations are summarized in table 1.
Table 1: Characteristics of reflection matrices in three dimensional space.
Det(S) eig(S)
plane −1 {−1, 1, 1}
line 1 {−1,−1, 1}
point −1 {−1,−1,−1}
Requirements of reflection symmetry. In the present implementation, the possibility
that spin breaks any of the relevant symmetries is not taken into account. Working under this
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restriction, the symmetry of the PES is determined completely by the underlying symmetry
of the atomic configurations. Consider an MEP connecting two symmetry equivalent atomic
configurations, i0 and iN+1, related by a map S
i0 = SiN+1, (1)
where S = TU , in general, is a combination of rotation, U , and translation, T . For rotation,
it is enough find a map between the equivalent geometries, i0 ∼ UiN+1, in the sense that all
atoms have an equivalent atom in the other structure with an analogous local environment.
However, in general, it will not result in configurations with the same absolute atomic posi-
tions.
Even though the end point atomic configurations are related by symmetry (point, line or
plane), there is no guarantee that a path between the two is symmetric. To make sure that
all the atomic configurations along the path have a mirror image, the atomic displacements
must also be consistent with the symmetry operation. Take i1 and iN to be points on the
path. Any such points can be reached from the end points by some atomic displacement
according to a vector ~R
i1 = i0 + ~R0,1 iN = iN+1 + ~RN+1,N . (2)
If we choose ~R0,1 and ~RN+1,N such that,
~R0,1 = U ~RN+1,N , (3)
it follows that a path consisting of such points has reflection symmetry
SiN = S(iN+1 + ~RN+1,N) = i0 + ~R0,1 = i1. (4)
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If one such reflective path can be found, the PES must posses the same symmetry. In
practice, we guess a path and search for a valid U which must fulfill eq. (1) and eq. (3).
After finding U , we know that the PES has this symmetry and that any valid path between i0
and iN+1 should have this symmetry. The result of the above is that any path that respects the
symmetry connecting two geometrically symmetry equivalent configurations always exhibits
reflection symmetry. It is also worth noting that any point belonging to the mirror object
is guaranteed to correspond to a local extremum on any path that satisfies the reflection
symmetry.
The NEB algorithm conserves symmetry. It is important to stress that the NEB
algorithm preserves the reflection symmetry of a path. Given a path that consists of pairs
of symmetry equivalent images, the true forces will be consistent with that symmetry. Since
the tangent estimate and the spring force are based on vectors between adjacent images
these vectors will necessarily also be consistent with the reflection symmetry. This in turn
ensures that displacements along the nudged force conserves symmetry.
The linear interpolation. A linear interpolation with equidistant images is character-
ized by N intermediate images that lie along the direction given by ~R0,N+1 = iN+1− i0. This
means that ~R0,1 and ~RN+1,N as defined by (2) can be written as
~R0,1 = x(iN+1 − i0) ~RN+1,N = x(i0 − iN+1), (5)
where x = |
~R0,N+1|
N+1
. Thus ~R0,1 is the invert of ~RN+1,N and for eq. (3) to be fulfilled, U must
be a reflection performing that inversion
~R0,1 = U ~RN+1,N = −~RN+1,N . (6)
Thus an equidistant linear interpolation results in a path respecting any reflection symmetry
that is a map between the initial and final images and contains the mirror plane normal to
the direction of the path. Furthermore, a linear interpolation is often an appropriate guess
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for these highly symmetrical systems. If modification of the linear interpolation is needed
one has to make sure it is done in such a way that preserves reflection symmetry.
Spin extension. Although we neglect cases where the spin configuration breaks the
symmetry, the algorithm and implementation can be extended to handle spin even for sys-
tems with non-collinear effects. Such an extension of the present implementation is planned
and could be integrated with the GNEB method.8 The spin configuration, whether collinear
or non-collinear, can simply be added as part of the state of every atom, which in the current
implementation is only defined by its position in the cell. However, it is more complicated to
make an educated guess for the spin arrangement along a given path so it may be necessary
to introduce additional symmetry checks into the R-NEB algorithm.
4 The algorithm
In this section, we summarize the major steps involved in doing a traditional NEB calcula-
tion and present the procedure for the proposed R-NEB and RMI-NEB methods.
Traditional NEB. Besides doing the actual NEB calculation, a few preparatory steps
are often done such that the set of calculations are:
1. Define the initial image (e.g. introduce a defect, which is going to diffuse in a crystal,
at its original position) and optimize the geometry.
2. Define final image and optimize again.
3. Interpolate between the initial and final geometry to get a path with as many points
as is needed to get a good resolution of the energy barrier.
4. Optimize the path to converge on the MEP.
Reflective NEB. For symmetric systems we propose the following scheme for accelerated
NEB calculations:
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1. Introduce the defect at the initial position and optimize. This generates two configu-
rations, the initial unrelaxed, iu0 and the initial relaxed, i0.
2. Introduce the defect at the final position (symmetry equivalent to the initial position)
to get iuN+1 and find the symmetry operation relating the initial unrelaxed geometry
and the final unrelaxed geometry, Siu0 = iuN+1.
3. Apply U to the changes made to the initial unrelaxed geometry during relaxation. Add
this to the final unrelaxed geometry to get the final relaxed geometry, U(i0−iu0)+iuN+1 =
iN+1.
4. Interpolate between i0 and iN+1 to get N intermediate images.
5. Test that the path satisfies the reflection symmetry, see section 5 for more details.
6. Optimize the path with the usual NEB algorithm but carry out electronic structure
calculations for only one half of the path (including the middle image for odd N) and
get energy and atomic forces of the other half by applying the appropriate symmetry
operation.
To prepare an NEB calculation that includes symmetry, routines are needed for determin-
ing which symmetry operation relates a given pair of configurations and to test the symmetry
of the initial guess of the path.
Reflective-middle-image NEB. In many cases, the path through which a transition
occurs is not particularly important, only the activation energy, i.e the height of the barrier,
is of interest. The path is needed only to the extent that the highest maximum along the
path can be identified. Since the final image is created to be perfectly symmetric with respect
to the initial image, the resulting forces acting on the middle image of the path (for odd N)
should be opposite and of the same magnitude. This means that the NEB algorithm will
restrict the movement of the middle image to the mirror object during the optimization. This
opens the possibility of doing NEB calculations where just a single geometry is optimized.
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Figure 1: An illustration of the R-NEB method. (a) The solid black lines are contour lines of
the potential energy surface. The circles represent images, i.e. atomic configurations. They
are connected by gray lines to indicate a path. The bottom path, p0, is the initial guess,
the middle path, pm, is the is an intermeidate, m’th, step of the optimization, and the top
path is the MEP. The dashed vertical line shows the mirror plane of the reflection U . Circles
highlighted with a red border are images given as input while circles with blue borders are
images constructed through symmetry operations. Black arrows represent calculated forces
and blue arrows represent forces obtained by symmetry. (b) An example of reflection with
respect to a point. The inversion center is marked with a cross and the MEP is shown with
the dotted line.
However, it may well be that the maximum energy along the MEP is not at the mirror
object. Also, one risks missing intermediate local minima along the MEP. Therefore, RMI-
NEB calculation should only be carried out as a quick estimate of the barrier height or in
cases where it is known that the maximum of the MEP is in the middle.
It is easy to check whether the middle image is at least a local maximum on the MEP. A
dimer can be formed and rotated so as to find the direction of the MEP and the curvature
obtained using finite differences.19 An orthogonal dimer can then be used to ensure that the
maximum corresponds to a first order saddle point on the energy surface. Then, the energy
of this configuration can be used to estimate the activation energy of the transition, it is
known that the MEP does not have other, higher maxima. The RMI-NEB is potentially
valuable for creation of databases where many similar structures are treated. In such studies
a few MEPs could be calculated using the R-NEB method with a regular sampling and
subsequently the activation energy could be evaluated for a larger number systems using the
RMI-NEB, assuming the MEP has similar shape. Following the creation of activation energy
databases, the results could, for example, be used for screening, machine learning, and multi-
scale modelling based studies. An RMI-NEB calculation follows the same preparatory steps
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for creating the final relaxed image (step 1-3) but at step 4 i0 and iN+1 are interpolated by
just a single image.
5 Implementation ASE
In this section, we present some details of the implementation in ASE. This includes a de-
scription of how configurations are compared, how translation and rotation symmetries are
found, and how the symmetry of the path is checked. We also give some additional technical
details and an overview of the features of the presented code.
Comparing configurations. The matching of configurations is done atom by atom.
Given two configurations to be matched, i1 and i2, consisting of atomic positions and chem-
ical symbols, a search through i2 is carried out for each atom in i1. If the chemical symbols
of the atoms match, the distance between the atoms d = |r2 − r1| is calculated, where r1
and r2 are the positions of atoms belonging to i1 and i2, respectively. If d is less than a user
controlled tolerance the atoms are considered to match. If a match is found for all atoms,
the two configurations are considered to be the same.
Translations. Although not strictly needed, it is often useful and time saving to identify
pure translations instead of combinations of rotation and translation when creating the
relaxed final geometry. For pure translations,
1. A list, la = {r11, r12, r13, r44, r45, ...}, of all symmetry equivalent atoms, within the pristine
simulation cell, is generated (using spglib20). ryx denotes the position of atom x which
is equivalent to atom y.
2. la is used to generate a list of translation vectors, l~r = {~r1,2, ~r1,3, ~r4,5, ...}, where ~r1,2 =
r2 − r1. l~r contains all the translation vectors possible between pairs of equivalent
atoms.
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3. If Tiu0 = iu0 + ~r = iuN+1, we have found a valid translation operation, T , between the
initial and final configuration.
Note that by finding T , both a translation vector ~r and a list of atomic indexes is generated
that can be used to match atoms when the configuration is translated.
Rotations. Rotations that are a map between two equivalent confgurations are found
as follows:
1. Identify the space group of the unit cell without defects and generate the appropriate
list of symmetry operations, lS, for the super cell.
2. Iterate through lS:
(a) If eq. (1) is satisfied, that is TUiN+1 = i0, then a valid U has been found.
As when finding pure translations, the comparison of the configurations results in a way to
match atomic indices that can be used when applying U to get symmetry equivalent atomic
displacements or forces acting on atoms.
Finding the reflection of the path. As discussed in the previous section we also
need to test whether the path connecting the initial and final image is consistent with the
reflection symmetry. We generate two lists of vectors; one with vectors moving stepwise
forward and the other moving stepwise backwards along the path. For odd N this is
pf = {~R0,1, ~R1,2, ..., ~R(N−1)/2,(N+1)/2}, (7)
pb = {~RN+1,N , ~RN,N−1, ..., ~R(N+3)/2,(N+1)/2}. (8)
If pf and Upb are equal element-wise, the path is symmetric with the given operation.
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ASE interface and dependencies. The method above is implemented in Python. Al-
though not the fastest programming language, it makes all the features of ASE available.15
The code makes heavy use of the ASE features for manipulating atomic structures. Fur-
thermore ASE already contains an implementation of the NEB method which is just slightly
modified to implement R-NEB and RMI-NEB. The code also depends on the python library
spglib20 for generating symmetry operators and lists of equivalent atoms within a single
geometry. The implementation has the following features:
• Given initial unrelaxed, final unrelaxed, and initial relaxed configurations, the final
relaxed configuration can be created.
• Given two configurations, the translation and rotation operators relating these can be
found.
• Given a path defined by a set of atomic images, the reflection symmetries that apply
to the path can be found.
• Given the appropriate symmetry operations, the NEB calculation can be carried out
where only the symmetrically unique images are treated explicitly.
We stress that, given the input structures, the algorithm automatically identify all the
relevant reflection symmetries also for systems where these might be less intuitive to identify
by visual inspection.
6 Tests
Here we present five test cases where we benchmark the performance against the results
of full NEB calculations. We focus on the speed up and the stability of the R-NEB and
RMI-NEB methods. GPAW21,22 was used to calculate the energy and atomic forces. Since
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we are interested in the performance of the method rather than the physics of these systems,
further details about the DFT methodology is not given here, but can be found in the
supplementary information. We used the FIRE17 algorithm for optimization. All structures
were relaxed until all forces were smaller than 0.02 eV/Å. For silicon and graphene only the
atomic degrees of freedom were allowed to relax while Li2O2 also was allowed to relax the
lattice degrees of freedom (before introducing the defect). Seven intermediate images were
included in the calculations of the silicon and graphene systems but five in the calculations
of the Li2O2 system. A tolerance of 1 · 10−4Å on the atomic positions was used. The results
are summarized in table 2.
The energy barriers calculated with the reflective and middle-image methods are less than
2 meV from the barriers calculated with the original NEB method. Thus for all practical
purposes the results are identical. Two barriers calculated with the RMI-NEB are off by
more than a 2 meV. One is an example of an MEP where the transition state is not located
in the mirror object and the other is an example of having end points which are not the
global energy minimum of the MEP. This is described in more detail below.
The number of force evaluations needed is expected to be roughly half for the reflective
method
N stdforce
N
(N + 1)/2
for odd N, (9)
and for the middle-image method it is
N stdforce/N
std, (10)
where N std is the number of intermediate images in the corresponding traditional NEB
and N stdforce is total number of force evaluations needed using the traditional NEB method.
However, especially for the RMI-NEB method, the number of force evaluations needed for
convergence is even less than the expected N stdforce/N std as the algorithm more effectively
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optimizes a single image than a set of N images.
For the presented systems the computational cost of doing the symmetry analysis is orders
of magnitudes lower than performing the corresponding DFT calculations. The CPU time
spent on a single force evaluation is a factor 500-30,000 higher than what is spent on the
symmetry analysis. Thus when an electronic structure method, such as DFT, is used to
evaluate the energy and atomic forces, the cost of the symmetry analysis is negligible and
the reduction in computational effort is practically equal to the reduction in the number
of energy and force evaluations, see eq. (9) and (10). Below, we describe the structure,
symmetry and transition path of the systems studied.
Table 2: Results for the test systems. ∆ErefB and ∆E
one
B is the absolute error of the barrier
estimate compared to the tradional NEB method for the R-NEB and RMI-NEB, respectively.
Errors smaller than 1 meV are shown as zero error. xrefforce and x
one
force are the ratios of the
number of energy and force evaluations needed for convergence using the R-NEB and RMI-
NEB methods, repsectively, as compared to the traditional NEB method.
Precision [meV] Speed up
∆ErefB ∆E
one
B x
ref
force x
one
force
Si 0 0 1.8 8.0
C6/VC 0 61 1.8 9.9
C6/across 0 2 1.7 9.8
C6/along 0 31 1.8 9.2
Li2O2 0 0 1.7 5.0
6.1 Silicon
The migration barrier for a silicon vacancy in silicon crystal was calculated. The crystal has
diamond structure with has a unit cell belonging to space group Fd3¯m (227). The primitive
unit cell has two atoms which are equivalent by symmetry. The vacancy is introduced into a
3x3x3 supercell with 54 atoms. The initial and final positions of the vacancy are neighbouring
sites. The vacancy moves along the [111] direction.
The symmetry analysis finds 6 maps between the initial and final images of which 4 are
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reflections. A path created from linear interpolation preserves all 4 reflections
U1 =

0 0 −1
0 −1 0
−1 0 0
 , U2 =

0 −1 0
−1 0 0
0 0 −1
 ,
U3 =

−1 0 0
0 0 −1
0 −1 0
 , U4 =

−1 0 0
0 −1 0
0 0 −1
 .
U1, U2 and U3 represent reflections with respect two mirror planes, i.e. reflection in a line.
U4 is a point reflection in the point common to all of the mirror planes represented by U1,
U2 and U3. U1 is reflection with respect to the (11¯1)- and (010)-plane, U2 is reflection with
respect to the (111¯)- and (001)-plane, and U3 is reflection with respect to the (1¯11)- and
(100)-plane. The energy barrier is bell shaped with the maximum, a first order saddle point,
at the central image.
Figure 2: Silicon with a vacancy. The path is illustrated by the transparent atoms.
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6.2 Graphene
The second test system is graphene and calculations are carried out for vacancy migration
and two different diffusion jumps of an intercalated lithium atom. The primitive unit cell of
graphene is hexagonal with two identical atoms and belongs to space group P6/mmm (191).
Carbon vacancy. In this case an out-of-plane lattice constant of b = 7Å is used and
a 2x1x3 supercell, i.e a 2x3 repetition in the plane. The vacancy moves to a neighbouring
C-site. We find 4 valid maps between the initial and final image which are all reflections.
The analysis of the path excludes two operation so that we are left with 2 valid reflections
U1 =

−1 0 0
0 1 0
0 0 −1
 , U2 =

−1 0 0
0 −1 0
0 0 −1
 .
U1 represents reflection with respect to the (100)- and (001)-plane. In U2 the trivial mirror
plane of the two dimensional graphene sheet is added to the mirror planes of U1. The
standard and reflective NEB calculations identify two energy minima on the MEP 61 meV
lower in energy than the initial and final images, see figure 4. The result is that the RMI-
NEB misses the global minimum of the MEP and the deduced energy barrier then has an
error equal to the difference between the energy of the end points and the global minimum.
Figure 3: Graphene with a vacancy. The path is marked by the transparent atoms.
Intercalated lithium moving across a C-C bond. Here, an out-of-plane lattice
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Figure 4: Calculated barriers for a carbon vacancy jump in graphene.
constant of b = 3.7Å is used and a 2x2x3 supercell. The Li atom has its equilibrium position
at the center of a hexagonal C-ring. Neighbouring sites are chosen for the initial and final
states such that the Li travels across a single C-C bond, see figure 5. We find 3 valid maps
(not counting the identity) between the initial and final image that are all reflections. The
analysis of the path excludes one operation so that we are left with 2 valid reflections
U1 =

1 0 0
0 1 0
0 0 −1
 , U2 =

−1 0 0
0 1 0
0 0 −1
 .
U1 is reflection with respect to the (001)-plane and for U2 the (100)-plane is added on top.
Note that all of the path belongs to the (100) mirror plane effectively confining the images to
this plane during optimization of the path. This is another example of a bell shaped energy
barrier as can be seen in Fig. 7 together with the other energy barriers for lithium atom
diffusion in graphite.
Intercalated lithium moving along a C-C bond. An out-of-plane lattice constant
of b = 3.7Å is used in this case and a 4x2x2 supercell. Next nearest neighbouring sites
are chosen for the initial and final states such that the Li travels along a C-C bond when
following the shortest path. We find 3 valid maps between the initial and final images that
are all reflections. The analysis of the path excludes one operation so that we are left with
17
Figure 5: Intercalated lithium in graphite moving across a C-C bond. C atoms are grey and
lithium is purple. The path is marked by the transparent atoms.
2 valid reflections 
−1 0 0
0 1 0
0 0 1


−1 0 0
0 1 0
0 0 −1
 .
U1 is reflection with respect to the (100)-plane, i.e. the mirror plane reflecting the path. U2
additionally includes the (001)-plane to which all of the path belongs. This an example of
a path where the maximum along the MPE is not placed on the mirror object, see figure 7.
Since the middle image is fixed (by symmetry) to move only in the mirror planes it will never
find the first order saddle point on the energy surface. A dimer calculation19 would quickly
reveal that the central image is trapped in a local minimum. Another thing to note is that
the true MEP for these end points goes through one of the C-rings above or below the found
path. Jumps across C-C bonds are preferred over a jump along a C-C bond since the energy
barrier is lower. However, the images of the chosen initial path all lie in the (001)-plane.
The symmetry around this mirror plane makes sure that forces taking the images toward
the true MEP effectively cancel out. This situation can be avoided by checking whether the
initial path lies completely in any of the mirror objects defined by the symmetry operations
linking the initial and final images. If this is the case the initial path can easily be modified
slightly in order to break the symmetry. If the mirror object coincides with a local minimum
the images will find their way back and no harm is done but if, as in this case, part of the
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mirror object lies on a local maximum the images will move further away.
Figure 6: Intercalated lithium atom in graphite moving along a C-C bond. C atoms are grey
and the Li atom purple. The path is marked by the transparent atoms. The true MEP is
shown by the dashed lines with arrows.
Figure 7: Calculated energy barriers for lithium atom moving in graphite. p1 and p3 are
calculated with the R-NEB method for the Li atom moving along and across a C-C bond,
respectively. p2 is calculated with the RMI-NEB for the Li atom moving along a C-C bond.
6.3 Li2O2
The last test system is Li2O2, which is a discharge product at the cathode of Li-O2 batteries.23
Since Li2O2 is a wide band gap material, which severely limits the discharge depth of the
battery, it is important to determine whether sufficient charge-transport can be achieved
through alternative channels, e.g. through migration of charged defects. One such charged
defect, the negative lithium vacancy, is chosen in this example.
Li2O2 has a unit cell with 8 atoms: 4 equivalent O atoms and 2 different types of Li atoms.
The space group is P63/mmc (194). We work with a 2x2x1 supercell where a negative Li
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vacancy is introduced (a neutral vacancy would additionally introduce polarons into the
system). The vacancy moves between two layers in the structure, see figure 8. We find 4
symmetries connecting the initial and final images that are all reflections. The movement
associated with the path eliminates all but one symmetry
U1 =

1 0 0
0 1 0
0 0 −1
 .
U1 is reflection with respect to the (001)-plane. The energy barrier is bell shaped.
Figure 8: Li2O2 with a negatively charged lithium vacancy. O atoms are red and Li atoms
purple. The path is marked by the transparent atoms.
7 Conclusion
We have shown how reflection symmetry of various sorts can be used to speed up an NEB
calculation of a minimum energy path using the R-NEB method, and in some cases obtain
an estimate of the activation energy of a transition without even finding the whole path by
using the RMI-NEB method. Any path, including the MEP, which is consistent with the
symmetry connecting two symmetry equivalent end point configurations always exhibits a
reflection symmetry. We demonstrate that the NEB algorithm preserves reflection symmetry
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so if the calculation is started with a path that is consistent with the symmetry, such as a
linear interpolation, the optimization can be accelerated by carrying out the calculations for
only one half of the path.
The implementation we describe is a user-friendly extension to the ASE code that is able
to find the symmetry relations between atomic structures and use them to perform NEB
calculations at roughly half the computational cost or less.
The symmetry analysis part of the implementation can be used to tell whether two atomic
structures are equivalent and which symmetry operations are valid maps between the two.
Once one of the symmetry equivalent structures is relaxed this can be used to create the
other one by applying the symmetry operation to the structural changes that occur in the
relaxation.
A band of images can be analysed to test whether they define a path consistent with any
reflection symmetry connecting the initial and final images. The resulting symmetry and set
of images representing an initial path can be passed to an NEB algorithm which will only
perform force evaluations on the images on one side of the mirror object, thus saving roughly
half the computational cost sacrificing practically no precision compared to the original NEB
method. We show that when symmetry is present, one can often get away with just a single
image placed midway between the two end images and still get a good estimate of the energy
barrier. This approach should, however, be used with care and a dimer calculation carried
out to ensure that a first order saddle point has been identified. When it is applicable,
it gives a very significant speed up and we expect that it will turn out to be useful when
databases for activation energies for similar transitions in similar systems are generated.
The symmetry analysis is 500-30,000 times faster than a single electronic structure cal-
culation, such as DFT. This difference in computational cost ensures that the speed up
(practically) depend exclusively on the number of images we can avoid treating explicitly in
the NEB calculation. Additionally, several symmetry checks could be performed during the
R-NEB and RMI-NEB calculations at negligible computational cost. However, the tests we
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have made indicate that this is not needed as long as reasonable calculation parameters are
used for getting the forces. Furthermore, if the assumed symmetry is broken, it is usually
obvious by inspection of the path.
We continue work to include symmetry treatment of spin polarized systems and believe that
the widespread use of the method could significantly reduce the amount of computational
resources spent on finding MEPs. In order to get optimal performance, the method should
be integrated or interfaced with other methods for speeding up NEB calculations.9–11
8 Acknowledgments
NRM and JMGL acknowledge support from the Villum Foundation’s Young Investigator
Programme (4th round, project: In silico design of efficient materials for next generation
batteries. Grant number: 10096).
References
(1) Mills, G.; Jónsson, H. Quantum and thermal effects in H2 dissociative adsorption: Eval-
uation of free energy barriers in multidimensional quantum systems. Physical Review
Letters 1994, 72, 1124–1127.
(2) H. Jonsson, G. M.; K. W. Jacobsen, G. C., edited by B. J. Berne; Coker, D. F. World
Scientific, Singapore; 1998; pp 385–404.
(3) Henkelman, G.; Jónsson, H. Improved tangent estimate in the nudged elastic band
method for finding minimum energy paths and saddle points. Journal of Chemical
Physics 2000, 113, 9978–9985.
(4) Henkelman, G.; Uberuaga, B. P.; Jónsson, H. Climbing image nudged elastic band
method for finding saddle points and minimum energy paths. Journal of Chemical
Physics 2000, 113, 9901–9904.
22
(5) Chu, J. W.; Trout, B. L.; Brooks, B. R. A super-linear minimization scheme for the
nudged elastic band method. Journal of Chemical Physics 2003, 119, 12708–12717.
(6) Xie, L.; Liu, H.; Yang, W. Adapting the nudged elastic band method for determining
minimum-energy paths of chemical reactions in enzymes. Journal of Chemical Physics
2004, 120, 8039–8052.
(7) Trygubenko, S. A.; Wales, D. J. A doubly nudged elastic band method for finding
transition states. Journal of Chemical Physics 2004, 120, 2082–2094.
(8) Bessarab, P. F.; Uzdin, V. M.; Jónsson, H. Method for finding mechanism and activa-
tion energy of magnetic transitions, applied to skyrmion and antivortex annihilation.
Computer Physics Communications 2015, 196, 335–347.
(9) Kolsbjerg, E. L.; Groves, M. N.; Hammer, B. An automated nudged elastic band
method. Journal of Chemical Physics 2016, 145 .
(10) Peterson, A. A. Acceleration of saddle-point searches with machine learning. Journal
of Chemical Physics 2016, 145 .
(11) Koistinen, O. P.; Dagbjartsdóttir, F. B.; Ásgeirsson, V.; Vehtari, A.; Jónsson, H.
Nudged elastic band calculations accelerated with Gaussian process regression. Journal
of Chemical Physics 2017, 147 .
(12) Car, R.; Parrinello, M. Unified approach for molecular dynamics and density-functional
theory. Physical Review Letters 1985, 55, 2471–2474.
(13) Kratzer, P.; Scheﬄer, M. Surface knowledge: Toward a predictive theory of materials.
Computing in Science and Engineering 2001, 3, 16–25.
(14) Chang, J. H.; Kleiven, D.; Melander, M.; Akola, J.; Garcia Lastra, J. M.; Vegge, T.
CLEASE: A versatile and user-friendly implementation of Cluster Expansion method.
ArXiv:1810.12816v1 2018,
23
(15) Larsen, A.; Mortensen, J.; Blomqvist, J.; Jacobsen, K. The atomic simulation environ-
ment—a Python library for working with atoms. Journal of Physics: Condensed Matter
2017, 29, 273002.
(16) Schlegel, H. B. Geometry optimization.Wiley Interdisciplinary Reviews: Computational
Molecular Science 2011, 1, 790–809.
(17) Bitzek, E.; Koskinen, P.; Gähler, F.; Moseler, M.; Gumbsch, P. Structural relaxation
made simple. Physical Review Letters 2006, 97 .
(18) Smidstrup, S.; Pedersen, A.; Stokbro, K.; Jónsson, H. Improved initial guess for mini-
mum energy path calculations. Journal of Chemical Physics 2014, 140 .
(19) Henkelman, G.; Jónsson, H. A dimer method for finding saddle points on high dimen-
sional potential surfaces using only first derivatives. Journal of Chemical Physics 1999,
111, 7010–7022.
(20) Togo, A.; Tanaka, I. Spglib: a software library for crystal symmetry search.
arXiv:1808.01590v1 2018,
(21) Mortensen, J. J.; Hansen, L. B.; Jacobsen, K. W. Real-space grid implementation of
the projector augmented wave method. Physical Review B - Condensed Matter and
Materials Physics 2005, 71, 1–11.
(22) Enkovaara, J.; Rostgaard, C.; Mortensen, J. J.; Chen, J.; Dułak, M.; Ferrighi, L.; Gavn-
holt, J.; Glinsvad, C.; Haikola, V.; Hansen, H. a.; Kristoffersen, H. H.; Kuisma, M.;
Larsen, a. H.; Lehtovaara, L.; Ljungberg, M.; Lopez-Acevedo, O.; Moses, P. G.; Oja-
nen, J.; Olsen, T.; Petzold, V.; Romero, N. a.; Stausholm-Møller, J.; Strange, M.; Trit-
saris, G. a.; Vanin, M.; Walter, M.; Hammer, B.; Häkkinen, H.; Madsen, G. K. H.; Niem-
inen, R. M.; Nørskov, J. K.; Puska, M.; Rantala, T. T.; Schiøtz, J.; Thygesen, K. S.;
Jacobsen, K. W. Electronic structure calculations with GPAW: a real-space implemen-
24
tation of the projector augmented-wave method. Journal of physics. Condensed matter
: an Institute of Physics journal 2010, 22, 253202.
(23) Luntz, A. C.; McCloskey, B. D. Nonaqueous Li–Air Batteries: A Status Report. Chem-
ical Reviews 2014, 114, 11721–11750.
25
PAPER II 149
Supporting Information for Paper II
R-NEB: Accelerated nudged elastic band
calculations by use of reflection symmetry
Nicolai Rask Mathiesen,† Hannes Jónsson,‡ Tejs Vegge,† and Juan Maria García
Lastra†
†Department of Energy Conversion and Storage, Technical University of Denmark,Fysikvej,
2800, Kgs. Lyngby, Denmark
‡Science Institute and Faculty of Physical Sciences, University of Iceland, Reykjavík,
Iceland
E-mail:
1 Calculational details
For the Silicon and graphene systems we used the finite-difference mode with a grid-spacing
of 0.20 and the PBE1 functional. Li2O2 was tread with the plane-wave mode with a cutoff
energy of 900 eV and the PBE+U2 functional with U = 6 eV . The Fermi smearing was set
to 0.1 eV for all systems except silicon where 0.01 eV was used.
2 Silicon
The calculations were performed on the 3x3x3 super cell created from the primitive unit cell
with a lattice constant of a = 3.840Å. We used a Γ-point k-point sampling.
1
Figure 1: Calculated barriers for a silicon vacancy jump in silicon.
3 Graphene
The primitive unit cell of graphene is setup with the experimental lattice constant a =
2.460Å. The out-of-plane lattice constant is b = 7Å for C6/VC and 3.7Å for C6/across and
C6/along.
3.1 C vacancy
The calculations were performed on the 2x1x3 super cell with a 3x2x2 Γ- k-centered k-point
sampling. The resulting barrier are included in the main text.
3.2 Li across
The calculations were performed on the 2x2x3 super cell with a 3x2x2 Γ- k-centered k-point
sampling.
3.3 Li along
The calculations were performed on the 4x2x2 super cell with a 2x2x3 Γ- k-centered k-point
sampling.
2
Figure 2: Calculated barriers for a lithium jump across a C-C bond in graphite.
Figure 3: Calculated barriers for a lithium jump along a C-C bond in graphite.
4 Li2O2
The primitive unit cell was optimized to lattice constants a = b = 3.183Å and c = 7.726Å
using a 6x6x4 k-point sampling. The NEB calculations were done on the 2x2x1 super cell
with a 3x3x4 k-point sampling. We add an extra electron to avoid formation of polarons in
the O2 molecules.
5 Timings
3
Figure 4: Calculated barriers for a lithium vacancy jump in Li2O2.
Table 1: Timings of the symmetry analysis and force evaluations. tsym and tforce is the CPU
time in seconds spend on calculations related to symmetry and a single force evaluation,
respectively.
tsym tforce
Si 0.95 486
C6/VC 0.07 214
C6/across 0.06 327
C6/along 0.07 658
Li2O2 0.08 2405
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Abstract
Modeling charge transport phenomena in batteries is challenging at multiple levels. In the partic-
ular case of metal-air batteries these challenges become even more pronounced. In metal-ion batteries
the discharge and charge processes are governed by intercalation chemistry, in which the host material
at the positive electrode suffers minor changes. By contrast, in metal-air batteries a completely new
discharge product, typically a very poor electronic conductor, is deposited/removed from the positive
electron. This dynamic formation of a discharge product turns the modeling of the charge transport in
metal-air batteries cumbersome since several electron conduction mechanisms can be present simulta-
neously: band conduction (both in the bulk and the surface of the discharge product), electron tunneling
and polaronic hopping. In order to elucidate which of these mechanisms is dominating at certain ex-
perimental conditions, the most popular modeling methods based on Density Functional Theory (DFT)
have shown severe limitations. In this chapter we summarize a collection of new algorithms, based
on constrained DFT and second principles methods, which allow to tackle the problem of electronic
conduction in metal-air batteries in a more robust and reliable way.
1
1 Introduction
Charge transport has been widely studied in a variety of lithium-ion positive electrode materials. Modeling
of both ionic and electronic transport in the positive electrode of lithium-ion and other metal-ion batteries
is relatively standardized. The key ingredient in a charge transport model is the size of the migration
barrier for the charge carrier, which determines the time for a charge carrier hop between two adjacent
sites. Charge carriers can be either charged ions (e.g. Li+ ions in lithium-ion batteries) or polarons.
Formally a polaron is classified as a quasiparticle comprising of a charge and its polarized changes in its
surroundings.
Positive electrode materials in lithium-ion batteries typically consist of a transition metal compound (the
most common being oxides, phosphates and silicates) with interstitial sites in which lithium ions can be
intercalated and polarons can hop between transition metal sites. The state-of-the-art procedure to describe
the intercalation and migration of lithium ions from first principles is the Nudged Elastic Band (NEB)
method, in which the transition state energy for the lithium migration process (i.e. the displacement of a
lithium ion from a given interstitial site to another in its close vicinity) is calculated. The NEB calculation
relies on forces and energies calculated from Density Functional Theory (DFT). Whenever a lithium ion is
intercalated (removed) in the positive electrode a transition metal ion in its vicinity is reduced (oxidized),
through a process in which a hole (electron) is localized in the form of a polaron. The migration of
the polarons is usually described using the same combination of NEB and DFT methods as for the case
of lithium migration. In the case of ionic migration, the use of transition state theory based on NEB
calculation is plenty justified since the process is highly adiabatic. By contrast polaron hopping combines,
in general, adiabatic with non-adiabatic effects. The former are captured by transition stated theory (and
thus by the NEB method), while the latter requires more sophisticated treatment in order to be properly
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accounted for. One possible way to include non-adiabatic effects to estimate the hopping rate is the Marcus
theory.
Modeling activities of charge transport in metal-air batteries are relatively new when compared with Li-ion
batteries. They started around 2010, coinciding with the bloom of the experimental activities in Li-air bat-
teries. Thus, in some cases there is not consensus on the charge transport mechanisms in metal-air batteries.
This is due in part to the complexity of the scenario in metal-air batteries, where the discharge products
are insulating oxides (including peroxides and superoxides) that passivate the electronic conductivity at
the positive electrode. One clear example of the challenges in the modeling of electronic transport at the
positive electrode in metal-air batteries is the Li-air system, which gave rise to a fruitful discussion during
the first lustrum of the present decade. Initially Hummelshoj et al. showed by means of DFT calculations
that the presence of Li vacancies in Li2O2 produces holes in its valence band, pointing to a band-like bulk
transport mechanism[1]. Afterwards, another DFT study by Radin et al. pointed to the metallization of
the film surface as a possible mechanism for charge transport[2]. Flat glassy carbon experiments showed
that the thickness of the film formed in the positive electrode can be less than 5 nm when the sudden death
of the battery occurs[3], which indicates that electron tunneling could contribute significantly to the elec-
tron conductivity. Finally, a polaronic hopping[4, 5, 6] mechanism was also suggested for the bulk of the
film. Radin et al. also proposed surface polarons as a possible mechanism for electronic conduction[7]. It
was also suggested that electron tunneling predominates in high current discharges, whereas hole polarons
prevails in low current and higher temperature discharges[8].
Each of the aforementioned electronic transport regimes in metal-air batteries is modeled by means of
different algorithms. As we have mentioned before polaron hopping is currently described using transition
state theory and the NEB algorithm, although this method does not capture the non-adiabatic effects.
Instead, a model based on Marcus theory, as the one we will present in the next section, is more appropriate
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to include non-adiabatic effects. The electron tunneling is mainly studied through the Non-Equilibrium
Greens Functions (NEGF) formalism based on DFT Hamiltonians[3]. In particular, in metal-air batteries
electron tunneling so far has been modeled by means of a Metal-Insulator-Metal model in which two gold
metal contacts are connected through a metal oxide thin film[3, 9]. One of the gold contacts represents
the electrolyte (which actually is a complex mix of organic compounds with diluted metal ions), while the
other represents a carbon cathode. This approximation is made in order to be able to combine static DFT
with NEGF to study the electron tunneling. However we face two drawbacks by doing this: i) It is not
possible to assure that the gold in the model represents the actual cathode and electrolyte accurately, and
ii) the DFT+NEGF technique has its own limitations.
The DFT+NEGF technique provides an extremely useful tool for a qualitative analysis and understanding
of experimental I/V curves. However, this formalism is not without fundamental problems: static DFT in
principle is a theory for the ground state only and its use in the transport problem, which is inherently a non-
equilibrium problem, is beyond its scope of applicability. Moreover, the DFT+NEGF formalism is valid
for non-interacting electrons only and is restricted to the steady-state regime by construction. These formal
shortcomings can in principle be avoided by using Time-Dependent DFT (TDDFT). However, TDDFT for
studying charge transport is a very demanding technique. In order to make TDDFT affordable is required
to employ second principle calculations, i.e. parametrized model Hamiltonians whose input parameters
are determined through first principle calculations. This technique will be detailed in the last part of the
chapter.
This chapter is arranged as follow. Section 2 provides a detailed description of our recent implementation
of a Marcus theory framework to study electronic transport. This framework is based on constrained DFT
(c-DFT) (section 2.4) and implemented in the GPAW code (section 2.3). Some generalities about DFT
and how to get the conductivity of a material from DFT are presented in sections 2.1 and 2.2, respectively.
In the last part of section 2 other two novel tools implemented in GPAW to improve the accuracy of the
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charge transport modeling are presented, namely a general framework to study electrochemistry at solid-
liquid interfaces (section 2.5) and the constant electrode potential formalism (section 2.6). Section 3 deals
with the Second-Principles modeling of materials and its applicability to study charge transfer processes
in batteries. In particular we will focus on the so-called Second-Principles DFT (section 3.1) and how it is
built from lattice terms (section 3.2), including electronic degrees of freedom (section 3.3) up to the final
model construction (section 3.4).
2 Modelling electrochemical systems with GPAW
2.1 Density functional theory
Density functional theory (DFT) is the workhorse in electronic structure calculations of electrochemical
energy storage systems and electrocatalysis. The foundation of DFT lies in the Hohenberg-Kohn theorem
[10] which states that the external potential is a unique functional of the electron density. Therefore, DFT is
an exact representation of the Schro¨dinger equation for ground state systems using electron density instead
of the wave function Ψ and the electron density determines all properties of the system.
DFT calculations are almost exclusively carried out within the framework provided by the Kohn-Sham
(KS) theory[11]. In KS theory, the ground state energy is written as a functional of the ground state
electron density n(r)
E[n] = Ts[n]+Vne[n]+ J[n]+Exc[n]. (1)
The kinetic energy Ts is written for a noninteracting reference system using one electron orbitals {ϕi}
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Ts[n] =∑
i
fi〈ϕi|12∇
2|ϕi〉. (2)
The electron density is given in terms of the one electron orbitals n(r) = ∑i|ϕi(r)|2. Using this density,
the Coulomb attraction (Vne) between electrons and nuclei interaction through the external potential by the
nuclei v(r) = −∑A ZA/|r−RA| as well as classic (Hartree) electron-electron repulsion J can be written
as
Vne[n] =
∫
drn(r)v(r), (3)
J[n] =
1
2
∫
dr
∫
dr′
n(r)n(r′)
|r− r′| . (4)
While the three first terms in Eq 1 are known, the last term, the exchange-correlation functional, remains
unknown. Using the constrained search formulation[12], Exc is expressed as
Exc = min
Ψ→n
〈Ψ|T +Vee|Ψ〉−Ts[n]− J[n] = (T [n]−Ts[n])+(Vee[n]− J[n]). (5)
This search is performed over all groundstate wave functions which yield the groundstate electron density
and it can be seen that Exc accounts for all complex many-body effects including i) the kinetic energy
difference between the true interacting system and non-interacting reference system, ii) quantum mechan-
ical exchange interaction due to the antisymmetry of the wave function, and iii) correlated motion of the
electrons.
Minimizing the KS-energy under the constraint of orthonormal orbitals yields the KS equation
(
−1
2
∇2+
[
−∑
A
ZA
|r−RA| +
∫
dr′
n(r′)
|r− r′| + vxc
])
ϕi =
(
−1
2
∇2+ veff
)
ϕi = εiϕi, (6)
with the effective potential
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veff[n](r) = vext(r)+ vH[n](r)+
δExc[n]
δn
, (7)
where vext(r) is the external potential, vH[n](r) is the Hartree potential for electron-electron interaction,
and vxc is the exchange correlation potential. As vH[n] and vxc[n] depend on the electron density, the
KS-equation needs to be solved iteratively to obtain a self-consistent solution.
The success of KS-DFT lies in its excellent cost-accuracy ratio and its capability to access large and
realistic systems. The theory provides an exact framework but in practice Exc needs to be approximated.
There are various ways to accurately and reliably approximate this quantity[13] and in practice the choice
depends on the problem at hand. Here, instead of reviewing the vast literature of exchange-correlation
functionals, their successes and failures, we will point the most serious and pressing issues of KS-DFT as
applied to electrochemical systems.
The most notable short-coming of current DFT approximations is the self-interaction error (SIE) present
in all current functionals. SIE is caused by an electron interacting with itself via the Hartree potential
which is not cancelled by the exchange energy of Exc.[13, 14] The spurious SIE causes unphysical charge
delocalization leading to incorrect treatment of charge transfer reactions, underestimated reaction barriers,
and too small band-gaps, among others[13, 14] Current approaches to dealing with SIE is to replace part of
the KS exchange energy with Fock (screened) exchange resulting in hybrid functionals such as HSE06[15],
introduce a Hubbard-type +U correction in (semi-)local DFT functionals[16], or using self-interaction
corrected functionals including PZ-SIC[17] and its variants. Another practical approach to reduce SIE
between two charge-localised states is constrained DFT as introduced in section 2.4.2.
Another particularly harmful failure of current DFT functionals is the insufficient treatment of electronic
states becoming close in energy i.e. static or strong correlation. This can lead to, e.g. incorrect spin
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states in transition metals, dissociation of molecules, and treatment of systems, in which the electron-
electron repulsion dominates. In wave function methods static correlation is treated using multideterminant
methods, which can also be adopted to DFT; one example is the constrained DFT-Configuration Interaction
model.[18] However, the most common remedy is to use a Hubbard-type +U -correction[16].
2.2 Conductivity from DFT data
The rate capability of batteries is often limited by the charge transfer at the electrodes. This is especially
true for the cathodes, which are often either semi-conductors or even insulators. Experimentally, the charge
transfer at the electrodes is often reported in terms of conductivity, mobility or current density, which are
closely related as shown in Eq. 14. On the other hand, computational studies usually report either charge
transfer rates.
For comparison and development purposes the charge transfer rates need to converted to experimentally
measurable quantities. The most common way is to use the Einstein relation to compute mobility (µ) from
the diffusion coefficient D
µ =
e
kBT
D (8)
The diffusion coefficient can be deduced from the rates (ki) of thermally activated processes (in the absence
of reversed diffusion) for a single site
D =
Ntot
∑
i=1
kiL2i σi (9)
where Li is the jump length, σi is the symmetry factor of the jump and ki is given by Eq. 18. Note that
in the presence of an electric field the rate constants are modified by the Stark effects of Eq 16 which
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gives raise to asymmetric rate constant depending on the direction of the jump and electric field. When an
electric field and reversed diffusion are present, the mobility and related quantities can be computed from
the particle flux ji(x)
ji(x) = c(x)/A
Ntot
∑
i=1
(k f ori − krevi ) (10)
where the forward (k f ori ) and backward (k
rev
i ) rates through an area A are different only in the presence of
an electric field. The flux equation is completely general but difficult to solve for non-steady state or non-
homogenous system. A more tractable alternative is to cast the problem in the form of a master equation
where the flux through a site using charge carrier rates is expressed as
∂ pi
∂ t
=∑
j 6=i
[
k j→i p j(1− pi)− ki→ j pi(1− p j)
]
(11)
where pi is the probability of site a being occupied. Time evolution of the system can be solved using
kinetic Monte-Carlo but often it is enough to solve the steady-state master equation ∂ pa/∂ t = 0 [19, 20,
21, 22]. The case can be made even simpler by dropping the Coulomb repulsion terms (1− pi) which is
valid in the limit of low charge carrier density. These simplifications yield a set of linear equations
∂ pi
∂ t
=−∑
j 6=i
ki→ j pi+∑
j 6=i
k j→i p j = 0⇒ ∂p∂ t =−Kp= 0 (12)
with Ki j =−k j→i and Kii = ∑ j 6=i ki→ j. The resulting set of linear equations can be solved using standard
techniques. For high carrier density the Coulomb repulsion can become significant which calls for solving
non-linear equation in Eq. 11. Now the solution is searched iteratively using [19, 20, 21]
pi =
∑i 6= j k j→i p j
1−∑i6= j(ki→ j− k j→i)pi
(13)
Once the occupation probabilities are obtained either from the linear or non-linear master equation, the
drift velocity of a charge carrier, v, as well as mobility,µ , conductivity, σ , and current density, J in the
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presence of an electric field F can be computed from
v=∑
i j
ki→ j pi(1− p j)Ri j,F (14a)
µ =
v
∑i pi|F|
(14b)
σ = nceµ (14c)
J= σF (14d)
where nc is the concentration of charge carriers, e is the elemental charge and Ri j,F is the hopping distance
from site a to b projected in the direction of the electric field
Ri j,F =
Ri j ·F
|F| (15)
In the presence of an electric field, the charge transfer rates must be modified to include the Stark effect.[20]
Then, the reaction free energy ∆E used to compute the charge transfer rate using Eq. (27) must be modified
to
∆EStark = ∆E−qRi j,F ·F (16)
where q is the transferred charge. We also note the Stark effect can directly be related to the over potential
in Butler-Volmer or Mulliken-Hush-Chidsey kinetics [23, 24] as the over potential η = φ−φ eq = ∆∆G/ne
with F=−∇φ ,φ being the electric potential.
2.3 The GPAW code
GPAW[25, 26] is a DFT code which uses the (frozen core) projector augmented wave -method [27, 28]
(PAW) to treat core electrons. The PAW method is formally an all-electron method which in the sense
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that it provides an exact transformation between the smooth pseudo-wavefunctions and the all-electron
wavefunctions. The transformation is performed using a transformation opetator Tˆ between the smooth
(Ψ˜n) and all-electron (Ψn) wave function
Ψn = Tˆ Ψ˜n. (17)
While in practical implementations the PAW method resembles pseudopotential methods, it addresses sev-
eral shortcomings of norm-conserving or ultrasoft pseudopotentials. The PAW method offers a reliable
description over the whole periodic table with good transferability of PAW potentials.[28, 29] The pseudo-
wavefunctions in the PAW method are typically smoother than in norm-conserving pseudopotential meth-
ods so that the wavefunctions can be represented with fewer degrees of freedom. The PAW approximation
contains all the information about the nodal structure of wavefunctions near the nuclei, and it is always
possible to reconstruct the all-electron wavefunctions from the pseudo-wavefunctions.
For solving the pseudo-wavefunctions, GPAW supports the use of linear combination of atomic orbitals
(LCAO), plane-waves (PW) and uniform real-space grids. Compared to more traditional PW or LCAO
approaches, real-space grids offer several advantages, most notably better computational scalability than
PW and systematic convergence properties unlike LCAO. Using PW necessitates periodic boundary condi-
tions, while a real-space grid and LCAO can flexibly treat both free and periodic boundary conditions. The
systematic improvement of accuracy is also the main advantage of both real-space and plane-wave methods
compared to LCAO. However, as localized functions can provide a very compact basis set, atom-centered
basis functions are efficient for situations where the high accuracy of a real space grid is not needed. LCAO
is also very beneficial for the non-equilibrium Green function (NEGF) approach implemented in GPAW.
Finally, it is possible to flexibly switch between the different presentations when needed.
The majority of GPAW is written in Python making extensive use of Numpy[30]. The advantage of
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NumPy is two-fold; first it provides more efficient numerical evaluations for vectorizable operations,
second NumPy arrays provide convenient container for contiguous data which can be passed easily to
C-functions. This allows the most time consuming parts to written in C with efficient parallel libraries
and accessed through a C-Python interface. After the core numerical kernels are implemented in C (or
in libraries), the programmer can use all productivity enhancing features of Python when focusing on the
higher level algorithms. For example, object oriented programming is used heavily in GPAW.
The object oriented approach using Python combined with modern, transferable pseudopotentials make
GPAW a flexible, agile, accessible, and well-scaling DFT code. Given these features, GPAW is a great
platform for developing new methods and lately we as well as others have been expanding the GPAW
repertoire. In the following sections we will review some of our recent and on-going work on developing
tools in GPAW for modeling electrochemical systems such as batteries and electrocatalytic reactions.
2.4 Charge transfer rates with constrained DFT
2.4.1 Marcus theory of charge transfer
Electron transfer is a crucial elementary step occurring in several biologically, chemically and indus-
trially import reactions. Albeit being conceptually the simplest of chemical reactions, CT reactions
are notoriously difficult to describe within density functional theory (DFT). This is due to the spuri-
ous self-interaction error (SIE)[13, 14] inherent to practical implementations of the theory. In many
cases, the charge transfer rate can be computed using the quantum mechanical version of Marcus the-
ory [31, 32, 33, 34]. Instead of working with the usual Marcus theory, which is valid at the non-adiabatic
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limit only, it is more convenient to use the Landau-Zener charge transfer equation [34], which combines
the non-adiabatic and adiabatic limits
ka→b = κelvn exp
[
−G‡adia
kBT
]
. (18)
This function depends parametrically on the adiabatic activation free energy (G‡adia), the coupling element
between the initial and final diabatic states (Hab), and the reorganization free energy λ which are pictorially
presented in Figure 1. vn is an effective nuclear frequency along the reaction coordinate and κel is the
electron transmission coefficient computed using the Landau-Zener equation [34, 35, 36]
κel =

2PLZ
1+PLZ
if ∆G0 ≥−λ
2PLZ(1−PLZ) if ∆G0 <−λ
, (19)
PLZ = 1− exp [−2piγ] , (20)
2piγ =
pi3/2|Hab|2
hvn
√
λkBT
, (21)
where h is Planck’s constant, ∆G0 is the reaction free energy, PLZ is the Landau-Zener transition probability
for a crossing between two diabatic states giving access to both the adiabatic (2piγ >> 1,κ ≈ 1) and non-
adiabatic (2piγ < 1) limits of electron transfer. It is also worth noting that the transmission coefficient in
Eq. (19) takes different forms for the normal (∆E ≥ −λ ) and inverted (∆E < −λ ) Marcus regions. λ is
the reorganization free energy.
Both the thermodynamics and kinetics (within the Marcus model) of a charge transfer reaction can be
quantified in terms of four parameters: Hab, λ , vn and ∆G0. However computing these parameters directly
from DFT is difficult. First, Marcus theory requires the use of localized and diabatic states which is
hindered by the presence of SIE. Second, λ is an excited state quantity and as such not within the reach of
normal ground-state DFT. To overcome these issues, the cDFT has been implemented in GPAW [37].
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Figure 1: Schematic view of the Marcus theory. The green and red lines define the ground and excited
adiabatic states , respectively, whereas the dotted lines present the initial and final diabatic states
2.4.2 Constrained DFT
Instead of using computationally expensive methods, it has recently been shown that constructing charge-
localized states using constrained density functional theory (cDFT) [38, 39, 40] offers an accurate and
efficient way of computing the electronic coupling elements and the reorganization free energy in many
cases. [41, 42] Compared to conventional DFT which suffers from unphysical electron delocalization
due to the SIE (see section 2.1), cDFT offers a way to construct charge-localized states by introducing
an additional external potential to the Kohn-Sham equations which results in an effective self-interaction
correction. Thus, the efficient underlying DFT machinery with small modifications can be used to create
the diabatic states needed for computing the parameters in Marcus theory.
cDFT was first established in 1984 as an extension to DFT in order to study the lowest energy excited
states under a specified charge or magnetization constraint imposed by an additional external potential.[43]
In the first cDFT implementations, the external potential satisfying the constraint was not solved self-
consistently. Modern, self-consistent cDFT was formulated in 2005[38], and since then the method has
been implemented in several codes. We have recently implemented cDFT within the PAW-formalism in
GPAW.[37]
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cDFT as presented here follows the formulation by Van Voorhis[38, 39, 40]. The key modification to
normal DFT is the introduction of an auxiliary potential to force a certain region (in real-space, and around
a molecule, molecular fragment or an atom) to carry a predefined charge. The energy functional can then
be written as a sum of the usual Kohn-Sham functional (KS) and a constraining term:
F [n(r),Vc] = EKS[n]+∑
c
Vc∑
σ
(∫
drwσc (r)n
σ (r)−Nc
)
. (22)
Here wσi (r) is the weight function which defines how the charge is to be partitioned, i.e. the regions where
charge is to be localized, and Ni is the desired number of electrons within the constrained region. The
weight function has the only criterion that wc(r) ∈ [0,1] which offers a lot of freedom for its construction.
Several alternative definitions have been discussed [40]. A charge density difference between a donor (D)
and an acceptor (A) is achieved by defining w= wA−wD while the local magnetization can be constrained
working with spin densities and by setting wβ =−wα .
The introduction of constraining terms in Eq. (22) leads to a new effective potential defined as
vσeff =
δF [n(r)]
δn(r)
=
δEKS[n(r)]
δn(r)
+∑
c
Vcwσc (r) (23)
Thus, the cDFT potential is just a sum of the usual KS potential and the constraining potential which is also
used in the self-consistent calculation. The constraint is further enforced by introducing the convergence
criteria
C ≥
∣∣∣∣∑
σ
∫
drwσc (r)n
σ (r)−Nc
∣∣∣∣ ,∀c (24)
Solving the cDFT equations self-consistently results in strictly localised and diabatic states as required by
the Marcus theory. Also computation of the reorganisation energy λ is now simple:
λ = 〈FA(RB)〉−〈FA(RA)〉, (25)
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where 〈FA(RA)〉 is the cDFT free energy computed at the initial state (RA) with the charge constrained at
the initial state while 〈FA(RB)〉 is computed at the geometry of the final state (RB) but charge constrained
at the initial state. The free energies can be computed by ab initio molecular dynamics utilizing the cDFT
machinery.[35] The coupling constant is obtained from
HAB = 〈ψA|HKSB |ψB〉= QBSAB−VBWAB, (26)
where QA is the cDFT free-energy from 〈ψA|HKSA +∑iV Ai wi|ψA〉 for state A, SAB = 〈ψA|ψB〉 is the off-
diagonal element of the overlap matrix and WAB = 〈ψA|∑i wBi (r)|ψB〉 is the off-diagonal element of the
weight matrix. The adiabatic transition state energy can be directly computed using normal, unconstrained
DFT or approximated with cDFT from the intersection of Marcus parabola, including a correction for
adiabaticity [44]
G‡adia ≈ G‡Marcus = ∆G‡−∆
=
(λ +∆G0)2
4λ
−
|Hab|+ λ +∆G02
√
(λ +∆G0)2
4
+ |Hab|2
 . (27)
To conclude, the cDFT method offers an efficient and practical way to construct localised, diabatic states
with only small modifications to the underlying DFT machinery. Using the cDFT states, the Marcus
equation of charge transfer can be parametrized. Using the Landau-Zener formalism both adiabatic and
non-adiabatic charge transfer reactions can be treated whereas conventional DFT used with transition state
theory (TST) is applicable to only adiabatic reactions. As shown in section 2.4.3, the charge transfer in
batteries can be non-adiabatic in which case normal DFT-TST yields incorrect results.
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Table 1: Charge transfer parameters for electron polaron in α-sulphur.
Barrier [eV] PLZ λ [eV] Hab Rate [s−1]
Intra 0.10 1.0 0.45 0.19 6.17E10
Inter 0.38 0.012 1.54 1.35E-3 7.75 E3
2.4.3 Polaronic charge transport at the cathode
In Li-air the discharge products and catalyst materials oxygen reduction (ORR) and oxygen evolution
(OER) reactions are typically semi-conductors or insulator. However, in order to achieve a functioning
battery, charge needs to transported through the discharge products and the catalysts. The charge transfer
can take place via ionic diffusion or hopping of holes and electrons known as polaronic conduction.
As discussed in section 2.4.1, Marcus theory provides general framework for describing charge transfer
reactions. It was also stressed that standard DFT methods are incapable of describing both adiabatic
and non-adiabatic charge transfer reactions. To come around DFT limitations, one approach is to use
constrained DFT presented in section 2.4.2 which alleviates self-interaction error, can provide strictly
localized states and gives access to both adiabatic and non-adiabatic charge transfer events.
As an example of applying cDFT, we have studied polaronic electron transfer in α-sulphur, the pristine
cathode material of Li-sulphur batteries. α-sulphur is made of separated sulphur 8-rings and charge transfer
needs to take place both within a single ring (intra-ring) and between two rings (inter-ring). The first step
in to obtain the localized polaronic states which are shown in Fig. 2. The electron is localized in the bond
between two neighboring sulphur atoms causing the S-S bond to stretch from 2.05 to 2.75 A˚.
The charge transfer rate of the inter- and intra-ring transitions can be computed using the Landau-Zener
version of the Marcus equation, shown in Eq. 18. All the needed parameters have been computed using
cDFT machinery using Eqs. 25-27 and the results are collected in Table 1.
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Figure 2: Electron polaron (red isosurface) in α-sulphur located between two sulphur atoms. The blue
arrow show the intra-ring electron hop while the black arrow is used to denote the intra-ring hop.
The adiabadicity of charge transfer can be deduced from the Landau-Zener factor: for adiabatic reactions
κ ≈ 1 and for nonadiabatic reactions κ << 1. Using this definition, the data in Table 1 shows that the intra
ring polaron hop is clearly adiabatic whereas the inter ring hop is clearly non-adiabatic. If non-adiabadicity
was ignored, the inter ring rate would be two magnitudes larger! This exemplifies that non-adiabatic effects
cannot be ignored when modeling charge transfer in battery materials.
Once the relevant rate constants are obtained, the mobility can be computed using the approaches intro-
duced in section 2.2. Here we have used the linear kinetic Monte-Carlo of Eq. 12 to compute the electronic
conductivity of α-sulphur. The field is set to 1 kV/cm along the [111] direction corresponding a to typ-
ical experimental setup [45]. The density of charge carriers was 1 · 10−16cm−3, slightly higher than the
experimental 1 ·10−14cm−3 [45] in order to increase numerical stability of the algorithm.
From various experiments[46], the electronic mobility is around 5 · 10−4cm2/[V · s] at room temperature.
Based on the cDFT calculated rates, the electron conductivity is ∼ 50 ·10−4cm2/[V · s], a good agreement
with the experimental value. If the adiabatic rate referenced above, the conductivity is predicited to be
∼ 800 · 10−4cm2/[V · s] showing the non-adiabatic effects are needed to capture the conductivity in α-
sulphur.
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2.5 Electrochemistry at solid-liquid interfaces
2.5.1 Modeling the electrochemical interface
Electrochemical reactions take place at the interface between an electronic and ionic conductor (elec-
trolyte). Together these two conductors form an electrode and electrochemical experiments probe the
properties of this interface under the influence of voltage and current between two electrodes. A typical
current-voltage response obtained from an electrochemical experiment is often difficult to interpret from
an atomistic perspective and modeling forms the core of electrochemical analysis.
Atomic-level modeling of electrochemical is complicated by the need for constant electrode potential rather
than constant charge treatment (see section 2.6) and by the presence of several time- and length-scales
taking part in the process. Very short time and small length-scales are needed to model the charge transfer
events and chemical reactions which call for a quantum mechanical treatment of the electrode and reactants.
On the other hand, the liquid electrolyte needs a statistical treatment over a long time to capture changes in
the interfacial charge distribution from the formation of the double-layer. Furthermore, the thickness of the
ionic double-layer structure can vary between 1 nm to 1 µm depending on the electrolyte concentration.
As the charge distribution at the interface controls reaction kinetics and thermodynamics which are directly
linked to potential and current dependencies, the electrolyte and its effect on the reacting system cannot be
ignored.
The most straight-forward solution to the statistical treatment of electrolyte is to adopt (ab initio or
QM/MM) molecular dynamics (MD) where the reactants, electrode and the electrolyte are treated ex-
plicitly. To reach an equilibrium state, both the ionic and electronic degrees of freedom need to be sampled
extensively. While this approach is well established [47, 48, 49] and motivated, reaching an equilibrium
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needs long simulations on large systems making MD applicable to small systems and limited amount re-
actions. In GPAW, both ab initio and QM/MM MD can be performed through the ASE interface[50].
Especially the LCAO-mode in well suited for large scale MD calculations. Another approach is to treat to
reacting system quantum mechanically in a continuum solvent which corresponds to a solute in a statistical
solvent bath. This implicit solvation model will be treated in detail below.
2.5.2 Implicit solvation at the electrochemical interface
Implicit solvation models are ubiquitous in the modeling of molecular systems and models for periodic
surface systems have appeared during the last 15 years. The theoretical back-ground of implicit solvent
models were pioneered by Arias using the framework of joint density-functional theory (JDFT)[51, 52].
Following the JDFT approach, exact free energy A of a quantum system with fixed nuclear positions in
contact with an electrolyte in thermal equilibrium is obtained from the variational principle:
A = min
n(r),{Na(r)}
[
G[n(r),{Na(r)},V (r)]−
∫
drV (r)n(r)
]
, (28)
where G[n(r),{Na(r)}]− is a universal functional of the electron density n(r) of the quantum system
interacting with the electrolyte with nuclear density {Na(r)} and electrostatic potential V (r) of the nuclei
in the explicit system. The universal functional can be separated to large known and small coupling portions
using:
G[n(r),{Na(r)},V (r)] = AKS[n(r)]+Ωlq[{Na(r)}]+∆A[n(r),{Na(r)},V (r)], (29)
where AKS is the Kohn-Sham functional for the electron density in isolation from the environment, Ωlq is
the classical density functional [53, 54] of the electrolyte in isolation and ∆A is coupling between these
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isolated systems when brought into contact.
JDFT offers a general framework to understand (electrochemical) systems in contact with a solvent. While
sophisticated models can be formulated using JDFT, simplification of the free energy functional in Eq. 28
is needed for a practical DFT calculation. As described in [51], the first step is to minimize Eq. 28 with
respect to {Na(r)} yielding another exact free energy functional
A˜ = min
n(r)
[
AKS[n(r),ZI,RI]+ min{Na(r)}
Ωlq[Na(r)]+∆A[n(r),Na(r),ZI,RI]
]
, (30)
where ZI and RI are the nuclear charges and positions of the quantum system. For a practical calculation
the unknown A˜ needs to approximated. The simplest approximation is to include only the electrostatic
interactions between the solute and electrolyte including the cavitation and dispersion. Then carrying out
the minimizations of Eq. 30 gives
Aimplicit[n(r),φ(r)] = Tkin[n(r)]+Exc[n(r)]+
∫
drφ(r)[N(r)−n(r)]−
∫
drε(r)
|∇φ |2
8pi
+Acav. (31)
Here the kinetic energy of electrons Tkin and exchange-correlation energy are computed following the
usual DFT approach. The third term is the Coulomb interaction between the electrostatic potential φ and
the nuclear N(r) as well as the electronic n(r) densities. The fourth term accounts for the electrostatic
interaction of the electrolyte dielectric with the solute and the last term is solute cavitation energy.
To obtain a self-consistent way to include the solvation effects of the dielectric continuum, Eq. 31 needs
to be minimized with respect to φ and then with respect to the solute electron density n(r). Minimization
with respect to the electrostatic potential gives the generalized Poisson equation
∇[ε(r)∇φ ] =−4pi [N(r)−n(r)] , (32)
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which yields the electrostatic potential. Minimizing with respect to the electron density gives the Kohn-
Sham Hamiltonian with an additional potential
Vs =
dε(n(r))
dn(r)
|∇φ |2
8pi
+
Acav
dn(r)
, (33)
which can be further simplified if the dielectric does not depend on the density [55].
2.5.3 Generalized Poisson-Boltzmann equation for the electric
double-layer
The JDFT approach introduced in the previous section puts implicit solvent models on a firm theoretical
basis. The generalized Poisson equation and the derived potential are the working equations in the common
implicit solvation models, such as the one implemented in GPAW [55]. However, electrochemical systems
add yet another layer of complexity since the solvent contains mobile ions which from a double-layer at
the electrochemical interface. To include the electrolyte and the double-layer, an ionic density is added to
the generalized Poisson equation to yield[51, 56]
∇[ε(r)∇φ ] =−4pi [N(r)−n(r)+nions(r)] , (34)
where nions[φ ](r) are the spatial density of concentration of ions in the dielectric given by
nions(r) =∑
i
qzici(r), (35)
for ion i with charge and concentration of Zi and ci. The mobile ions interact with the electrostatic poten-
tial and within the Poisson-Boltzmann mean-field approach the ionic concentrations have the dependency
ci(r) = ci[φ ](r). Then, the ionic concentrations are computed from
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ci(r) = cbulki exp
(
−ziqφ(r)
kBT
)
. (36)
When the Boltzmann distributed concentration is adopted, the electrostatic potential is computed from the
Poisson-Boltzmann (PB) equation
∇[ε(r)∇φ ] =−4pi [N(r)−n(r)+nions[φ ](r)] . (37)
Unlike the (generalized) Poisson equation, PB is a non-linear differential equation and advanced algorithms
need to be adopted to obtain a stable self-consistent solution. Recently efficient algorithms for PB have
been developed.[56] To make the solution more feasible and amenable to more standard algorithms, the PB
equation can be linearized for small arguments of ziqφ(r)/kBT . This gives a linear Poisson-like equation
which is easier to solve. From the self-consistent solutions both the density and electrostatic potential are
obtained and presence of ions also contributes to the free energy and in general
Aelectrolyte = Aimplicit+
∫
dr
1
2
φ(r)nions(r)+Aions, (38)
where Aimplicit is from Eq. 31, the integral accounts for the electrostatic interaction from the ions and
the last term is the mixing entropy of the ions in the electrolyte for which different formulae exist[51,
56, 57]. Analogously to Eq. 33, the free energy contributions also impact the potential used in the KS
calculation
V PBs =Vs+φ
dnions[φ ](r)
dn
+
dAions
dn
. (39)
The PB-equation offers a feasible approach to include the electrolyte and the presence of a double-layer
in the simulations. From a computational point of view, inclusion of the ionic density also simplifies the
treatment of charged periodic systems; the electrolyte neutralizes the simulation cell and the use of artificial
back-ground charge can be avoided.
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2.5.4 Electrode potential within the Poisson-Boltzmann model
Perhaps even more importantly, screening by the ions ensures that the electrostatic potential is well-defined
and approaches zero deep in the implicit solvent. This provides a very convenient reference electrode
corresponding to electrons solvated in the electrolyte. To appreciate this, one can consider the definition
of an absolute electrode[58]
EM(abs) = EM(red)+K, (40)
where K is constant depending on the absolute reference choice and EM(red) is the reduced absolute
potential
EM(red) = ∆MS φ −µMe , (41)
where ∆MS φ is the Galvani i.e. electric potential difference between the electrode and bulk liquid, and µ
M
e
is the chemical potential of electrons i.e. the Fermi-level. One possible choice for the reference K is an
electron interacting electrically but not chemically with the environment corresponding to K = µSe .[59].
While this choice for the reference cannot be realised experimentally, this is exactly produced by the PB-
model for a given model electrolyte!
Making the approach even more transparent, we consider the electrode potential under equilibrium condi-
tions using the solvated electron reference which yields
E(abs)PB = µ˜Se − µ˜Me = µSe −µMe − (φS−φM) =−µMe +φM =−µ˜Me (42)
where µ˜ ie is the electrochemical potential of electrons in phase i. From above we know that φS → 0 in
the fluid, and that PB-model accounts only for the electrostatic interactions from which µ˜Se = 0 follows.
Therefore the absolute electrode potential within the PB-solvation model is given the two right-most forms
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of Eq. 42
In practice, the absolute electrode potential needs to be presented on an experimentally relevant reference
scale, e.g. against the standard hydrogen electrode (SHE). While µ˜Se = 0 in the PB-model, this choice
depends on the actual implicit solvation model used for the electrolyte and, therefore, a connection between
the model fluid and an experimental reference electrode needs to established. The absolute potential of
SHE varies between 4.2-4.7 V with respect to an electron the gas-phase. One therefore needs to convert
E(abs)M from the PB-solvent reference to a gas-phase reference.
One solution[51] is to compute the potential of zero charge (PZC) using PB and compare it to experimental
results for the same electrode. Equating the absolute PZCs of the electrodes in PB-solvent with the solvent
reference and real solvent with a vacuum reference, gives the constant off-set between these two references.
Then this off-set can be used to convert the PB-scale to SHE-scale. Another plausible approach which
directly gives the E(abs)PB referenced directly against the gas was devised by Trasatti[59, 58] and applied
by Otani[60]. Here an asymmetric surface with vacuum on the other and solvent on the other side can
be used to compute contact (Volta) potentials of both the electrode and solvent as well as the surface
potentials. These can be used to convert the PB-solvent reference to a vacuum reference without any
experimental input.
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2.6 Calculations at constant electrode potential
2.6.1 The need for a constant potential presentation
Electrochemical reactions add an extra parameter to regular heterogeneous catalytic reactions — voltage of
the half-cell. For regular heterogeneous catalytic reactions, a wide variety of ab initio methods exist. With
DFT, the interactions between adsorbate and substrate can be modelled with moderate effort, but care must
be taken to adequately apply the delicate interplay between chemistry and solid state physics at the interface
[61]. Typical methods include nudged elastic band calculations [62] for finding zero temperature reaction
paths or molecular dynamics with various acceleration schemes (such as metadynamics [63] or replica
exchange [64]). Conventional DFT methods are inadequate for performing constant potential calculations,
since typically in DFT the number of electrons is fixed and periodic slab calculations with finite charge
are not possible with properly accounting for electrostatic boundary conditions. However, conventional
electronic structure codes can be modified to handle finite electrode potentials after which the regular tools
of heterogeneous catalysis are available in electrochemistry. Depending on the method, they require from
moderate [65] to substantial [66] altering to underlying electronic structure code.
As discussed in Section 2.5, the electrochemical half-cell consists of an electron conductor (metal) and an
ionic conductor solution (electrolyte), where the metallic surface is in different electrochemical potential
(µ˜M) than the ionic conductor (µ˜S). The finite voltage E = µ˜S− µ˜M between the phases modifies the surface
chemistry mainly by inducing oxidation and/or reduction reactions. In this mechanism, the finite voltage
corresponds to changing the Fermi-level of the metal electrode which subsequently affects the occupation
and hybridization of adsorbed reactants. These oxidation and reduction reactions dramatically modify
the transition state barriers and thus accurate description of half-cell models with a constant voltages is
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required.
There are several approaches available for simulating electrochemical interfaces. The most common ap-
proach is the computational hydrogen electrode[67] where the electrode potential is treated as a linear
constant affecting only reaction thermodynamics. This approach does not account for the changes in hy-
bridization and orbital occupations at different charge states. The electrode potential may also be indirectly
simulated by charging the surface with excess solvated hydrogen [68]. These calculations can be tedious,
require calculations in multiple supercell sizes and still yield only finite steps in the voltage. Another
method, dubbed the double-reference method[69], utilizes two calculations (one for fully solvated and
another with additional vacuum) at different charge states. However, several corrections are needed and
multiple calculations combined with an extrapolation scheme are needed to access the actual electrochem-
ical systems as a function of potential. All the above methods benefit from being directly out-of-the-box
approaches in any electronic structure code. More recent and elaborate methods make use of the implicit
solvation models treated in Section 2.5 but such an approach still corresponds to fixed number of electrons
rather than a fixed electrode potential.
Indeed, setting up a direct electronic structure optimization at constant potential is a non-trivial task. Sev-
eral decades ago grand canonical DFT was introduced by Mermin [70] but the resulting DFT equations
proved to be numerically difficult to solve. Only recently have stable algorithms been devised [66] for
performing direct grand canonical DFT but these require considerable alterations to the underlying DFT
code. For example, the Pulay-density mixing needs to be modified to take into account the change of to-
tal number of electrons between electronic structure convergence steps. Instead of direct minimization of
number of electrons, an explicit optimization of total charge of the system to obtain constant Fermi-level
at outer loop [71].
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2.6.2 Grand canonical ensemble for electrons
The electrochemical reactions take place in a system which is coupled to its environment with various ways.
For instance, the system can exchange heat with its surroundings and electrons with the voltage source.
To this end, in modelling of the reaction rates it becomes essential to have a proper thermodynamical
description of the environment. The interaction with the electrolyte was detailed in Section 2.5 and below,
these are also taken into account within the grand canonical ensemble of electrons, which eventually yields
molecular dynamics with constant electrode potential. We follow the approach by Bonnet et al., who
provided means to simulate constant electrode potential [65]. Their method is implemented to the Atomic
Simulation Environment.
Modelling electrochemistry is a challenge for traditional microcanonical (NVE) and canonical (NVT) en-
semble molecular dynamics. In the following, we derive the grand canonical ensemble for electrons. To
do this, first we distinguish between number of ions and electrons in the ensemble (NaNeV T ), where Na
correspond to number of atoms in the slab. Na and Ne are extensive quantities which are set by the size
of the supercell calculation. In the following, we will drop the Na, and let N = Ne be the number of
electrons.
To formally derive the grand canonical potential, we model the half-cell system in two parts: the metallic
electrode modelled with a surface slab with Helmholtz free energy (Canonical ensemble, a system con-
nected to heat bath) HM(NM,V M,T M) and an electron reservoir (playing the role of the voltage source)
HR(NR,V R,T R). The total Helmholtz free energy of the combined electrode and electron reservoir system
is (omitting V and T variables in notation)
H(N) = HM(NM)+HR(NR). (43)
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Due to conservation of matter, we require that the total number of electrons remain fixed N =NM+NR and
we allow the electrons to move between the systems M and R. The reservoir R is assumed macroscopic
(NR→ ∞), and we can Taylor expand (without approximation) the free energy as
HR(NR) = HR(N−NM) = HR(N)− ∂H
R(N)
∂N
NM = HR(N)−µRNM, (44)
where we have identified µR = ∂HR(N)∂N as the chemical potential of the reservoir (reference potential). Now
the total free energy of the surface slab and voltage source can be written as
Ω(NM) = HM(NM)−µRNM, (45)
where we have neglected the term HR(N), which is just an irrelevant constant. This quantity corresponds
to grand potential, which is minimized in the grand canonical ensemble. The quantity µRNM is the energy
cost of removing one electron from the voltage source (Check sign!). Note that we are representing the
chemical potential of electron, which has opposite sign than the conventional definition of potential.
Since the chemical potential dEdNM = µ
M always increases upon addition of electrons, d
2E
dNM2 > 0 the total
energy is a convex function. Thus, the grand potential may also be derived via Legendre-transforming the
total energy (now treating N as free variable inside the minimization)
Ω(µ,V,T ) = min
N
[
HM(NM,V,T )−µRNM]= H(N(µM,V,T ),V,T )−µRNM. (46)
Since, dH
M(NM ,V M ,T M)−µRN
dN = µ
M−µR = 0, one sees that the effect of grand canonical ensemble is essen-
tially to fix the electrode potential.
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2.6.3 Fictitious charge dynamics
Minimizing the charge does not yield grand canonical ensemble, as it neglects the thermodynamical fluc-
tuations of the charge between the system and the reservoir due to finite temperature. In order to perform
a simulation with grand canonical statistics, we write the the Hamiltonian governing the atomistic system
as
H =∑
a
r˙2a
2ma
+
P˙2el.
2M
+EDFT[{ra},N]−NµR, (47)
where we have introduced the total charge N as a degree of freedom with fictitious mass M. The Hamil-
tonian equations of motion are now the usual for the ion degrees of freedom mar¨a =
dpa
dt = − dHdra =
−∇raEDFT[{ra},N] and dradt = dHdpa = pa/ma. For the extra charge degree of freedom it is
dPel.
dt
=−dH
dN
=−dE
DFT[{ra},N]
dN
+µR = µR−µM, (48)
and
dN
dt
=
dH
dPel.
= Pel./M, (49)
where µR is the voltage source (reference) potential and µM is the slab potential and Pel. is the momentum
of electrons. One sees that a restoring spring force µM is obtained towards µR but fluctuations may occur.
Formally, these thermal fluctuations of charge between reservoir are equivalent to Johnson-Nyquist noise.
Bonnet et al. discuss the reality of this charge fluctuation. In nanocapacitors, the effect is real, but they sug-
gest caution on the reality of these fluctuations on extended systems. After all, the fluctuations scale with
the capacitance of the system. Indeed, if one considers replicating the surface slab to similar super cells,
size consistency requires that the charge fluctuations between the unit cells are left for the responsibility of
the Mermin free energy functional.
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To further formalize the ensemble, we write the canonical and grand canonical partition functions. The
canonical partition function is given by
Z(N) =
1
h3Na
∫
dRe−βE
DFT[R,N]
∫
dPe−β ∑a
p2a
2ma , (50)
and the grand canonical partition function
ZΩ(µR) =
∫
dNeβNµ
R
Z(N). (51)
Now, note that the partition function with the charge as extra degree of freedom is
Zfic.Ω =
1
h3Na
∫
dR
∫
dNe−βE
DFT[R,N]+βNµR
∫
dPe−β ∑a
p2a
2ma
∫
dPel.e−β
P2el.
2M , (52)
which becomes equivalent to Eq. 51 except for the constant factor arising from integration of the quadratic
kinetic energy of the charge. The energy EDFT[R,N] is a convex function and the linear term (NµR) is shift-
ing the minimum of charge fluctuations. The variance of charge fluctuations is related to the capasitance
of the system as 〈(N−〈N〉)2〉= kBTC. (53)
2.6.4 Model in practice
Typically, the electrochemical cell is conceptually and practically split into two half-cells, and their reac-
tions are studied separately. This requires to have an absolute potential scale [72] (see also Section 2.5.4).
In practice, the half-cell is modelled with DFT using a surface slab periodic in two directions. The slab
model consists of metallic electrode, reactants, solvent and a possible counter electrode. If the solvent has
a finite mobile ion concentration, the solvent will conduct ions to perfectly screen any surface charge and
thus no counter electrode is required. This means that the solvent potential provides asymptotically a zero
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reference. However, for dielectric solvents or vacuum, the macroscopic boundary conditions (for example,
the size of the unit cell) affect the capacitance of the system and hence the relationship between surface
charge and potential (see Eq. 53). Several approaches have been developed from simple counter electrodes
to Greens function methods [73].
In case for slab electrostatics, the counter electrode may be simulated by a surface charge layer with
Gaussian profile (a monopole correction)[74], which was set up to Cartesian grid
ρ(z) =
Q
A
1
σ
√
2pi
e−
1
2 (z−z0)2/σ2. (54)
In addition, the further corrections may be needed to take into account on periodic supercells [75].
To summarize, by introducing an extra degree of freedom one allows charge to flow between the system
and the voltage source. Due to accompanied change in Fermi-level through adsorbate energy levels, this
degree of freedom corresponds to oxidation and reduction reactions (movement of charge). These reactions
strongly affect the reaction free energy barriers (movement of nuclei). With electron grand canonical
molecular dynamics, traditional analysis methods and algorithms are available with small modifications.
As a final example, it is possible to perform two dimensional parallel tempering with replica exchange
monte carlo moves between temperatures and chemical potentials [76].
In practice, the grand canonical molecular dynamics with fictitious charge degree of freedom is imple-
mented as an object oriented wrapper class to ASE [50] Atoms object. The wrapper class adds an extra
degree of freedom using an extra dummy atom. This way, the thermodynamic suite maybe used, and
indeed grand canonical Langevin dynamics can be performed with a single input line, corresponding to
method II of Bonnet et al. In addition, such general representation of extra degrees of freedom allows
flexible implementation other types of extensions, such as metadynamics.
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2.7 Conclusions
In this chapter we have presented numerous new tools for simulating electrochemical systems using GPAW.
Combining the definition for the absolute electrode potential from the PB-mode with the constant EF -
simulations presented in section 2.6, yields a powerful approach electrochemical DFT-simulations with 1)
solvation, 2) double-layer effects, 3) well-defined electrode-potential and 4) constant potential. Further-
more, electron transfer kinetics within can accessed using cDFT. In addition to the methods presented here,
GPAW also supports variational PZ-SIC functionals[77] to deal with self-interactions errors. GPAW can
be used to perform real-time time-dependent DFT[78] and non-adiabatic Ehrenfest dynamics[79] to study
electron and nuclear dynamics[80] for rather large systems.
3 Second-Principles for Material Modelling
One of the challenges for DFT is engaging problems where the involved systems contain more than a
thousand atoms which typically correspond to a nanometer length scale. For example, a typical problem in
metal-air batteries is the formation of insulating layers on the anode/catode that prevent charge transfer and
thus kill the battery prematurely. Particularly, in the Li-air battery experimental data indicate that formation
of a peroxide (Li2O2) layer of 5-10nm could prevent sufficient conduction of charge - even in the form of
electron tunneling or polaron transport[3, 8]. As this problem is out-of-reach for first-principles methods
it is necessary to simplify or approximate the DFT machinery using models that, firmly based in first-
principles theory and simulations, retain the ability to make predictions without the use of experimental
data. These techniques are often called first-principles-based or second-principles and are designed to
perform simulations involving length and time scales beyond DFT capabilities.
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One of the most promising second-principles methods is Second-Principles Density Functional Theory
(SP-DFT) based on a systematic approximation of the DFT energy that can be expressed, in practice, as
a combination of: (a) an accurate force field that takes into account the structural degrees of freedom and
can describe efficiently and accurately phenomena like phase transitions that do not involve changes in the
electronic configuration and (b) an electron-model that corrects the energies and forces of the force-field
when the electronic state deviates from the one for which the force field has been obtained, i.e. when the
system has been doped, its magnetic state has changed, etc. This method is very flexible and yields an
accuracy that can be made as close as desired to that of the DFT method from which the parameters has
been extracted but allowing, at the same time, simulation of systems comprising 105-106 atoms.
The main caveat for the method is that it is based on perturbation theory, with an expansion of the DFT
energy in terms of variations of the density around a particular electronic state (see Section 3.1) of a mate-
rial. Thus, situations where the electron density changes in a dramatic way cannot be described, i.e. when
chemical bonds are created or completely destroyed. These disallowed cases usually involve phase transi-
tions between two very different structures or chemical reactivity on a surface. However, there are many
other circumstances, where the perturbations exerted on a system modify bonding by simply weakening or
reinforcing some bonds, that are ideal for the application of SP-DFT. For instance, a material doped with
electrons or holes can experience drastic changes in transport and magnetic properties while retaining a
fixed bond topology. In particular for modern batteries, where semiconducting/insulating materials form at
the cathode, electron transport via polarons is a very common and important mechanism. Such materials
do not support metallic conduction and must therefore rely on other mechanisms for electron transport
such as tunneling or polaronic hopping. This is the situation found both in the commercial Li-ion batteries,
where the materials formed by intercalation of lithium (e.g. LiFePO4 [81]), and in metal-air batteries,
where the materials grown on the cathode (e.g. NaO2 or Na2O2 [82, 83] in the Na-O2 battery), typically
conduct electrons by polaronic hopping.
34
3.1 The Energy in SP-DFT
In order to obtain the energy in SP-DFT the total density is divided in a reference electron density (RED),
n0, and a difference contribution, δn,
n(~r) = n0(~r)+δn(~r). (55)
We can now formally expand the DFT energy in terms of δn by substituting Eq. (55) into Eq. (1). In
SP-DFT this expansion is usually taken to second-order,
E ≈ ESP = E(0)+E(1)+E(2). (56)
The zero order term is eq. (1) evaluated at the RED,
E(0) = E[n0] = Ts[n0]+Vne[n0]+ J[n0]+Exc[n0], (57)
and, thus, E(0) is seen to correspond, exactly, to the full DFT energy for the reference density. Reasonable
choices for the RED will leave E(0) as the main contribution to the total energy - a contribution which
can be calculated by a model force-field potential only considering the atomic geometry. The first order
term, E(1), deals with the energy associated with one-electron excitations which, as will be shown later, is
captured by terms involving only the deformation density,
E(1) =∑
ik
[
oik 〈ϕik|hˆ0|ϕik〉−o(0)ik 〈ϕ(0)ik |hˆ0|ϕ(0)ik 〉
]
. (58)
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In Eq. (58) oik is the occupation of the state ϕik, the superscript (0) denotes quantities related with RED
and hˆ0 is the one-electron Hamiltonian at the RED,
hˆ0 =−12∆+ veff[n0](~r). (59)
Finally, the second order term is concerned with electron-electron interactions,
E(2) =
1
2
∫
dr
∫
d~r′g(~r,~r′)δn(~r)δn(~r′), (60)
where g(~r,~r′) is the electron-electron interaction operator. Here it is important to note that, while E(2) is
closely related to the HF electron-electron energy [84], the electron-electron interaction operator is not the
bare electrostatic one g(~r,~r′) = 1/|~r−~r′| found in that theory but is a screened one like the one appearing
in correlated theories like GW [85].
In the following sections we will discuss each of these terms. In particular we will see how the zero-order
term can be associated to the lattice energy and be described by a force-field in section 3.2 and how E(1)
and E(2) contain the electron degrees of freedom that lead to an expression of the energy that is closely
related to Hartree-Fock in section 3.3.
3.2 The lattice term (E(0))
According to Eq. (57), E(0) corresponds to the full DFT energy associated to the RED. Given that no
assumption for the geometry has been made, so far, E(0) describes the energy surface associated to a
particular electronic state. For example, in the case in which the unperturbed material is a non-magnetic
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insulator the RED can be chosen to be equal to the ground state density. Thus, it is immediately found
that E(0) contains most of the energy of the system and could describe many phase transitions occurring
in the material. That is why this contribution is normally called the lattice term. From this definition it is
clear that E(1) and E(2) will contain very small contributions to the energy compared to E(0), describing,
for example, the changes in energy associated to doping with a few electrons or holes that are, in number,
much less than the total number of electrons in the solid. In order to speed up the calculation of E(0) we
assume that this term can be described by a force-field. In particular we assume the one given by Wojdel et
al. [86] where the energy of the whole crystal is expanded as a polynomial in terms of atomic coordinates
and strains around a reference geometry (RAG). In this way the position of a particular atom is:
~rλ =
(
1+←→η )(~RΛ+~τλ)+~uλ (61)
where 1 is the identity matrix, ←→η is the homogeneous strain tensor, and ~uλ is the absolute displacement
of atom λ in cell Λ with respect to the reference structure, where we have denoted, for compactness, the
cell/atom pair {Λ,λ} in bold font, λ .
In this manner the RAG is obtained when {~uλ }= 0 and←→η = 0 and any distortion can be described by←→η
and~uλ . The basic expression for the force-field describing E(0) is:
E(0) = ERAG+Estrain+Ephonon+Estrain-phonon (62)
Where ERAG is the full DFT energy of the RED at the RAG, Estrain and Ephonon describe, respectively,
the elastic energy when the materials periodic cell is deformed by strains and the energy when the atomic
positions is changed and Estrain−phonon is a cross-coupling term. Since the method is based on a polynomial
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expansion strain and phonon terms can be divided themselves in harmonic and anharmonic terms:
Estrain = Eharmstrain+E
anh
strain (63)
Ephonon = Eharmphonon+E
anh
phonon (64)
With this division the harmonic elastic term is simply the elastic tensor and the harmonic phonon term is
the atomic Hessian. Both pieces of information can be directly obtained from DFT perturbation theory
calculations [87, 88, 89]. A problem that can be found when building models is that the DFT Hessian has,
in principle, infinite range and it could require a large amount of (i) memory to store and (ii) computer-time
to calculate from DFT. It is, thus, important to reduce the range of the stored interactions in SP-DFT. To do
so we note, on one hand, that long-range interactions in metals are small due to the electrostatic screening
generated by the conduction electrons, allowing the Hessian to be cut-down in range. On the other hand for
insulators, particularly ionic crystrals, long-range interactions are very important and have an electrostatic
nature. In order to store a small Hessian matrix the harmonic phonon term is usually divided in long
and short range contributions where the long-range part is given by the electrostatic interaction between
the local dipoles created by the atomic displacements (see Ref. [86, 90] for full details). On the other
hand, higher-order terms like Eanhstrain, E
anh
phonon or Estrain-phonon are all considered to be short range and are
fully stored from first-principles. Full details on the form and storage of this terms is given in Ref. [86].
Within this scheme and after careful parameterization[91] the FF itself can reproduce DFT energies within
1 meV/atom when electronic exitations are not involved.
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3.3 Electronic degrees of freedom
Let us now consider the higher order terms in the full energy expansion, Eq. (56), E(1) and E(2). These
contributions describe how much the energy deviates when the electronic state differs from the RED. In
the case of non-magnetic insulating systems the RED is chosen such that it corresponds to the ground state
and the changes are motivated by perturbations like applied electric fields, doping, increase of temperature,
etc. For magnetic or metallic materials the RED, in general, is not the ground state and E(1) and E(2) are
non-null at the equilibrium electron density which is different from n0 even in the absence of perturbation.
Here we will see how the full electron Hamiltonian can be rigorously divided in three components that
are familiar in solid-state theory: a basic electronic structure described by a tight-binding model, electron-
electron interactions which corrects the former and results in a multiband Hubbard model, and electron-
lattice interactions that are connected to electron-phonon and Jahn-Teller couplings [92].
In order to build an efficient computational scheme that favourably scales when accounting for these global
changes in the electronic state we rely on the nearsightedness of electronic matter as proposed by W.
Kohn[93, 94]. In particular, it is well known that a transformation of the delocalized Bloch functions
into localized, orthogonal orbitals, i.e. Wannier functions (WF)[95, 96, 97], allows for building elec-
tronic Hamiltonians where the orbital-orbital interactions decay exponentially in insulators and rationally
in metals[97]. Thus, expressing the SP-DFT Bloch wavefunctions using a WF basis,
∣∣∣ϕ j~k〉=∑
a,~R
c ja~ke
i~k·~R
∣∣∣χa,~R〉 (65)
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we obtain,
E(1) = ∑
a,b,~R
Dab,~R
〈
χa,~0
∣∣∣h[n0] ∣∣∣χb,~R〉=∑
ab
Dabγab (66)
E(2) =
1
2∑ab ∑a′b′
DabDa′b′
∫
χa(~r)χb(~r)g(~r,~r′)χa′(~r′)χb′(~r
′)d3r =
1
2∑ab ∑a′b′
DabDa′b′Uaba′b′ (67)
In the above expressions bold indexes like a expand into {a,~Ra} where a is the index corresponding to
the function in the unit cell and ~Ra is the direct lattice vector identifying the cell where the χa function is
centered. These expressions provide the correction of the energy in terms of the difference density matrix
that describes δn in the WF basis-set,
δn =∑
ab
Dabχaχb. (68)
Thus, it is clear that when the difference density is zero, so is Dab and E(1) and E(2).
Finally, using the above expressions we can obtain the real-space one-electron Hamiltonian,
hab = γab +∑
a′b′
Da′b′Uaba′b′ (69)
that can be used to calculate the equilibrium density using a self convergence procedure. Also, Eq. 69, is
important to give meaning to the parameters that have been defined. First, we note that the one-electron
Hamiltonian in the RED is equal to γab. Thus, γab simply corresponds with a tight-binding representation
of the electronic state of the system at the RED. As it is well known[98] the tight-binding method does
not allow to calculate total energies as it does not include electron-electron interactions. That contribution
corresponds to the second term on the right side of Eq. 69, that includes all the corrections to the Hamil-
tonian when the electron distribution changes in any way, e.g. if the system is doped, charge concentrates
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in a particular region, or charge-waves are formed, etc. It is important to note that the formulation given
in Eqs. 65-69 is only valid for situations without spin-polarization. When spin-polarization is included a
new constant, Iaba′b′ , emerges in the formulation[99] to account for the magnetic state of the system. In
the literature Uaba′b′ and Iaba′b′ are closely related to the Hubbard and Stoner constants that describe, re-
spectively, the behavior of the system when the electron density changes spatially e.g. the system becomes
doped or forms charge-waves and when the spin-magnetization changes, i.e. the system forms spin-waves.
Thus, the electron part of the SP-DFT model corresponds to a mean-field multiband Hubbard Hamiltonian
that also accounts for magnetism.
Using the above formulation it is possible to use SP-DFT to simulate magnetic states that, due to their
complexity, require a large supercell to be reproduced. In fact, models can be designed to be within
any desired accuracy of some original DFT simulations. A problem that, however, arises here is that γab,
Uaba′b′ and Iaba′b′ should depend on the atom positions to achieve this desired accuracy for any geometrical
configuration. Computationally this is a very difficult task since it would be necessary to keep in storage
a huge number of variables. It is just sufficient to note that Uaba′b′ and Iaba′b′ depend on four orbital
indexes and they would need to be expanded also in atomic coordinates at various orders. Hence, an
approximation is taken in SP-DFT at this level; the Hubbard parameters employed in methods dedicated
to highly correlated electrons, like LDA+U, usually find that the value of this parameter for a particular
ion is transferable among geometries of a particular system and even among systems that share a common
transition metal ion. Hence, we take this parameters as geometry-independent. Moreover, given that the
main effect of geometry changes is to alter bonding and this is contained in the one-electron parameter,
γab, we restrict their effect to this parameter. Following our steps for the force-field representing E(0)
we expand polynomically γab around the RAG in terms of the atomic coordinates[99], giving rise to the
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electron-lattice coupling terms.
γab = γRAGab +δγ
el-lt
ab (
←→η ,{~uλ }) (70)
Thus, the corrections to the total energy due to the electron subsystem can be divided into band, electron-
electron and electron-lattice contributions
E(1)+E(2) = Eband+Eel-el+Eel-lt, (71)
that are respectively described by a tight-binding model, a Hubbard term and Jahn-Teller-like electron-
vibration contributions closely related to those commonly used to describe polaronic states[100],
Eband =∑
ab
DabγRAGab (72)
Eel-lt =∑
ab
Dabδγel-ltab [{←→η ,{~uλ }] (73)
Eel-el =
1
2∑ab ∑a′b′
DabDa′b′Uaba′b′ (74)
This formulation has several computational advantages that make SP-DFT much faster that DFT. The first
is that we are using WFs as a basis of the system. The interactions between these localized orbitals decays
fast with distance which, in turn, makes the one-electron Hamiltonian sparse and allows using efficient,
linear-scaling diagonalization methods [101]. The second is that SP-DFT electron models are constructed
around the difference density which is usually very small. This means that when the system is in the
reference state no convergence is necessary and the energy is calculated at the cost of a force-field (orders
of magnitude less expensive than a full DFT energy evaluation). Moreover, only levels around the Fermi
energy contribute significantly to the difference density which means that, while DFT methods need to
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include a large basis, in SP-DFT only a few orbitals, relevant to describe just the valence and conduction
bands are usually necessary. Thus, the dimensions of the matrices used in SP-DFT are considerably smaller
than in DFT, allowing for faster calculations. Finally, WF are orthogonal which further simplifies the
calculation and reduces the time necessary to complete them.
In summary, in the SP-DFT method the energy is obtained as a rigorous expansion of the DFT energy and it
takes the form of a combination of well-known models: a force-field for the lattice energy, a tight-binding
model to describe the bands, a Hubbard-term for electron-electron correlation and a electron-vibrational
(JT-type) model for the short-range interaction of both pure lattice and electron Hamiltonians.
3.4 Model construction
As presented above the SP-DFT method allows turning the DFT energy into a force-field that is corrected
by a mean-field Hartree-Fock-like Hamiltonian. While it is clear that the method uses a very small and ef-
ficient basis-set the apparent drawback is that Hartree-Fock scales as the fifth power of the basis-size while
DFT only scales as the third power. Moreover, while most parameters in the lattice and electron Hamil-
tonians have well defined expressions[86, 99] they can be very difficult to obtain from direct integration.
The solution to both problems lies in the way models are built in SP-DFT.
In order to achieve high computational efficiency the scaling of the method with the system size must be
linear which implies that interactions between atoms or orbitals must necessarily be limited in range. To
achieve this goal the interactions in both the lattice[86] and the electron[99] Hamiltonians is divided in long
and short range parts. On one hand, the long-range is electrostatic, involving interactions between localized
charges and dipoles, and can be efficiently dealt with using Ewald summation techniques[102]. On the
43
other hand, the short-range terms are analyzed so that the desired accuracy with respect to the full DFT
results is obtained with the minimum number of parameters [91, 99]. For example, when analyzing the
magnetic states of NiO one may naively think that, just in order to take into account all the electron-electron
interactions in nickel’s d-shell (5 orbitals), one needs 625 = 54 Hubbard Uaba′b′ constants. However,
careful analysis of the DFT results one finds that the most important levels are only those participating in
the eg orbital doublet and that of all the possible constants only 2 are relevant to obtain SP-DFT results with
an accuracy equivalent to first-principles[99]. Thus, SP-DFT does not have the scaling problem associated
to HF since it does not use the full Uaba′b′ matrices.
At present SP-DFT relies on the use of training sets to build both lattice and electron models. These
training sets are batches of DFT simulations that describe the system in situations that are considered to
include its fundamental physics. For example, lattice training sets are usually obtained by sampling the
first-principles forces and energies out of molecular dynamics runs at finite temperature. In this way it is
possible to appraise the importance of the various anharmonic terms that could be included in the model
and choose only the most important ones[91]. For the electron model the training sets involve converging
the system in various configurations (magnetic, doped, etc.) and transform the bands for each of these
simulations into a Wannier Hamiltonian [99]. For example, in the case of NiO the ferromagnetic and the
antiferromagnetic phase denoted by AF2 were employed.
Thus, the construction of the models is a critical step that fully determines the accuracy and speed of the
consecutive SP-DFT simulations. Since the process of obtaining well-balanced models is far from being
fully automatic this step is usually one of the most time-consuming parts of employing SP-DFT.
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3.5 Perspectives on SP-DFT
In the preceding paragraphs we have given a quick overview of the SP-DFT method. The fundamental idea
is that it is possible to obtain models that can be systematically improved to approach the same accuracy
level as a DFT simulation. These models include (i) a force-field to describe the main lattice degrees of
freedom, (ii) a multiband mean-field Hubbard Hamiltonian to describe the electrons, and (iii) a electron-
lattice coupling term to include the interactions between these two sub-systems.
While the SP-DFT method requires a fixed bond topology to be applied, which is a strong restriction that
prevents using it when chemical reactions are present, there are still many problems where this technique
could shed very valuable data. One such problem is the sudden death occurring in lithium-air batteries due
to the insulating nature of Li2O2. The deposited Li2O2 layer is believed to allow for electron tunneling to
sustain a sufficient current up to a thickness of a few nanometers. After the layer becomes even thicker,
the tunneling current is very small and charge conduction is supported by polarons which can extend
the operational regime at rather low currents [3, 8]. So far, these two mechanisms have been modeled
seperately and have only been extended to relevant temperatures and length scales through thermodynamic
expressions[3, 6, 4]. With SP-DFT, electron tunneling and polaron transport can be treated directly at the
same level of theory at realistic length scales and temperatures.
Another example related to the lithium-air battery is modelling electron transport through lithium carbon-
ate. This material can form in thin layers at the cathode in the lithium-air battery, if the inhaled air is
contaminated with CO2 or through reaction with the carbon support, and is believed to advance the sudden
death scenario [9, 103, 104]. Again the electron tunneling and polaron transport in the pristine material are
relevant but also transport across or along Li2O2-Li2CO3 interfaces could be treated at length scales and
temperatures which would, otherwise, be out of reach.
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ABSTRACT: Intense research studies on hybrid organic−
inorganic-layered copper perovskites are currently being
carried out. Many interesting properties of these materials
rest on the strong correlation between electronic structure and
local geometry. As up to now no reliable information on the
pressure dependence of Cu2+−X− distances (X = Cl, F) has
been reported, we have derived it from ﬁrst-principles
calculations on several representative hybrid and inorganic
Cu2+-layered compounds. As a salient feature, we ﬁnd that in
all cases the out-of-plane Cu2+−X− distance is nearly
insensitive to pressure, contrary to what is found for the
short and long in-plane distances. These results thus disprove the widely assumed idea that the local structure arises from a Jahn−
Teller eﬀect involving a principal axis in the layer plane. By contrast, the present work demonstrates that the ground state and the
local geometry are governed by two main factors. On one hand, the axial internal electric ﬁeld, due to the rest of the lattice ions,
which favors placing the hole of the CuX6
4− unit in the 3z2-r2 level. On the other hand, the existence of an additional
orthorhombic instability in the layer plane that nevertheless preserves the dominant 3z2-r2 character, in agreement with
experimental data of pure and doped Cu2+-layered compounds. This instability is favored in pure compounds by a cooperative
mechanism that is also discussed. The present calculations on these systems under pressure show that a slightly elongated
CuX6
4− unit can also have the hole in the axial 3z2-r2 level, an unexpected situation that can only be explained with the
introduction of the often ignored internal electric ﬁeld.
1. INTRODUCTION
The search for new and improved functional materials in recent
years has resulted in considerable progress in the synthesis of
many families of organic−inorganic compounds. These hybrid
materials combine the useful electronic properties coming from
the inorganic part with the structural versatility of organic
molecules, giving rise to attractive physicochemical properties
going far beyond the sum of the properties of its constituent
parts.1−8
In many hybrid compounds, the inorganic component forms
layers separated by the organic elements, controlling the
dimensionality of the magnetic and electric behavior in the
former layer. In recent years, a great deal of investigation has
been focused on layered RCuX4 compounds, where R is an
organic group and X a halogen. Indeed, very promising results
have been obtained with this kind of compound in the realm of
light-emitting diodes,8 solar cells,8,9 multiferroic materials,10−12
cathode materials for Li+-ion batteries,13 or systems displaying
huge piezochromism and thermochromism.14−16
Figure 1 depicts the experimental crystal structure of
(CH3NH3)2CuCl4, a typical example of these copper-layered
hybrid compounds,17 belonging to the monoclinic P21/c
standard space group. It involves staggered layers of corner-
sharing CuCl6
4− octahedra interleaved by alkylammonium
cations. According to X-ray diﬀraction data at T = 100 K,17
there are two ligands placed along the local Z axis of the
CuCl6
4− unit, which forms a small angle of 7° with the L vector
perpendicular to the layer plane (Figure 1). The other four
ligands are lying in X and Y directions nearly contained in the
layer plane. The Cu2+−Cl− distance along Z (RZ = 2.312 Å) is
very close to short metal−ligand distance in the in-plane X
direction, RS = 2.287 Å, but much smaller than the long one in
the Y direction, RL = 2.902 Å (Table 1). A nearly identical
pattern is encountered for other members of the
(CnH2n+1NH3)2CuCl4 family (Table 2).
18,19 This situation is
thus seemingly similar to that found for Cu2+-doped cubic
lattices, such as KZnF3
20−23 or NaCl,24−27 where the ligand
octahedron is elongated and the local symmetry tetragonal as a
result of a static Jahn−Teller eﬀect (JTE).28,29 For this simple
reason, it has systematically been accepted9−16,30,31 that the JTE
is behind the local distortion around the metal cation in
RCuCl4 compounds. A similar situation holds for purely
inorganic materials displaying a layer structure, such as
K2CuF4,
32−34 Rb2CuCl4,
35 Cs2AgF4,
36 or Na3MnF6.
37,38
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Under that assumption, the principal axis of the distorted
octahedron would however lie in the layer plane, a circum-
stance which is certainly surprising in view of the axial character
displayed by layered compounds.
This work is aimed at clarifying both the origin of the local
structure of CuX6
4− (X = Cl, F) units in layered copper lattices
and the nature of the ground state of that complex, as it is a
necessary condition for a proper understanding of their
associated properties, such as the huge piezochromism
observed in some RCuX4 compounds.
14−16 A particular
attention is paid to explore the inﬂuence of an applied pressure
on Cu2+−X− distances (X = Cl, F), as it is a crucial test to assess
the reliability of the JTE assumption. Indeed, if the local
structure around copper is actually due to a JTE, the pressure
dependence of the short in-plane distance, RS, and the out-of-
plane distance, RZ, should be the same. As there are no reliable
experimental data on this matter,30,31,35,39 we have carried out
in this work ﬁrst-principles calculations proving that, for all the
explored systems, the RS distance is much more sensitive to
pressure than RZ, such as it is shown in Results and Discussion.
For this reason, we have later sought to understand the
mechanisms that explain the observed local structure and the
electronic ground state of the CuX6
4− (X = Cl, F) complex. For
achieving this goal, we have found that theoretical calculations
and avai lab le exper imenta l data on Cu2+-doped
(CH3NH3)2CdCl4
40,41 together with previous results on the
orbital ordering in K2CuF4
42 play a key role for clarifying this
relevant question. As a salient feature, it is shown in this work
that the properties of layered copper compounds are inﬂuenced
by two main factors often ignored: (1) the axial internal electric
ﬁeld felt by electrons localized in the CuX6
4− unit, and (2) an
orthorhombic instability taking place in the layer plane which is
favored in pure compounds by a cooperative mechanism.
2. COMPUTATIONAL METHODS
Periodic geometry optimizations on (CH3NH3)2CdCl4,
(CH3NH3)2CuCl4, K2CuF4, and Rb2CuCl4 were ﬁrst per-
formed under the framework of the Density Functional Theory
(DFT) by means of the CRYSTAL14 code.43 In this code, the
Figure 1. Layered perovskite structure of the hybrid organic−
inorganic (CH3NH3)2CuCl4 material with monoclinic standar P21/c
space group. {X, Y, Z} denote the local axes of a CuCl6
4− complex,
with X the direction of the short in-plane Cu−Cl distance, RS, while L
is a direction perpendicular to the inorganic Cu−Cl layers.
Table 1. Experimental Values of Lattice Parameters a, b, c, β, and Cu2+−X− Distances RS, RL, RZ, for (CH3NH3)2CuCl4
(monoclinic P21/c space group, see Figure 1),
17 (CH3NH3)2CdCl4 (orthorhombic Cmca standard group, see Figure 6),
61,62
K2CuF4 (orthorhombic Cmca standard group, see Figure 2),
34 and Rb2CuCl4
60 Compounds (orthorhombic Cmca standard
group, see Figure 3), Compared to Those Optimized through First-Principles Calculations Using VASP and CRYSTAL Codesa
system method group a b c β RS RL RZ
(CH3NH3)2CuCl4 experim P21/c 9.814 7.424 7.155 70.8 2.287 2.902 2.312
VASP P21/c 9.861 7.408 7.091 70.6 2.258 2.923 2.301
CRYSTAL P21/c 10.294 7.070 7.130 65.8 2.299 2.747 2.314
CRYSTAL P21/c - - - 70.8 2.299 2.895 2.303
(CH3NH3)2CdCl4 experim Cmca 7.384 19.220 7.483 90.0 2.644 2.644 2.537
CRYSTAL Cmca 7.502 19.148 7.437 90.0 2.671 2.671 2.591
K2CuF4 experim Cmca 12.734 5.866 5.866 90.0 1.941 2.234 1.939
CRYSTAL Cmca 12.734 5.824 5.824 90.0 1.900 2.223 1.937
CRYSTAL I4/mmm 4.118 4.118 12.635 90.0 2.061 2.061 1.906
Rb2CuCl4 experim Cmca 15.534 7.197 7.187 90.0 2.324 2.716 2.370
CRYSTAL Cmca 15.743 7.155 7.156 90.0 2.316 2.744 2.380
CRYSTAL I4/mmm 7.135 7.135 15.645 90.0 2.523 2.523 2.342
aOptimized results corresponding to a parent high symmetry tetragonal I4/mmm phase are also given for K2CuF4 and Rb2CuCl4 (note that in Cmca
phase a is the long axis, but in I4/mmm is c). The second CRYSTAL results for (CH3NH3)2CuCl4 correspond to a calculation where the lattice
parameters were ﬁxed at the experimental values and thus only the three Cu2+−Cl− distances were derived through the minimization procedure. All
distances are given in angstroms (Å) and angle β in degrees.
Table 2. Optimized Values of the Lattice Parameters and
Cu2+−Cl− Distances Obtained with the VASP Code for
(CH3NH3)2CuCl4 under a Hydrostatic Pressure
a
pressure a b c β RS RL RZ
0 9.861 7.408 7.091 70.59 2.258 2.923 2.301
5 9.198 6.720 6.615 71.10 2.213 2.513 2.300
10 9.120 6.454 6.385 71.45 2.166 2.376 2.306
15 8.979 6.265 6.239 71.59 2.130 2.294 2.303
20 8.937 6.124 6.111 71.18 2.096 2.230 2.313
aAll distances are given in angstroms (Å) and angle β in degrees. The
pressure unit is GPa.
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Bloch wave functions are represented by a linear combination
of Gaussian basis functions centered at the atomic positions. All
ions have been described by means of basis-sets taken directly
from CRYSTAL’s webpage.43 In particular, we have used the
all-electron triple-ζ plus polarization (TZP) basis recently
developed for Peitinger et al.44 We have also used the B1WC
hybrid exchange-correlation functional (including 16% of
Hartree−Fock exchange) that has shown to be able to
reproduce with great accuracy the geometry and properties of
a large number of both pure and doped crystals.45 Similar
results have been found using other basis sets and the PW1PW
hybrid functional46 (including 20% of Hartree−Fock ex-
change).
All optimized geometries agree with the experimental values
within 2% error, except in the case of (CH3NH3)2CuCl4, where
the lattice parameters and metal−ligand distances are within
5%. This discrepancy is due to the problems inherent to
describe a system with relevant van der Waals interactions by
means of localized basis sets generated for a general purpose.
For this reason, we performed additional calculations with the
VASP code47−50 that uses a combination of localized orbitals
and plane-wave expansions (PAW) as basis sets.51−53 We used
the HSEsol hybrid functional (with 20% Hartree−Fock
exchange) which has been shown to yield accurate lattice
constants for solids.54 A 500 eV cutoﬀ energy was used, and a
Monkhorst−Pack55 of 2 × 2 × 2 and 3 × 1 × 3 was chosen as
k-point mesh for the (CH3NH3)2CuCl4 and (CH3NH3)2CdCl4
systems, respectively. Geometries were relaxed until forces were
lower than 0.02 Å/eV.
Calculations on Cu2+-doped (CH3NH3)2CdCl4, where Cu
2+
impurity enters replacing a Cd2+ ion of the lattice, were
performed both with CRYSTAL14 and VASP codes, using a
periodic conventional cell containing 84 ions with the lattice
parameters ﬁxed at the experimental values. The results were
very similar to both codes.
To explore whether the orthorhombic instability also appears
in mixed K2CuxZn1−xF4 crystals (0 < x ≤ 1), we have
performed calculations in the tetragonal I4/mmm espace group
and using an in-plane doubled supercell of size √2 × √2 × 1.
For each crystal structure considered in this work we have
calculated the electrostatic potential VR(r) felt by the electrons
localized in the MX6
4− (M = Cu2+, Cd2+; X = F−, Cl−) complex
due to all lattice ions lying outside. Although often ignored, the
VR(r) potential is the actual responsible for the ground state of
K2ZnF4:Cu
2+56 or the diﬀerent color displayed by ruby,
emerald, or alexandrite gemstones.57 Calculations have been
performed by means of the Ewald method,58,59 following the
reported procedure.57 In these calculations we have used the
ionic charges obtained in the ﬁrst-principles geometry
optimizations.
The present work is mainly focused on the local structure
and ground state of CuX6
4− (X = Cl, F) complexes in copper-
layered compounds. Although we do not discuss in detail the
problem of exchange interaction among complexes, we have
veriﬁed that the local structure and atomic orbital contributions
are essentially independent of the magnetic order. So, the
calculated Cu2+−F− distances in K2CuF4 vary relatively by less
than 5 × 10−4 when changing from a ferromagnetic to an
antiferromagnetic structure.
3. RESULTS AND DISCUSSION
3.1. Equilibrium Geometry at Zero Pressure. In a ﬁrst
step we have calculated the equilibrium geometry of the hybrid
perovskite (CH3NH3)2CuCl4 (monoclinic P21/c space group,
Figure 1),17 and also that for inorganic-layered lattices K2CuF4
(Figure 2)32 and Rb2CuCl4 (Figure 3),
60 both of them
belonging to the orthorhombic Cmca standard space group.
Results are displayed in Table 1.
Additional calculations have also been performed on
(CH3NH3)2CdCl4,
61,62 as it is a necessary step for a further
study of (CH3NH3)2CdCl4:Cu
2+, where Cu2+ enters as
impurity, which is developed in sections 3.3 and 3.4. It is
worth noting that, although (CH3NH3)2CdCl4 belongs to the
orthorhombic Cmca group, the local geometry around Cd2+ is
tetragonal, that is RS = RL (Table 1).
The calculated lattice constants and metal−ligand distances
for these compounds are collected in Table 1 and compared to
experimental ﬁndings. We can see that simulations capture the
Figure 2. Left: Layered perovskite structure of the inorganic K2CuF4
material with orthorhombic standard Cmca space group. {X, Y, Z}
denote the local axes of a CuF6
4− complex, with X the direction of the
short in-plane Cu−F distance, RS. Right: Potential energy (−e)VR(r)
corresponding to the internal electric ﬁeld created by the rest of lattice
ions on a CuF6
4− complex depicted along the X, Y, and Z directions.
Figure 3. Left: Layered perovskite structure of the inorganic Rb2CuCl4
material with orthorhombic standard Cmca space group. {X, Y, Z}
denote the local axes of a CuCl6
4− complex, with X the direction of the
short in-plane Cu−Cl distance, RS. Right: Potential energy (−e)VR(r)
corresponding to the internal electric ﬁeld created by the rest of lattice
ions on a CuCl6
4− complex depicted along the X, Y, and Z directions.
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geometry of these systems with high accuracy, with errors in
the predicted distances below 1% in most cases. The only
signiﬁcant discrepancy that occurs in (CH3NH3)2CuCl4 were
distances obtained with the CRYSTAL code that diverge to up
to 5%. The main problem here resides in the use of localized
basis sets that do not capture with suﬃcient accuracy the van
der Waals interactions due to the organic part of the lattice. We
ﬁnd that, either using the more detailed Plane-Augmented-
Wave (PAW) basis-sets in VASP code or when ﬁxing the lattice
constants to the experimental ones in CRYSTAL code, we
obtain very satisfactory results on metal−ligand distances
(Table 1).
It is worth noting in Table 1 that, at variance with the local
tetragonal geometry for (CH3NH3)2CdCl4, in the three pure
copper compounds the in-plane Cu2+−X− distance (X = Cl, F),
RL, is certainly longer (∼0.3−0.6 Å) than RS and RZ.
Interestingly, the values of RS and RZ distances are not equal
although they are very close; the diﬀerence RZ − RS = 0.03 and
0.05 Å for (CH3NH3)2CuCl4 and Rb2CuCl4, respectively.
These facts already cast some doubts on the JTE assumption, as
the two Cu2+−Cl− distances in the plane perpendicular to the
expected principal axis should be equal. The reliability of that
assumption is examined in detail exploring the pressure
dependence of RS, RL, and RZ distances in the next section.
3.2. Inﬂuence of a Hydrostatic Pressure on Cu2+−X−
Distances of Layered Compounds. Several studies have
shown the high sensitivity of the properties, such as optical
absorption,14−16 to the modiﬁcation of the structure as, for
example, when applying pressure. However, a precise
determination of the pressure dependence of three Cu2+−X−
distances is not a simple experimental task. For instance, the X-
ray diﬀraction data on powder samples of (C2H5NH3)2CuCl4
are not sensitive enough to reveal the pressure dependence of
RS and RZ distances.
31 On the other hand, in Rb2CuCl4 the
analysis of data has been carried out under the assumption RS =
RZ for every applied pressure.
35
Seeking to clarify this key issue, we have explored, in a ﬁrst
step, the changes induced by an external pressure upon the
l a t t i c e pa ramete r s and Cu2 +−Cl− d i s t ance s o f
(CH3NH3)2CuCl4, keeping the P21/c space group. It is worth
noting that under hydrostatic conditions, all surfaces of a given
sample are subject to the same pressure although the strain
generated in the system is not isotropic for noncubic crystals.
Results obtained through ab initio calculations with the VASP
code are displayed in Figure 4 and Table 2. As a salient feature,
they show that the out-of-plane distance, RZ, is practically
unaﬀected by the application of pressure, as it increases by only
0.5% from zero pressure to P = 20 GPa. By contrast, much
bigger variations are found for the short in-plane distance along
the X axis, RS, as it is reduced by 7.2% in the same range of
pressure. This big diﬀerence is thus against the common idea of
a JTE as responsible for the local structure in
(CH3NH3)2CuCl4. As it could be expected, the biggest eﬀect
is found for the longest Cu2+−Cl− distance, RL, that is reduced
by 0.69 Å (23.7%) under a hydrostatic pressure of 20 GPa. This
fact is consistent with experimental data on hybrid RCuCl4
compounds, showing that the longest Cu2+−Cl− distance is also
the most sensitive to the change of the R group and the
associated chemical pressure (Table 3).
Interestingly, we ﬁnd that when the pressure P > 15 GPa, the
out-of-plane Cu2+−Cl− distance, RZ, becomes the longest
metal−ligand distance while the in-plane ones, RS and RL, diﬀer
only by less than 7%. In other words, in that situation the
system becomes quasi-tetragonal with the long bond of the
octahedron aligned with the axis perpendicular to the Cu2+-
layers. To check that the structures obtained in our calculations
corresponded with the most stable situation, we carried out
vibrational frequency calculations for the high-symmetry
conﬁguration at each pressure. We ﬁnd that only the modes
associated with the orthorhombic distortions at M0 and T0 lead
to instabilities, corroborating that the structures previously
reported are, energetically, the most stable.
To our knowledge, there are no X-ray data for
(CH3NH3)2CuCl4 under pressure. By contrast, resonant X-
ray scattering measurements on powder samples of
(C2H5NH3)2CuCl4 under pressures up to 4 GPa have been
reported by Ohwada et al.31 However, due to the low
experimental resolution, they were unable to detect the changes
due to pressure on RZ and RS distances although they found
that RL is highly sensitive. Indeed, although the dependence of
RL with pressure is not linear, this quantity decreases by ∼0.4 Å
due to an applied pressure of 4 GPa.
The calculated pressure dependence of three metal−ligand
distances in K2CuF4, portrayed in Figure 5, shows a similar
behavior to that found for (CH3NH3)2CuCl4 (Figure 4). For
instance, a pressure of 8.7 GPa is found to reduce the value of
RS by 2.5%, while RZ experiences no change. Again, the biggest
variation corresponds to the long Cu2+−F− distance, RL, that is
reduced by 7%.
Figure 4. Variation with the pressure of the three copper−ligand
distances in (CH3NH3)2CuCl4 compound obtained from ab initio
calculations.
Table 3. Values of the Two in-Plane Distances, RS and RL,
and the out-of-Plane Distance, RZ (in Å), Measured for
Some Layered Cu2+ Compounds at Room Temperaturea
compound RS RL RZ gZ ref
(HOCH2CH2NH3)2CuCl4 2.288 3.010 2.274 2.04 73
(CH3NH3)2CuCl4 2.283 2.907 2.297 2.05 17, 74,
41
(CH3NH3)2CuCl4 2.287 2.902 2.312
(C2H5NH3)2CuCl4 2.285 2.975 2.277 2.05 18, 75
(C3H7NH3)2CuCl4 2.29 3.04 2.29 19
(CH3NH3)2CdCl4:Cu
2+ 2.441 2.690 2.279 2.05 40, 41
aIn the case of (CH3NH3)2CuCl4, the RS, RL, and RZ distances
determined at T = 100 K are shown in italics. For comparison, the
distances calculated for (CH3NH3)2CdCl4:Cu
2+ in the present work
are included together with the available experimental gZ values for the
considered systems.
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Interestingly, the results of Figure 5 also show that pressure
tends to reduce the value of RL − RS, thus recovering a nearly
elongated tetragonal symmetry of the CuF6
4− unit with Z as
principal axis. For instance, for a hydrostatic pressure P = 60
GPa and an orthorhombic Cmca space group the calculated
Cu2+−F− distances are RS = 1.72 Å, RL = 1.78 Å, and RZ = 1.94
Å.
It is worth noting that such distances obtained for P = 60
GPa describe a slightly elongated CuF6
4− complex but with an
unpaired electron residing in a ∼3z2-r2 orbital as it is well found
in the calculations. This situation cannot happen for a Cu2+ ion
in a cubic lattice where a subsequent JTE necessarily places such
an electron in the ∼x2-y2 orbital if the equilibrium geometry is
elongated. As it will be discussed in detail in section 3.4 this
behavior is due to the presence of a very anisotropic
electrostatic potential, VR(r) created by the rest of lattice ions
on the electrons localized in the CuF6
4− complex. This internal
electric ﬁeld makes possible that the hole can still be in the
∼3z2-r2 orbital despite the local geometry being slightly
elongated. Accordingly, we have veriﬁed that the calculated
gap between x2-y2 and 3z2-r2 levels when P = 60 GPa is reduced
by 50% when compared to that at ambient pressure for the I4/
mmm structure but 3z2-r2 is still the highest level. The existence
of this surprising situation for non-JTE systems was previously
discussed.63
Calculations carried out on Rb2CuCl4 under pressure (Figure
5) provide a similar pattern to those for (CH3NH3)2CuCl4 and
K2CuF4. Indeed, for a pressure of 10 GPa, RL is reduced by 0.36
Å (13%) while RS is by 0.10 Å (4.4%), and again RZ is found to
be much less sensitive to pressure. These values are thus
comparable to those found for (CH3NH3)2CuCl4 (Figure 4 and
Table 2). Moreover, the data conveyed in Figure 5 for
Rb2CuCl4 indicate that for a pressure around 20 GPa, RL and
RS become very close. In such a case, the local geometry would
practically correspond to an elongated octahedron in the out-
of-plane direction but with a hole located in ∼3z2-r2, as it has
also been found for K2CuF4.
Concerning experimental data, Ishizuka et al.39 have explored
the pressure dependence of lattice parameters on K2CuF4 but
not of three Cu2+−F− distances. In the case of Rb2CuCl4, X-ray
diﬀraction (XRD) and extended X-ray absorption ﬁne structure
(EXAFS) measurements have been carried out under pressures
up to 15 GPa.35 From XRD data it can be concluded that the
long Cu2+−Cl− distance, RL, is reduced by ∼0.30 Å on passing
from P = 0 to P = 10 GPa, in reasonable agreement with
present calculations for Rb2CuCl4. Unfortunately, for the
analysis of these experimental EXAFS data, it was assumed35
that the local geometry for Rb2CuCl4 is the result of an
elongated JTE, and thus RS = RZ for every applied pressure.
This artiﬁcial constraint when analyzing the experimental data
prevents extracting the signiﬁcant diﬀerences between RS and
RZ reported in this work. Moreover, from the analysis of
EXAFS data it is concluded that ΔRL/ΔP = −0.012 Å/GPa, a
quantity that is nearly three times smaller than that derived
from XRD and the present calculations. Although this
discrepancy has been ascribed to the existence of a signiﬁcant
tilting in the CuCl6
4− octahedra,35 no tilting is found in the
present ab initio calculations in the P = 0−20 GPa range. Such
a discrepancy can arise from the reduced number of detected
EXAFS oscillations, such as that recognized in the experimental
work.35
The present results thus prove that the calculated pressure
dependence for several layered copper compounds cannot be
explained under the usual assumption of a JTE.9−16,30−35 For
clarifying the actual origin of the local structure in these layered
systems and the nature of the electronic ground state, an insight
on (CH3NH3)2CdCl4:Cu
2+, where Cu2+ enters as impurity,40
sheds light on this relevant matter. A study on that system is
carried out in the next section.
3.3. Calculated Equilibrium Geometry and Ground
State for (CH3NH3)2CdCl4:Cu
2+: Analysis of Experimental
Data. As shown in Table 1 and Figure 6, the local geometry
around Cd2+ in (CH3NH3)2CdCl4 is tetragonal (RS = RL),
displaying a slightly compressed octahedron (RZ = 2.54 Å, RS =
2.64 Å). The calculated Cd2+−Cl− distances for this pure
compound coincide within 1% with experimental values (Table
1). For this reason, we have calculated, as a ﬁrst step, the
equilibrium distances in (CH3NH3)2CdCl4:Cu
2+ assuming the
same D4h local symmetry around the impurity, and the results
are displayed in Table 4.
When the optimization is constrained to the D4h local
symmetry by the condition RS = RL, the equilibrium geometry
of the CuCl6
4− unit is found to correspond to a compressed
octahedron whose principal axis is the local Z axis, that forms a
small angle of 7° with the crystal b axis. In that situation, the
unpaired electron is lying in the a1g ∼ 3z2-r2 molecular orbital of
the complex. Nevertheless, as shown in Table 4, the quantity RS
− RZ, reﬂecting the tetragonality of the complex, is three times
bigger than that for the Cd2+ octahedron (Table 1). This
situation, somewhat similar to that found for the CuF6
4− unit in
Ba2ZnF6:Cu
2+,23 points out that in (CH3NH3)2CdCl4:Cu
2+ the
tetragonality around the open shell cation, Cu2+, is enhanced
Figure 5. Variation with the pressure of the three copper−ligand distances in K2CuF4 and Rb2CuCl4 compounds obtained from ab initio
calculations.
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with respect to that found for the CdCl6
4− unit. As recently
proved for the layered systems Ba2ZnF6:Cu
2+23 or
K2ZnF4:Cu
2+56, this eﬀect is greatly due to the anisotropic
internal electric ﬁeld, ER(r), generated by the electrostatic
potential, VR(r), felt by the electrons localized in the complex
due to all lattice ions lying outside. It is worth noting that VR(r)
can induce shifts up to ∼1 eV on optical transitions64 and is
responsible for the diﬀerent color displayed by Cr3+-based
gemstones.57
The shape of the VR(r) potential for (CH3NH3)2CdCl4:Cu
2+
is depicted in Figure 6. It can be remarked that the anisotropic
VR(r) potential increases the energy of an electronic density
along the Z axis with respect to that located in the layer plane.
This fact thus creates a gap between b1g ∼ x2-y2 and a1g ∼ 3z2-r2
molecular orbitals even if RS = RL = RZ, forcing the hole to be
placed in the a1g ∼ 3z2-r2 single orbital.
56,22 The lack of orbital
degeneracy when the CuCl6
4− unit in (CH3NH3)2CdCl4 is
perfectly octahedral underlines the absence of a JTE in this
system such as it happens for the CuF6
4− complex formed in
the Cu2+-doped layered K2ZnF4 or Ba2ZnF6 compounds.
23,56
Moreover, a hole placed in a ∼3z2-r2 orbital with a mainly axial
character favors the reduction of the axial distance56 and thus a
compressed local conformation with RZ = 2.27 Å. This
reasoning thus explains, albeit qualitatively, why the equilibrium
geometry of the CuCl6
4− unit in (CH3NH3)2CdCl4 would
correspond to a compressed octahedron assuming a local
tetragonal symmetry (Table 4). It is worth noting that in such a
case the equatorial metal−ligand distance, RS = RL = 2.56 Å,
would be around 0.20 Å higher than that for an elongated
CuCl6
4− unit.65
Nevertheless, as shown in Table 4, the present calculations
on (CH3NH3)2CdCl4:Cu
2+ strongly support that the tetragonal
geometry around Cu2+ is unstable thus leading to a local
orthorhombic symmetry involving two diﬀerent values for the
in-plane Cu2+−Cl− distances, RS and RL. Due to this instability,
RL (RS) increases (decreases) by about 0.12 Å on passing from
D4h to a D2h local symmetry. By contrast, the out-of-plane
distance, RZ, remains practically constant, as it only increases by
∼1% in the symmetry-lowering process. It should already be
noted that the calculated RZ values for (CH3NH3)2CdCl4:Cu
2+
(Table 4) are only 1.7% smaller than RZ = 2.312 Å measured
for the pure compound (CH3NH3)2CuCl4 at T = 100 K (Table
1).17 Values of RZ in the range 2.28−2.29 Å have been reported
for (CnH2n+1NH3)2CuCl4 compounds with n = 2, 3 (Table
3).18,19
The existence of this orthorhombic instability implies that
the force constant associated with the B1g local mode becomes
negative,66 a fact which again cannot be associated with a JTE.
Indeed, in a static JTE, taking place under an initial cubic
symmetry, the force constant is always positive and the
distortion arises from an electronic density that exhibits a lower
symmetry, thus producing a dif ferent force on axial and
equatorial ligands.67,29
Two main consequences are behind the orthorhombic
instability derived for (CH3NH3)2CdCl4:Cu
2+. On one hand,
the energy for the tetragonal D4h conformation has to be higher
than that for the orthorhombic D2h local symmetry. Calling B
such a diﬀerence, we have found in our calculations that B =
0.40 eV. On the other hand, according to the symmetry of the
host lattice, there are two equivalent orthorhombic distortions,
as shown in Figure 6. Indeed, the short in-plane distance, RS,
can be along either the X′ or the Y′ direction of the host lattice
in Figure 6. If the transition state between these two distortions
corresponds to the tetragonal conformation (RS = RL = 2.560 Å,
RZ = 2.257 Å), then the barrier between the two equivalent
distortions would be B = 0.40 eV.
Bearing the results of calculations in mind, let us now analyze
the available EPR results on (CH3NH3)2CdCl4:Cu
2+.40 As
shown in Figure 7, the experimental g-tensor at T = 10 K
displays a clear orthorhombic pattern, a fact consistent with the
instability derived from the present calculations (Table 4).
Indeed there is a clear diﬀerence between the two components
of the g-tensor corresponding to the layer plane, gX = 2.12 and
gY = 2.33, supporting that the in-plane Cu
2+−Cl− distances, RS
and RL, are actually diﬀerent. In this case, the X and Y directions
correspond to the short and long in plane directions,
respectively. Both gX − g0 and gY − g0 shifts are larger than
gZ − g0 = 0.05, thus pointing out a signiﬁcant diﬀerence
between the Z direction and the layer plane.
With respect to the temperature dependence of the g-tensor
in the 10 K - 250 K, experimental results40 (Figure 7) indicate
that gY decreases and gX increases when temperature is raised
Figure 6. Left: Layered perovskite structure of the hybrid organic−
inorganic (CH3NH3)2CdCl4 material with orthorhombic standar Cmca
space group. {X′, Y′, Z′} denote the local axes of a tetragonal CdCl64−
complex. Right: Potential energy (−e)VR(r) corresponding to the
internal electric ﬁeld created by the rest of lattice ions on a CdCl6
4−
complex depicted along the X′, Y′, and Z′ directions.
Table 4. Values of Equilibrium Cu2+−Cl− Distances RX, RY,
RZ Derived by Means of CRYSTAL Code for
(CH3NH3)2CdCl4:Cu
2+ by Means of a Supercell Involving 84
Ionsa
local symmetry RS RL RZ
D4h 2.560 2.560 2.257
D2h 2.441 2.690 2.279
D2h 2.419 2.705 2.261
aIn a ﬁrst step the calculations have been carried out forcing a local
tetragonal symmetry (RS = RL) around Cu
2+ such as that found for the
host cation Cd2+. In a second step the two in-plane distances, RS and
RL, and the out-of-plane distance, RZ, have been taken as free
parameters when minimizing the total energy. Note that under D2h
local symmetry, there are two equivalent solutions, as the long in-plane
distance, RL, can be along either X′ or Y′ directions in Figure 6. Results
obtained through the VASP code for the D2h equilibrium geometry are
also presented in italics for comparison. All distances are given in
angstroms.
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while gZ remains essentially constant. The results of Figure 7
imply the existence of jumps between the two equivalent
positions depicted in Figure 6 whose frequency increases with
temperature. This means that in the time of measurement the
short X axis is moving from the X′ to the Y′ direction of the
host lattice in Figure 6. As shown in Figure 7, no average signal
corresponding to ⟨g⟩ = (gX + gY)/2 is observed up to 250 K
although such a signal with ⟨g⟩ = 2.24 has been detected at
higher temperatures.40
Despite the incoherent dynamical behavior displayed by the
experimental g-tensor in Figure 7 partially reminds that for a
static JTE in cubic lattices there are however signiﬁcant
diﬀerences. On one hand, in cases such as NaCl:Cu2+24,
KZnF3:Cu
2+20 or KCl:Ag2+25,26 there are three and not two
equivalent distortions while for (CH3NH3)2CdCl4:Cu
2+ the
local Z axis is f ixed in the 10−250 K temperature range as
shown in Figure 7. On the other hand, for systems with a static
JTE the average signal is observed for temperatures, Tt, in the
range 30−180 K23−27 while for (CH3NH3)2CdCl4:Cu2+ the
average spectrum with ⟨g⟩ = (gX + gY)/2 is not yet observed at
250 K. In systems with a static JTE, Tt has been shown to
reﬂect the barrier among equivalent distortions and so Tt = 160
K for KCl:Ag2+ is related to a calculated barrier B = 0.12 eV.27
The present calculations on (CH3NH3)2CdCl4:Cu
2+ giving B =
0.40 eV are thus qualitatively consistent with the lack of an
average signal at T = 250 K.
As a salient feature, the small experimental gZ − g0 = 0.05
shift suggests that, despite the orthorhombic distortion in
(CH3NH3)2CdCl4:Cu
2+, the wave function of the unpaired
electron keeps a dominant ∼3z2-r2 character.68 The D4h → D2h
symmetry lowering makes that the orbital ∼3z2-r2 can be
hybridized with the ∼x2-y2 one and thus the wave function, |φ⟩,
of the unpaired electron can shortly be written as
φ λ μ| ⟩ = |∼ ‐ ⟩ + |∼ ‐ ⟩3z r x y2 2 2 2 (1)
where λ2 + μ2 = 1. As an electron in a pure 3z2-r2 orbital and
D4h symmetry gives no contribution to gZ − g0 in second-order
perturbations68 the positive experimental gZ − g0 = 0.05 value
found in (CH3NH3)2CdCl4:Cu
2+ can mainly be ascribed to the
admixture embodied in eq 1 induced by the D4h → D2h
symmetry reduction. In systems such as NaCl:Cu2+ the
unpaired electron of the CuCl6
4− unit resides in a pure ∼x2-
y2 orbital as a result of an elongated tetragonal symmetry
induced by a static JTE.24,28 As in that case it has been
measured gZ(x
2-y2) = 2.37, then we can estimate μ2 ≅ 13% for
(CH3NH3)2CdCl4:Cu
2+. Moreover, it has been pointed out69
that μ can also be estimated from experimental gY - gX and ⟨g⟩
values through the relation
μ− ≅ √ −g g g g(4 / 3)( )Y X 0 (2)
If we use the experimental values gY − gX = 0.21 and ⟨g⟩ − g0
= 0.24,40 we estimate μ2 ≅ 14%. These facts thus prove that the
wave function of the unpaired electron actually has a dominant
∼3z2-r2 character, thus implying that the density along the Z
axis is diﬀerent from that along Y or X axes. This conclusion is
thus in agreement with the axial character displayed by layered
lattices such as (CH3NH3)2CdCl4.
It is worth noting that an orthorhombic instability similar to
that found for (CH3NH3)2CdCl4:Cu
2+ has also been observed
in another insulating compound doped with Cu2+. Indeed in
NH4Cl crystals grown in acidic solutions the CuCl4(H2O)2
2−
complex is formed whose local symmetry below T = 20 K is not
tetragonal but orthorhombic.69−72 Again, if Z corresponds to
the Cu2+−O2− direction, the wave function of the unpaired
electron has been proved to display a strong ∼3z2-r2
character.69,71 Indeed, it has been derived μ2 ≅ 10% although
the estimated orthorhombic distortion RL − RS ≅ 0.50 Å is a bit
higher than that calculated for (CH3NH3)2CdCl4:Cu
2+.69
The i n s t a b i l i t y i n t h e equ a t o r i a l p l a n e o f
(CH3NH3)2CdCl4:Cu
2+ under a local tetragonal symmetry is
helped by an equatorial Cu2+−Cl− distance, RS = RL = 2.56 Å
(Table 4), which is ∼0.20 Å higher than that for an elongated
CuCl6
4− unit.65 This fact tends to reduce the force constant of
the B1g local mode. Moreover, there is a negative contribution
to the ground-state force constant66 that plays a key role for
reaching an unstable situation, a matter discussed in section 3.5.
The microscopic origin of the orthorhombic instability of
CuCl4(H2O)
2− complex in NH4Cl has previously been
discussed in some detail.69
3.4. Origin of the Ground State and Equilibrium
Geometry in Pure Layered Compounds Containing
Cu2+. We have seen in the preceding section that the local
geometry and ground state of (CH3NH3)2CdCl4:Cu
2+ are
governed by two main factors: (1) An internal electric ﬁeld that
under an imposed D4h symmetry (RL = RS) places the hole in
the ∼3z2-r2 orbital, thus favoring a compressed geometry. (2)
An additional orthorhombic instability, induced by a negative
force constant of the local B1g mode, making RL ≠ RS but
keeping the hole in an orbital with a dominant ∼3z2-r2
character. We are going to see that these ideas also explain
the local geometry observed for pure copper-layered com-
pounds and the associated electronic ground state.
Indeed, in inorganic-layered compounds such as K2CuF4 or
Rb2CuCl4 the shape of VR(r) (Figures 2 and 3) is similar to that
found for a hybrid-layered compound (Figure 6). The axial
form of this potential would place the hole in a ∼3z2-r2 orbital,
thus favoring a local compressed tetragonal geometry.22,56 For
this reason, we have calculated the Cu2+−X− distances in
K2CuF4 and Rb2CuCl4 assuming the higher symmetry I4/mmm
of the parent structure K2NiF4, and thus the local geometry
around Cu2+ is tetragonal. As shown in Table 1, in such a case
we obtain a compressed tetragonal geometry around Cu2+.
However, the calculations also prove that the tetragonal I4/
Figure 7. Experimental temperature dependence of the g-values of
Cu2+-doped (CH3NH3)2CdCl4. Adapted from ref 40.
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mmm is not stable. In the case of K2CuF4 we have found a local
B1g mode with imaginary frequency h̵ω(B1g) = 303i cm
−1.
Therefore, the associated force constant is negative, and thus
the lattice is not stable with respect to a local orthorhombic
distortion. By contrast, when calculations on K2CuF4 and
Rb2CuCl4 are carried out without any restriction, we obtain a
stable situation for the Cmca structure (Table 1).
It is worth noting now that the orthorhombic distortion
derived for (CH3NH3)2CdCl4:Cu
2+ (Table 4) is clearly smaller
than that measured for RCuCl4 pure compounds (Table 3).
Indeed, the calculated RL − RS = 0.25 Å value for
(CH3NH3)2CdCl4:Cu
2+ is ∼2.5 times smaller than the ﬁgure
reported for pure RCuCl4 compounds (Table 3). Similarly,
there is an orthorhombic instability in the pure compound
K2CuF4 while it is absent in K2ZnF4:Cu
2+ where the local
structure corresponds to a compressed octahedron.56
Seeking to shed light on this issue, we have calculated the B1g
frequency on K2CuxZn1−xF4 mixed crystals. For x ≈ 0
(K2ZnF4) h̵ω(B1g) = 317 cm
−1 and for x = 0.25 h̵ω(B1g) =
84 cm−1 but when x = 0.75 h̵ω(B1g) = 416i cm
−1, that is, the
orthorhombic instability comes out. These results thus suggest
that the orthorhombic distortion can appear more easily in
layered Cu2+ compounds which share ligands than in the case
of isolated CuX6
4− complexes (X = F, Cl) embedded in host
lattices with closed shell cations such as Zn2+ or Cd2+. This
relevant issue is discussed in the next section.
As regards the nature of the ground state, the available
experimental gZ values
41,73−75 for the RCuCl4 compounds
(Table 3) essentially coincide with the experimental ﬁgure gZ =
2.05 for (CH3NH3)2CdCl4:Cu
2+, a fact that suggests an
unpaired electron in a mainly ∼3z2-r2 orbital. In other words,
although the orthorhombic distortion in RCuCl4 compounds,
RL − RS ∼ 0.65 Å, is clearly higher than that for
(CH3NH3)2CdCl4:Cu
2+, where Cu2+ enters as impurity, in
both cases the wave function of the unpaired electron keeps a
dominant 3z2-r2 character. This standpoint is conﬁrmed by the
present calculations on (CH3NH3)2CuCl4 leading to a wave
function of the unpaired electron with ∼80% of 3z2-r2 character,
a fact that can partially be connected with an out-of-plane
distance, RZ, which is nearly unmodiﬁed on passing from the
doped to the pure RCuCl4 compounds (Table 3). A support to
this idea also comes from previous calculations on
CuCl4(H2O)2
2− units in NH4Cl yielding μ
2 ≅ 15% even if RL
− RS = 0.65 Å.
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The situation found for K2CuF4 is rather similar to that for
RCuCl4 compounds. Indeed, the wave function of the unpaired
electron at the equilibrium geometry has been shown42 to
exhibit a dominant ∼3z2-r2 character (μ2 ≅ 17%) despite the
orthorhombic distortion described by RL − RS = 0.29 Å (Table
1). This value of the hybridization coeﬃcient, μ, is consistent
with the experimental value gZ = 2.08 for K2CuF4
32 and the
value gZ = 2.65 measured for CsCdF3:Cu
2+ 20,76 where the
unpaired electron of the CuF6
4− unit lies in a pure ∼x2-y2
orbital.
Bearing in mind the present reasoning and previous results
on copper-layered materials, we see that an applied pressure
tends to suppress the orthorhombic distortion and not the JTE
such as it is widely reported in the scientiﬁc litera-
ture.14,15,30,31,33,35 It should be noted that in a genuine JTE
system, pressure can promote the transition from a static to a
dynamic regime with coherent tunneling among the equivalent
distortions.28,77 Even in that regime, pressure can increase the
value of the tunneling splitting, but it will never destroy the
JTE.29,77
3.5. Origin of the Orthorhombic Instability in Pure
and Doped Compounds. As discussed in the previous
section, the orthorhombic instability displayed by pure
compounds such as (CH3NH3)2CuCl4 or K2CuF4 is either
smaller or not observed in doped systems such as
(CH3NH3)2CdCl4:Cu
2+ or K2ZnF4:Cu
2+. It is thus relevant to
clear up the kind of cooperative eﬀect favoring the instability of
pure layered compounds with respect to systems where Cu2+
enters as impurity.
A nonsymmetric distortion mode of a molecule is unstable if
the associated force constant, K, of the ground state is negative.
In general, there are two contributions to K.66 One, termed K0,
is only related to the wave function, Ψ0, corresponding to the
undistorted situation. By contrast, the other one reﬂects the
changes of the wave function driven by the distortion and the
electron-vibration coupling.66 That contribution is negative for
the ground state and is termed −KV, so K = K0 − KV.
Accordingly, the condition for instability is simply KV > K0.
Now, as KV reﬂects the admixture of excited states with Ψ0
through the electron-vibration coupling, this quantity is more
important for Cu2+ complexes than for those cations with
closed shell conﬁguration, such as Zn2+ or Cd2+, where ﬁrst
excitations appear, in general, at higher energies. Thus, if we
designate by KV(open) and KV(close) the contribution for
complexes with open or closed shell cations, we expect
KV(open) ≫ KV(close).
When Cu2+ enters as impurity in a lattice such as K2ZnF4, the
electronic density is localized in the complex formed with
nearest anions. If we now consider the B1g mode (Figure 8)
described by the Q coordinate
= − + − = − = = −
=
Q u u u u u u u u
u
(1/2)( )1 2 3 4 1 2 3 4
(3)
the variation of elastic energy associated with the complex is
just given by 2[K0 − KV(open)]u2. It should be remarked now
that as the complex is embedded in a lattice (Figure 8), the
motion of ligands also imply the activation of springs associated
Figure 8. Simple scheme outlining the diﬀerences between the B1g
nonsymmetric mode in K2CuF4 pure compound and in Cu
2+-doped
K2ZnF4. Note that for K2CuF4, the motion of a ligand implies the
activation of springs corresponding to two neighbors Cu2+ complexes.
In the case of K2ZnF4:Cu
2+ that motion involves the Cu2+ complex
and also that of a neighbor Zn2+ complex.
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with M2+−X− bonds (M = Zn) giving rise to an additional
contribution to the elastic energy. If, for simplicity, we assume
the same value of K0 for Cu
2+ and M2+ complexes, this
contribution is just given by 2[K0 − KV(close)]u2. Accordingly,
the requirement for a negative value for the total elastic energy
is
+ >K K K(open) (close) 2V V 0 (4)
Nevertheless, if we consider a pure compound of Cu2+
(Figure 8) and activate the B1g mode for every complex, the
elastic energy per complex is 2[K0 − KV(open)]u2 and the
instability condition is
>K K(open)V 0 (5)
Thus, if KV(open)≫ KV(close), the instability can appear more
easily in a pure compound than for an isolated impurity.
As we have seen, in the present layered Cu2+ compounds the
internal electric ﬁeld favors, in principle, a compressed
conformation where the equatorial metal−ligand distance, RS
= RL, is higher than the axial distance, RZ. This fact alone helps
to decrease the value of K0 corresponding to the B1g mode that
involves only equatorial ligands, thus favoring the appearance of
the instability.69,42
The origin of KV(open) in the case of CuCl4(H2O)2
2−
complexes in NH4Cl has previously been explored showing
that Cl− → Cu2+ charge transfer excitations are responsible for
the observed orthorhombic distortion.69 A general view on the
origin of K0 and KV contributions is provided in ref 78.
4. FINAL REMARKS
In this work we have derived from ﬁrst-principles calculations
the pressure dependence of Cu2+−X− (X = Cl, F) distances in
copper-layered compounds. As up to now there are not reliable
experimental data on the sensitivity to pressure of RZ, RS, and
RL distances, the information provided in this work can be
valuable for a further insight into properties displayed by these
layered systems and in particular the large piezochromic eﬀect
observed in RCuCl4 compounds.
14−16
As a main result, we have shown in this work that neither the
local structure nor the ground state of copper-layered
compounds can properly be understood under the widely
followed assumption of a JTE. Indeed, we have proved that
they are strongly inﬂuenced by the anisotropic internal ﬁeld and
an additional orthorhombic instability in the layer plane.
The results of this work stress the importance played by the
internal electric ﬁeld, ER(r), for a proper understanding of
materials containing transition metal complexes. Indeed, that
ﬁeld is greatly responsible for the diﬀerent ground state of
K2CuF4 and La2CuO4
42 as well as for the color of Cr3+-based
gemstones57 and the Egyptian Blue pigment.79 As ER(r)
induces shifts up to ∼1 eV on optical transitions,64 the
properties of transition metal systems cannot, in general, be
understood considering only the isolated complex. Despite
these facts, the inﬂuence of this internal ﬁeld in the
interpretation of data from transition metal compounds is
still often ignored.80
The existence of d9 systems with a hole in a ∼3z2-r2 orbital in
the ground state has been questioned.36 The examples given in
this work show that such a situation can actually happen.
Moreover, even in cases where a genuine JTE takes place, one
cannot discard a compressed octahedron as equilibrium
geometry with a hole in the ∼3z2-r2 level. This situation has
been found for CaO:Ni+,81 as recently proved.82
The present ideas can also be of interest to explain the
properties of Ag2+-layered compounds, such as Cs2AgF4, deeply
investigated in the last years.36,83−85 Calculations carried out on
Cs2AgF4 support that the local structure and ground state of the
AgF6
4− complex arise from the same causes discussed in this
work for K2CuF4 involving an axial internal electric ﬁeld and a
subsequent orthorhombic distortion in the layer plane. In
accord with this view a value gZ = 2.07 has recently been
measured by EPR for Cs2AgF4,
85 again compatible with a hole
with a dominant 3z2-r2 character.
The local structure in the present layered compounds is
found to be independent of the magnetic order. Supporting this
view, the calculated Cu2+−F− distances in K2CuF4 vary
relatively by less than 5 × 10−4 on passing from a ferromagnetic
to an antiferromagnetic order while the energy diﬀerence
between these two conﬁgurations is equal only to 5 meV. This
ﬁgure is thus much smaller than the energy gain due to the
internal electric ﬁeld or the orthorhombic instability, which are
both in the range 0.1−1 eV. According to this argument, it can
hardly be accepted that the orbital ordering and local structure
in a layered compound such as K2CuF4 are determined
42 by the
weak exchange interactions, which is the foundation of the
Kugel−Khomskii model.86 This conclusion is reinforced by
performing an analysis of the atomic orbital contributions for
the various magnetic states that yield very similar results. In this
way we can resolve that our initial conclusions are independent
of the spin state of the lattice as a whole.
As a ﬁnal comment, the results reached in this work open a
window for a proper understanding of the unusual ferromag-
netism of the copper-layered compounds and the surprising
piezochromism displayed by these materials. Indeed, exper-
imental results prove that charge transfer transitions are red-
shifted by an applied pressure.14,15 This fact is, in principle,
puzzling as experimental87 and theoretical data88 on charge
transfer transitions of square-planar CuCl4
2− complexes show
that they move to the blue when the Cu2+−Cl− distance is
contracted. A similar blue shift is found for charge transfer
transitions of octahedral or tetrahedral complexes.89 Further
work searching to explain the puzzling red shift found in
copper-layered compounds is now under way.
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Moreno, M. Jahn−Teller and Non-Jahn−Teller Systems Involving
CuF6
4− Units: Role of the Internal Electric Field in Ba2ZnF6:Cu
2+ and
Other Insulating Systems. J. Phys. Chem. C 2017, 121, 5215−5224.
(24) Borcherts, R. H.; Kanzaki, H.; Abe, H. EPR Spectrum of a Jahn-
Teller System, NaCl-Cu2+. Phys. Rev. B 1970, 2, 23−27.
(25) Bill, H. Observation of the Jahn-Teller Eﬀect with Electron
Paramagnetic Resonance In The Dynamical Jahn-Teller Eﬀect in
Localized Systems; Perlin, Y. E., Wagner, M., Eds.; Elsevier: Amsterdam,
1984.
(26) Sierro, J. Paramagnetic Resonance of the Ag2+ Ion in Irradiated
Alkali Chlorides. J. Phys. Chem. Solids 1967, 28, 417−422.
(27) Trueba, A.; Garcia-Lastra, J. M.; de Graaf, C.; et al. Garcia-
Fernandez, P.; Barriuso, M. T.; Aramburu, J. A.; Moreno, M. Jahn-
Teller Effect in Ag2+ Doped KCl and NaCl: Is There any Influence of
the Host Lattice? Chem. Phys. Lett. 2006, 430, 51−55.
(28) Ham, F. S. Jahn-Teller Eﬀects in EPR Spectra. In Electron
Paramagnetic Resonance; Geschwind, S., Ed.; Plenum: New York, 1972.
(29) Garcia-Fernandez, P.; Trueba, A.; Barriuso, M. T.; Aramburu, J.
A.; Moreno, M. Dynamic and Static Jahn-Teller Effect in Impurities:
Determination of the Tunneling Splitting. Prog. Theor. Chem. Phys.
2011, 23, 105−142.
(30) Moritomo, Y.; Tokura, Y. Pressure-Induced Disappearance of
the In-Plane Lattice Distortion in Layered Cupric Chloride
(C2H5NH3)2CuCl4. J. Chem. Phys. 1994, 101, 1763−1766.
(31) Ohwada, K.; Ishii, K.; Inami, T.; Murakami, Y.; Shobu, T.;
Ohsumi, H.; Ikeda, N.; Ohishi, Y. Structural Properties and Phase
Transition of Hole-Orbital-Ordered (C2H5NH3)2CuCl4 Studied by
Resonant and Non-Resonant X-Ray Scatterings under High Pressure.
Phys. Rev. B: Condens. Matter Mater. Phys. 2005, 72, 014123.
(32) Yamada, I. Magnetic Properties of K2CuF4: A Transparent Two-
Dimensional Ferromagnet. J. Phys. Soc. Jpn. 1972, 33, 979−988.
(33) Kleemann, W.; Farge, I. Optical Properties and Ferromagnetic
order in K2CuF4. J. Phys. (Paris) 1975, 36, 1293−1304.
(34) Hidaka, M.; Inoue, K.; Yamada, I.; Walker, P. J. X-ray Diffraction
Study of the Crystal Structures of K2CuF4 and K2CuxZn1−xF4. Physica
B 1983, 121, 343−350.
(35) Aguado, F.; Rodrıguez, F.; Valiente, R.; Hanfland, M.; Itie, J. P.
Variation of the Jahn−Teller Distortion with Pressure in the Layered
Perovskite Rb2CuCl4: Local and Crystal Compressibilities. J. Phys.:
Condens. Matter 2007, 19, 346229−346238.
(36) McLain, S. E.; Dolgos, M. R.; Tennant, D. A.; Turner, J. F. C.;
Barnes, T.; Proffen, T.; Sales, B. C.; Bewley, R. I. Magnetic Behaviour
of Layered Ag(II) Fluorides. Nat. Mater. 2006, 5, 561−566.
(37) Carlson, S.; Xu, Y.; HÅlenius, U.; Norrestam, R. A Reversible,
Isosymmetric, High-Pressure Phase Transition in Na3MnF6. Inorg.
Chem. 1998, 37, 1486−1492.
(38) Charles, N.; Rondinelli, J. M. Microscopic Origin of Pressure-
Induced Isosymmetric Transitions in Fluoromanganate Cryolites. Phys.
Rev. B: Condens. Matter Mater. Phys. 2014, 90, 094114.
(39) Ishizuka, M.; Terai, M.; Hidaka, M.; Endo, S.; Yamada, I.;
Shimomura, O. Pressure-Induced Structural Phase Transition in the
Two-Dimensional Heisenberg Ferromagnet K2CuF4. Phys. Rev. B:
Condens. Matter Mater. Phys. 1998, 57, 64−67.
(40) Valiente, R.; Lezama, L. M.; Rodriguez, F.; Moreno, M. Study of
Bidimensional (CH3NH3)2CdCl4: Cu
2+ and (CH3NH3)2CuCl4. Mater.
Sci. Forum 1997, 239−241, 729−732.
(41) Valiente, R.; Rodriguez, F.; Moreno, M.; R. Lezama, L. M., EPR
study of Cu2+ doped (CnH2n+1NH3)2CdCl4 (N = 1,3) with layer
structure. In Vibronic Interactions: Jahn-Teller Eﬀect in Crystals and
Molecules; Kaplan, M. D.; Zimmerman, G. O., Eds.; Kluwer Academic
Publishers: Norwell, MA, 2001; pp 221−228.
(42) Garcia-Fernandez, P.; Moreno, M.; Aramburu, J. A. Electrostatic
Control of Orbital Ordering in Noncubic Crystals. J. Phys. Chem. C
2014, 118, 7554−7561.
The Journal of Physical Chemistry C Article
DOI: 10.1021/acs.jpcc.8b00608
J. Phys. Chem. C 2018, 122, 5071−5082
5080
(43) CRYSTAL basis sets. http://www.crystal.unito.it/Basis_Sets/
Ptable.html (accessed February 6, 2018.
(44) Peintinger, M. F.; Oliveira, D. V.; Bredow, T. J. Consistent
Gaussian Basis Sets of Triple-Zeta Valence with Polarization Quality
for Solid-State Calculations. J. Comput. Chem. 2013, 34, 451−459.
(45) Bilc, D. I.; Orlando, R.; Shaltaf, R.; Rignanese, G.-M.; Iñ́iguez, J.;
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