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Current atmospheric specification systems are restricted in their ability to resolve short
timescale atmospheric dynamics. This undocumented variability has the potential to impact
infrasound propagation and diminish the efficacy of signal processing algorithms. Previous
studies have revealed the e↵ectiveness of utilizing infrasound observations as a means of
improving our knowledge of the atmospheric state in real-time. This study is the first to
explore the e↵ect of these fluctuations on infrasound propagation.
During the summer of 2016 and the winter of 2021, repetitive signals recurrent over 20second time intervals were detected by local and regional infrasound sensors in Oklahoma.
It was determined that the signals emanated from discrete pit locations at two distinct blast
sites on McAlester Army Ammunitions Plant in McAlester, Oklahoma. Subsequent analysis
revealed that these detections constitute a viable dataset to quantify time-varying e↵ects on
infrasound where atmospheric models lack the capability to do so. In this study, we evaluate
the e↵ectiveness of array processing algorithms and cross-correlation techniques to quantify
the e↵ect of short timescale atmospheric variability on tropospheric and stratospheric infrasound captured at the local and regional arrays, respectively. Our objective is to reveal
trends in the atmospheric state that fall below current model temporal resolutions and assess
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the impact of this variability on the e↵ectiveness of infrasound as a component of explosion
monitoring for international treaty verification.
Propagation modeling exhibited greater complexity in the day-to-day variability in the
troposphere than the stratosphere. Frequency wavenumber analysis is applied to the data
in order to examine potential systematic di↵erences between primary arrivals from both
blast sites. No systematic deviations are observed, however daily variability is evident. A
sliding window is stepped through the time-series data to investigate the stability of back
azimuth estimates as a function of time. Estimates remain consistently stable for both
tropospheric and stratospheric infrasound, highlighting the efficacy of infrasound monitoring.
Cross-correlation analysis revealed disparate trends in the pattern of quantified similarity for
tropospheric and stratospheric observations. Results indicate a more complex tropospheric
propagation environment within sub-hour time intervals than the stratosphere.
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Chapter 1
Introduction

1.1. Infrasound Overview
Infrasound signals are inaudible acoustic waves that propagate through the atmosphere.
The frequency content of audible acoustic signals can range from 20 - 20,000 Hz, whereas
infrasonic signals are classified within the 0.002 - 20 Hz frequency band [1]. Due to its low
frequency content, and the fact that molecular attenuation is roughly proportional to the
square of frequency, infrasound can travel up to thousands of kilometers [2] [3]. Large and
powerful sources are needed to displace the volume of air necessary to generate infrasound.
Natural sources include, but are not limited to, aurora, avalanches, earthquakes, lightning,
meteors (bolides), ocean wave surface resonances (microbaroms), severe storms, tornadoes,
and volcanoes. Man-made sources consist of gas flares, chemical explosions, aircraft, mining blasts, space shuttle launches, and nuclear explosions. As a result of the negotiated
international Comprehensive Nuclear-Test-Ban Treaty in 1996, increased funding towards
the optimization of monitoring techniques to detect nuclear explosions has led to significant
advancements in the field. Today, infrasound technology is an integral component of the
International Monitoring System used for treaty verification.
Infrasonic wave propagation can be characterized by comparing the acoustic pressure
amplitude to the ambient pressure amplitude. Impulsive sources that produce large acoustic
amplitudes generate waves that can only be characterized by the full systems of governing
nonlinear equations associated with fluid dynamics. The implementation of nonlinear acoustic theory is thus required to completely describe wave propagation in the near field [4]. As
the wave continues to propagate, the e↵ects of geometric spreading and absorption overcome
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the self-distortion characteristic of nonlinear propagation. At these distances it is adequate
to utilize linear acoustic theory.
Infrasound velocity and propagation paths are influenced by gradients in atmospheric
temperature and horizontal wind structure [2]. Acoustic signals radiated outward from a
point source tend to bend upwards in the lower atmosphere due to decreasing temperatures in
the troposphere, which reduce the velocity of the wave. However, given adequate horizontal
propagation, these signals can be refracted back to the surface by regions of sufficiently higher
temperature and/or wind speeds along the propagation path [5]. A metric constructed to
quantify the impact of these parameters is known as the e↵ective sound speed approximation
[6]. The metric incorporates the atmospheric temperature gradient, represented by the
adiabatic sound speed profile, and the horizontal wind structure, formulated by adding the
horizontal component of the wind along the direction of propagation to the adiabatic sound
speed. The mathematical framework behind this formulation will be discussed in Chapter 5.
Assuming shallow inclination angles and modest wind speed gradients, an infrasound arrival
can be expected when the e↵ective sound speed is greater at altitude than at the surface,
as outlined by the geometric acoustics approximation [7]. These metrics assume that the
atmosphere behaves as an ideal gas. Layers within the horizontally stratified atmosphere
that exhibit these conditions are known as atmospheric ducts.
Due to the vertical temperature profile of the atmosphere, infrasound refraction is expected to occur in three distinct ducts. The tropospheric duct, ranging in geodetic altitude
from 0 - 12 kilometers, typically contains 20% of the total infrasonic energy [2]. This duct
is impactful in localized regions at middle and high latitudes due to the influence of the tropospheric jet streams across these regions. Tropospheric returns tend to have considerably
higher acoustic pressure amplitudes due to decreased amounts of molecular attenuation and
decreased geometric spreading, making these arrivals useful for the detection and location
of infrasound-generating events [8]. Stratospheric ducting occurs at middle and high lati-
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tudes where the intensity of the tropospheric jet streams is reduced and therefore reduces
the amount of energy trapped in the troposphere. Refraction occurs in this region due to
the increase in temperature as a result of the absorption of the solar ultraviolet radiation
by stratospheric ozone which in turn releases heat into the atmosphere. The stratospheric
wind jet plays an important role in inducing refraction at these altitudes. Duct altitudes
can range from 12 - 70 kilometers where up to 40% of the global infrasonic energy can be
stored [2]. Its predominantly zonal propagation e↵ect is due in large part to the influence
of the stratospheric jet, or circumpolar vortex. These winds are seasonally variable displaying oscillatory tendencies during the solstice to equinox transitionary period, and reversing
in direction between summer and winter months. Lastly, thermospheric ducting occurs at
altitudes ranging from 70 - 165 kilometers and can consist of up to 85% of the global infrasonic energy [2]. The total amount of energy stored in this duct is heavily dependent on
the behavior of the lower altitude ducts, i.e. how much energy stays trapped at the lower
altitudes therefore inhibiting the upward propagation of infrasound waves. Consequently, a
large proportion of infrasonic energy in the thermosphere is stored near equatorial regions
where vertical wave propagation is not impeded by the tropospheric and stratospheric ducts.
Thermospheric infrasound is subject to higher rates of geometric spreading and molecular
attenuation, the latter due to the extremely low particle densities common at high altitudes.
Furthermore, infrasound not refracted at any of these layers, approximately 12 - 17% of the
total infrasonic energy, will eventually reach the upper thermosphere and dissipate [2]. The
amount of exhausted energy is controlled not only by the magnitude of ducting at the lower
altitudes, but also by the EUV solar flux and the Earth’s geomagnetic activity.
Arrivals from each one of these ducts produces observations associated with distinct
horizontal propagation velocities, or celerities, from source to receiver. These celerities are
commonly defined as 180 - 300 m/s for thermospheric returns, 280 - 320 m/s for stratospheric
returns, 310 - 330 m/s for tropospheric returns, and greater than 330 m/s for boundary
layer, or lowest tropospheric altitude, arrivals [9]. Additionally, trace velocities, or the speed
3

at which an incoming signal traverses an array, are directly proportional to the angle of
incidence, with respect to the horizontal, for an incoming planar wavefront, making them
useful for di↵erentiating between signals that refracted at di↵erent altitudes. Following
the methodology of [10], tropospheric arrivals have a maximum trace velocity of 340 m/s,
stratospheric arrivals have corresponding trace velocities ranging from 340 - 380 m/s, while
thermospheric returns typically have a minimum trace velocity value of 380 m/s.
1.2. Motivation
The atmosphere’s unequivocal spatiotemporal variability directly influences infrasound
propagation and subsequent waveform characteristics. An atmospheric model capable of
resolving this variability in both space and time is critical for reducing the uncertainty associated with infrasound signal interpretation. Current atmospheric specification systems lack
the temporal resolution necessary to resolve prominent atmospheric phenomena. It should
be noted however that the recent increase in operational measurements and the implementation of statistically-driven empirical models have drastically improved our fundamental
understanding of the atmospheric state.
Operational measurements in the troposphere and lower stratosphere provide reliable
lower atmospheric specifications and forecasts. Several Numerical Weather Prediction (NWP)
centers continuously assimilate global observations in order to produce these specifications.
Due to the lack of measurements at higher altitudes, the Mass Spectrometer Incoherent
Radar Model (MSISE-90) and the Horizontal Wind Model (HWM-93) were created, both
of which are empirical models predicated on the application of statistical methods to multidecadal meteorological datasets [2]. These models rely on the innate day-to-day and yearto-year repeatability of the Earth’s global-scale circulation patterns and migrating diurnal
and semidiurnal tides driven by solar heating. These seasonally variable oscillations fuel the
dynamic fluctuations present in the upper atmosphere.
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The integration of lower atmospheric measurements with upper atmospheric modeling
was achieved through the extrapolation of NWP data into higher altitudes utilizing context
provided by the empirical models [2]. This unification marked the origin of the Naval Research Laboratory Ground-to-Space (G2S) semi-empirical atmospheric specification system.
Several limitations within the model can be attributed to the nonlinearity associated with
the fluid dynamics equations incorporated into NWP modeling. Due to this nonlinearity,
minor uncertainties in the initial atmospheric state inevitably lead to amplified errors elsewhere in the model, following the principles of chaos theory [11]. This error propagation
emerges within large atmospheric regions with demonstrably high rates of uncertainty in
their initial states, e.g. above the oceans and in the upper stratosphere [12]. Additionally,
the G2S model is temporally restricted to hourly updates.
Current G2S temporal limitations indicate that the model is unable to resolve short
timescale atmospheric dynamics. Within these time intervals, prevalent components of dynamic variability are turbulence and gravity waves [13]. Atmospheric turbulence refers to the
three-dimensional chaotic air flow within the Earth’s atmosphere. This natural phenomenon
manifests as small irregular regions of temperature and moisture which directly impact the
refractive indices, and subsequent propagation paths, of acoustic waves [14]. At altitudes
pertaining to the atmospheric boundary layer, the rapid diurnal cycle tends to generate turbulence which makes the boundary layer difficult to interpret in NWP models. The presence
of turbulence in the upper troposphere and lower stratosphere contributes to the exchange
of atmospheric constituents between the layers [13]. Convective clouds, as well as the interactions between wind shear and gravity waves, fuel the production of this atmospheric
phenomenon at these altitudes [15].
The physical mechanism behind the generation of gravity waves is predicated on the
restoring force of gravity against vertical movement in the atmosphere [16]. The resultant
vertical oscillation of air cells fuels atmospheric inhomogeneity. Sources of this natural phe-
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nomenon include meteorological disturbances, cumulous convection within the troposphere,
instability in jet streams, and the interactions between surface winds and topography [17].
Evidently, gravity waves are capable of fueling the distortion of the horizontal wind velocity
and vertical thermal structure of the atmosphere as they propagate upward.
1.3. Objective

Figure 1.1: This figure, taken from [18], plots the various catalysts of atmospheric
variability as a function of time and horizontal scale. The upward pointing arrow on the
right-hand side of the plot denotes the range of atmospheric dynamics resolvable by current
atmospheric models. The arrow pointing downward encompasses atmospheric dynamics
that operate at timescales that are currently unresolvable by the models, thus data must
be utilized to gain knowledge on these types of variability.
Our lack of knowledge of the atmospheric state at sub-hour timescales is a significant
obstacle to the optimization of infrasonic signal processing algorithms. Due to the temporal
restrictions associated with current atmospheric specification systems, an emphasis will have
6

to be placed on the utilization of observational data as a means of quantifying the influence
of short timescale atmospheric dynamics on infrasound propagation [Figure 1.1]. The work
in this thesis will explore the e↵ect of short timescale atmospheric dynamics on infrasound
observations.
Numerous infrasound case studies have revealed inconsistencies between ray tracing predictions and observational data at regional distances [19] [20] [21]. A common occurrence is
the detection of stratospheric infrasound at locations where ray tracing predicts a shadow
zone. This observation suggests a stronger stratospheric duct than otherwise predicted by
the models. [21] infer that these disparities may be due to an increase of the e↵ective jet speed
as a result of the oscillations of internal atmospheric gravity waves. [22] and [23] also argue
for the influence of small-scale gravity waves on the infrasonic wavefield as the phenomenon
responsible for the imprecise ray tracing calculations.
As demonstrated in [12], infrasound observations can provide useful additional constraints
on atmospheric regions where operational measurements are scarce. Be that as it may, there
are intrinsic spatiotemporal limitations associated with most infrasound-generated datasets.
Spatially, the quantity of infrasound observations is heavily restricted by the lack of worldwide deployments. Temporally, densely distributed datasets are difficult to procure on account of the inherent features of infrasound-generating sources, e.g. large impulsive sources
with little to no signal repetition. However, during the summer of 2016, repetitive infrasound observations recurrent over 20-second time intervals were detected by an array of
sensors in northern Oklahoma. It was determined that these signals emanated from discrete
pit locations on McAlester Army Ammunitions Plant (McAAP) in McAlester, Oklahoma.
The sensors were located approximately 250 kilometers from the site, proving them to be
viable for the assessment of the influence of short timescale atmospheric dynamics on stratospheric infrasound. Initial assessments of the dataset motivated the deployment of local and
regional infrasound sensors during the winter months of 2021. This study tests the utility
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of these datasets to quantify short timescale atmospheric dynamics and delineate trends in
the atmospheric state that fall below current temporal resolutions of atmospheric models.
Additionally, we investigate the potential influence of this atmospheric variability on the
efficacy of infrasound monitoring for international treaty verification.
Prior to testing the utility of the datasets to quantify atmospheric dynamics, it must be
proven that these recurrent signals are sufficiently coherent with respect to time such that
small-scale waveform morphological changes can be readily distinguished and subsequently
utilized to provide further constraints on the medium. The type of infrasound detected by
the sensors must be recognized prior to interpretation of the results in order to constrain
the myriad catalysts of perturbation present in the atmosphere. In order to investigate the
e↵ects of these dynamics on infrasound monitoring, current arrays must be assessed in their
capabilities to fully resolve the horizontal components of the slowness vector. Due to the
inadequate array configurations evident in this study, which will be discussed further in
following chapters, forward modeling techniques are initiated to explore the optimality of a
variety of array designs as a function of the signal’s frequency content, direction of arrival, and
instrument sampling rate. Lastly, for all components of this study, it will be required to test
for source e↵ects in order to di↵erentiate between waveform variability caused by atmospheric
phenomena from variability more closely associated with specific source characteristics.
Classical ray tracing will be utilized to further develop intuition on potential propagation paths from the source to receivers. With respect to the frequency domain, we implement frequency wavenumber (FK) analysis and sliding window FK analysis to document
and establish trends in back azimuth and trace velocity estimates as a means of assessing
the potential influence of short timescale atmospheric dynamics on infrasound monitoring.
Waveform cross-correlation is employed to further assess the temporal coherency of the signals by quantifying the measure of similarity between any two waveforms emanating from
discrete pit locations across full blast sequences and di↵erent days. The magnitude of spa-
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tial coherence across an array is quantified by cross-correlating individual blasts across all
element pairs.
Chapter 2 introduces the complete dataset, incorporating the summer 2016 detections as
well as the winter 2021 detections. Subsequent preprocessing steps are presented and applied
to the raw data. A comprehensive description of the various array deployments and source
characteristics follows. Chapter 3 further outlines the array processing techniques used to
process the data in the frequency domain. Primarily, the mathematical framework pertaining
to each of the methods is described and the utility of various theoretical array response
functions is explored. Thereafter, array processing results are chronicled and displayed.
Chapter 4 introduces the concept of waveform cross-correlation with regards to quantifying
similarity. Firstly, we begin by illustrating the mathematical intricacies of the method. We
subsequently apply the procedure to all element pairs associated with each of the arrays in
order to assess the spatial coherence of the signals. We then transition to individual time
series data and employ the methodology to successive signals across full blast sequences to
examine temporal coherency. Our final approach involves the implementation of classical ray
tracing using Los Alamos’ infrasound propagation software to initiate the firing of theoretical
ray paths at various inclination angles and back azimuths. The software incorporates G2S
specifications in order to constrain the trajectory of the rays. However, prior to initiating
the software, we explain the mathematical framework behind propagation modeling. We
finish with an in depth discussion outlining our findings and further questions that emerge
from our results. Suggested improvements corresponding to our study are brought forth and
various branches for future work are delineated.
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Chapter 2
Data and Instrumentation

2.1. Background
During the summer months of 2019, researchers at the Oklahoma Geological Survey
(OGS) noticed repetitive detections at all seismic stations across the state, as well as in parts
of Texas and Kansas [29]. Earthquakes as a potential source were quickly ruled out due to
the methodical repeatability of the signals. The sequences begin with two pulses, separated
by a 20-second pause, followed by 24 subsequent pulses recurrent over similar time intervals.
On most days, when there were clear detections, this sequence typically repeated once more,
thus resulting in a total of 52 observations over time periods ranging from 15 - 20 minutes
with the primary sequence beginning no earlier than 16:00 UTC (11:00 AM local time). The
absence of detections on Sundays, along with their recurrent nature and daily fluctuating
amplitudes, suggest that these observations were most likely generated by an anthropogenic
source mechanism [29]. Further analysis by OGS researchers revealed that signal move-out
across successive stations correlated better with acoustic, rather than seismic, wave speeds
therefore indicating that the wave was propagating through the atmosphere. Additionally,
by examining the overall trend of detections, OGS researchers determined that the signal
was traveling from the Southeast to the Northwest.
These findings motivated the launch of an investigative process conducted by researchers
from Los Alamos National Laboratory [30]. Researchers arrived at the consensus that the
signal’s inherent recurrent and impulsive nature ruled out common anthropogenic sources,
such as wind farms. This, along with the absence of surface waves in the time-series data,
suggested the possibility of a near-surface explosion and prompted the researchers to explore
10

the surrounding area for nearby facilities capable of generating such observations. After
requesting records from a nearby Army Ammunitions Plant in McAlester, Oklahoma, Los
Alamos researchers confirmed that the plant had been generating these pulses by detonating
old ammunitions in a timed sequence at two distinct blast sites which, for the purposes of
this study, will be referred to as Area 1 and Area 2, respectively [30].
2.2. Ground Truth
According to satellite images, each blast site is composed of 26 pits aligned in two distinct
orientations. Area 1 is arranged in a quasi-ellipsoidal configuration whereas Area 2 has a
distinct linearly-spaced orientation [Figure 2.1]. Furthermore, Area 2 is approximately 2
kilometers Northwest of Area 1 and exhibits slightly higher elevation (⇠ 10 - 12 meters).
Each pit at Area 1 is roughly 30 meters from its nearest neighbor. Moreover, the maximum
distance between inter-pit pairs is ⇠ 220 meters. Comparatively, successive pits at Area 2 are
20 meters apart while maximum distance between pairs increases to ⇠ 300 meters. During
an informal discussion with McAAP employees, we received vital information pertaining to
the detonation sequence corresponding to blasts which occurred on January 13, 2021. We
apply this knowledge to the relative pit locations seen in Figure 2.1. It should be noted that
we are not certain they shot in this exact sequence across all the days analyzed in this study.
We simply extrapolate this knowledge both forward and backward in time and work under
the assumption that the detonation sequence remains constant. Additionally, as shown in
Figure 2.1, we provide directions from the blast sites to the initial array (YW) used in the
study and subsequently-motivated deployments, whose configurations will be discussed later
in the chapter.
Continued e↵orts by Los Alamos researchers culminated in the procurement of ground
truth blast logs from McAAP covering the years of 2016 and 2019. Details were subsequently
shared with SMU’s seismo-acoustic research group where we utilized pertinent information
from the documents to augment our research e↵orts. Blast sequence start times and cumu11

Figure 2.1: Relative pit coordinates for distinct blast sequences at a) Area 1 and b) Area 2.
Numerical values of individual pits represent the order by which we believe the detonations
transpired. Pit numbers were inferred from informal discussions and may not reflect the
specific sequence for each day studied.
lative daily tonnages were provided, however, instead of precise origin times for each detonation, the logs only o↵ered the time intervals in which full blast sequences were conducted.
Similarly, instead of precise yield estimates for each blast, we were provided with daily cumulative tonnage measurements for full blast sequences at each area. Tonnages range from
3,000 - 60,000 lbs. Axiomatically, these constraints limit our knowledge of discrete source
characteristics, thus amplifying the level of uncertainty associated with our interpretation
of the data presented in later chapters. The logs additionally provide details pertaining to
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the FAA weather conditions, including temperature, humidity, ceiling, skies, wind direction,
wind velocity, wind gust, visibility, pressure, and forecast time. Further analysis revealed
that McAAP alternates between blast sites for initial detonation sequence. The number of
blasts at each site fluctuates daily but typically falls within the range of 23 - 26 explosions
for full detonation sequences.
After extensive examination of the time-series data, we have decided to narrow our study
to incorporate observations spanning a total of 5 days. For the detections corresponding
to the summer of 2016, we have decided to focus on waveforms detected on August 16 and
August 22. According to the logs, on August 16, the first detonation sequence was initiated
at Area 1. A total of 25 shots were set o↵ at 11:00 AM local time with a cumulative tonnage
of 56,150 lbs. At 11:11 AM local time, the explosions at Area 2 commenced. A total of 26
shots were detonated with a cumulative tonnage of 56,150 lbs. Conversely, on August 22,
the first detonation sequence was initiated at Area 2. Discrete explosions repeated 26 times
beginning at 11:01 AM and accommodated a cumulative tonnage of 39,680 lbs. Likewise, at
11:12 AM, Area 1 commenced its detonation sequence utilizing 25 of the pits for successive
explosions. Logs reveal the usage of 37,920 lbs tonnage for Area 1 on that day. With regards
to the winter detections of 2021, we will center our analysis on time-series data from January
13, January 20, and January 29. After further inquiry, we were able to acquire blast log
data from McAAP for the month of January. We were provided with information pertaining
to the priming explosives and ordinance net explosive weight, along with details associated
with overburden and pit directivity.
Ground truth information for January 13 reveals that blasting occurred first at Area
1 at 11:00 AM local time. A total of 100 lbs of priming explosive and 251 lbs of net
explosive weight was used for individual blasts, covering a total explosive weight of 351
lbs. The amount of priming explosive remained identical for Area 2 blasts, however, only
151 lbs of net explosive weight was used, thus accumulating a total explosive weight of 251
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lbs for each shot. Similarly on January 20, blasting began at 11:00 AM at Area 1. A
total of 26 explosions occurred. Each shot during the first half of the detonation sequence
contained a total explosive weight of 323 lbs, 100 lbs of priming explosive and 223 lbs of net
explosive weight. Following blasts likewise included 100 lbs of priming explosive, however a
net explosive weight of 226 lbs was used per detonation, producing a total explosive weight
of 326 lbs. Ten minutes after the initial blast at Area 1, the detonation sequence at Area
2 commenced, instead consisting of 25 total blasts. All shots contained a priming explosive
weight of 100 lbs. However, there was variability in the amount of net explosive weight
used. The first shot used 157 lbs while the following 12 shots contained a net explosive
weight of 223 lbs. The latter half of the sequence used 226 lbs each. Finally, on January
29, detonations began at Area 1 at 11:00 AM. A total of 26 shots were discharged, each
with a total priming explosive weight of 100 lbs. The three opening shots covered a net
explosive weight of 111 lbs while the 15 subsequent shots contained 187 lbs each. The final
8 shots contained 226 lbs. Similarly, ten minutes later, the detonation sequence at Area 2
commenced. Each blast consisted of 100 lbs of priming explosive weight. There was once
again variability in the amount of net explosive weight employed per pit. The three initial
shots accommodated 111 lbs of net explosive weight while the following 15 shots consisted
of 198 lbs. Lastly, the final 8 shots contained 226 lbs.
2.3. Array Configurations
As noted, this study examines data captured by multiple infrasound arrays located in
northern Oklahoma, eastern Oklahoma, and western Arkansas [Figure 2.2]. Array apertures
(maximum distance across an array) and inter-element spatial distributions are key factors
when assessing the efficacy of frequency and time domain array processing methods given a
particular signal of interest and local inhomogeneities. The initial array used for analysis is
associated with the IRIS Wavefields Demonstration Community Experiment conducted in
northern Oklahoma during the summer of 2016. One of the key motives for this deployment
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Figure 2.2: Source-receiver locations. Star denotes blasting sites while triangles represent
arrays. Red corresponds to the regional YW array, green to the local MCA array, blue to
the EOC array, and purple to the UOO array in Arkansas.
was to assess 3C nodal sensor capabilities in recording local, regional, and teleseismic arrivals
to more traditional 3C broadband and infrasound station capabilities [24]. As a result, each
type of sensor was deployed. Infrasound sensors were arranged to be co-located with nine
of the broadband seismic stations. Each infrasound sensor employed Hyperion IFS3311
microbarometers to record atmospheric perturbations with RT-130 data loggers and were
sampled at 100 Hz. In order to reduce wind-generated noise, the inlets of each sensor were
connected to several microporous soaker hoses laid out on the ground surface. These stations
were deployed for approximately five months from 20 June to 10 November, and their data
has been stored on IRIS servers under the network code ’YW’. An illustration of the interelement spatial distribution of the array is shown in Figure 2.3 where minimum element pair
distance is 763 meters and maximum distance is 6,142 meters.
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Figure 2.3: Various configurations for the arrays used in this study. X- and Y-axis values
represent distance in meters. Subfigure annotations are as follows: a) YW array, b) MCA
array, c) EOC array, d) UOO array.
Preliminary analysis of the data procured by the YW array motivated the deployment
of three additional infrasound arrays constructed at various distances from the source. As
shown in Figure 2.3, the local array to the explosions, denoted by the label ’MCA’, consists
of four Hyperion infrasound sensors sampled at 100 Hz. The array is situated at a distance
of approximately 7 kilometers from the blasting sites. Minimum element pair distance is
10 meters while maximum distance increases to 17 meters. The following array, labeled
’EOC’ for its location at Eastern Oklahoma State College, was deployed with the objective
of detecting far field tropospheric infrasound. The array is located roughly 50 kilometers to
16

the east of the blast site and consists of five Hyperion sensors sampled at 40 Hz [Figure 2.3].
Maximum distance between sensors is 65 meters and minimum distance falls to 25 meters.
In order to detect stratospheric infrasound, a regional infrasound array was deployed in
Arkansas approximately 250 kilometers northeast of the source under the label ’UOO’ for its
location at the University of the Ozarks. Similarly, the array was composed of five Hyperion
infrasound sensors sampled at 40 Hz with a maximum element pair distance of 190 meters
and a minimum distance of 65 meters [Figure 2.3].
2.4. Prospective Wavelengths and Spectral Analysis
In this section, we examine the prospective wavelengths of signals emanating from McAAP,
given a range of frequencies and the average speed of sound in the atmosphere. This analysis
will assess the impact of spatial aliasing imposed by each array design on processing capabilities. Distances and back azimuths between stations and pits are calculated using an inverse
geodetic computation to aid the interpretations [Table 1.1 - Table 1.16.] We present the
averages and standard deviations equal to 1, respectively, of these values for individual array
elements at the bottom of each table. Inspecting di↵erences in back azimuth estimates will
provide insight related to the potential for each array to e↵ectively calculate the direction of
arrival for each signal. Furthermore, documenting variability in inter-station distances will
be useful in developing intuition on successive waveform distortion across full blast sequences
given their associated wavelengths.
Results reveal low standard deviations for the back azimuths formulated between the
source and the stratospheric arrays [Table 1.1, Table 1.3, Table 1.13, and Table 1.15]. Corresponding sampling rates of 100 Hz and 40 Hz suggest that the estimates are not capable of
resolving di↵erences between the locations, however the potential for YW to correctly calculate di↵erences in back azimuth between distinct blast sites will be explored in later chapters.
Moreover, due to EOC’s lower sampling rate and small standard deviation, wherein back
azimuth perturbations increase by increments of standard deviations that generate tempo17

ral discrepancies that fall under the delta of the sampled data, we will omit it from future
calculations pertaining to the resolution of pit locations [Table 1.9 and Table 1.11]. Comparatively, the standard deviations associated with the local tropospheric array, MCA, are on
average an order of magnitude greater than EOC. Therefore, when initiating time domain
array processing algorithms, we will solely focus on the MCA array to help address this issue
[Table 1.5 and Table 1.7].
When evaluating potential array configurations, it is preferable to keep the aperture of
the array within the range of less than half a wavelength of the signal of interest. This is due
in large part to maintain signal coherence across an array preserving vital characteristics of
the waveform. When assessing the impact of the spatial distribution of the pits on waveform
detections, we will incorporate a similar approach. For example, if the distance between any
two pairs of pits exceeds a quarter of a wavelength, we expect sufficient di↵erence in the
detections such that, when implementing cross-correlation, there will be a noticeably greater
contrast in the value of the normalized correlation coefficient between those two signals [31].
This discrepancy is essential to document because it will give insight into which groups of
successive waveforms should be investigated to assess the influence of the atmosphere on
propagation, separate from the spatial sampling problem.
Given the characteristic frequency range of infrasound, along with the celerities associated
with di↵erent types of infrasound, it is possible to generate a range of expected infrasonic
wavelengths, where wavelength is equal to medium velocity divided by frequency. In this
study, we will filter out frequencies below 1 Hz from analysis. The reason for this exclusion
will be discussed in the following paragraph. Subsequent calculations reveal that prospective
infrasound wavelengths can range from 17 to 340 meters. Prior to evaluating whether the
distances between successive pits violates the quarter-wavelength principle for the various
array configurations, it is necessary to investigate the frequency content of the detections
made at each array.
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Figure 2.4: YW array spectrogram for a) Area 1 and b) Area 2. Raw data is high pass
filtered at 1 Hz prior to generating spectrogram. Top panel in each section plots the
beamformed signal pressure in pascals and bottom panel plots the energy as a function of
frequency and time in seconds relative to 2016-08-16 16:00:00 UTC.
In order to visualize the change of a signal’s frequency content as a function of time
we compute a spectrogram with consecutive Fourier transforms. We apply this technique
to the various arrays used in this study to inspect the frequency range of the successive
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pulses emanating from McAAP. We begin by employing the method to YW, then move to
the 2021 dataset from MCA, EOC, and UOO, respectively. In order to avoid saturation at
low frequencies (< 1 Hz), we apply a high pass filter at 1 Hz to the raw data at YW prior
to initiating Fourier transforms. In addition, we apply a time shift to each array element
recording and subsequently sum the traces to provide the beamformed time-series data as
reference. This approach, known as beamforming, is implemented at each array and its
mathematical framework will be described in Chapter 3. Results indicate that a substantial
amount of energy is situated near the 5 Hz frequency band for both Area 1 and Area 2
observations [Figure 2.4]. Comparatively, the Area 1 spectrogram exhibits higher levels of
smearing than Area 2. A consistently high energy frequency band spanning the entirety of
both time-series is situated from 1 to 3 Hz. Due to this observation, we filter the raw data
pertaining to YW using a 3 - 15 Hz bandpass filter.
Evidently, signals captured by MCA emanating from both areas generate energy present
in the frequency band ranging from 1 - 50 Hz and potentially beyond, indicative of its closer
proximity to the source [Figure 2.5]. Smearing appears to be more pronounced within the
Area 1 spectrogram. Consistent energy within the ⇠ 1 - 3 Hz band is present across the
entire time-series, decaying and amplifying variably. Comparatively, this band has noticeably
higher energy in the Area 1 spectrogram. Moreover, this phenomenon is observed when
preprocessing EOC data. Corresponding spectrograms display concentrated energy levels
within the 1 - 20 Hz band and possibly beyond [Figure 2.6]. After analyzing waveforms
within these various frequency ranges, it was apparent that frequencies greater than 10 Hz
began producing distorted waveforms across the time-series. For this reason, we apply a
1 - 10 Hz band pass filter to the raw data captured at the MCA and EOC arrays prior
to the implementation of array processing and cross-correlation. Finally, computing the
spectrogram for the UOO array reveals the absence of detections at the sensors [Figure 2.7].
Given ground-truth origin times and celerities associated with various types of infrasound, a
time interval was constructed when, theoretically, signals would have been observed. Further
20

Figure 2.5: MCA array spectrogram for a) Area 1 and b) Area 2. Raw data is high pass
filtered at 1 Hz. Top panel in each section plots the beamformed signal pressure in pascals
and bottom panel plots the energy as a function of frequency and time in seconds relative
to 2021-01-13 16:00:00 UTC.
investigation on di↵erent days proved this to be a regular occurrence at UOO. As a result,
we omit time-series data from this array from further analysis.
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Figure 2.6: EOC array spectrogram for a) Area 1 and b) Area 2. Raw data is high pass
filtered at 1 Hz. Top panel in each section plots the beamformed signal in pascals and
bottom panel plots the energy as a function of frequency and time in seconds relative to
2021-01-20 16:00:00 UTC.
With established frequency ranges for detections at the remaining arrays, a quantitative
analysis is conducted to assess the validity of the half-wavelength principle for waveforms
generated by successive detonations. Due to its regional deployment, we first concentrate on
22

Figure 2.7: UOO array spectrogram encompassing a time interval when we predict
detections should have been made given the ground-truth origin time of the signals and
celerity of various types of infrasound. Raw data is high pass filtered at 1 Hz. Top panel
plots the beamformed signal pressure in pascals and bottom panel plots the energy as a
function of frequency and time in seconds relative to 2021-01-20 16:00:00 UTC.
prospective stratospheric detections for YW. Ergo, wavelengths of signals arriving at YW
are expected to range from 18.67 meters to 106.67 meters. Following standard deviations of
⇠ 36 meters and ⇠ 32 meters for distances associated with Areas 1 and 2, respectively, it is
apparent that phase-shifting may occur for successive waveforms across YW array time-series
data [Table 1.2 and Table 1.4]. Axiomatically, MCA is limited in its detection capabilities
insofar that only tropospheric infrasound can arrive at the array. As a result, wavelengths
of signals arriving at this array can range from 31 meters to 310 meters. Corresponding
standard deviations of ⇠ 81 meters and ⇠ 77 meters for Areas 1 and 2, respectively, suggest
that the possibility for temporal phase-shifting is still existent, however it is not as likely
as YW [Table 1.6 and Table 1.8]. Similarly, EOC is situated at distances where, in theory,
only tropospheric returns are expected. Therefore, associated wavelengths follow those of
MCA. Standard deviations di↵er slightly. Calculating distances between Area 1 and EOC
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array elements results in an approximate standard deviation of 75 meters, while Area 2
computations generate a standard deviation of ⇠ 68 meters [Table 1.10 and Table 1.12].
Therefore, although slightly higher, the potential for phase-shifting across corresponding
time-series data is similar to MCA. The implications of these calculations on array processing
and cross-correlation results will be detailed in later chapters.
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Chapter 3
Array Processing

3.1. Methodology
Array processing will be utilized in this context to assess the influence of short timescale
atmospheric dynamics on the usefulness of infrasound monitoring. To conduct this analysis,
we process time-series data and investigate the stability of direction-of-arrival estimates as
a function of time. Array deployments have become one of the most common methods
employed in the physical sciences to record waveform data. These deployments consist of
numerous sensors placed at discrete points in a well-defined configuration that amplifies
signal strength and improves the efficacy of related algorithms that approximate direction
of arrival [48]. As outlined in [48], the minimum requirements for a traditional seismic
array are three or more identical instruments spaced as a function of wavelength and noise.
Successful array processing is oftentimes predicated on ubiquitously high signal coherency
and the assumption of an incident planar wavefront. The latter is an adequate approximation
for regional distances but may not be applicable for arrays at close proximities to a source.
Similarly, when utilizing this methodology for infrasound array processing, its efficiency will
be dependent upon local atmospheric structure, noise conditions, array design, and signal
wavelength.
Contrary to processing single station data, array processing allows for the modification
of the time-series data insofar that signals can be shifted in time and subsequently summed
to improve signal-to-noise ratios [48]. Likewise, array methods enhance the quality of signal
analysis by formulating the slowness vector and determining source back azimuth through the
sampling of the infrasonic wave field in three dimensions [48]. An incident planar wavefront
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can be described by two parameters: the vertical incident angle i and the back azimuth ✓.
Comparatively, in relation to seismology, infrasound processing utilizes a vertical incidence
angle that is rotated 180 .The back azimuth represents the horizontal angle of incidence of
the incoming planar wavefront measured clockwise from north, whereas the vertical angle is
commonly transformed into the observable apparent velocity vapp , defined as:

sin i
1
=
= uhor
vo
vapp

(3.1)

where vo is the medium velocity above the array and uhor is the horizontal slowness [48].
In three-dimensions, the medium velocity is combined with both the vertical and horizontal
angles of incidence in the slowness vector ~u, defined as:

~u = (ux , uy , uz )

=

sin ✓ cos ✓
1
,
,
vapp vapp vapp tan i
(3.2)

= uhor (sin ✓, cos ✓,

=

1
)
tan i

1
(sin i sin ✓, sin i cos ✓, cos i)
vo

where ux is measured along the East-West directions and uy is measured along the NorthSouth direction [48]. Relative elevation di↵erences between individual array elements used
in this study are negligible, therefore the z component of the slowness vector will be omitted.
As a result, this study will concentrate solely on the formulation of the horizontal slowness.
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As an incoming planar wavefront traverses an array, successive detections will be separated by a time delay that is a function of the velocity of the wave and the inter-element
spatial distribution. The relationship can be written as:

ti = r~i · ~u

(3.3)

where ti is the measured time delay at the ith array element relative to a reference point [25].
This dependency assumes a homogeneous medium at the array, which may not be the case
for the true background environment. Comparatively, wave propagation through the Earth’s
interior is subject to higher levels of lateral inhomogeneities. On the other hand, propagation
through the atmosphere is subject to higher levels of temporal variability.
As mentioned previously, time-shifting and summing data is a powerful utility of array
processing. If the necessary components of the slowness vector of the phase of interest are
known, the recordings at individual stations can be shifted with respect to time. Thereafter,
summing the recordings results in the constructive interference of all signals that match the
known back azimuth and slowness [32] [48]. Also known as beamforming, the method can
be outlined mathematically, beginning with:

xcenter (t) = f (t) + ni (t)

(3.4)

where f (t) represents the signal, ni (t) corresponds to the noise component of the wave field
with variance

2

, and xcenter (t) is the recorded time-series at either the geometric center of

the array or a relative central array element [48]. Incorporating Equation 3.3, to account for
time delays associated with propagation velocity and element spacing, we have:
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xi (t) = f (t

r~i · uhor ) + ni (t)

(3.5)

where xi (t) is the time-series data recorded by station i with location ri . Removing the
corresponding time-shift results in:

xi (t + r~i · uhor ) = f (t) + ni (t + r~i · uhor )

(3.6)

Numerous array processing techniques function under the assumption that the direction
of wave propagation follows that of the great circle path connecting source and receiver.
However, lateral inhomogeneities and variable velocity structures produce reflections and
refractions, respectively, that have the potential to cause the propagating wavefront to deviate from the great circle path [25]. These deviations, not accounted for in the mathematical
framework, can impact estimates of back azimuth and horizontal slowness. In order to resolve
this impediment, back azimuth and horizontal slowness must be formulated simultaneously.
A common method used to execute this computation is FK analysis.
One way to solve for both parameters of the slowness vector is to initiate a grid search
over all ~u and ✓ combinations. The best parameter combination will produce the the highest
amplitudes of the summed signal [48]. Adhering to the methodology of [33] and [32], FK
derivation follows:

xi (t) = s (t

~uo · r~i )

(3.7)

where xi (t) is the time-series data of signal s(t) recorded at the ith station with location
vector r~i , relative to a reference array element, and ~uo is the slowness vector of the incident
wave, defined as:
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~uo =

1
(cos ✓, sin ✓)
vo

(3.8)

where vo is the near surface medium velocity in Equation 3.1 and ✓ is the back azimuth.
The signal, s(t), must be in phase across all array elements prior to summation in order to
generate maximum amplitude. Correspondingly, associated signal time delays, t

~uo · r~i ,

must be applied. Following the modifications related to Equation 3.6, this can be achieved
with:

N
1 X
y (t) =
xi (t + ~uo · r~i )
N i=1

(3.9)

where y(t) is the summed amplitude output of the array and N is the number of array
elements. Calculating a beam trace amplitude of a signal with a di↵erent slowness vector
can be done by reintroducing Equation 3.7 such that:

N
1 X
y (t) =
s (t + [~uo · r~i ])
N i=1

(3.10)

Performing a grid search in the time domain can become computationally expensive.
To remediate this impediment, FK analysis is performed in the spectral domain [48]. The
total energy at the array can be formulated through the integration of the squared summed
amplitude over time:
⇣
E ~k

⌘

k~o =

Z

1

y 2 (t) dt

1

(3.11)
1
=
2⇡

Z

N
1 X 2⇡i·(~k
|S (w)|
e
N i=1
1

1

2
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2
k~o )r~i

dw

where S(w) is the Fourier transform of s(t) and ~k is the wavenumber vector, defined as:

~k = (kx , ky ) = w · ~u = w (cos ✓, sin ✓)
vo

(3.12)

where w is the angular frequency and ko is the wavenumber corresponding to ~uo . The
direction of the wavenumber is expressed in terms of the back azimuth, while magnitude is
expressed in terms of slowness.
The array response function, or ARF, is an evaluation of the performance of an array for
a range of frequencies, given a particular wave front and array configuration [34] [48]. It is
expressed as:

⇣
A ~k

k~o

⌘

2

N
1 X 2⇡i·(~k
=
e
N i=1

2
k~o )r~i

(3.13)

as a result, the energy recorded at the array can be described in terms of the power spectral
density |S(w)|2 and the ARF |A(~k

k~o )|2 . In addition, FK analysis plots the power spectral

density as a function of back azimuth and slowness [48]. These parameters are derived from
the wavenumber vector:

~k =

q
2⇡
w
kx2 + ky2 =
=
~uhor
vhor

(3.14)

where uhor is the apparent horizontal slowness and vhor is the horizontal velocity. Calculating
back azimuth additionally utilizes the arctangent function, such that:

✓ = arctan
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✓

kx
ky

◆

(3.15)

Moreover, FK analysis embeds the quantified relationship between power spectral density,
back azimuth, and slowness on a polar coordinate system, where the radial and azimuthal
axes correspond to values associated with slowness and back azimuth, respectively.
The e↵ectiveness of FK analysis is contingent on the number of phases with various
slownesses present within the time window being processed. Correspondingly, successful
implementation of FK analysis requires a limitation on the length of the constructed time
window. As outlined in [48], it is suggested that the method be employed over short time
windows of data some seconds long. Array configurations should thus accommodate this feature by maintaining sufficiently small inter-station distances such that time delays associated
with an incident planar wavefront are reduced and time windows can be minimized. This
approach allows for the decontamination of phases not pertaining to the signal of interest.
Known as standard FK analysis, this method is limited to processing of full time-series data
spanning minutes to hours. In order to mitigate these temporal limitations, sliding-window
FK analysis is commonly implemented [35].
Sliding-window FK analysis utilizes a short time window of constant width and shifts
it across the recording at a constant step size while performing a standard FK analysis in
successive time windows. The back azimuth and slowness values pertaining to the maximum
of the power spectral density for each successive time window are stored. As a result, the
method is additionally advantageous in visualizing the development of slowness and back
azimuth as a function of time. Associated signal coherency is likewise stored. For optimal
results, the length of the time window must be wide enough to capture all components of
an incoming signal, but not so wide that the amount of incoherent noise within the window
begins to contaminate components of the slowness vector and decay signal coherency [48].
Ultimately, the window length should be dependent upon the size of the array, as well as the
frequency and slowness corresponding to the signal of interest.
3.2. Frequency Wavenumber Analysis
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Following Equation 3.13, a performance evaluation is conducted on data from YW in
order to assess array processing capabilities in the frequency domain. Ostensively, the array’s aperture is too large given estimates of the signals of interest. Therefore, utilizing an
interquartile range function, it was determined that, spatially, array elements 607 and 612
were outliers, thus prompting us to modify, and subsequently test, various array configurations. As a result, a theoretical ARF was generated for various array modifications within
a frequency range spanning 3 to 15 Hz and a trace velocity of 340 m/s, corresponding to
stratospheric returns [Figure 3.1]. Figure 3.1a outlines the original array configuration and
Figure 3.1b its associated ARF. As expected, results illustrate an comparatively small region
of maximum power situated at the center of the FK plot, thus demonstrating the array’s
suboptimal array configuration and supporting our initial hypothesis that, in its current
design, YW may not be suitable for array processing.
After omitting spatial outliers, we see an overall improvement in the diagrams [Figure 3.1c
and Figure 3.1d]. Regions surrounding the maximum power become darker, indicating that
energy is, to a greater extent, concentrated towards the center of the diagram. Moreover,
the lack of energy at these other slowness values suggest that the presence of spatial aliasing
has been reduced. Applying the interquartile range technique once more relegated array
element 617 to elimination [Figure 3.1e]. Subsequent generation of the ARF for the now
three-element array shows an increase in size of the region of maximum power, however the
omission of element 617 has simultaneously spread energy over a greater number of slowness
values, thus exacerbating spread of central lobe [Figure 3.1f]. In order to mitigate the tradeo↵ between an amplified central maximum power region and heightened levels of central lobe
width, we will henceforth utilize a four-element array configuration [Figure 3.1c] for ensuing
frequency domain array processing analysis.
In order to generate an FK diagram while simultaneously incorporating each primary
arrival associated with individual blasts, FK plots are constructed for each signal and sub-
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Figure 3.1: Theoretical array response functions for a-b) the original array, c-d) the
modified array omitting array elements 607 and 612, and e-f) the final array configuration
after omitting element 617. A frequency range of 3 to 15 Hz and an incident trace velocity
of 340 m/s were used as input parameters.
sequently stacked to produce a single plot for blasts pertaining to either Area 1 or Area 2.
The latter is conducted to search for a systematic di↵erence between primary arrivals from
both blast sites. We speculate that there will be no observable systematic change from each
site over the entire sequence. Stacking is executed by summing the relative power maps for
each signal and dividing the sum by the total number of observations present in the time
series for each Area. The objective is to fully capture the initial phase of successive signals,
while omitting later arrivals, and compare trace velocity and back azimuth estimates with
ground-truth information. Due to the noticeably large aperture corresponding to the YW
33

array, a time-shift was applied to each trace prior to FK plot construction in order to minimize window length. The shift was predicated on a manual alignment of the signals such
that maximum power was concentrated while residual energy at various slowness values was
minimized. As a result, the slowness vector used to time shift is commensurable with a back
azimuth of 144 and a trace velocity of 0.35 km/s. Associated plots for YW array processing
employ slowness vector values to readjust the location of energy distributions to their true
value. Additionally, a 3 - 15 Hz frequency band and two-second time windows were used
ubiquitously. Individual trace data is normalized prior to processing.

Figure 3.2: Stacked FK plots utilizing signals generated by Area 1 blasts for a) August 16
and c) August 22, as well as Area 2 blasts for b) August 16 and d) August 22. As noted in
Chapter 2, a 3 - 15 Hz band pass filter was used.
Results indicate that back azimuth estimates deviated from ground-truth values more
substantially on August 22 than on August 16 for signals emanating from both blast sites
[Figure 3.2]. Moreover, August 22 signals exhibited slightly higher trace velocities. Nonetheless, estimates for both days are physically plausible given theoretical stratospheric velocities.
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The degree of fluctuation in back azimuth estimates between both blast sites is greater on
August 22. Evidently, August 16 data was not able to di↵erentiate between blast sites,
while August 22 data, although inaccurate in its calculations, exhibits a disparity in its back
azimuth estimates that accounts for Area 2’s slightly di↵ering ground-truth value. Further
discussion and interpretation of this variability will be presented in Chapter 6.
A sliding-window of two-seconds length was applied to the time-series with a 75% overlap
in order to visualize the development of successive signals with respect to estimates of trace
velocity and back azimuth. Data points with semblance values lower than 0.6 are omitted
from the plots. As opposed to the stacked FK’s, back azimuths and trace velocities are
formulated for all phases associated with individual blasts across the time-series. An indepth overview of the various phases detected at the YW array will be discussed in the
following chapter. Area 1 results display sub-infrasonic trace velocity values [Figure 3.3].
Additionally, both days exhibit a consistent binary variability in back azimuth estimates
that fluctuate above and below the ground-truth value, however values above ground truth
are more frequently observed. Comparatively, August 16 array data generates data points
with higher semblances. Processing signals emanating from Area 2 illustrates similar trends
to Area 1 in back azimuth and trace velocity estimates as a function of time [Figure 3.4].
The characteristic binary fluctuation in back azimuth persists, while trace velocity values
are more consistent with estimated tropospheric arrivals. Back azimuth estimates are more
evenly dispersed above and below ground truth as opposed to Area 1. Furthermore, Area 2
data generates greater semblance values on August 22 rather than August 16.
Preliminary FK processing results for MCA produce biased estimates of back azimuth
estimates when compared to ground-truth values in Table 1.5 and Table 1.7 [Figure 3.5].
These results, in tandem with previously generated spectrograms, suggest that the sensors
deployed as part of the MCA array were undersampled, thus restricting the array in its
potential to resolve the high frequency components of the signals. As a result, we omit MCA
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Figure 3.3: Sliding-window FK analysis for signals generated by Area 1 blasts on a) August
16 and b) August 22, 2016 detected at the YW array. Successive two-second time windows
with a 75% overlap were applied. Top panel plots the normalized beam. Blue line indicates
ground-truth back azimuth calculated by averaging all back azimuths from sources to
receivers. The color of individual data points represents semblance value, with darker
colors indicating higher values. Semblance values range from 0 to 1, however only data
points with associated semblances greater than 0.6 are shown. Red and green lines are
upper limit phase velocity values for tropospheric and stratospheric returns, respectively.
Data was processed using a 3 - 15 Hz band pass filter.
from further FK analysis. However, in Appendix A.1 we implement a time domain linear
least squares inversion algorithm to gauge array optimality as a function of source-receiver
distance, array aperture, and instrument sampling rate.
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Figure 3.4: Description follows that of Figure 3.3, with the exception that now Area 2
blasts are analyzed for a) August 16 and b) August 22, 2016.
Producing stacked FK plots using a four-second time window for signals detected at
the EOC array emanating from Area 1 on January 13, 2021 and January 20, 2021 results
in near-identical back azimuth values, with 257.47 for the former and 257.40 for the latter
[Figure 3.6]. Comparatively, both values deviate from ground truth by approximately 2 .
Associated trace velocities fall within upper limit tropospheric returns, with January 13
exhibiting a value of 0.01 km/s less than its January 20 counterpart. Diagrams display
accentuated regions of normalized maximum power reaching values of 0.7. Moreover, stacked
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Figure 3.5: Stacked FK plots incorporating MCA array data associated with a) Area 1 and
b) Area 2 blasts on January 13, 2021. As outlined in Chapter 2, a 1 - 10 Hz band pass
filter was applied for processing.
FK plots for observations generated by blasts at Area 2 illustrate a greater than 1 increase in
back azimuth for both days [Figure 3.6]. Additionally, results deviate from associated ground
truth values by a little more than 1.5 . Likewise, the di↵erence in back azimuth estimates
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Figure 3.6: Stacked FK plots utilizing signals generated from Area 1 for a) January 13 and
c) January 20, as well as Area 2 for b) January 13 and d) January 20 recorded by the EOC
array. A 1 - 10 Hz filter was applied for processing.
between the two days augments to 0.2 , while corresponding trace velocities remain at upper
limit tropospheric values and are identical at 0.33 km/s. Evidently, the di↵erence in back
azimuth estimates between the two blast sites, as formulated by FK processing, is similar
to the di↵erence in ground truth back azimuths between both sites. This suggests that
the array is capable of di↵erentiating between signals emanating from distinct blast sites at
McAAP. An in-depth analysis of the variability between both blast sites across January 13
and January 20 will be presented in Chapter 6.
Conducting a sliding-window FK analysis utilizing a four-second time window and a 50%
overlap for signals generated by Area 1 explosions detected by the EOC array produces
values that coincide with physically realistic trace velocities and ground truth locations
[Figure 3.7]. Similar to the processing of YW array data, EOC results illustrate characteristic
binary fluctuations in back azimuth estimates as a function of time for both days of analysis.
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Figure 3.7: Sliding-window FK analysis for signals generated by Area 1 blasts on a)
January 13 and b) January 20, 2021 detected at the EOC array. Successive four-second
time windows with a 50% overlap were applied. Top panel plots the normalized beam.
Blue line indicates ground-truth back azimuth calculated by averaging all back azimuths
from sources to receivers. The color of individual data points represents semblance value,
with darker colors indicating higher values. Semblance values range from 0 to 1, however
only data points with associated semblances greater than 0.7 are shown. Red and green
lines are upper limit phase velocity values for tropospheric and stratospheric returns,
respectively. Data was processed using a 1 - 10 Hz band pass filter.
Contrarily, the lower limit back azimuth calculations equate to the average ground truth
back azimuth from all sources to receivers, while the greater value is 3 o↵set. Both days
consistently exhibit the greater back azimuth value prior to its counterpart. Furthermore,
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Figure 3.8: Description follows that of Figure 3.3, with the exception that now Area 2
blasts are analyzed for a) January 13 and b) January 20, 2021.
January 13 detections display a higher quantity of ground truth values. Trace velocity
estimates persistently plot at upper limit tropospheric values of ⇠ 0.34 km/s for both days.
Be that as it may, January 20 analysis similarly exhibits two slightly di↵erent velocities.
Similar to the trends in back azimuths, the greater velocity value precedes its counterpart
in a pattern that mirrors its corresponding back azimuth plot. In other words, greater
values in back azimuths regularly coincide with greater trace velocities. Applying slidingwindow FK processing on array data produced by Area 2 explosions reveals less fluctuation
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in back azimuths and more variability in trace velocity calculations as a function of time
[Figure 3.8]. As opposed to Area 1, Area 2 results consistently display slightly inaccurate
back azimuths in relation to ground truth. For January 13, relatively lower semblance
back azimuth values occasionally plot below ground truth, however any potential systematic
pattern is not discernible. Trace velocity estimates follow a similar trend while straddling the
line denoting upper limit tropospheric returns. January 20 processing results exhibit a fewer
quantity of back azimuths situated below ground truth. However, unlike the linear trend
associated with January 13, estimates encompassing full arrivals display slight variability,
with the initial estimate oftentimes relatively lower. The reemergence of binary variability is
evident in the trend of trace velocity formulations for January 20. Estimates toggle between
two distinct values at a near identical rate. The preceding value is regularly greater than its
counterpart. A closer look into these results relative to the FK diagrams in Figure 3.6 will
be explored in Chapter 6.
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Chapter 4
Waveform Cross-Correlation

4.1. Methodology
Cross-correlation is a quantitative measurement of similarity between two time-series as
a function of the displacement of one relative to another. We invoke this methodology to
reveal trends in the stability of the troposphere and stratosphere at sub-hour timescales.
Most array processing is based on cross-correlation between elements, where the computed
correlation maxima between stations correspond to signal time delays. This technique has
proved beneficial in seismology as its inverted di↵erential travel time calculations have the
capacity to drastically improve upon errors associated with arrival time measurements and
unmodeled velocity structures [27] [28]. The efficacy of cross-correlation is predicated on
the level of signal coherency across an array. Moreover, coherency can be analyzed by
time aligning signals relative to an array element. Propagation path e↵ects and ambient
noise have the potential to degrade coherency, therefore an optimal array configuration and
some knowledge of anticipated signal to noise ratio is needed to interpret waveform crosscorrelation results.
In order to quantify the measure of similarity between any two signals we apply the
method following Equation 1.5 and Equation 1.6 to compute the discrete cross-correlation.
Unlike convolution, the integration variable t is positive in both functions u1 and u2 . As
a result, u2 is not time-flipped and the functions have a constant di↵erence instead of a
constant sum. In the following sections, we construct three-second time windows for each
pair of signals analyzed and compute the normalized correlation coefficient at each point of
the overlap.
43

4.2. Assessment of Waveform Coherency

4.2.1. Spatial
A quantified measure of spatial coherency is achieved by cross-correlating signals detected
at each array element pair, generated by individual explosions at McAAP. Thereafter, the
maximum normalized correlation coefficient is plotted across the time-series at locations
pertaining to the detection of the signal. We use the correlation coefficient between each
pair of waveforms to construct a box and whisker plot, where the box extends from the lower
to upper quartile values of the data, with a line at the median. The whiskers extend from
the box to show the range of the estimates beyond the first and third quartiles. The upper
whisker will extend to the last datum less than Q3 + whisker ⇤ IQR, where IQR is the
interquartile range, Q3 is the third quartile, and whisker is set to 1.5. Correspondingly, the
lower whisker will extend to the first datum greater than Q1 + whisker ⇤ IQR, where Q1
is the first quartile. Data outliers are plotted beyond the whiskers as individual points. We
generate a notched box plot, where the notches represent the confidence interval around the
median. Notches are calculated using a Gaussian-based asymptomatic approximation.
On August 22, for a number of explosions detonated at McAAP, three distinct phases were
detected by the YW array [Figure 4.1]. These phases regularly fluctuate in the magnitude of
their relative amplitudes across the time-series. Comparatively, Phase A exhibits the least
amount of variability and is clearly visible across both blast sequences. Conversely, Phases B
and C intensify and decay as a function of time. In the beginning of the first blast sequence,
Phase B is notably present in the array data, whereas Phase C is not discernible to the naked
eye, potentially due to a low signal-to-noise ratio. As the detonation sequence progresses,
successive detections at YW illustrate the emergence of Phase C, while contemporaneously
displaying the gradual degradation of Phase B. Furthermore, inspection of the moveout
associated with Phases B and C indicates that, as distance from the source increases, the
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Figure 4.1: Distinct phases produced by an explosion from Area 2 at McAAP, detected by
the YW array. Signals were aligned relative to the initial onset of Phase A in order to
enhance visualization. Y-axis denotes pressure in Pascals and X-axis displays time in
seconds relative to 2016-08-22 16:00:00 UTC.
time delay of Phase B decreases while Phase C remains relatively consistent, suggesting that
Phase B travels at a faster trace velocity [Figure 4.1].
Spatial cross-correlations capture variabilites in the value of the maximum normalized
correlation coefficient as a function of phase and time [Figure 4.2]. Trends in coherency
across the first blast sequence for Phases A and B are similar and increase with amplitude.
The notable decay of Phase B towards the end of the first blast sequence coincides with

45

Figure 4.2: Spatial cross-correlation results for signals emanating from both blast sites on
August 22, 2016, captured by the YW array. Each phase across the time-series is processed
separately and results are displayed as box and whisker plots. Note that the emergence of
Phase C is not discernible to the naked eye until approximately 1200 seconds. Bottom
panel illustrates the beamformed time-series data encompassing detections from both blast
sequences. Top three panels plot the normalized correlation coefficient as a function of
time. Blasting began at Area 2.
lower spatial coherency. Conversely, the simultaneous intensification of Phase C corresponds
to high coherency. Detections corresponding to the second blast sequence commence at
noticeably lower amplitudes as seen in the beamformed data. They gradually increase in
amplitude across the time-series coinciding with slightly higher spatial coherency across all
phases, however Phase A appears to be most impacted by the amplification. Moreover, as
opposed to results from the first blast sequence, each phase associated with the second blast
sequence exhibits similar trends in coherency as a function of time.
For August 16 data, we focus solely on the initial phase (first arrival) related to each
blast. It should be noted, however, that multiple phases for each blast are prevalent across
the time-series. Ostensibly, certain explosions generate more than three arrivals at the array.
The waveform morphology corresponding to each one of these phases fluctuates at an even
higher rate with time, intensifying and decaying variably with no discernible methodical
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Figure 4.3: Spatial cross-correlation results for signals emanating from both blast sites on
August 16, 2016 captured by the YW array. Only the initial phase (first arrival) is
analyzed and results are displayed as box and whisker plots. The bottom panel illustrates
the beamformed time-series data encompassing detections from both blast sequences. Top
panel plots the normalized correlation coefficient as a function of time for the initial arrival.
Blasting began at Area 1.
repeatability. For the purposes of this study, we omit a quantitative analysis on these
signals, due in large part to the amount of data we intend to investigate and the limited
amount of time available. Future studies should examine and quantify how these phases
evolve with time, and subsequently compare their morphological variability with August 22
observations.
Cross-correlating initial arrivals generated by individual blasts reveals increased waveform
variability across the array [Figure 4.3]. This is portrayed by an increase in the range of
values encompassed by the box and whisker plots. Towards the latter half of the first
blast sequence, three data outliers are consistently observed. These points correspond to
the cross-correlation between each of the three array elements with the least amount of
spatial distribution (601, 602, 603). These outliers are likewise evident in the calculations
pertaining to the second blast sequence, although at a lower rate and higher level of temporal
variability. This trend suggests that the coherency of corresponding waveforms decays at a
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faster rate as it propagates across the array. Similar to August 22, observations associated
with Area 2 produce augmented measurements of spatial coherence when compared to Area
1 observations.

Figure 4.4: Spatial cross-correlation results for signals emanating from both blast sites on
January 13, 2021 captured at the MCA array. Only one arrival for each blast is observed
across the time-series, thus results correspond to the cross-correlations of that arrival
across successive traces. Bottom panel illustrates the beamformed time-series data
encompassing detections from both blast sequences. Top panel plots the normalized
correlation coefficient as a function of time. Coefficient values are zoomed in to visualize
temporal variability. Blasting began at Area 1.

As a direct result of its close proximity to the source and its small-scale aperture, spatial
cross-correlation results associated with the data recorded at MCA array on January 13,
2021 convey notably high levels of spatial coherence [Figure 4.4]. Likewise, Area 2 detections
produce consistently high values of the normalized correlation coefficient (> 0.90), while Area
1 exhibits increased rates of temporal variability. The third observation of the first blast
sequence generates noticeably lower measurements of spatial coherence when compared to
successive detections. These low values coincide with comparatively smaller amplitudes,
as evident in the beamformed data. Towards the latter end of the first blast sequence,
amplitudes intensify and spatial coherency is simultaneously augmented, thus suggesting a
strong correlation between blast size and/or signal to noise ratio with waveform coherency
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Figure 4.5: Description follows that of Figure 4.4, however January 29 data is now
analyzed.
across the array. Conversely, subsequent processing of January 29, 2021 data generates
consistently higher measurements of spatial coherency from Area 1 observations, as opposed
to those associated from Area 2 [Figure 4.5]. Similarly, the third observation of the first blast
sequence produces considerably lower values of the correlation coefficient when compared
with successive formulations. The eighth observation also generates noticeably diminished
values. Both observations coincide with relatively low amplitudes on the beamformed array
data. As opposed to January 13 correlation results, January 29 Area 2 results produce values
in the correlation coefficient that exhibit higher rates of temporal variability. Most notably,
towards the latter half of the second blast sequence, there is an evident drop in spatial
coherence spanning five observations. Not surprisingly, this degradation occurs concurrently
with a relative decrease in the amplitude of corresponding waveforms.
Reverting our analysis back to signals generated by blasts on January 13, 2021, it is apparent that successive arrivals at EOC produce lower rates of spatial coherence as a function
of time compared to MCA arrivals [Figure 4.6]. There is additionally a noticeable drop in
the beamformed amplitudes of the detections. Similar to the MCA results, Area 1 signals
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Figure 4.6: Spatial cross-correlation results for signals emanating from both blast sites on
January 13, 2021 captured at the EOC array. Two arrivals separated by a time delay of
less than one second are observed for each blast. We process the full signal (encompassing
both arrivals) during cross-correlation. Bottom panel illustrates beamformed time-series
data incorporating detections from both blast sequences. Top panel plots the normalized
correlation coefficient as a function of time. Blasting began at Area 1.

Figure 4.7: Description follows that of Figure 4.6, however January 20 data is now
analyzed.
produce correlation coefficients that are temporally more variable and altogether lower in
value than the signals corresponding to Area 2. Additionally, it should be noted that arrivals
at the EOC array on this day produce distinctly greater amplitudes in the first blast sequence
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relative to the second whereas, at MCA, the disparity in amplitudes is not as distinguishable.
There is an evident discrepancy in the spatial coherency of the first two detections of the
first blast sequence between MCA and EOC. Moreover, the relative amplitudes between the
first and second half of the Area 1 blast sequence counterbalance, whereas, at MCA, the
latter half of the aforementioned blast sequence consistently plots greater amplitudes when
compared to the first half. Spatially cross-correlating signals emanating from Area 2 at EOC
generates coefficient values that follow a similar trend to that of MCA, however values are
noticeably lower. Processing January 20 data recorded by EOC reveals notably lower rates
of temporal variability in spatial coherence as a function of time for both blast sequences.
Compared to January 13 data, the beamformed time-series data for January 20 generates
augmented amplitudes that have nearly increased by a factor of two. The correlation coefficient values have increased as well. Once again, Area 2 signals generate higher levels
of spatial coherency than Area 1, although its associated beamformed time-series data are
lower amplitude. An extensive explication of the spatial coherency results depicted in this
section will be presented in Chapter 6.

4.2.2. Temporal
In an e↵ort to further quantify the e↵ect of short timescale atmospheric dynamics on
infrasound propagation, we implement waveform cross-correlation on successive signals across
various instrument recordings and assess the coherency of these observations with respect
to time. The maximum normalized correlation coefficient between each pair of waveforms
is plotted as a function of approximate signal onset time [Figure 4.8 and Figure 4.9] and
the numerical order of sequential signals from distinct blast sites [Figure 4.10, Figure 4.11,
Figure 4.12, Figure 4.13, Figure 4.14, and Figure 4.15]. Waveform temporal coherency is
examined across full blast sequences (incorporating both Areas 1 and 2) and di↵erent days.
Additionally, temporal correlation matrices are generated for distinct phases emanating from
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Area 2 and captured by one of the YW array elements on August 22, 2016. In order to
accentuate trends in the variability of each of these phases with respect to time, we apply
a Hilbert transform to the filtered time-series recording and produce discrete signal data
envelopes to subsequently cross-correlate.

Figure 4.8: Element 603 temporal correlation matrices computed for a) Phase A, b) Phase
B, and c) Phase C. Note that, due to Phase C’s delayed emergence in the time-series, there
are fewer corresponding observations, thus fewer correlation coefficients to compute. Axis
values denote approximate onset time of signal at element 603 in seconds relative to
16:00:00 UTC on August 22, 2016.
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Figure 4.9: Description follows that of Figure 4.8, except that now envelopes are
cross-correlated.
YW array element 603’s time-series data are utilized to perform a temporal coherence
analysis on the multiple phase arrivals generated by Area 2’s blast sequence. This element
was chosen because its sensor consistently detected the first arrival at the array. Time
windows were constructed with the objective of exclusively encompassing each of the three
distinct phases [see Figure 4.1]. Thereafter, successive phases are cross-correlated and maximum normalized correlation coefficients are displayed in the form of matrices [Figure 4.8].
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The correlation matrix pertaining to Phase A illustrates variability in the value of the correlation coefficient ranging from 0.3 to 1. A pocket of high correlation (> 0.7) is situated
near the center of the time-series between 1155 and 1275 seconds. Furthermore, the first and
second atmospheric calibration shots display notable disparities in their associated correlation values with successive signals across the recording. The second atmospheric calibration
shot is well-correlated with other signals, while the first is the most dissimilar signal in the
dataset. Evidently, the highest rates of temporal variability occur towards the end of the
recording, where coefficient values fluctuate between ⇠ 0.4 - 0.5 to ⇠ 0.8 - 0.9 from signal
to signal. Moreover, Phase B correlation results display a pronounced pocket of high correlation values situated near the center of the blast sequence. This region of the recording
ranges from 1195 seconds to 1415 seconds. Preceding signals exhibit higher rates of temporal
variability, oftentimes oscillating between low coefficient values of ⇠ 0.5 and high values of
⇠ 0.8. Coherency begins to decay at 1445 seconds and lasts until the end of the sequence.
This degradation coincides with the visible deterioration of Phase B on the time-series data.
Unlike the results associated with Phases A and B, Phase C generates a correlation matrix
consisting of a stark drop in temporal coherency towards the center of the plot. Moreover,
initial instances of Phase C correlate well with later observations, e.g. signals between 1195
and 1255 seconds are well-correlated with signals between 1355 and 1435 seconds. Temporal
coherency is likewise enhanced towards the end of the blast sequence.
Cross-correlating corresponding data envelopes for the distinct phases accentuates the
features previously discussed [Figure 4.9]. Evidently, Phase A’s temporal coherency is most
enhanced when utilizing the envelopes, as illustrated in the drop of discrepancy in overall
correlation between the first and second signals of the recording. Trends in the fluctuation
of coherency in Phase B observations remain mostly similar. Likewise, the only prevalent
discrepancy in the envelope correlation matrix for Phase C is the accentuation of the four
pockets of correlation mentioned previously. Ultimately, relative to the others, Phase A
displays higher levels of temporal coherence across the blast sequence.
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Figure 4.10: Correlation matrices computed for detections recorded by the YW array
spanning both Area 1 and Area 2 blast sequences on a) August 16, 2016 and b) August 22,
2016. Axes plot signals associated with each sequence in numerical order. The area in
which blasting commenced is plotted first.
We beamform corresponding array data and cross-correlate waveforms generated by Area
1 and Area 2 explosions to investigate the rates of temporal coherency across both blast
sequences. This method is applied to data on two separate days to gauge the fluctuations
in coherency within longer timescales. Analysis is restricted to the initial phase associated
with each arrival. This is done to remedy the variability, and overall discrepancy, in the
subsequent phases across the time-series data between Area 1 and Area 2 at the YW array.
For the 2016 YW array data, correlation across both blast sequences are more pronounced on
August 22 than August 16 [Figure 4.10]. Moreover, for August 16 observations, correlation
results indicate higher levels of temporal coherency across the second blast sequence (Area
2) relative to the first (Area 1) [Figure 4.10a]. Area 1 detonations begin with relatively
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high rates of correlation, however, after the first 8 blasts, this coherency decays rapidly
and remains low across the rest of the sequence. The initial five signals convey a notable
fluctuation in coherency, oscillating between low and high rates of correlation across the
blast sequence. Interestingly, the first half of Area 1’s sequence correlates well with most
of the signals generated by Area 2. Likewise, Area 2 signals correlate well with themselves,
producing pockets of high coherency located near the center of the blast sequence. Area 2’s
signal 7 is anomalous insofar that it does not correlate well with any of the observations
generated by either Area. Computing temporal coherence measurements for August 22 data
depicts higher values of correlation between Area 2 signals relative to Area 1, similar to
August 16 results [Figure 4.10b]. Once again, augmented rates of coherency are situated
near the center of the blast sequence for Area 2. Area 1 results display low correlation values
spanning the first eight shots. Signals 9 - 13 are well-correlated with one another and are
also notably coherent with the final five shots of the sequence. Two more pockets of high
coherency encompass signals 16 - 19 and 20 - 25, respectively. Intriguingly, Area 1 signals
appear to be as correlated, if not more, to Area 2 signals as they are with themselves. Area
1’s signal 3 correlates well with the middle of the initial blast sequence. Furthermore, signals
9 - 13 correspond to Area 1 are better correlated with most of Area 2’s blast sequence relative
to Area 1’s. This trend reappears towards the end of Area 1’s blast sequence spanning signals
20 - 25. Additionally, the middle of the initial blast sequence is well-correlated with the final
two-thirds of the second sequence. These results indicate that detections made on August
22 exhibit higher rates of temporal coherency across both blast sequences than detections
made on August 16.
Following a similar methodology, we now cross-correlate signals associated with each
blast site across di↵erent days, August 16 and August 22 [Figure 4.11]. It’s worth noting
that, our analysis will now focus on the top left and bottom right sections of Figure 4.11a
and Figure 4.11b, since we have already discussed the results corresponding to the other
sections in the preceding paragraph. For signals emanating from Area 1, there is one evident
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Figure 4.11: Correlation matrices computed for detections captured by the YW array
spanning August 16, 2016 and August 22, 2016 for a) Area 1 and b) Area 2. Axes plot
signals associated with each blast sequence in numerical order.
pocket consisting of relatively high rates of correlation between August 16 and August 22.
This region encompasses the initial third and the final two-thirds of the blast sequences
associated with August 16 and August 22, respectively [Figure 4.11a]. Overall, the initial
third of the August 22 Area 1 sequence exhibits considerably lower temporal coherency when
correlated with the entirety of the August 16 sequence. Similarly, cross-correlating signals
emanating from Area 2 across both days generates one notable pocket of high coherency
[Figure 4.11b]. This region is situated near the center of the sequences spanning signals 8 15. Signal 7 on August 16 remains visibly anomalous, not correlating well with signals from
either day. In addition, signals 4, 5, and 6 display similar rates of coherency across both
blast sequences. Moreover, the initial shot on August 16 correlates better with the entirety
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of the August 22 blast sequence than its own. All in all, Area 2 produces signals that exhibit
higher rates of temporal coherency across separate days than Area 1.

Figure 4.12: Correlation matrices computed for detections captured by the MCA array
spanning both Area 1 and Area 2 blast sequences on a) January 13, 2021 and b) January
29, 2021. Axes plot signals associated with each sequence in numerical order. The area in
which blasting commenced is plotted first.
After carefully analyzing observations captured by the MCA array in 2021, we have
decided to constrain our temporal coherency assessment to encompass signals spanning both
blast sequences on January 13 and January 29. Following techniques employed on YW
data, we initially process the data by stacking associated traces and subsequently crosscorrelate stacked waveforms. Beamforming is not necessary due to the small aperture of
the array. Cross-correlating successive detections across both blast sequences on January 13
produces considerably higher rates of temporal coherency relative to detections made by YW
[Figure 4.12a]. Area 1 explosions generate signals that exhibit augmented rates of correlation
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relative to signals emanating from Area 2. The first four shots of the initial blast sequence
display greater temporal variability in relation to subsequent detonations, oscillating between
low correlation coefficient values of ⇠ 0.5 and high values of ⇠ 0.9. Ubiquitously high
correlation values (> 0.8) follow until the end of the sequence. It is apparent that temporal
coherency corresponding to Area 2 is much more susceptible to fluctuations relative to Area
1. Two anomalously low correlated signals in that blast sequence are signals 8 and 26.
Ostensibly, there is no discernible pattern in the variability of correlation across the blast
sequence. Area 2’s signals 4, 5, 6, 10, 15, 17, 18, 22, 23, and 25 are all well-correlated (>
0.7) with most of the signals emanating from Area 1. Moreover, Area 1’s signals 1, 3, 11,
19, 20, 21, 22, 23, and 26 are well-correlated with Area 2’s blast sequence.
Temporal variability is exacerbated when cross-correlating waveforms from January 29
[Figure 4.12b]. The fluctuations in the values of normalized correlation coefficient, evident
when processing data associated with Area 1, are depicted with no distinct recognizable
pattern. However, visibly higher rates of temporal coherency are displayed by the final six
shots of the sequence. Values range from ⇠ 0.5 to ⇠ 0.9 across the entire sequence. Once
again Area 2 observations are noticeably less coherent with respect to time. Signals 1 to 15
exhibit high rates of temporal variability, frequently oscillating between values of ⇠ 0.6 to
⇠ 0.8 - 0.9. Coherence decays dramatically for signals 16, 17, and 18. Signal 19 correlates
better with the first half of the sequence relative to the latter half. Similar to Area 1, a
pocket of high correlation is situated near the end of the blast sequence encompassing the
final six shots. This pocket of correlation is seen once more when correlating Area 1 signals
with Area 2 signals. Area 2’s signals 18 - 26 correlate well with the entirety of Area 1’s
sequence, whereas Area 1’s signals 12 - 20 oftentimes exhibit higher rates of coherency when
correlated with the first half of the second blast sequence. All in all, Area 1 produces signals
that are better correlated with each other than Area 2.
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Figure 4.13: Correlation matrices computed for detections captured by the MCA array
spanning January 13, 2021 and January 29, 2021 for a) Area 1 and b) Area 2. Axes plot
signals associated with each blast sequence in numerical order.
Correspondingly, we now cross-correlate signals associated with each blast site across
the di↵erent days used in the analysis of Figure 4.12. To reiterate, we focus mainly on the
results displayed on the top left and bottom right sections of Figure 4.13a and Figure 4.13b,
since we have already analyzed the data relating to the other sections in the preceding
paragraph. It is apparent that, other than signal 9, the first half of Area 1’s blast sequence
on January 29 is not well correlated with the entirety of the January 13 sequence, frequently
exhibiting correlation coefficient values at or below 0.5 [Figure 4.13a]. However, beginning
with signal 18 on January 29, signals become increasingly better correlated with the January
13 blast sequence. Cross-correlating Area 2 signals across both days conveys a similar trend
in coherency across the blast sequences insofar that January 29 signals become increasingly
better correlated with the January 13 blast sequence beginning with signal 18 [Figure 4.13b].
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Similarly, signal 9 on January 29 correlates relatively well with the January 13 sequence. A
notable discrepancy between Figure 4.13a and Figure 4.13b is that Area 2’s signals 1 and 8
on January 29 correlate very well with most of the signals generated from that blast site on
January 13. Overall, Area 2 produces signals that exhibit higher rates of temporal coherency
across both days analyzed.

Figure 4.14: Correlation matrices computed for detections captured by the EOC array
spanning both Area 1 and Area 2 blast sequences on a) January 13, 2021 and b) January
20, 2021. Axes plot signals associated with each sequence in numerical order. The area in
which blasting commenced is plotted first.
Transitioning over to our final array utilized for temporal coherence analysis, we investigate detections captured by EOC on January 13 and January 20, 2021. Assessment
is initiated by first beamforming the array data and subsequently cross-correlating waveforms across blast sequences [Figure 4.14] and days [Figure 4.15]. Cross-correlating signals
emanating from both blast sites on January 13 generates notably reduced values in the cor-
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relation coefficients relative to MCA [Figure 4.14a]. This is to be expected due to EOC’s
increased source-receiver distance, subjecting the propagating infrasound wave to greater
atmospherically-induced distortion. Qualitatively, correlation results between both arrays
are similar insofar that Area 1 consistently exhibits higher rates of temporal coherency relative to Area 2. At EOC, each of the first three signals of the initial blast sequence are
visibly incoherent when cross-correlated with other signals across that sequence. Two notable pockets exhibiting high temporal coherency encompass regions situated near the center
of the blast sequence. These regions incorporate signals 10 - 17 and 18 - 25, respectively.
Moreover, signals 11 - 13 are well-correlated (> 0.7) with signals 25 - 26 and signals 5 - 6
are well-correlated (> 0.7) with signals 11 - 12. Temporal coherency decays dramatically
when cross-correlating waveforms constituting the second blast sequence. Nonetheless, there
are two reduced pockets of moderately high correlation spanning signals 4 - 8 and 11 - 17,
respectively. Additionally, signal 12 correlates well (⇠ 0.7) with signals 1 - 2. There are
no significant results to note when cross-correlating signals between both blast sites, i.e. all
normalized correlation coefficient values fall below 0.6.
Detections captured on January 20 exhibit noticeably distinct patterns in temporal coherency relative to January 13 [Figure 4.14b]. Nevertheless, Area 1 remains superior to Area
2 in overall rates of correlation across respective blast sequences. The correlation matrix
corresponding to the initial sequence illustrates two regions of very high (⇠ 0.9) rates of
correlation. These regions encompass signals 3 - 8 and 9 - 15. Unlike previous 2021 correlation results, this is the first instance of notably high temporal coherency, when compared
to subsequently cross-correlated waveforms, situated in the beginning of the blast sequence.
The value in the correlation coefficient gradually decreases towards the end of Area 1’s blast
sequence, with signals 22 and 26 producing anomalously low rates of coherency across the
entire sequence. Interestingly, these two anomalous signals correlate well with one another
(⇠ 0.8). Cross-correlating Area 2 observations generates three distinct pockets of high correlation, separated by two anomalously incoherent signals. The first region of high temporal
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coherency spans signals 3 - 11, the second region spans 13 - 19, while the last encompasses
the final five signals of the detonation sequence. The signals constituting the second pocket
of high coherency also correlate well with the rest of the signals of Area 2’s blast sequence,
except for signals 1, 2, 12, and 21. The first and third pockets of high coherency also exhibit
similar trends. Comparable to the correlation matrix pertaining to Area 1, there are two
anomalously incoherent signals evident in Area 2’s matrix. However, these signals are now
signals 12 and 21. Intriguingly, cross-correlating Area 1 waveforms with Area 2 waveforms
indicates that the last third of Area 1’s blast sequence correlates well with the first third of
Area 2’s sequence. Area 2’s signals 3 - 6 gradually increase in their coherency with Area 1’s
blast sequence. All in all blast sequences on January 20 produce detections at EOC that
exhibit higher rates of temporal coherence relative to sequences initiated on January 13.

Figure 4.15: Correlation matrices computed for detections captured by the EOC array
spanning January 13, 2021 and January 20, 2021 for a) Area 1 and b) Area 2. Axes plot
signals associated with each blast sequence in numerical order.
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Lastly, cross-correlating signals emanating from each blast site across the distinct days
used for analysis at EOC results in the lowest measurements of temporal coherency portrayed in this study [Figure 4.15]. Processing signals emanating from Area 1 on both days
generate values of the normalized correlation coefficient that all fall below 0.6 [Figure 4.15a].
Relatively, the central portion of the initial blast sequence correlates well with most Area
1’s detonation sequence on January 20. These values are sufficiently low such that they are
not worthy of subsequent in-depth analysis and interpretation. Observations generated by
Area 2 explosions are even less coherent across both days of analysis [Figure 4.15b]. The
only signal that consistently displays normalized coefficient values greater than 0.3 is signal
8 on January 13. Interestingly, not only does this observation occasionally surpass 0.6 in
its quantified coherency measurements, but it’s also better correlated with Area 2’s blast
sequence on January 20 than its own. An extensive analysis and interpretation of the results
outlined in this section will be discussed thoroughly in Chapter 6.
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Chapter 5
Propagation Modeling
5.1. Methodology
The implementation of numerical modeling techniques in conjunction with pertinent atmospheric specifications facilitates the launching of theoretical ray paths that can be subsequently analyzed in order to gain insight into potential propagation paths from source to
receiver. This technique is utilized in this study to assess the day-to-day variability of the
troposphere and stratosphere. Classical ray tracing principles will be the numerical framework utilized to provide a straightforward way to calculate infrasound propagation paths,
including refraction heights, travel times, and wave front arrival angles [39]. The adiabatic
sound speed and horizontal wind structure are the main factors that influence acoustic propagation paths. The e↵ective sound speed Cef f incorporates both parameters and is defined
as:

Cef f = c + u||

(5.1)

where u|| represents the horizontal wind speed in the direction of propagation, defined as:

u|| = v cos + u sin

(5.2)

where v is the meridional component of the horizontal wind structure, u is the zonal component, and

is the azimuth [19]. It’s worth noting, the e↵ective sound speed is an approxi-

mation, constrained by the fact that it models the atmosphere in a 2-dimensional horizontal
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plane, omitting the potential e↵ect of the vertical wind component. As a result, this method
is predicated on a negligible vertical wind speed along the propagation path. The adiabatic
sound speed, or static sound speed, is dependent on the relationship between density and
pressure, a↵ected by temperature T , and assumes that the atmosphere behaves as an ideal
gas:

c=

p

RT

(5.3)

where R, the product of the ratio of specific heats for air and the specific gas constant,
is equivalent to 402.8 m2 s 2 K 1 , while T is the absolute temperature (K) [8]. Under the
geometric acoustics approximation, a wave generated by a surface explosion has the potential
to refract back to the Earth’s surface if the e↵ective sound speed at altitude exceeds the speed
at the ground.
As mentioned previously, the empirical models used as context within the G2S atmospheric specification system, MSISE-90 and HWM-93, rely upon temperature, density, and
atmospheric composition. These data are utilized to estimate the adiabatic sound speed,
as well as the zonal and meridional wind components, incorporated in the approximation of
the e↵ective sound speed [40] [41]. By implementing spherical and vector spherical harmonics in the data assimilation process, the G2S model has the capacity of providing a set of
model coefficients for times of interest that can then be used to reconstruct fields of each
atmospheric state variable and spatial derivatives, thus optimizing the characterization of
the infrasound propagation environment [42]. Subsequent implementation of ray tracing has
proved efficacious in modeling the e↵ects produced by refraction within the specified atmospheric environment [42]. Assuming the propagation of a plane parallel acoustic wave front
in a locally linear medium, the equations of propagation, as outlined by [43], are defined as:
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dr
= ck + u||
dt

dk
= (k · O(c + k · u|| ))k
dt

(5.4)

O(c + k · u|| )

(5.5)

where r is the position of the wavefront, c is the adiabatic sound speed (see Equation 5.3), k
is the wavefront normal unit vector, and u|| is the wind vector in the direction of propagation
(see Equation 5.2). Under the assumptions that a) the e↵ect of the vertical wind component
is negligible on propagation, b) the rate of change of the ray curvatures of each dimensional
component of kx,y,z with respect to altitude is negligible over the space of wavelength, and
c) propagation occurs through a horizontally stratified, range-independent, plane-parallel
atmosphere, Equation 5.4 reduces to:

dx
= kx c + u
dt
dy
= ky c + v
dt

(5.6)

dz
= kz c
dt
These simplified ray equations constitute a system of six ordinary di↵erential equations that
can be combined numerically given initial ray conditions r0 and k0 , as well as c(z), u(z), and
v(z) [44] [45] [46] [47] [2].
Compared to other propagation models, ray theory’s computational loading is relatively
small, yet it is still capable of generating clear visualizations of ray paths that can be readily
interpreted [42]. This technique has improved infrasound phase identification capabilities
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through the overlaying of ground bounce locations from a fan of rays launched from the
source. Two-dimension ray solutions will be plotted as a function of range and altitude
in order to accentuate refraction in the vertical plane. Moreover, three-dimensional ray
solutions will be computed to account for propagation path e↵ects across the horizontal
plane. InfraGA, a numerical ray tracing program, will be employed to solve the ray equations
using geometric acoustic methods via a classical fourth-order Runge Kutta (RK4) algorithm.
The program utilizes the e↵ective motionless medium approximation to model propagation
in an azimuthal plane. For three-dimensional propagation modeling, an inhomogeneous
moving background medium is applied. Furthermore, the program estimates the component
of attenuation associated with geometric spreading by employing the auxiliary parameters
outlined in [26] to calculate the Jacobian determinant and obtain the frequency independent
amplitude coefficient.
5.2. Atmospheric Profiles
Prior to the implementation of ray tracing, an extensive analysis should be conducted
on the particular atmospheric specifications utilized as the medium in the propagation software. This analysis will provide basic insight into how the atmosphere state may influence
infrasound propagation. As mentioned previously, we extract subsets of data from the G2S
servers. Data is extracted from the midpoint along the propagation path from source to
receiver for each of the arrays. A limitation of this method is that it does not account for the
atmospheric variability corresponding to other regions of the propagation path. Moreover,
ray tracing is restricted in its inspection of how the propagation of waves associated with
distinct frequency bands are a↵ected by the medium. Alternative software programs have
the capacity to accommodate these intrinsic limitations, however the utilization of these
separate modeling techniques is outside the scope of this study, but should be explored in
future work. Along with the spatial delegation, we temporally constrain our meteorological
data extraction to 16:00 UTC for each day of analysis in 2016 and 17:00 UTC for 2021.
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Figure 5.1: G2S atmospheric profiles extracted from the midpoint along the propagation
path from McAAP to YW at 16:00 UTC for a) August 16, 2016 and b) August 22, 2016.
E↵ective and adiabatic sound speeds are illustrated on the left-hand plot. Red line on the
e↵ective sound speed plot denotes upper limit tropospheric altitude and green line
represents upper limit stratospheric altitude. Vertical black line corresponds to the
e↵ective sound speed at the ground. Right-hand panel plots the meridional (V) and zonal
(U) wind components.
Atmospheric profiles associated with YW for August 16, 2016 at 16:00 UTC display no
evidence of a tropospheric duct [Figure 5.1a]. A strong eastward zonal wind component
dominates at these altitudes, opposite to the direction of the YW array. However, within
the first few kilometers of altitude, a westward wind component is visible. As a result, during our investigation we zoomed in and extensively analyzed the trends in the sound speeds
at those altitudes. Nowhere did we see the e↵ective sound speed surpass the speed at the
ground. This may be due to sufficiently low temperature, reducing the adiabatic sound speed
and e↵ectively dominating the influence of the zonal wind component. A stratospheric duct
is distinguishable at approximately 50 kilometers altitude. It should be noted, a few kilometers above the stratospheric duct, the e↵ective sound speed approaches the speed at the
ground. Although it does not surpass the value, the presence of a second stratospheric duct
is physically probable due to the uncertainties associated with the aforementioned meteorological datasets. Furthermore, a thermospheric duct is evident at roughly 105 kilometers.
Examining atmospheric profiles for August 22, 2016 conveys the absence of a tropospheric
duct [Figure 5.1b]. In addition, there appears to be a minimal westward wind component
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spanning the first few kilometers of the troposphere. As a result, we zoomed in and assessed
the variability of the e↵ective sound speed at those altitudes. We did not observe the speed
at altitude surpass the speed at the ground. We speculate this to be due to a sufficiently low
temperature such that the adiabatic sound speed is reduced and dominates the e↵ect of the
westward wind component. Similar to August 16, stratospheric and thermospheric ducts are
observed at approximately 50 kilometers and 105 kilometers altitude, respectively.

Figure 5.2: G2S atmospheric profiles extracted from the midpoint along the propagation
path from McAAP to MCA at 17:00 UTC for a) January 13, 2021 and b) January 29,
2021. Altitudes are constrained to the troposphere, as arrivals from the stratosphere and
thermosphere are physically impossible. Left panels plot the adiabatic and e↵ective sound
speeds. Vertical black line represents the e↵ective sound speed at the ground. Right panels
plot the meridional (V) and zonal (U) wind components.
Atmospheric profiles corresponding to the MCA array at 17:00 UTC on January 13, 2021
depict a notable tropospheric duct spanning altitudes ranging from ⇠ 0.5 - 2.5 kilometers
[Figure 5.2a]. Although temperature has a propensity to gradually decrease as altitude increases in the troposphere, it is evident that the eastward zonal wind component, at these
altitudes, is influential enough to counteract the temperature’s e↵ect on the e↵ective sound
speed. Likewise, assessing the results for January 29, 2021 indicates a tropospheric duct
ranging in altitude from ⇠ 0.5 - 5.5 kilometers [Figure 5.2b]. Results exhibit a more pronounced and prolonged eastward wind component at altitudes corresponding to refraction
relative to January 13. Atmospheric profiles associated with the EOC array at 17:00 UTC
on January 13 closely resemble those of MCA at that date and time [Figure 5.3a]. This
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suggests that there is minimal variably in the atmospheric state from the midpoint between
McAAP - MCA to the midpoint between McAAP - EOC, which are roughly 50 kilometers apart. Similarly, a tropospheric duct is present at altitudes ranging from ⇠ 0.5 - 2.5
kilometers. Thereafter, the duct begins to degrade as the influence of the westward wind
component diminishes and the temperature gradually decreases. Conversely, January 20 atmospheric specifications illustrate a consistent tropospheric duct beginning at approximately
0.5 kilometers and persisting into stratospheric altitudes [Figure 5.3b]. Not surprisingly, this
augmentation coincides with a notable increase in the e↵ect of the westward wind component
across the entirety of the troposphere.

Figure 5.3: G2S atmospheric profiles extracted from the midpoint along the propagation
path from McAAP to EOC at 17:00 UTC for a) January 13, 2021 and b) January 20, 2021.
Altitudes are constrained to the troposphere, as arrivals from the stratosphere and
thermosphere are physically impossible. Left panels plot the adiabatic and e↵ective sound
speeds. Vertical black line represents the e↵ective sound speed at the ground. Right panels
plot the meridional (V) and zonal (U) wind components.
5.3. Classical Ray Tracing

5.3.1. 2D Stratified Cartesian Propagation
A 2D stratified cartesian propagation technique is implemented in order to emphasize
vertical plane refraction. The method computes ray paths in an azimuthal plane using the
e↵ective sound speed approximation. As outlined in the previous section, the e↵ective sound
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speed will be derived from data provided by the G2S atmospheric specification system.
Input parameters for the propagation software include minimum and maximum inclination
angles, inclination step, and azimuth angle in which to generate corresponding ray paths.
In addition, due to the fact that G2S profiles are defined with altitude relative to sea level,
source elevation will be modified to mitigate for the erroneous extrapolation of temperature
and wind values below ground level. The input value pertaining to this parameter will be
calculated by taking the average ground elevation from source to receiver. The geographic
location of the source is chosen to be at the midpoint between Area 1 and Area 2. Similarly,
corresponding receiver locations are assigned to be situated at the geometric center of each
array.
Generating rays which extend from McAAP to YW and utilize atmospheric specifications
corresponding to August 16, 2016 illustrates two distinct ducts present in the stratosphere
and thermosphere [Figure 5.5a]. These ducts predominantly facilitate refraction at 45 and
105 kilometers altitude, respectively. Moreover, the model predicts a shadow zone that extends to 250 kilometers from the source. No tropospheric duct is predicted by the model.
Thermospheric ducting depicts the presence of three visible arrivals, separated by ⇠ 20 kilometers and beginning at ⇠ 275 kilometers from the source. In order to visualize the local
infrasound propagation environment, a panel is constructed which zooms into the location
of the array [Figure 5.5c]. Subsequent enhancement displays the array situated near the
center of the stratospheric bounce points, preceding initial thermospheric arrivals by about
20 kilometers. Incorporating August 22, 2016 meteorological data conveys a similar propagation environment, consisting of two distinct ducts in the stratosphere and thermosphere
[Figure 5.5b]. However, the shadow zone has decreased in length to ⇠ 225 kilometers. The
altitude in which refraction occurs in the stratosphere diminishes by a few kilometers relative
to August 16, this decrease is likewise observed in the thermosphere. Once more, thermospheric ducting produces three distinct arrivals separated by ⇠ 20 kilometers. Zooming into
the local infrasound propagation environment illustrates the location of the array to be situ72

Figure 5.4: 2D stratified cartesian propagation model plotting altitude as a function of
range and incorporating G2S specifications for the YW array at 16:00 UTC on a-c) August
16, 2016 and b-d) August 22, 2016. Meteorological data was extracted from the midpoint
along the propagation path from source to receiver. An azimuthal plane of 321.88 was used
in conjunction with a range of inclination angles spanning 0.1 to 45.5 with associated
inclination step of 0.1 . Ground level was set to 280 meters above sea level. Cyan triangle
denotes location of array relative to source. Panels c) and d) are zoomed in to enhance
visualization of the local infrasound propagation environment near the array. Red shaded
area represents troposphere, green represents stratosphere, and blue denotes thermosphere.
ated towards the end of the incident stratospheric waveguide [Figure 5.5d]. The initial onset
of thermospheric arrivals remains nearly identical to that of August 16.
Shifting our focus to 2021, we generate theoretical ray paths utilizing G2S specifications
on January 13 and January 29 from McAAP to MCA and on January 13 and January 20 from
McAAP to EOC. Assessment after incorporating January 13 meteorological data from the
source to MCA delineates the presence of a tropospheric duct within one kilometer altitude
[Figure 5.5a]. The array is situated approximately two kilometers preceding the arrivals
from the more pronounced waveguide, however low angle rays produced by the model reach
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Figure 5.5: 2D stratified cartesian propagation model plotting altitude as a function of
range and incorporating G2S specifications for the MCA array at 17:00 UTC on a) January
13, 2021 and b) January 29, 2021. Meteorological data was extracted from the midpoint
along the propagation path from source to receiver. An azimuthal plane of 54.78 was used
in conjunction with a range of inclination angles spanning 0.1 to 45.5 with associated
inclination step of 0.1 . Ground level was set to 220 meters above sea level. Purple triangle
denotes location of array relative to source. Red shaded area represents troposphere, green
represents stratosphere, and blue denotes thermosphere.
MCA. Utilizing January 29 atmospheric specifications portrays an augmented tropospheric
duct, persisting to altitudes greater than one kilometer [Figure 5.5b]. Conversely, the model
does not predict arrivals at MCA, instead a shadow zone is portrayed that extends from the
source to ⇠ 9.5 kilometers where rays from two pronounced waveguides are refracted back
to the surface. These waveguides reach roughly 0.4 and 0.5 kilometers, respectively.
Modeling ray paths to EOC using G2S data as context generates an increasingly complex
infrasound propagation environment. January 13 meteorological data produces two distinct
waveguides that refract at ⇠ 0.6 and ⇠ 0.8 kilometers altitude [Figure 5.6a]. The former
takes six bounces to reach EOC, while the latter bounces four times prior to its arrival
at the array. Additionally, the lower altitude waveguide exhibit the presence of caustics.
Launching ray paths through a medium incorporating January 20 G2S data produces a
propagation environment with higher rates of complexity, i.e. an augmentation in the number
of waveguides present [Figure 5.6b]. Ostensibly, three waveguides are visible within the first
⇠ 10 kilometers range. These waveguides reach altitudes of approximately 0.5, 1.6, and
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Figure 5.6: 2D stratified cartesian propagation model plotting altitude as a function of
range and incorporating G2S specifications for the EOC array at 17:00 UTC on a) January
13, 2021 and b) January 20, 2021. Meteorological data was extracted from the midpoint
along the propagation path from source to receiver. An azimuthal plane of 76.37 was used
in conjunction with a range of inclination angles spanning 0.1 to 45.5 with associated
inclination step of 0.1 . Ground level was set to 210 meters above sea level. Color
description follows that of Figure 5.5.
2.2 kilometers, with the two lower altitude waveguides exhibiting caustic features. The
lowest waveguide appears to bounce four times prior to its arrival at EOC, while the next
two higher waveguides bounce twice and once, respectively. Moreover, at each bounce of
the lowest waveguide, vertical propagating rays appear to bifurcate with respect to their
subsequent refraction altitudes. One group of rays remain in the preexistent waveguide,
while the residual propagate to higher altitudes and construct what can be considered a
fourth waveguide, refracting back to the surface at ⇠ 1 kilometer altitude. Due to its
emergent characteristic, and the fact that the waveguide becomes increasingly arduous to
distinguish as a function of range, it is difficult to confidently determine the total number of
bounces executed prior to its arrival at EOC.

5.3.2. 3D Stratified Spherical Propagation
A 3D stratified spherical propagation is implemented to compute ray paths in a three
dimensional inhomogeneous moving medium in order to assess the variability in infrasound
propagation across the horizontal plane. A fan of rays are generated from the source at
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multiple azimuths and inclination angles as to fully encompass the target array. The latitude
and longitude of the source can be specified to produce results for certain geographic locations
without requiring coordinate shifts. The geographic coordinates of the source are chosen to
be at the midpoint between both blast sites at McAAP.

Figure 5.7: 3D stratified spherical propagation model plotting celerity as a function of
geographic coordinates and incorporating G2S specifications for the YW array at 16:00
UTC on a) August 16, 2016 and b) August 22, 2016. Ray paths were generated across an
azimuthal range of 290 to 350 . Data points represent locations at which modeled rays
refracted back to the surface based on the e↵ective sound speed approximation. Data are
classified by celerity values where red represents tropospheric arrivals (> 320 m/s), green
represents stratospheric arrivals (270 - 320 m/s), and blue denotes thermospheric returns
(< 270 m/s). Minimum and maximum inclination angles span 0.1 to 45.5 , while
associated inclination step is 0.2 . Ground level is set to 280 meters and maximum range is
set to 400 kilometers.
Launching theoretical rays while utilizing YW receiver locations and G2S specifications
for August 16, 2016 illustrates the horizontal variability of arrivals associated with distinct
atmospheric ducts [Figure 5.7a]. After further analysis, it has been determined that the
tropospheric duct evident in the 3D propagation model, but nonexistent in the 2D model,
is nothing more than an artifact of the code. The program computes this fabricated duct to
correspond with a turning height of ⇠ 200 meters, while propagating over ranges greater than
400 kilometers. Due to local and regional topography, it is e↵ectively impossible for a duct of
this height to propagate such distances, suggesting that the predicament lies within the procedure in which the program executes interpolation. The spatial distribution of stratospheric
arrivals broadens from a NE - SW direction. Conversely, thermospheric arrivals exhibit a
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contrasting trend, decreasing in extent of its spatial distribution from a NE - SW direction.
The YW array is fully embedded in a zone of stratospheric arrivals. Incorporating August
22, 2016 meteorological data produces a similar fabricated tropospheric duct constrained to
altitudes reaching no more than a few hundreds of meters [Figure 5.7b]. The stratospheric
shadow zone has diminished in extent relative to August 16 models, suggesting that the
August 22 data produces an augmented e↵ective sound speed. On the other hand, thermospheric arrivals remain consistent. Likewise, horizontal trends in the spatial distributions of
stratospheric and thermospheric arrivals exhibit similar patterns. The YW array however,
is now situated within a region of sparsely distributed stratospheric arrivals. All in all, these
plots illustrate higher rates of daily temporal variability within the stratosphere than the
thermosphere.

Figure 5.8: 3D stratified spherical propagation model plotting celerity as a function of
geographic coordinates and incorporating G2S specifications for the MCA array at 17:00
UTC on a) January 13, 2021 and b) January 29, 2021. Ray paths were generated across an
azimuthal range of 30 to 90 . Data classification and associated celerity values follow that
of Figure 5.7. Inclination angles and inclination step follow that of Figure 5.7. Ground
level is set to 220 meters and maximum range is set to 10 kilometers.
Associated 3D spherical propagation models incorporating MCA array locations and
employing G2S atmospheric specifications for January 13, 2021 elucidates the horizontal
variability of the pronounced waveguide that, in Figure 5.5a, is predicted to have reached
the surface ⇠ 1 - 2 kilometers passed MCA [Figure 5.8a]. Its emergence and subsequent
persistency is illustrated in a NW - SE direction. Tropospheric arrivals are more densely
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Figure 5.9: 3D stratified spherical propagation model plotting celerity as a function of
geographic coordinates and incorporating G2S specifications for the EOC array at 17:00
UTC on a) January 13, 2021 and b) January 20, 2021. Ray paths were generated across an
azimuthal range of 30 to 90 . Data classification and associated celerity values follow that
of Figure 5.7. Inclination angles and inclination step follow that of Figure 5.7. Ground
level is set to 210 meters and maximum range is set to 100 kilometers.
distributed closer in proximity to the source relative to MCA. Three dimensional propagation
modeling results utilizing January 29, 2021 meteorological data exhibit higher rates of spatial
variability around MCA [Figure 5.8b]. Nearly half of the tropospheric arrivals have been
eliminated across the fan of rays. Moreover, the pronounced waveguide evident in January
13 modeling has likewise disappeared. MCA is now embedded in a region with more sparsely
distributed tropospheric arrivals. Increasing the range in which to model 3D infrasound
propagation insofar that the EOC array is fully encompassed by the fan of rays on January 13,
2021 illustrates a return to densely distributed tropospheric arrivals [Figure 5.9a]. Evidently,
this characteristic feature is variable as a function of horizontal range. Be that as it may, EOC
is embedded in a region exhibiting dense distributions of tropospheric arrivals. Incorporating
meteorological data for January 20, 2021 displays the augmented complexity within the
infrasound propagation environment seen in Figure 5.6b. Similar to MCA on January 29,
the plot portrays regions of relatively scarce tropospheric arrivals near the southern portion
of the fan [Figure 5.9b]. It’s worth noting that, both January 20 and January 29 models
predict a local tropospheric shadow zone towards the southern portion of the fan that extends
outward to approximately 10 - 15 kilometers. EOC is now situated in a region of relatively
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scarce tropospheric arrivals. All in all, after carefully inspecting models generated through
the implementation of atmospheric specifications for January 13, 20, and 29, it is apparent
that the troposphere exhibits higher rates of temporal variability at locations which are
closer in proximity to the source. The implications of these propagation models with respect
to previous array processing and cross-correlation results will be discussed in the following
chapter.

79

Chapter 6
Comprehensive Analysis

6.1. Discussion
This study has investigated the influence of atmospheric variability on infrasound propagation. Our main objective was to e↵ectively quantify propagation path e↵ects at timescales
unresolved by current atmospheric specification systems. We incorporated a variety of tools
to assess the temporal variability of waveforms, wavefields, and directions-of-arrival. It was
necessary to distinguish the e↵ects of source characteristics from that of propagation path
characteristics in order to mitigate misinterpretations. There have been several obstacles
that have inhibited our analysis. Primarily, the YW array was suboptimal for processing
infrasound data. Subsequent deployments were likewise inadequate due to their limited
sampling rates. Moreover, an analytical comparison between multiple stratospheric datasets
was hindered due to the lack of observations at UOO. Consequently, it has been difficult
to document variations in the direction-of-arrival that are attributable to propagation path
e↵ects.
Similarly, the complexity of the source has resulted in difficulties distinguishing source
from path e↵ects. There are significant variations in amplitude observed at the local array
that are a byproduct of source related features. As the infrasound waveguide continues to
propagate to far field and regional distances, it becomes increasingly difficult to decrypt the
incident wave and make accurate interpretations on the atmosphere’s impact on propagation.
Ongoing work within the seismo-acoustic research group at Southern Methodist University
has explored the utility of incorporating Empirical Greens Functions between long-range
and local sensors to di↵erentiate between source and path e↵ects. However, that work is
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outside the scope of this thesis. Despite these challenges, we have identified and quantified
the influence of path e↵ects on infrasound propagation. This section integrates the salient
components introduced in previous chapters and conducts a comprehensive analysis of the
results.

6.1.1. Array Processing

Figure 6.1: Stacked FK plots utilizing signals generated by Area 1 blasts for a) August 16
and c) August 22, as well as Area 2 blasts for b) August 16 and d) August 22. Side lobes
used to investigate biased estimates in Figure 3.3 and Figure 3.4 are shaded in red and
numbered in chronological order.
FK diagrams for data captured at YW display similar normalized power values at the
central lobes (⇠ 0.7) and at slowness vector components commensurate with back azimuths
ranging from 142.13 to 143.23 and trace velocity values ranging from 0.35 km/s to 0.36
km/s, see Figure 3.2. For reference, ground truth back azimuth from YW to McAAP is
140.78 . Subsequently generated sliding window results deviate from standard FK results,
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see Figure 3.3 and Figure 3.4. Each panel in Figure 3.2 consists of six side lobes that have the
potential to bias sliding window results. Area 1 August 16, 2016 YW sliding window observations display back azimuth estimates that fluctuate in a binary manner between 135 and
150.6 [Figure 3.3a]. In order to investigate the probable causes for these biased results, we
revert our evaluation back to standard FK analysis and calculate the back azimuths associated with each of the side lobes in Figure 6.1a. This approach is utilized for each panel
in Figure 6.1. We begin our analysis for each diagram with the westward facing side lobe,
parallel to horizontal, and continue our subsequent analysis in a clockwise manner.
Side lobe back azimuths and trace velocities for Figure 6.1a are as follows:
1. 149.03 & 0.38 km/s
2. 140.78 & 0.41 km/s
3. 134.40 & 0.37 km/s
4. 142.69 & 0.32 km/s
5. 148.47 & 0.34 km/s
6. 136.33 & 0.33 km/s
Slowness vector components at individual side lobes produced by Area 1 on August 16, 2016
data generate back azimuths that exhibit similar di↵erences to the sliding window estimates.
The lower limit of the binary fluctuations corresponding to Figure 3.3a appears to be associated with side lobe 3, above. Ambiguity emerges when attempting to distinguish the
catalyst responsible for the biased upper limit back azimuth estimates. The trend in the upper limit biased estimates in Figure 3.3a indicate the presence of minor variability, changing
by < 1 across the time-series. We speculate that this irregularity is a direct consequence of
changes in the determined location of the peak semblance between side lobes 1 and 5 across
successive time windows.
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Figure 6.1b estimates follow:

1. 146.43 & 0.38 km/s
2. 140.95 & 0.40 km/s
3. 136.34 & 0.37 km/s
4. 137.44 & 0.33 km/s
5. 142.56 & 0.32 km/s
6. 147.02 & 0.34 km/s

These binary fluctuations persist with observations associated with Area 2 on August 16,
2016 [Figure 3.4a]. Upper and lower limit back azimuth values remain the same as Figure 3.3a. Side lobe back azimuth estimates for Figure 6.1b indicate increasingly ambiguous
lower and upper limit fluctuations insofar that there are multiple side lobes that have the
propensity to generate each biased estimate seen in Figure 3.4a. At the biased lower limit,
it is apparent that side lobes 3 and 4 are potential catalysts, while the upper limit biased
value may be more closely related to the estimates associated with side lobes 1 and 6.
Figure 6.1c estimates follow:

1. 149.31 & 0.39 km/s
2. 141.10 & 0.42 km/s
3. 133.80 & 0.37 km/s
4. 136.32 & 0.33 km/s
5. 142.77 & 0.32 km/s
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6. 149.60 & 0.34 km/s

Signals emanating from Area 1 recorded by the YW array on August 22, 2016 produce sliding
window plots similar to Figure 3.3a and Figure 3.4a in that upper limit and lower limit
binary fluctuations in back azimuth estimates are 135 and 150 , respectively. As opposed
to side lobe estimates pertaining to Figure 6.1a, Figure 6.1c illustrates a greater number of
pertinent side lobes which have the propensity to bias sliding window results. Lower limit
biased observations appear to be most influenced by side lobes 3 and 4, while corresponding
upper limit estimates may be biased by side lobes 1 and 6.
Figure 6.1d estimates follow:

1. 149.26 & 0.39 km/s
2. 142.15 & 0.41 km/s
3. 135.15 & 0.37 km/s
4. 137.14 & 0.33 km/s
5. 143.53 & 0.32 km/s
6. 149.50 & 0.34 km/s

Sliding window back azimuth observations generated by Area 2 explosions on August 22, 2016
likewise exhibit binary variability similar to Figure 3.3b. Estimates toggle between 135 and
150 [Figure 3.4b]. It is probable that successive time windows determined the upper limit
biased estimates to coincide with either side lobes 1 or 6, similar to Area 1 observations
[Figure 6.1d]. Lower limit estimates appear to be a product of bias introduced by side lobe
3, and potentially 4. Although we have uncovered possible catalysts for the biased back
azimuth estimates observed in Figure 3.3 and Figure 3.4, we have yet to unravel the mystery
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surrounding the observed trace velocity estimates, which regularly plot below the lower limit
of physically realistic infrasound velocities. Due to the extensive e↵ort necessary to solve this
predicament, along with the overwhelmingly suboptimal array configuration, we will end our
sliding window bias investigation here. Future work may explore the cause for this physically
impossible result, however we suggest to continue research on arrays that are better suited
for infrasound propagation.

Figure 6.2: Stacked FK plots utilizing signals generated from Area 1 for a) January 13 and
c) January 20, as well as Area 2 for b) January 13 and d) January 20 recorded by the EOC
array. A 1 - 10 Hz filter was applied for processing. Measurements are plotted in a log scale
where the minimum value is equivalent to a normalized power of 0.6 ⇥ 10 ⇥ log10 and the
maximum value is 1.0 ⇥ 10 ⇥ log10.
As seen in Figure 3.7 and Figure 3.8, successive time windows executing FK analysis on
data recorded by the EOC array produces a binary fluctuation in back azimuth estimates,
where the upper limit bias is a few degrees above ground truth and the lower limit values are
at ground truth. To understand this variability we analyze EOC FK diagrams in Figure 3.6
and modify them slightly to accentuate central lobe structure. We apply a 10 ⇥ log10 scale
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and plot values commensurate with a normalized power ranging from 0.6 to 1.0 [Figure 6.2].
Results display a central lobe with one peak that matches the ground truth values in the
sliding window plots. The absence of a second peak indicates that these log scaled FK plots
fail to determine why these binary fluctuations persist. As noted, signals recorded by EOC
occasionally exhibit two arrivals, with one arriving immediately after another. We speculate
that the emergence and absence of these biased back azimuth estimates is directly influenced
by the intensity of the second arrival with respect to its signal to noise ratio across the timeseries. In this study, we incorporated both arrivals when processing EOC data. Future
studies should explore the utility of quantifying the variability of both arrivals with respect
to each other and as a function of time.

6.1.2. Spatial Coherency
Spatially cross-correlating individual phases recorded by the YW array on August 22,
2016, as shown in Figure 4.2, reveals systematic trends in the value of the normalized correlation coefficient with respect to time. Phases A and B exhibit similar patterns of spatial
coherence, suggesting that both phases respond to changes in the local infrasound propagation environment at the array in a similar manner. Towards the center of the first blast
sequence however, Phase B proves to be more robust in maintaining spatial coherence than
Phases A and C. On the other hand, towards the end of the initial blast sequence, Phase C
appears to be least impacted by the local atmospheric environment at the array, as shown
in the spatial coherence plots. In the second blast sequence, the fluctuations in temporal
coherence across all phases is directly correlated with changes in relative amplitude. Phases
A and B are more robust in maintaining spatial coherence against the influence of the local
environment at the array. All in all, coherence is visibly a↵ected by the relative amplitudes and/or blast size of explosions from McAAP, suggesting that source e↵ects are the
predominant catalyst in the variability of spatial coherence.
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Results incorporating the primary phase of each explosion observed at YW on August
16, 2016 depicts a similar dependence on amplitude, see Figure 4.3. As amplitude decreases,
spatial coherence decreases, as evident in the latter half of the first blast sequence where
observations consistently plot three spatial outliers (601, 602, and 603). This same feature
can be seen towards the end of the first blast sequence on August 22. Due to the predominant
relationship between spatial coherence and relative amplitude, it is difficult to distinguish
source e↵ects from propagation path e↵ects when observing and interpreting variability in
the normalized correlation coefficient. Moreover, across all spatial coherence plots, Area
2 observations regularly exhibit greater coherency than Area 1 observations, once more
indicating that these plots may be more suitable for interpreting variability caused by source
e↵ects as opposed to propagation path e↵ects.

6.1.3. Temporal Coherency
In order to quantify the measure of similarity between any two waveforms recorded by
individual arrays across both blast sequences and distinct days, we incorporated waveform
cross-correlation and examined how measures of similarity vary with respect to space and
time, as well as phase. Qualitatively, the three distinct phases evident on August 22, 2016
time-series data captured at YW exhibit minor variability with respect to their associated
trace velocities. It is apparent that the time delay between Phase A and Phase B appears
to decrease across the array, while Phase C remains relatively constant. As noted, the arrays suboptimal configuration is unable to resolve slowness vector components for individual
phases across the sliding window plot. Future studies should deploy regional arrays configured for infrasound arrivals and compare with YW array data to see if the amount of phases
remains the same. If so, we suggest the implementation of standard FK analysis, similar to
the approach used in this study, and a subsequent analysis of central and side lobe structure
associated with the individual phases present in the time-series.
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Figure 6.3: Element 601 temporal correlation matrices computed for a) Phase A, b) Phase
B, and c) Phase C. Note that, due to Phase C’s delayed emergence in the time-series, there
are fewer corresponding observations, thus fewer correlation coefficients to compute. Axis
values denote approximate onset time of signal at element 601 in seconds relative to
16:00:00 UTC on August 22, 2016.
Although intrinsic limitations associated with the array design restricted our analysis of
these phases, we were able to generate valuable measurements when implementing temporal
waveform cross-correlation. Cross-correlating individual phases across the recording at array
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element 603 illustrates a discrepancy in the trends in temporal coherence across successive
phases and as a function of time, see Figure 4.8. In order to explore how temporal coherence
associated with each phase fluctuates with time on separate recordings, we applied the same
approach to observations captured at array element 601 [Figure 6.3]. Although not identical,
both Phases A and B exhibit similar trends in temporal coherence relative to 603, while Phase
C exhibits trends that are visibly dissimilar. This suggests that the temporal coherence of
Phase C is least dependent on source e↵ects, while Phases A and B appear to be more
contingent on source characteristics pertaining to the blast sequences conducted at McAAP.
Cross-correlating beamformed primary phase waveforms recorded by the YW array on
2016 reveals patterns in their temporal coherence that transcend blast sequences, see Figure 4.10, and days, see Figure 4.11. Cross-correlating Area 1 signals with Area 2 signals on
August 16 produces pockets of high correlation that e↵ectively quantifies the influence of
short timescale atmospheric dynamics and reveals changes in the state of the stratosphere.
Observations on August 22 produce similar results with visibly higher temporal coherence,
implying that the stratosphere was more stable across these time intervals on August 22
than on August 16. Patterns in temporal coherence between the same areas across di↵erent
days are notably dissimilar, thus suggesting that the influence of the source on waveform
coherency is e↵ectively nonexistent. It is important to note that the infrasound propagation
environments from source to receiver on both August 16 and August 22 are very similar, thus
the visible discrepancy in correlation plots highlights changes in the atmospheric state that
fall below current model resolutions. Cross-correlating Area 1 waveforms from August 16
with Area 1 waveforms from August 22 reveals disparate trends in the pattern of temporal
coherency when compared to the correlation matrix produced by cross-correlating Area 1
waveforms with themselves [Figure 4.11]. On the other hand, applying the same approach
to Area 2 signals generates trends that are noticeably similar when compared to Area 1 observations, implying that signals emanating from Area 2 are less susceptible to propagation
path e↵ects and are more dominated by source e↵ects than Area 1 signals.
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Temporal coherence between signals of both blast sequences is reduced in relation to coherence between signals of the same blast sequence when examining MCA data on January
13, 2021 and January 29, 2021, see Figure 4.12. On both days, Area 1 consistently generates greater temporal coherence than Area 2. We speculate this to be a result of Area 1’s
closer proximity to the array. Additionally, we believe that the presence of relatively lower
temporal coherence generated by cross-correlating Area 1 waveforms with Area 2 waveforms
on January 13 is a product of the change in source characteristics between both blast sites,
as well as the increased atmospheric variability due to turbulence. This di↵erence in temporal coherence between blast sites diminishes when analyzing January 29 observations. We
speculate this to be directly associated with the disparate infrasound propagation models in
Figure 5.5 and Figure 5.8. Both horizontal and vertical plane propagation predict a dense
set of tropospheric arrivals towards the MCA array on January 13, while on January 29
models predict scarce arrivals across the horizontal plane and a slight overshoot of incoming
tropospheric rays on the vertical plane. We suspect this di↵erence in the modeled infrasound propagation environment between both days to be the cause of the drop in temporal
coherence visible when cross-correlating waveforms between January 13 and January 29 in
Figure 4.13.
There is a significant drop in temporal coherence when cross-correlating signals across
both blast sequences at EOC, see Figure 4.14. Coincidentally, as opposed to YW’s infrasound propagation modeling, see Figure 5.4, EOC’s associated propagation environment is
notably less stable and more complex across both days, see Figure 5.6. EOC’s correlation
matrices in Figure 4.14 illustrates the e↵ects of this dissimilarity by exhibiting significant
drops in temporal coherence when cross-correlating Area 1 signals with Area 2 signals on
January 13 and January 20, 2021, respectively. These results imply that the troposphere
is significantly less stable over these short timescales than the stratosphere, and that high
temporal coherence between any two waveforms is most likely due to source e↵ects.
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6.2. Conclusion
In this study, we investigated the utility of various infrasound datasets to quantify the influence of short timescale atmospheric variability on wave propagation. These datasets were
generated by repeated explosions emanating from two distinct blast sites in McAlester, Oklahoma. They were processed using numerous tools and unique methodologies. A preliminary
analysis on the YW array, which initially recorded aforementioned waveforms, illustrated
the viability of these detections as a means of providing information on the atmospheric
state where current specification systems are limited. There were inherent limitations when
employing FK analysis due to the suboptimal array configuration. Therefore, we produced
theoretical array response functions for various array configurations to gauge optimality.
Generating stacked FK plots incorporating primary arrivals across full blast sequences on
August 16, 2016 and August 22, 2016 were able to document discrepancies in the formulation
of back azimuth and trace velocity estimates between both blast sites. Applying a sliding
window to the time-series resulted in biased back azimuth estimates which fluctuated, but
remained relatively stable, at two distinct values of 135 and 150 . These results prompted
further inspection of stacked FK plots side lobe structures. We determined regions with the
highest probability of generating biased estimates seen in back azimuths. Trace velocities
were consistently observed below realistic infrasonic values. We speculate that these results
are a byproduct of the inadequate array design and that further investigation should focus
on arrays that are more suitable for infrasound processing. Most importantly however, the
variations in back azimuth seen in the sliding window plots are minor, thus demonstrating that stratospheric infrasound observations prove to be an e↵ective means for explosion
monitoring and treaty verification.
Spatial cross-correlation revealed the dependency between spatial coherence and increased relative amplitude of successive observations, signifying that source e↵ects may be
the dominant force causing waveform variability. This relationship transcended both space
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and time. The only instance when this dependency decayed was during successive arrivals
of Phase C towards the latter half of the initial blast sequence on August 22, 2016. Crosscorrelating prospective phases across instrument recordings reintroduced source characteristics as the primary driver of waveform variability for Phases A and B. Phase C however,
appeared to be influenced, to a higher degree, by propagation path e↵ects. Moreover, temporally cross-correlating primary arrivals captured at YW across blast sequences and days
depicted patterns of similarity most likely a product of the impact of gravity waves on infrasound propagation.
YW results motivated the deployment of three separate infrasound arrays located westward of the blast sites at three distinct locations. The near source, or local MCA array,
as well as the far field array, EOC, were able to detect signals generated at McAAP. The
regional array however, was unable to produce a dataset viable for analysis. As a result,
we omitted that array from subsequent analysis. FK results indicated that the MCA array was undersampled during deployment. Consequently, we assessed the functionality of
the array in determining discrete pit back azimuth by incorporating a time domain array
processing approach utilizing a linear least squares inversion algorithm. Results indicated
that the array aperture was too small to resolve components of the slowness vector for successive signals. We addressed this predicament by theoretically modifying the array design
and finding optimal configurations for instruments with sampling rates of 250 Hz and 1000
Hz. Recommended source-receiver distances for instruments of either sampling rate are suggested for future deployments interested in various research topics. Standard FK analysis
of the EOC dataset produced diagrams with highly accentuated central lobe structure. In
order to investigate why this result was observed, we re-imaged the original FK diagrams
by plotting the data on a 10 ⇥ log10 scale and decreased the range of semblance values. We
were unable to find a second peak in the central lobe. Much like YW, applying a sliding
window to the time-series data at EOC resulted in occasional binary fluctuations that remained stable between two distinct back azimuth estimates. Unlike YW however, the lower
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limit of associated back azimuth values for EOC was consistent with ground truth values.
Moreover, trace velocity values remained consistent across both blast sequences on January
13, 2021 and January 20, 2021. This stability in back azimuth and trace velocity variations
for tropospheric arrivals reinforces our previous interpretation that infrasound observations
are a robust tool for explosion monitoring.
Much like YW analysis, the relationship between spatial coherence and relative amplitudes persists across both MCA and EOC observations, thus suggesting that source e↵ects
continue to dominate spatial waveform variability at these distances and time scales. Temporal cross-correlation produces distinct correlation matrices for both MCA and EOC arrays. Correlating signals across both blast sequences results in a drop in temporal coherence
relative to the correlation of signals across individual blast sequences for both MCA and
EOC, although the reduction is more pronounced with EOC observations. A similar pattern emerges when cross-correlating signals across distinct days for both arrays. The least
temporally correlated matrices correspond to the correlation of signals from January 13 with
signals from January 20 at the EOC array. We speculate that the dominant atmospheric
catalyst producing these increased rates of waveform variability is turbulence. All in all, we
were successful in quantifying the impact of short timescale atmospheric variability on infrasound propagation, while simultaneously revealing patterns in the atmospheric state that
are unresolvable due to intrinsic limitations associated with current specification systems.
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Appendix A
Appendix
A.1. Optimizing Local Array Design
Processing array data in the time domain provides additional means of assessing array
performance and formulating components of the slowness vector. Predicated on the same
principles as frequency domain processing, calculating time delays between individual stations ti , given a location vector r~i and associated slowness ~u of in incoming planar wavefront,
time domain processing relies on the assumption of a homogeneous medium at the array
[Equation 3.3]. Likewise, back azimuth can be derived by incorporating both components of
the slowness vector similar to Equation 3.15, where ~k is substituted with 2⇡f~u :

✓ = arctan

✓

ux
uy

◆

(1.1)

and the trace, or phase, velocity is the inverse of the horizontal slowness similar to Equation 3.14, where we follow modifications made above, resulting in:

vp =

⇣p
⌘
1
1
=
=
ux 2 + u y 2
||~u||
uhor

1

(1.2)

The approximation of a solution to a linear system of equations involves determining
a particular model m
~ that minimizes the square of the residual vector. If using the 2norm residual vector as misfit, the model that minimizes the residuals can be solved by
implementing a least squares inversion. As outlined in [36], following the normal equations,
this quantity is minimized by the model estimate:
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⇣
⌘
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m~L2 = G~T G
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G~T d~

(1.3)

~ is the design matrix of full column rank,
where m~L2 is the least squares model solution, G
and d is the data vector consisting of corresponding observations. The forward model is
thus:

~m
G
~ = d~

(1.4)

where incorporating parameters from Equation 3.3 leads to the modifications of the variables
~ becomes an M ⇥ 2 matrix that contains the di↵erence in coordinates for each
such that, G
element pair, m
~ is a 2 ⇥ 1 matrix corresponding to the horizontal components of the slowness
vector, and d~ is an M ⇥1 matrix of lags associated with the maximum normalized correlation
coefficient between each pair of elements [37]. M represents the total number of element pairs
within the array. Following the methodology of [38], the maximum normalized correlation
coefficient is formulated through the utilization of time domain cross-correlation, defined as:

c (⌧ ) = n

Z

u1 (t) u2 (t + ⌧ ) dt

(1.5)

with n representing the normalization:

n = qR

1
u1 2 (t) dt

R

(1.6)
u2 2 (t) dt

and where u1 and u2 are instrument recordings. The time o↵set between two elements is
measured by the delay, or lag ⌧ for which the correlation coefficient, or quantified similarity
value, Cc = max{c(⌧ )} occurs. Correspondingly, these lags are the observations stored in
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the data vector d from Equation 1.3 and Equation 1.4. Subsequent chapters will focus on
the utility of the maximum normalized correlation coefficient as a means of assessing spatial
and temporal signal coherency.
In order to assess the efficacy of array processing on MCA data, the inversion algorithm is
employed and the time-series is upsampled to 250 Hz. As mentioned previously, the inversion
is implemented to formulate the components of the slowness vector and subsequently derive
back azimuth. We focus solely on the fidelity of back azimuth estimates to gauge the array’s
utility in approximating source location. In addition, we constrain our analysis to signals
emanating from Area 2 on January 13, 2021. Using Equation 1.4, the forward model is
initiated by incorporating a back azimuth equivalent to the average of all ground truth
back azimuths from Area 2 pit locations to the receivers of the MCA array using spherical
trigonometry. Successive iterations of the forward model consist of systematic perturbations
in back azimuth, while maintaining a constant upper limit tropospheric trace velocity of
0.34 km/s. Perturbations are consistent with incremental increases in standard deviation,
where one standard deviation is equal to the average of all standard deviations in Table 1.7
(0.3698 ) and inter-station distance is sorted from smallest to largest [Figure 1.1].
Forward modeling reveals that the element pair with the maximum di↵erence in lag after
perturbing back azimuths is element pair 4. The di↵erence in lag between the first iteration
and the final iteration is 0.001 seconds. Consequently, given a 250 Hz sampling rate, the
instruments’ corresponding delta of 0.004 seconds indicates that this array configuration is
not capable of resolving changes to the slowness vector associated with successive time-series
observations. In an attempt to resolve this predicament, all the while maintaining the fixed
sampling rate, we modify the initial array configuration by increasing its size by a factor
of 325. This value was determined through trial and error. Proceeding model parameter
perturbations, following the same methodology, reveal that the element pair with the minimum di↵erence in lag from the first to the second iteration is element pair 3 [Figure 1.2].
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Figure 1.1: a) Inter-station distance as a function of element pair, where X-axis values
denote the pairs of elements sorted by distance. b) Results of forward modeling, where
each iteration systematically and incrementally perturbs the input back azimuth value.
Correspondingly, the lag is 0.0042 seconds, while the delta remains at 0.004 seconds, thus
indicating that this reconfiguration has the capability of resolving for discrete source location
across the blast sequence.
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Figure 1.2: a) Modified array configuration to accommodate the signals of interest and a
250 Hz sampling rate. b) Forward modeling results after repetitively perturbing the input
back azimuth parameter.
At local source-receiver distances, one must mitigate the possibility of erroneously downsampling deployments, consequently omitting vital signal characteristics present at higher
frequencies. As a result, we propose an alternate array configuration optimized for sensors
with a 1000 Hz sampling rate. Reconfiguration is executed through the enlargement of the
original array by a factor of 100. After upsampling the time-series data and initiating forward
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Figure 1.3: a) Modified array configuration to accommodate for the signals of interest and
a 1000 Hz sampling rate. b) Forward modeling results after repetitively perturbing the
input back azimuth parameter.
modeling, we find that element pair 3 consists of the minimum distance in lag between the
first and second iterations [Figure 1.3]. Associated lag is 0.0013 seconds. With a re-evaluated
delta of 0.001 seconds, it is evident that this modification is efficacious in the resolution of
the slowness vector for discrete detections across the time-series.
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As a means of assessing the modified array configurations, we generate synthetic data
and execute the linear least squares inversion procedure. In addition, the algorithm is applied to the real data in order to facilitate a qualitative comparison between the various
implementations. Each signal generated as a component of the synthetic dataset is given a
ground truth back azimuth with reference to the central array element, as well as an arrival
time value corresponding to the initial onset of the signal at the central element. Moreover,
each synthetic signal is given an amplitude of 5 Pascals and frequency content in the 1 10 Hz band. Correspondingly, each impulsive source is simply a Delta function filtered to a
specified frequency band. The synthetic dataset is processed through each array configuration three times. In the first implementation, no noise is added to the time-series data, i.e.
the level of noise is equal to an infinitesimally small number, which can be assumed to be
zero, and the noise level refers to the factor by which randomly generated samples, obtained
from a normal Gaussian distribution, are increased. The next implementation incorporates
a medium noise level equal to 1 and the final implementation a high noise level equal to
15. Each implementation constitutes the utilization of a sliding-window where a pairwise
cross-correlation is to be performed between each pair of traces and a least squares inversion
is applied to estimate components of the slowness vector.
For each noise iteration through the reconfigured array accommodated for 250 Hz sampling rate sensors, we construct a 20-second time window to account for the large time delays
and determine that a 1-second overlap is sufficient for processing. Applying the inversion
procedure elicits back azimuth estimates with high fidelity [Figure 1.4]. The algorithm is effective in determining discrete source location. Moreover, trace velocities remain constant at
ground truth values. Error ellipsoids at 95% confidence intervals are constructed for the first
signal present in the time-series. Results illustrate notably small intervals, reinforcing the
efficacy of this method. The initial two signals and the final signal exhibit slight deviations in
back azimuth estimates from ground truth values. Similarly, adding a low noise component
to the time-series produces data points with high fidelity [Figure 1.5]. Back azimuth devia100

Figure 1.4: a) Sliding-window inversion results for the modified array configuration with no
noise added accommodated for sensors with a 250 Hz sampling rate and b) 95% error
ellipsoid associated with both components of the slowness vector for the first signal in the
time-series.
tions from ground truth for the first two signals and the final signal are reduced. However,
the region encompassed by the error ellipsoid is increased by an order of magnitude. Incorporating high noise levels produces increasingly inaccurate calculations [Figure 1.6]. Only
three data points are plotted correctly with no systematic trend in fidelity as a function
of time. Furthermore, only one data point is plotted with the correct trace velocity value.
This point coincides with an accurate back azimuth calculation as well. Error ellipsoids have
increase and no longer span a region of the data space that contains the correct answer.
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Figure 1.5: Description follows that of Figure 1.4 with the exception that low noise is now
applied.
For each noise iteration through the array reconfigured to accommodate 1000 Hz sensors,
we construct a 10-second time window and determine that a 1-second overlap is sufficient for
processing. Applying the inversion procedure to data with no noise produces back azimuth
estimates with relatively low fidelity compared to the array data for the 250 Hz modifications [Figure 1.7]. The first half of the detections occasionally estimate the back azimuth
to be slightly greater than ground truth in the initial onset of the pulse, however estimates
across the entire time-series regularly exhibit noticeably greater values at the end of individual pulse sequences. Error ellipsoids span a wider region of data space than those seen
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Figure 1.6: Description follows that of Figure 1.4 with the exception that high noise is now
applied.
in Figure 1.4. To a much lower extent, trace velocities display similar trends in estimates
spanning individual pulse sequences. Incorporating low noise levels produces similar plots
except for that variability in the deviation in back azimuth estimates from ground truth
values is reduced [Figure 1.8]. Trace velocities exhibit near identical patterns and error ellipsoids encompass the same surface area of data space. Adding high noise levels to the
synthetic signals eliminates more of the back azimuth and trace velocity values with correspondingly lower fidelities [Figure 1.9]. Nevertheless, the region encompassed by the error
ellipsoids increases in size. We theorize that the discrepancy seen in the estimates pertaining
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Figure 1.7: a) Sliding-window inversion results for the modified array configuration with no
noise added accommodated for sensors with a 1000 Hz sampling rate and b) 95% error
ellipsoid associated with both components of the slowness vector for the first signal in the
time-series.
to the implementation of the high noise models to both modified array configurations is a
result of utilizing shorter time windows for the 1000 Hz array. Finally, applying the inversion
procedure to the real data verifies our initial observation detailing the suboptimality of the
original array configuration. Back azimuth estimates are consistently inaccurate by approximately 30 with each successive sliding-window calculation [Figure 1.10]. Additionally, the
computed trace velocities are unrealistic given the proximity of the array to the source. It
should be noted however, that the plots, although imprecise given ground truth information,
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Figure 1.8: Description follows that of Figure 1.7 with the exception that low noise is now
applied.
do exhibit systematic trends in back azimuth and trace velocity calculations as a function of
time.
Upsampling raw data in a programming software is not as e↵ective as deploying instruments with proper sampling rates in the field. The resampling function used in this study
applies the Fourier method, assuming the signal to be periodic. Moreover, the time delays
associated with array processing assume the arrival of a planar wave front. This assumption
is justified at regional and tele-seismic/infrasonic distances, however it can degrade at local
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Figure 1.9: Description follows that of Figure 1.7 with the exception that high noise is now
applied.
distances such as MCA’s proximity to McAAP. Future deployments should formulate the
optimal balance between sampling rate and array aperture. This trade-o↵ will determine
how far an array should be from its intended source. This distance will a↵ect the type
of infrasound detected at the sensors. We speculate that, the reconfigured arrays used in
this study would not generate valuable datasets because the planar wave front assumption
would not be upheld due to the large array apertures. Future work should investigate this
trade-o↵ within the context of analyzing signals from McAAP and ascribe prioritization to
one of the parameters. If the examination of source waveform characteristics is the primary
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Figure 1.10: a) Sliding-window array processing results utilizing the real data set band pass
filtered from 1 - 10 Hz and b) 95% error ellipsoid associated with both components of the
slowness vector for the first observation.
objective, we suggest that the proximity to the source and sampling rates be prioritized. On
the contrary, if studies wish to investigate the efficacy of location algorithms, we suggest
researchers to relegate the importance of proximity, and instead aim to deploy arrays at
sufficient distances such that the plane wave assumption is upheld.
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A.2. Ground Truth Tables
Table 1.1: Area 1 - YW Back Azimuths (in degrees)
Pit Number

601

602

603

607

612

617

1

141.82

141.93

141.99

141.37

142.38

142.3

2

141.83

141.94

141.99

141.38

142.38

142.3

3

141.83

141.94

142

141.38

142.38

142.31

4

141.83

141.95

142

141.38

142.39

142.31

5

141.84

141.95

142.01

141.39

142.39

142.32

6

141.84

141.95

142.01

141.39

142.39

142.32

7

141.84

141.95

142.01

141.39

142.39

142.32

8

141.84

141.95

142

141.38

142.39

142.31

9

141.83

141.94

142

141.38

142.39

142.31

10

141.83

141.94

141.99

141.37

142.38

142.3

11

141.82

141.93

141.99

141.37

142.37

142.3

12

141.81

141.93

141.98

141.36

142.37

142.29

13

141.81

141.92

141.98

141.36

142.37

142.29

14

141.82

141.93

141.99

141.37

142.37

142.3

15

141.83

141.94

141.99

141.37

142.38

142.3

16

141.83

141.94

142

141.38

142.38

142.31

17

141.84

141.95

142

141.38

142.39

142.31

18

141.81

141.92

141.98

141.36

142.36

142.29

19

141.8

141.91

141.97

141.35

142.35

142.28

20

141.8

141.91

141.96

141.35

142.35

142.28

21

141.79

141.91

141.96

141.34

142.35

142.27

22

141.79

141.9

141.96

141.34

142.34

142.27

23

141.79

141.9

141.96

141.34

142.34

142.27

24

141.79

141.9

141.96

141.34

142.35

142.27

25

141.8

141.91

141.96

141.35

142.35

142.28

26

141.8

141.91

141.97

141.35

142.36

142.28

141.82
1.71 · 10

141.93
2

1.71 · 10

141.99
2

1.71 · 10
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141.37
2

1.68 · 10

142.37
2

1.68 · 10

142.3
2

1.71 · 10

2

Table 1.2: Area 1 - YW Distances (in meters)
Pit Number

601

602

603

607

612

617

1

2.55 · 105

2.55 · 105

2.55 · 105

2.6 · 105

2.6 · 105

2.55 · 105

2.55 · 105

2.55 · 105

2.55 · 105

2.6 · 105

2.6 · 105

2.55 · 105

2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26

2.55 · 105
2.55 · 105
2.55 · 105
2.55 · 105
2.55 · 105
2.55 · 105
2.55 · 105

2.55 · 105
2.55 · 105
2.55 · 105
2.55 · 105
2.55 · 105
2.55 · 105
2.55 · 105
2.55 · 105
2.55 · 105
2.55 · 105
2.55 · 105
2.55 · 105
2.55 · 105
2.55 · 105
2.55 · 105
2.55 · 105
2.55 · 105

2.55 · 105
36.55

2.55 · 105
2.55 · 105
2.55 · 105
2.55 · 105
2.55 · 105
2.55 · 105
2.55 · 105
2.55 · 105
2.55 · 105
2.55 · 105
2.55 · 105
2.55 · 105
2.55 · 105
2.55 · 105
2.55 · 105
2.55 · 105
2.55 · 105
2.55 · 105
2.55 · 105
2.55 · 105
2.55 · 105
2.55 · 105
2.55 · 105
2.55 · 105
2.55 · 105
36.53

2.55 · 105
2.55 · 105
2.55 · 105
2.55 · 105
2.55 · 105
2.55 · 105
2.55 · 105
2.55 · 105

2.6 · 105
2.6 · 105
2.6 · 105
2.6 · 105
2.6 · 105

2.55 · 105
2.55 · 105
2.55 · 105
2.55 · 105
2.55 · 105
2.55 · 105
2.55 · 105
2.55 · 105
2.55 · 105
2.55 · 105
2.55 · 105
36.52
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2.6 · 105

2.59 · 105

2.6 · 105

2.55 · 105

2.6 · 105

2.6 · 105

2.6 · 105

2.55 · 105
2.55 · 105

2.6 · 105

2.59 · 105

2.59 · 105

2.55 · 105

2.6 · 105

2.6 · 105

2.54 · 105
2.55 · 105

2.6 · 105

2.6 · 105
2.6 · 105
2.6 · 105
2.6 · 105
2.6 · 105
2.6 · 105
2.6 · 105
2.6 · 105
2.6 · 105
2.6 · 105
2.6 · 105
2.6 · 105
2.6 · 105
2.6 · 105
2.6 · 105
36.65

2.59 · 105
2.59 · 105

2.59 · 105
2.6 · 105
2.6 · 105
2.6 · 105
2.6 · 105
2.6 · 105
2.6 · 105
2.6 · 105
2.6 · 105
2.6 · 105
2.6 · 105
2.6 · 105
2.6 · 105
2.6 · 105
2.6 · 105
2.6 · 105
36.45

2.55 · 105
2.55 · 105
2.55 · 105
2.55 · 105
2.55 · 105
2.55 · 105
2.55 · 105
2.55 · 105
2.55 · 105
2.55 · 105
2.55 · 105
2.55 · 105
2.55 · 105
2.55 · 105
2.55 · 105
2.55 · 105
2.55 · 105
2.55 · 105
2.55 · 105
2.55 · 105
2.55 · 105
2.55 · 105
2.55 · 105
2.55 · 105
2.55 · 105
36.46

Table 1.3: Area 2 - YW Back Azimuths (in degrees)
Pit Number

601

602

603

607

612

617

1

141.91

142.02

142.08

141.45

142.47

142.39

2

141.91

142.02

142.08

141.45

142.47

142.39

3

141.91

142.03

142.08

141.46

142.47

142.4

4

141.91

142.03

142.08

141.46

142.47

142.4

5

141.92

142.03

142.09

141.46

142.47

142.4

6

141.92

142.03

142.09

141.46

142.47

142.4

7

141.92

142.04

142.09

141.47

142.48

142.4

8

141.92

142.04

142.09

141.47

142.48

142.4

9

141.93

142.04

142.1

141.47

142.48

142.41

10

141.93

142.04

142.1

141.47

142.48

142.41

11

141.93

142.05

142.1

141.48

142.49

142.41

12

141.93

142.04

142.1

141.47

142.49

142.41

13

141.94

142.05

142.11

141.48

142.49

142.42

14

141.94

142.06

142.11

141.49

142.5

142.43

15

141.95

142.06

142.11

141.49

142.5

142.43

16

141.95

142.06

142.12

141.49

142.5

142.43

17

141.95

142.06

142.12

141.49

142.51

142.43

18

141.95

142.07

142.12

141.5

142.51

142.44

19

141.95

142.07

142.12

141.5

142.51

142.44

20

141.96

142.07

142.13

141.5

142.51

142.44

21

141.96

142.07

142.13

141.5

142.51

142.44

22

141.96

142.08

142.13

141.51

142.52

142.44

23

141.96

142.08

142.13

141.51

142.52

142.45

24

141.97

142.08

142.14

141.51

142.52

142.45

25

141.97

142.08

142.14

141.51

142.52

142.45

26

141.97

142.08

142.14

141.51

142.53

142.45

141.94

142.05

142.11

141.48

142.5

142.42

1.95 · 10

2

1.95 · 10

2

1.95 · 10

110

2

1.92 · 10

2

1.91 · 10

2

1.95 · 10

2

Table 1.4: Area 2 - YW Distances (in meters)
Pit Number

601

602

603

607

612

617

1

2.53 · 105

2.53 · 105

2.53 · 105

2.58 · 105

2.58 · 105

2.53 · 105

2.53 · 105

2.53 · 105

2.53 · 105

2.58 · 105

2.58 · 105

2.53 · 105

2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26

2.53 · 105
2.53 · 105
2.53 · 105
2.53 · 105
2.53 · 105
2.53 · 105
2.53 · 105

2.53 · 105
2.53 · 105
2.53 · 105
2.53 · 105
2.53 · 105
2.53 · 105
2.53 · 105
2.53 · 105
2.53 · 105
2.53 · 105
2.53 · 105
2.53 · 105
2.53 · 105
2.53 · 105
2.53 · 105
2.53 · 105
2.53 · 105

2.53 · 105
31.82

2.53 · 105
2.53 · 105
2.53 · 105
2.53 · 105
2.53 · 105
2.53 · 105
2.53 · 105
2.53 · 105
2.53 · 105
2.53 · 105
2.53 · 105
2.53 · 105
2.53 · 105
2.53 · 105
2.53 · 105
2.53 · 105
2.54 · 105
2.53 · 105
2.54 · 105
2.53 · 105
2.54 · 105
2.53 · 105
2.54 · 105
2.54 · 105
2.53 · 105
31.98

2.53 · 105
2.53 · 105
2.53 · 105
2.53 · 105
2.53 · 105
2.53 · 105
2.53 · 105
2.53 · 105
2.53 · 105
2.53 · 105
2.53 · 105
2.53 · 105
2.53 · 105
2.53 · 105
2.53 · 105
2.53 · 105
2.53 · 105
2.53 · 105
2.53 · 105
2.53 · 105
2.53 · 105
2.53 · 105
2.53 · 105
2.53 · 105
2.53 · 105
32.05

111

2.58 · 105
2.58 · 105
2.58 · 105
2.58 · 105
2.58 · 105
2.58 · 105
2.58 · 105
2.58 · 105
2.58 · 105
2.58 · 105
2.58 · 105
2.58 · 105
2.58 · 105
2.58 · 105
2.58 · 105
2.58 · 105
2.58 · 105
2.58 · 105
2.58 · 105
2.58 · 105
2.58 · 105
2.58 · 105
2.58 · 105
2.58 · 105
2.58 · 105
31.21

2.58 · 105
2.58 · 105
2.58 · 105
2.58 · 105
2.58 · 105
2.58 · 105
2.58 · 105
2.58 · 105
2.58 · 105
2.58 · 105
2.58 · 105
2.58 · 105
2.58 · 105
2.58 · 105
2.58 · 105
2.58 · 105
2.58 · 105
2.58 · 105
2.58 · 105
2.58 · 105
2.58 · 105
2.58 · 105
2.58 · 105
2.58 · 105
2.58 · 105
32.57

2.53 · 105
2.53 · 105
2.53 · 105
2.53 · 105
2.53 · 105
2.53 · 105
2.53 · 105
2.53 · 105
2.53 · 105
2.53 · 105
2.53 · 105
2.53 · 105
2.53 · 105
2.53 · 105
2.53 · 105
2.53 · 105
2.53 · 105
2.53 · 105
2.53 · 105
2.53 · 105
2.53 · 105
2.53 · 105
2.53 · 105
2.53 · 105
2.53 · 105
32.47

Table 1.5: Area 1 - MCA Back Azimuths (in degrees)
Pit Number

MCA01-BDF

MCA02-HHZ

MCA02-HHN

MCA02-HHE

1

226.06

226.04

225.99

226.14

2

226.06

226.04

226

226.15

3

226.05

226.02

225.98

226.13

4

226.08

226.06

226.02

226.17

5

226.23

226.21

226.16

226.31

6

226.55

226.53

226.49

226.63

7

226.77

226.75

226.71

226.86

8

226.85

226.83

226.79

226.93

9

226.92

226.9

226.85

227

10

227

226.98

226.94

227.09

11

227.1

227.08

227.03

227.18

12

226.93

226.91

226.87

227.02

13

226.64

226.62

226.57

226.72

14

226.69

226.67

226.62

226.77

15

226.61

226.59

226.55

226.7

16

226.51

226.49

226.44

226.59

17

226.37

226.35

226.31

226.45

18

226.42

226.4

226.36

226.51

19

226.36

226.34

226.3

226.45

20

226.49

226.47

226.42

226.57

21

226.41

226.39

226.35

226.5

22

226.29

226.27

226.22

226.38

23

226.11

226.09

226.05

226.2

24

226

225.98

225.94

226.09

25

225.94

225.92

225.87

226.03

26

226.02

226

225.96

226.11

226.44

226.42

226.38

226.53

0.34

0.34

0.34

0.34
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Table 1.6: Area 1 - MCA Distances (in meters)
Pit Number

MCA01-BDF

MCA02-HHZ

MCA02-HHN

MCA02-HHE

1

6,428.97

6,419.27

6,435.93

6,431.73

2

6,447.68

6,437.98

6,454.64

6,450.44

3

6,467.52

6,457.82

6,474.48

6,470.28

4

6,483.95

6,474.25

6,490.9

6,486.71

5

6,505.84

6,496.14

6,512.78

6,508.63

6

6,510.07

6,500.35

6,516.96

6,512.91

7

6,502.94

6,493.21

6,509.81

6,505.82

8

6,483.97

6,474.24

6,490.83

6,486.86

9

6,460.44

6,450.71

6,467.29

6,463.34

10

6,433.79

6,424.06

6,440.63

6,436.71

11

6,407.74

6,398

6,414.56

6,410.67

12

6,382.75

6,373.02

6,389.6

6,385.66

13

6,372.71

6,362.98

6,379.59

6,375.56

14

6,406.05

6,396.32

6,412.93

6,408.91

15

6,437

6,427.28

6,443.88

6,439.85

16

6,460.18

6,450.47

6,467.08

6,463.02

17

6,486.44

6,476.72

6,493.35

6,489.24

18

6,365.13

6,355.42

6,372.04

6,367.95

19

6,322.33

6,312.62

6,329.25

6,325.14

20

6,308.17

6,298.45

6,315.07

6,311

21

6,289.87

6,280.16

6,296.79

6,292.69

22

6,278.57

6,268.86

6,285.5

6,281.37

23

6,278.63

6,268.93

6,285.58

6,281.4

24

6,292.51

6,282.81

6,299.47

6,295.25

25

6,313.31

6,303.61

6,320.28

6,316.04

26

6,332.45

6,322.76

6,339.41

6,335.2

6,402.27

6,392.55

6,409.18

6,405.09

77.18

77.17

77.16

77.19
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Table 1.7: Area 2 - MCA Back Azimuths (in degrees)
Pit Number

MCA01-BDF

MCA02-HHZ

MCA02-HHN

MCA02-HHE

1

242.5

242.5

242.42

242.57

2

242.28

242.28

242.21

242.35

3

242.43

242.43

242.35

242.5

4

242.18

242.19

242.11

242.25

5

242.33

242.34

242.26

242.4

6

242.1

242.1

242.02

242.16

7

242.26

242.26

242.19

242.33

8

242.03

242.04

241.96

242.1

9

242.2

242.2

242.13

242.27

10

241.98

241.98

241.91

242.05

11

242.13

242.13

242.06

242.2

12

241.9

241.9

241.83

241.97

13

242.02

242.03

241.95

242.09

14

241.91

241.91

241.83

241.97

15

241.63

241.63

241.56

241.7

16

241.81

241.82

241.74

241.88

17

241.56

241.56

241.49

241.63

18

241.72

241.72

241.65

241.79

19

241.48

241.49

241.41

241.55

20

241.65

241.65

241.58

241.72

21

241.4

241.41

241.33

241.47

22

241.55

241.55

241.48

241.62

23

241.3

241.3

241.23

241.37

24

241.49

241.49

241.42

241.56

25

241.21

241.21

241.14

241.28

26

241.36

241.36

241.29

241.43

241.86

241.86

241.79

241.93

0.37

0.37

0.37

0.37
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Table 1.8: Area 2 - MCA Distances (in meters)
Pit Number

MCA01-BDF

MCA02-HHZ

MCA02-HHN

MCA02-HHE

1

6,943.35

6,933.38

6,947.98

6,948.71

2

6,938.88

6,928.9

6,943.54

6,944.21

3

6,965.08

6,955.1

6,969.72

6,970.43

4

6,956.98

6,947

6,961.66

6,962.3

5

6,981.69

6,971.71

6,986.34

6,987.02

6

6,973.78

6,963.79

6,978.47

6,979.08

7

6,999.76

6,989.78

7,004.43

7,005.09

8

6,993.62

6,983.64

6,998.32

6,998.91

9

7,017.46

7,007.48

7,022.13

7,022.77

10

7,011.4

7,001.42

7,016.11

7,016.69

11

7,039.65

7,029.66

7,044.33

7,044.95

12

7,031.1

7,021.12

7,035.82

7,036.37

13

7,064.59

7,054.61

7,069.29

7,069.88

14

7,091.1

7,081.11

7,095.82

7,096.37

15

7,087.7

7,077.71

7,092.46

7,092.93

16

7,108.47

7,098.49

7,113.21

7,113.73

17

7,105.19

7,095.21

7,109.96

7,110.41

18

7,127.31

7,117.32

7,132.06

7,132.55

19

7,121.63

7,111.64

7,126.41

7,126.84

20

7,144.39

7,134.4

7,149.15

7,149.62

21

7,141.87

7,131.88

7,146.66

7,147.06

22

7,167.2

7,157.22

7,171.98

7,172.42

23

7,163.45

7,153.47

7,168.26

7,168.63

24

7,183.32

7,173.34

7,188.11

7,188.54

25

7,179.24

7,169.25

7,184.07

7,184.41

26

7,199.89

7,189.91

7,204.7

7,205.09

7,066.85

7,056.87

7,071.58

7,072.12

81.62

81.61

81.67

81.57
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Table 1.9: Area 1 - EOC Back Azimuths (in degrees)
Pit Number

EOC01

EOC02

EOC03

EOC04

EOC05

1

255.54

255.53

255.57

255.56

255.52

2

255.53

255.52

255.56

255.55

255.51

3

255.52

255.51

255.55

255.54

255.5

4

255.52

255.5

255.54

255.53

255.49

5

255.52

255.51

255.55

255.53

255.5

6

255.55

255.54

255.58

255.57

255.53

7

255.58

255.57

255.61

255.59

255.56

8

255.6

255.58

255.62

255.61

255.57

9

255.62

255.6

255.64

255.63

255.59

10

255.64

255.63

255.67

255.66

255.62

11

255.66

255.65

255.69

255.68

255.64

12

255.66

255.65

255.69

255.67

255.64

13

255.63

255.62

255.66

255.65

255.61

14

255.62

255.61

255.65

255.64

255.6

15

255.6

255.58

255.62

255.61

255.57

16

255.57

255.56

255.6

255.59

255.55

17

255.54

255.53

255.57

255.56

255.52

18

255.62

255.6

255.64

255.63

255.59

19

255.63

255.62

255.66

255.65

255.61

20

255.65

255.64

255.68

255.67

255.63

21

255.65

255.64

255.68

255.67

255.63

22

255.65

255.63

255.67

255.66

255.62

23

255.63

255.62

255.66

255.64

255.61

24

255.61

255.6

255.64

255.63

255.59

25

255.59

255.58

255.62

255.61

255.57

26

255.59

255.58

255.62

255.61

255.57

255.6

255.58

255.62

255.61

255.57

4.61 · 10

2

4.61 · 10

2
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4.61 · 10

2

4.61 · 10

2

4.61 · 10

2

Table 1.10: Area 1 - EOC Distances (in meters)
Pit Number

EOC01

EOC02

EOC03

EOC04

EOC05

1

52,899.06

52,920.82

52,911.59

52,873.84

52,883.08

2

52,915.64

52,937.4

52,928.17

52,890.42

52,899.66

3

52,931.91

52,953.68

52,944.43

52,906.69

52,915.94

4

52,948.38

52,970.15

52,960.9

52,923.15

52,932.41

5

52,975.35

52,997.12

52,987.87

52,950.12

52,959.38

6

52,996.93

53,018.69

53,009.47

52,971.71

52,980.94

7

53,002.96

53,024.71

53,015.51

52,977.75

52,986.96

8

52,990.54

53,012.29

53,003.1

52,965.33

52,974.53

9

52,973.44

52,995.19

52,986.01

52,948.24

52,957.43

10

52,954.77

52,976.51

52,967.34

52,929.57

52,938.74

11

52,937.08

52,958.81

52,949.66

52,911.89

52,921.05

12

52,906.18

52,927.91

52,918.76

52,880.98

52,890.14

13

52,881.56

52,903.3

52,894.13

52,856.36

52,865.53

14

52,913.52

52,935.27

52,926.09

52,888.32

52,897.51

15

52,936.39

52,958.13

52,948.94

52,911.18

52,920.38

16

52,950.97

52,972.72

52,963.51

52,925.75

52,934.97

17

52,966.33

52,988.09

52,978.86

52,941.11

52,950.35

18

52,863.4

52,885.14

52,875.96

52,838.19

52,847.38

19

52,822.71

52,844.45

52,835.28

52,797.51

52,806.69

20

52,817.04

52,838.77

52,829.61

52,791.84

52,801.01

21

52,797.07

52,818.81

52,809.65

52,771.88

52,781.04

22

52,780.58

52,802.32

52,793.16

52,755.39

52,764.56

23

52,771.2

52,792.94

52,783.77

52,746

52,755.18

24

52,777.14

52,798.89

52,789.7

52,751.94

52,761.13

25

52,791.86

52,813.61

52,804.41

52,766.65

52,775.85

26

52,813.06

52,834.81

52,825.61

52,787.85

52,797.06

52,896.73

52,918.48

52,909.29

52,871.53

52,880.73

74.89

74.9

74.89

74.89

74.9
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Table 1.11: Area 2 - EOC Back Azimuths (in degrees)
Pit Number

EOC01

EOC02

EOC03

EOC04

EOC05

1

257.23

257.21

257.25

257.24

257.2

2

257.2

257.19

257.23

257.22

257.18

3

257.21

257.2

257.24

257.23

257.19

4

257.18

257.17

257.21

257.2

257.16

5

257.2

257.18

257.22

257.21

257.17

6

257.17

257.15

257.19

257.18

257.14

7

257.18

257.17

257.21

257.2

257.16

8

257.15

257.14

257.18

257.17

257.13

9

257.17

257.16

257.19

257.18

257.15

10

257.14

257.13

257.17

257.16

257.12

11

257.15

257.14

257.18

257.17

257.13

12

257.13

257.11

257.15

257.14

257.1

13

257.13

257.12

257.16

257.15

257.11

14

257.11

257.1

257.14

257.13

257.09

15

257.08

257.06

257.1

257.09

257.05

16

257.09

257.08

257.12

257.11

257.07

17

257.06

257.05

257.09

257.08

257.04

18

257.08

257.06

257.1

257.09

257.05

19

257.05

257.04

257.08

257.07

257.03

20

257.06

257.05

257.09

257.08

257.04

21

257.03

257.02

257.06

257.05

257.01

22

257.04

257.03

257.07

257.06

257.02

23

257.01

257

257.04

257.03

256.99

24

257.03

257.02

257.06

257.05

257.01

25

257

256.98

257.02

257.01

256.97

26

257.01

257

257.04

257.03

256.99

257.11

257.1

257.14

257.13

257.09

6.8 · 10

2

6.8 · 10

2

6.81 · 10
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2

6.81 · 10

2

6.8 · 10

2

Table 1.12: Area 2 - EOC Distances (in meters)
Pit Number

EOC01

EOC02

EOC03

EOC04

EOC05

1

54,090.69

54,112.09

54,103.95

54,065.9

54,074.05

2

54,079.63

54,101.04

54,092.88

54,054.83

54,063

3

54,109.53

54,130.94

54,122.79

54,084.74

54,092.9

4

54,094.16

54,115.57

54,107.4

54,069.36

54,077.54

5

54,122.71

54,144.12

54,135.96

54,097.91

54,106.08

6

54,107.56

54,128.98

54,120.8

54,082.76

54,090.94

7

54,137.84

54,159.25

54,151.08

54,113.04

54,121.22

8

54,124.74

54,146.16

54,137.97

54,099.93

54,108.13

9

54,153.09

54,174.51

54,166.33

54,128.29

54,136.47

10

54,140.23

54,161.65

54,153.45

54,115.42

54,123.62

11

54,172.25

54,193.67

54,185.48

54,147.44

54,155.64

12

54,156.68

54,178.1

54,169.89

54,131.86

54,140.07

13

54,192.98

54,214.4

54,206.2

54,168.16

54,176.37

14

54,214.74

54,236.16

54,227.95

54,189.92

54,198.14

15

54,202.47

54,223.9

54,215.67

54,177.64

54,185.88

16

54,228.51

54,249.94

54,241.71

54,203.68

54,211.92

17

54,217

54,238.43

54,230.19

54,192.16

54,200.42

18

54,243.68

54,265.11

54,256.87

54,218.85

54,227.09

19

54,230.31

54,251.75

54,243.49

54,205.47

54,213.73

20

54,257.76

54,279.2

54,270.95

54,232.93

54,241.18

21

54,247.14

54,268.59

54,260.32

54,222.3

54,230.58

22

54,276.43

54,297.88

54,289.62

54,251.6

54,259.86

23

54,264.3

54,285.75

54,277.47

54,239.46

54,247.74

24

54,290.01

54,311.46

54,303.19

54,265.17

54,273.44

25

54,276.48

54,297.93

54,289.64

54,251.63

54,259.92

26

54,301.49

54,322.94

54,314.66

54,276.64

54,284.93

54,189.71

54,211.13

54,202.92

54,164.89

54,173.11

67.8

67.82

67.77

67.78

67.83
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Table 1.13: Area 1 - UOO Back Azimuths (in degrees)
Pit Number

UOO01

UOO02

UOO03

UOO04

UOO05

1

250.42

250.4

250.44

250.43

250.4

2

250.42

250.4

250.44

250.43

250.4

3

250.42

250.4

250.44

250.43

250.39

4

250.42

250.4

250.44

250.43

250.39

5

250.42

250.4

250.44

250.43

250.39

6

250.42

250.41

250.45

250.43

250.4

7

250.43

250.41

250.45

250.44

250.41

8

250.43

250.42

250.46

250.44

250.41

9

250.44

250.42

250.46

250.45

250.42

10

250.44

250.43

250.47

250.45

250.42

11

250.45

250.43

250.47

250.46

250.43

12

250.45

250.43

250.47

250.46

250.42

13

250.44

250.42

250.46

250.45

250.42

14

250.44

250.42

250.46

250.45

250.42

15

250.43

250.42

250.46

250.44

250.41

16

250.43

250.41

250.45

250.44

250.41

17

250.42

250.41

250.44

250.43

250.4

18

250.44

250.42

250.46

250.45

250.41

19

250.44

250.42

250.46

250.45

250.42

20

250.44

250.43

250.47

250.45

250.42

21

250.44

250.43

250.47

250.45

250.42

22

250.44

250.43

250.46

250.45

250.42

23

250.44

250.42

250.46

250.45

250.42

24

250.43

250.42

250.46

250.44

250.41

25

250.43

250.41

250.45

250.44

250.41

26

250.43

250.41

250.45

250.44

250.41

250.43

250.42

250.45

250.44

250.41

9.82 · 10

3

9.81 · 10

3
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9.82 · 10

3

9.82 · 10

3

9.82 · 10

3

Table 1.14: Area 1 - UOO Distances (in meters)
Pit Number

UOO01

UOO02

UOO03

UOO04

UOO05

1

2.33 · 105

2.33 · 105

2.33 · 105

2.33 · 105

2.33 · 105

2.33 · 105

2.33 · 105

2.33 · 105

2.33 · 105

2.33 · 105

2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26

2.33 · 105
2.33 · 105
2.33 · 105
2.33 · 105
2.33 · 105
2.33 · 105
2.33 · 105

2.33 · 105
2.33 · 105
2.33 · 105
2.33 · 105
2.33 · 105
2.33 · 105
2.33 · 105
2.33 · 105

2.33 · 105
2.33 · 105
2.33 · 105
2.33 · 105
2.33 · 105
2.33 · 105
2.33 · 105
2.33 · 105
2.33 · 105
2.33 · 105
2.33 · 105
2.33 · 105
2.33 · 105
2.33 · 105
2.33 · 105

2.33 · 105

2.33 · 105

2.33 · 105

2.33 · 105

2.33 · 105
2.33 · 105
2.33 · 105
2.33 · 105
2.33 · 105
2.33 · 105
2.33 · 105

2.33 · 105
76.43

2.33 · 105
2.33 · 105
2.33 · 105
2.33 · 105
2.33 · 105
2.33 · 105
2.33 · 105
2.33 · 105
76.43
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2.33 · 105
2.33 · 105
2.33 · 105
2.33 · 105
2.33 · 105
2.33 · 105
2.33 · 105
2.33 · 105

2.33 · 105
2.33 · 105
2.33 · 105
2.33 · 105
2.33 · 105
2.33 · 105
2.33 · 105
2.33 · 105

2.33 · 105

2.33 · 105

2.33 · 105

2.33 · 105

2.33 · 105
2.33 · 105
2.33 · 105
2.33 · 105
2.33 · 105
2.33 · 105
2.33 · 105
2.33 · 105
2.33 · 105
2.33 · 105
2.33 · 105
2.33 · 105
2.33 · 105
2.33 · 105
2.33 · 105
76.42

2.33 · 105
2.33 · 105
2.33 · 105
2.33 · 105

2.33 · 105
2.33 · 105
2.33 · 105
2.33 · 105
2.33 · 105
2.33 · 105
2.33 · 105
2.33 · 105
2.33 · 105
2.33 · 105
2.33 · 105
2.33 · 105
2.33 · 105
2.33 · 105

2.33 · 105

2.33 · 105

2.33 · 105

2.33 · 105

2.33 · 105
2.33 · 105
2.33 · 105
2.33 · 105
2.33 · 105
2.33 · 105
2.33 · 105
2.33 · 105
2.33 · 105
76.43

2.33 · 105
2.33 · 105
2.33 · 105
2.33 · 105
2.33 · 105
2.33 · 105
2.33 · 105
2.33 · 105
2.33 · 105
76.43

Table 1.15: Area 2 - UOO Back Azimuths (in degrees)
Pit Number

UOO01

UOO02

UOO03

UOO04

UOO05

1

250.83

250.81

250.85

250.84

250.8

2

250.82

250.8

250.84

250.83

250.8

3

250.82

250.81

250.84

250.83

250.8

4

250.82

250.8

250.84

250.83

250.79

5

250.82

250.8

250.84

250.83

250.8

6

250.81

250.8

250.83

250.82

250.79

7

250.82

250.8

250.84

250.83

250.79

8

250.81

250.79

250.83

250.82

250.79

9

250.81

250.8

250.84

250.82

250.79

10

250.81

250.79

250.83

250.82

250.79

11

250.81

250.79

250.83

250.82

250.79

12

250.8

250.79

250.83

250.81

250.78

13

250.81

250.79

250.83

250.82

250.79

14

250.8

250.79

250.82

250.81

250.78

15

250.79

250.78

250.82

250.8

250.77

16

250.8

250.78

250.82

250.81

250.78

17

250.79

250.78

250.81

250.8

250.77

18

250.79

250.78

250.82

250.8

250.77

19

250.79

250.77

250.81

250.8

250.77

20

250.79

250.78

250.81

250.8

250.77

21

250.78

250.77

250.81

250.79

250.76

22

250.79

250.77

250.81

250.8

250.77

23

250.78

250.76

250.8

250.79

250.76

24

250.79

250.77

250.81

250.8

250.76

25

250.78

250.76

250.8

250.79

250.76

26

250.78

250.77

250.8

250.79

250.76

250.8

250.79

250.82

250.81

250.78

1.41 · 10

2

1.41 · 10

2
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1.42 · 10

2

1.42 · 10

2

1.41 · 10

2

Table 1.16: Area 2 - UOO Distances (in meters)
Pit Number

UOO01

UOO02

UOO03

UOO04

UOO05

1

2.34 · 105

2.34 · 105

2.34 · 105

2.34 · 105

2.34 · 105

2.34 · 105

2.34 · 105

2.34 · 105

2.34 · 105

2.34 · 105

2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26

2.34 · 105
2.34 · 105
2.34 · 105
2.34 · 105
2.34 · 105
2.34 · 105
2.34 · 105

2.34 · 105
2.34 · 105
2.34 · 105
2.34 · 105
2.34 · 105
2.34 · 105
2.34 · 105
2.34 · 105

2.34 · 105
2.34 · 105
2.34 · 105
2.34 · 105
2.34 · 105
2.34 · 105
2.34 · 105
2.34 · 105
2.34 · 105
2.34 · 105
2.34 · 105
2.34 · 105
2.34 · 105
2.34 · 105
2.34 · 105

2.34 · 105

2.34 · 105

2.34 · 105

2.34 · 105

2.34 · 105
2.34 · 105
2.34 · 105
2.34 · 105
2.34 · 105
2.34 · 105
2.34 · 105

2.34 · 105
74.12

2.34 · 105
2.34 · 105
2.34 · 105
2.34 · 105
2.34 · 105
2.34 · 105
2.34 · 105
2.34 · 105
74.14
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2.34 · 105
2.34 · 105
2.34 · 105
2.34 · 105
2.34 · 105
2.34 · 105
2.34 · 105
2.34 · 105

2.34 · 105
2.34 · 105
2.34 · 105
2.34 · 105
2.34 · 105
2.34 · 105
2.34 · 105
2.34 · 105

2.34 · 105

2.34 · 105

2.34 · 105

2.34 · 105

2.34 · 105
2.34 · 105
2.34 · 105
2.34 · 105
2.34 · 105
2.34 · 105
2.34 · 105
2.34 · 105
2.34 · 105
2.34 · 105
2.34 · 105
2.34 · 105
2.34 · 105
2.34 · 105
2.34 · 105
74.1

2.34 · 105
2.34 · 105
2.34 · 105
2.34 · 105

2.34 · 105
2.34 · 105
2.34 · 105
2.34 · 105
2.34 · 105
2.34 · 105
2.34 · 105
2.34 · 105
2.34 · 105
2.34 · 105
2.34 · 105
2.34 · 105
2.34 · 105
2.34 · 105

2.34 · 105

2.34 · 105

2.34 · 105

2.34 · 105

2.34 · 105
2.34 · 105
2.34 · 105
2.34 · 105
2.34 · 105
2.34 · 105
2.34 · 105
2.34 · 105
2.34 · 105
74.11

2.34 · 105
2.34 · 105
2.34 · 105
2.34 · 105
2.34 · 105
2.34 · 105
2.34 · 105
2.34 · 105
2.34 · 105
74.14
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