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Abstract
Let abcde1 be real numbers and P5 be the number of positive integral solutions of xa + yb + zc + ud + ve 1. In this
paper we show that 120P5(a − 1)(b − 1)(c − 1)(d − 1)(e − 1). This conﬁrms a conjecture of Durfee for the dimension 5 case.
We show also that the upper estimate of P5 given by Lin and Yau is strictly sharper than that suggested by Durfee conjecture if
e 29+
√
489
12 , but is not sharper than that suggested by Durfee conjecture if 4e < 29+
√
489
12 .
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1. Introduction
Let (a1, . . . , an) be an n-dimensional tetrahedron with non-integral vertices described by
x1
a1
+ · · · + xn
an
1, x10, . . . , xn0, (1.1)
where a1 · · · an are any given positive real numbers. Let Z and Z+ denote the set of integers and the set of positive
integers, respectively. Deﬁne
Q(a1, . . . , an) :=
{
(x1, . . . , xn) ∈ (Z+ ∪ {0})n :
n∑
i=1
xi
ai
1
}
(1.2)
and
P(a1, . . . , an) :=
{
(x1, . . . , xn) ∈ Zn+ :
n∑
i=1
xi
ai
1
}
. (1.3)
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Let bi = ai(1 −∑nj=1 1aj ), 1 in. Then it is easy to show that
P(a1, . . . , an) = Q(b1, . . . , bn). (1.4)
Computation of Q(a1, . . . , an) or P(a1, . . . , an) has received attention by a lot of distinguished mathematicians.
Hardy andLittlewoodwrote a series of papers forn=2 (see, for example, [6–8]). Spencer followedup the efforts ofHardy
and Littlewood and wrote two papers on this subject [22,23]. In fact, Spencer [22,23] obtained a general asymptotic
formula via complex function-theoretic methods. In 1975, Beukers [1] gave an elementary proof to such formula. In
1951, Mordell [16] gave a formula for Q3, expressed in terms of three Dedekind sums, in the case that a1, a2, a3
are pairwise relatively prime. We remark that Rosser [21] in 1939 obtained a lower bound for Q(a1, . . . , an) when
extended to the general tetrahedron while Lehmer [10] constructed two polynomials which approximateQ(a1, . . . , an)
from below and above, respectively. In recent years, there are tremendous activities in ﬁnding the exact formula for
Q(a1, . . . , an) orP(a1, . . . , an) for a1, . . . , an integers, see [2,3,9,17,20]. The exact formula is complicated. It involves
the generalized Dedekind sum. It is difﬁcult to tell how large P(a1, . . . , an) is from the exact formula. On the other
hand, Ehrhart [5] obtained some results on the number of nonnegative integral solutions of the right-angled simplex
dilated from (1.1) by a factor k with k1 an integer.
The novelty in our problem is that we count the lattice points in a polytope whose vertices are not necessarily integer
points. This problem is an extremely important question in number theory; it would have many applications to current
problems in analytic number theory, primality testing and in factoring. Given a set P of primes p1 < · · ·<pny.
Number theorists are interested in counting the number of positive integers mx, where m = pl11 . . . plnn is composed
only of primes from P, and x = yu, for u not too large (for all u> 2 would be nice, but for all u> log y would still
be interesting). This is equivalent to counting the number of (l1, . . . , ln) ∈ (Z+ ∪ {0})n such that l1a logp1 + · · · +
ln logpn log x, which is also equivalent to counting the number of (l1, . . . , ln) ∈ (Z+ ∪ {0})n such that
l1
a1
+ · · · + ln
an
1 where ai = log xlogpi u. (1.5)
Observe that ai’s are real numbers. For the application, maybe the best reference is Pomerance’s ICM 1994 lecture at
Zürich [18] and his lecture notes [19]. This is, of course, the problem Qn which we considered above. The problem
has also an interesting application in geometry and singularity theory. Let f : (Cn, 0) → (C, 0) be the germ of a
complex analytic function with isolated critical point at the origin. Let M be a resolution of V = {(z1, . . . , zn) ∈ Cn :
f (z1, . . . , zn)}. The Milnor number of the singularity (V , 0) is = dim Cn{z1, . . . , zn}/(fz1 , . . . , fzn). The geometric
genus pg of the singularity (V , 0) is dimHn−2(M,O), which is an important invariant of the singularity. Such a sharp
upper polynomial estimate of P(a1, . . . , an) is important because it would have applications in the following Durfee
Conjecture [4].
Durfee Conjecture (Durfee [4]). Let (V , 0) be an isolated hypersurface singularity deﬁned by a holomorphic function
f : (Cn, 0) → (C, 0). Let
= dim C{z1, . . . , zn}/(fz1 , . . . , fzn)
be the Milnor number of the singularity. Then n!pg where pg is the geometric genus of (V , 0).
If f (z) is a weighted homogeneous polynomial of type (w1, . . . , wn), then Milnor number  is given by = (w1 −
1) . . . (wn − 1) (see [15]). Note that Merle and Teissier [14] showed that Pg is exactly the number P(a1, . . . , an) of
positive integral points satisfying (1.1). Therefore the following conjecture is a special case of Durfee Conjecture.
Conjecture 1.1. Let a1, . . . , an be positive real number greater than or equal to two. Then
n!P(a1, . . . , an)(a1 − 1) · · · (an − 1). (1.6)
Xu and Yau [25] conﬁrmed Conjecture 1.1 when n = 3 while Lin and Yau [11] proved Conjecture 1.1 for the case
n = 4. The estimate in the above conjecture is sharper than the following polynomial estimate provided by number
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theorist. Attach a unit cube to the right and above each lattice point of (a1, . . . , an). Then
Q(a1, . . . , an) =
Q∑
i=1
1 =
Q∑
i=1
volume of the unit cube attached to each lattice point
volume of
{
(x1, . . . , xn) ∈ (Rn+ ∪ {0}) :
n∑
i=1
xi − 1
ai
1
}
= 1
n!
(
n∏
i=1
ai
)⎛⎝1 + n∑
j=1
1
aj
⎞
⎠
n
. (1.7)
Hence by (1.4) and (1.7), we have
P(a1, . . . , an) = Q(b1, . . . , bn)
 1
n!
(
n∏
i=1
bi
)⎛⎝1 + n∑
j=1
1
bj
⎞
⎠
n
= 1
n!
(
n∏
i=1
ai
)
.
For n = 3, 4, Xu–Yau have given sharp upper bounds for Pn (cf. [24,26]). Thus the Durfee conjecture was proved
in these two cases (cf. [26,11]). The estimate of P(a1, . . . , an) given by (1.6) is nice. However, it is not sharp enough
to provide a solution of the following 30 year old problem in singularities theory, see for example [25]. Therefore, Lin
and Yau [13] made the following conjecture.
Conjecture 1.2. Let a1, . . . , an be positive real number greater than or equal to two. Then
n!P(a1, . . . , an)Ann −
Sn−11
n
Ann−1 +
n−2∑
k=1
(−1)k−1 S
n−1
k+1(
n−1
k
)An−1n−k−1,
with equality if and only if a1 = · · · = an= an integer. Here
Sn−1k =
∑
1 i1<...<ikn−1
i1 . . . ik
and
Ann−k =
(
n∏
i=1
ai
) ∑
1 i1<...<ikn
1
ai1 . . . aik
.
Conjecture 1.2 holds for n = 3, 4 according to [24,26], holds for n = 5 according to [11]. Lin and Yau [13] showed
that this conjecture holds for the special case a1 = · · · = ann− 1, for which one can easily ﬁnd a closed formula for
P(a1, . . . , an). They showed also that this closed formula can also be expressed in terms of Bernoulli polynomials.
The main aim of this paper is to investigate Conjecture 1.1. We will prove that Conjecture 1.1 holds for n = 5.
That is:
Main theorem. Let abcde1 be real numbers and P5 be the number of positive integral solutions of
x
a
+ y
b
+ z
c
+ u
d
+ v
e
1, i.e.,
P5 = #
{
(x, y, z, u, v) ∈ Z5+ :
x
a
+ y
b
+ z
c
+ u
d
+ v
e
1
}
. (1.8)
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Deﬁne = (a − 1)(b − 1)(c − 1)(d − 1)(e − 1). Then
120P5= abcde − (abcd + abce + abde + acde + bcde)
+ (abc + abd + abe + acd + ace + ade + bcd + bde + bce + cde)
− (ab + ad + ac + ae + bd + bc + be + cd + de + ce) + (a + b + c + d + e) − 1.
Consequently, we have the following result which compares the upper estimate ofP5 suggested by Durfee conjecture
with that provided by Lin and Yau.
Proposition 1.1. Let abcde4 be real numbers and P5 be the number of positive integral solutions of
x
a
+ y
b
+ z
c
+ u
d
+ v
e
1, i.e., P5 = #{(x, y, z, u, v) ∈ Z5+ : xa + yb + zc + ud + ve 1}.
(i) If e 29+
√
489
12 , then the upper estimate of P5 by Lin and Yau is strictly sharper than the estimate suggested by
Durfee conjecture, i.e.,
120P5f5(a, b, c, d, e) := abcde − 2(abcd + abce + abde + acde + bcde)
+ 354 (abc + abd + acd + bcd) − 253 (ab + ac + ad + bc + bd + cd) + 6(a + b + c + d)
<  := (a − 1)(b − 1)(c − 1)(d − 1)(e − 1).
(ii) For any given 4e < 29+
√
489
12 , there are real numbers abcde such that (5!)P5<f5(a, b, c, d, e).
So the upper estimate of P5 by Lin and Yau is NOT sharper than the estimate suggested by Durfee conjecture if
4e < 29+
√
489
12 .
In the next section we state two known results needed for the proof of the main theorem. The details of the proofs
of the Main Theorem and Proposition 1.1 will be given in the last section. All the computations in this paper are done
by Maple 6.
2. Preliminaries
In the present section, we recall two known results which will be needed for the proof of our main result in the next
section.
Lemma 2.1 (Lin and Yau [11]). Let abcd1 be real numbers and P4 be the number of positive integral
solutions of x
a
+ y
b
+ z
c
+w
d
1, i.e.,P4=#{(x, y, z, w) ∈ Z4+ : xa + yb + zc+wd 1}.Deﬁne′=(a−1)(b−1)(c−1)(d−1),
then
24P4′ := abcd − (abc + abd + acd + bcd) + (ab + ac + ad + bc + bd + cd) − (a + b + c + d) + 1.
Lemma 2.2 (Lin and Yau [12]). Let abcde4 be real numbers and P5 be the number of positive integral
solutions of x
a
+ y
b
+ z
c
+ u
d
+ v
e
1, i.e.,
P5 = #
{
(x, y, z, u, v) ∈ Z5+ :
x
a
+ y
b
+ z
c
+ u
d
+ v
e
1
}
.
Then
120P5f5(a, b, c, d, e) := abcde − 2(abcd + abce + abde + acde + bcde)
+ 354 (abc + abd + acd + bcd) − 253 (ab + ac + ad + bc + bd + cd) + 6(a + b + c + d)
and equality is attained if and only if a = b = c = d = e ∈ Z.
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3. Proofs of the main theorem and Proposition 1.1
In this section, we show our main theorem case by case:
Proof of the Main Theorem. We divide our proof in two cases.
Case (I): e5.
Case (II): 5>e1.
First we prove Case (I): e5. Then it sufﬁces to prove that G0 = − f5 > 0. By Lemma 2.2 we have
G0 = − f5 = (abcd + abde + abce + adce + bcde) − 314 (abd + abc + acd + bcd)
+ (abe + ade + ace + bde + bce + cde) + 223 (ab + ac + ad + bd + cd + bc)
− (ae + be + de + ce) − 5(a + b + c + d) + e − 1.
Let A = a
e
, B = b
e
, C = c
e
,D = d
e
. Then we have ABCD1. Note that e5. Rewrite G0 as
G0 = (ABCD + ABC + ABD + ACD + BCD)e4 + ((AB + BD + AC + AD + BC + CD)
− 314 (ABC + ACD + BCD + ABD))e3 + ( 223 (AB + AC + AD + BC + BD + CD)
− (A + B + C + D))e2 + (1 − 5A − 5B − 5C − 5D)e − 1.
The idea is to show that for all e5, the minimum of G0 in ABCD1 occurs at A = B = C = D = 1 and
G0(1, 1, 1, 1)> 0 for e5.
Note that G0 is symmetric with respect to A,B,C, and D. We have
4G0
ABCD
= e4 > 0 for e5. (3.1)
It follows that 3G0/ABC is an increasing function of D for e5, D1. Hence the minimum of 3G0/ABC
occurs at D = 1. But
3G0
ABC
∣∣∣∣
D=1
= 2e4 − 31
4
e3 = e3
(
2e − 31
4
)
> 0 for e5.
It then follows that
3G0
ABC
> 0 for D1, e5. (3.2)
Note that 2G0/AB is symmetric with respect to C and D. Combining with (3.2) we deduce
3G0
ABD
> 0 for C1, e5. (3.3)
Putting (3.2) and (3.3) together, we have 2G0/AB is an increasing function of C (resp. D) for C1 (resp. D1)
and e5. The minimum of 2G0/AB occurs at C = 1 and D = 1. We have
2G0
AB
∣∣∣∣
C=1,D=1
= 3e4 − 29
2
e3 + 22
3
e2.
The largest root of 3e4 − 292 e3 + 223 e2 is approximately 4.2594. It follows that
2G0
AB
> 0 for C1, D1, e5. (3.4)
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From the property G0/A is symmetric with respect to B,C, and D and (3.4), we also have
2G0
AC
> 0 for B1, D1, e5. (3.5)
2G0
AD
> 0 for B1, C1, e5. (3.6)
Combining (3.4)–(3.6), we have that G0/A is an increasing function of B,C and D for B1, C1,D1 and
e5. Hence the minimum of G0/A occurs at B = 1, C = 1 and D = 1,
G0
A
∣∣∣∣
B=1,C=1,D=1
= 4e4 − 81
4
e3 + 21e2 − 5e.
The largest root of 4e4 − 814 e3 + 21e2 − 5e is approximately 3.752. It follows that
G0
A
> 0 for B1, C1, D1, e5. (3.7)
By (3.7) the property that G0 is symmetric with respect to A,B,C and D. We have that the minimum of G0 occurs
at A = B = C = D = 1,
G0|A=B=C=D=1 = 5e4 − 25e3 + 40e2 − 19e − 1
= 5e3(e − 5) + 40e2 − 19e − 1> 0 for e5.
Therefore we have G0 > 0 when abcde5. Then Case (I) is proved.
Now we turn to Case (II): 1e < 5. By level v = k, we shall mean the intersection of tetrahedron in (1.8) with the
hyperplane v = k. For v = k points in our tetrahedron are in the following four-dimensional tetrahedron
x
a
(
1 − k
e
) + y
b
(
1 − k
e
) + z
c
(
1 − k
e
) + u
d
(
1 − k
e
)1 (3.8)
for which the number of integral points can be bounded by means of Lemma 2.1 if d(1− k
e
)1. In order to prove Case
(II), there are four subcases to be considered.
Subcase (1): 5>e> 4. Let e = 4 + , 0< < 1. Since 5>e> 4, k can only take values of 4, 3, 2 and 1. Let
L1, L2, L3 and L4 be the number of positive integral solutions at level k = 1, 2, 3 and 4, respectively. Then, we have
120P5 = 120(L1 + L2 + L3 + L4).
Subcase (1a): d
e
< 1. Then there is no positive integral solution at level k=4. That is L4 =0. So 120P5 =120(L1 +
L2 +L3). In order to prove Subcase (1a), it sufﬁces to prove that − 120(L1 +L2 +L3)0. By Lemma 2.1, we have
− 5!P5 = − 120(L3 + L2 + L1)
g1 := − 5
(a
e
(+ 1) − 1
)(b
e
(+ 1) − 1
)(c
e
(+ 1) − 1
)(d
e
(+ 1) − 1
)
− 5
(a
e
(+ 2) − 1
)(b
e
(+ 2) − 1
)(c
e
(+ 2) − 1
)(d
e
(+ 2) − 1
)
− 5
(a
e
(+ 3) − 1
)(b
e
(+ 3) − 1
)(c
e
(+ 3) − 1
)(d
e
(+ 3) − 1
)
.
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Deﬁne G1 = e4g1. Then it is sufﬁcient to show that G1 > 0. In the following we let S4 = abcd , S3 = acd + abc +
abd + bcd, S2 = ab + ac + ad + bc + bd + cd and S1 = a + b + c + d. Then we have
G1 = (S4 − S3 + S2 − S1 + 1)5 + (4S4 − 4S3 + 4S2 − 4S1 + 4)4 + (24S4 + 6S3 − 36S2 + 66S1 − 96)3
+ (124S4 + 26S3 − 246S2 + 536S1 − 896)2 + (304S4 − 4S3 − 496S2 + 1376S1 − 2816)
+ (278S4 − 48S3 − 352S2 + 1152S1 − 3072)
for abcde, 5>e> 4.
The idea is to show that G1 is an increasing function for abcde and 4<e< 5, and the minimum of G1 occurs
at a = b = c = d = e. Then we show that G10 at a = b = c = d = e. We have
2G1
ab
= (cd − c − d + 1)5 + (4cd − 4c − 4d + 4)4 + (24cd + 6c + 6d − 36)3
+ (124cd + 26c + 26d − 246)2 + (304cd − 4c − 4d − 496)+ (278cd − 48c − 48d − 352)
= (cd − c − d + 1)5 + (4cd − 4c − 4d + 4)4 + (6c + 6d + 24cd − 36)3
+ (26c + 26d + 124cd − 246)2 + (4cd − 4c − 4d) + 300cd − 496)
+ (230cd − 352 + 48cd − 48c − 48d).
Since 0< < 1, cd > 4, we have cd > c + d , 24cd > 36, 300cd > 496, 230cd > 352. It follows that
2G1
ab
> 0 for cde, 5>e> 4. (3.9)
Note that G1/a is symmetric with respect to b, c and d and abcd > 4. Then by (3.9) we have
2G1
ac
> 0 for bde, 5>e> 4, (3.10)
2G1
ad
> 0 for bce, 5>e> 4. (3.11)
By (3.9)–(3.11), we have that G1/a is an increasing function of b, c and d for bcde. Hence the minimum
of G1/a occurs at b = c = d = e. But
G1
a
∣∣∣∣
b=e,c=e,d=e
= 12 416 + 25 824+ 22 9682 + 11 2103 + 31664 + 5655 + 876 + 137 + 8 > 0
for 0< < 1. (3.12)
It follows that
G1
a
> 0 for bcde, 5>e> 4. (3.13)
By (3.13) and the property that G1 is symmetric with respect to a, b, c and d, we have
G1
b
> 0 for acde, 5>e> 4, (3.14)
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G1
c
> 0 for abde, 5>e> 4, (3.15)
G1
d
> 0 for abce, 5>e> 4. (3.16)
By (3.13)–(3.16), we have that G1 is an increasing function of a, b, c and d for abcde, 5>e> 4. Hence
minimum of G1 occurs at a = b = c = d = e. Since 0< < 1, we have
G1|a=b=c=d=e = 40 448 + 98 048+ 103 4882 + 62 5283 + 22 9584 + 52815 + 8566
+ 1267 + 168 + 9 > 0.
Thus the theorem for Subcase (1a) is proved.
Subcase (1b): d
e
1. If d
e
1, there maybe no positive solution at level k = 4. But it satisﬁes the conditions of
Lemma 2.1. In order to prove Subcase (1b), it sufﬁces to prove that − 120(L4 +L3 +L2 +L1)0. By Lemma 2.1,
we have
− 5!P5 = − 120(L4 + L3 + L2 + L1)
g2 := − 5
(a
e
− 1
)(b
e
− 1
)(c
e
− 1
)(d
e
− 1
)
− 5
(a
e
(+ 1) − 1
)(b
e
(+ 1) − 1
)(c
e
(+ 1) − 1
)(d
e
(+ 1) − 1
)
− 5
(a
e
(+ 2) − 1
)(b
e
(+ 2) − 1
)(c
e
(+ 2) − 1
)(d
e
(+ 2) − 1
)
− 5
(a
e
(+ 3) − 1
)(b
e
(+ 3) − 1
)(c
e
(+ 3) − 1
)(d
e
(+ 3) − 1
)
.
Deﬁne G2 = e4g2. Then we have
G2 = (S4 − S3 + S2 − S1 + 1)5 + (−S4 + S3 − S2 + S1 − 1)4 + (24S4 + 26S3 − 76S2 + 126S1 − 176)3
+ (124S4 + 26S3 − 326S2 + 776S1 − 1376)2 + (304S4 − 4S3 − 496S2 + 1696S1 − 4096)
+ (278S4 − 48S3 − 352S2 + 1152S1 − 4352)
where abcd e

, 5>e> 4, 0< < 1.
The idea is to show that G2 is an increasing function for abcd e and the minimum of G2 occurs at
a = b = c = d = e . Then we show that G20 at a = b = c = d = e . We have
2G2
ab
= (cd − c − d + 1)5 + (c + d − cd − 1)4 + (24cd + 26c + 26d − 76)3
+ (124cd + 26c + 26d − 326)2 + (304cd − 4c − 4d − 496)+ (278cd − 48c − 48d − 352)
= (cd − c − d + 1)5 + (c + d − 1)4 + cd(3 − 4) + (26c + 26d + 23cd − 76)3
+ (26c + 26d + 124cd − 326)2 + (4cd − 4c − 4d + 300cd − 496)
+ (230cd − 352 + 48cd − 48c − 48d).
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Since 0< < 1, cd e > 4, then cd > c + d , 23cd > 76, 300cd > 496, 230cd > 352, 124cd > 326, 3 > 4, it
follows that
2G2
ab
> 0 for cd e

, 5>e> 4, 0< < 1. (3.17)
Note that G2/a is symmetric with respect to b, c and d and abcd e . Then by (3.17), we have:
It follows that
2G2
ac
> 0 for bd e

, 5>e> 4, 0< < 1, (3.18)
2G2
ad
> 0 for bc e

, 5>e> 4, 0< < 1. (3.19)
By (3.17)–(3.19), we have that G2/a is an increasing function of b, c and d for bcd e . Hence the minimum
of G1/a occurs at b = c = d = e . We have
G2
a
∣∣∣∣
b=c=d= e
= 17 792
3
+ 30 496
2
+ 20 296

+ 6566 + 1036+ 642 > 0 for 0< < 1. (3.20)
It follows that
G2
a
> 0 for bcd e

, 5>e> 4, 0< < 1. (3.21)
By (3.21) and the property that G2 is symmetric with respect to a, b, c and d, we have
G2
b
> 0 for acd e

, 5>e> 4, 0< < 1, (3.22)
G2
c
> 0 for abd e

, 5>e> 4, 0< < 1, (3.23)
G2
d
> 0 for abc e

, 5>e> 4, 0< < 1. (3.24)
By (3.21)–(3.24), we have thatG2 is an increasing function of a, b, c and d for abcd e , 5>e> 4, 0< < 1.
Hence minimum of G2 occurs at a = b = c = d = e . We have
G2|a=b=c=d= e =
71 168
4
+ 136 704
3
+ 92 224
2
+ 29 024

+ 256+ 4374> 0 for 0< < 1.
Then Subcase (1) is proved.
Subcase (2): 4e > 3. Let e= 3+ , 0< 1. If 4e > 3, k can only take values of 3, 2 and 1 in four-dimensional
tetrahedron (3.8). Let L1, L2 and L3 be the number of positive integral solutions at level k = 1, 2 and 3, respectively.
Then we have 120P5 = 120(L1 + L2 + L3).
Subcase (2a): d
e
< 1. Then there is no positive integral solution at level k=3. That isL3=0, then 120P5=120(L1+
L2). In order to prove Subcase (2a), it sufﬁces to prove that − 120(L1 + L2)0. By Lemma 2.1, we have
− 5!P5 = − 120(L2 + L1)
g3 := − 5
(a
e
(+ 1) − 1
)(b
e
(+ 1) − 1
)(c
e
(+ 1) − 1
)(d
e
(+ 1) − 1
)
− 5
(a
e
(+ 2) − 1
)(b
e
(+ 2) − 1
)(c
e
(+ 2) − 1
)(d
e
(+ 2) − 1
)
.
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Deﬁne G3 = e4g3. Then we have
G3 = (S4 − S3 + S2 − S1 + 1)5 + (4S4 − 4S3 + 4S2 − 4S1 + 4)4 + (18S4 − 3S3 − 12S2 + 27S1 − 42)3
+ (66S4 − 6S3 − 79S2 + 189S1 − 324)2 + (117S4 − 27S3 − 123S2 + 378S1 − 783)
+ (77S4 − 27S3 − 63S2 + 243S1 − 648)
for abcde, 4e > 3.
The idea is to show that G3 is an increasing function for abcde and the minimum of G3 occurs at
a = b = c = d = e. Then we show that G30 at a = b = c = d = e. We have
2G3
ab
= (cd−c−d+1)5+(4cd−4c−4d+4)4+(18cd−3c−3d−42)3+(66cd−6c−6d−79)2
+ (117cd − 27c − 27d − 123)+ (77cd − 27c − 27d − 63)
= (cd − c − d + 1)5 + (4cd − 4c − 4d + 4)4 + (3cd − 3c − 3d + 15cd − 12)3
+ (6cd − 6c − 6d + 60cd − 79)2 + (27cd − 27c − 27d + 90cd − 123)
+ (50cd − 63 + 27cd − 27c − 27d).
Since 0< 1, cde, 4e > 3, then cd > c+ d, 15cd > 12, 60cd > 79, 90cd > 123, 50cd > 63. It follows that
2G3
ab
> 0 for cde, 4e > 3, 1> 0. (3.25)
Note that G3/a is symmetric with respect to b, c and d and abcd > 3. Then by (3.25) we have
2G3
ac
> 0 for bde, 4e > 3, 1> 0, (3.26)
2G3
ad
> 0 for bce, 4e > 3, 1> 0. (3.27)
By (3.25)–(3.27), we have that G3/a is an increasing function of b, c and d for bcde. Hence the minimum
of G3/a occurs at b = c = d = e. We have
G3
a
∣∣∣∣
b=c=d=e
= 1026 + 3105+ 40142 + 28103 + 11214 + 2755 + 546 + 107 + 8 > 0
for 1> 0. (3.28)
It follows that
G3
a
> 0 for bcde, 4e > 3. (3.29)
By (3.29) and the property that G3 is symmetric with respect to a, b, c and d, we have
G3
b
> 0 for acde, 4e > 3, (3.30)
G3
c
> 0 for abde, 4e > 3, (3.31)
G3
d
> 0 for abce, 4e > 3. (3.32)
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By (3.29)–(3.32), we have that G3 is an increasing function of a, b, c, d for abcde, 4e > 3. Hence
minimum of G3 occurs at a = b = c = d = e. We have
G3|a=b=c=d=e = 2187 + 7776+ 11 9882 + 10 5843 + 56074 + 18215 + 3986 + 747 + 128 + 9
> 0 for 1> 0.
Therefore the result for Subcase (2a) is proved.
Subcase (2b): d
e
1. If d
e
1, there maybe no positive solutions at level k = 3. But it satisﬁes the conditions of
Lemma 2.1. In order to prove Subcase (2b), it sufﬁces to prove that  − 120(L3 + L2 + L1)0. By Lemma 2.1, we
have
− 5!P5 = − 120(L3 + L2 + L1)
g4 := − 5
(a
e
− 1
)(b
e
− 1
)(c
e
− 1
)(d
e
− 1
)
− 5
(a
e
(+ 1) − 1
)(b
e
(+ 1) − 1
)(c
e
(+ 1) − 1
)(d
e
(+ 1) − 1
)
− 5
(a
e
(+ 2) − 1
)(b
e
(+ 2) − 1
)(c
e
(+ 2) − 1
)(d
e
(+ 2) − 1
)
.
Similar to Subcase (2a) we deﬁne G4 = e4g4. Then we have
G4 = (S4 − S3 + S2 − S1 + 1)5 + (−S4 + S3 − S2 + S1 − 1)4 + (18S4 + 12S3 − 42S2 + 72S1 − 102)3
+ (66S4 − 6S3 − 124S2 + 324S1 − 594)2 + (117S4 − 27S3 − 123S2 + 513S1 − 1323)
+ (77S4 − 27S3 − 63S2 + 243S1 − 1053) for abcd e

, 4e > 3, 1> 0.
The idea is to show that G4 is an increasing function for a, b, c and d, abcd e and the minimum of G4
occurs at a = b = c = d = e . Then show that G40 at a = b = c = d = e . We have
2G4
ab
= (cd−c−d+1)5+(c+d−cd−1)4+(18cd+12c+12d−42)3+(66cd−6c−6d−124)2
+ (117cd − 27c − 27d − 123)+ (77cd − 27c − 27d − 63)
= (cd − c − d + 1)5 + (c + d − 1)4 + cd(3 − 4) + (12c + 12d + 17cd − 42)3
+ (6cd − 6c − 6d + 60cd − 124)2 + (90cd − 123 + 27cd − 27c − 27d)
+ (27cd − 27c − 27d + 50cd − 63).
Since 1> 0, cd e > 3, we have cd > c + d, 17cd > 42, 60cd > 124, 90cd > 123, 50cd > 63, 3 > 4. It
follows that
2G4
ab
> 0 for cd e

, 4e > 3, 1> 0. (3.33)
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Note that G4/a is symmetric with respect to b, c and d, abcd e . Then by (3.33) we have
2G4
ac
> 0 for bd e

, 4e > 3, 1> 0, (3.34)
2G4
ad
> 0 for bc e

, 4e > 3, 1> 0. (3.35)
By (3.33)–(3.35), we have that G4/a is an increasing function of b, c and d for bcd e . Hence the minimum
of G4/a occurs at b = c = d = e . We have
G4
a
∣∣∣∣
b=c=d= e
= 2079
3
+ 4509
2
+ 3852

+ 1616 + 333+ 272 > 0 for 1> 0. (3.36)
It follows that
G4
a
> 0 for bcd e

, 4e > 3, 1> 0. (3.37)
By (3.37) and the property that G4 is symmetric with respect to a, b, c, d. It follows that
G4
b
> 0 for acd e

, 4e > 3, 1> 0, (3.38)
G4
c
> 0 for abd e

, 4e > 3, 1> 0, (3.39)
G4
c
> 0 for abd e

, 4e > 3, 1> 0. (3.40)
By (3.37)–(3.40), we have thatG4 is an increasing function of a, b, c and d for abcd e , 4e > 3, 1> 0.
Hence minimum of G4 occurs at a = b = c = d = e . We have
G4|a=b=c=d= e =
6237
4
+ 14 877
3
+ 12 906
2
+ 5298

+ 81+ 1049> 0 for 0< 1.
Then Subcase (2) is proved.
Subcase (3): 3e > 2. Let e=2+, 0< 1. If 3e > 2, then k can only take values of 2 and 1 in four-dimensional
tetrahedron (3.8). Let L1 and L2 be the number of positive integral solutions at level k = 1 and 2, respectively. Then
we have 120P5 = 120(L1 + L2).
Subcase (3a): d
e
< 1. Then there is no positive integral solution at level k = 2. That is L2 = 0, then 120P5 = 120L1.
In order to prove Subcase (3a), it sufﬁces to prove that − 120L10. By Lemma 2.1, we have
− 5!P5 = − 120(L2 + L1)
g5 := − 5
(a
e
(+ 1) − 1
)(b
e
(+ 1) − 1
)(c
e
(+ 1) − 1
)(d
e
(+ 1) − 1
)
.
Deﬁne G5 = e4g5. Then we have
G5 = (S4 − S3 + S2 − S1 + 1)5 + (4S4 − 4S3 + 4S2 − 4S1 + 4)4 + (12S4 − 7S3 + 2S2 + 3S1 − 8)3
+ (26S4 − 11S3 − 9S2 + 34S1 − 64)2 + (28S4 − 13S3 − 12S2 + 52S1 − 112)
+ (11S4 − 6S3 − 4S2 + 24S1 − 64)
for abcde, 3e > 2.
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The idea is to show that G5 is an increasing function for abcde and the minimum of G5 occurs at
a = b = c = d = e. Then we show that G50 at a = b = c = d = e,
2G5
ab
= (cd − c − d + 1)5 + (4cd − 4c − 4d + 4)4 + (12cd − 7c − 7d + 2)3
+ (26cd − 11c − 11d − 9)2 + (28cd − 13c − 13d − 12)+ (11cd − 6c − 6d − 4)
= (cd − c − d + 1)5 + (4cd − 4c − 4d + 4)4 + (7cd − 7c − 7d + 5cd + 2)3
+ (11cd − 11c − 11d + 15cd − 9)2 + (13cd − 13c − 13d + 15cd − 12)
+ (6cd − 6c − 6d + 5cd − 4).
Since 0< 1, cde, 3e > 2, then cd > c + d, 15cd > 9, 15cd > 12, 5cd > 4. It follows that
2G5
ab
> 0 for cde, 3e > 2, 1> 0. (3.41)
Note that G5/a is symmetric with respect to b, c and d, abcd > 2, Then by (3.41) we have
2G5
ac
> 0 for bde, 3e > 2, 1> 0, (3.42)
2G5
ad
> 0 for bce, 3e > 2, 1> 0. (3.43)
By (3.41)–(3.43), we have that G5/a is an increasing function of b, c, d for bcde. Hence the minimum of
G5/a occurs at b = c = d = e. We have
G5
a
∣∣∣∣
b=e,c=e,d=e
= 16 + 96+ 2482 + 3203 + 2214 + 905 + 276 + 77 + 8 > 0
for 1> 0. (3.44)
It follows that
G5
a
> 0 for bcde, 3e > 2. (3.45)
By (3.45) and the property that G5 is symmetric with respect to a, b, c and d. We have
G5
b
> 0 for acde, 3e > 2, (3.46)
G5
c
> 0 for abde, 3e > 2, (3.47)
G5
d
> 0 for abce, 3e > 2. (3.48)
By (3.45)–(3.48), we have that G5 is an increasing function of a, b, c and d for abcde, 3e > 2. Hence
minimum of G5 occurs at a = b = c = d = e. We have
G5|a=b=c=d=e = 16 + 112+ 3442 + 6083 + 6014 + 3415 + 1226 + 347 + 88 + 9 > 0
for 1> 0.
Thus the theorem for Subcase (3a) is proved.
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Subcase (3b): d
e
1. If d
e
1, there maybe no positive solutions at level k = 2. But it satisﬁes the conditions of
Lemma 2.1. In order to prove Subcase (3a), it sufﬁces to prove that − 120(L2 + L1)0. By Lemma 2.1, we have
− 5!P5 = − 120(L2 + L1)
g6 := − 5
(a
e
− 1
)(b
e
− 1
)(c
e
− 1
)(d
e
− 1
)
− 5
(a
e
(+ 1) − 1
)(b
e
(+ 1) − 1
)(c
e
(+ 1) − 1
)(d
e
(+ 1) − 1
)
.
Deﬁne G6 = e4g6. Then we have
G6 = (S4 − S3 + S2 − S1 + 1)5 + (−S4 + S3 − S2 + S1 − 1)4 + (12S4 + 3S3 − 18S2 + 33S1 − 48)3
+ (26S4 − 11S3 − 29S2 + 94S1 − 144)2 + (28S4 − 13S3 − 12S2 + 92S1 − 272)
+ (11S4 − 6S3 − 4S2 + 24S1 − 144)
for abcd e

, 3e > 2, 1> 0.
The idea is to show that G6 is an increasing function for abcd e and the minimum of G6 occurs at
a = b = c = d = e . Then we show that G60 at a = b = c = d = e . We have
2G6
ab
= (cd−c−d+1)5+(c+d−cd−1)4+(12cd+3c+3d−18)3+(26cd−11c−11d−29)2
+ (28cd − 13c − 13d − 12)+ (11cd − 6c − 6d − 4)
= (cd − c − d + 1)5 + (c + d − 1)4 + cd(3 − 4) + (3c + 3d + 11cd − 18)3
+ (11cd − 11c − 11d + 15cd − 29)2 + (15cd − 12 + 13cd − 13c − 13d)
+ (6cd − 6c − 6d + 5cd − 4).
Since 1> 0, cd e > 2, then cd > c + d , 11cd > 42, 15cd > 29, 15cd > 12, 3 > 4. It follows that
2G6
ab
> 0 for cd e

, 3e > 2, 1> 0. (3.49)
Note that G6/a is symmetric with respect to b, c and d, abcd e . Then by (3.49) we have
2G6
ac
> 0 for bd e

, 3e > 2, 1> 0, (3.50)
2G6
ad
> 0 for bc e

, 3e > 2, 1> 0. (3.51)
By (3.49)–(3.51), we have that G6/a is an increasing function of b, c, d for bcde. Hence the minimum of
G6/a occurs at b = c = d = e . We have
G6
a
∣∣∣∣
b=c=d= e
= 88
3
+ 284
2
+ 358

+ 221 + 67+ 82 > 0 for 1> 0. (3.52)
It follows that
G6
a
> 0 for bcd e

, 3e > 2, 1> 0. (3.53)
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By (3.53) and the property that G6 is symmetric with respect to a, b, c and d. We have
G6
b
> 0 for acd e

, 3e > 2, 1> 0, (3.54)
G6
c
> 0 for abd e

, 3e > 2, 1> 0, (3.55)
G6
d
> 0 for abd e

, 3e > 2, 1> 0. (3.56)
By (3.53)–(3.56), we have that G6 is an increasing function of a, b, c, d for abcd e , 3e > 2, 1> 0.
Hence minimum of G6 occurs at a = b = c = d = e . We have
G6|a=b=c=d= e =
176
4
+ 608
3
+ 776
2
+ 472

+ 16+ 139> 0 for 0< 1.
Then Subcase (3) is proved.
Subcase (4): 2e1. If e = 1, there is no positive integral solution in (1.8). We have P5 = 0 and  = 0, then the
main theorem holds.
If 2e > 1, k only takes value 1. If d
e
< 1, there is no positive integral solution at level k = 1. Because > 0, then
the result holds. If d
e
1, there maybe no positive solution at level k = 1. But it satisﬁes the conditions of Lemma 2.1.
In order to prove Subcase (4), it sufﬁces to prove that − 120L10. By Lemma 2.1, we have
− 5!P5 = − 120L1g7 := − 5
(a
e
− 1
)(b
e
− 1
)(c
e
− 1
)(d
e
− 1
)
.
Let e = 1 + , 1> 0 and G7 = e4g7. Then we have
G7 = (S4 − S3 + S2 − S1 + 1)5 + (−S4 + S3 − S2 + S1 − 1)4 + (6S4 − S3 − 4S2 + 9S1 − 14)3
+ (4S4 − 4S3 − S2 + 11S1 − 26)2 + (S4 − S3 + S2 + 4S1 − 19)− 5
for abcd e

, 2e > 1, 1> 0.
The idea is to show that G7 is an increasing function for abcd e and the minimum of G7 occurs at
a = b = c = d = e . Then we show that G70 at a = b = c = d = e . We have
3G7
abc
= (d − 1)5 + (1 − d)4 + (6d − 1)3 + (4d − 4)2 + (d − 1)
= (d − 1)5 + 4 + d(3 − 4) + (4d − 4)2 + (d − 1)> 0
for d e

> 1, 1> 0. (3.57)
Note that 2G7/ab is symmetric with respect to c and d, abcd e . Then by (3.57) we have
3G7
abd
> 0 for c e

, 2e > 1, 1> 0. (3.58)
By (3.57) and (3.58), we have that 2G7/ab is an increasing function of c, d for cd e . Hence the minimum of
2G7/ab occurs at c = d = e . We have
2G7
ab
∣∣∣∣
c=d= e
= 1

+ 4 + 6+ 42 + 3 > 0 for 1> 0.
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It follows that
2G7
ab
> 0 for cd e

, 2e > 1, 1> 0. (3.59)
Note that G7/a is symmetric with respect to b, c and d, abcd e , Then by (3.59) we have
2G7
ac
> 0 for bd e

, 2e > 1, 1> 0, (3.60)
2G7
ad
> 0 for bc e

, 2e > 1, 1> 0. (3.61)
By (3.59)–(3.61) we have that G7/a is an increasing function of b, c and d for bcd e . Hence the minimum of
G7/a occurs at b = c = d = e . We have
G7
a
∣∣∣∣
b=c=d= e
= 1
2
+ 4

+ 6 + 4+ 2 > 0 for 1> 0.
It follows that
G7
a
> 0 for bcd e

, 2e > 1, 1> 0. (3.62)
From the property that G7 is symmetric with respect to a, b, c and d and (3.62), it follows that
G7
b
> 0 for acd e

, 2e > 1, 1> 0, (3.63)
G7
c
> 0 for abd e

, 2e > 1, 1> 0, (3.64)
G7
d
> 0 for bcd e

, 2e > 1, 1> 0. (3.65)
By (3.62)–(3.65), we have that G7 is an increasing function of a, b, c, d for abcd e , 2e > 1, 1> 0.
Hence minimum of G7 occurs at a = b = c = d = e . We have
G7|a=b=c=d= e =
1
3
+ 4
2
+ 6

+ 4 + > 0 for 1> 0.
Then Subcase (4) is proved. This completes the proof of the main theorem. 
Finally we prove Proposition 1.1.
Proof of Proposition 1.1. The proof of Case (I) of the Main Theorem keeps valid if the condition e5 is replaced by
e 29+
√
489
12 . So we get that if abcde
29+√489
12 , then G0 =  − f5(a, b, c, d, e)> 0. Thus part (i) follows
immediately.
For part (ii), given any 4e < 29+
√
489
12 , let a = b and c = d = e. Then we have
G0 = − f5(a, b, c, d, e) =
(
3e2 − 29
2
e + 22
3
)
b2 +
(
2e3 − 23
2
e2 + 82
3
e − 10
)
b + e3
+ 16
3
e2 − 9e − 1. (3.66)
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We can easily see that the roots of 3e2 − 292 e + 223 are 29−
√
489
12 and
29+√489
12 . So for any given 4e <
29+√489
12 , we
have that the leading coefﬁcient 3e2 − 292 e + 223 < 0. Obviously we can ﬁnd be large enough, such that the RHS of(3.66) is negative. This means that f5(a, b, c, d, e)> . Therefore part (ii) is proved. 
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