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Let Sn = X1 + · · · + Xn be a random walk, where the steps Xn are independent random
variables having a ﬁnite number of possible distributions, and consider general series of
the form∑
n1
an P
(|Sn| εbn), ε > 0, with an  0, ∑
n1
an = ∞ and bn ↗ ∞. (∗)
Under mild auxiliary assumptions on the sequences (an)n1 and (bn)n1, we give necessary
and suﬃcient conditions for the convergence of the series (∗) for any ε > 0.
© 2010 Elsevier Inc. All rights reserved.
1. Introduction and results
We are concerned with a random walk Sn = X1 + · · · + Xn , n ∈ N, where the steps Xn , n ∈ N, are independent random
variables having a ﬁnite number of possible distributions. More precisely, the set N is partitioned into p inﬁnite subsets
N1, . . . ,Np , and assume there exist random variables Y1, . . . , Yp such that the distribution of Xn coincides with that of
Yi whenever n ∈ Ni , 1  i  p. The term “ﬁnitely inhomogeneous random walk” to designate the sequence (Sn)n∈N was
proposed by Durrett, Kesten and Lawler [1] and Kesten and Lawler [8]. This setting is suggested by the more complex case
of a p-type Galton–Watson process (Zn)n0 where, if Zn = (k1, . . . ,kp), then Zn+1 is the sum of k1 + · · · + kp independent
random vectors, of which ki have distribution μi , 1 i  p. (See, e.g., Harris [5, p. 36].) Another inspiration comes from the
work on the oscillating random walk by Kemperman [7] and Rogozin and Foss [12].
Certain classical results, such as the Marcinkiewicz–Zygmund strong law of large numbers, the Lindeberg–Feller central
limit theorem and the Wald equation, generalize easily to the new set-up. However, the attempt to get other generalizations
proved to be diﬃcult, in which connection we mention a variant of the weak law of large numbers by Goldstein and
Hoppe [4], the elaborate results concerning the recurrence of (Sn)n∈N obtained by Durrett, Kesten and Lawler [1] and
Kesten and Lawler [8], and an extension of the Hartman–Wintner–Strassen law of the iterated logarithm by Spa˘taru [14].
One way to measure the sizes Sn , n ∈ N, is through the tail distributions P (|Sn|  εbn) for ε > 0 and some sequence
(bn)n∈N . If P (|Sn|  εbn) → 0, ε > 0, the rate of convergence is sometimes speciﬁed by the convergence of series of the
form
∑
n1
an P
(|Sn| εbn), ε > 0, (1.1)
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∑
n1 an = ∞. This line of research was initiated by Hsu and Robbins [6] who showed that if Xn , n ∈ N,
are identically distributed (i.e. the case p = 1) with EX21 < ∞ and EX1 = 0, then∑
n1
P
(|Sn| εn)< ∞, ε > 0. (1.2)
Erdo˝s [2,3] then proved that if (1.2) holds, then, conversely, EX21 < ∞ and EX1 = 0. To review some of the literature which
grew out of the Hsu–Robbins–Erdo˝s theorem, including results presented for the case of independent but non-identically
distributed random variables, see Li, Rao, Jiang and Wang [9] and Pruss [11]. In the non-identical case, without extra
assumptions, it is diﬃcult to get necessary and suﬃcient conditions for the convergence of the general series (1.1) for each
ε > 0. Thus, for p  2, Spa˘taru [13] showed that (1.2) always implies both conditions
∑
n1
n∑
k=1
P
(|Xk| n)< ∞ and n−1 n∑
k=1
E
[
Xk I
{|Xk| < n}]→ 0,
while discussions about suﬃcient conditions ensuring (1.2) are given in Spa˘taru [13], Pruss [11] and Sung [16,17].
Under mild auxiliary assumptions (Conditions A and B below) on the sequences (an)n1 and (bn)n1, the purpose of this
paper is to provide necessary and suﬃcient conditions for the convergence of the series (1.1) for any ε > 0. Condition A
may not involve the partition {N1, . . . ,Np}, while Condition B pertains to the structure of N. To introduce them suppose
ﬁrst that bn = b(n), n ∈N, where b : [0,∞[→ [0,∞[ is an increasing bijective function with inverse function b−1. Then, for
1 i  p and n ∈N, set αi(n) = #Ni ∩ [1,n] and βi(n) =∑nk=1 αi(k)ak .
Condition A. There exists 2  r ∈ N such that ∑rnj=n a j  C1 for suﬃciently large n and some positive constant C1, and
b2n  C2bn , n ∈N, for some positive constant C2.
Example 1. Take an = n−1, n ∈ N, and b(x) = xs , x 0, for some s > 0. Then, for any 2 r ∈ N, ∑rnj=n a j  log r, n ∈ N, and
brn  rsbn , n ∈N. Thus Condition A is fulﬁlled.
Condition B. There exists a positive constant C such that, for 1 i  p,
∑
nm αi(n)anb
−2
n  Cβi(m)b−2m whenever βi(m) > 0.
Example 2. Take p = 2, N1 = {2k: k 0}, N2 =N−N1, an = n−1 logn, n ∈N, and b(x) = xγ
√
log(x+ 1), x 0, with γ > 1/2.
We have
∑2n
j=n a j ∼ C logn (as n → ∞) and b2n ∼ 2γ bn , and so Condition A holds. (Here and in the sequel C is a positive
constant possibly varying from place to place.) It is easy to check that α1(n) ∼ (logn)/ log2, hence α2(n) ∼ n. Then it follows
that β1(n) ∼ C(logn)3 and β2(n) ∼ n logn. Therefore,∑
nm
α1(n)anb
−2
n  C
∑
nm
n−2γ−1 logn Cm−2γ logm, m 2,
and β1(m)b−2m ∼ Cm−2γ (logm)2. This shows that Condition B is satisﬁed for i = 1. We have also∑
nm
α2(n)anb
−2
n  C
∑
nm
n−2γ  Cm−2γ+1, m 2,
and β2(m)b−2m ∼m−2γ+1. We see again that Condition B is fulﬁlled for i = 2.
Our main result consists of the next two theorems. Theorem 1 gives suﬃcient conditions, and Theorem 2 offers neces-
sary conditions, for the convergence of the series (1.1) for any ε > 0. Notice that for the suﬃcient part, the independence
assumption can be relaxed to pairwise independence. From now on we will assume that p  2, and [a] will denote the
largest integer  a.
Theorem 1. Suppose that Xn, n ∈N, are pairwise independent and Condition B is satisﬁed. If
∑
n1
an
n∑
k=1
P
(|Xk| bn)< ∞ (1.3)
and
b−1n
n∑
E
[
Xk I
{|Xk| < bn}]→ 0, (1.4)
k=1
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n1
an P
(|Sn| εbn)< ∞, ε > 0. (1.5)
Theorem 2. Assume that Condition A holds. Then (1.5) implies both (1.3) and (1.4).
2. Proofs of Theorems 1 and 2
Proof of Theorem 1. For n 1, put Un =∑nk=1 Xk I{|Xk| < bn}. For ε > 0, in view of (1.4), choose nε such that |EUn| < εbn ,
n nε . Then, for n nε , by Chebyshev’s inequality, we have
P
(|Sn| 2εbn) P (Sn 	= Un) + P(|Un| 2εbn)

n∑
k=1
P
(|Xk| bn)+ P(|Un − EUn| εbn)

n∑
k=1
P
(|Xk| bn)+ ε−2b−2n VarUn

n∑
k=1
P
(|Xk| bn)+ ε−2b−2n
n∑
k=1
E
[
X2k I
{|Xk| < bn}],
and so
∑
nnε
an P
(|Sn| 2εbn) ∑
nnε
an
n∑
k=1
P
(|Xk| bn)+ ε−2 ∑
nnε
anb
−2
n
n∑
k=1
E
[
X2k I
{|Xk| < bn}].
Therefore, according to (1.3), it suﬃces to show that
∑
n1
anb
−2
n
n∑
k=1
E
[
X2k I
{|Xk| < bn}]= p∑
i=1
∑
n1
αi(n)anb
−2
n E
[
Y 2i I
{|Yi| < bn}]< ∞. (2.1)
Observe that (1.3) holds if and only if
∑
n1 αi(n)an
∑n
k=1 P (|Yi | bn) < ∞, 1 i  p, which is equivalent to
Eβi
([
b−1
(|Yi |)]+ 1)< ∞, 1 i  p, (2.2)
by Fubini’s theorem. Notice also that Condition B implies that∑
n1
αi(n)anb
−2
n < ∞, 1 i  p. (2.3)
Now choose l ∈ N such that βi(l) > 0, 1  i  p. Then, for ﬁxed i, we see that βi([b−1(|Yi |)] + 1)  βi(l) > 0 whenever
|Yi | bl . We have∑
n1
αi(n)anb
−2
n E
[
Y 2i I
{|Yi | < bn}] b2l ∑
n1
αi(n)anb
−2
n +
∑
n1
αi(n)anb
−2
n E
[
Y 2i I
{
bl  |Yi | < bn
}]
.
Consequently, in view of (2.1) and (2.3), it suﬃces to show that
∑
n1 αi(n)anb
−2
n E[Y 2i I{bl  |Yi | < bn}] < ∞. On account of
Fubini’s theorem, Condition B and (2.2), we obtain
∑
n1
αi(n)anb
−2
n E
[
Y 2i I
{
bl  |Yi | < bn
}]= E[Y 2i I{bl  |Yi |} ∑
n>b−1(|Yi |)
αi(n)anb
−2
n
]
 C E
[
Y 2i I
{
bl  |Yi|
}
βi
([
b−1
(|Yi |)]+ 1)(b([b−1(|Yi |)]+ 1))−2]
 C Eβi
([
b−1
(|Yi|)]+ 1)< ∞.
The proof of Theorem 1 is complete. 
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Lemma 1. For n 1, let xn ∈ [0,1]. Then
n∏
k=1
(1− xk) 1−
n∑
k=1
xk + 12
(
n∑
k=1
xk
)2
, n 1.
Lemma 2. Assume that Condition A holds, and let Zn, n ∈ N, be independent symmetric random variables with partial sums Tn =
Z1 + · · · + Zn, n ∈N, such that∑
n1
an P
(|Tn| εbn)< ∞, ε > 0. (2.4)
Then Tn/bn
P→ 0.
Proof. Let r, C1 and C2 be as in Condition A, and notice that b2n  C2bn , n ∈N, implies brn  Cbn , n ∈N, for some positive
constant C . If the stated convergence in probability does not hold, then there exists δ > 0 such that either P (Tnk  δbnk ) δ
or P (Tnk −δbnk ) δ for inﬁnitely many k. Suppose for instance that P (Tnk  δbnk ) δ for inﬁnitely many k and, with no
loss of generality, choose nk+1 > rnk . Assume also that Condition A holds for n n1. For nk < j  rnk , since {T j  δC−1b j} ⊃
{Tnk  δbnk ,
∑
nk<i j Zi  0}, we get P (T j  δC−1b j) δ/2. Consequently, we have
∑
n1
an P
(
Tn  δC−1bn
)

∑
k1
rnk∑
j=nk
a j P
(
T j  δC−1b j
)
 (δ/2)
∑
k1
C1 = ∞,
thus contradicting (2.4). Hence Tn/bn
P→ 0. 
Proof of Theorem 2. For this proof we symmetrize. Let (X ′n)n∈N be an independent copy of (Xn)n∈N , and write X∗n = Xn− X ′n ,
n ∈N, and S∗n = X∗1 + · · · + X∗n , n ∈N. In view of (1.5),∑
n1
an P
(∣∣S∗n∣∣ εbn)< ∞, ε > 0, (2.5)
and so S∗n/bn
P→ 0 by Lemma 2. Thus Sn/bn P→ 0, which implies (1.4) by the degenerate convergence criterion (see Loève
[10, p. 329]). By the same criterion, we have
∑n
k=1 P (|Xk| bn/2) → 0. Select n1 such that
n∑
k=1
P
(|Xk| bn/2) 1, n n1.
Then, for n n1, on account of the Lévy inequality (see Loève [10, p. 259]), Lemma 1 and the weak symmetrization inequal-
ity (see Loève [10, p. 257]), we have
2P
(∣∣S∗n∣∣ bn/4) P( max
1kn
∣∣S∗k ∣∣ bn/4)
 P
(
max
1kn
∣∣X∗k ∣∣ bn/2)
= 1−
n∏
k=1
(
1− P(∣∣X∗k ∣∣ bn/2))

n∑
k=1
P
(∣∣X∗k ∣∣ bn/2)− 12
(
n∑
k=1
P
(∣∣X∗k ∣∣ bn/2)
)2
 1
2
n∑
k=1
P
(∣∣X∗k ∣∣ bn/2)
 1
4
n∑
P
(∣∣Xk −med(Xk)∣∣ bn/2). (2.6)k=1
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p∨
i=1
|mi|. For n n1 ∨n2, by virtue of (2.6), we
get
2P
(∣∣S∗n∣∣ bn/4) 14
n∑
k=1
P
(∣∣Xk −med(Xk)∣∣ bn/2) 14
n∑
k=1
P
(|Xk| bn). (2.7)
Then (1.3) follows from (2.5) and (2.7). 
Example 3. In case Xn , n ∈N, are identically distributed, Spitzer [15] proved a famous result, namely that∑
n1
n−1P
(|Sn| εn)< ∞, ε > 0, (2.8)
if and only if E|X1| < ∞ and EX1 = 0. This result generalizes to our setting as follows. With an = n−1 and bn = n, n ∈ N,
Condition A is trivially veriﬁed. In view of Theorems 1 and 2, it follows that (2.8) always implies both
∑
n1
n−1
n∑
k=1
P
(|Xk| n)< ∞ (2.9)
and
n−1
n∑
k=1
E
[
Xk I
{|Xk| < n}]→ 0, (2.10)
while, conversely, if (2.9) and (2.10) hold, and for 1 i  p,
∑
nm αi(n)n
−3  Cβi(m)m−2 whenever βi(m) > 0, then (2.8)
holds.
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