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Abstract
We consider fully discrete finite element approximations of the forced Fisher equation that mod-
els the dynamics of gene selection/migration for a diploid population with two available alleles in a
multidimensional habitat and in the presence of an artificially introduced genotype. Finite element
methods are used to effect spatial discretization and a nonstandard backward Euler method is used
for the time discretization. Error estimates for the fully discrete approximations are derived by apply-
ing the Brezzi–Rappaz–Raviart theory for the approximation of a class of nonlinear problems. The
approximation schemes and error estimates are applicable under weaker regularity hypotheses than
those that are typically assumed in the literature. The algorithms and analyses, although presented in
the concrete setting of the forced Fisher equation, also apply to a wide class of semilinear parabolic
partial differential equations.
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The forced Fisher equation
∂u
∂t
−u = λu(1 − u)+ (1 − u)f in (0, T )×Ω (1)
with the boundary and initial conditions
u = 0 on (0, T )× ∂Ω and u(0,x) = u0(x) in Ω (2)
models, in the presence of an artificially introduced genotype (the “force” f ), the dynamics
of gene selection/migration for a diploid population with two available alleles in a multi-
dimensional habitat; see [16]. In (1), Ω denotes a bounded open region in R2 or R3 with
a boundary ∂Ω , T > 0 is the terminal time, u = u(t,x) denotes the frequency of a certain
advantageous gene, the positive constant λ measures the intensity of the selection [10,12],
and f = f (t,x) stands for the rate at which the genotype is artificially introduced. Note
that the “force” f enters the equation as an additive source term and as a multiplicative
coefficient for the unknown function u. The unforced Fisher equation (i.e., when f = 0) is
also referred to as the KPP equation after [18] and has been extensively studied in the liter-
ature; see, e.g., [3–5,10,13,20] and the references cited therein. The forced Fisher equation
with f  0 along with the boundary and initial conditions (2) was derived and analyzed in
[16].
The forced Fisher equation (1) is used as a prototype for a wide class of semilinear
parabolic partial differential equations of the type
∂u
∂t
− div[A(x)∇u]= N(u) in (0, T )×Ω, (3)
where N is a nonlinear operator and A is a matrix-valued, uniformly positive definite
function. We use (1) to illustrate the set-up and analysis of nonstandard, single-step, fully-
discrete, finite element approximation schemes and to show how error estimates can be
derived without any of the extra regularity assumptions that are often invoked in the
treatment of nonlinear problems, many of which are unrealistic due to higher-order com-
patibility condition requirements (see [11]). Fully discrete finite element approximations
of semilinear parabolic equations are studied in, among others, [2]. However, the approx-
imation schemes, error estimation techniques and results of [2] are not applicable to the
problem studied in this paper—the assumptions of [2] on the nonlinear term cannot be
verified for a generic choice of f satisfying the regularity assumptions in this paper.
The proof of convergence and derivation of error estimates for the fully discrete ap-
proximations of the forced Fisher problem will be based on a systematic application of the
Brezzi–Rappaz–Raviart (BRR) theory (see [6,14]) concerning finite-dimensional approxi-
mations of a class of nonlinear equations. Though the BRR theory has been widely used in
error estimations for finite element approximations of steady-state nonlinear PDE problems
(see, e.g., [6,9,14,15]), its applications to error estimations of fully discrete approximations
of evolutionary partial differential equations is rare in the literature. An important feature of
the BRR theory is that for suitably defined finite-dimensional approximations of the under-
lying nonlinear equation, the approximation errors, measured in the norm of the solution
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lem. In other words, once the error estimates are derived for the associated linear problem,
error estimation for the approximation of the nonlinear problem reduces to the verification
of the assumptions of the BRR theory about the nonlinear terms.
Key technical achievements of this paper include (these are all related to the application
of the BRR theory):
• A nonstandard backward Euler approximation of the forced Fisher equation is devised.
This particular scheme facilates fitting the discrete approximation into the abstract
framework of the BRR theory.
• Continuous embedding results are obtained for the product of functions belonging to
certain temporal–spatial Sobolev spaces. These results are needed in the verification
of BRR assumptions for the nonlinearity.
• The errors for fully discrete approximations are measured in the norm of the desired
solution space which is stronger than the commonly-used norm which is pointwise in
time and L2 in space.
• A fractional order O(δσ ) (where δ is the time step and σ ∈ (0,1/2]) error estimate
is derived under minimal regularity assumptions on the “force” f and initial condi-
tion u0. This estimate leads to an operator norm convergence result as required by the
BRR theory.
The application of the BRR theory for the semilinear problem (1) requires error es-
timates for fully discrete approximations of associated linear parabolic problems under
minimal regularity assumptions. Such estimates were derived in [17].
A distinctive feature of this work is that, in the derivation of error estimates, weaker
regularity is required of the data and solutions than what was typically assumed in the
literature. In particular, the approximation schemes and error estimates are applicable
even if f is nondifferentiable in time, e.g., a temporal step function f of the form
f = ∑Jj=1 fj (t)χIj (t)Θj (x), where each Ij is a time interval in [0, T ] and χIj is the
characteristic function for the interval Ij (such a choice of f corresponds to a setting in
which different force patterns are applied on different time intervals). Standard error es-
timates in the literature for the approximations of semilinear parabolic PDEs (e.g., [21])
typically require time differentiability of f and thus do not apply to the case of a step
function f .
The rest of this paper is organized as follows. In Section 2, we introduce function spaces
and define a weak formulation of the forced Fisher equation. In Section 3, we introduce
finite element spaces and define a fully discrete approximation scheme for the problem
(1)–(2). In Section 4, we recall some needed convergence and accuracy results for semi-
discrete and fully discrete approximations to linear parabolic equations; we recall needed
results from the BRR theory for the approximation of a class of nonlinear problems; and
we prove convergence and derive error estimates for the fully discrete approximations to
the forced Fisher equation. In Section 5, we furnish proofs to the embedding theorems
stated and used in Section 4.
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2.1. Function spaces
We use the standard notations (see, e.g., [1]) for Sobolev spaces Ws,p(Ω) for all real
s and p  1, with their norms denoted by ‖ · ‖Ws,p(Ω). When p = 2, we use the notation
Hs(Ω) = Ws,2(Ω) for all real s, with their norm simply denoted by ‖ · ‖s . We let H 10 (Ω)
stand for the completion of C∞0 (Ω) with respect to the H 1(Ω) norm. Note that H 0(Ω) =
L2(Ω) so that the L2(Ω) norm is denoted by ‖ ·‖0. The inner product on L2(Ω) is denoted
by [·,·], i.e.,
[u,v] =
∫
Ω
uv dx ∀u,v ∈ L2(Ω).
The duality paring between a Banach space B and its dual will be generically denoted by
〈·,·〉.
For a p ∈ [1,∞], an interval (a, b) ⊂ R, and a Banach space B with norm ‖ · ‖B ,
we denote by Lp(a, b;B) the set of measurable functions v : (a, b) → B such that∫ b
a
‖v(t)‖pB dt < ∞. The norm on Lp(a, b;B) for p ∈ [1,∞) is defined by
‖v‖Lp(a,b;B) =
( b∫
a
∥∥v(t)∥∥p
B
dt
)1/p
∀v ∈ Lp(a, b;B).
The norm on L∞(a, b;B) is defined by
‖v‖L∞(a,b;B) = ess sup
(a,b)
∥∥v(t)∥∥
B
∀v ∈ L∞(a, b;B).
We denote by C([a, b];B) the set of all continuous functions v : [a, b] → B with the norm
‖v‖C([a,b];B) = maxt∈[a,b] ‖v(t)‖B . We introduce
W(a, b) = {v ∈ L2(a, b;H 10 (Ω)): v′ = ∂tv ∈ L2(a, b;H−1(Ω))}
where v′ = ∂tv is understood in the scalar distribution sense:
b∫
a
〈
v′(t), φ(t)w
〉
dt = −
b∫
a
〈
v(t), φ′(t)w
〉
dt ∀φ ∈ C∞0 (a, b), ∀w ∈ H 10 (Ω)
with 〈·,·〉 denoting the duality pairing between H−1(Ω) and H 10 (Ω). The norm onW(a, b)
is defined by
‖v‖W(a,b) =
(‖v‖2
L2(a,b;H 1(Ω)) + ‖∂tv‖2L2(a,b;H−1(Ω))
)1/2 ∀v ∈W(a, b).
For a real number s  0, the space Hs(a, b;B) is defined as follows. First,
Hs(R;B) = {v ∈ L2(R;B): |τ |s vˆ ∈ L2(R;B)}
endowed with the norm
‖v‖Hs(R;B) =
(∫ ∥∥v(t)∥∥2
B
dt +
∫
|τ |2s∥∥vˆ(τ )∥∥2
B
dτ
)1/2
R R
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vˆ(τ ) =
∫
R
e−2iπtτ v(t) dt.
We then set
Hs(a, b;B) = {v = v˜|[a,b]: v˜ ∈ Hs(R;B)}
with the norm
‖v‖Hs(a,b;B) = inf
v˜∈Hs(R;B)
v˜|[a,b]=v
‖v˜‖Hs(R;B) ∀v ∈ Hs(a, b;B).
A function v = v(t,x) ∈ Hs(a, b;B) for some spatial function space B is often sim-
ply written as v(t). Further discussions about the Banach-space-valued Sobolev spaces
Hs(a, b;B) may be found in [19,22].
Throughout, C denotes a generic constant that may depend on the domain Ω and
time T ; the value of C varies with context.
2.2. A weak formulation of the forced Fisher equation
We introduce the bilinear form
a0[u,v] =
∫
Ω
∇u · ∇v dx ∀u,v ∈ H 1(Ω).
A weak formulation for (1)–(2) is: seek a u ∈W(0, T ) such that
〈∂tu(t), v〉 + a0[u(t), v] = λ[u(t)(1 − u(t)), v] + 〈f (t)(1 − u(t)), v〉,
∀v ∈ H 10 (Ω), a.e. t ∈ [0, T ],
u(0) = u0 in L2(Ω),
(4)
where [·,·] denotes the L2(Ω) inner product and 〈·,·〉 denotes the duality pairing between
H−1(Ω) and H 10 (Ω). Note that the initial condition makes sense due to the embedding of
W(0, T ) into C(0, T ;L2(Ω)); see [22].
The Poincaré inequality implies the coercivity of the bilinear form a0[·,·]:
a0[v, v] C0‖v‖21 ∀v ∈ H 10 (Ω). (5)
The function space W(0, T ) is the standard solution space for second-order linear par-
abolic equations; see [11]; as such, it is also the desired solution space for the forced
Fisher problem (4). The following theorem concerning the solvability of (4) was estab-
lished in [16].
Theorem 1. Assume that
f ∈ L2([0, T ];L2(Ω)), f  0 a.e. in (0, T )×Ω, and 0 u0  1 a.e. in Ω. (6)
Then, there exists a unique function u ∈W(0, T ) that satisfies (4) and moreover, 0 u 1
a.e. in (0, T )×Ω .
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linearization (at u) of (4) is a well-posed problem. To prove such a result we need the
following lemma.
Lemma 2. Assume Ω ⊂ R3. Then, the embedding
L2
(
0, T ;L6(Ω))∩L∞(0, T ;L2(Ω))⊂ L2/(1−θ)(0, T ;Lq(Ω))
is continuous for all θ ∈ [0,1] with q determined by
1
q
= 1 − θ
6
+ θ
2
.
Moreover,
‖v‖L2/(1−θ)(0,T ;Lq(Ω))  C‖v‖1−θL2(0,T ;L6(Ω))‖v‖θL∞(0,T ;L2(Ω)).
Proof. See the proof of [8, Lemma 4.2]. 
Theorem 3. Assume the hypotheses of Theorem 1 hold and let u ∈ W(0, T ) be the so-
lution to (4). Assume further that f ∈ L4(0, T ;L3(Ω)). Then for every pair (g,w0) ∈
L2(0, T ;H−1(Ω))×L2(Ω), there exists a unique w ∈W(0, T ) such that
〈∂tw(t), v〉 + a0[w(t), v]
= λ[u(t)(1 −w(t))+w(t)(1 − u(t)), v] − 〈f (t)w(t), v〉 + 〈g(t), v〉,
∀v ∈ H 10 (Ω), a.e. t ∈ [0, T ],
w(0) = w0 in L2(Ω).
(7)
The proof of Theorem 3 follows standard Faedo–Galerkin procedures (see, e.g., [11,
Section 7.1.2]) and is omitted. We merely point out that the proof makes use of the as-
sumptions f ∈ L4(0, T ;L3(Ω)) and f  0, Lemma 2 with θ = 1/2, and the fact that
0 u 1.
3. Finite element spaces and fully discrete approximations
3.1. Finite element spaces
We assume that Ω is a two-dimensional polygon or a three-dimensional polyhedron.
Let Vh be a family of finite element subspaces of H 10 (Ω) defined over a family of regular
triangulations of Ω . The parameter h denotes the largest grid size for a given triangulation.
For the convenience of stating approximation properties, we define, as in [8], the spaces
Φr0(Ω) for real r by
Φr0(Ω) =

H 10 (Ω) if r  1,
H r0 (Ω) if 1/2 < r < 1,
H r(Ω) if r  1/2.
We assume that the finite element function space Vh satisfies the following approximation
properties:
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inf
vh∈Vh
‖v − vh‖s → 0 as h → 0, s = −1,0,1; (8)
(ii) there exists a constant C > 0 such that for every v ∈ Hr+1(Ω) ∩Φr+10 (Ω) and every
r ∈ [s − 1, k],
inf
vh∈Vh
‖v − vh‖s  Chr+1−s‖v‖r+1, s = −1,0,1, (9)
where k  1 is a positive integer that is usually determined by the order of the piece-
wise polynomials used to define Vh.
We also assume that finite element triangulations are uniformly regular so that the fol-
lowing inverse inequality holds:
‖vh‖1  Ch−1‖vh‖0 ∀vh ∈ Vh. (10)
For detailed discussions of the properties (8)–(10) and the construction of the finite element
spaces with these properties, see, e.g., [7].
We denote by Ph the L2(Ω) projection from L2(Ω) onto Vh, namely, for each v ∈
L2(Ω),[
Phv − v,wh
]= 0 ∀wh ∈ Vh. (11)
As a consequence of (10) we have
‖Phv‖1  C‖v‖1 ∀v ∈ H 10 (Ω); (12)
see [23] or [8].
3.2. Fully discrete approximations of the forced Fisher equation
We use a modified version of the backward Euler scheme to define fully discrete
approximations of the forced Fisher equation. We partition [0, T ] into 0 = t0 < t1 <
t2 < · · · < tN = T with a uniform time steping δ = ti − ti−1, i = 1,2, . . . ,N . For f ∈
L2(0, T ;H−1(Ω)), we set
f m = 1
δ
tm∫
tm−1
f (t) dt, 1mN. (13)
Under suitable assumptions on f we may construct the fully discrete approximate solution
uδh as follows. We first solve for Umh ∈ Vh, m = 0,1,2, . . . ,N , from
U0h = u0,h,〈
Umh −Um−1h
δ
, vh
〉
+ a0
[
Umh , vh
]
= λ[Um−1h (1 −Um−1h ), vh]+ λ2 [(1 − 2Um−1h )(Umh −Um−1h ), vh]
− λ [(Umh −Um−1h )2, vh]+ 〈fm(1 −Um−1h ), vh〉3
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m
h −Um−1h
δ2
〈 tm∫
tm−1
f (t)(t − tm−1) dt, vh
〉
∀vh ∈ Vh, 1mN, (14)
where the discrete initial condition u0,h ≡ Phu0. We then define uδh ∈ H 1([0, T ];Vh) by
uδh(t)|[tm−1,tm] = Um−1h +
(
t − tm−1
δ
)(
Umh −Um−1h
)
, 1mN. (15)
Clearly, (14) is not the standard backward Euler scheme. In fact, (14) and (15) can be
combined (see Section 4.3) to yield the relation〈
Umh −Um−1h
δ
, vh
〉
+ a0
[
Umh , vh
]
=
〈
1
δ
tm∫
tm−1
(
λuδh(1 − uδh)+ (1 − uδh)f
)
dt, vh
〉
, 1mN, (16)
so that the treatment of the nonlinear terms is decidedly different from that for the standard
backward Euler scheme. Reversing the process, we see that (14) can be derived from (16)
by choosing uδh to be a piecewise linear function over the interval [tm−1, tm], i.e., choosing
uδh as in (15).
4. Convergence and fully discrete error estimates
The convergence and error estimates for the fully discrete approximation scheme will be
studied with the help of BRR theory, a short version of which is quoted in Section 4.1. To
apply the BRR theory to study approximations of a nonlinear problem, one needs approx-
imation results for the associated linear problem. We quote in Section 4.2 results about
fully discrete approximations of linear parabolic equations. Then, in Section 4.3, we re-
cast the forced Fisher equation and its fully discrete approximations into the framework of
the BRR theory (the particular approximation scheme facilitates this task). In Section 4.4,
we prove the convergence and error estimates for the fully discrete approximations of the
forced Fisher equation.
4.1. Quotation of results about approximations of a class of nonlinear problems
The results of [6] imply that under certain hypothesis, the errors of approximations of
solutions of certain nonlinear problem are basically the same as the errors of approxima-
tions of related linear problems. We quote the relevant results here.
Consider the following type of nonlinear problems on a Banach space X : we seek a
ψ ∈X such that
ψ + T G(ψ) = 0, (17)
where Y is another Banach space, T ∈ L(Y;X ), and G is a C2 mapping from X into Y .
We say that ψ ∈ X is a regular solution of (17) if (17) holds and ψ + T Gψ(ψ) is an iso-
morphism from X into X . Here, Gψ(·) denotes the Fréchet derivative of G(·). We assume
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that
Gψ(ψ) ∈ L(X ;Z) ∀ψ ∈X . (18)
Approximations are defined by introducing a subspace X∆ ⊂ X (here ∆ is a para-
meter, e.g., a triangulation of the space–time domain) and an approximating operator
T∆ ∈ L(Y;X∆): we seek ψ∆ ∈X∆ such that
ψ∆ + T∆G(ψ∆) = 0. (19)
Concerning the linear operator T∆, we assume the approximation properties
lim‖∆‖→0
∥∥(T∆ − T )ω∥∥X = 0 ∀ω ∈ Y (20)
and
lim‖∆‖→0 ‖T∆ − T ‖L(Z;X ) = 0 (21)
where ‖∆‖ denotes a measure of the parameter ∆, e.g., ‖∆‖ being the maximum mesh
size for the triangulation ∆. Note that whenever the imbedding Z ↪→ Y is compact, (21)
follows from (20) and moreover, (18) implies that the operator T Gψ(ψ) ∈ L(X ;X ) is
compact.
One of the results in [6] is the following theorem. In the statement, D2G represents the
second Fréchet derivatives of G.
Theorem 4. Let X and Y be Banach spaces. Assume that G is a C2 mapping from X into
Y and that D2G is bounded on all bounded sets of X . Assume that (18), (20), and (21)
hold and that ψ ∈ X is a regular solution of (17). Then, for ‖∆‖  ∆0 small enough,
there exists a unique ψ∆ ∈X∆ such that ψ∆ is a regular solution of (19). Moreover, there
exists a positive constant C independent of the discretization parameter ∆ such that
‖ψ∆ −ψ‖X  C
∥∥(T∆ − T )G(ψ)∥∥X . (22)
4.2. Quotation of results about fully discrete finite element approximations of linear
parabolic equations
The fully discrete error estimates for linear parabolic differential equations quoted in
this section were derived in [17]. These results have the following features: (i) the fully
discrete solutions are viewed as continuous functions in [0, T ] × Ω¯ instead of func-
tions defined only at discrete time levels; (ii) the error estimates and convergence are
obtained under minimal regularity; (iii) the W(0, T ) norm used is stronger than the stan-
dard L∞(0, T ;L2(Ω)) norm; and (iv) a fractional-order error estimates are obtained under
weak regularity assumptions.
We consider the linear parabolic problem
∂tu− div
(
A(x)∇u)= f in (0, T )×Ω (23)
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crete approximate solutions of both the linear problem (23) and the forced Fisher equation.
We introduce the bilinear form
a[u,v] =
∫
Ω
(
A(x)∇u) · ∇v dx ∀u,v ∈ H 1(Ω).
A weak formulation for (23) is: seek a u ∈W(0, T ) such that{ 〈∂tu(t), v〉 + a[u(t), v] = 〈f (t), v〉, ∀v ∈ H 10 (Ω), a.e. t ∈ [0, T ],
u(0) = u0 in L2(Ω).
(24)
The uniform positive definiteness of the matrix function A implies the coercivity for the
bilinear form a[·,·]:
a[v, v] Ca‖v‖21 ∀v ∈ H 10 (Ω). (25)
It is well known (see, e.g., [11]) that there exists a unique weak solution for (24).
As in Section 3.2, we partition [0, T ] into 0 = t0 < t1 < t2 < · · · < tN = T with a uni-
form time step δ. For f ∈ L2(0, T ;H−1(Ω)), we define fm by (13).
A fully discrete approximate solution uδh is constructed as follows. We first solve for
Umh ∈ Vh, m = 0,1,2, . . . ,N , fromU
0
h = u0,h ≡ Phu0 (where Ph is the L2(Ω) projection defined in (11)),〈Umh −Um−1h
δ
, vh
〉+ a[Umh , vh] = 〈f m,vh〉 ∀vh ∈ Vh, 1mN; (26)
we then define uδh ∈ C([0, T ];Vh) by
uδh(t)|[tm−1,tm] = Um−1h +
(
t − tm−1
δ
)(
Umh −Um−1h
)
, 1mN. (27)
We remark that if f ∈ L2(0, T ;H−1(Ω)), then f m is well defined (but f (tm) may not be).
In [17], the following results about the fully discrete approximation of the linear par-
abolic problem (24) were proved.
Theorem 5. Assume that f ∈ L2(0, T ;H−1(Ω)) and u0 ∈ H 10 (Ω). Let u ∈W(0, T ) be
the solution of (24) and uδh be defined by (26)–(27). Then
‖u− uδh‖W(0,T ) → 0 as δ,h → 0.
If, in addition, f ∈ L2(0, T ;H−1+2γ (Ω)) and f ∈ Hγ (0, T ;H−1(Ω)) for a γ ∈ [0,1/2],
then
‖u− uδh‖W(0,T )
C
(
δγ + h2γ )(‖f ‖L2(0,T ;H−1+2γ (Ω)) + ‖f ‖Hγ (0,T ;H−1(Ω)) + ‖u0‖1).
Furthermore, if u ∈ L2(0, T ;Hr+1(Ω)) ∩ H 1(0, T ;Hr−1(Ω)) for some r ∈ [1, k], f ∈
H 1(0, T ;L2(Ω)) and u0 ∈ H 2(Ω), then
‖u− uδh‖W(0,T )  C
(
δ + hr)(‖f ‖H 1(0,T ;L2(Ω)) + ‖u0‖2 + ‖u‖L2(0,T ;Hr+1(Ω))
+ ‖∂tu‖L2(0,T ;Hr−1(Ω))
)
.
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4.3. Recasting the forced Fisher equation and its fully discrete approximations
We will recast problem (1)–(2) and its fully discrete approximations (14)–(15) into a
form that fits into the framework of the BRR theory.
We set X =W(0, T ) and Y = L2(0, T ;H−1(Ω)) × H 10 (Ω). We define the linear op-
erator T : Y →X as follows: w = T (g,w0) for w ∈X and (g,w0) ∈ Y if and only if{ 〈∂tw(t), v〉 + a0[w(t), v] = 〈g(t), v〉, ∀v ∈ H 10 (Ω), a.e. t ∈ [0, T ],
w(0) = w0 in L2(Ω).
We define the nonlinear operator G :X → Y by
G(w) = −(λw(1 −w)+ (1 −w)f,u0) ∀w ∈X ,
where f ∈ L2(0, T ;H−1(Ω)) and u0 ∈ H 10 (Ω) are the prescribed (fixed) data for the
Fisher problem (4). Clearly, (4) may be written as
u = −T G(u),
i.e., (4) is recast into the form (17).
We set
X∆ =Xδh ≡
{
v ∈ H 1(0, T ;Vh): v is linear in t on [tm−1, tm], m = 1,2, . . . ,N
}
and define the discrete operator Tδh :Y →Xδh as follows: wδh = Tδh(g,w0) for wδh ∈Xδh
and (g,w0) ∈ Y if and only if
wδh(t)|[tm−1,tm] = Wm−1h +
t − tm−1
δ
(
Wmh −Wm−1h
)
, 1mN, (28)
where {Wmh } is determined by
W 0h = Phw0,〈
Wmh −Wm−1h
δ
, vh
〉
+ a0
[
Wmh ,vh
]= 1
δ
〈 tm∫
tm−1
g(t) dt, vh
〉
∀vh ∈ Vh, 1mN. (29)
Let {Umh }Nm=1 and uδh be defined by (14) and (15), respectively. Straightforward calcula-
tions yield
1
δ
tm∫
tm−1
(
uδh(1 − uδh)+ (1 − uδh)f (t)
)
dt
= λ
δ
tm∫ [
Um−1h +
t − tm−1
δ
(
Umh −Um−1h
)]
tm−1
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[
1 −Um−1h −
t − tm−1
δ
(
Umh −Um−1h
)]
dt
+ 1
δ
tm∫
tm−1
(
1 −Um−1h −
t − tm−1
δ
(
Umh −Um−1h
))
f (t) dt
= λUm−1h
(
1 −Um−1h
)+ λ
2
(
1 − 2Um−1h
)(
Umh −Um−1h
)− λ
3
(
Umh −Um−1h
)2
+ fm(1 −Um−1h )− Umh −Um−1hδ2
tm∫
tm−1
f (t)(t − tm−1) dt.
Comparing the last relation with (14)–(15) and using the definition of Tδh and G, we see
that (14) and (15) are equivalent to
uδh = −TδhG(uδh),
i.e., (14) and (15) are recast into the form (19).
4.4. Convergence of the fully discrete approximation and error estimates
We will verify all assumptions of the BRR theory. Then we will apply that theory to
prove the convergence of the fully discrete approximations and derive error estimates.
Throughout this subsection we assume that
f ∈ L4(0, T ;L3(Ω)), f  0,
u0 ∈ H 10 (Ω), 0 u0  1, (30)
and that there exists a γ0 ∈ (0,1/4] such that
f ∈ L∞(0, T ;L2(Ω))∩H 2γ0(0, T ;L2(Ω)). (31)
Under these assumptions we will prove convergence for the fully discrete approximations
of the forced Fisher equation. Under some additional assumptions we will derive error
estimates.
Let X ,Y,T ,G,Xδh,Tδh be defined as in Section 4.3. In Section 4.3, we were able to
recast the forced Fisher equation and its fully discrete approximation into the abstract forms
(17) and (19), respectively. We now proceed to verify all the hypotheses of Theorem 4 so
that we can apply that theorem to derive error estimates for fully discrete approximations.
We remark that hypothesis (30) ensures the existence and uniqueness of a solution for the
forced Fisher problem and the solution is regular in the sense of Theorem 3. Hypothesis
(31) is imposed to facilitate the verification of BRR assumptions concerning the Fréchet
derivative of G.
We fix a γ ∈ (0,min{γ0,1/20}) and define the space Z ⊂ Y = L2(0, T ;H−1(Ω)) ×
H 10 (Ω) by
Z = (Hγ (0, T ;H−1(Ω))∩L2(0, T ;H−1+2γ (Ω)))× {0}
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We denote the Fréchet derivative of G with respect to w by DG(w); then we find that for
w ∈W(0, T ),
DG(w) · v = (λv − 2λwv − f v,0) ∀v ∈W(0, T ). (32)
In order to verify the BRR assumptions about the first and second Fréchet derivative
of G, we will need the following two embedding-like theorems, the proofs of which will
be given in Section 5. Also, these two theorems reveal the reasons for the particular choice
of Z .
Theorem 7. Assume w,v ∈W(0, T ). Then for every γ ∈ (0,1/20),
wv ∈ Hγ (0, T ;H−1(Ω))∩L2(0, T ;H−1+2γ (Ω)).
Furthermore, there exists a constant C > 0 independent of w,v such that
‖wv‖Hγ (0,T ;H−1(Ω)) + ‖wv‖L2(0,T ;H−1+2γ (Ω)) C‖w‖W(0,T )‖v‖W(0,T ).
Theorem 8. Assume g ∈ L4(0, T ;L3(Ω)) ∩ L∞(0, T ;L2(Ω)) ∩ H 2γ0(0, T ;L2(Ω)) and
v ∈W(0, T ). Then for every γ ∈ (0,min{γ0,1/20}),
gv ∈ Hγ (0, T ;H−1(Ω))∩L2(0, T ;H−1+2γ (Ω)).
Furthermore, there exists a constant C > 0 independent of v and g such that
‖gv‖Hγ (0,T ;H−1(Ω)) + ‖gv‖L2(0,T ;H−1+2γ (Ω))
 C
(‖g‖L4(0,T ;L3(Ω)) + ‖g‖L∞(0,T ;L2(Ω)) + ‖g‖H 2γ0 (0,T ;L2(Ω)))‖v‖W(0,T ).
Proposition 9 (Verification of (18)). There exists a C > 0 such that∥∥DG(w)∥∥L(X ,Z)  C(1 + ‖w‖W(0,T ) + ‖f ‖H 2γ0 (0,T ;L2(Ω))
+ ‖f ‖L4(0,T ;L3(Ω)) + ‖f ‖L∞(0,T ;L2(Ω))
) ∀w ∈W(0, T ).
(33)
Proof. Let w,v ∈X =W(0, T ) be given. By Theorems 7 and 8, we have that∥∥DG(w) · v∥∥2Z
= ∥∥(λv − 2λwv − f v,0)∥∥2Z
= ‖λv − 2λwv − f v‖2
Hγ (0,T ;H−1(Ω)) + ‖λv − 2λwv − f v‖2L2(0,T ;H−1+2γ (Ω))
 C
(
1 + ‖w‖2W(0,T ) + ‖f ‖2H 2γ (0,T ;L2(Ω))
+ ‖f ‖2
L4(0,T ;L3(Ω)) + ‖f ‖2L∞(0,T ;L2(Ω))
)‖v‖2W(0,T ).
Taking the supremum over all v ∈W(0, T ) with ‖v‖X = 1 we arrive at (33). 
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continuously differentiable and D2G is bounded on all bounded sets of X .
Proof. The second Fréchet derivatives of G is defined by
D2G(w) · (v, z) = (−2λvz,0) ∀v, z ∈W(0, T ).
Similar to the proof of Proposition 9, we may show that D2G is well defined, continuous
and bounded on every bounded set of X =W(0, T ). 
Proposition 11 (Verification of (20)). For every (y,w0) ∈ Y ,
lim
h,δ→0
∥∥(T − Tδh)(y,w0)∥∥X → 0. (34)
Proof. See Theorem 5. 
Proposition 12 (Verification of (21)).
‖T − Tδh‖L(Z,X ) → 0 as h, δ → 0. (35)
Proof. By Theorem 5, we have that for every (g,0) ∈Z ,∥∥T (g,0)− Tδh(g,0)∥∥W(0,T )
C
(
δγ + h2γ )(‖g‖L2(0,T ;H−1+2γ (Ω)) + ‖g‖Hγ (0,T ;H−1(Ω)))
C
(
δγ + h2γ )∥∥(g,0)∥∥Z
so that by taking the supremum over all (g,0) ∈Z with ‖(g,0)‖Z  1 we obtain
‖T − Tδh‖L(Z;X )  C
(
δγ + h2γ )→ 0 as (h, δ) → (0,0).
This proves (35). 
Remark 13. The fractional-order error estimates of [17] played a crucial role in the verifi-
cation of (21).
Through Propositions 9–12, we have verified all the hypotheses of Theorem 4. Combin-
ing that theorem with Theorems 5 and 7–8, we arrive at the following result.
Theorem 14. Let u ∈W(0, T ) be the solution of (4) and uδh be defined by (14). Then,
‖u− uδh‖W(0,T ) → 0 as δ,h → 0
and
‖u− uδh‖W(0,T )  C
(
δγ + h2γ )(‖u‖W(0,T ) + ‖u‖2W(0,T ) + ‖f ‖H 2γ0 (0,T ;L2(Ω))
+ ‖f ‖2
H 2γ0 (0,T ;L2(Ω)) + ‖f ‖2L4(0,T ;L3(Ω))
+ ‖f ‖2 ∞ 2 + ‖u0‖2
)
.L (0,T ;L (Ω))
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u ∈ L2(0, T ;Hr+1(Ω))∩H 1(0, T ;Hr−1(Ω)) for some r  1,{−λu2 + (1 − u)f } ∈ H 1(0, T ;L2(Ω)) and u0 ∈ H 2(Ω),
then
‖u− uδh‖W(0,T )  C
(
δ + hr)(∥∥−λu2 + (1 − u)f ∥∥
H 1(0,T ;L2(Ω)) + ‖u0‖2
+ ‖u‖L2(0,T ;Hr+1(Ω)) + ‖∂tu‖L2(0,T ;Hr−1(Ω))
)
.
Remark 15. We point out that the BRR theory guarantees the existence of a discrete solu-
tion for sufficiently small h; thus, there is no need to investigate the existence of a solution
for (14).
Remark 16. Theorem 14 guarantees that the computed solutions are reliable approxima-
tions to true solutions. Convergent computational results were reported in [24] that confirm
the conclusions of that theorem. The test examples of [24] included both the cases f = 0
and f = 0.
Remark 17. Note that the last estimate of Theorem 14 is optimal with respect to the expo-
nents of δ and h.
5. Embedding theorems
Our goal in this section is to prove Theorems 7 and 8 which are embedding-like results
for the product of two functions belonging to the spaces specified in those theorems. We
will first prove, in Section 5.1, an embedding result for the product of functions belonging
to more general spaces. We then prove, in Section 5.2, the embedding ofW(0, T ) into those
general spaces. Finally, by combining the results of Sections 5.1 and 5.2, we complete the
proof of Theorems 7 and 8.
5.1. Some embedding theorems involving the product of functions
In this subsection, we study the regularity of the product of functions belonging to
the space–time spaces L4(0, T ;L3(Ω)) and/or Hα(0, T ;L2(Ω)). We first state a useful
lemma concerning the intrinsic norm expression for Hilbert-space-valued Sobolev spaces.
Lemma 18. Assume that B is a Hilbert space and γ ∈ (0,1). Then the norm on
Hγ (0, T ;B) can be equivalently expressed by
‖g‖2Hγ (0,T ;B)
=
T∫
0
T∫
0
‖g(t)− g(s)‖2B
|t − s|2γ dt ds + ‖g‖
2
L2(0,T ;B) ∀g ∈ Hγ (0, T ;B). (36)
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Theorem 19. Assume Ω ∈ R3 and γ ∈ (0,1/4). If w,v ∈ L∞(0, T ;L2(Ω)) ∩ L4(0, T ;
L3(Ω))∩H 2γ (0, T ;L2(Ω)), then (wv) ∈ Hγ (0, T ;H−1(Ω)) and
‖wv‖Hγ (0,T ;H−1(Ω))
C‖w‖L4(0,T ;L3(Ω))‖v‖L4(0,T ;L3(Ω))
+C‖w‖1/2
L∞(0,T ;L2(Ω))‖w‖
1/2
H 2γ (0,T ;L2(Ω))‖v‖L4(0,T ;L3(Ω))
+C‖v‖1/2
L∞(0,T ;L2(Ω))‖v‖
1/2
H 2γ (0,T ;L2(Ω))‖w‖L4(0,T ;L3(Ω)). (37)
Proof. Let w,v ∈ H 2γ (0, T ;L2(Ω)) ∩ L4(0, T ;L3(Ω)) ∩ L∞(0, T ;L2(Ω)) be given.
Using (36) and the continuous embedding L6/5(Ω) ↪→ H−1(Ω) we have:
‖uv‖2
Hγ (0,T ;H−1(Ω))
= C
T∫
0
∥∥w(t)v(t)∥∥2
H−1(Ω)dt +C
T∫
0
T∫
0
‖u(t)v(t)− u(s)v(s)‖2
H−1(Ω)
|t − s|2γ dt ds
C
T∫
0
∥∥w(t)v(t)∥∥2
L6/5(Ω)dt +C
T∫
0
T∫
0
‖u(t)v(t)− u(s)v(s)‖2
L6/5(Ω)
|t − s|2γ dt ds. (38)
The first integral term in (38) may be estimated through repeated applications of the
Cauchy inequality:
T∫
0
∥∥w(t)v(t)∥∥2
L6/5(Ω) dt
=
T∫
0
(∫
Ω
∣∣w(t,x)v(t,x)∣∣6/5 dx)5/3 dt

T∫
0
(∫
Ω
∣∣w(t,x)∣∣12/5 dx)5/6(∫
Ω
∣∣v(t,x)∣∣12/5 dx)5/6 dt

{ T∫
0
∣∣∣∣∣
∫
Ω
∣∣w(t,x)∣∣12/5 dx∣∣∣∣∣
5/3
dt
}1/2{ T∫
0
∣∣∣∣∣
∫
Ω
∣∣v(t,x)∣∣12/5 dx∣∣∣∣∣
5/3
dt
}1/2
= ‖w‖2
L4(0,T ;L3(Ω))‖v‖2L4(0,T ;L3(Ω)). (39)
We proceed to estimate the second integral term in (38). We note that the following
inequality holds:
(r + s)p  C(rp + sp) for p > 0 and r, s  0; (40)
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φ(θ) ≡ θp + (1 − θ)p min[0,1]φ(θ) > 0 for θ ∈ [0,1].
Writing w(t)v(t)−w(s)v(s) = [w(t)−w(s)]v(s)+w(t)[v(t)−v(s)] and repeatedly using
inequality (40), we obtain:
T∫
0
T∫
0
1
|t − s|2γ
∥∥w(t)v(t)−w(s)v(s)∥∥2
L6/5(Ω) dt ds
=
T∫
0
T∫
0
1
|t − s|2γ
(∫
Ω
∣∣w(t)v(t)−w(s)v(s)∣∣6/5 dx)5/3 dt ds
 C
T∫
0
T∫
0
1
|t − s|2γ
(∫
Ω
∣∣w(t)−w(s)∣∣6/5∣∣v(s)∣∣6/5 dx
+
∫
Ω
∣∣w(t)∣∣6/5∣∣v(t)− v(s)∣∣6/5 dx)5/3 dt ds
 C
T∫
0
T∫
0
1
|t − s|2γ
(∫
Ω
∣∣w(t)−w(s)∣∣6/5∣∣v(s)∣∣6/5 dx)5/3 dt ds
+C
T∫
0
T∫
0
1
|t − s|2γ
(∫
Ω
∣∣w(t)∣∣6/5∣∣v(t)− v(s)∣∣6/5 dx)5/3 dt ds. (41)
Applying the Cauchy inequality and the intrinsic norm (36), we arrive at
T∫
0
T∫
0
1
|t − s|2γ
(∫
Ω
∣∣w(t)−w(s)∣∣6/5∣∣v(s)∣∣6/5 dx)5/3 dt ds

T∫
0
T∫
0
1
|t − s|2γ
∥∥w(t)−w(s)∥∥20∥∥v(s)∥∥2L3(Ω) dt ds
 2‖w‖L∞(0,T ;L2(Ω))
( T∫
0
T∫
0
1
|t − s|4γ
∥∥w(t)−w(s)∥∥20 dt ds
)1/2
×
( T∫
0
T∫
0
∥∥v(s)∥∥4
L3(Ω) dt ds
)1/2
 C‖w‖L∞(0,T ;L2(Ω))‖w‖H 2γ (0,T ;L2(Ω))‖v‖2 4 3 . (42)L (0,T ;L (Ω))
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T∫
0
T∫
0
1
|t − s|2γ
(∫
Ω
∣∣w(t)∣∣6/5∣∣v(t)− v(s)∣∣6/5 dx)5/3 dt ds
C‖v‖L∞(0,T ;L2(Ω))‖v‖H 2γ (0,T ;L2(Ω))‖w‖2L4(0,T ;L3(Ω)). (43)
Combining (41), (42), and (43) we are led to
T∫
0
T∫
0
1
|t − s|2γ
(∫
Ω
∣∣w(t)−w(s)∣∣6/5∣∣v(s)∣∣6/5 dx)5γ /3 dt ds
C‖w‖L∞(0,T ;L2(Ω))‖w‖H 2γ (0,T ;L2(Ω))‖v‖2L4(0,T ;L3(Ω))
+C‖v‖L∞(0,T ;L2(Ω))‖v‖H 2γ (0,T ;L2(Ω))‖w‖2L4(0,T ;L3(Ω)). (44)
Hence, (37) follows from (38), (39), and (44). 
Theorem 20. If w,v ∈ L4(0, T ;L3(Ω)), then for every σ ∈ (0,1/10), (wv) ∈ L2(0, T ;
H−1+σ (Ω)) and
‖wv‖L2(0,T ;H−1+σ (Ω))  C‖w‖L4(0,T ;L3(Ω))‖v‖L4(0,T ;L3(Ω)). (45)
Proof. Let σ ∈ (0,1/10) and w,v ∈ L4(0, T ;L3(Ω)) be given. We define an ε ∈ (0,1) by
ε = εσ ≡ 12σ1 + 2σ . (46)
By Sobolev embedding theorems (see, e.g., [1]), we have the continuous embedding
H 1−σ (Ω) ↪→ L6−ε(Ω). Using this continuous embedding result and the Cauchy inequal-
ity we have, for almost every t ∈ [0, T ] and every φ ∈ H 1−σ0 (Ω),∫
Ω
∣∣w(t)v(t)φ∣∣dx ∥∥v(t)∥∥
Lβε (Ω)
∥∥w(t)∥∥
Lβε (Ω)
‖φ‖L6−ε(Ω)
C
∥∥v(t)∥∥
Lβε (Ω)
∥∥w(t)∥∥
Lβε (Ω)
‖φ‖H 1−σ (Ω),
where ε is defined by (46) and βε ≡ 2(6 − ε)/(5 − ε) < 3. Taking the supremum over all
φ ∈ H 1−σ0 (Ω) we obtain∥∥w(t)v(t)∥∥−1+σ  C∥∥w(t)∥∥Lβε (Ω)∥∥v(t)∥∥Lβε (Ω) a.e. t ∈ (0, T )
so that
‖wv‖2
L2(0,T ;H−1+σ (Ω)) =
T∫
0
∥∥w(t)v(t)∥∥2−1+σ dt
 C
T∫ ∥∥w(t)∥∥2
Lβε (Ω)
∥∥v(t)∥∥2
Lβε (Ω)
dt0
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L4(0,T ;Lβε (Ω))‖w‖2L4(0,T ;Lβε (Ω))
 C‖v‖2
L4(0,T ;L3(Ω))‖w‖2L4(0,T ;L3(Ω)).
This proves (45). 
5.2. An embedding theorem for the solution space
We prove the following embeddings for the space W(0, T ).
Theorem 21. Assume ε ∈ (0,1/4). Then the following continuous embeddings hold:
W(0, T ) ↪→ H 1/2−ε(0, T ;L2(Ω))∩H 1/4−ε(0, T ;H 1/2(Ω))∩L4(0, T ;L3(Ω)).
Furthermore,
‖w‖H 1/2−ε(0,T ;L2(Ω)) + ‖w‖H 1/4−ε(0,T ;H 1/2(Ω)) + ‖w‖L4(0,T ;L3(Ω))  C‖w‖W(0,T ).
Proof. By Lemma 2 with θ = 1/2, we obtain W(0, T ) ↪→ L4(0, T ;L3(Ω)) and
‖w‖L4(0,T ;L3(Ω))  C‖w‖W(0,T ).
Let ε ∈ (0,1/4) and w ∈W(0, T ) be given. We define E0w to be the extension of w
onto R by zero outside (0, T ), i.e., E0w = w for t ∈ (0, T ) and E0w = 0 otherwise. Let
Ê0w denote the temporal Fourier transform of E0w. It is easily verified that
2iπτÊ0w(τ) = Ê0∂tw(τ)+w(0)−w(0)e−2iπτT
(this relation was used in [22, pp.187–188, Theorem 2.3, Eq. (2.41)]). By taking the
H−1(Ω)–H 10 (Ω) duals against Ê0w(τ), we obtain
2πτ
∥∥Ê0w(τ)∥∥20  ∥∥Ê0∂tw(τ)∥∥−1∥∥Ê0w(τ)∥∥1 +Cτ−1∥∥w(0)∥∥20 +Cτ−1∥∥w(T )∥∥20
+ πτ∥∥Ê0w(τ)∥∥20.
By virtue of the continuous embedding W(0, T ) ↪→ C([0, T ];L2(Ω)), the last estimate
reduces to
2πτ
∥∥Ê0w(τ)∥∥20  C∥∥Ê0∂tw(τ)∥∥2−1 +C∥∥Ê0w(τ)∥∥21 +Cτ−1‖w‖2W(0,T ).
Thus, if |τ | 1, we have
πτ 1−2ε
∥∥Ê0w(τ)∥∥20  C∥∥Ê0∂tw(τ)∥∥2−1 +C∥∥Ê0w(τ)∥∥21 +Cτ−1−2ε‖w‖2W(0,T )
so that ∫
|τ |1
τ 1−2ε
∥∥Ê0w(τ)∥∥20 dτ
 C
∫ ∥∥Ê0∂tw(τ)∥∥2−1 dτ +C ∫ ∥∥Ê0w(τ)∥∥21 dτ +C‖w‖2W(0,T ).
|τ |1 |τ |1
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|τ |<1
τ 1−2ε
∥∥Ê0w(τ)∥∥20 dτ  C ∫
|τ |<1
∥∥Ê0w(τ)∥∥20 dτ C ∫
|τ |<1
∥∥Ê0w(τ)∥∥21 dτ.
Combining the last two relations and using the Parserval equality, we obtain∫
R
τ 1−2ε
∥∥Ê0w(τ)∥∥20 dτ
C
∫
R
∥∥Ê0∂tw(τ)∥∥2−1 dτ +C ∫
R
∥∥Ê0w(τ)∥∥21 dτ +C‖w‖2W(0,T )
= C‖∂tw‖2L2(0,T ;H−1(Ω)) +C‖w‖2L2(0,T ;H 1(Ω)) +C‖w‖2W(0,T ) C‖w‖2W(0,T ).
Hence,
‖w‖2
H 1/2−ε(0,T ;L2(Ω)) 
∫
R
τ 1−2ε
∥∥Ê0w(τ)∥∥20 dτ  C‖w‖2W(0,T ). (47)
We next prove that w ∈ H 1/4−ε(0, T ;H 1/2(Ω)). By interpolation, we have∥∥Ê0w(τ)∥∥1/2  C∥∥Ê0w(τ)∥∥1/20 ∥∥Ê0w(τ)∥∥1/21 a.e. τ ∈ R
so that∫
R
|τ |1/2−2ε∥∥Ê0w(τ)∥∥21/2 dτ
C
∫
R
|τ |1/2−2ε∥∥Ê0w(τ)∥∥0∥∥Ê0w(τ)∥∥1 dτ
C
(∫
R
|τ |1−4ε∥∥Ê0w(τ)∥∥20 dτ
)1/2(∫
R
∥∥Ê0w(τ)∥∥21 dτ
)1/2
.
By virtue of (47) and Parserval equality, the last estimate reduces to∫
R
|τ |1/2−2ε∥∥Ê0w(τ)∥∥21/2 dτ C‖w‖W(0,T )‖w‖L2(0,T ;H 1(Ω))  C‖w‖2W(0,T )
so that
‖w‖2
H 1/4−ε(0,T ;H 1/2(Ω)) 
∫
R
|τ |1/2−2ε∥∥Ê0w(τ)∥∥21/2 dτ  C‖w‖2W(0,T ).
This completes the proof. 
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The proof of Theorem 7 proceeds as follows.
Let w,v ∈W(0, T ) and γ ∈ (0,1/20) be given. Since γ < 1/4, Theorem 21 implies
that w,v ∈ H 2γ (0, T ;L2(Ω)) ∩ L4(0, T ;L3(Ω)). Also, it is well known that W(0, T ) ∈
L∞(0, T ;L2(Ω)). Hence, by Theorem 19, we have
wv ∈ Hγ (0, T ;H−1(Ω)).
Using the assumption γ < 1/20 and Theorem 20 with σ = 2γ , we deduce
wv ∈ L2(0, T ;H−1+2γ (Ω)).
Combining the estimates in Theorems 19, 20, and 21, we obtain the estimate in Theorem 7
and thus have completed the proof of that theorem. 
We next prove Theorem 8.
Assume v ∈W(0, T ), g ∈ L4(0, T ;L3(Ω))∩L∞(0, T ;L2(Ω))∩H 2γ0(0, T ;L2(Ω)),
and γ ∈ (0,min{γ0,1/20}). As was deduced in the above proof of Theorem 7, v ∈
H 2γ (0, T ;L2(Ω))∩L4(0, T ;L3(Ω))∩L∞(0, T ;L2(Ω)). Hence, by Theorems 19 and 20
we have that
wv ∈ Hγ (0, T ;H−1(Ω))∩L2(0, T ;H−1+2γ (Ω)).
Combining the estimates in Theorems 19, 20, and 21, we obtain the estimate in Theorem 8.
This completes the proof of Theorem 8. 
Acknowledgments
The authors thank Professor F.-H. Lin of New York University and Professor O. Imanuilov of Iowa State Uni-
versity for verifying that Lemma 18 concerning the intrinsic norm expression for Hilbert-space-valued Sobolev
spaces can be proved in the same way as one does for the case of real-valued functions. They also thank Professor
T. Tao of the University of California at Los Angeles for useful communications related to that lemma.
References
[1] R. Adams, Sobolev Spaces, Academic Press, Boston, 1975.
[2] G. Akrivis, M. Crouzeix, C. Makridakis, Implicit–explicit multistep finite element methods for nonlinear
parabolic problems, Math. Comput. 67 (1998) 457–477.
[3] D. Aronson, H. Weinberger, Partial Differential Equations and Related Topics, in: A. Dold, B. Eckmann
(Eds.), Lecture Notes in Math., vol. 446, Springer, New York, 1975.
[4] D. Aronson, H. Weinberger, Multidimensional nonlinear diffusions arising in population genetics, Adv.
Math. 30 (1978) 33–76.
[5] N.F. Britton, Reaction–Diffusion Equations and Their Applications to Biology, Academic Press, New York,
1986.
[6] F. Brezzi, J. Rappaz, P.-A. Raviart, Finite-dimensional approximation of nonlinear problems. Part I:
Branches of nonsingular solutions, Numer. Math. 36 (1980) 1–25.
[7] P. Ciarlet, The Finite Element Method for Elliptic Problems, North-Holland, Amsterdam, 1978.
[8] K. Chrysafinos, L.S. Hou, Error estimates for semidiscrete finite element approximations of linear and semi-
linear parabolic equations under minimal regularity assumptions, SIAM J. Numer. Anal. 40 (2002) 282–306.
440 M.D. Gunzburger et al. / J. Math. Anal. Appl. 313 (2006) 419–440[9] M. Crouzeix, J. Rappaz, On Numerical Approximations in Bifurcation Theory, Masson, Paris, 1990 and
Springer, Berlin, 1990.
[10] P. Fife, Mathematical Aspects of Reacting and Diffusing Systems, Lecture Notes in Biomath., vol. 28,
Springer, Berlin, 1979.
[11] L. Evans, Partial Differential Equations, Amer. Math. Soc., Providence, RI, 1998.
[12] R. Fisher, The advance of advantageous genes, Ann. Eugenics 7 (1937) 335–369.
[13] W. Fleming, A selection–migration model in population genetics, J. Math. Biol. 2 (1975) 219–233.
[14] V. Girault, P.-A. Raviart, Finite Element Methods for Navier–Stokes Equations, Springer, Berlin, 1986.
[15] M. Gunzburger, L.S. Hou, Finite-dimensional approximation of a class of constrained nonlinear optimal
control problems, SIAM. J. Control Optim. 34 (1996) 1001–1043.
[16] M. Gunzburger, L.S. Hou, W. Zhu, Analysis of the forced Fisher equation, Nonlinear Anal. 62 (2005) 19–40.
[17] L.S. Hou, W. Zhu, Error estimates under minimal regularity for single step finite element approximations of
parabolic PDEs, submitted fot publication.
[18] A. Kolmogorov, I. Petrovsky, N. Piskunov, Etude de l’équation de la diffusion avec croissance de la quan-
tité de matière et son application à un problème biologique, Bulletin Université d’Etat à Moscou (Bjul.
Moskowskogo Gos. Univ.), Série Internationale, Section A 1 (1937) 1–26.
[19] J.-L. Lions, E. Magenes, Non-Homogeneous Boundary Value Problems and Applications, I, II, Springer,
New York, 1972.
[20] J.D. Murray, Mathematical Biology, Springer, Berlin, 1989.
[21] A. Quarteroni, A. Valli, Numertical Approximation of Partial Differential Equations, Springer, Berlin, 1994.
[22] R. Temam, Navier–Stokes Equations, Amer. Math. Soc., Chelsea, Providence, RI, 2001.
[23] V. Thomee, Galerkin Finite Element Methos for Parabolic Equations, Springer, Berlin, 1997.
[24] W. Zhu, Modeling, analysis and numerical approximations of the forced Fisher equation and related control
problems, PhD dissertation, Iowa State University, 2002.
