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Abstract
This paper deals with the homogeneous Neumann boundary-value problem for the chemotaxis-consumption
system {
ut = ∆u − χ∇ ·
(
u∇v) + κu − µu2, x ∈ Ω, t > 0,
vt = ∆v − uv, x ∈ Ω, t > 0,
in N-dimensional bounded smooth domains for suitably regular positive initial data.
We shall establish the existence of a global bounded classical solution for suitably large µ and prove that
for any µ > 0 there exists a weak solution.
Moreover, in the case of κ > 0 convergence to the constant equilibrium ( κ
µ
, 0) is shown.
Keywords: Chemotaxis; logistic source; global existence; boundedness; asymptotic stability; weak so-
lution
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1 Introduction
Chemotaxis is the adaption of the direction of movement to an external chemical signal. This signal can
be a substance produced by the biological agents (cells, bacteria) themselves, as is the case in the celebrated
Keller-Segel model ([5], [4]) or – in the case of even simpler organisms – by a nutrient that is consumed. A
prototypical model taking into account random and chemotactically directed movement of bacteria alongside
death effects at points with high population densities and population growth together with diffusion and
consumption of the nutrient is given by
ut = ∆u − χ∇ · (u∇v) + κu − µu2 (1.1)
vt = ∆v − uv,
considered in a smooth, bounded domainΩ ⊂ RN together with homogeneous Neumann boundary conditions
and suitable initial data. Herein, χ > 0, κ ∈ R, µ > 0 denote chemotactic sensitivity, growth rate (or death
rate, if negative) and strength of the overcrowding effect, respectively. The system (1.1), in a basic form
often with κ = µ = 0, appears as part of chemotaxis-fluid models intensively studied over the past few years
(see e.g. the survey [1, sec. 4.1] or [2] for a recent contribution with an extensive bibliography).
Compared with the classical Keller-Segel model
ut = ∆u − χ∇ · (u∇v) + κu − µu2 (1.2)
vt = ∆v − v + u,
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which we have given in the form with logarithmic source terms paralleling that in (1.1), at first glance, (1.1)
seems much more amenable to the global existence (und boundedness) of solutions – after all, the second
equation by comparison arguments immediately provides an L∞-bound for v.
However, such a bound is not sufficient for dealing with the chemotaxis term, and accordingly global
existence and boundedness of solutions to (1.1) with κ = µ = 0 is only known under the smallness condition
χ‖v(·, 0)‖L∞(Ω) ≤ 16(N + 1) (1.3)
on the initial data ([15]) or in a two-dimensional setting ([22], [25] and also [9]). Their rate of convergence
has been treated in [26]. In three-dimensional domains, weak solutions have been constructed that eventually
become smooth [16].
For (1.2), the presence of logarithmic terms has been shown to exclude otherwise possible finite-time
blow-up phenomena (cf. [23], [11]) – at least as long as µ is sufficiently large if compared to the strenght of
the chemotactic effects ([21]) or if the dimension is 2 ([12]). If the quotient µ
χ
is sufficiently large, solutions
to (1.2) uniformly converge to the constant equilibrium ([24]); convergence rates have been considered in
[3]. Explicit largeness conditions on µ
χ
that ensure convergence, also for slightly more general source terms,
can be found in [10], see also [19]. For small µ > 0, at least global weak solutions are known to exist ([7]),
and in 3-dimensional domains and for small κ, their large-time behaviour has been investigated ([7]).
Also the chemotaxis-consumption model (1.1) has already been considered with nontrivial source terms
in [18]. There it was proved that classical solutions exist globally and are bounded as long as (1.3) holds
– which is the same condition as for κ = µ = 0, thus shedding no light on any possible interplay between
chemotaxis and the population kinetics.
In a three-dimensional setting and in the presence of a Navier-Stokes fluid, in [8] it was recently possi-
ble to construct global weak solutions for any positive µ, which moreover eventually become classical and
uniformly converge to the constant equilibrium in the large-time limit.
It is the aim of the present article to prove the existence of global classical solutions if only µ is suitably
large and to show their large-time behaviour. For the case of small µ > 0, we will prove the existence of
global weak solutions (in the sense of Definition 6.1).
What largeness condition on µ might be sufficient for boundedness? For the Keller-Segel type model
(1.2) the typical condition reads: ’If µ is large compared to χ, then the solution is global and bounded,
independent of initial data.’ In order to see why this condition would be far less natural for (1.1), let us
suppose we are given suitably regular initial data u0, v0 and a corresponding solution (u, v) of
ut = ∆u − χ∇ · (u∇v) + κu − µu2
vt = ∆v − uv
∂νu
∣∣∣
∂Ω
= ∂νv
∣∣∣
∂Ω
= 0
u(·, 0) = u0, v(·, 0) = v0,
and let us define
w := χv.
Then (u,w) solves 
ut = ∆u − ∇ · (u∇w) + κu − µu2
wt = ∆w − uw
∂νu
∣∣∣
∂Ω
= ∂νv
∣∣∣
∂Ω
= 0
u(·, 0) = u0,w(·, 0) = χv0,
which is the same system, only with different chemotaxis coefficent and rescaled initial data for the second
component. Consequently, in (1.1), large initial data equal high chemotactic strength. Hence, there cannot
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be any condition for global existence which includes µ and χ, but not ‖v0‖L∞(Ω). In light of this discussion, the
requirement in Theorem 1.1 that µ be large with respect to χ‖v0‖L∞(Ω) seems natural. On the other hand, this
observation does not preclude conditions that involve neither χ nor ‖v0‖L∞(Ω), and indeed µ > 0 is sufficient
for the global existence of weak solutions.
The first main result of the present article is global existence of classical solutions, provided that µ is
sufficiently large as compared to ‖χv0‖L∞(Ω):
Theorem 1.1. Let N ∈ N and let Ω ⊂ RN be a smooth, bounded domain. There are constants k1 = k1(N)
and k2 = k2(N) such that the following holds: Whenever κ ∈ R, χ > 0, and µ > 0 and initial data{
u0 ∈ C0(Ω), u0 > 0 in Ω,
v0 ∈ C1(Ω), v0 > 0 in Ω
(1.4)
are such that
µ > k1(N)‖χv0‖
1
N
L∞(Ω) + k2(N)‖χv0‖2NL∞(Ω),
then the system 
ut = ∆u − ∇ ·
(
u∇v) + κu − µu2, x ∈ Ω, t > 0,
vt = ∆v − uv, x ∈ Ω, t > 0,
∂νu = ∂νv = 0, x ∈ ∂Ω, t > 0,
u(x, 0) = u0(x), v(x, 0) = v0(x), x ∈ Ω,
(1.5)
has a unique global classical solution (u, v) which is uniformly bounded in the sense that there is some
constant C > 0 such that
‖u(·, t)‖L∞(Ω) + ‖v(·, t)‖W1,∞(Ω) ≤ C for all t ∈ (0,∞). (1.6)
Remark 1.1. Here we have to leave open the question, whether, for small values of µ > 0 and large χv0,
blow-up of solutions is possible at all. Consequently, the range of µ in this result is not necessarily an optimal
one. Nevertheless, the present condition can easily be made explicit (see Lemma 4.5 and (4.5) for the values
of k1 and k2). It seems worth pointing out that, in contrast to the condition (1.3), Theorem 1.1 admits large
values of χv0, if only µ is appropriately large.
The second outcome of our analysis is concerned with the large time behaviour of global solutions and
reads as follows:
Theorem 1.2. Let N ∈ N and let Ω ⊂ RN be a bounded smooth domain. Suppose that χ > 0, κ > 0 and
µ > 0. Let (u, v) ∈ C2,1(Ω × (0,∞)) ∩ C0(Ω × [0,∞)) be any global bounded solution to (1.5) (in the sense
that (1.6) is fulfilled) which obeys (1.4). Then∥∥∥∥u(·, t) − κ
µ
∥∥∥∥L∞(Ω) → 0 (1.7)
and
‖v(·, t)‖L∞(Ω) → 0 (1.8)
as t → ∞.
Remark 1.2. This theorem in particular applies to the solutions considered in Theorem 1.1.
Remark 1.3. Boundedness is not necessary in the sense of (1.6); in light of Lemma 4.4, the existence of
C > 0 and p > N such that
‖u(·, t)‖Lp(Ω) ≤ C for all t > 0
would be sufficient.
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Unconditional global weak solvability. As in the context of the classical Keller-Segel model (1.2) ([7]),
global weak solutions to (1.5) can be shown to exist regardless of the size of initial data and for any positive
µ:
Theorem 1.3. Let N ∈ N and let Ω ⊂ RN be a bounded smooth domain. Let χ > 0, κ ∈ R, µ > 0 and assume
that u0, v0 satisfy (1.4). Then system (1.5) has a global weak solution (in the sense of Definition 6.1 below).
These solutions, too, stabilize toward ( κ
µ
, 0) as t → ∞, even though in a weaker sense than guaranteed by
Theorem 1.2 for classical solutions:
Theorem 1.4. Let N ∈ N and let Ω ⊂ RN be a bounded smooth domain. Let χ > 0, κ > 0, µ > 0 and assume
that u0, v0 satisfy (1.4). Then for any p ∈ [1,∞) the weak solution (u, v) to (1.5) that has been constructed
during the proof of Theorem 1.3 satisfies
‖v(·, t)‖Lp(Ω) → 0 and
∫ t+1
t
‖u(·, s) − κ
µ
‖L2(Ω)ds → 0
as t → ∞.
Remark 1.4. Under the restriction N = 3, the existence of global weak solutions that eventually become
smooth and uniformly converge to ( κ
µ
, 0) has been proven in [8], where a coupled chemotaxis-fluid model is
treated.
Plan of the paper. In Section 2 we will prepare some general calculus inequalities. In the following for
some a > 0 we will then consider
uεt = ∆uε − χ∇ · (uε∇vε) + κuε − µu2ε − εu2ε ln auε
vεt = ∆vε − uεvε
∂νuε
∣∣∣
∂Ω
= ∂νvε
∣∣∣
∂Ω
= 0
uε(·, 0) = u0, vε(·, 0) = v0.
(1.9)
For ε = 0, this system reduces to (1.5); for ε ∈ (0, 1) we will be able to derive global existence of solutions
without any concern for the size of initial data and hence obtain a suitable stepping stone for the construction
of weak solutions. Beginning the study of solutions to this system in Section 3 with a local existence result
and elementary properties of the solutions, we will in Section 4 consider a functional of the type
∫
Ω
up +∫
Ω
|∇v|2p and finally, aided by estimates for the heat semigroup, obtain globally bounded solutions, thus
proving Theorem 1.1. In Section 5 where κ is assumed to be positive, we will let a := µ
κ
and employ the
functional
Fε(t) =
∫
Ω
uε(·, t) − κ
µ
∫
Ω
ln uε(·, t) + κ2µ
∫
Ω
v2ε(·, t)
in order to derive the stabilization result in Theorem 1.2 and already prepare Theorem 1.4. Section 6, finally,
will be devoted to the construction of weak solutions to (1.5), and to the proofs of Theorem 1.3 and Theorem
1.4.
Remark 1.5. In (1.9), the additional term −εu2ε ln auε could be replaced by −εΦ(uε) with some other con-
tinuous function Φ which satisfies: Φ(s) → 0 as s ց 0, Φ(s)
s2
→ ∞ as s → ∞ and, for the stabilization results
in Section 5, Φ < 0 on (0, κ
µ
) as well as Φ > 0 on ( κ
µ
,∞).
We will always let
a :=

µ
κ
, if κ > 0
µ if κ ≤ 0 (1.10)
and note that the choice for the case κ ≤ 0 was arbitrary and that in Sections 4 and 6, the precise value of a
plays no important role.
Notation. For solutions of PDEs we will use Tmax to denote their maximal time of existence (cf. also
Lemma 3.1). Throughout the article we fix N ∈ N and a bounded, smooth domain Ω ⊂ RN .
4
2 General preliminaries
In this section we provide some estimates that are valid for all suitably regular functions and not only for
solutions of the PDE under consideration.
Lemma 2.1. a) For any c ∈ C2(Ω):
|∆c|2 ≤ N|D2c|2 throughout Ω. (2.1)
b) There are C > 0 and k > 0 such that every positive c ∈ C2(Ω) fulfilling ∂νc = 0 on ∂Ω satisfies
− 2
∫
Ω
|∆c|2
c
+
∫
Ω
|∇c|2∆c
c2
≤ −k
∫
Ω
c|D2 ln c|2 − k
∫
Ω
|∇c|4
c3
+C
∫
Ω
c. (2.2)
Proof. a) Straightforward calculations yield

N∑
i=1
cxi xi

2
=
N∑
i, j=1
cxi xi cx j x j ≤
N∑
i, j=1
(
1
2
c2xi xi +
1
2
c2x j x j
)
= N
N∑
i=1
c2xi xi ≤ N
N∑
i, j=1
c2xi x j .
b) This is [8, Lemma 2.7 vi)]. 
Let us now derive the following interpolation inequality on which we will rely in obtaining an estimate for∫
Ω
up +
∫
Ω
|∇v|2p in Section 4
Lemma 2.2. Let q ∈ [1,∞). Then for any c ∈ C2(Ω) satisfying c ∂c
∂ν
= 0 on ∂Ω, the inequality
‖∇c‖2q+2L2q+2(Ω) ≤ 2(4q
2
+ N)‖c‖2L∞
∥∥∥|∇c|q−1D2c∥∥∥2L2(Ω) (2.3)
holds, where D2c denotes the Hessian of c.
Proof. Since c ∂c
∂ν
= 0 on ∂Ω, an integration by parts yields
‖∇c‖2q+2L2q+2(Ω) = −
∫
Ω
c|∇c|2q∆c − 2q
∫
Ω
c|∇c|2q−2∇c · (D2c · ∇c).
Using Young’s inequality and (2.1) we can estimate
∣∣∣∣ − ∫
Ω
c|∇c|2q∆c
∣∣∣∣ ≤ 14
∫
Ω
|∇c|2q+2 +
∫
Ω
c2|∇c|2q−2 |∆c|2
≤ 1
4
∫
Ω
|∇c|2q+2 + N‖c‖2L∞(Ω)
∫
Ω
|∇c|2q−2 |D2c|2. (2.4)
Likewise, we see that∣∣∣∣ − 2q∫
Ω
c|∇c|2q−2∇c · (D2c · ∇c)
∣∣∣∣ ≤ 14
∫
Ω
|∇c|2q+2 + 4q2‖c‖2L∞(Ω)
∫
Ω
|∇c|2q−2 |D2c|2. (2.5)
In consequence, (2.4) and (2.5) prove (2.3). 
3 Local existence and basic properties of solutions
We first recall a result on local solvability of (1.9):
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Lemma 3.1. Let u0, v0 satisfy (1.4), let κ ∈ R, µ > 0, χ > 0 and q > N. Then for any ε ∈ [0, 1) there exist
Tmax ∈ (0,∞] and unique classical solution (uε, vε) of system (1.9) with a as in (1.10) in Ω × (0, Tmax) such
that
uε ∈ C0
(
Ω × [0, Tmax)) ∩ C2,1(Ω × (0, Tmax)),
vε ∈ C0
(
Ω × [0, Tmax)) ∩ C2,1(Ω × (0, Tmax)).
Moreover, we have uε > 0 and vε > 0 in Ω × [0, Tmax), and
if Tmax < ∞, then lim sup
tրTmax
(
‖uε(·, t)‖L∞(Ω) + ‖vε(·, t)‖W1,q(Ω)
)
= ∞. (3.1)
Proof. Apart from minor adaptions necessary if ε > 0 (see also [19, Lemma 3.1]), this lemma is contained
in [22, Lemma 2.1]. 
Even thought the total mass is not conserved, an upper bound for it can be obtained easily:
Lemma 3.2. Let u0, v0 satisfy (1.4), let κ ∈ R, µ > 0, χ > 0. Then for any ε ∈ [0,∞) the solution of (1.9)
with a as in (1.10) satisfies
∫
Ω
uε(x, t)dx ≤ max
{κ|Ω|
2µ
+
√(
κ+|Ω|
2µ
)2
+ ε
|Ω|
2a2eµ
,
∫
Ω
u0
}
=: mε for all t ∈ (0, Tmax). (3.2)
Proof. Because s2 ln(as) ≥ − 12a2e for all s > 0, integrating the first equation in (1.9) over Ω and applying
Hölder’s inequality shows that
d
dt
∫
Ω
uε ≤ κ
∫
Ω
uε −
µ
|Ω|
(∫
Ω
uε
)2
+
ε|Ω|
2a2e
on (0, Tmax)
and the claim results from an ODI-comparison argument. 
For the second component, even uniform boundedness can be deduced instantly:
Lemma 3.3. Let u0, v0 satisfy (1.4), let κ ∈ R, µ > 0, χ > 0. Then for any ε ∈ [0, 1) the solution of (1.9)
with a as in (1.10) satisfies
‖vε(·, t)‖L∞(Ω) ≤ ‖v0‖L∞(Ω) for all t ∈ (0, Tmax) (3.3)
and
(0, Tmax) ∋ t 7→ ‖vε(·, t)‖L∞(Ω)
is monotone decreasing.
Proof. This is a consequence of the maximum principle and the nonnegativity of the solution. 
Also the gradient of v can be controlled in an L2(Ω)-sense:
Lemma 3.4. Let u0, v0 satisfy (1.4), let κ ∈ R, µ > 0, χ > 0. There exists a positive constant M such that for
all ε ∈ [0, 1) the solution of (1.9) with a as in (1.10) satisfies∫
Ω
|∇vε(·, t)|2 ≤ M for all t ∈ (0, Tmax). (3.4)
Proof. Integration by parts and the Young inequality result in
d
dt
∫
Ω
|∇vε|2 = 2
∫
Ω
∇vε · ∇(∆vε − uεvε)
6
≤ −2
∫
Ω
|∆vε |2 − 2
∫
Ω
|∇vε|2 + 2
∫
Ω
vε(uε − 1)∆vε
≤ −
∫
Ω
|∆vε|2 − 2
∫
Ω
|∇vε|2 +
∫
Ω
v2ε(uε − 1)2
≤ −
∫
Ω
|∆vε|2 − 2
∫
Ω
|∇vε|2 + ‖v0‖2L∞(Ω)
∫
Ω
u2ε + 2‖v0‖2L∞(Ω)
∫
Ω
uε + ‖v0‖2L∞(Ω) (3.5)
on (0, Tmax). Furthermore,
‖v0‖2L∞(Ω)
µ
d
dt
∫
Ω
uε ≤
κ+‖v0‖2L∞(Ω)
µ
∫
Ω
uε − ‖v0‖2L∞(Ω)
∫
Ω
u2ε −
ε‖v0‖2L∞(Ω)
µ
∫
Ω
u2ε ln(auε). (3.6)
Adding (3.5) to (3.6) and taking into account that
−
ε‖v0‖2L∞(Ω)
µ
s2 ln as ≤
‖v0‖2L∞(Ω)
2ea2µ
for any ε ∈ [0, 1) and s ≥ 0, we obtain that
d
dt
{ ∫
Ω
|∇vε|2 +
‖v0‖2L∞(Ω)
µ
∫
Ω
uε
}
≤ −

∫
Ω
|∇vε|2 +
‖v0‖2L∞(Ω)
µ
∫
Ω
uε
 +
(
2‖v0‖2L∞(Ω) +
κ+ + 1
µ
‖v0‖2L∞(Ω)
) ∫
Ω
uε + ‖v0‖2L∞(Ω) +
|Ω|‖v0‖2L∞(Ω)
2µea2
.
Since Lemma 3.2 shows that
∫
Ω
uε(x, t)dx ≤ m1 for any ε ∈ [0, 1) and t ∈ (0, Tmax), a comparison argument
leads to
∫
Ω
|∇vε|2 +
‖v0‖2L∞(Ω)
µ
∫
Ω
uε
≤ max
|∇v0|2 + ‖v0‖
2
L∞(Ω)
µ
∫
Ω
u0,
(
1 +
|Ω|
2ea2µ
)
‖v0‖2L∞(Ω) +
(
2‖v0‖2L∞(Ω) +
κ+ + 1
µ
‖v0‖2L∞(Ω)
)
m1
 ,
holding true on (0, Tmax), which in particular implies (3.4) 
4 Existence of a bounded classical solution
We now turn to the analysis of the coupled functional of
∫
Ω
up and
∫
Ω
|∇v|2p. We first apply standard testing
procedures to gain the time evolution of each quantity.
Lemma 4.1. Let u0, v0 satisfy (1.4), let κ ∈ R, µ > 0, χ > 0. For any p ∈ [1,∞), any ε ∈ [0, 1), we have that
the solution of (1.9) with a as in (1.10) satisfies
d
dt
∫
Ω
u
p
ε +
2(p − 1)
p
∫
Ω
|∇u
p
2
ε |2 ≤
p(p − 1)
2
χ2
∫
Ω
u
p
ε |∇vε|2+ pκ
∫
Ω
u
p
ε − pµ
∫
Ω
u
p+1
ε −εp
∫
Ω
u
p+1
ε ln auε (4.1)
on (0, Tmax).
Proof. Testing the first equation in (1.5) against up−1ε and using Young’s inequality, we can obtain
1
p
d
dt
∫
Ω
u
p
ε = −(p − 1)
∫
Ω
u
p−2
ε |∇uε|2 + (p − 1)χ
∫
Ω
u
p−1
ε ∇uε · ∇vε + κ
∫
Ω
u
p
ε − µ
∫
Ω
u
p+1
ε
− ε
∫
Ω
u
p+1
ε ln(auε)
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≤ −(p − 1)
∫
Ω
u
p−2
ε |∇uε|2 +
p − 1
2
∫
Ω
u
p−2
ε |∇uε|2 +
p − 1
2
χ2
∫
Ω
u
p
ε |∇vε|2
+ κ
∫
Ω
u
p
ε − µ
∫
Ω
u
p+1
ε − ε
∫
Ω
u
p+1
ε ln(auε) (4.2)
on (0, Tmax), which by using the fact that∫
Ω
up−2|∇uε|2 =
4
p2
∫
Ω
|∇u
p
2
ε |2 on (0, Tmax)
directly results in (4.1). 
Lemma 4.2. Let u0, v0 satisfy (1.4), let κ ∈ R, µ > 0, χ > 0. For any p ∈ [1,∞), any ε ∈ [0, 1), we have that
the solution of (1.9) with a as in (1.10) satisfies
d
dt
∫
Ω
|∇vε|2p + p
∫
Ω
|∇vε|2p−2|D2vε|2 ≤ p(p + N − 1)‖v0‖2L∞(Ω)
∫
Ω
u2ε|∇vε|2p−2 on (0, Tmax). (4.3)
Proof. We differentiate the second equation in (1.5) to compute
(|∇vε|2)t = 2∇vε · ∇∆vε − 2∇vε · ∇(uεvε) = ∆|∇vε|2 − 2|D2vε|2 − 2∇vε · ∇(uεvε) in Ω × (0, Tmax).
Upon multiplication by (|∇vε |2)p−1 and integration, this leads to
1
p
d
dt
∫
Ω
|∇vε|2p+(p−1)
∫
Ω
|∇vε|2p−4
∣∣∣∇|∇vε|2∣∣∣2+2
∫
Ω
|∇vε|2p−2|D2vε|2 ≤ −2
∫
Ω
|∇vε|2p−2∇vε ·∇(uεvε) (4.4)
on (0, Tmax). Then integrating by parts, we achieve
−2
∫
Ω
|∇vε|2p−2∇vε · ∇(uεvε) = 2
∫
Ω
uεvε|∇vε|2p−2∆vε + 2(p − 1)
∫
Ω
uεvε|∇vε|2p−4∇vε · ∇|∇vε|2
≤ 2‖v0‖L∞(Ω)
∫
Ω
uε|∇vε|2p−2|∆vε| + 2(p − 1)‖v0‖L∞(Ω)
∫
Ω
uε|∇vε|2p−3 ·
∣∣∣∇|∇vε|2∣∣∣
throughout (0, Tmax), were we have used Lemma 3.3. Next by Young’s inequality and Lemma 2.1 a) we have
that
2‖v0‖L∞(Ω)
∫
Ω
uε|∇vε|2p−2|∆vε| ≤
∫
Ω
|∇vε|2p−2 |D2vε|2 + N‖v0‖2L∞(Ω)
∫
Ω
u2ε |∇vε|2p−2,
and
2(p − 1)‖v0‖L∞(Ω)
∫
Ω
uε|∇vε|2p−3 ·
∣∣∣∇|∇vε|2∣∣∣
≤ (p − 1)
∫
Ω
|∇vε|2p−4
∣∣∣∇|∇vε |2∣∣∣2 + (p − 1)‖v0‖2L∞(Ω)
∫
Ω
u2ε |∇vε|2p−2.
Thereupon, (4.4) implies that
d
dt
∫
Ω
|∇vε|2p + p
∫
Ω
|∇vε|2p−2|D2vε|2 ≤ p(p + N − 1)‖v0‖2L∞(Ω)
∫
Ω
u2ε|∇vε|2p−2
on (0, Tmax). 
Next we will show that if µ is suitably large, then all integrals on the right side in (4.1) and (4.3) can
adequately be estimated in terms of the respective dissipated quantities on the left, in consequence implying
the Lp estimate of u and the boundedness estimate for |∇v|.
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Lemma 4.3. Let p > 1. With
k1(p,N) := p(p − 1)(p + 1)
(
4(p − 1)(4p2 + N)
p + 1
) 1
p
k2(p,N) := 4(p + N − 1)p + 1
(
8(p − 1)(p + N − 1)(4p2 + N)
p + 1
) p−1
2
(4.5)
the following holds: If µ > 0, χ > 0 and the positive function v0 ∈ C1(Ω) fulfil
µ ≥ k1(p,N)‖χv0‖
2
p
L∞(Ω) + k2(p,N)‖χv0‖
2p
L∞(Ω), (4.6)
then for every κ ∈ R, 0 < u0 ∈ C0(Ω) there is C > 0 such that for every ε ∈ [0, 1) the solution (uε, vε) of (1.9)
with a as in (1.10) satisfies ∫
Ω
u
p
ε (·, t) +
∫
Ω
|∇vε(·, t)|2p ≤ C on (0, Tmax).
If, however, µ > 0, χ > 0 and 0 < v0 ∈ C1(Ω) do not satisfy (4.6), then for every ε ∈ (0, 1), κ ∈ R,
0 < u0 ∈ C0(Ω) there is cε > 0 such that the solution (uε, vε) of (1.9) with a as in (1.10) satisfies∫
Ω
u
p
ε (·, t) +
∫
Ω
|∇vε(·, t)|2p ≤ cε on (0, Tmax).
Proof. Lemma 4.1 and 4.2 show that
d
dt
( ∫
Ω
u
p
ε + χ
2p
∫
Ω
|∇vε|2p
)
+
2(p − 1)
p
∫
Ω
|∇u
p
2
ε |2 + pχ2p
∫
Ω
|∇vε|2p−2 |D2vε|2
≤ p(p − 1)
2
χ2
∫
Ω
u
p
ε |∇vε|2 + p(p + N − 1)‖v0‖2L∞(Ω)χ2p
∫
Ω
u2ε|∇vε|2p−2
+ pκ
∫
Ω
u
p
ε − pµ
∫
Ω
u
p+1
ε − εp
∫
Ω
u
p+1
ε ln auε (4.7)
throughout (0, Tmax). Using Young’s inequality, we can assert that for any δ1 > 0,
p(p − 1)
2
χ2
∫
Ω
u
p
ε |∇vε|2 ≤
p(p − 1)δp+11
2(p + 1) χ
2p
∫
Ω
|∇vε|2(p+1) +
p2(p − 1)
2(p + 1)
( 1
δ1
) p+1
p
χ
2
p
∫
Ω
u
p+1
ε (4.8)
on (0, Tmax). We then apply Lemma 2.2 and ‖vε(·, t)‖L∞(Ω) ≤ ‖v0‖L∞(Ω) to obtain
p(p − 1)δp+11
2(p + 1) χ
2p
∫
Ω
|∇vε|2(p+1) ≤
p(p − 1)(4p2 + N)δp+11 ‖v0‖2L∞(Ω)
(p + 1) χ
2p
∫
Ω
|∇vε|2p−2|D2vε|2
for all t ∈ (0, Tmax). If we let δ1 =
(
p+1
4(p−1)(4p2+N)‖v0‖2L∞(Ω)
) 1
p+1
, (4.8) shows that
p(p − 1)
2
χ2
∫
Ω
u
p
ε |∇vε|2 ≤
p
4
χ2p
∫
Ω
|∇vε|2p−2 |D2vε|2 +
p2(p − 1)
2(p + 1)
(
4(p − 1)(4p2 + N)
p + 1
) 1
p
‖v0‖
2
p
L∞(Ω)χ
2
p
∫
Ω
u
p+1
ε
(4.9)
on (0, Tmax). Similarly, for any δ2 > 0 we have
p(p + N − 1)‖v0‖2L∞(Ω)χ2p
∫
Ω
u2|∇vε|2p−2
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≤
p(p − 1)(p + N − 1)δ
p+1
p−1
2 ‖v0‖2L∞(Ω)
p + 1
χ2p
∫
Ω
|∇vε|2(p+1)
+
2p(p + N − 1)‖v0‖2L∞(Ω)
p + 1
( 1
δ2
) p+1
2
χ2p
∫
Ω
u
p+1
ε (4.10)
on (0, Tmax). Using Lemma 2.2 once more and taking δ2 =
(
p+1
8(p−1)(p+N−1)(4p2+N)‖v0‖4L∞(Ω)
) p−1
p+1
, we can obtain
from (4.10) that
p(p + N − 1)‖v0‖2L∞(Ω)χ2p
∫
Ω
u2ε |∇vε|2p−2
≤ p
4
χ2p
∫
Ω
|∇vε|2p−2|D2vε|2
+
2p(p + N − 1)
p + 1
(
8(p − 1)(p + N − 1)(4p2 + N)
p + 1
) p−1
2
‖v0‖2pL∞(Ω)χ2p
∫
Ω
u
p+1
ε (4.11)
on (0, Tmax). Combining inequalities (4.7), (4.8) and (4.11), we arrive at
d
dt
(∫
Ω
u
p
ε + χ
2p
∫
Ω
|∇vε|2p
)
+
2(p − 1)
p
∫
Ω
|∇u
p
2
ε |2 +
p
2
χ2p
∫
Ω
|∇vε|2p−2|D2vε|2 (4.12)
≤ p
2
(
k1(p,N)‖χv0‖
2
p
L∞(Ω) + k2(p,N)‖χv0‖
2p
L∞(Ω) − µ
) ∫
Ω
u
p+1
ε − ε
∫
Ω
u
p+1
ε ln auε + pκ
∫
Ω
u
p
ε −
µp
2
∫
Ω
u
p+1
ε
on (0, Tmax).
We can moreover invoke the Poincaré inequality along with Lemma 3.2 to estimate∫
Ω
u
p
ε = ‖u
p
2
ε ‖2L2(Ω) ≤ c1
(‖∇u p2ε ‖2L2(Ω) + ‖u p2ε ‖2L 2p (Ω)) ≤ c2
( ∫
Ω
|∇u
p
2
ε |2 + 1
)
on (0, Tmax)
with some c1 > 0 and c2 > 0. In a quite similar way, using Lemma 3.4 we obtain constants c3 > 0 and c4 > 0
such that ∫
Ω
|∇vε|2p =
∥∥∥|∇vε|p∥∥∥2L2(Ω)
≤ c3
(∥∥∥∇|∇vε|p∥∥∥2L2(Ω) + ∥∥∥|∇vε|p∥∥∥2L 2p (Ω))
≤ c4
( ∫
Ω
∣∣∣∇|∇vε |p∣∣∣2 + 1)
= c4
(
p2
∫
Ω
|∇vε|2p−4|D2vε∇vε|2 + 1
)
≤ c4
(
p2
∫
Ω
|∇vε|2p−2|D2vε|2 + 1
)
on (0, Tmax).
Introducing c5 := min
{2(p−1)
c2 p ,
p
2c4
}
and abbreviating yε(t) :=
∫
Ω
u
p
ε +
∫
Ω
|∇vε|2p, we thus obtain from (4.12)
that
y′ε(t) + c5yε(t) ≤ K for all t ∈ (0, Tmax),
where
K :=

p|Ω| ·
(
sups>0(κsp − µ2 sp+1) + | inf s>0 sp+1 ln s|
)
, if (4.6)
p|Ω| sups>0
((
1
2k1(p,N)‖v0‖
2
p
L∞(Ω) +
1
2k2(p,N)‖v0‖2pL∞(Ω) − µ
)
sp+1 + κsp − εsp+1 ln as
)
else.
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In consequence,
yε(t) ≤ max
{
yε(0); K
c42
}
for all t ∈ (0, Tmax). We note that K depends on ε if and only if (4.6) is not satisfied. 
The previous lemma ensures boundedness of u in some Lp-space for finite p only. Fortunately, this is
already sufficient for the solution to be bounded – and global.
Lemma 4.4. Let T ∈ (0,∞], p > N, M > 0, a > 0, κ ∈ R, µ > 0. Then there is C > 0 with the following
property: If for some ε ∈ [0, 1), the function (uε, vε) ∈ (C0(Ω × [0, T )) ∩ C2,1(Ω × (0, T )))2 is a solution to
(1.9) with a as in (1.10) such that
0 ≤ uε, 0 ≤ vε in Ω × (0, T ) and
∫
Ω
u
p
ε (·, t) ≤ M for all t ∈ (0, T ),
then
‖uε(·, t)‖L∞(Ω) + ‖∇vε(·, t)‖L∞(Ω) ≤ C for all t ∈ (0, T ).
Proof. We use the standard estimate for the Neumann heat semigroup ([20, Lemma 1.3]) to conclude that
with some c1 > 0
‖∇vε(·, t)‖L∞(Ω) ≤ ‖∇et△vε(·, 0)‖L∞(Ω) +
∫ t
0
‖∇e(t−s)△uε(·, s)vε(·, s)‖L∞(Ω)
≤ ‖∇v0‖L∞(Ω) + c1
∫ t
0
c1
(
1 + (t − s)− 12− N2p
)
e−λ1(t−s)‖uε(·, s)vε(·, s)‖Lp(Ω) for all t ∈ (0, T ),
where λ1 denotes the first nonzero eigenvalue of −∆ in Ω under the homogeneous Neumann boundary con-
ditions. Due to Lemma 3.3 and the condition on uε, we obtain c2 > 0 such that
‖∇vε(·, t)‖L∞(Ω) ≤ c2 for all t ∈ (0, T ). (4.13)
In order to obtain a bound for uε, we use the variation-of-constants formula to represent uε(·, t) as
uε(·, t) = e(t−t0)∆uε(·, t0) −
∫ t
t0
e(t−s)∆∇ · (uε(·, s)∇vε(·, s))ds
+
∫ t
t0
e(t−s)∆(κuε(·, s) − µu2ε(·, s) − εu2ε(·, s) ln auε(·, s))ds, (4.14)
for each t ∈ (0, T ), where t0 = (t − 1)+.
Due to the estimate
κs − µs2 − εs2 ln as ≤ 1
2a2e
+ sup
ξ>0
(κξ − µξ2) =: c3,
positivity of the heat semigroup ensures that∫ t
t0
e(t−s)∆(κuε(·, s) − µu2ε(·, s) − εu2ε(·, s) ln auε(·, s)) ≤ c3(t − t0) ≤ c3. (4.15)
Moreover, from the maximum principle we can easily infer that
‖e(t−t0)∆uε(·, t0)‖L∞(Ω) = ‖et∆u0‖L∞(Ω) ≤ ‖u0‖L∞(Ω) if t ∈ [0, 2] (4.16)
and that with c4 > 0 taken from [20, Lem. 1.3]
‖e(t−t0 )∆uε(·, t0)‖L∞(Ω) ≤ ‖uε(·, t0)‖L∞(Ω) ≤ ‖e1·∆uε(·, t0 − 1)‖L∞(Ω) ≤ c4(1 + 1− N2 )‖uε(·, t0 − 1)‖L1(Ω) ≤ c4m1,
(4.17)
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whenever t > 2 and with m1 as in (3.2).
Finally, we estimate the second integral on the right hand of (4.14). [20, Lemma 1.3] provides c5 > 0
fulfilling
∥∥∥∥ ∫ t
t0
e(t−s)∆∇ · (uε(·, s)∇vε(·, s))ds
∥∥∥∥L∞(Ω) ≤ c5
∫ t
t0
(t − s)− 12− N2p ‖uε(·, s)∇vε(·, s)‖Lp(Ω)ds
≤ c5Mc2
∫ 1
0
σ
− 12− N2p dσ =: c6 (4.18)
for t ∈ (0, T ). In view of (4.14), (4.16), (4.17), (4.18), we have obtained that
0 ≤ uε(·, t) ≤ max {‖u0‖L∞(Ω), c4m1} + c6 + c3
holds for any t ∈ (0, T ), which combined with (4.13) is the desired conclusion. 
In fact, the assumption of Lemma 4.4 suffices for even higher regularity, as we will see in Lemma 5.1. For
the moment we return to the proof of global existence of solutions.
Lemma 4.5. Let ε ∈ (0, 1) and let a be as in (1.10) or let ε = 0 and µ > k1(N,N)‖χv0‖
2
N
L∞(Ω)+k2(N,N)‖χv0‖2NL∞(Ω),
where k1, k2 are as in Lemma 4.3. Then the classical solution to (1.9) given by Lemma 3.1 is global and
bounded.
Proof. By continuity, there is p > N such that µ > k1(p,N)‖χv0‖
2
p
L∞(Ω) + k2(p,N)‖χv0‖
2p
L∞(Ω), and Lemma
4.3 shows that
∫
Ω
u
p
ε is bounded on (0, Tmax). Lemma 4.4 together with Lemma 3.3 turns this into a uniform
bound on ‖uε(·, t)‖L∞(Ω) + ‖vε(·, t)‖W1,∞(Ω) on (0, Tmax), so that the extensibility criterion (3.1) shows that
Tmax = ∞. 
Proof of Theorem 1.1. Theorem 1.1 is the case ε = 0 in Lemma 4.5. 
5 Stabilization
In this section, we shall consider the large time asymptotic stabilization of any global classical bounded
solution.
In a first step we derive uniform Hölder bounds that will facilitate convergence. After that, we have
to ensure that solutions actually converge, and in particular must identify their limit. In the spirit of the
persistence-of-mass result in [17], showing that v → 0 as t → ∞ would be possible by relying on a uniform
lower bound for
∫
Ω
u and finiteness of
∫ ∞
0
∫
Ω
uv (see also [8, Lemmata 3.2 and 3.3]). We will instead focus on
other information that can be obtained from the following functional of type already employed in [8] (after
the example of [19]), namely
Fε(t) :=
∫
Ω
uε(·, t) − κ
µ
∫
Ω
ln uε(·, t) + κ2µ
∫
Ω
v2ε(·, t). (5.1)
This way, in Lemma 5.3 we will achieve a convergence result for vε that will also be useful in the investigation
of the large time behaviour of weak solutions in Section 6.
Lemma 5.1. Let ε ∈ [0, 1), µ > 0, χ > 0, κ ∈ R. Let (uε, vε) ∈ C0(Ω× [0,∞))∩C2,1(Ω× (0,∞)) be a solution
to (1.9) with a as in (1.10) which is bounded in the sense that there exists M > 0 such that
‖uε(·, t)‖L∞(Ω) + ‖vε(·, t)‖W1,∞(Ω) ≤ M for all t ∈ (0,∞). (5.2)
Then there are α ∈ (0, 1) and C > 0 such that
‖uε‖Cα, α2 (Ω×[t,t+1]) + ‖vε‖C2+α,1+ α2 (Ω×[t,t+1]) ≤ C for all t ∈ (2,∞).
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Proof. Due to the time-uniform (L∞(Ω)-)bound on vε and on the right hand side of
vεt − ∆vε = uεvε in Ω × [t, t + 2], ∂νvε
∣∣∣
∂Ω
= 0
of which vε is a weak solution, [13, Thm. 1.3] immediately yields α1 ∈ (0, 1) and c1 > 0 such that
‖vε‖Cα1 , α12 (Ω×[t+1,t+2]) ≤ c1
for any t > 0.
Similarly, (5.2) provides t-independent bounds on the functions ψ0 := 12χ2u2ε |∇vε|2, ψ1 := χuε|∇vε|, ψ2 :=
|κ|uε − µu2ε − εu2ε ln auε in conditions (A1), (A2), (A3) of [13]. An application of [13, Thm. 1.3] to solutions
of
uεt − ∇ · (∇uε − χuε∇vε) = κuε − µu2ε − εu2ε ln auε in Ω × [t, t + 2], ∂νuε
∣∣∣
∂Ω
= 0
therefore provides α2 ∈ (0, 1), c2 > 0 such that
‖uε‖Cα2 , α22 (Ω×[t+1,t+2]) ≤ c2
for any t > 0.
We pick a monotone increasing function ζ ∈ C∞(R) such that ζ |(−∞, 12 ) ≡ 0, ζ |(1,∞) ≡ 1 and note that, for
any t0 > 1, the function (x, t) 7→ ζ(t − t0)vε(x, t) belongs to C2,1(Ω × [t0, t0 + 2]) and satisfies
(ζvε)t = ∆(ζvε) − uεζvε + ζ′vε, (ζvε)(·, t0) = 0, ∂ν(ζvε)
∣∣∣
∂Ω
= 0.
Due to the uniform bound for uεζvε+ ζ′vε in some Hölder space, an application of [6, Thm. IV.5.3] (together
with [6, Thm. III.5.1]) ensures the existence of α3 ∈ (0, 1) and c3 > 0 such that
‖vε‖C2+α3 ,1+ α32 (Ω×[t0+1,t0+2]) = ‖ζvε‖C2+α3 ,1+
α3
2 (Ω×[t0+1,t0+2]
≤ ‖ζvε‖C2+α3 ,1+ α32 (Ω×[t0 ,t0+2] ≤ c3
for any t0 > 1. 
Lemma 5.2. Let u0, v0 satisfy (1.4) and assume that µ > 0, κ > 0, χ > 0, a = µκ (as in (1.10)). Then for any
ε ∈ [0, 1) any solution (uε, vε) ∈ C2,1(Ω × (0,∞)) ∩ C0(Ω × [0,∞)) of (1.9) satisfies
F ′ε (t) + µ
∫
Ω
(
uε −
κ
µ
)2
≤ 0 for all t ∈ (0,∞) (5.3)
and, consequently, there is C > 0 such that for any ε ∈ [0, 1)
∫ ∞
0
∫
Ω
(
uε −
κ
µ
)2
≤ C. (5.4)
Proof. In fact, on (0,∞)
F ′ε =
∫
Ω
uεt −
κ
µ
∫
Ω
uεt
uε
+
κ
µ
∫
Ω
vεvεt
= κ
∫
Ω
uε − µ
∫
Ω
u2ε − ε
∫
Ω
u2ε ln auε −
κ
µ
∫
Ω
∆uε
uε
+
κ
µ
∫
Ω
∇uε · ∇vε
uε
− κ
2
µ
∫
Ω
1 + κ
∫
Ω
uε
+
κ
µ
∫
Ω
vε∆vε −
κ
µ
∫
Ω
uεv
2
ε + ε
κ
µ
∫
Ω
uε ln auε
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Because εs( κ
µ
− s) ln(µ
κ
s) is negative for any s > 0, we obtain
F ′ε ≤ −µ
∫
Ω
(
uε −
κ
µ
)2 − κ
µ
∫
Ω
|∇uε|2
u2ε
+
κ
2µ
∫
Ω
|∇uε|2
u2ε
+
κ
2µ
∫
Ω
|∇vε|2 −
κ
µ
∫
Ω
|∇vε|2 −
κ
µ
∫
Ω
uεv
2
ε
= −µ
∫
Ω
(
uε −
κ
µ
)2 − κ
2µ
∫
Ω
|∇uε|2
u2ε
− κ
2µ
∫
Ω
|∇vε|2 −
κ
µ
∫
Ω
uεv
2
ε
on (0,∞), which implies (5.3). 
Building upon (5.4) and the second equation of (1.9), we can now acquire decay information about vε:
Lemma 5.3. Let χ > 0, κ > 0, µ > 0, let u0 and v0 satisfy (1.4) and moreover set a := µκ . Then for every
p ∈ [1,∞) and every η > 0 there is T > 0 such that for every t > T and every ε ∈ [0, 1) every global classical
solution (uε, vε) of (1.9) satisfies
‖vε(·, t)‖Lp(Ω) < η. (5.5)
Proof. By Lemma 5.2 we find c1 > 0 such that for any ε ∈ [0, 1) we have
∫ ∞
0
∫
Ω
(
κ
µ
− uε
)2
< c1. Integrating
the second equation of (1.9) shows that
(0,∞) ∋ t 7→
∫
Ω
vε(·, t)
is decreasing, and that, moreover,
κ
µ
∫ t
0
∫
Ω
vε +
∫ t
0
∫
Ω
(
uε −
κ
µ
)
vε =
∫ t
0
∫
Ω
uεvε ≤
∫
Ω
v0
for any t > 0. We conclude that for any t > 0 and any ε ∈ [0, 1)∫
Ω
vε(·, t) ≤ 1t
∫ t
0
∫
Ω
vε ≤
µ
κt
∫
Ω
v0 +
µ
κt
∫ t
0
∫
Ω
(
κ
µ
− uε
)
vε
≤ µ
κt
∫
Ω
v0 +
µ
κt
√∫ t
0
∫
Ω
v2
√∫ t
0
∫
Ω
(
κ
µ
− uε
)2
≤ µ
κt
∫
Ω
v0 +
µ
κt
√
‖v0‖2L∞(Ω)|Ω|t
√∫ ∞
0
∫
Ω
(
κ
µ
− uε
)2
≤ µ
κt
∫
Ω
v0 +
µ
√|Ω|‖v0‖L∞(Ω) √c1
κ
√
t
and hence already have that
∫
Ω
vε(·, t) converges to 0 as t → ∞, uniformly with respect to ε. In order to
obtain (5.5), we invoke the additional interpolation
‖vε(·, t)‖Lp(Ω) ≤ ‖vε(·, t)‖
p−1
p
L∞(Ω)‖vε(·, t)‖
1
p
L1(Ω) ≤ ‖v0‖
p−1
p
L∞(Ω)‖vε(·, t)‖
1
p
L1(Ω),
valid for any t > 0. 
A combination of the previous lemmata in this section reveals the large time behaviour of bounded classical
solutions:
Lemma 5.4. Let κ > 0, µ > 0, χ > 0 and let u0, v0 satisfy (1.4). For any solution (u, v) ∈ C2,1(Ω × (0,∞)) ∩
C0(Ω × [0,∞)) of (1.5) that satisfies the boundedness condition (5.2), we have
u(·, t) → κ
µ
in C0(Ω), v(·, t) → 0 in C2(Ω). (5.6)
14
as t → ∞.
Proof. For j ∈ N we define
u j(x, τ) := u(x, j + τ), v j(x, τ) := v(x, j + τ), x ∈ Ω, τ ∈ [0, 1].
We let ( jk)k∈N ⊂ N be a sequence satisfying jk → ∞ as k → ∞. By Lemma 5.1 there are α ∈ (0, 1), C > 0
such that
‖u jk‖Cα, α2 (Ω×[0,1]) ≤ C, ‖v jk‖C2+α,1+ α2 (Ω×[0,1]) ≤ C
for all k ∈ N and hence there are u, v ∈ Cα, α2 (Ω × [0, 1]) such that u jkl → u in C0(Ω × [0, 1]) and v jkl → v
in C2(Ω × [0, 1]) as l → ∞ along a suitable subsequence. According to (5.4) and Lemma 5.3 u ≡ κ
µ
, v ≡ 0.
Because every subsequence of ((u j, v j)) j∈N contains a subsequence converging to ( κµ , 0), we conclude that
(u j, v j) → ( κµ , 0) in C0(Ω × [0, 1]) ×C2(Ω × [0, 1]) and hence, a fortiori, (5.6). 
Proof of Theorem 1.2. The statement of Lemma 5.4 is even slightly stronger than that of Theorem 1.2. 
6 Weak solutions
Purpose of this section is the construction of weak solutions to (1.5), in those cases, where Theorem 1.1 is
not applicable. To this end let us first state what a weak solution is supposed to be:
Definition 6.1. A weak solution to (1.5) for initial data (u0, v0) as in (1.4) is a pair (u, v) of functions
u ∈ L2loc(Ω × [0,∞)) with ∇u ∈ L1loc(Ω × [0,∞)),
v ∈ L∞(Ω × (0,∞)) with ∇v ∈ L2(Ω × (0,∞))
such that, for every ϕ ∈ C∞0 (Ω × [0,∞)),
−
∫ ∞
0
∫
Ω
uϕt −
∫
Ω
u0ϕ(·, 0) = −
∫ ∞
0
∫
Ω
∇u · ∇ϕ + χ
∫ ∞
0
∫
Ω
u∇v · ∇ϕ + κ
∫ ∞
0
∫
Ω
uϕ − µ
∫ ∞
0
∫
Ω
u2ϕ
−
∫ ∞
0
∫
Ω
vϕt −
∫
Ω
v0ϕ(·, 0) = −
∫ ∞
0
∫
Ω
∇v · ∇ϕ −
∫ ∞
0
∫
Ω
uvϕ
hold true.
Some of the estimates neeeded for the compactness arguments in the construction of these weak solutions
will spring from the following quasi-energy inequality:
Lemma 6.1. Let µ, χ ∈ (0,∞), κ ∈ R and let (u0, v0) satisfy (1.4). There are constants k1 > 0, k2 > 0 such
that for any ε ∈ (0, 1) the solution of (1.9) with a as in (1.10) satisfies
d
dt
(∫
Ω
uε ln uε +
χ
2
∫
Ω
|∇vε|2
vε
)
+
∫
Ω
|∇uε|2
uε
+ k1
∫
Ω
|∇vε|4
v3ε
+ k1
∫
Ω
vε|D2 ln vε|2 +
µ
2
∫
Ω
u2ε ln uε + ε
∫
Ω
u2ε ln auε ln uε
≤ k2
∫
Ω
vε + k3 (6.1)
on (0,∞).
Proof. According to Lemma 4.5, for any ε ∈ (0, 1), the solution to (1.9) is global, and from the second
equation of (1.9) we obtain that
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d
dt
∫
Ω
|∇vε|2
vε
= 2
∫
Ω
∇vε∇vεt
vε
−
∫
Ω
|∇vε|2
v2ε
vεt
= −2
∫
Ω
∆vεvεt
vε
+ 2
∫
Ω
|∇vε|2
v2ε
vεt −
∫
Ω
|∇vε|2
v2ε
vεt
= −2
∫
Ω
|∆vε|2
vε
+ 2
∫
Ω
uε∆vε +
∫
Ω
|∇vε|2
v2ε
∆vε −
∫
Ω
|∇vε|2
vε
uε
≤ −2
∫
Ω
|∆vε|2
vε
− 2
∫
Ω
∇uε · ∇vε +
∫
Ω
|∇vε|2
v2ε
∆vε on (0,∞). (6.2)
Here we may rely on Lemma 2.1 b) to obtain k1 > 0, k2 > 0 such that
d
dt
∫
Ω
|∇vε|2
vε
≤ −2
∫
Ω
∇uε · ∇vε −
2k1
χ
∫
Ω
vε|D2 ln vε|2 −
2k1
χ
∫
Ω
|∇vε|4
v3ε
+
2k2
χ
∫
Ω
vε on (0,∞).
Concerning the entropy term, we compute
d
dt
∫
Ω
uε ln uε =
∫
Ω
uεt ln uε + κ
∫
Ω
uε − µ
∫
Ω
u2ε − ε
∫
Ω
u2ε ln auε
= −
∫
Ω
|∇uε|2
uε
+ χ
∫
Ω
∇uε · ∇vε + κ
∫
Ω
uε ln uε − µ
∫
Ω
u2ε ln uε − ε
∫
Ω
u2ε ln auε ln uε
+ κ
∫
Ω
uε − µ
∫
Ω
u2ε − ε
∫
Ω
u2ε ln auε on (0,∞). (6.3)
Additionally, s2 ln as > − 12a2e for all s ∈ (0,∞), so that for all ε ∈ (0, 1) we have −ε(s2 ln as) < 12a2e . Since
moreover lims→∞(κs − µs2 + κs ln s − µ2 s2 ln s) = −∞, we can find k3 > 0 such that
κs ln s − µ
2
s2 ln s + κs − µs2 − εs2 ln as ≤ k3|Ω|
for any s ≥ 0 and ε ∈ (0, 1). Inserting this into the sum of (6.3) and a multiple of (6.2), we obtain (6.1). 
The following lemma serves as collection of the bounds we have prepared:
Lemma 6.2. Let µ > 0, χ > 0, κ ∈ R and suppose that u0, v0 satisfy (1.4). Then there is C > 0 and for any
T > 0 and q > N there is C(T ) > 0 such that for any ε ∈ (0, 1) the solution (uε, vε) of (1.9) with a as in
(1.10) satisfies ∫ T
0
∫
Ω
u2ε ≤ C(T ) (6.4)∫ T
0
∫
Ω
|∇uε|2
u
≤ C(T ) (6.5)∫ T
0
∫
Ω
|∇uε|
4
3 ≤ C(T ) (6.6)∫ T
0
∫
Ω
u2ε ln auε ≤ C(T ) (6.7)∫ T
0
∫
Ω
εu2ε(ln uε) ln auε ≤ C(T ) (6.8)∫ T
0
∫
Ω
|∇vε|4 ≤ C (6.9)
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∫ ∞
0
∫
Ω
|∇vε|2 ≤ C (6.10)
‖vε‖L∞(Ω×(0,∞)) ≤ C (6.11)
‖vεt‖L2((0,T );(W1,20 (Ω))∗) ≤ C(T ) (6.12)
‖uεt‖L1((0,T );(W1,20 (Ω))∗) ≤ C(T ) (6.13)
If, moreover κ > 0, then there is C > 0 such that for any ε ∈ (0, 1) the solution (uε, vε) of (1.9) with a = µκ as
in (1.10) satisfies ∫ ∞
0
∫
Ω
(
uε −
κ
µ
)2
≤ C.. (6.14)
Proof. Bondedness of vε as in (6.11) has been shown in Lemma 3.3; (6.4), (6.5), (6.7), (6.8) result from
Lemma 6.1 by straightforward integration, as well as (6.9) if Lemma 3.3 is taken into account. Testing
the second equation in (1.9) by vε, (6.10) is readily obtained. By an application of Hölder’s inequality,
(6.6) immediately follows from (6.4) and (6.5). Moreover, (6.14) is a consequence of (5.3). For any ϕ ∈
C∞0 (Ω × [0, T )) we have∫ T
0
∫
Ω
vεtϕ = −
∫ T
0
∫
Ω
∇ϕ · ∇vε −
∫ T
0
∫
Ω
ϕuεvε
≤ ‖∇ϕ‖L2(Ω×(0,T ))‖∇vε‖L2(Ω×(0,T )) + ‖vε‖L∞(Ω×(0,T ))‖uε‖L2(Ω×(0,T ))‖ϕ‖L2(Ω×(0,T ))
and – by (6.4), (6.10), (6.11) – hence (6.12). In order to obtain (6.13), we let ϕ ∈ (L1((0, T ); (W2,q0 (Ω))∗))∗ =
L∞((0, T ); W2,q0 (Ω)) with ‖ϕ‖L∞((0,T );W2,q0 (Ω)) ≤ 1 and have∫ T
0
∫
Ω
uεtϕ =
∫ T
0
∫
Ω
uε∆ϕ + χ
∫ T
0
∫
Ω
uε∇vε · ∇ϕ + κ
∫ T
0
∫
Ω
uεϕ − µ
∫ T
0
∫
Ω
u2εϕ + ε
∫ T
0
∫
Ω
ϕu2ε ln auε
≤ ‖uε‖L2(Ω×(0,T ))‖∆ϕ‖L2(Ω×(0,T )) + χ‖uε‖L2(Ω×(0,T ))‖∇v‖L2(Ω×(0,T ))‖∇ϕ‖L∞(Ω×(0,T ))
+ |κ|‖uε‖L2(Ω×(0,T ))‖ϕ‖L2(Ω×(0,T )) + µ‖uε‖2L2(Ω×(0,T ))‖ϕ‖L∞(Ω×(0,T ))
+ ‖ϕ‖L∞(Ω×(0,T ))ε
∫ T
0
∫
Ω
u2ε| ln auε|,
which, due to (6.4), (6.10), (6.7), proves (6.13). 
By means of compactness arguments, these estimates allow for the construction of weak solutions. This is
to be our next undertaking:
Lemma 6.3. Let µ > 0, χ > 0, κ ∈ R and assume that u0, v0 satisfy (1.4). There are a sequence (ε j) j∈N,
ε j ց 0 and functions
u ∈ L2loc(Ω × [0,∞)) with ∇u ∈ L
4
3
loc(Ω × [0,∞)),
v ∈ L∞(Ω × (0,∞)) with ∇v ∈ L2(Ω × (0,∞))
such that the solutions (uε, vε) of (1.9) with a as in (1.10) satisfy
uε → u in L
4
3
loc([0,∞); L
4
3 (Ω)) and a.e. in Ω × (0,∞) (6.15)
∇uε ⇀ ∇u in L
4
3
loc([0,∞); L
4
3 (Ω)) (6.16)
u2ε → u2 in L1loc(Ω × [0,∞)) (6.17)
εu2ε ln(auε) → 0 in L1loc(Ω × [0,∞)) (6.18)
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vε → v a.e. in Ω × (0,∞) (6.19)
vε
∗
⇀ v in L∞((0,∞), Lp(Ω)) for any p ∈ [1,∞] (6.20)
∇vε ⇀ ∇v in L4loc([0,∞); L4(Ω)) (6.21)
∇vε ⇀ ∇v in L2((0,∞); L2(Ω)) (6.22)
as ε = ε j ց 0 and such that (u, v) is a weak solution to (1.5).
If additionally κ > 0 and a = µ
κ
as in (1.10), then ε j can be chosen such that additionally
uε −
κ
µ
⇀ u − κ
µ
in L2(Ω × (0,∞)) (6.23)
as ε = ε j ց 0, and (
u − κ
µ
)
∈ L2(Ω × (0,∞)) (6.24)
Proof. [14, Cor. 8.4] transforms (6.4), (6.6) and (6.13) into (6.15) along a suitable sequence (ε j) j ց 0; the
bound in (6.6) enables us to find a further subsequence such that (6.16) holds. Similarly, (6.10) facilitates the
extraction of a subsequence satisfying (6.22), and an analogous application of [14, Cor. 8.4] as before from
(6.10), (6.11) and (6.12) provides a (non-relabeled) subsequence such that vε j → v in L2(Ω × (0,∞)) and,
along another subsequence thereof establishes (6.19). Also (6.20) is immediately obtained from (6.11), as is
(6.21) from (6.9); (6.23) results from (6.14). For the L1-convergence statements in (6.17) and (6.18), mere
boundedness, like obtainable from (6.5) and (6.7), even if combined with the a.e. convergence provided
by (6.15), is insufficient for the existence of a convergent subsequence; we must, in addition, check for
equi-integrability on Ω × (0, T ) for any finite T > 0. To this purpose we note that with C(T ) from (6.8)
inf
b≥0
sup
ε∈(0,1)
∫ T
0
∫
{εu2ε ln auε>b}
|εu2ε ln auε| ≤ infb>a supε∈(0,1)
∫ T
0
∫
{εu2ε ln auε>b}
εu2ε ln auε
≤ inf
b>a
sup
ε∈(0,1)
∫ T
0
∫
{au3ε>b}
εu2ε ln auε
≤ inf
b>a
sup
ε∈(0,1)
∫ T
0
∫
{ln uε> 13 ln ba }
εu2ε(ln auε) ln uε ·
3
ln b
a
≤ inf
b>a
3C(T )
ln b
a
= 0
and, due to (6.7),
inf
b≥0
sup
ε∈(0,1)
∫ T
0
∫
{u2ε>b}
u2ε ≤ infb>1 supε∈(0,1)
∫ T
0
∫
{u2ε>b}
u2ε ln uε
1
ln b ≤ infb>1
C(T )
ln b = 0.
Accordingly,
{
εu2ε ln uε; ε ∈ (0, 1)
}
and
{
u2ε; ε ∈ (0, 1)
}
are uniformly integrable, hence by (6.15) and the Vitali
convergence theorem we can extract subsequences such that (6.18) and (6.17) hold; (6.17) also proves that
u ∈ L2loc(Ω× [0,∞)). Passing to the limit in each of the integrals making up a weak formulation of (1.9) with
ε > 0, which is possible due to (6.15), (6.16), (6.21), (6.17), (6.18) and (6.20), shows that (u, v) is a weak
solution to (1.9) with ε = 0. 
Proof of Theorem 1.3. The assertion of Theorem 1.3 is part of Lemma 6.3. 
We will finally prove that one can expect at least some stabilization of weak solutions also. Here, the
preparation in Lemma 5.3 obtained from the energy inequality for F will be crucial.
18
Lemma 6.4. Let µ > 0, χ > 0, κ > 0 and assume that u0, v0 satisfy (1.4). The weak solution (u, v) to (1.5)
obtained in Lemma 6.3 satisfies
‖v(·, t)‖Lp(Ω) → 0 (6.25)
for any p ∈ [1,∞) and ∫ t+1
t
‖u − κ
µ
‖L2(Ω) → 0 (6.26)
as t → ∞.
Proof. Using characteristic functions of sets Ω× (t, t+1) for sufficiently large t as test functions in the weak-
∗-convergence statement (6.20), from Lemma 5.3 we obtain that for every η > 0 there is T > 0 such that
‖v‖L∞((T,∞);Lp(Ω)) < η, whereas (6.26) is implied by (6.24). 
Remark 6.1. If N ≤ 3, the uniform bound on
∫ t+1
t
∫
Ω
|∇v|4 contained in Lemma 6.1 proves to be sufficient
for (6.25) even to hold for p = ∞, which can be used as starting point for derivation of eventual smoothness
of solutions via a quasi-energy-inequality for
∫
Ω
up
(η−v)θ with suitable numbers θ and η. This result is already
contained in [8].
Proof of Theorem 1.4. Lemma 6.4 is identical with Theorem 1.4. 
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