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To my patient wife
A b s t r a c t
Visual translation o f  speech as an aid for the deaf has long been a subject o f elec­
tronic research and development. This thesis is concerned w ith a technique o f  sound 
visualisation based upon the theory o f  the prim acy o f  dynam ic, rather than static, 
inform ation in the perception o f  speech sounds. The goal is design and evaluation 
o f  a system  to display the perceptually im portant features o f  an input sound in a 
dynam ic form at as similar as possible to the auditory representation o f  that sound.
The human auditory system, as the m ost effective system o f sound representa­
tion, is first studied. Then, based on the latest theories o f hearing and techniques 
o f  auditory m odelling, a simplified m odel o f  the human ear is developed. In this 
m odel, the outer and m iddle ears together are simulated by a high-pass filter, and 
the inner ear is m odelled by a bank o f  band-pass filters the outputs o f  which, after 
rectification and com pression, are applied to  a visualiser block.
T o design an appropriate visualiser block, theories o f  sound and speech percep­
tion are reviewed. Then the perceptually im portant properties o f  sound, and their 
relations to the physical attributes o f  the sound pressure wave, are considered to 
map the outputs from  the auditory m odel onto an inform ative and recognisable 
running image— like the one known as cochleagram . This conveyor-like image is 
then sampled by a w indow o f  20 m illiseconds duration at a rate o f 50 samples per 
second, so that a sequence o f  phase-locked, rectangular images is produced. Anim a­
tion  o f  these images results in a novel m ethod o f  spectrography displaying b oth  the 
tim e-varying and the tim e-independent inform ation o f  the underlying sound w ith a 
high resolution in real time. The resulting system  translates a spoken word into a 
visual gesture, and displays a still picture when the input is a steady state sound.
Finally the im plem entation o f this visualiser system is evaluated through several 
experim ents undertaken by norm al-hearing subjects. In these experim ents, recog­
nition o f  the gestures o f a number o f  spoken words, is exam ined through a set o f  
two-word and m ulti-word forced-choice tests. T he results o f  these prelim inary exper­
iments show a high recognition score (40-90 percent, where zero represents chance 
expectation) after only 10 learning trials. General conclusions from  the results sug­
gest: a potential quick learning o f  the gestures, language independence o f the system, 
fidelity o f  the system  in translating the auditory inform ation, and persistence o f  the 
learned gestures in the long-term  memory. The results are very prom ising and m o­
tivate further investigations.
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C h a p te r  1
Introduction
D eaf people, particularly the congenitally deaf, are faced with two m ajor problem s 
in their com m unication w ith other people w ith norm al hearing, nam ely speech per­
ception and speech production— hearing and speaking. Aids for the deaf, then, can 
be divided into the categories o f speech perception aids and speech training aids. In 
this thesis it is intended prim arily to contribute towards the solution o f  the first 
problem — the hearing problem  o f the deaf. It may also be the case, although not 
specifically explained here, that the approach used here may have a bearing on the 
second problem , through its potential for use as a speech training aid.
In the electronic age, speech perception aids have exploited two different sensory 
routes— tactual and visual— depending on  their use o f the skin or the eyes, respect­
ively, as an alternative to the ear. In these devices, which are also known as sensory 
aids, speech inform ation is transm itted as tactual or visual signals which can be 
perceived by the skin or the eyes o f  a deaf user. B oth  approaches have been pursued 
since the beginning o f this century w ithout any real breakthrough (see chapter 2, 
Literature Review).
1.1 Visual Aids
A part from  direct speech to text conversion, a field which will not be considered 
in this thesis, visual aids have been developed mainly using two different form s o f  
presentations: spectrogram  displays and lipreading.
1
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1 .1 .1  S p e c t r o g r a m  D is p la y
T he spectrogram -display technique was first introduced in the classic work o f  Potter, 
et al. [75] during 1940’s. In this, the spectrogram  o f ongoing speech is presented 
in the form  o f  a sliding, conveyor-like picture which displays the tim e-frequency 
patterns o f  the input sound at a relatively low resolution (see Figure 2.1). T he tim e 
resolution o f  the spectrogram  used in this m ethod is inevitably lim ited by the speed 
o f the m oving belt which is, in turn, determ ined by the ability o f the human eye to 
follow  the running patterns.
There are two questions regarding this type o f visual representation o f  speech:
1. Is the perceptually im portant inform ation contained in the input sound recog­
nisable through watching the output picture?
2. Is this inform ation recognisable at a normal speed o f speech.
A fter a considerable amount o f  research on spectrogram  reading, the answer to the 
first question proved to be positive [28, 42, 75, 108]. But in response to the second 
question, it was realised that no one could manage to read the spectrogram s w ith 
anything like the same effectiveness w ith which we understand the spoken words.
T w o main explanations have been given for the lack o f success w ith spectro­
gram reading aids. One argument attributed the relatively m odest results o f  the 
experim ents to the p oor resolution o f  early displays, lack o f  appropriate training 
strategies, and short tim e o f  exposure to the displays— that is, that the techniques 
were too  prim itive (but might be im proved). A  more fundam ental argument, on 
the other hand, holds that speech is not a form  o f  simple alphabet to  be readable 
by the eyes, but rather that it is a com plex code for which the auditory system  is 
a unique decoder, and therefore it is unrealistic to expect the visual system  to  be 
effective at taking over the role o f the auditory system (see section 4.2). Referring 
to  the precedent o f  lipreading as a classic exam ple o f  at least partly successful visual 
perception  o f  speech, however, they concluded that a more effective type o f  visual 
aid might be via a display o f  the vocal tract articulation.
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1 .1 .2  L ip r e a d in g
T he arguments against spectrogram  reading together with the unsatisfactory res­
ults obtained from  attem pts to  explore it shifted the main focus towards lipreading 
research. Various workers have reported projects to  develop systems that produce 
cartoon-like animations o f  the lip, tongue, and jaws, etc., according to the speech 
features extracted from  the input sound signals. But this approach, even if ideally 
im plem ented, has a m ajor problem  which is that the inform ation available through 
lipreading contains many ambiguities. These ambiguities mainly arise from  visually 
similar articulatory movements which produce different speech sounds. To avoid 
this problem , a number o f  workers have proposed speech-feature displays for use 
as a supplement to  lipreading. For example an innovative, wearable aid referred to 
as eyeglass speachreader has been invented that presents five features o f  speech in 
the form  o f  binary values, displayed on  five distinct points o f the eyeglass. This 
device, although used by its inventor for years, was limited in that it could not work 
properly in noisy environments.
In this type o f  aid, several speech features, e.g. prosody o f  speech, which cannot 
be perceived during lipreading, are autom atically extracted from  the speech signal 
and presented to the lipreader as a partial com pensation for the ambiguities left 
unresolved by the lipreading process. A  critical problem  for this type o f  aid, then, is 
that the autom atic recognition o f  speech features is subject to error, particularly in 
noisy environments. A lthough dram atic developments have been taken place in the 
field o f  autom atic speech recognition, a full solution to this problem  remains some 
way off.
1.2 Objective of This Thesis
T he first type o f visual aid, which presents spectrograms, is in fact a sound visualiser, 
whereas the second type, a lipreading aid, is a speech visualiser. A n  aid that is a 
sound visualiser has three m ajor advantages over a lipreading aid:
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1. A sound visualiser system can be used for perception of sound, a much more 
general source of information than speech. There are various kinds of in­
formative sounds such as alarms, door bells, background noise, songs, music, 
etc.. which a deaf user can potentially understand using an appropriate sound 
visualiser.
2. A sound visualiser system works independently of the language of the user, but 
a lipreading aid is strongly dependent on the language to which it is applied 
because of the need for robust extraction of the relevant speech features and 
the phoneme differences between languages.
3. Since a lipreading system involves automatic recognition of speech features, it 
is relatively vulnerable to noise, interference, or distortion. But when using a 
sound visualisation aid, the recognition task is transferred to the user’s brain 
which is an amazingly powerful and robust system, although no specific tests 
for robustness to noise will be described here.
The main problem with the sliding spectrogram as a sound visualiser is that it is 
difficult to read at normal speech speeds. This problem, we shall argue, is due mainly 
to the static, rather than time-varying, nature of the information delivered by the 
spectrogram. The speech information, by contrast, has primarily a dynamic format 
[85] which, therefore, has its nature changed if it is illustrated by a sliding frozen  
image such as a spectrogram. By the same argument, the feasibility of lipreading 
as an aid for speech perception arises because of its time-varying characteristics. In 
keeping with this idea, there is an interesting discussion in [85] about the primacy 
of kinetic/dynamic, rather than static/pictorial, facial information in the percep­
tion of speech through lipreading. This is the key hypothesis that underpins the 
investigation started by this dissertation.
Taking this into account, the work presented here is aimed at discovering a 
recognisable dynamic format for visual information to represent sound. It is based 
on this belief that there must be some form of sound visualisation through which a
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user can understand sound and speech, at least after a reasonable period of training.
1.3 Scope of This Thesis
To achieve this goal the human auditory system has been studied to understand 
how it represents sound information and presents it to the auditory nervous system. 
Then the psychological and psychophysical issues of sound and speech perception 
have been examined to determine which qualities of sound are more important from 
the perception point of view and how they are related to the physical attributes of 
the sound pressure wave.
From these studies, a simplified model has been developed of the human ear, 
up to the firing activities of the auditory nervous system. A visualisation tool has 
then been created to demonstrate the output of this model in the form of a moving 
image. Finally the resulting system has been partly evaluated through a number of 
recognition tests.
Chapter 2 provides a brief account of previous work on visual aids reported in 
the literature. Recent findings about speech-feature displays and criticisms regarding 
spectrogram reading are described in more detail.
Chapter 3 contains two main sections. The first section contains a review of the 
anatomy and physiology of the human ear followed by a summary of the functions of 
different parts of the ear—the outer, middle and inner ears. The complex structure 
of the cochlea and the functions of the auditory nerve fibres connected to it are also 
schematically described in this section. The second section introduces a simplified 
model of the peripheral part of the auditory system, developed for representing 
auditory signals in approximately the same way as they are delivered to the auditory 
nervous system by the inner ear.
Chapter 4 is devoted to finding an appropriate method of visualisation for 
the output signals of this auditory model. It provides first a brief description of 
the human perception of sound and outlines the perceptually important qualities of 
speech sounds. This is followed by a short review of existing knowledge about speech
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perception. Then considering the most perceptually important qualities of sound, 
particularly those of speech sounds, current theories of auditory representation in 
the human ear are employed to devise an appropriate method of sound visualisation. 
A comparison between our method of sound visualisation and other methods is also 
given in this chapter. Finally our implemented system of visualisation, is described 
in the form of two block diagrams.
Chapter 5 reports several experiments carried out for the evaluation of our 
system of sound visualisation. The results of experiments using normal-hearing 
subjects followed by discussions about the related findings are among the issues to 
be treated in this chapter.
Chapter 6 itemises the contributions and findings of this thesis. This chapter 
also outlines the scope for future work on the development of our sound visualiser 
system.
Some of the work described here has been already published or accepted for 
publication [93, 94]. An additional paper will be presented in November 1998:
A. A. Soltani Farani, E. H. S. Chilton, and R. Shirley. Dynamical spectrogram, 
an aid for the deaf. In The 5th International Conference on Spoken Language 
Processing (IC S L P ’98), Sydney, Australia, 30th November - 4th December 1998.
C h a p t e r  2
L i t e r a t u r e  R e v i e w
Research in the field of speech processing aids for the deaf has been going on since 
the beginning of this century. Aids for the deaf are divided into two main categor­
ies: speech-perception aids and speech-training aids. Although most of the speech 
perception aids, such as speech visualisation, can also be useful for speech training, 
in this review we focus on the perception aspect of the speech processing aids.
At first there was a great deal of interest in tactual aids. The most important 
outcome of this period of research was that it was recognised that deaf people could 
feel and remember the vibration patterns of different speech sounds [32]. Research 
in tactual aids declined at about the time of World War II, in spite of the enthu­
siasm raised during that early period. After about a decade, however, there was a 
revival of interest in the area, and since then it has remained, more or less, an active 
field of research alongside other domains of speech processing aids. The invention of 
electronic visual displays, during 1930’s, opened a way into the field of speech visu­
alisation as an aid for the deaf. So far visual and tactual aids have been progressing, 
in parallel, without any real breakthrough.
A collection of papers regarding different aids for the hearing impaired has been 
published by Levitt, et al. in 1980 [44], reflecting the contemporary knowledge 
about the subject. Also a brief account of the history of speech processing aids may 
be found in a paper recently published by Risberg [82].
The classic example of a visual aid for the deaf is lipreading, in which pro­
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foundly deaf people attempt to perceive spoken words by watching the articulatory 
movements and gestures of the speaker. However, the perception of information 
by lipreading is limited by factors such as the similarity of articulatory movements 
for some different speech sounds (e.g. / p /  and j b / ) ,  and lack of information about 
the prosody of the speech signal. Feasibility of speech perception through lipread­
ing together with its unfortunate limitations have motivated many researchers to 
investigate the usefulness of a number of automatic speech visualisation methods.
Research work on visual aids can be divided into two categories: time-frequency 
displays, and speech-feature displays.
2.1 Time-Frequency Displays
The invention of the cathode-ray tube raised excitement among those who had 
thought about the visualisation of speech waveforms in real time. But soon it was 
realised that speech waveforms were too perceptually complex to be useful for the 
deaf. Further hope was raised by the invention of the sound spectrograph, leading 
to the development of a real-time, sound-spectrum analyser. This experimental 
device, known as the Visible Speech Translator (VST), was extensively used at Bell 
Laboratories for experiments on speech perception aids, resulting in the classic book 
Visible Speech, by Potter et al. [75] first published in 1947.
A schematic diagram of the speech translator is shown in Figure 2.1. With this 
system, speech sounds are converted into a train of visible patterns that illustrate 
the spectrum of ongoing speech in the form of illuminated shapes on a moving belt of 
phosphorescent plastic. As shown in the figure, the input speech signal is spectrally 
analysed through a bank of twelve band-pass filters, their centre frequencies being 
uniformly distributed over a range of 3600 Hz, with the same bandwidth of 300 Hz.
The book reports a major experiment in which a group of young women and a 
congenitally deaf engineer learned to read large vocabularies of words. The graph of 
their learning progress has been depicted in Figure 2.2. Curve A represents ‘hours 
of training’ versus ‘number of words’ for the case of the deaf subject, and curves B
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Figure 2.1: Visible Speech Translator, a sound visualiser device used at Bel Laboratories
during 1940's. This schematic diagram shows how speech sounds are converted into 
visible patterns. Form [75, page 17].
and C represent those for the two groups of women. According to these curves the 
vocabularies of the subjects increased at the rate of about 3.5 words per hour of 
training. The authors also report:
“The visible speech class members were able to converse satisfactorily 
among themselves by talking clearly and at a fairly slow rate. Within 
the limits of their vocabulary, they were able to carry on conversations 
with about the same facility as a similarly advanced class in some foreign 
language.”
The data confirm the feasibility of reading spectrograms even with such poor resol­
ution as that of those early displays.
Despite the remarkably good results of these experiments, research on this type 
of visualisation as an aid for speech perception slowed down. During the 1960’s there 
was a revival of interest in the Visible Speech Translator. An improved version of the 
speech translator was tested, by House, et al. [33], to evaluate the discriminability 
of visual translations of eight CV syllables, differing only in their vowels, by normal 
subjects. The results were not as satisfactory as the authors had expected before the
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Hours of Training
Figure 2.2: Learning progress o f  the visible-speech training program conducted by
Potter, et. al. during 1940's. Case A pertains to a congenitally deaf engineer; cases B 
and C belong to two groups o f  two women each. Reproduced from [75, page 27].
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experiments; however, they believed that according to the data their subjects could 
improve further. These relatively poor results were attributed to the characteristics 
of the display; but we believe they might also have been because of the subtle 
differences between the acoustic properties of some syllables under investigation 
which required a long time of exposure to learn their visual translations. The new 
version of the Visible Speech Translator was also used in several experiments as a 
speech-training aid, with relatively good results [32].
After about 50 years of research on speech visualisation with no real break­
through [82] a paper was presented by Liberman et al. [46] with the title “Why Are 
Speech Spectrograms Hard to Read?” In the paper it was argued that speech is not 
a simple alphabet but is, rather, a complex code where the auditory system serves 
as a unique decoder; hence it might be unrealistic to expect the visual system to act 
effectively as a substitute. They concluded, however, that the best visual displays 
of speech for the deaf might be representations of articulatory muscle contractions. 
The counter argument [32] is that the relatively modest improvements obtained in 
the past can be attributed to the poor resolution of early experimental devices, lack 
of appropriate training strategies, and short time of exposure to the display. A paper 
by Klatt and Stevens [42] revealed that much of the speech code could be deciphered 
from visual reading of the spectrogram. By using a further improved version of the 
speech translator [97], in some spectrogram-reading experiments [10, 108], it was 
demonstrated by Victor Zue that a person can be trained to read spectrograms by 
eye alone, although at a rate much slower than that of normal speech.
2.2 Speech-Feature Displays
Although the art of reading spectrograms has considerably improved, no one can 
read spectrograms in the same way as we understand spoken words. Lack of take up 
of spectrogram reading aids supported the argument presented by Liberman and his 
colleagues about speech being a complex code [46]. They believed that the best way 
to present speech to a deaf person is to display some speech features which convey
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the articulatory movements. Subsequent research on speech processing aids, thus, 
has mainly shifted towards speech-feature displays.
2.2.1 Speech Features as a Supplement to Lipreading
Lipreading as a classic aid for the deaf has attracted many researchers in recent 
years [9]. The information available to the lipreader comes from the movements 
of several vocal tract organs such as lips, jaw, and tongue, as well as from the 
facial expressions that are visible. But this information involves many ambiguities, 
as there are many sets of different speech sounds which involve the same visible 
articulatory movements—e.g. /p/, jb/, and / m / .  Speech-feature displays can be 
used as a supplement to lipreading, compensating for its ambiguities.
The first paper regarding this type of hearing aid, published by Upton in 1968 
[103], describes a visual speech-feature display mounted on an eyeglass which is 
referred to as an eyeglass speechreader. This innovative, wearable aid presents five 
features of speech in the form of binary values displayed on five distinct points of 
the eyeglass. Preliminary results of the evaluation of this device was promising; 
hence, an improved version of it was tested several years later by Pickett et al. [65], 
who showed general improvement of lipreading with the use of the eyeglass speech 
reader, although with large individual differences. There were further research work 
on lipreading during the 1970’s, as partly cited in [31].
Three major questions regarding speech-feature displays as a supplement to 
lipreading have been under investigation during the last two decades. The first 
of these is:
Which features provide the most important cues for speech-reading?
This question has been addressed by many researchers such as Erber [20], Risberg 
[80, 81], Breeuwer and Plomp [5, 6, 7], Grant, et al. [24], and Hnath-Chisolm, 
et al. [30]. According to these studies, several factors are almost equally import­
ant, in providing major support to lipreading. They are: sound-pressure variations, 
fundamental-frequency variations, formant transitions, and spectral balance. One
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of the papers [30] also studied the amount of support normal-hearing subjects could 
obtain from various resolutions of fundamental frequency information as a supple­
ment to lipreading. They reported a dramatic decrease in the amount of support 
obtained from a 12-level quantised fundamental-frequency compared with the un­
processed frequency of an electroglottograph signal, and a further decrease with 
smaller numbers of quantisation levels. These findings indicate the important role 
of the prosody of speech in its recognition.
The second question, therefore, is:
How should this information be extracted from the speech?
Researchers often think about the automatic extraction of features from the speech 
signal. A major problem in this regard is that the automatic recognition of the 
features to be displayed tends to be subject to error. Despite significant develop­
ments in different speech recognition techniques [2, 67, 86, 98, 99, 102] the accurate 
and robust recognition of speech features is yet to be achieved. As examples of 
speech-feature extraction through signal analysis techniques see [38, 59, 95, 106].
The third, and possibly the most important, question about speech-feature dis­
plays is:
How should the extracted features be presented to the deaf user?
There are two candidates for sensory presentation of the extracted features: tactile 
and visual presentations. An example of visual presentation has been mentioned 
above: the eyeglass speech reader. But the eyeglass speech reader is intended to 
supplement lip-reading, and so is less useful for the perception of speech sounds 
produced by non-human sources (such as telephones), or simply by a human whose 
face is not visible.
Some researchers have considered automatically converting speech into vocal 
tract movements in real time [43, 90, 76]. A paper by Lavagetto [43] describes about 
a device created to convert speech into lip movements, referred to as a multime­
dia telephone for hard of hearing people. A bank of six neural networks were used
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to independently analyse the audio signal in order to extract different articulatory 
parameters, which are then used to generate the relevant animation displayed on 
a screen. The preliminary experimental results have been reported to be encour­
aging and proving the feasibility of their method. However, their method, even if 
successful, is not capable of conveying all the speech features in the form of facial 
gestures.
2.3 Sound Visualisation
We propose that the most useful way of presenting speech to the deaf might be 
displaying sound features, instead of speech features, as the human brain can perform 
much better than the artificial neural networks in extracting speech features from 
suitably presented sound qualities. The feasibility of speech perception through 
lipreading and of spectrogram reading (although very slow) suggests that it is not 
the auditory system as such that recognises speech (or decodes the auditory speech 
signal), but rather that speech understanding is carried out by deeper processes in 
the neural systems of our brains, programmed very early in our life. The ability of 
humans, even of adults, to learn a new language [41, 48, 49] attests the feasibility 
of learning a new system of coding in a reasonable period of time.
The Visible Speech Translator, as already discussed in section 2.1, is, in fact, 
an attempt to visualise sound. The idea was first discussed in a paper by Potter 
[74] (the author of the book Visible Speech [75]) with the title “Visible Patterns of 
Sound”, in which a number of different sounds such as hammer clicks, siren, music, 
and songs of birds, etc., were illustrated in the form of static spectrograms. The 
lack of success of the idea, in spite of both the favourable results reported in the 
book and further work carried out over the following four decades, is proposed here 
mainly to be due to the shortcomings of the spectrograms used.
Shortcomings of this type of visualisation, as we think, are as follows:
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Spectrograms are static In all the work undertaken so far, the spectrograms 
under investigation have been static: even in real-time applications sliding spec­
trograms like the one in Figure 2.1 have been used. In a static spectrogram the 
temporal variations of a speech sound are mapped onto a spatial format, rendering 
quite a different scene. Moreover, reading of these sliding, frozen pictures demands 
a voluntary scanning of the eye, like ordinary silent reading, rather than more auto­
matic actions such as in watching or listening. Reading a spectrogram is like reading 
a hand-written text in a new language having a huge number of letters. That is why 
a person needs a long time to learn them and to attain the required speed of reading.
Lack of information about prosody of speech Pitch and its variations which 
may deliver much information about the stresses, the speaker, and the voicing qual­
ities, of an utterance are not illustrated clearly in the spectrograms. The role of the 
pitch variations in perception of a train of speech sounds is not less important than 
that of the intensity variations [7, 30, 84].
Low resolution Although recent experimental spectrograms [97] have more res­
olution, their frequency resolution is not yet sufficient considering the remarkably 
high resolution of the human auditory system. This may affect the perception of 
timbre of speech sounds as a major cue to discrimination of some speech sounds 
such as vowels. There are, of course, further different types of time-frequency distri­
butions, recently developed, which provide arbitrarily high resolution in both time 
and frequency domains, but they have not been used for hearing aid investigations 
[4, 11, 47, 68, 92]; moreover, the time resolution of a sliding spectrogram is inevit­
ably limited by its sliding speed which is, in turn, determined by the ability of the 
human eye to follow the running patterns.
We suppose the visual representation of the auditory-perceptible qualities of 
sound, with sufficient resolution, in a form as much similar as possible to the one 
represented by the ear, may be a solution to the problem. Sound is essentially a 
motion  [85] and therefore its representation in the form of still patterns on paper is in
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fact a deviation from its nature. Moreover, moving parts of a picture are more easily 
perceptible and more persistent than still ones. Therefore converting an auditory 
event into a synchronised, live animation seems likely to be much more effective than 
into a sliding, frozen image. Thus we shall commence this new attempt in the field 
of sound visualisation by reviewing the functions of the human ear in the analysis 
and representation of sound, and hence seek a more appropriate visual display for 
it.
C h a p t e r  3
A u d i t o r y  P r o c e s s  a n d  M o d e l l i n g
In seeking an informative, visual representation of sound it seems reasonable to begin 
by considering the way our ears work in extracting audible information from the 
acoustic signals. As researchers in different areas of speech and sound processing 
have concluded, the human ear is a unique system for analysing sound, with an 
amazing resolution in both the time and frequency domains and over an extremely 
broad dynamic range. That is why the mammalian auditory system has been closely 
studied by workers in such varied fields as communication engineering, psychology, 
physiology, neurology, etc., during recent decades. Using state-of-the-art knowledge 
regarding the operation of the ear, we hope to be able to design an effective system 
of sound visualisation that will be useful for deaf or hearing-impaired people.
This chapter, together with the next, is devoted to a different type of sound 
visualisation system for which a simple block diagram is shown in Figure 3.1. By 
this system the digitised input sound is applied to a computational model of the 
ear. Output from that model is then mapped onto a sliding image, known as the
Figure 3.1: Simple block diagram of the sound visualiser system.
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cochleagram image [92], which represents the time-frequency pattern of the input 
sound with a high resolution. Applied to the animator block of the system, this 
sliding image is transformed into a sequence of rectangular images which are dis­
played on a screen, one after another, at a rate of 50 images per second; that is, each 
image is depicted on the screen for 20 milliseconds. The result of this animation is 
a motion picture which is synchronised with the underlying sound and which can 
thus demonstrate its audible information in a visible form.
In the current chapter, the first block of the system, the auditory model, is 
introduced; the visualiser and animator blocks are discussed in the next chapter. 
In the first section as a brief description of human auditory system, the anatomy 
and the physiology of the ear are reviewed, followed by a short account of auditory 
nerve activities, according to recent studies. The second section of the chapter is 
concerned with to the modelling of the ear.
3.1 Human Ear
The human auditory system is usually divided into two parts: the peripheral and 
the central. The peripheral part comprising the ears and the neural fibres connected 
to them has been investigated in detail by many researchers. Although there are 
some discrepancies between the explanations given by different workers regarding 
some aspects of the hearing process, most of the findings about the auditory peri­
phery have generally been accepted. The central part, on the other hand, is still far 
from understood, because it is associated with the central nervous system which is 
less anatomically accessible and exhibits much less structural differentiation. Psy­
choacoustic data obtained from psychological experiments, however, have provided 
much information about the work of the brain which has been used to establish a 
reasonable theory of hearing. This section will give a brief summary of the human 
ear up to the firing activity of the cochlear nerves. For a more detailed description 
of the human auditory system, the reader is referred to the books cited in [19], [53], 
and [66].
3.1. Human Ear 19
Figure 3.2: Human ear (from Denes and Pinson, 1993 [19]).
3.1.1 Outer and Middle Ears
Figure 3.2 illustrates the anatomy of human ear. The ear from a functional point 
of view is divided into three main parts: the outer ear, the middle ear, and the 
inner ear. The outer ear consists of the externally visible portion of the ear, the 
pinna, and the ear canal. The ear canal, an air filled pipe of about 2 centimetres in 
length, is open to the outside world at one end and closed off by the eardrum at the 
other end. The outer ear, therefore, behaves as an acoustic resonator for the sound 
waves guided through it. The guided pressure waves amplified at frequencies near 
the resonance frequency (of about 3 kHz) set the eardrum into vibration. Although 
there are other functions such as sound localisation associated with the outer ear, 
its main role is to work as a bandpass filter.
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The vibrations of the eardrum are transmitted through the middle ear by three 
small bones, the ossicles, to an opening in the bony wall of the fluid filled inner 
ear—the cochlea. This opening is called the oval window. The three small bones 
are called the malleus, incus, and stapes. The handle of the malleus is attached to 
the eardrum. Vibrations of the eardrum are passed by the malleus to the incus by 
which, in turn, they are transmitted to the stapes. The foot-plate of the stapes, 
connected to the membrane covering the oval window, transfers the motion into the 
fluids inside the cochlea. Thus the airborne pressure waves at the outer ear are 
transformed by the middle ear into the fluid vibrations at the inner ear (although 
air is technically also a fluid, the term “fluid” will be used in this account to imply 
“liquid”).
In this transformation, two functions are performed. First, amplification of the 
pressure waves entering the cochlea, and second, mechanical impedance matching 
between air and liquid, which decreases the loss of energy in between.
Another major function of the middle ear is to protect the inner ear against in­
tensive sounds. This is believed to be accomplished through the action of the small 
muscles connected to the malleus and the stapes. Contraction of these muscles, 
known as the middle ear reflex, tends to decrease the flexibility of the chain of the 
ossicles and affects the impedance matching work of the middle ear. This substan­
tially decreases the pressure variations transmitted to the inner ear at high sound 
levels, to protect the delicate structure of the cochlea. Unfortunately, activation of 
the reflex is too slow to work instantaneously against impulsive sounds such as gun 
shots, etc. and they can, therefore, cause permanent damage to our ears.
Two other functions have been suggested for the reflex. First is the reduction 
of the sound received from the listener’s own vocal tract during speech and the 
second, which is more relevant to our discussion, is a reduction of the masking of 
high frequencies by the lower ones. This is because the reflex mainly affects the low 
and middle frequency part of the auditory spectrum.
Transmission of sound through the middle ear is most efficient at the middle
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frequencies (500-4000 Hz) [53].
3.1.2 Inner Ear
The inner ear consists of two systems: the semicircular canals and the cochlea. 
Although these are connected together as a bony vessel of fluids in the temporal 
bone of the skull, they have two distinct functions. The semicircular canals act as a 
three dimensional rotation-detection system responsible largely for the orientation 
and balance of the body. The other system, the important one from our point of 
view, is the cochlea, a snail-like tube of 2| turns and 3.5 centimetres in length. To 
envisage how it would look, if unrolled, the cochlea has been schematically shown 
in Figure 3.3a as a straight tube. One end of the cochlea where it is connected to 
the middle ear is called the base and the other end, the tip of the tube, is called the 
apex.
The cochlea is divided along its length into three spiral tunnels separated by 
Reissner’s membrane and the basilar membrane. The two outer tunnels, the scala 
vestibuli and the scala tympani, are connected through the helicotrema, an opening 
at the apical end of the cochlea, where fluid can pass freely between them. Both 
chambers are full of an almost incompressible fluid. The scala vestibuli is linked to 
the middle ear through the oval window, the membrane-covered opening attached to 
the foot-plate of the stapes in the middle ear. The scala tympani is also connected 
to the middle ear through another membrane-covered opening known as the round 
window.
Between the two chambers lies the most intricate part of the inner ear, the scala 
media, which is also full of fluid but one which differs from that inside the other 
cavities. The scala media (also called the cochlear duct) is a spiral cavity between 
the basilar membrane and the Reissner’s membrane. Inside this cavity, attached to 
the basilar membrane along its entire length, there exists the organ of Corti ( Figure 
3.3b ) which is an interface between the mechanical part of the ear and the auditory 
nervous system. The organ of Corti contains about 20000 sensory receptors known
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Figure 3.3: The cochlea, (a) unrolled, (b) cross section. From [19].
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Figure 3.4: Basilar Membrane
as hair cells which are innervated by the auditory nerves.
Basilar Membrane
Looking like a belt, the basilar membrane is very narrow (about 0.04 millimetres) 
at the basal end of the cochlea, near the oval window, and has its maximum width 
(about 0.5 millimetres) at the other end, the apex. There is a gradual transition 
between these extremes along the entire length of the cochlea. Furthermore its 
stiffness gradually decreases from the narrow end towards the wide end. Thus, the 
basilar membrane is narrowest, lightest, and stiffest at the basal end and widest, 
heaviest, and most elastic at the apical end of the cochlea (Figure 3.4).
The cochlear structure is excited through the oval window by the motion of the
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stapes foot-plate activated by an input sound—or any other means. If the motion is 
slow, inward movement of the oval window displaces fluid towards the helicotrema 
through which the displacement is passed back along the other side to the middle 
ear, resulting in a corresponding outward movement of the round window. But if the 
oval window is set into vibration by an incoming sound, any pressure variation in the 
fluid on either side of the cochlear partition results in a pressure difference across 
the partition. The pressure wave travels very rapidly through the incompressible 
fluids of the cochlea applying the pressure difference almost simultaneously along 
the whole length of the basilar membrane. The pattern of motion on the basilar 
membrane, however, due to its mechanical properties takes some time to develop. 
A form of travelling wave, initiated from the base, progresses along the basilar 
membrane -toward the apex. The amplitude of the wave increases at first but then 
after passing a point of maximum diminishes rather sharply.
The response of the basilar membrane to sine-wave stimulations, in a steady 
state, reveals the special pattern of the vibration along its length. For a sinusoidal 
input each point on the basilar membrane vibrates in a sinusoidal manner with 
the same frequency as that of the input sound. The amplitude of the vibration, 
however, is different for different points of the basilar membrane. The position of 
maximum amplitude depends strongly on the frequency of the stimulation. For high 
frequencies the points near the oval window, where the basilar membrane is lightest 
and stiffest, vibrate with maximum amplitude. For lower frequencies the peak of 
vibration moves toward the other end of the membrane, where it is wider and more 
elastic (see Figure 3.5). The form of the basilar membrane, therefore, brings about 
a spatial separation of the maximum sensitivity to different frequencies. Thus, for 
a complex sound, comprising tones of different frequencies, the spectral pattern of 
sound is mapped onto a spatial format.
The curves shown in Figure 3.5 do not fully reflect the remarkably high sensitiv­
ity of the human ear in the frequency domain. This is because they were obtained 
using an optical technique, during the classic work of von Bekesy [3], in which too
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Figure 3.5: Amplitude o f  vibration occurring on different points o f  the basilar membrane 
due to a sine-wave stimulation activating the stapes.
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high levels of cochlear vibrations were used. Recent work [23, 40, 79, 87] suggests 
that the degree of frequency selectivity of the basilar membrane depends on the 
intensity of the sound applied, in such a way that at low levels of vibration it is 
much more selective than at high levels. Indeed, any point along the basilar mem­
brane can be considered as a bandpass mechanical filter with a resonance frequency 
characteristic of its location. The bandwidth of the filters and the distribution of 
their characteristic frequencies along the length of the basilar membrane have been 
studied by many workers in different ways which will be discussed later.
Hair Cells
The mechanical motion of the basilar membrane needs to be converted into electrical 
signals that can be transmitted and processed by the central nervous system. The 
organ of Corti (Figure 3.3b)contains about 3500 sensory receptors known as inner 
hair cells which are innervated by the auditory nerves. Uniformly distributed in a 
single row along the basilar membrane, the inner hair cells convert the motion at 
their position on the basilar membrane into firing activity at the nerve fibres attached 
to them. Figure 3.6 shows a schematic diagram of an inner hair cell. The hairs, a 
bundle of fine filaments protruding from top of the cell body, are set into vibration 
as a result of the motion of the basilar membrane. This has been described by saying 
either [66] that the hairs, having contact with a fixed membrane at their other end, 
are bent as a result of the movement of their parent cell, or that [19] they vibrate 
due to vibration of the fluid surrounding them. Movements of the hairs induce some 
electrical voltage inside the cell which in turn sets the nerve fibres attached to it into 
action. The firing activities are transmitted in the form of electro-chemical pulses 
travelling along the nerve fibres towards the higher levels of the auditory nervous 
system.
It is the firing rate, i.e. the frequency of the pulses, which represents the intens­
ity of the vibration of the basilar membrane. There are about 20 nerve fibres, of 
different diameters, attached to a single inner hair cell. An auditory fibre has some
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Hairs
Figure 3.6: A schematic diagram of an inner hair cell showing the hairs and the synapses 
of auditory nerve fibres connected to it. The cell body sits on the basilar membrane.
background activity, the spontaneous firing in the absence of sound stimulation, the 
rate of which ranges from close to 0 up to about 150 pulses per second [19]. When 
an inner hair cell is set into vibration any fibre attached to it will be activated 
provided that the intensity of the vibration exceeds the fibre’s specific threshold. 
The fibres having higher spontaneous rate have lower threshold while, on the other 
hand, fibres of lower background activity need a more intensive stimulation to set 
them into firing.
Different workers [66, 83] have studied the firing response of single nerve fibres 
to various input sounds and their common results can be summarised, so far as they 
relate to our discussion, as follows:
• The firing rate of a fibre increases as the intensity of the stimulus increases. 
This increment is started after a specific threshold of sound intensity and 
stops at a saturation point (see Figure 3.7). The dynamic range between the 
threshold and the saturation point is typically about 30 dB.
• For a given fibre, the threshold and saturation points depend on the frequency
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Figure 3.7: A typical function of rate-intensity for an auditory fibre at its best frequency. 
The threshold and saturation are higher for frequencies above or below this particular 
frequency. The dynamic range at frequencies above the characteristic frequency is a 
little greater [66].
of the stimulus. The lowest threshold is associated with the characteristic 
frequency of the position of the related hair cell on the basilar membrane. 
This frequency is also called the best frequency of the fibre.
• The temporal pattern of the firing activity in response to a single tone shows 
that the firing rate increases in only one half of the cycle of the input waveform. 
That is, the fibres show phase locking; so that the firing pattern of a fibre has 
a temporal regularity in response to some periodic stimulation. This phase 
locking occurs at lower frequencies below 4-5 kHz.
There are also several rows of hair cells, parallel to but separated from the inner 
hair cells, known as the outer hair cells. It has recently been discovered that they 
change shape in response to signals received from the central nervous system, and
3.2. Auditory Modelling 29
Figure 3.8: A simplified model of the peripheral part of the auditory system up to
neural firing activity of the inner hair cells. This model is more accurate at moderate 
sound levels.
affect the cochlear mechanics. They are thought to play a role in the remarkable 
sensitivity and frequency selectivity of the cochlea. There is not yet, though, much 
information in literature about the work of outer hair cells.
3.2 Auditory M odelling
The amazing ability of human auditory system to distinguish and recognise sounds 
has motivated many researchers to study and model its functions of sound analysis 
in different areas of audio-acoustic processing, such as: speech recognition, speech 
coding, speech training, time-frequency representations, etc. [1, 22, 92]. Here the 
auditory modelling is approached from the viewpoint of sound visualisation as an 
aid for the deaf. Horn this point of view, we are interested in mimicking the work 
of the ear as an aid for translating auditory scenes into some sort of visible scenes, 
by which the sense of hearing is hoped to be presented to a deaf or hearing-impaired 
person with as much realism as possible. In this section our method of auditory 
modelling will be introduced, based upon the latest theories of hearing, as reviewed 
in the previous section.
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3.2.1 Modelling the Outer and the Middle Ears
As discussed in the previous section, the outer ear behaves as a bandpass filter 
resonating at frequencies around 3 kHz, but the response of the middle ear to the 
input sound depends nonlinearly on the energy of the applied signal. For the sake 
of simplicity here, it is assumed that the average power of the input to the system is 
of moderate intensity. The outer and the middle ears have been modelled together 
as a high-pass filter with the system function:
H (z )  =  l  +  a z ~ 1 (3.1)
This filter is often used in speech processing techniques [67] as a preemphasis 
filter. That is because hearing is most sensitive around the frequency of 3 kHz— 
as a result of the resonance action of the outer ear. Although this filter raises the 
frequencies above 5 kHz, the region which is in fact attenuated by both the outer and 
the middle ears, it has been used for two reasons. The first is that the high frequency 
regions of the output from the model will be attenuated within the visualiser block 
of the system—as will be discussed in the next chapter. The second is that the 
spectrum of voiced sections of the speech signal naturally have a negative slope 
because of the physiological characteristics of the human speech production system. 
These attenuations can be offset by the preemphasis filter.
Higher order filters, particularly adaptive ones, might be thought more useful 
than the above filter; however, its simplicity and the fact that in our experiments 
we are only interested in the frequency range of 200 Hz to 4 kHz have prompted the 
use of such a simple and common filter. Figure 3.9 shows the frequency responses 
of the preemphasis filter, according to relation (3.1), for different values of a. The 
value of a  — —0.6 was found empirically to be the best figure, based on the quality 
of the visible output from the system.
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Figure 3.9: The frequency responses of the preemphasis filter used as a model for
the cascade of the outer and the middle ears for different values of a .  The value of 
a  =  —0.6 has been chosen in our auditory model.
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3.2.2 Modelling the Inner Ear
Modelling the inner ear is the most important part of the auditory modelling as 
the most complicated analysis of the acoustic input and the mechanical to electrical 
transduction is carried out within this part. There are several nonlinear functions 
among the works of the inner ear which contribute to the remarkable sensitivity and 
the huge dynamic range of the ear. It is believed that the cochlea is an extremely 
adaptive system and its functions are supposed to be under the control of the central 
nervous system; however, for a normal situation where the energy of the input sound 
is at a moderate level, it can be modelled as a rather simple system. In this project 
it has been assumed that the input to the system is an auditory signal with a 
moderate level of energy filtered and sampled properly. Although the system has 
been designed to work for different bandwidths and sampling rates, the evaluating 
experiments have been carried out on a few spoken words, filtered by a 4 kHz low- 
pass filter, sampled at a rate of 8000 samples per second, and finally gain controlled.
The mechanical structure of the basilar membrane is modelled as a bank of filters. 
Any point along the basilar membrane is considered as a bandpass filter with a centre 
frequency and bandwidth characteristic of its position. The distribution of the centre 
frequency of the filters along the length of the basilar membrane have been studied by 
different workers [3, 29]. The general conclusion is that the characteristic frequency 
of a point is nearly exponentially proportional to its distance from the apex—the 
point with the lowest resonance frequency. Here, the mechanical displacement of the 
basilar membrane is modelled by a bank of filters comprising 100 bandpass filters for 
the range of 200 Hz to 4 kHz. This range of frequency, which resembles the frequency 
range of a public telephone channel, has been chosen due to the requirements of the 
experiments; of course the implemented auditory model is capable of covering any 
range of audible frequency (and also any number of filters) through changing some 
parameters.
The selected number of filters is much less than the number (about 3500) of inner 
hair cells sampling the vibration of the basilar membrane, but it seems quite enough
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to represent the mechanical vibration of the basilar membrane with a high resolution. 
The frequency-position function suggested in [29] has been used to determine the 
central frequency of each auditory filter:
f c =  A(10aa: -  1) (3.2)
where f c is the characteristic frequency in Hz and x is the normalised distance of 
the corresponding point along the membrane (i.e., 0 < £ < 1 , £  =  0 being the apex). 
The two constants A  — 165.4 and a — 2.1 have been reported [29] to be appropriate 
for the human cochlea.
Calculation of the Central Frequency of the Filters
The position of a point, along the basilar membrane, with characteristic frequency 
f c can be obtained, according to (3.2), by:
® =  ilo g (l +  j )  (3.3)
Assume N  as the number of auditory filters uniformly distributed between the points 
x =  xq and x =  x n  on the basilar membrane where the apex and the base are
considered to be at x =  0 and x =  1 respectively; then the place of the 2th filter will
be:
Xi =  x 0 +  i x  XNN  X° (3.4)
Suppose / A  and / i^  to be the characteristic frequencies of the points xo and xjy 
respectively. Then, from (3.3), and (3.4) the characteristic frequency / i4 of the ztli 
point can be calculated by the relation
/<‘> =a/3&(3.5)
where a  and (3 are defined as:
a =  A  +  /j°)
and
a _ A + / f t
P ~  A  +  t P
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In this project we have assumed A  =  165.4 and a =  2.1, the appropriate para­
meters for the human cochlea [29], to obtain the characteristic frequencies of 100 
points spread over the interval: [200, 3850) Hz. The use of (3.5) leads to the formula:
/c(i) =  365.4 x (10.989) wo -  165.4 (3.6)
where 0 < i < 100. By (3.6) the centre frequencies of 100 band-pass filters are 
calculated and the filters are designed as follows.
Auditory Filter Shape
Auditory filter shapes have been estimated by several groups of workers in different 
ways [56, 57, 60, 62, 64]). It has been suggested that an auditory filter is a band­
pass filter whose bandwidth depends on its centre frequency so that its equivalent 
rectangular bandwidth (ERB) is related to centre frequency by the formula:
E R B  =  6.23 f l  +  93.39/c +  28.52 (3.7)
where f c is the centre frequency in kHz and ERB is obtained in Hz. The shape of
the auditory filter as discussed in [63] can be simplified to the formula:
W ( f )  =  ( l + p f ) e - ” f  (3.8)
where W (/) is the frequency response of the filter and p is a constant related to the 
bandwidth by:
4.0
P ~  E R B
and / is the deviation in frequency from the centre frequency of the filter.
Equation (3.8) has been obtained from experiments carried out in ordinary sound 
pressure levels for which the filter is symmetric around the centre frequency; but this 
is not the case for higher sound pressure levels. It is believed [58] that as the input 
sound pressure increases, the shape of the auditory filter changes so that on the 
low frequency side the sharpness of the filter decreases while, on the other hand, the 
high frequency side becomes slightly more sharply tuned, resulting in an asymmetric 
filter shape with a wider pass-band.
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Here, the symmetric shape of the filter represented by (3.8) has been approx­
imated by a digital, linear-phase, F IR  filter. Each band-pass filter is obtained by 
modulation of a cosine signal with a Hanning window, as a low-pass, F IR  filter of 
proper length. The low-pass filter shape used as a basis for all the auditory filters 
is defined by
hb{n) =  1v L f  (* “ cos W = l )  (3-9)
hb(n ) is the unit sample response of a linear-phase low-pass filter with a delay of 
points where N  is an odd number.
Some workers have proposed the gamatone and gamachirp functions as the op­
timal fits to the symmetrical and asymmetrical shapes of the auditory filter, respect­
ively [36, 101]. Looking for the best fit, for our purpose, to the shape of the auditory 
filter defined by (3.8), we concluded that the Hanning window should be the best 
according to our criteria, which will be discussed later in this section. To calculate 
the ERB of this filter we start from the definition of ERB:
r \ H ( w ) \ 2dw f s
E R B  =  |g (0)P >< t  (31°>
By this formula the ERB is obtained in Hz. From (3.9) we obtain
iV-l
H(0) = W  lib(n) = 1
n =0
and from the Parseval’s relation [77], equation (3.10) reduces to
N — 1 o n
E R B  =  /„ ■ £  hl( =  (3>U)
For an auditory filter at characteristic frequency of f c Hz the unit sample response 
of the filter is:
h(n) =  hb(n) cos ( j 1 ~
where f s denotes the sampling frequency. Suppose, as an example, we want to model 
the auditory filter centred at 1 kHz. The bandwidth of the filter, according to (3.7), 
must be 128 Hz. For this bandwidth, the length of the unit sample response is 
obtained using (3.11) as follows:
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Figure 3.10: (a) Frequency response of the model of an auditory filter centred at 1
kHz (solid curve), compared to the one extracted from the formula suggested by Moore 
and Glasberg, [57], (doted curve). Note the similarity of the two curves in the pass- 
band area of the frequency. An optimal model, obtained from the gamatone function 
(dashed curve) has been also shown for comparison, (b) The impulse responses of the 
two models.
Rounding this value to the nearest odd number results in N  =  95. Figure 3.10a 
shows the frequency response of our modelled filter (solid curve) compared with 
the shape obtained by the gamatone function (dashed curve) and the one obtained 
from relation (3.8), suggested by Moore and Glasberg [57] (dotted curve). The 
impulse responses of the low-pass bases of the two approximations have been shown 
in Figure 3.10b. Unlike their good similarity in the frequency domain, the two 
models are very different in time domain. The Hanning-window model has two 
advantages in comparison with the gamatone model. The first is that it has less
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time duration and has a symmetrical shape and, as a result, it can be implemented 
with much less computation. The second is its linearity in phase which keeps the 
phases of the input intact. However, the gamatone model has a low delay which is 
an advantage in respect to the Hanning window model.
The reasons behind the selection of relation (3.9) as the unit sample response of 
the auditory filter shape model are as follows:
• The resulted shape is reasonably similar to the one obtained through psycho- 
acoustical and physiological experiments by various workers (Figure 3.10).
• Simplicity of the design of different band-pass filters in practice.
• Small time duration of this F IR  filter which results in a higher speed of im­
plementation and gives a lower delay to the signal.
• Linearity in phase. Although there is no evidence about the phase-linearity of 
the auditory filter, due to the shortage of empirical information in this respect, 
we have tried to keep the phase unchanged.
Figure 3.11 shows the frequency responses of 10 successive filters out of the 
simulated auditory filter-bank. This figure illustrates the high degree of overlap 
(about 78 percent) between the successive filters. The minimum number of filters 
covering a certain region of frequency can be estimated by the formula [57]:
/ +0.312
E R B rate =  11.17 log +  43.0 (3.12)/ +  14.675
where / is the upper limit of the frequency region in kHz, while the lower limit is 
taken as 0. According to this relation, the number of filters which cover the range 
of 200 Hz to 4 kHz is 22. This region has been simulated by 100 filters which 
corresponds to 78 percent overlap.
3.2.3 Modelling Mechanical to Electrical Transduction
An inner hair cell is modelled as a rectifier cascaded with a gain control. The 
intensity threshold of any fibre connected to an inner hair cell is characteristic of
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Frequency, Hz
Figure 3.11: Frequency responses of 10 successive filters o f the simulated auditory
filter-bank. As is evident, there is a high percentage of overlap (78 percent) between 
the successive filters.
the fibre. Therefore for a single hair cell different fibres connected to it fire at 
different phases of the input signal (or do not fire if their threshold is higher than 
the signal’s maximum amplitude) and they also saturate differently. This is believed 
to be the cause of the remarkably high dynamic range of the auditory system. In our 
model, however, a hair cell is simply modelled as a half-wave rectifier. To obtain a 
sufficient dynamic range when visually representing the output, a gain control and a 
compressor have been cascaded with the rectifiers as discussed in the next chapter.
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3.3 Summary
In this chapter a short description about the anatomy and physiology of the peri­
pheral part of the auditory system, the ear, has been given. The functions of the 
outer, middle, and inner ears, as reported in current literature, have been reviewed. 
The complex work of the cochlea, particularly the role of the basilar membrane in 
spectral analysis of the input sound, has been discussed. According to the above 
discussions, the outer and the middle ears behave, together, as a band-pass filter. 
This filter, which is a wide-band filter centred around 3-kHz, can be considered as a 
high-pass filter for low frequencies (below about 8 kHz). The cochlea, in the inner 
ear, works like a bank of band-pass filters, each cascaded with a rectifier. Each chan­
nel of the filter bank involves several nonlinearities such as half-wave rectification, 
amplitude compression, bandwidth variability, and even variability of its resonance 
frequency. However, most of the nonlinearities can be ignored when the input signal 
is considered to be at moderate sound pressure levels.
Finally a simplified computational model of the ear has been introduced. By 
this model the works of the outer and middle ears, together, have been simulated 
by a high-pass, linear filter with a gain control. The length of the basilar membrane 
has been uniformly sampled to simulate the mechanical vibration of each sample 
point by a linear band-pass filter. The characteristic frequency and the bandwidth 
associated to each point are calculated using an empirical formulae suggested in the 
literature, and a bank of filters is created according to the parameters given to the 
model. The inner hair cells connected to the basilar membrane are modelled as 
half-wave rectifiers, and the amplitude compression function of the auditory fibres 
connected to them has been simplified to a compression formula.
C h a p t e r  4
A u d i t o r y  B a s e d  V i s u a l i s e r
In the previous chapter a simplified human auditory model was introduced. Using 
the model, the auditory input is analysed through a bank of filters, the outputs of 
which are rectified and gain controlled. In this chapter we present a discussion about 
different methods of visualisation that may be applied to the set of rectified signals.
The goal of visualisation, here, is to demonstrate all the perceptually relevant 
information embedded in the underlying sound, in real time, in a way that the viewer 
can understand.
4.1 Sound Perception
What do we hear when we listen? The study of this question lies in the fields of 
psychophysics and psychoacoustics. In this section we are only interested in some 
measurable qualities of sound which can be linked to some physical properties of 
the signal. The most perceptually important qualities of sound are: loudness, pitch, 
and timbre. A brief review of them is given here.
4.1.1 Loudness Perception
Sounds can be characterised by differences in intensity across time or frequency or, 
usually, both. That is why intensity perception has been regarded as a basic concern 
of hearing research. The problem is how sound intensity is represented, or coded, 
in the human auditory system. One of the important qualities of a sound is its 
loudness which can be considered as a subjective quantity, substantially related to
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its physical intensity. The loudness has been defined [53] as:
“That attribute of auditory sensation in terms of which sounds can be
ordered on a scale extending from quiet to loud.”
Our discussion of loudness is aimed at finding a reliable measure of this auditory 
sensation, in order that we can translate it into a proper visual representation.
Loudness versus Other Parameters
Psychoacoustic experiments show that the loudness of a sound of fixed physical 
intensity is affected by its other physical parameters such as its frequency and band­
width. Also they have revealed how loudness is affected by factors intrinsic to the 
listener. In this project we are not interested in the differences between listeners or 
between different situations of the same listener regarding the loudness sensation. 
But, of course, we need to consider the relation of the frequency and bandwidth of 
a sound to its loudness.
The frequency dependence of loudness of pure tones has been described through 
a number of equal loudness contours, Figure 4.1, obtained from various types of 
experiments [55]. For example, they have been measured by asking listeners to 
match the loudness of a comparison tone of variable frequency to the loudness of a 
standard tone at 1000 Hz. The loudness level (in phons) of a tone at any frequency 
is defined as the intensity level (in dB SPL) of a 1000 Hz tone perceived as have the 
same loudness [53]. For example a 100 Hz tone which seems equal in loudness to a 
60 dB, 1000 Hz tone is taken to have a loudness of 60 phons—although its intensity, 
as the contours say, is about 70 dB SPL. According to Figure 4.1, low frequency 
tones, below about 200 Hz, need to be more intense than high frequency tones (up 
to about 6 kHz) in order to have the same loudness. This phenomenon can be linked 
to the high-pass filtering of the outer ear as discussed in chapter 3.
Loudness of a sound is also affected by its bandwidth and its temporal factors. 
Experiments have revealed that loudness of a band of noise with a fixed total intens­
ity increases as its bandwidth grows—despite the reduction of its spectral amplitude.
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Figure 4.1: Equal loudness contours. For each specified loudness, the intensity of
a tone required to produce the given loudness has been depicted versus its frequency. 
Redrawn from [55]
This is discussed in the next section. For sounds of a short duration, such as tone 
bursts, their loudness also depends on their time duration [55]. It seems that over a 
certain range of duration, the ear behaves as if it were an energy integrator. That 
is, over this range of duration loudness of a sound is determined by its energy rather 
than its power.
Loudness Scale
Although the equal loudness contours illustrate the growth of loudness with intensity 
and, for example, show that the slope of this growth is higher for low frequencies than 
for high frequencies, they cannot provide a numerical measure of the slope. Different 
techniques have been used to scale the loudness [53], the most straightforward of 
which is magnitude estimation. By this technique the listener is simply asked to
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assign a number to each sound in a set of sounds having different intensities. It has 
been suggested [96], that loudness, L, is a power function of intensity I:
L  =  k l0-3 (4.1)
where k is a constant depending on the listener and the units used. This function 
implies that a 10 dB step in intensity corresponds to an approximately twofold 
change in loudness.
4.1.2 Pitch Perception
The second perceptually important attribute of sound is its pitch. Pitch has been 
defined as [53] :
“That attribute of auditory sensation in terms of which sounds may be 
ordered on a scale extending from high to low.”
Like loudness, pitch is a subjective attribute, which cannot be represented simply 
by physical means. It is related to the repetition rate of the waveform of a sound. 
For a pure tone, pitch corresponds to the frequency of the tone, but for a complex 
harmonic sound it is proportional to its fundamental frequency. [49]
Pitch  of Pure Tones
The pitch of a pure tone depends on its frequency. The pitch-frequency relation 
has been estimated through various experimental methods [34, 53] resulting in the 
classical, mel scale, as shown in Figure 4.2. The mel unit has been defined so that 
the pitch of a 1000 Hz standard tone has a pitch of 1000 mels. A tone that sounds 
twice as high is assigned a value of 2000 mels, and a tone sounding half as high is 
given a value of 500 mels. According to the resulting curve the mel scale is similar 
to the frequency-position function of the basilar membrane (equation 3.3), or the 
critical-band scale for the frequency resolution in the inner ear [54]. This relation 
implies that pitch is determined by the centre of excitation activity along the basilar 
membrane.
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Figure 4.2: Pitch versus frequency o f  a pure tone. After [34].
Although pitch is substantially determined by the frequency of the stimulus, it 
is also affected by other parameters. The perceived pitch of a pure tone is changed if 
its intensity is changed. The scale of this change is different for different frequencies, 
but in any ease, it is smaller than 20 percent of the perceived pitch, even for very 
high changes of intensity [34]. There are some other factors affecting pitch of a 
sinusoidal tone, such as the presence of other tones or noise in the background.
Pitch  of Com plex Tones
A complex tone is composed of several sinusoidal tones (harmonics) with frequencies 
which are multiples of the fundamental frequency of the complex tone—the repe­
tition rate of its waveform. Pitch of a complex tone is perceived as equal to the 
pitch of a pure tone having the same frequency as the fundamental frequency of the 
complex tone. The question of which harmonics of a complex tone contribute to 
the sensation of pitch has long been a subject of debate. Although the conclusion
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from various experimental results reveals, to some extent, the solution, the problem 
is still under investigation. Related theories are discussed in more detail during the 
next section.
When we are exposed to a number of simultaneous complex tones, such as musical 
sounds, we can easily perceive pitches of different instruments at the same time. This 
is a remarkable feature of auditory sensation which is a matter of research in hearing 
theory.
4.1.3 Timbre Perception
The third perceptually important attribute of sound is timbre. Timbre has been 
defined [35] as: The quality of a sound by which a listener can tell that two sounds 
of the same loudness and pitch are dissimilar. Actually, this definition tells us 
what timbre in not, instead of, what timbre is. According to this definition, timbre 
depends upon many physical parameters of sound, such as the spectrum, the wave­
form, the frequency location of the spectrum, and the temporal characteristics of 
the stimulus. To simplify the issue we accept here the restricted definition of Plomp 
[71]:
“That attribute of sensation in terms of which a listener can judge that 
two steady complex tones having the same loudness, pitch, and duration 
are dissimilar.”
According to this definition, timbre depends on the relative magnitudes and phases 
of the harmonics of the tones.
Psychoacoustic experiments show [55] that timbre is primarily determined by the 
magnitudes of different harmonics, although their phase pattern also plays a small 
role [13, 61, 70, 72, 73].
Dimensionality of Timbre
The two attributes described so far, i. e. loudness and pitch, have been considered as 
unidimensional; that is, sounds of different pitches can be ordered on a single scale
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of pitch extending from low to high. Similarly, sounds of different loudnesses can be 
ordered on a single scale going from quiet to loud. For timbre, however, there is no 
single scale along which we can order timbres of different sounds. A steady complex 
sound can be defined as follows:
N
s(t) = X > „  cos(27rn/0 +  4>n) (4.2)
71=1
Generally speaking, s(t) may have 2N  dimensions as an and 4>n can be selected 
independently. Plomp [71] presents a thorough discussion about the number of 
dimensions sound may have according to (4.2) with the restrictions dictated by the 
nature of audible sounds and the functions of the auditory system. It is concluded 
[71] that, excluding very low and very high frequencies, the number of dimensions 
can be reduced to a value of about 15. For a restricted set of sounds, e.g. vowel­
like sounds, the number of dimensions involved may be much smaller. The timbre 
differences between the vowels of speech sounds, for example, may be described 
satisfactorily by only 3 dimensions.
Our problem is how the timbre of a real sound can be demonstrated visually. 
This problem will be discussed in section 4.3.
4.2 Speech Perception
A given speech sound cannot be represented by a fixed acoustic pattern because its 
acoustic pattern varies in a complex manner according to preceding and following 
sounds. Even a missing part of a word may be ’heard’, because of its high probability 
of existence in the context of a sentence; this is especially evident when we are 
listening in a noisy environment. On the other hand, unknown words, if clearly 
articulated, can be recognised in isolation, that is, by only acoustic cues. We shall 
concentrate here on the perceptual processing of patterns in the acoustic waveform.
4.2.1 The Nature of Speech Sound
Words are broken down into smaller units called syllables which can in turn be 
analysed in terms of phonemes—the speech sounds. Phonemes are defined in terms
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of perception, rather than in terms of acoustic patterns. Although some recent 
linguists and psychologists deny phonemes to be the basic units of speech perception 
[51, 105], the analysis of speech in terms of phonemes has been widely used and is 
helpful for our present purposes, so we shall use the concept for the purpose of 
discussion. A simple view would hold that speech is a composition of acoustic 
patterns which have a one-to-one correspondence with the phonemes. A review of 
the way in which speech sounds are produced reveals that, unfortunately, this view 
is not tenable.
Speech sounds are produced by the vocal organs, composed of the vocal folds 
and vocal tract. Vocal folds are put into vibration and affect the flow of air from 
the lungs, resulting in a complex tone with a relatively low fundamental frequency 
whose harmonic spectrum covers a wide range of frequencies. This spectrum is then 
modified by the vocal tract, which behaves like a filter imposing resonances called 
formants (or anti-resonances) at certain frequencies. The shape of the vocal tract 
determines the centre frequencies of the formants. They are numbered according to 
their order on a frequency scale: the first formant (F I), the second formant (F2), and 
so on. Speech sounds are, mainly, classified as: vowels, fricatives, stops, affricates 
and nasals. Except for vowels, which are relatively stable over time, other phonemes 
are mainly produced by a narrowing or constriction action of the vocal tract at 
some points. They differ in the place of narrowing, the degree of constriction, and 
the starting time of the vibration of the vocal folds. Voiced consonants are those 
accompanying the vocal tract vibration, such as / z j , /6/, / d/, and /g / , for which 
their unvoiced counterparts are: j s / , / p f , f t /, and /&/, respectively. In the case of 
the unvoiced sounds, vibration starts after the complete release of the vocal tract 
constriction.
The differences of the speech sounds are reflected in the acoustic characteristics of 
the speech wave. Hence, speech comprises acoustic patterns which vary in frequency, 
intensity, and time.
Figure 4.3 illustrates the temporal variations of the spectrogram of the utterance
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Figure 4.3: Auditory-based spectrogram o f the utterance 'sky noise', uttered by a
female speaker. Note the variations o f  the formants, especially the second formant (F2) 
which seems to represent the motion o f  the tongue during the speech.
’sky noise’, uttered by a female speaker. In this spectrogram, harmonics below about 
1.5 kHz (up to the 6th harmonic) are resolved and four formants are distinguishable 
at some points of time; as an example, at time 0.25 seconds the four formants have 
been indicated in the figure. The horizontal black lines are the resolved harmonics. 
It is, generally, believed that the most important feature of a vowel is the set of its 
formant frequencies, and not its harmonics. Variations of the frequency of a certain 
formant or set of formants is a marked characteristic of some speech sounds. These 
variations, known as formant transitions, reflect the motion of the articulators during 
speech. Fluctuations of the tongue during the utterance ’sky noise’, for example, 
seem to be reflected in the oscillation of its second formant, as can be seen in 
Figure 4.3. Indeed, for some speech sounds, such as stop consonants, the formant 
transitions are the most important cues for their identifications.
Acoustic properties of a speech sound are also influenced by the preceding and 
following sounds. Figure 4.4 shows three instances of the vowel / oif in the words 
’boil’, ’boys’, and ’noise’. Note the coarticulation effect of / oif in connection with 
different consonants /&/, ///, /n/, and / z / . It is the motion of the formants within 
the relatively long duration of the phoneme / oi/, in ’boil’ for example, that is con-
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sidered as an important cue for the identification of the short sounds /6/ and / I / .
4.2.2 Special Mode of Speech Perception
Some researchers have argued that the perception of speech differs from the percep­
tion of nonspeech sounds. They argue, for example, that the rate of 30 phonemes 
per second, which may occur in speech, is too fast for resolution in the auditory 
system, and conclude that speech must be a special code which needs a special 
decoding mechanism. They believe, further, that some phonemes such as vowels 
are not completely encoded, compared with consonants which are highly encoded. 
The opposite argument is that experiments show that listeners can learn to identify 
sequences of sounds of as short as 10ms duration, that is, potentially 100 units per 
second. Therefore speech can be considered as a sequence of acoustic patterns which 
although they might not all be perceived separately, the listener can learn to recog­
nise their overall sound as a group of acoustic patterns representing, for example, a 
syllable.
There has also been a discussion about a special mode of perception of speech 
[53, 78]. It is suggested that when we listen to natural speech, our perception state 
is triggered to speech mode and then it becomes impossible to hear the sound se­
quences in terms of its acoustical characteristics; rather, we perceive a unified stream 
of speech sounds. The evidence for the existence of a special mode of perception, and 
the fact that certain areas of brain are specialised for dealing with speech sounds, 
support the idea that speech perception is special. However, listening in a spe­
cific perceptual mode is not unique to speech perception: for example, a harmonic 
complex tone can be perceived in two distinct ways. We may listen analytically or 
synthetically, i.e. perceive it as a number of partials with different pitches, or as a 
single pitch equal to its fundamental frequency, respectively [53].
Audiovisual Interaction
It is believed that there are interactions between auditory and visual perception of 
speech [100], that is, that the movements of the speaker’s face and lips may strongly
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Figure 4.4: Auditory-based spectrogram of the utterances 'boii', 'boys', and 'noise'.
Compare the different patterns of the same phoneme /oi/ in association with different 
consonants.
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influence a listener’s perception. An interesting series of experiments on this subject 
has been reported by McGurk and Macdonald [50]. One of the experiments, for 
example, was as follows: Articulation of two similar words such as ’tata’ and ’mama’, 
spoken by a person, were recorded on a videotape and then rearranged such that 
the audio recording of ’mama’ was synchronised with the video recording of ’tata’. 
Then the subjects were asked to both listen and watch the audiovisual recording. 
Unaware of the conflict between auditory and visual cues, most observers said that 
they heard the sound ’nana’; they were surprised when they closed their eyes and 
heard ’mama’. It is said that the acoustical and optical information are combined in a 
complex manner which is not always easy to explain. These experiments confirm the 
idea that we make use of other sources of articulatory information in the perception 
of speech sounds.
4.2.3 Models of Speech Perception
There are many models of speech perception, the two most influential of which 
are mentioned here. The first model, known as the ’motor theory’ [45, 53] of speech 
perception, holds that the listener perceives the articulatory gestures intended by the 
speaker when producing an utterance. This theory also holds that speech perception 
and speech production are closely related through an innately specified link. Thus, 
perception of the intended gestures takes place in a specialised speech mode in which 
a conversion is made from acoustic signal into articulatory gestures. This model, 
however, does not specify how this conversion is accomplished.
The second model, being very different, proposes that there is a sequence of stages 
of processing as follows: The speech signal is first analysed in the peripheral part of 
the auditory system. This analysis including functions such as filtering, rectification, 
adaptation and phase locking, emphasises some of the less variable characteristics 
of phonetic features and suppresses irrelevant variability [14, 15, 16, 17, 18]. The 
second stage is an array of acoustic property detectors such as onset detectors, 
spectral transition detectors, formant frequency detectors, and periodicity detectors.
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The third stage is an array of phonetic feature detectors that make use of acoustic 
property values to decide whether a specific phonetic feature, such as voicing or 
nasality, is available. This stage is language specific, that is, the feature detectors 
are tuned to the phonetic disparities of the language in question. Finally there are 
stages of lexical and semantic searches in which the context is used to compensate 
for the incorrect decisions at previous stages.
4.2.4 Acoustic Cues and Redundancy in the Speech Wave
The theory underlying the analytic model above assumes that it is possible to find a 
relatively invariant mapping between acoustic patterns and perceived speech sounds. 
According to this theory, even consonants, which are said to be highly encoded, are 
accompanied by some invariant cues. Moreover, there are some context-dependent 
cues present in all consonant-vowel syllables which serve to identify the phonemes 
involved.
It is believed that any given consonant can be uniquely defined in terms of a 
number of features. Some classes of sounds are characterised by a rapid change 
in spectrum. Rapid change in amplitude is also a characteristic of some classes 
of phonemes. A number of speech sounds such as the stop consonants fp , t, k, 
b, d, gj are characterised by rapid changes in both their spectra and amplitudes. 
Another important, invariant cue serving to distinguish between certain pairs of 
speech sounds is voicing, that is, the presence of periodicity in their waveform. For 
example, fb f  is voiced while / p /  is unvoiced. The gross shape of the spectrum is 
another distinguishing property of stop consonants, although dynamic changes in 
their spectra are believed to be more important [39]. Waveform envelope of the 
speech signal is also a source of information which can serve as a useful cue to 
distinguish voiced from unvoiced sounds, consonants from vowels, or unvoiced stops 
/p , t, k / from other consonants.
In fact, in the perception of speech the listener uses many different types of 
information which are available in the speech wave. The multiplicity of acoustic
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cues allows for a high level of redundancy in the speech wave. Several different 
acoustic cues are available for a given phoneme when just one or two of them might 
be sufficient for recognition. This redundancy together with the effects of context 
serve to overcome the ambiguities inherent in speech. That is why speech is so 
remarkably resistant to many kinds of quite severe distortions, such as background 
noise, spectral filtering, peak clipping, and interference from other sources of sound 
[53, 55].
4.3 Static Spectrogram
In chapter 3, Auditory Process and Modelling, a simple model of the human aud­
itory system was introduced. Output from the model, as shown in Figure 3.8, is a 
collection of rectified, narrow-band signals. Each signal is considered as a simplified 
model of the neural activity of an auditory fibre connected to a certain point along 
the basilar membrane. The modelled points have been uniformly selected along the 
length of the basilar membrane, resembling the form of distribution of the cochlear 
hair cells.
Now the question is how to make an image, using the output signals, to visualise 
(by visualise we mean here to show visually), as accurately as possible, all the 
perceptually important features of the input sound. In this section, we consider a 
limited time interval of the input sound and try to make a static image using the 
corresponding output. Techniques for visualisation of the temporal variations of this 
image, in real time, will be discussed in later sections. Theories of hearing, together 
with the current knowledge of sound perception, as discussed in the previous section, 
are considered for making an informative image of the input sound. Of course, the 
design of a good, visually perceptible image of sound requires a good knowledge of 
the human auditory system together with a reasonable understanding of the human 
visual system, detailed discussions of which are beyond the scope of this project.
A static spectrogram, as discussed here, is a rectangular image which shows 
the auditory information in three dimensions: time, frequency, and energy. This
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Figure 4.5: A 40-millisecond frame of the cochleagram (a static spectrogram) of the
vowel / a i /  from the word ’sky', uttered by a female speaker.
image, also known as the cochleagram, image [92], is like the traditional spectrogram 
but with more resolution in both time and frequency domains. Figure 4.5 shows 
a 40-millisecond frame of the sound / ai/ sampled from the utterance ’sky’ (see 
Figure 4.5).
Visualisation of the three most perceptually important features of sound have 
been carried out as follows.
4.3.1 Visualisation of Loudness
The intensity of sound has been displayed as a gray level scale in the spectrogram 
image. Loudness in auditory perception is considered as the counterpart of bright­
ness (or darkness) in visual perception [37]. Therefore, it is quite reasonable to 
represent the sound intensity, the source of loudness, by a gray level, as is also the 
case in traditional spectrograms.
Intensity is coded, in the auditory periphery, by the firing rate of the auditory 
fibres innervating the inner ear [69]. Any hair cell mounted on the basilar membrane 
behaves like a rectifier. The rectified signal, which is in effect an electrical voltage 
induced in the hair cell [12], activates any nerve fibre attached to the cell, provided 
that the amplitude of the voltage exceeds the specific threshold of the fibre. An 
auditory fibre is activated at a specific threshold and its firing rate increases as the
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amplitude of the signal increases, but saturates after a specific, higher level of the 
stimulating signal (see Figure 3.7). Different fibres attached to a single hair cell are 
activated at different thresholds and saturated at different levels. Hence, the central 
auditory nervous system has sufficient information to estimate the rectified signal 
induced in any hair cell.
In this model, the intensity is encoded independently for different frequency 
channels (i.e. different hair cells). We have depicted this information, for each 
frequency, in the form of a horizontal line which represents the rectified signal, if 
present at that channel, by a gray level scale. As shown in Figure 4.5, the overall 
darkness of the image, when perceived by the visual system, represents the loudness 
of the underlying sound.
The processes of threshold and saturation of a nerve fibre have been modelled 
by the relation:
y =  —  (4-3)* 1 +  de~ax v '
where x represents the action potential induced in the hair cell, y  is the firing rate 
of the fibre (number of spikes per second), d is the dynamic range of the output and 
m  is the maximum amplitude of the output signal. In this model a is determined 
by
logd 
a = -----
x s
where x s is defined as the value of x for which the output equals half of its maximum.
In fact this simple model is considered as including the way in which the rectified 
output of a hair cell is coded by the overall contributions of different fibres connected 
to it. In the static spectrogram, as shown in Figure 4.5, the darkness of any point is 
determined by the value of y  in (4.3), where x is the corresponding channel’s output 
at the corresponding time.
Another type of compression, attributed to the discharge activity of auditory 
nerve fibres, is related to the mechanical nonliuearity of the basilar membrane [25]. 
We will refer to this later.
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4.3.2 Visualisation of Pitch
As discussed in previous section, pitch is related to the periodicity of the speech 
waveform. Several explanations have been proposed as to how the human auditory 
system perceives the pitch of a single or complex tone. Here three classes of theories 
are outlined:
Rate/Place1 Representation
It has been suggested [88, 89] that a spatial profile (i.e. frequency profile) of the 
average firing rate over all classes of auditory-nerve fibres could be a well defined 
measure of the spectral pattern of a speech sound at low sound pressure levels. 
But for higher sound pressure levels, as the high spontaneous-rate fibres saturate, 
only the low and medium spontaneous-rate fibres can be considered as the basis 
of spectral representation. According to this model, therefore, the intelligibility of 
speech is predicted to decrease for higher sound pressure levels, as a result of the 
reduction in the number of contributing fibres, but yet it improves according to 
intelligibility tests [26]. Moreover a rate/place representation may fail to show a 
sufficiently high resolution in frequency.
According to this theory, the pitch of a complex tone must be obtained from 
the spatial (i.e. frequency) intervals between the harmonic peaks along the speech 
spectrum (e.g. along a vertical line at a given time of the cochleagram depicted 
in Figure 4.5). But this model cannot explain how the pitch of a complex sound 
could be extracted from the unresolved, high frequency portion of the spectrum, as 
is actually the case for high-pass-filtered speech sounds [53]. In the case of high- 
frequency, single tones, however, it seems that this type of representation is the only 
model to account for the perception of their pitch.
1 “Place” here means position along the basilar membrane o f the cochlea— i. e. characteristic 
frequency (see section 3.1.2)
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Temporal/Place Representation
In this model the temporal pattern of firing activity of each fibre is analysed. For 
this analysis, the model requires that the system have some knowledge of the char­
acteristic frequency of the fibre in question [26]. Dynamic activity in terms of rate 
is considered only for those fibres for which their activity is synchronised to their 
characteristic frequency [88, 91]. Pitch perception, by this model, can be more ac­
curate than through using only the rate/place model, because the way firing activity 
changes with time is also included in frequency computations. For example, Fig­
ure 4.5 shows that the periodic firing pattern of the high frequency fibres alone 
contains sufficient temporal information to indicate the period of the input speech 
waveform uniquely.
Temporal/Non-place Representation
Some researchers [21, 22] have suggested that the temporal activity of an auditory 
fibre regardless of its place information (i.e. its characteristic frequency) contains 
enough information about the periodicities inherent in the signal. At medium and 
high sound pressure levels, particularly, temporal information of intensive spectral 
peaks, such as formants, will be distributed over a wide range of frequency channels. 
This large amount of redundancy regarding the formant frequency could prove useful 
in the presence of noise. This model, however, fails to resolve high frequency chan­
nels (more than about 4 kHz), because neural phase-locking falls off as frequency 
increases. By this model, the overall periodicity of a sound waveform, which is typ­
ically less than 1 kHz (and less than 400 Hz for the human voice), can be inferred 
from nearly all the active channels (see Figure 4.5).
None of these theories can solely explain the amazing ability of human pitch 
perception in different situations. It seems that the brain works differently for 
different types of auditory stimuli [53, 55] when perceiving their pitch. When a 
single tone is in question, for low-frequency sounds the temporal information is 
used, while for high frequency stimuli only the place (cochlear position) information
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seems to be informative. But for a complex tone, depending on its pitch period 
and the distribution of energy over its spectrum, either the temporal or the spatial 
information or both of them could be used to estimate the pith period.
Perception of pitch by the auditory system is in some ways like perception of 
space by the visual system [8, 37]. In a static spectrogram, both temporal and spa­
tial information are mapped onto spatial scales. Temporal information is depicted 
horizontally, and place (i.e. frequency) information has been shown vertically. Dis­
tribution of frequency along the vertical axis of the spectrogram image is similar 
to the distribution of characteristic frequencies of auditory nerve fibres along the 
basilar membrane, and this in turn is in accord with the mel scale measure of pitch 
perception as obtained through psychoacoustic experiments (Figure 4.2). The hori­
zontal presentation of temporal information is, however, uniform. But this is also 
similar to the relationship between perceived pitch and changing frequency for low 
pitch sounds (below 1 kHz).
4.3.3 Visualisation of Timbre
Timbre as defined in section 4.1.3 is a multidimensional attribute of sound. The 
gray level pattern of the spectrogram image reflects all of the timbre information of 
the sound. Harmonics are depicted as dark lines in the image and formants show 
in the form of maximally intensive harmonics. Also the temporal pattern across 
different frequency channels can give information about timbre. In the work that 
follows, the effects of timbre will be included in the general tests.
4.4 Correlogram M ovie
The static spectrogram is an informative image, rich enough to illustrate nearly all 
the perceptually relevant information embedded in a speech sound. But it has a 
problem in that it cannot display the temporal variations of the input sound in a 
temporal manner. Most speech processing systems assume that the perceptual char­
acteristics of a speech sound, such as pitch and formant frequencies, are relatively
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stable within a time interval of 20 milliseconds. Upon this assumption a reasonable 
method for visual representation of sound, in real time, could be sampling its percep­
tual information every 20 milliseconds (i.e. 50 samples per second) and displaying 
them, frame by frame, synchronised with the input sound. The rate of 50 images 
per second is equal to or faster than the frame rate of standard movie films and 
television systems which, therefore, is well established as an acceptable compromise 
for our visual systems.
A very interesting technique for displaying some features of sound, called the 
correlogram, has been proposed by Slaney and Lyon in [92]. A correlogram repres­
ents sound as a three-dimensional function of time, frequency, and periodicity. A 
correlogram, as proposed in [92], is a sequence of rectangular, digital images dis­
played one after another, resulting in a motion picture. The images are constructed 
from the autocorrelation functions of the outputs from an auditory model.
We have applied this technique to our model of the auditory system as follows. 
The output from each cochlear channel, that is from each rectifier and gain control 
(Figure 3.8), is applied to a 1-kHz, low-pass filter. At a given point of time, short 
time autocorrelations of the output from the filters are computed and then mapped 
onto level functions which are depicted as horizontal lines of a digital image. The 
updating of this image, every 20 milliseconds, leads to a cinematograph type image 
which has been called the correlogram movie [92].
4.4.1 Computation of Correlogram
The autocorrelation function of x(t) is defined as:
Here, however, we are interested in a short segment of the signal ending at time t, 
that is, a window of the signal between t — T  and t , defined by
y ( s , t) — w(t — s ) x(s)
’ + 00
x(s) x(s  — t) ds
—oo
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where, w(t) =  0 for t < 0 and t > T .  Therefore
/ + o o  Z’ + O O
y {s , t )  y(s  — r , t )  ds =  / w(t — s) x(s)w(t — s +  r) x(s  — r)  ds 
-oo J —OO
This can be rewritten as
f T
R y (r, t)  — / w(s) x(t  — s) w(s  +  r) x(t — s — r) ds (4.4)
Jo
Likewise, the short time autocorrelation of a discrete signal, say x ( m ), at time
n, can be computed by the formula:
N -l
R x (j, n) — '^2 w(m) x(n — m) w(m  +  j )  x(n — m  — j)  (4.5)
m—0
where R x (j ,n)  represents the autocorrelation of a window of x(n),  windowed by 
w (n ), in terms of j —the autocorrelation lag. The window w(n),  here, is a rectangular 
window of length N .
Equation (4.5) has been applied to the output from each channel of the aud­
itory model, at equal time intervals of n =  kN.  Then the level function of the
ith line of the kth image has been computed using the corresponding normalised 
autocorrelation function
=  0 < i < N , k  =  0,1,2,.-. (4.6)
where C k(j, i) is the normalised autocorrelation of the ith channel for the lag of j .  
To map the relative power of each channel in a way that the loudness scale (4.1) is 
satisfied, the autocorrelation function has been scaled by a power of the energy as
gk(j , i )  =  E l ?  C k(j,i)4.7)
where E ki =  R Xi (0? kN)  is the energy of the «th channel for the kth frame of the 
signal and gk( j , i) is the gray level of the point (j, i) of the kth frame. This method 
of scaling also reduces the dynamic range of energy which is required for a proper 
display. To find the best scaling factor, we need also some knowledge about the 
intensity perception of the human visual system which, however, has not been con­
sidered here.
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Experimental results show that a symmetric image is much easier to perceive 
than the image produced by using (4.7) for 0 < j  <  N .  Therefore the autocorrelation 
lags have been selected within the symmetric interval of (—^5 t )  resuhs i*1 a 
symmetric image of the periodicity of each channel. To improve the display, the 
level obtained by equation (4.7) has been compressed according to relation (4.3).
Figure 4.6 shows a sequence of correlogram images, computed by this technique, 
of the sound / ai/ the static spectrogram of which has been depicted in Figure 4.5. 
The images have been produced at a rate of 50 images per second and each image 
represents a 20-millisecond frame of the input sound.
4.4.2 Shortcomings of Correlogram
Loudness and pitch can be fully represented by a correlogram but timbre is not 
illustrated in full detail. Only the periodicity of the output from each channel is 
displayed through the correlogram; that is, relative phase information is totally lost. 
Thus the relative phase of resolved, low-frequency harmonics as well as the fine 
time structure of the outputs from high frequency channels are lost. Psychoacoustic 
experiments, however, have shown [61] that the the relative phases of the harmonics 
of a complex tone affect its timbre. Hence a comprehensive representation of sound 
is expected to show the effect of phase changes in the spectrum of an ongoing sound. 
To create a more informative visualisation, we have devised a new technique of 
animation which will be discussed in the next section.
4.5 Dynamical Spectrogram
In this section we are looking for a technique to display all the information of the 
static spectrogram in a dynamic form synchronised with the input sound. The 
output from the auditory model is a sliding image, called the cochleagram, which is 
like a moving conveyor belt synchronised with the ongoing input sound. But this 
belt moves too fast to be followed with the eye. Suppose, for example, the image 
depicted in Figure 4.5 is moving with a speed of 2.5 metres per second from right
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Figure 4.6: A number of successive, 20-millisecond frames of the correlogram of the
vowel / a i /  from the word ’sky’, uttered by a female speaker. When animated, these 
images display the motion of the periodicities of the sound for different frequency regions. 
Images have been displayed in the order of top to bottom.
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to left and we want to catch the fine structure of the image; it is very difficult to 
pick out its resolved information properly. Moreover a sliding image is less easy to 
watch than a fixed one, because the eyes need to lock and relock to the image, so 
that frequent jumps of the eyes are required when watching a long, moving image 
of this type. Iterative locking of the image within a fixed image, instead, can help 
the viewer to watch without any eye movement.
As discussed in section 4.3.2 the temporal patterns of the activities of the aud­
itory nerve fibres as reported by different workers [27] together with the evidences 
obtained from psychoacoustic experiments [55, 61, 70, 72] suggest that a fully in­
formative representation of sound must be able to show the fine time structure of the 
outputs from different auditory channels. In this project, therefore, we have tried 
to apply processing principles that are motivated by observed properties of auditory 
nerve activities to develop a new method of representation which we call dynamical 
spectrogram.
4.5.1 Phase Locking Evidences
There is an important difference between the properties of the firing patterns of low 
frequency and high frequency fibres. At low frequency channels (say, below 1 kHz), 
harmonics are precisely resolved and neural discharges of the connected fibres are 
phase locked to the corresponding harmonics. At high frequency channels, on the 
other hand, due to the mechanical properties of the basilar membrane the frequency 
resolution is reduced; and due to the firing properties of auditory-nerve fibres, phase- 
locking of the discharges is also reduced. The instantaneous rate of firing, however, 
delivers the temporal information with fine time resolution [14, 15, 16, 17, 18, 89, 
107].
Figure 4.7 shows the outputs from two low and high frequency channels of the 
auditory model, one at characteristic frequency (CF) of 236 Hz and the other at 2930 
Hz. For the low CF channel the neural firing activity has been shown as a half wave 
rectified sine wave (solid curve) which is in synchrony with the basilar membrane
4.5. Dynamical Spectrogram 64
Cochlear Vibration
Time, millisecond
Figure 4.7: Cochlear vibration (dotted curves) and firing pattern of auditory nerve
fibres (solid curves), as represented by a very simplified model o f the auditory system 
for a low C F  channel (236 Hz) and a high C F  channel (2930 Hz).
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vibration (dotted curve). For a high CF channel, however, the firing action is too 
slow to follow the high frequency vibration and then only a nonuniform sampling 
of the envelope of the wave is delivered by related nerve fibres. This behaviour has 
been modelled by low-pass filtering with a cut-off frequency of 800 Hz. Therefore 
the output from a high frequency channel of the model (solid curve) represents the 
temporal variations of the intensity of the basilar membrane vibration.
Because of the wide bandwidth of the auditory filters at high characteristic- 
frequency channels, their outputs contain more than one harmonic of the input 
sound and consequently their waveforms are like amplitude modulated signals. The 
envelope pattern of such a signal depends on the relative amplitudes and phases of 
its individual components. Therefore, successive auditory channels in a given area of 
high frequency may deliver different patterns. Psychoacoustic experiments confirm 
the idea that the envelope patterns of different channels together with their relative 
phases determine the perceived timbre of a sound [61, 71, 72].
Therefore, a more informative visualisation of sound, compared with the correl­
ogram movie, may be a frame-locked animation of short time frames of its static 
spectrogram—as introduced in section 4.3. This type of animation leads to a still 
picture when the input to the visualiser is a steady-state sound. This picture, of 
course, shows all the information of the static spectrogram in the form of a rectangu­
lar image. For a changing sound, however, its long-term variations will be mapped 
onto a temporal dimension, resulting in a visual event which is very similar to the 
underlying auditory event.
4.5.2 Frame-Locking Procedure
Utilising the periodicity of the image, we can make an animation of a series of frame- 
locked, short-time pictures properly taken from the sliding image— the cochleagram. 
The animation is created as follows: A 20-millisecond frame of the cochleagram is 
shown on a screen for a duration of 20 milliseconds. The screen is iteratively updated 
every 20 milliseconds—50 iterations per second. At each iteration a new frame of the
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m a x im u m . T h is  im a g e  w ill b e  sh o w n  o n  th e  scre en  for 20 m illise co n d s  o f  t im e  a fte r  
w h ic h  G(x,y)  w il l  b e  u p d a te d  fo r  th e  n e x t ite ra tio n .
F ig u r e  4.8 sh o w s a  fe w  su c ce ss iv e  fra m e s o f  th e  d y n a m ic a l s p e c tr o g r a m  o f  sp e e c h  
so u n d  f  ai/  fro m  th e  w o rd  ’s k y ’ , sp o k e n  b y  a  fem a le  sp ea k e r. T h e  th r e e  p e r c e p tu a lly  
im p o r ta n t  q u a litie s  o f  so u n d , su ch  as lo u d n e ss, p itc h , a n d  tim b re , d e m o n s tr a te d  w ith  
a  h ig h  re so lu tio n , a re  v iv id ly  p e r c e p tib le  w h e n  th e y  a re  a n im a te d  o n  a  screen . P a r ­
t ic u la r ly , th e  fo rm a n t tr a n s it io n s  o f  th is  p h o n e m e, th a t  is th e  d iv e rg e n c e  o f  fo rm a n ts  
F I  a n d  F 2 , a  m a jo r  cu e  to  th e  r e c o g n itio n  o f  th is  p h o n e m e, is c le a r ly  p re se n te d  to  
th e  v ie w e r.
S im ila rity  M easu re
T h e  a b s o lu te  s im ila r ity  b e tw e e n  tw o  im ag e s  m a y  b e  d efin ed  b y  th e  c o rr e la tio n  
b e tw e e n  th e m  as fo llow s:
2 E  9i (x,y)g2(x,y)
l \ x,ycorr(gi ,g2) ~  2, r -  = — o7----- 7
E  0i(®»y) +  E  y i K y )
x ,y  x , y
w h e re  g\  a n d  g2 a re  th e  g r a y  le v e l fu n c tio n s  o f  th e  im ag es d efin ed  fo r  a n y  p o in t (x, y) 
o f  th e  r e s p e c t iv e  im a g e . corr(g\ ,g2), th e  n o rm a lise d  c o rre la tio n , is 1 ( its  m a x im u m )
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F ig u r e  4.8: Dynamical spectrogram of speech sound / a i /  from the word 'sky', uttered
by a female speaker. Note transitions of the formants FI and F2— the lower and upper 
bands of enhanced energy (darkening) across groups of frequency channels, which move 
apart as the sequence of frames is descended. These transitions are clearly perceived 
when the images are displayed, one by one, on the same screen with the speed of 50 
images per second.
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o n ly  w h e n  th e  tw o  im a g es, gi a n d  <72 > a re  th e  sam e.
F o r o u r  p u rp o se , h o w ever, i f  tw o  im a g es a re  n o t th e  sa m e b u t  th e ir  g r a y  le v e l 
fu n c tio n s  a re  p r o p o rtio n a l, th a t  is,
th e y  a re  s t i l l  a ssu m ed  m a x im a lly  s im ila r . T h e re fo re , w e h a v e  d efin ed  a n o th e r  m e a s­
u re  o f  r e la t iv e  s im ila r ity  (P e a rso n  c o rre la tio n ) as follow s:
T h is  v a lu e , is 1 w h e n  g\(x,  y) oc g2(x,y).
4 .5 .3  A d v a n ta g e s  o f D y n a m ic a l S p e c tro g ra m
In  c o n tra st w ith  th e  c o rre lo g ra m  m o v ie , th e  d y n a m ic a l sp e c tro g r a m  d e m o n stra te s  
b o t h  th e  fin e  tim e  s tr u c tu r e  a t h ig h -fre q u e n c y  ch an n els, a n d  th e  r e la t iv e  p h a se s  o f  
th e  re so lv e d  h a rm o n ic s  a t lo w -fre q u e n c y  ch an n e ls . A n  in te re stin g  s ig n a l to  sh o w  th e  
a b il i ty  o f  p h a se  p e rc e p tio n  o f  th e  ea r  is a  h a rm o n ic , c o m p le x  to n e , o n e  c o m p o n e n t 
o f  w h ic h  h a s a  c o n tin u o u s r u n n in g  p h a se  [70]. S u ch  a  s ig n a l m a y  b e  re p re se n te d  b y  
th e  r e la t io n
g iv in g  a  c o n tin u o u s  p h a se  s h ift  o f  27r A /  r a d ia n  p e r  secon d . T h is  ty p e  o f  so u n d  
g iv e s  r ise  to  a  b e a t  se n sa tio n  d u rin g  p e rc e p tio n , w h ic h  is co n s id e re d  to  b e  c a u se d  b y  
tim b re  flu c tu a tio n s . W e h a ve  p r o d u c e d  a  h a rm o n ic  s ig n a l c o m p ris in g  9 h a rm o n ic s  
(2 n d  t i l l  10 th ) w ith  its  o d d  h a rm o n ic s  h a v in g  a  p h a se  sh ift o f  47r r a d ia n  p e r  secon d . 
T h e  c o rre lo g ra m  a n d  th e  d y n a m ic a l s p e c tro g r a m  o f  th is  sy n th e s ise d  so u n d  h a ve  
b e e n  sh o w n  in  F ig u r e  4.9. A s  on e d escen d s th e  d y n a m ic a l sp e c tro g r a m  seq u en ce , 
th e  p h a se  sh ift  o f  th e  re so lv e d  o d d  h a rm o n ic s  to g e th e r  w ith  th e  ch a n g e s in  th e  t im e  
p a tte r n s  o f  h ig h  fre q u e n c y  ch a n n e ls  are c le a r ly  sh o w n . T h e  c o rre lo g ra m , h o w e ver, 
d o e s  n o t sh o w  a n y  ch a n g e  in  p h a se  o f  th e  reso lv e d  h a rm o n ics  a t lo w -fre q u e n c y  ch a n ­
n els; n o r is th e  ch a n g e  o f  t im e  p a tte r n s  o f  h ig h  fre q u e n cy  ch an n e ls  v is ib le . W h e n
gi (x,y)  oc g2(x,y)
£  9i ( x , y ) g 2(x,ij)
(4.8)
x( t ) =  cos(2 7r/f) +  cos[27r(2/ +  Af) t ]  +  cos(27r3/£)
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d is p la y in g  th e  c o rre lo g ra m  in  re a l tim e  o n ly  som e s lig h t f lu c tu a t io n  sh o w  in  th e  h ig h  
fr e q u e n c y  a re a  o f  th e  im ag e.
A n o th e r  a d v a n ta g e  o f  fra m e -lo c k e d  p re se n ta tio n  o f  th e  c o c h le a g ra m  is th e  a b il ity  
a lso  to  sh o w  n o n -h a rm o n ic  p e r io d ic it ie s  w h e n  th e se  are  p rese n t in  th e  in p u t so u n d . 
T h is  is b e c a u s e  th e  a n im a te d  im a g e  is p h a se -lo ck e d  to  th e  d o m in a n t p e r io d ic ity  o f  
th e  s ig n a l a n d , as a  r e s u lt , n o n -h a rm o n ic  so u n d s sh o w  in  th e  fo rm  o f  s lid in g  fe a tu re s  
in  th e  b a c k g ro u n d .
4.6 Speech Visualiser
T o  c re a te  a  m o re  e a s ily  p e rc e p tib le  d is p la y  o f  sp eech , th e  d y n a m ic a l s p e c tro g r a m  
h a s b e e n  m o d ifie d  as fo llow s:
•  O n  th e  lo w  fre q u e n c y  lin e s  o f  th e  c o c h le a g ra m  im a g e  (F ig u r e  4 .5) th e  n e g a t­
ive  a m p litu d e s  h a v e  b e e n  sh o w n  w ith  w h ite  p o in ts . T h is  m ea n s th a t  h a lf  th e  
p o in ts  o n  a  lin e  h a ve  n o  in fo rm a tio n  o n  th e m  a n d  th e  e n e rg y  o f  th o se  lin es 
a re  n o t d e p ic te d  m e a n in g fu lly . T h u s , th e  lo w -fre q u e n c y  lin es lo o k  less in ten se  
th a n  h ig h -fre q u e n c y  on es. T o  c o m p e n sa te  fo r  th is  a n d  so m a k e  th e  s p e c tr o ­
g r a m  m o v ie  m o re  v is u a lly  p e rc e p tib le , th e  h a lf-w a v e  re c tifie rs  in  th e  m o d e l 
h a v e  b e e n  r e p la c e d  b y  fu ll-w a v e  ones. A lth o u g h  th is  d ecre a ses  th e  p h a se  in ­
fo r m a tio n  on  th e  lo w  fre q u e n c y  lin e s  o f  th e  im ag e, th is  loss is n o t s ig n ifica n t 
w h e n  in te r p re tin g  sp eech .
•  O th e r  m o d ific a tio n s  h a ve  b e e n  a p p lie d  to  th e  sh a p e  o f  th e  im a g e . A s  sh o w n  
in  F ig u r e  4 .10 , th e  v e r t ic a l sid es o f  th e  r e c ta n g u la r  im a g e  h a v e  b e e n  c h a n g e d  
in to  sin e-w a v e  sh a p e s . T h is  a c ts  as fix e d  c a lib ra tio n  m a rk e rs  w h ic h  h e lp  th e  
v ie w e r  to  m o re  e a s ily  a sso c ia te  th e  v e rt ic a l p o s itio n s  o f  th e  c o c h le a g ra m  to  
th e ir  c o rre sp o n d in g  freq u e n cies.
•  F o r th e  p u r p o s e  o f  th e  e x p e rim e n ts  d e sc r ib e d  in  th e  n e x t c h a p te r , w e h a v e  set 
th e  fr e q u e n c y  d o m a in  o f  th e  v is u a lis e r  to  th e  ra n g e  o f  200 H z to  3800 H z. A ls o
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C o r re lo g ra m  D y n a m ic a l s p e c tro g r a m
F ig u r e  4.9: Comparison between the correlogram and dynamical spectrogram of a syn­
thesised harmonic sound having its odd components mistuned. Note the phase changes 
between successive frames of the dynamical spectrogram. The correlogram is unable to 
show the phase changes, despite the beat sensation given rise to during the auditory 
perception of the underlying sound.
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F ig u r e  4.10: Modified shape of the dynamical spectrogram. The sine-wave shape of
its vertical sides act as markers which help the viewer to relate the vertical positions to 
their corresponding frequency.
th e  o u tp u ts  fro m  th e  re c tifie rs  h a ve  b e e n  sm o o th e d  b y  a  500-H z lo w -p a ss  filte r , 
in s te a d  o f  800-H z, for a  b e tte r  v is u a l d isp la y.
F ig u r e  4 .1 1  sh o w s 18 su cce ssiv e  fram es o f  th e  sp eech  sp e c ific  sp e c tro g r a m  o f  th e  
w o rd  ’y e s ’ , u tte re d  b y  a  B r it is h  m a le  sp ea k e r. T h e  im ag es h a ve  b e e n  d isp la y e d  w ith  
a  r a te  o f  50 im ag es p e r  seco n d , r e s u ltin g  in  an  a n im a tio n  o f  360 m illise co n d s  d u ra ­
tio n . A s  is e v id e n t in  th e  fig u re , th e  h ig h -fre q u e n cy  e n e rg y  o f  th e  s p e c tr u m  o f  th e  
c o n so n a n t / s / , th e  m a jo r  cu e  to  its  re c o g n itio n , d o es n ot sh o w  in  th e  s p e c tro g r a m  
m o v ie . T h is  is b e c a u se  o f  th e  lo w -p a ss  filte r in g  o f  th e  in p u t so u n d , w h ic h  is like  
th e  w o rd  b e in g  sp o k e n  over a  te le p h o n e  lin e , w h ic h  in  tu r n  is a n tic ip a te d  to  b e  an  
im p o r ta n t  c o n te x t fo r  th e  a p p lic a t io n  o f  th is  p ro cess. A lth o u g h  th is  s u b s ta n t ia lly  
d ec re a se s  th e  in te llig ib ility  o f  th e  v is u a l tr a n s la t io n  o f  th e  w o rd , th e  fo rm a n t tr a n s ­
itio n s  d u rin g  th e  v o ice d  p a r ts  o f  th e  w o rd  re m a in  h e lp fu l for d is tin g u is h in g  th is  w o rd  
fro m , say, th e  w o rd  ’n o ’ .
4.7 Audvis, a Visualiser Tool
F o r im p le m e n ta tio n  o f  th e  s ta t ic  sp e c tro g r a m , th e  c o rre lo g ra m  m o v ie , a n d  th e  d y ­
n a m ic a l sp e c tro g r a m , sev e ra l so ftw a re  p a ck a g es  h a ve  b e e n  d e v e lo p e d . T h e  d y n a m ic a l 
s p e c tr o g r a m  p a ck a g e  co n s is ts  o f  tw o  p a rts: A n  a u d ito r y  m o d e l a n d  a  m u ltim e d ia  
to o l w h ic h  w e c a ll, h ere, Audvis (for its  w o rk  o f  a u d io -v isu a l p re s e n ta tio n  o f  so u n d ).
k°se
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F ig u r e  4 .11 :  Dynamical spectrogram of the utterance 'yes' spoken by a British male
speaker. The frames are animated with a speed of 50 frames per second in the order of 
top-left to bottom-right, in vertical steps. These images, then, cover a duration of 360 
milliseconds of the speech sound.
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(a) A u d i t o r y  m o d e l.
(b) A u d v is  t o o l
F ig u r e  4 .12 : Block diagram of the Audvis software package, (a) Auditory model
and image frame-locking, (b) Audvis, the audio-visualiser tool. This tool can be used 
for monitoring any sequence of audio-visual blocks (individual image frames with their 
corresponding audio frames).
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F ig u r e  4 .12  sh o w s a  sc h e m a tic  d ia g ra m  o f  th e se  tw o  p a rts . T h e  a u d ito r y  m o d e l s o ft­
w a re  (F ig u r e  4 .12 a ) tr a n s la te s  th e  in p u t a u d io  s ig n a l in to  a  seq u en ce  o f  a u d io -v is u a l 
fra m e s , w h ic h  is c a lle d  h ere  audvis signal or audvis sequence.
O u tp u t  fro m  th e  A u d ito r y  M o d e l, th e  a u d v is  s ig n a l, is a  tr a in  o f  a u d io -v is u a l 
b lo c k s  w ith  a  r a te  of, say, 50 b lo c k s  p e r  secon d ; th is  r a te  is d e te rm in e d  b y  th e  m o d el. 
E a c h  b lo c k  co n s is ts  o f  a  c e r ta in  n u m b e r  o f  a u d io  sa m p les  fo llo w ed  b y  th e  d a ta  o f  a  
r e c ta n g u la r  im a g e  p e r ta in in g  to  th e  t im e -fre q u e n c y  in fo rm a tio n  o f  th e  a c c o m p a n y in g  
a u d io  fra m e. T o  b e  m o re  p re c ise , as a  r e s u lt  o f  th e  a c t io n  o f  fra m e -lo c k in g  d e sc r ib e d  
in  th e  p re v io u s  se c tio n , th e  im a g e  d o es n o t e x a c t ly  p e r ta in  to  th e  a c c o m p a n y in g  
a u d io  fra m e, b u t  r a th e r  it  b e lo n g s  to  a  fra m e  sh a re d  b e tw e e n  it  a n d  th e  p re v io u s  
fra m e . H o w ever, as th e  fra m e -lo c k in g  is a cc o m p lish e d  o n ly  for p e r io d ic  fra m es , e.g. 
v o ic e d  seg m en ts, it  fo llo w s th a t  d u e  to  th e  s im ila r ity  b e tw e e n  su c ce ss iv e  fra m e s o f  
a  p e r io d ic  so u n d , th e  in fo rm a tio n  e m b e d d e d  in  th e  v is u a l p a r t  o f  a  b lo c k  is n e a rly  
th e  sa m e as th a t  e m b e d d e d  in  its  a u d io  p a rt.
T h e  A u d v is  to o l (F ig u r e  4 .12 b ) a cc e p ts  a n  a u d v is  seq u en ce as its  in p u t a n d , 
a fte r  s e p a ra tin g  a u d io  fra m es fro m  th e ir  v is u a l  c o u n te rp a rts , m o n ito rs  th e  v is u a l  
im a g e s  o n  a  screen  a n d  d o w n lo a d s  th e  a u d io  fra m es in to  th e  se le cte d  a u d io  m ed ia . 
T h e  r a te  o f  th e  a n im a tio n , w h ic h  is sy n c h ro n ise d  w ith  th e  a u d io  o u tp u t , is n o rm a lly  
d e te rm in e d  b y  th e  in p u t s tr e a m  b u t  c a n  a lso  b e  se le cte d  m a n u a lly .
T h is  so ftw a re , b e in g  a n  in te r a c tiv e  to o l, h a s m a n y  o th e r  a p p lic a t io n s  su c h  as 
fo r  a u d io  s ig n a l e d itin g , re c o rd in g  a n y  n u m b e r o f  su cce ssiv e  im a g e s , d ra w in g  th e  
w a v e fo rm  a n d  th e  s p e c tro g r a m  o f  a n y  fra m e  o f  th e  s ig n a l, e tc . F ig u r e  4 .13  sh o w s 
th e  la y o u t o f  A u d v is . W it h  th is  to o l an  a u d v is  seq u en ce, re c o rd e d  in  a  s p e c ia l 
file  fo r m a t, ca n  b e  lo a d e d  in  a n d  th e n  d isp la y e d  in  re a l-tim e  sy n c h ro n is e d  w it h  th e  
c o rre sp o n d in g  a u d io  s ig n a l. T h is  to o l c a n  b e  u se d  in  a n y  ty p e  o f  so u n d  v is u a lis a t io n  
resea rch , as it  c a n  a n im a te  a n y  seq u en ce o f  a u d io -v isu a l b lo c k s  re c o rd e d  in  th e  
a p p r o p r ia te  fo rm a t.
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F ig u r e  4 .13 : The Audvis software tool. This can be used to monitor a sequence of
blocks, each containing a frame of an auditory signal and the rectangular image assigned 
to it. Its schematic block diagram is shown in Figure 4.12b.
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4.8 Summary
In  th is  c h a p te r  a  b r ie f  d isc u ss io n  o f  so u n d  p e rc e p tio n  h a s  b e e n  g iv e n , fo llo w ed  b y  
a  sh o rt a cc o u n t o f  p rese n t k n o w le d g e  a b o u t  sp eech  p e rc e p tio n . K e e p in g  th e  m o st 
p e r c e p tu a lly  im p o r ta n t q u a lit ie s  o f  sp eech  so u n d s in  m in d , c u rre n t th e o rie s  o f  a u d ­
ito r y  r e p re se n ta tio n  in  th e  h u m a n  ea r  h a ve  b e e n  em p lo ye d  to  d e v ise  a n  a p p r o p ria te  
m e th o d  o f  so u n d  v is u a lis a tio n . F in a lly , b e s id e s  e x a m p le s  o f  so m e o th e r  ty p e s  o f  
so u n d  v is u a lis a t io n , o u r im p le m e n te d  sy s te m , A u d v is , h as b e e n  d e s c r ib e d  in  th e  
fo r m  o f  a  b lo c k  d ia g ra m .
T h e  m o st p e r c e p tu a lly  im p o r ta n t q u a litie s  o f  so u n d  are: lo u d n e ss , p itc h , a n d  
t im b re . L o u d n e ss , th e  p e r c e p tu a l in te n s ity  o f  a  so u n d , d e p e n d s  o n  p h y s ic a l p a r a ­
m e te rs  su c h  as its  a m p litu d e , b a n d w id th , a n d  tim e  d u ra tio n . F o r a  p u re  to n e , 
e x p e r im e n ta l re s u lts  sh o w  a  to n o to p ic a l r e la t io n  b e tw e e n  lo u d n e ss  a n d  p h y s ic a l in ­
te n s ity  o f  th e  so u n d ; th is  h a s b e e n  s u g g e s te d  to  b e  a  p o w er fu n c tio n . P it c h , th e  
p e rc e iv e d  p e r io d ic ity  o f  a  so u n d , m o s t ly  d e p e n d s  on  its  fr e q u e n c y  in  th e  case  o f  a  
p u r e  to n e , a n d  o n  th e  r e p e tit io n  r a te  o f  its  w a v e fo rm  for a  c o m p le x  so u n d . T im b r e , 
a  m u ltid im e n s io n a l q u a lity  o f  a  so u n d , d e p e n d s  on  th e  n u m b er, fre q u e n c y , in te n sity , 
a n d  r e la t iv e  p h a se s  o f  its  h a rm o n ic s . A n  a p p r o p ria te  v is u a l re p r e s e n ta tio n  o f  so u n d  
m u st p re se n t th e se  th r e e  m a in  q u a lit ie s  w ith  th e ir  te m p o r a l tr a n s it io n s  to  th e  v ie w e r  
w it h  su ffic ien t re so lu tio n .
S p e e c h  p e rc e p tio n  is a rg u e d  n o t to  b e  s im p ly  th e  p e rc e p tio n  o f  a  tr a in  o f  sp e e c h  
so u n d s, th e  p h o n e m es, b u t  r a th e r  to  b e  a  m o re  c o m p le x  p ro c e ss  o f  th e  h u m a n  b r a in  
t h a t  is sp e c ia lise d  fo r  th is  ta sk . A c c o r d in g  to  th is  th e o ry , sp e e c h  is  a  s p e c ia l c o d e , 
w h ic h  is p r o d u c e d  b y  th e  v o c a l t r a c t  a r t ic u la t io n , a n d  w h ic h  is d e c o d e d  b y  a  h ig h ly  
s p e c ia lis e d  s y s te m  in  th e  lis te n e r ’s b ra in . T h e  co u n ter  a rg u m e n t h o ld s  th a t  th e  
sp e e c h  s ig n a l is a n a ly se d  th r o u g h  a  seq u en ce  o f  sta g e s , u s in g  d ifferen t p r o p e r tie s  o f  
sp e e c h  so u n d s a n d  th e ir  r e la t io n s , a n d  re a ch in g  to  a  re a so n a b le  d e c is io n  b y  ta k in g  
c o n te x t in to  a cc o u n t. A c c o r d in g  to  th is  v ie w , a  n u m b er o f  in v a r ia n t cu es c a n  b e  
id e n tifie d  for a n y  sp e e ch  so u n d  i f  th e  s ig n a l is a n a ly s e d  a p p ro p ria te ly . T h e r e  a re  a lso
4.8. Summary 77
a v a ila b le  so m e v is u a l  cu es su c h  as fa c ia l m o v em en ts  d u rin g  th e  sp e e c h  p r o d u c tio n , 
w h ic h  m a y  a ffect th e  r e s u ltin g  p e rc e p tio n .
A c c o r d in g  to  th e  c u rre n t k n o w le d g e  a b o u t  th e  re p re se n ta tio n  fu n c tio n s  o f  th e  ea r, 
th e  o u tp u ts  fro m  o u r a u d ito r y  m o d e l a re  d e p ic te d  in  th e  fo rm  o f  a  b e lt- lik e  im a g e —  
th e  s ta t ic  s p e c tro g ra m . A  s ta t ic  sp e c tro g r a m , a lso  re ferre d  to  as a  c o c h le a g ra m , 
is a  r ich , in fo rm a tiv e  v is u a l re p r e se n ta tio n  w h ic h  sh o w s n e a r ly  a ll  th e  p e r c e p tu a lly  
im p o r ta n t  q u a litie s  o f  so u n d  w ith  a  g o o d  re so lu tio n . L o u d n e ss  is r e fle c te d  b y  th e  
o v e ra ll d a rk n e ss  o f  th is  im a g e , p itc h  is sh o w n  as its  s p a tia l p e r io d ic ity , a n d  tim b re  is 
i l lu s tr a te d  b y  its  g ra y  le v e l p a tte rn . T h e  o n ly  p ro b le m  w ith  th e  s ta t ic  s p e c tr o g r a m  is 
th e  w a y  it  m a p s th e  te m p o r a l tr a n s itio n s  o f  an  o n g o in g  so u n d  o n to  a  s p a t ia l  fo rm a t, 
le a d in g  to  a  s lid in g  im a g e  w h ic h  is d ifficu lt  to  b e  p e rc e iv e d  a n d  fo llo w e d  b y  th e  eye. 
T h u s  th e  te m p o r a l c h a ra c te r  o f  a  sp eech  s ig n a l, on e o f  its  m o st im p o r ta n t  fe a tu re s , 
b e c o m e s tr a n s fo r m e d  in to  a  d ifferen t fo r m a t w h ic h  m akes it  v e r y  d iffic u lt  to  p e rc e iv e .
T w o  so lu tio n s  h a ve  b e e n  p ro p o se d  fo r  th is  p ro b lem . T h e  firs t is th e  c o rre lo g ra m , 
p r o p o s e d  b y  S la n ey , et. al. , w h ic h  d isp la y s  th e  p e r io d ic it ie s  in h e re n t in  th e  o u tp u ts  
fr o m  th e  a u d ito r y  ch an n e ls. In  th is  m o d e l th e  te m p o r a l n a tu r e  o f  a n  a u d ito r y  e v e n t 
re m a in s  in ta c t , b u t  w ith  s u b s ta n t ia lly  loss o f  p h a se  in fo rm a tio n . B y  o u r  te c h n iq u e  
o f  fra m e -lo c k e d  s a m p lin g  o f  th e  c o c h le a g ra m , h ow ever, n o t o n ly  is p h a s e  in fo rm a tio n  
p re se rv e d , b u t  a lso  th e  fin e t im e  s tr u c tu r e  o f  a u d ito r y  ch an n e ls  a re  d isp la y e d  v iv id ly . 
A  so ftw a re  p a c k a g e  c o m p ris in g  tw o  se p a ra te  p a r ts  h a s b e e n  d e v e lo p e d . T h e  firs t 
p a r t  c o n ta in s  a n  a u d ito r y  m o d e l fo llo w ed  b y  a  fra m e -lo c k in g  b lo ck . T h e  seco n d  
is a n  a u d io -v is u a l m o n ito r in g  to o l  w h ic h  c a n  b e  u sed  to  d is p la y  a n y  se q u en ce  o f  
a u d io -v is u a l fra m e s  th a t  h a v e  b e e n  s u p p lie d  in  a  sp ec ifie d  s im p le  fo rm a t.
C h a p t e r  5
E xp erim en ts , R es u lt, and  
Discussion
In  th e  la s t  tw o  c h a p te rs , th e  th e o rie s  a n d  te ch n iq u e s  b e h in d  th e  d e v e lo p m e n t o f  a  
so u n d  v is u a lis a t io n  p a c k a g e  c o n s is tin g  o f  a n  a u d ito r y  m o d e l a n d  a  v is u a lis e r  to o l, 
A u d v is ,  w ere  d e sc r ib e d . In  th is  c h a p te r  ou r v is u a lis a t io n  m e th o d  is e v a lu a te d  b y  a  
n u m b e r  o f  e x p e rim e n ts  w ith  n o rm a l-h e a rin g  s u b je c ts .
T h e  m a in  e x p e rim e n t o f  th is  d is s e r ta tio n  in v o lve s n o v ic e  s u b je c ts  w h o  a re  t o t a l ly  
u n fa m ilia r  w ith  th e  ty p e  o f  v is u a l g e stu re s  c re a te d  b y  A u d v is  as tr a n s la t io n s  o f  
c o rr e s p o n d in g  sp o k e n  w o rd s. T h u s  a n y  u n co n tro lle d  o ra l c o m m u n ic a tio n  b e tw e e n  
a  s u b je c t  a n d  th e  e x p e rim e n te r  or p re v io u s  s u b je c ts  m ig h t in flu e n c e  th e  w a y  h e 
in te r p re ts  th e  g e stu re s  a n d , as a  r e s u lt , a ffe c t th e  u n ifo rm ity  o f  c o n d itio n s  a cro ss  
d ifferen t s u b je c ts  (s u b je c ts  w ill  b e  re fe rre d  to  h ere  as “h e ” , s in ce  a ll  b u t  on e  w ere  
m a le ). T o  a v o id  th is , a  so ftw a re  to o l  c o n ta in in g  se v e ra l in te r a c tiv e  w in d o w s  h a s b e e n  
d e v e lo p e d  for r u n n in g  th e  e x p e rim e n ts  a u to m a tic a lly  u n d e r  c o m p u te r  c o n tro l. T h is  
p r o g ra m  d ire cts  th e  s u b je c t , s te p  b y  s te p , th r o u g h o u t a  te s t  sessio n , b y  p r o v id in g  th e  
n e c e ssa ry  in fo rm a tio n  a n d  p r o m p ts  a t ea ch  ste p . T h e  so ftw a re  h a s  b e e n  d e sig n e d  
so th a t  in s tru c tio n s , te s t  m a te r ia ls  a n d  th e  s tr u c tu r e  o f  e v e r y  te s t  c o n s id e re d  for 
a  sp e c ific  sessio n  c a n  a ll  b e  lo a d e d  in to  it  fro m  a  reso u rce  file. T h e  s tr u c tu r e  a n d  
m a n a g e m e n t o f  ea ch  e x p e rim e n t w ill  b e  d e s c r ib e d  in  th e  fo llo w in g  sectio n s.
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5.1 Methods
O u r  g o a l h ere  is to  in v e s t ig a te  th e  p o te n tia l u se fu ln ess  o f  th e  so u n d  v is u a lis e r  as a n  
a id  fo r  sp e e c h  re c o g n itio n , a t  le a s t  for th e  lim ite d  v o c a b u la r ie s  d e s c r ib e d  b e lo w . A s  
d isc u sse d  in  a  p re v io u s  c h a p te r  (se c tio n  4.2, Speech Perception) , so m e lin g u is ts  a n d  
p s y c h o lo g is ts  h a v e  p ro p o se d  th a t  sp eech  is n o t ju s t  a  tr a in  o f  c h a r a c te r is t ic  sp e e c h  
so u n d s, c a lle d  p h o n e m es, b u t  r a th e r  a  c o m p le x  c o m b in a tio n  o f  so u n d s  c o d e d  in to  
sy lla b le s  a n d  w h o le  w o rd s. T h e y  a rg u e  th a t  p h o n e m es c a n n o t b e  c o n s id e re d  as ‘th e  
b a s ic  u n it s ’ o f  sp eech . In  th e  lig h t o f  th is  a rg u m e n t a n d  se e k in g  a  r e a lis t ic  w a y  fo r  
th e  e v a lu a tio n  o f  th e  s y s te m , w e d e c id e d  to  u se s im p le  w o rd s in  a  c o n tro lle d  s e t t in g  
fo r  th e  p r e lim in a ry  te s ts  o f  th e  sy ste m .
O n e  o f  th e  c r it ic a l  p ro b le m s o f  th e  d e a f  is th a t  th e y  c a n n o t m a k e  u se o f  a  
te le p h o n e — on e o f  th e  co m m o n est ch an n e ls  for m o d e rn  h u m a n  c o m m u n ic a tio n . T h e  
im a g in e d  scen a rio  fo r  e v a lu a tio n  e x p e rim e n ts , th e n , is th a t  a  d e a f  or h e a r in g -im p a ir e d  
u se r  is p re se n te d  w ith  w o rd s sp o k e n  over a  te le p h o n e  lin e  a n d  th e n  d is p la y e d  as a n im ­
a te d  sh a p e s  on  a  screen , a n d  tr ie s  to  re c o g n ise  th e m . T o  lim it th e  p o s s ib le  resp o n se s, 
th e  w o rd s to  b e  u sed  are  o rg a n ise d  in to  sets  o f  tw o , th ree , a n d  fo u r  w o rd s  a n d  te s te d  
u s in g  s ta n d a r d  fo rce d -ch o ic e  te s ts .
5 .1 .1  S peech  M a te r ia ls
T h e  sp e e c h  m a te r ia ls  e m p lo y e d  th r o u g h o u t th e se  e x p e rim e n ts  c o n s is t o f  a  se le c tio n  
o f  s in g le  w o rd s (e.g. ‘y e s ’ , ‘n o ’ , ‘ l e f t ’ , ‘r ig h t ’ , e tc .)  th a t  w o u ld  m o st fr e q u e n t ly  b e  
n e e d e d  d u rin g  a  ty p ic a l  te le p h o n e  c o n v e rsa tio n  in  w h ic h  a  p e rso n  is t r y in g  to  o b ta in  
d ire c t io n s . T h e  w o rd s u se d  a re  lis te d  in  ta b le  5 .1 . T h e  w o rd s w ere  sp o k e n  a t  a  n o rm a l 
s p e e d  b y  th r e e  m a le  a n d  on e fe m a le  sp ea k e rs. T h e  sp o k en  w o rd s w ere  re c o rd e d  in  
a  ro o m  w ith  o r d in a ry  a c o u stic s  a n d  th e n  lo w -p a ss  filte re d  in  o rd e r  to  s im u la te  th e  
c o n d itio n s  o f  an  o r d in a ry  te le p h o n e  lin e — a  lo w -p a ss c h a n n e l o f  4 k H z  b a n d w id th . 
E a c h  w o rd  w a s u tte r e d  a t le a st te n  tim e s  w ith  s lig h t ly  d ifferen t a c c e n ts  a n d  stresses. 
T h e  lo w -p a ss  filte re d  w o rd s w ere  sa m p le d  a t a  r a te  o f  8000 sa m p le s  p e r  seco n d  a n d  
th e n  in p u t to  th e  v is u a lis e r  sy s te m . T h e  r e s u ltin g  o u tp u ts  fro m  th e  s y s te m , in  th e
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T a b le  5 .1: The full set of English words used in the experiments in the form of two-
to four-word, forced-choice tests.
y es n o  le ft  r ig h t go  sto p
zero  on e tw o  th r e e  . . .  n in e
s o u th  w est n o r th  e a st
T a b le  5.2: Pronunciations of the translations of the words 'yes' and 'no' in three further 
languages, used in the tests of language independence.
P e rs ia n : b a le h  k h e ir
F ren ch : w ee no
C ze c h : an o n e
fo rm  o f  seq u en ces o f  im a g e s , w ere  th e n  re c o rd e d  in  a  sp e c ia l fo r m a t in  c o m p u te r  files  
w h ic h  c a n  b e  p ro c e sse d  b y  A u d v is — th e  v isu a lise r  to o l. T h e  re c o rd e d  w o rd s h a v e  a  
ty p ic a l  d u ra tio n  o f  a b o u t  400 m illise co n d s.
T o  e v a lu a te  th e  la n g u a g e  in d e p e n d e n ce  o f  th e  sy ste m , w e h a ve  a lso  u se d  th e  
tr a n s la t io n s  o f  th e  w o rd s ‘y e s ’ a n d  ‘n o ’ in  th re e  fu rth e r  w id e ly  d ifferen t la n g u a g e s: 
P e r s ia n  (F a rsi), F ren ch , a n d  C ze c h . T h e  F re n c h  w o rd s w ere sp o k e n  b y  a  fe m a le  n a t­
iv e  sp e a k e r  a n d  th e  P e rs ia n  a n d  th e  C z e c h  on es b y  tw o  m a le  n a tiv e  sp e a k e rs . T h e s e  
w o rd s h a v e  a lso  ea ch  b e e n  u tte r e d  te n  tim es. T a b le  5.2 sh o w s th e ir  p ro n u n c ia t io n s .
5 .1 .2  S u b je c ts
F o r o u r p r e lim in a ry  e x p e rim e n ts  w e se le cte d  n o rm a l-h e a rin g , r a th e r  th a n  d e a f  or 
h e a r in g -im p a ire d , s u b je c ts  for tw o  m a in  rea so n s. T h e  firs t w a s th a t  f in d in g  a  fa ir ly  
la r g e  n u m b e r  o f  d e a f  or h e a r in g -im p a ire d  s u b je c ts  w ith  s im ila r  lev e ls  o f  in te llig e n c e  
a n d  a g e  p re se n te d  p r a c t ic a l  d ifficu ltie s . T h e  seco n d  w as th e  p o te n tia l  d iffic u lty  in  
c o m m u n ic a tin g  w ith  d e a f  p e o p le . M o re o ve r, n o rm a l-h e a rin g  s u b je c ts  w o u ld  fin d  
th e m se lv e s  in  th e  sa m e p o s it io n  as d e a f  p e rso n s in  ou r e x p e rim e n ts , w h e re  th e re  
is n o  so u n d  to  h ea r. O f  co u rse, th e re  m u st re m a in  d ifferen ces b e tw e e n  d e a f  a n d
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h e a r in g  p e o p le , fro m  p s y c h o lo g ic a l p o in ts  o f  v ie w , ev en  w ith  re s p e c t  to  n o n -a u d ito r y  
r e p re se n ta tio n s  o f  so u n d . H o w ever, th e  re s u lts  o f  te s ts  w ith  n o rm a l s u b je c ts  m a y  
s t i l l  g iv e  m u ch  in fo rm a tio n  a b o u t  th e  p o te n tia l  u se fu ln ess  o f  th e  s y s te m  for th e  d ea f.
T h e  s u b je c ts  w ere  a  n u m b e r  o f  stu d e n ts , m o s tly  p o s tg r a d u a te , w h o  v o lu n te e re d  
to  p a r t ic ip a te  in  th e  e x p e rim e n ts . T h e y  a ll  h a d  n o rm a l or n o rm a lly  c o rr e c te d  v is io n  
a n d  w ere  a g e d  2 1 to  46 y ea rs. A l l  th e  s u b je c ts  w ere  c o m p le te ly  u n fa m ilia r  w ith  th e  
s y s te m  o f  so u n d  v is u a lis a t io n  u n d e r  in v e stig a tio n .
5.2 Main Experiment
T h e  m a in  e x p e rim e n t h as b e e n  d esig n e d  so th a t  it  c a n  e v a lu a te  th e  a b il i ty  o f  n o v ic e  
u sers o f  th e  s y s te m  to  le a rn  th e  g e stu re s  as th e  v is u a l tr a n s la t io n s  o f  sp o k e n  w o rd s.
5 .2 .1  T e s t P ro c e d u re
In  th e  m a in  e x p e r im e n t th e  sa m e te s t  session , c o m p ris in g  te n  s e p a ra te  p a r ts , w as 
o ffe re d  to  ea ch  s u b je c t . T h e  s u b je c ts  w ere  a sk ed  to  g iv e  u p  a b o u t  45 m in u te s  o f  
th e ir  t im e  to  s it  d o w n  b y  a  c o m p u te r  w o r k s ta t io n  a n d  to  c a r r y  o u t th e  e x p e rim e n t. 
E a c h  p a r t  o f  th e  sessio n , w h ic h  is c a lle d  h ere  a  test, is in v o lv e d  w it h  o n ly  tw o , th re e , 
or fo u r  sp e c ifie d  w o rd s as sh o w n  in  T a b le  5.3.
T h r o u g h o u t  a  te s t  sessio n  th e  s u b je c t , u n d e r  a u to m a tic  d ire c t io n  fro m  a n  in te r ­
a c t iv e  c o m p u te r  p ro g ra m , p ro c e e d s  s te p  b y  s te p  b y  p re ss in g  a n  a p p r o p r ia te  h ig h ­
lig h te d  b u tto n  a t ea ch  ste p . T h e  v is u a l tr a n s la t io n  o f  a  w o rd  w ill  s ta r t  to  b e  a n im a te d  
in  a  w in d o w  o n  th e  scre en  tw o  seco n d s a fte r  th e  s u b je c t  p resses th e  b u t to n  la b e lle d  
‘N e x t  W o r d ’ . T h e  tim e  d u ra tio n  o f  th e  a n im a tio n  o f  a  p a r t ic u la r  w o rd  is e x a c t ly  
th e  sa m e as th a t  o f  th e  sa m e sp o k e n  w o rd  in  re a l tim e. A fte r  th a t ,  th e  w in d o w  is 
c le a re d — re p re se n tin g  s ilen ce . T h u s , o n ly  th e  s ta r t  t im e  o f  th e  a n im a tio n  o f  a  w o rd  
is u n d e r  th e  c o n tro l o f  th e  s u b je c t. W h e n  a n  a n sw e r to  a  q u e stio n  is re q u ire d , th e  
s u b je c t  is a llo w e d  u n lim ite d  tim e  to  d e c id e  a n d  th e n  se le ct th e  a n sw e r.
E a c h  te s t  (e.g. th a t  u s in g  th e  w o rd s ‘y e s ’ a n d  ‘n o ’), c o n s is te d  o f  th r e e  fo llo w in g  
s ta g e s  (see F ig u r e s  5 .1  a n d  5 .2).
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Instrui
You are going to tc 
a system of sound 
you press the "Next 
shown an animation 
You are asked to ws 
to learn it  as t 
corresponding word.
After some trj 
learning and practi 
link some randomli 
their corresponding 
It is  not very 
watch the whole imj 
to watch how it  erne 
Please do not n 
provided at each s1 Message_window
counter Continue
a) In s tr u c tio n s  g iv e n  to  th e  s u b je c t  a t  th e  s ta r t  o f  th e  session .
Test No: 1
Learning
Here you learn the animation of the words:
"yes" and "no".
Each time you press the "Next word" button 
you wil l  be shown the name of a word followed 
by its  animation. Repeat the action and try 
to learn the specific visualisation of each 
word.
b) L a y o u t  o f  th e  L e a rn  sta ge .
F ig u r e  5 .1: Layout of the interactive window of the test session, (a) at the start of
the session, and (b) at the Learn stage of the first test. For the Practice and Question 
stages see Figure 5.2.
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Practice
Here you practice through some examples to 
answer the questions. Press "Next word", 
watch the image, and decide which word was 
displayed. Then press the corresponding 
button and look at the message window to 
see the correct answer.
(a) L a y o u t o f  th e P r a c t ic e  sta ge .
(b) L a y o u t o f  th e  Q u e s tio n  sta ge .
F ig u r e  5.2: Layout of the interactive window of the test session, (a) at the Practice
stage, and (b) at the Question stage of the first test. See also Figure 5.1.
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T a b le  5.3: The words used in the multi-word, forced-choice tests and the conditions
of their repetition in each test.
te s t
n u m b e r
w o rd s
in v o lv e d c o n d itio n s  o f  r e p e a te d  tr ia ls
n u m b e r  o f  
q u estio n s
T 1 y es, no th e  sa m e u tte ra n c e 10
T 2 yes, no d ifferen t u tte ra n c e s , th e  sa m e sp e a k e r 10
T 3 y es, no d ifferen t sp ea ke rs 10
T 4 le ft, r ig h t d ifferen t u tte ra n c e s , th e  sa m e sp e a k e r 10
T 5 go, s to p d ifferen t u tte ra n c e s , th e  sa m e sp e a k e r 10
T 6 b a le h , lcheir d ifferen t u tte ra n c e s , th e  sa m e sp e a k e r 10
T 7 w ee, no d ifferen t u tte ra n c e s , th e  sa m e sp e a k e r 10
T 8 an o , ne d ifferen t u tte ra n c e s , th e  sa m e sp e a k e r 10
T 9 on e, tw o , th re e d ifferen t u tte ra n c e s , th e  sa m e sp e a k e r 12
T 1 0
so u th , w e st 
n o rth , ea st
d ifferen t u tte ra n c e s , th e  sa m e sp e a k e r 12
L e a rn  S tage
A t  th is  s ta g e , c o n c e rn e d  w ith  th e  le a rn in g  o f  th e  v is u a l tr a n s la t io n s  o f  th e  w o rd s 
in v o lv e d , ea c h  sp o k e n  w o rd  (i.e. its  v is u a l  g e stu re , w ith o u t  a n y  so u n d ) is d isp la y e d  
te n  tim e s . T h e  w o rd  is a lso  p r in te d  in  a  sm a ll w in d o w , im m e d ia te ly  a fte r  th e  ’N e x t  
W o r d ’ b u tto n  is p re sse d  a n d  tw o  seco n d s b e fo re  th e  a n im a tio n  is s ta r te d , so th a t  th e  
s u b je c t  is a w are  o f  th e  w o rd  to  b e  d isp la y e d  ea ch  tim e  (see F ig u r e  5 .1 b ) . T h e  w o rd s 
a p p e a r  d u rin g  th e  le a rn in g  s ta g e  in  th e  fix e d  o rd er of: ‘y e s ’ , ‘y e s ’ , ‘n o ’ , ‘n o ’ , ‘y e s ’ , 
‘y e s ’ , . . .  so th a t  ea ch  w o rd  is d isp la y e d  e x a c t ly  te n  tim es in  a ll. A t  th is  s ta g e , e v e r y  
tw o  successive u tte ra n c e s  a n d  h en ce  d is p la y s  o f  a  w o rd  are  id e n tica l; o th e r  in s ta n c e s  
o f  th e  sa m e w o rd  in  th is  s ta g e  a n d  th e  su b se q u e n t sta g e s  a re  d ifferen t as in d ic a te d  
in  T a b le  5.3.
A c c o r d in g  to  th is  d e s ig n  th e  s u b je c t  is g iv e n  a  p red e fin ed , f ix e d  n u m b e r  o f  
ch a n c e s  to  w a tc h  th e  g e stu re s  o f  th e  w o rd s in v o lv e d , a fte r  w h ic h  he is a u to m a t­
ic a lly  d ire c te d  to  th e  n e x t  sta g e . T h is  is in  o rd er to  co n tro l th e  n u m b e r  o f  le a rn in g  
tr ia ls  so as to  b e  b e tte r  a b le  to  c o m p a re  th e  a b ilitie s  o f  s u b je c ts  a t  le a rn in g  th e  
v is u a l  g e stu re s , in  so  fa r  as th is  is re fle c te d  in  th e ir  su b se q u e n t su cce ss  a t  id e n tify in g  
th e m .
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P ra c tic e  Stage
T h is  s ta g e  w as in c lu d e d  to  g iv e  th e  le a rn e r  a  ch an ce  to  e v a lu a te  h is  p ro g re ss  a n d  
o b ta in  m o re  fa m ilia r ity  w ith  th e  fo r m a t o f  th e  te s t . A t  th is  s ta g e  a  g e stu re , fro m  
a m o n g  th o se  le a rn e d , is r a n d o m ly  se le c te d  to  b e  p re se n te d  (b u t n o t id e n tifie d ) to  
th e  s u b je c t  u p o n  h is c lic k  o n  th e  ‘N e x t  W o r d ’ b u tto n . T h e n  he is a sk e d  to  d e c id e  
w h ic h  w o rd  w as d isp la y e d . W h e n  th e  s u b je c t  rea ch es a  d ec is io n , he p resses th e  
a p p r o p r ia te ly  la b e lle d  b u tto n  a n d  th e  c o rre c t a n sw er is d isp la y e d  as fe e d b a c k  to  le t 
h im  e v a lu a te  h is d e c is io n  (F ig u r e  5 .2 a ). T h is  seq u en ce  o f  p r a c t ic e  q u e stio n s  co n tin u e  
u n til  ea ch  w o rd  h a s b e e n  d isp la y e d  th re e  tim e s .
Q u estion  Stage
T h is  s ta g e  is c a rr ie d  o u t like  th e  P r a c t ic e  s ta g e  e x c e p t th a t  th e  v ie w e r  is n o t g iv e n  
th e  c o rre c t an sw er. T h e  n u m b er o f  q u e stio n s  g iv e n  in  th is  s ta g e  is 10 fo r  a ll  th e  
tw o -w o rd  te s ts  a n d  12 fo r  th e  o th e r  te s ts . A l l  th e  w o rd s in v o lv e d  in  a  p a r t ic u la r  te s t  
e n te r  e q u a lly  in to  th is  s ta g e , th a t  is, th e  n u m b e r  o f  g e s tu r a l r e p re se n ta tio n s  o f  ea ch  
w o rd  d isp la y e d  d u r in g  th e  series o f  q u e stio n s  is th e  sam e for a ll w o rd s, a lth o u g h  th e  
s u b je c t  is n o t m a d e  a w a re  o f  th is . N o te  th a t  in  a ll  th e  te s ts , e x c e p t fo r  th e  firs t  on e  
(te s t T l ,  in  T a b le  5 .3), r e p e a te d  p re se n ta tio n s  o f  a  c e r ta in  w o rd  a re  n o t th e  sa m e, 
b u t  r a th e r  a re  th e  g e stu re s  fro m  d ifferen t u tte ra n c e s  o f  th e  sa m e w o rd .
It  is th e  re su lts  fro m  th is  s ta g e , th a t  is, th e  n u m b er o f  c o rre c t d ec is io n s re c o rd e d , 
w h ic h  is u se d  to  e v a lu a te  th e  le a rn in g  a b il i ty  o f  th e  s u b je c t  for th e  c o rre sp o n d in g  
w o rd s. A l l  th e  q u estio n s, to g e th e r  w ith  th e  c o rre sp o n d in g  a n sw e rs  g iv e n  b y  th e  
s u b je c t , a re  re c o rd e d  in  a  file. T h is  file  is s u b se q u e n tly  p ro c e sse d  b y  so ftw a re  to  
o b ta in  th e  fin a l re su lts .
5 .2 .2  E v a lu a tio n  M e a s u re
T h e  n u m b e r  o f  co rre c t a n sw ers is u se d  to  a ss ig n  a  sco re  to  ea ch  te s t. T o  co m ­
p e n s a te  for th e  effect o f  ch a n ce  in  e v a lu a tin g  m u lti-w o rd , fo rce d -ch o ic e  te s ts , th e
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u s u a l fo rm u la  [1041:
C  -
Po =  ---Y 1- X 100 (5-1)
w a s u sed . In  th is  eq u a tio n :
Pc =  th e  c h a n c e -a d ju ste d , p e rc e n ta g e  c o rre c t resp o n se  (th e  score)
T  — t o t a l  n u m b e r  o f  q u e stio n s  in  a  te s t  
C — n u m b e r  o f  c o rre c t resp o n se s 
W  =  n u m b e r o f  w ro n g  resp o n se s, th a t  is, T  — C  
n — n u m b e r  o f  ch o ices (e.g. 3 fo r  a  th re e -w o rd , fo rce d -ch o ice  te s t)
B y  th is  e q u a tio n  a  sco re  is o b ta in e d  w h ic h  w ill  b e  100 i f  a ll  th e  a n sw e rs  are  
c o rre c t, a n d  a n  e x p e c ta t io n  v a lu e  o f  zero  i f  a ll  q u estio n s are  a n sw e re d  ra n d o m ly .
5.3 Results and Discussion
5 .3 .1  R e s u lts
T h e  c h a n c e -a d ju ste d  p e rc e n ta g e  c o rre c t re sp o n se  scores o f  30 s u b je c ts  fo r  e v e r y  te s t  
a re  p re se n te d  in  T a b le  5.4. T h e  d a ta  h a v e  b e e n  so rte d  in  d e sc e n d in g  o rd e r  o f  th e  
a v e ra g e  sco res o b ta in e d  b y  th e  s u b je c ts . T a b le  5.5  reco rd s so m e fu r th e r  in fo rm a tio n  
r e la t in g  to  th e  s u b je c ts  a n d  th e  c o n d itio n s  o f  th e  te s ts . T h e s e  are: th e  s e x  a n d  n a tiv e  
la n g u a g e  o f  ea ch  s u b je c t  as w e ll as th e  t im e  o f  d a y  a t th e  s ta r t  a n d  th e  d u r a tio n  o f  
th e  te s t  session .
T h e  la s t  tw o  ro w s o f  T a b le  5 .4  re p re se n t th e  m ea n  a n d  s ta n d a r d  d e v ia t io n  o f  th e  
sco res for ea ch  te s t  a cro ss  a ll s u b je c ts . A c c o r d in g  to  e q u a tio n  (5 .1 )  a  sco re  o f  less 
th a n  or e q u a l to  zero  s ta n d s  for m is id e n tific a tio n  or ra n d o m  a n sw e rin g  re sp e c tiv e ly . 
B e a r in g  th is  in  m in d , in  c o m p u tin g  th e  m ea n s a n d  v a ria n ce s, a ll  n e g a tiv e  sco res h a v e  
b e e n  ta k e n  as zero , b e c a u s e  a  n e g a tiv e  sco re  d o es n o t m ea n  a  w o rse  re sp o n se  th a n  
a  zero  score. F or e x a m p le , a  sco re  o f  — 80, as for te s t T 7  o f  s u b je c t  S28 (T a b le  5 .4 ), 
r e p re se n ts  th a t  th e  s u b je c t  h a s  b e e n  a b le  to  d is tin g u ish  b e tw e e n  th e  w o rd s ‘w e e ’ 
a n d  ‘n o ’ , b u t  th a t  h e h a s  id e n tifie d  th e  v is u a lis a t io n  o f  ‘w e e ’ as th a t  o f  ‘n o ’ a n d  v ic e  
v e rsa . T h e r e fo re  in  a  sen se th is  m a y  b e  ju d g e d  as a c tu a lly  b e tte r  th a n  a  zero  sco re, 
sin ce  th e  la t te r  w o u ld  m e re ly  rep rese n t a  to t a l ly  ch an ce  set o f  resp o n se s.
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T a b le  5.4: Percentage scores for the ten forced-choice tests for all subjects, together
with their averages and their ages. Mean and standard deviation o f the scores of each 
test over the subjects are also included in the table. Note that a score o f zero represents 
chance expectation. For the conditions of the tests see table 5.3.
yes yes yes go left baleh we ano SW
no no no stop right kheir no ne 123 NE
Subject Tl T2 T3 T4 T5 T6 T7 T8 T9 T10 Mean Age
SO 100 100 60 100 40 100 100 100 100 100 90 31
SI 100 80 60 80 80 100 100 100 85 100 88.5 35
S2 100 80 80 100 60 80 100 80 100 87 86.7 33
S3 100 60 40 80 60 100 100 100 85 100 82.5 36
S4 80 100 80 60 80 100 100 100 75 44 81.9 21
S5 100 60 60 80 60 100 60 100 40 100 76 39
S6 60 20 60 100 20 100 100 100 75 100 73.5 36
S7 80 0 100 100 40 100 100 100 100 11 73.1 29
S8 100 0 -20 100 60 100 100 100 100 60 72 32
S9 100 100 100 40 0 80 100 100 55 33 70.8 35
S10 -20 100 60 80 20 100 100 80 75 89 70.4 29
S ll 80 80 40 80 40 60 100 100 63 56 69.9 31
S12 0 80 60 100 60 100 100 80 70 47 69.7 33
S13 40 20 100 80 -20 100 100 100 85 47 67.2 29
S14 80 40 20 40 80 100 100 80 63 67 67 36
S15 40 0 40 60 60 100 100 100 88 67 65.5 35
S16 20 20 100 100 -80 60 100 100 75 67 64.2 42
S17 20 80 -20 80 -20 80 100 100 88 67 61.5 46
S18 -20 40 20 100 -20 100 100 100 70 73 60.3 30
S19 40 0 20 80 60 100 100 100 25 73 59.8 28
S20 0 0 60 80 60 100 100 100 75 22 59.7 28
S21 -20 80 0 80 40 80 100 100 63 44 58.7 37
S22 0 40 40 100 40 100 100 40 63 56 57.9 38
S23 20 -20 60 60 40 80 100 80 75 44 55.9 36
S24 40 40 80 100 -40 80 80 60 38 22 54 39
S25 40 80 -40 100 100 -20 60 60 13 67 52 40
S26 0 60 40 60 20 60 100 100 75 0 51.5 38
S27 0 -40 20 100 20 80 100 80 38 33 47.1 38
S28 40 -20 40 60 40 80 -80 0 70 20 35 40
S29 20 -20 40 20 0 80 40 0 25 33 25.8 42
Mean: 46.7 45.3 49.3 80 39.3 86.7 91.3 84.7 68.4 57.6 64.9
SD: 39.4 37.9 31 21.7 29 21.2 22.7 27.6 23.3 28.6 14.6
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T a b le  5.5: Characteristics of the subjects taking part in the main experiment. The
average score obtained, the elapsed time, and the time of day at the start of the test 
session, have also been shown for each subject.
S u b je c t A v e r a g e L a n g u a g e age sex E la p s e d  tim e  
(m in u tes)
S ta r t  tim e
SO 90 E n g lis h 31 m 36 9:34
S I 88.5 S in d h i 35 m 42 15:0 7
S2 86.7 P e rs ia n 33 m 43 18:58
S3 82.5 P e rs ia n 36 m 47 12:33
S4 81.9 E n g lis h 21 f 31 14:06
S5 76 P e rs ia n 39 m 48 19:09
S6 73.5 P e rs ia n 36 m 48 15:3 4
S 7 7 3 .1 P e rs ia n 29 m 42 1 1 :1 6
S8 72 P e rs ia n 32 m 56 14:09
S9 70.8 P e rs ia n 35 m 50 9:42
S 10 70.4 P e rs ia n 29 m 31 19:02
S l l 69.9 P e rs ia n 31 m 40 16:03
S 12 69.7 P e rs ia n 33 m 38 13:50
S 13 67.2 E n g lis h 29 m 49 10:52
S 14 67 P e rs ia n 36 m 38 15:32
S 15 65.5 P e rs ia n 35 m 120 14:04
S 16 64.2 P e rs ia n 42 m 52 18 :37
S 1 7 6 1.5 P e rs ia n 46 m 46 18:05
S 18 60.3 P e rs ia n 30 m 38 9 :51
S 19 59.8 A r a b ic 28 m 52 19:00
S20 5 9 .7 G e r m a n 28 m 39 14:48
S 2 1 58.7 P e rs ia n 37 m 42 15:2 2
S22 57.9 P e rs ia n 38 m 54 1 5 :1 1
S23 55.9 P e rs ia n 36 m 35 1 5 :1 1
S24 54 P e rs ia n 39 m 50 19 :4 1
S25 52 P e rs ia n 40 m 39 15:36
S26 5 1.5 P e rs ia n 38 m 36 15 :3 7
S 2 7 4 7 .1 P e rs ia n 38 m 81 13:56
S28 35 P e rs ia n 40 m 44 18:48
S29 25.8 P e rs ia n 42 m 42 15 :18
5.3. Results and Discussion 89
"a
CD ■*—' 
C/3
T3
0
CD
O
c
0
so_
O
CD
s_
oo
CD
03
0
-t-<
C
CD
Os_
CD
DL
Test num ber
F ig u r e  5.3: Means and standard deviations of chance-adjusted, percentage correct
scores for the ten two- to four-word, forced-choice tests of the main experiment. Av­
erages have been computed over the 30 normal-hearing subjects in Table 5.4. In fact 
scores cannot exceed 100—that the error bars for tests T4 and T6-T8 appear to do so 
is an artifact that reflect the presence o f a ceiling effect when the scores approach the 
upper bound.
T h e  a ge  o f  ea c h  s u b je c t  is a lso  r e p o rte d  in  th e  la s t c o lu m n  o f  T a b le  5.4.
5 .3 .2  D iscu ss io n
T h e  re s u lts  a re  su m m a rise d  in  F ig u r e  5.3. T h e  m ea n  a n d  s ta n d a r d  d e v ia t io n  for 
e a c h  te s t , over a ll th e  s u b je c ts , a re  p lo tte d  ve rsu s th e  n u m b e r o f  th e  te s t, w h ic h  
re p re se n ts  its  te m p o r a l p o s it io n  in  th e  seq u en ce  o f  a d m in is tr a t io n  fro m  T I  to  T 1 0 .
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Progress D u rin g  th e  Test Session
T h e  g r a p h  in d ic a te s  th a t  th e  s u b je c ts , fro m  b e in g  in it ia lly  t o t a l ly  u n fa m ilia r  w ith  
th e  s y s te m , p ro g re sse d  g r a d u a lly  d u rin g  th e  te s t  session. A lth o u g h  th e  m e a n  sco res 
o f  th e  firs t  th re e  te s ts  are  n e a r ly  e q u a l, th e  in c re a sin g  tr e n d  o f  th e ir  d iff ic u lty  fro m  
T l  to  T 3  co n firm s th e  p ro g re ss  o f  th e  s u b je c ts  in  le a rn in g  th e  v is u a l  g e stu re s . N o te  
th a t  in  th e  firs t te s t  ( T l )  a ll th e  10 q u e stio n s  h a ve  b e e n  se le cte d  fro m  th e  sa m e 
u tte ra n c e s  o f  th e  w o rd s ‘y e s ’ a n d  ‘n o ’ , w h e re a s  th e  seco n d  te s t  in v o lv e s  d ifferen t 
u tte r a n c e s  o f  th e  sa m e p a ir  o f  w o rd s a n d  th e re fo re  a  lower sco re  fo r  T 2 , c o m p a re d  
to  T l ,  m ig h t b e  e x p e c te d . T h e  th ir d  te s t  (T 3 )  h a s a  h ig h er  sco re  th a n  th e  seco n d  
on e, in  sp ite  o f  th e  fa c t  th a t  th e  c o rre sp o n d in g  w o rd s h a ve  b e e n  sp o k e n  b y  d ifferen t 
sp e a k e rs . T h is  re fle c ts  th e  im p ro v e d  a b il i ty  o f  th e  s u b je c ts  in  le a rn in g  to  lin k  s lig h t ly  
d iffe r in g  g e stu re s  to  th e  sa m e w o rd , w h ile  d is tin g u is h in g  th e m  fro m  th o s e  lin k e d  to  
th e  o th e r  w o rd . T h e  h ig h  sco res (a b o u t 90 p e rc e n t)  for te s ts  T 6 , T 7 ,  a n d  T 8  sh o w  
th a t  a fte r  a  r e la t iv e ly  sh o rt p e r io d  o f  le a rn in g  tim e  (a b o u t 20 m in u te s ) , s u b je c ts  
b e c a m e  su ffic ie n tly  fa m ilia r  w ith  th e  sy s te m  o f  v is u a lis a tio n  a n d  th e n  o n ly  n e e d e d  
to  see a  fe w  in s ta n c e s  o f  p a irs  o f  n e w  w o rd s to  le a rn  to  d is c r im in a te  b e tw e e n  th e m . 
T h e  p re se n c e  o f  o n e-S D  e rro r  b a rs  w h ic h  a p p a r e n t ly  e x te n d  b e y o n d  th e  m a x im u m  
p o s s ib le  score o f  100 in  th e  c a se  o f  te s ts  T 4  a n d  T 6 -T 8  is an  a r t ifa c t ,  r e fle c tin g  th e  
p re se n c e  o f  a  s tr o n g  c e ilin g  effe ct as th e  sco res a p p ro a c h e d  100 a n d  a  c o rr e s p o n d in g ly  
n e g a tiv e ly  sk ew ed  d is tr ib u tio n  o f  scores.
T h e  lo w  sco re  fo r  te s t  T 5 , d e sp ite  th e  fa m ilia r ity  o f  th e  s u b je c t  w ith  th e  sy s te m  
b y  th e  tim e , is d u e  to  th e  a c c id e n ta l s im ila r ity  o f  th e  g e stu re s  fo r  th e  w o rd s ‘le f t ’ 
a n d  ‘r ig h t ’ . T h is  c a n  b e  u n d e rs to o d  b e c a u s e  th e y  a lso  seem  a u d ib ly  to  b e  less 
d is c r im in a b le  th a n  th e  o th e r  sets o f  w o rd s. A  few  scores o f  80 p e rc e n t or m o re  for 
th is  te s t  in  T a b le  5 .4  p ro v es  th a t  th e se  w o rd s are in  fa c t  r e c o g n isa b le , a lth o u g h  o n ly  
fo r  a  m in o r ity  o f  th e  s u b je c ts .
T h e  low er scores for th e  la s t  tw o  te s ts , T 9  a n d  T 1 0 , is in te r p re te d  as h a v in g  tw o 
cau ses: th e  firs t  is th a t  th e  s u b je c t  is n o w  c o n cern ed  w ith  m u lti-w o rd , r a th e r  th a n  
tw o -w o rd , sets  w h ic h  are  th u s  m o re  d ifficu lt  to  learn ; th e  seco n d  is th e  p r o b le m  o f
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s u b je c t  fa tig u e  n e a r  th e  en d  o f  th e  te s t  session , d u e  to  th e  e ffo rts  in v o lv e d  in  le a rn in g  
w h a t  is, in  e ffe ct, a  n ew  la n g u a g e .
Language In d ep en d en cy  o f th e  System
T h e  w o rd s u sed  in  te s ts  T 6 , T 7 ,  a n d  T 8  h a ve  b e e n  ch osen  fro m  v e r y  d ifferen t la n ­
g u a g es: P e rs ia n , F ren ch , a n d  C z e c h  re sp e c tiv e ly . T h e y  are th e  tr a n s la t io n s  o f  th e  
w o rd s ‘y e s ’ a n d  ‘n o ’ a n d  h a v e  b e e n  m a rk e d  w ith  th e ir  p ro n u n c ia tio n s  in  F ig u r e  5.3. 
T h e  h ig h  m e a n  r e c o g n itio n  sco res on  th e se  te s ts  su g g e st th a t  th e  s y s te m  o f  re p re s­
e n ta t io n  is in d e p e n d e n t o f  th e  la n g u a g e  in v o lve d . T h e  la n g u a g e  in d e p e n d e n c y  o f  th e  
s y s te m  w a s o f  co u rse  p r e d ic ta b le  b e c a u s e  it  is th e  so u n d , n o t th e  sp eech , q u a litie s  
w h ic h  a re  tr a n s la te d  b y  th e  s y s te m  in to  th e  v is u a l  a ttr ib u te s  o f  th e  d isp la y e d  im a g es.
In d iv id u a l D ifferences
T h e  h ig h  v a lu e  o f  th e  s ta n d a r d  d e v ia tio n s , e s p e c ia lly  for th e  firs t tw o  te s ts , as sh o w n  
in  F ig u r e  5 .3, in d ic a te s  la rg e  in d iv id u a l d ifferen ce s in  le a rn in g  a b il ity  a fte r  a  lim ite d  
n u m b e r  (10 ) o f  le a rn in g  tr ia ls . T h e s e  in d iv id u a l d ifferen ces, h o w e v er, d ecre a se  for 
th e  m id d le  te s ts , su g g e s tin g  th a t  w ith  a  fu r th e r  a m o u n t o f  tr a in in g , th e  w o rd s w o u ld  
b e c o m e  re c o g n isa b le  for a ll  s u b je c ts .
T h e r e  seem s to  b e  a  re la t io n  b e tw e e n  th e  a vera g e  score a n d  a g e  o f  th e  s u b je c ts , 
a s sh o w n  in  F ig u r e  5.4. T h e  n u m b e r  o f  s u b je c ts  a n d  ra n g e  o f  th e ir  a g es  p re se n te d  in  
th is  fig u re  is in su ffic ien t to  e s ta b lis h  a  re lia b le  r e la tio n sh ip . H o w eve r, th e  s u b je c ts  
a re  w e ll m a tc h e d  in  se v e ra l re sp e c ts  (e.g.  th e ir  le v e l o f  e d u c a tio n , th e ir  u n fa m ilia r ity  
w ith  th e  s y s te m  b efo re , a n d  th e  in s tru c tio n s  g iv e n  to  th e m  d u rin g  th e  te s t  session ) 
so th a t  th e  d a ta  do b r o a d ly  co n firm , as on e m ig h t e x p e c t, th a t  y o u n g e r  u sers (b e lo w  
a b o u t  35) are  t y p ic a lly  b e tte r  a t  le a rn in g  th e  g e stu re s  th a n  o ld e r  on es.
M a tric e s  o f C onfusion
T a b le  5.6 sh o w s th e  m a tr ic e s  o f  co n fu sio n  b e tw e e n  th e  w o rd s u se d  in  th e  la s t  tw o  
te s ts  ( th e  th re e -w o rd  a n d  fo u r-w o rd  cases). T a b le  5 .6 a  sh o w s th a t  a m o n g  th e  fo u r 
w o rd s ‘s o u t h ’ , ’w e s t ’ , ‘n o r t h ’ a n d  ‘e a s t ’ , th e  g re a te s t c o n fu sio n  o c c u rs  b e tw e e n  ‘s o u t h ’
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F ig u r e  5.4: Average of the scores obtained by the subjects in relation to their ages.
The abscissae represents the age and the ordinate shows the average of the 10 chance- 
adjusted, percentage correct, scores of the tests undertaken by each subject.
a n d  ‘w e s t ’ . T h e s e  tw o  w o rd s are  a r g u a b ly  a lso  a u d ib ly  m o re  c o n fu sa b le  th a n  th e  
o th e r  p a irs  o f  w o rd s. T a b le  5 .6b  in d ic a te s  th a t  a m o n g  th e  th re e  w o rd s ‘o n e ’ , ‘ tw o ’ , 
a n d  ‘th r e e ’ , m o st c o n fu sio n  h a s o c c u rr e d  b e tw e e n  ‘tw o ’ a n d  ‘ th r e e ’ , w h ic h  a g a in  a re  
s o m e w h a t a u d ib ly  m o re  c o n fu sa b le  th a n  th e  o th e r  p a irs . T h e  a g re e m e n t b e tw e e n  
v is u a l  c o n fu sio n  o f  th e  g e stu re s  a n d  th e  a u d ito r y  c o n fu sio n  o f  th e  c o rre sp o n d in g  
u tte ra n c e s  su p p o r ts  th e  fid e lity  o f  th e  v is u a lis e r  sy s te m  in  tr a n s la t in g  th e  a u d ito r y  
in fo rm a tio n . F u rth e r  in v e st ig a tio n s  are , o f  cou rse, n eed ed  to  e v a lu a te  fu r th e r  th is  
f id e lity  w h ic h  is a  d e s ira b le  p r o p e r ty  for th e  sy ste m .
G en era l F ind in gs
•  A l l  th e  w o rd s u n d e r  e x a m in a tio n  are  r e c o g n isa b le  th r o u g h  th e ir  v is u a l  tr a n s ­
la t io n s , a t  le a s t b y  so m e o f  th e  s u b je c ts .
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T a b le  5.6: Matrix of confusion between the four words ‘south', ‘west’, ‘north’, and
‘east’ (a), and between the three words ‘one’, ‘two’, and ‘three’ (b).
(a) (b)
on e tw o th re e
on e 9 5
tw o 8 12
th re e 4 22
s o u th w est n o rth ea st
s o u th 20 1 3
w est 29 3 6
n o rth 4 12 17
e a st 0 10 15
•  A ft e r  a  sm a ll a m o u n t o f  fa m ilia r ity  w ith  th e  sy ste m , ty p ic a l  u se rs  a re  a b le  
to  le a rn  to  d is tin g u is h  b e tw e e n  sm a ll g ro u p s  o f  w o rd s b y  w a tc h in g  th e ir  ges­
tu re s  d isp la y e d  in  re a l t im e  o n ly  10 tim e s . T h is  a p p e a rs  to  b e  a p p r o x im a te ly  
a n  o rd er o f  m a g n itu d e  fa s te r  th a n  p r e v io u s ly  re p o rte d  u s in g  sp e e c h  s p e c tr o ­
g ra m s [75], a lth o u g h  d ifferen ces in  te s t  p ro c e d u re s  p re c lu d e  a n y  m o re  d e ta ile d  
c o m p a riso n s.
•  T h e r e  is no e v id e n c e  fo r  d e p e n d e n c y  o f  th e  sy s te m  u p o n  la n g u a g e  a p p lie d .
•  T h e r e  are  m a n y  in d iv id u a l d ifferen ce s  a t th e  s ta r t  o f  le a rn in g , b u t  th is  a p ­
p e a rs  to  d e cre a se  as fa m ilia r ity  w ith  th e  sy s te m  in crea ses  (a lth o u g h  th is  is 
c o m p lic a te d  b y  c e ilin g  e ffe cts  as p ro fic ie n c y  im p ro ve s).
•  T h e r e  is an  a p p a re n t r e la t io n  b e tw e e n  th e  a g e  a n d  th e  le a rn in g  a b il i ty  o f  th e  
u sers, so th a t  th e  o ld er th e  u se r  th e  low er h is  a b ility  to  le a rn  fro m  a  l im ite d  
n u m b e r  o f  t r a in in g  tr ia ls . T h is  d e c lin e  w a s o b serve d  for a ges a b o v e  a b o u t 35 
y e a rs  a n d  for 10 le a rn in g  p re se n ta tio n s  o f  ea c h  w ord .
5.4 Other Experiments
In  th is  se c tio n  tw o  fu r th e r  e x p e rim e n ts  w h ic h  h a v e  b e e n  u n d e rta k e n  b y  th e  a u th o r  
a re  d iscu ssed .
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T a b le  5 .7: Results for a test involving the four words ‘south', ‘west’, 'north', and 'east'
without any prior learning stage. The words can thus have been recognised only because 
of their similarity to previously known words. Errors are shown in bold.
N o. Q u e. A n s . N o. Q u e. A n s .
1 n o rth n o rth 11 n o rth n o rth
2 s o u th s o u th 12 s o u th s o u th
3 so u th s o u th 13 w est w est
4 w est w est 14 ea st e a st
5 n o rth n o rth 15 w est w est
6 e a st ea st 16 w est w est
7 e a st ea st 17 n o rth n o rth
8 s o u t h n o r t h 18 so u th s o u th
9 e a st ea st 19 w est w est
10 s o u t h n o r t h 20 e a st e a st
5 .4 .1  R e c o g n itio n  o f N e w  G e s tu re s  W ith o u t  L e a rn in g
T h e  g o a l in  th is  te s t  is to  e v a lu a te  h o w  le a rn in g  o f  a  n u m b e r  o f  w o rd s m a y  h e lp  v is u a l  
r e c o g n itio n  o f  u n seen  w o rd s, th a t  is, w h e th e r  th e  w o rd s h a v in g  s im ila r  a u d ito r y  
cu es  a re  in d e ed  a lso  v is u a lly  s im ila r . In  th is  e x p e rim e n t th e  a u th o r , b e in g  b y  th e n  
s u ffic ie n tly  fa m ilia r  w ith  th e  v is u a l tr a n s la t io n s  o f  som e o f  th e  w o rd s fro m  T a b le s  5 .1  
a n d  5 .2 , c a rr ie d  o u t, as a  s u b je c t , a  te s t  in v o lv in g  th e  fo u r  w o rd s ‘s o u t h ’ , ‘w e s t ’ , 
‘n o r t h ’ , a n d  ‘e a s t ’ (w h ic h  w ere n o t a m o n g  th o se  p r e v io u s ly  e n c o u n te re d ). T h is  te s t 
w a s in  th e  fo rm  o f  a  fo u r-w o rd , fo rce d  ch o ice  te s t  like  te s t  T 1 0  in  T a b le  5.3. T e n  
d iffe re n t u tte ra n c e s  o f  ea ch  w o rd  w ere  tr a n s la te d  in to  v is u a l g e s tu re s  r e s u lt in g  in  a  
su m  o f  40 g e stu re s . T h e  te s t p r o c e d u re  w a s lik e  th e  on e d e s c r ib e d  in  s e c tio n  5 .2 .1 , 
e x c e p t  th a t  it  c o n ta in e d  o n ly  th e  Q u e s tio n  s ta g e  (i.e. w ith o u t  le a rn in g  a n d  p r a c tic e )  
w ith  20 q u e stio n s . T h a t  is, a  ra n d o m  se le c tio n  o f  20 o f  th e  40 u n se e n  g e stu re s  w ere  
p re se n te d , to  th e  s u b je c t , w h o  w a s a sk e d  i f  h e  c o u ld  reco gn ise  th e m . T h e  re s u lts  are  
sh o w n  in  T a b le  5 .7. T h e  c h a n c e -a d ju ste d , p e rc e n ta g e  c o rre c t re sp o n se  o f  th is  te s t  
w a s 86.7 p e rc e n t w h ic h  is a  v e r y  g o o d  r e c o g n itio n  score.
A s  is e v id e n t fro m  th e  ta b le , o n ly  q u e stio n s  8 a n d  10, b o th  in v o lv in g  th e  w o rd  
’s o u t h ’ , h a v e  b e e n  a n sw e re d  in c o rre ctly , T h e  c o m p le te ly  c o rre c t r e c o g n itio n  o f  th e
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o th e r  th re e  w o rd s ‘w e s t ’ , ‘n o r t h ’ , a n d  ‘e a s t ’ w as p o ss ib le  b e c a u se  o f  th e  s im ila r ity  o f  
th e ir  g e s tu re s  to  th o se  o f  th e  w ord s: ‘ le f t ’ , ’fo u r ’ , a n d  ‘w e e ’ r e s p e c tiv e ly , w h ic h  w ere  
a lr e a d y  k n o w n  v is u a lly  to  th e  s u b je c t . T h is  e x p e rim e n t su g g e sts  th a t  ju s t  as o n e 
c a n  re c o g n ise  a  p r e v io u s ly  u n h e a rd  w o rd  b y  a n a ly s in g  it  in to  a  se q u en ce  o f  fa m ilia r  
p h o n e m e s, th e re  a re  cu es in  th e  d y n a m ic a l s p e c tro g ra m s, th e  g e stu re s , o f  a  w o rd  th a t  
p e r m it  a  s im ila r  a n a ly s is , p e rh a p s  (as m a y  w e ll b e  th e  case w ith  p h o n e m es) th r o u g h  
c o rr e la tio n  w ith  th e  fo rm  a n d  m o v em en ts  o f  th e  v o c a l t r a c t  d u rin g  th e  a r t ic u la t io n  
o f  th a t  w o rd . T h u s  le a rn in g  a  sm a ll n u m b e r  o f  p h o n e tic a lly  d iffe re n t w o rd s m a y  
h e lp  th e  u ser to  re c o g n ise  n e w  u tte ra n c e s  w h ic h  a re  s im ila r  in  so m e r e sp e c ts  to  th e  
le a rn e d  w o rd s, a n d  h en ce  to  sp e e d  u p  h is le a rn in g  p ro c e d u re .
T h is  is o f  co u rse  o n ly  th e  c a se  fo r  a  n o rm a l-h e a rin g  or a  p a r t ia l ly  d e a f  p e rso n  
w h o  h a s  som e p r e lim in a ry  k n o w le d g e  a b o u t  th e  re la tio n s  b e tw e e n  th e  a u d ito r y  cu es 
a n d  a r t ic u la to r y  m o v em en ts. F o r th o se  p r o fo u n d ly  d e a f  fro m  b ir th , h o w e ver, th e  
p r o b le m  is d ifferen t, b e c a u s e  th e y  a re  u n fa m ilia r  w ith  th e  a u d it o r y  cu es e x c e p t 
v ia  to u c h , a n d  th u s  h a v e  l i t t le  o r  n o  k n o w le d g e  a b o u t a n y  c o rre la tio n s  w ith  th e  
u tte ra n c e s . F o r th e m , th e re fo re , th e  le a rn in g  ta s k  is like  le a rn in g  a  c o m p le te ly  n ew  
la n g u a g e , d e m a n d in g  m u ch  m o re  t im e  a n d  e ffo rt th a n  for o th ers.
F o r th o se  a m o n g  th e  d e a f  w h o  k n o w  lip r e a d in g , o f  cou rse, th e re  e x is t  v is u a l cu es 
lin k e d  to , say, lip  s h a p e  or lip  m o v em en ts  th a t  m ig h t b e  o f  use. F o r  e x a m p le , so m eo n e 
fa m ilia r  w ith  th e  s p e c tro g r a m  g e stu re s  fo r  ‘fo u r ’ , ‘o r ’ , ‘d o o r ’ , etc., is  p r e d ic te d  to  
b e  a b le  to  d is tin g u is h  th e  g e stu re  o f  ‘m o r e ’ fro m  th a t  o f  ‘ le s s ’ w ith o u t  a n y  sp e c ific  
le a rn in g  tr ia l. T h is  is b e c a u s e  th e  s im ila r ity  o f  th e  k n o w n  g e stu re s  fo r  th e  w o rd s 
‘fo u r ’ , ‘o r ’ a n d  ‘d o o r ’ c a n  b e  lin k ed , as a  cu e, to  th e  a n a lo g y  o f  th e  lip  s h a p e  d u rin g  
th e ir  a r t ic u la t io n , a n d  h e n c e  th e  g e stu re  for ‘m o r e ’ , w h ic h  is e x p e c te d  to  c o n ta in  th e  
sa m e  cu e, c a n  b e  re c o g n ise d  r e la t iv e ly  easily .
5 .4 .2  M e m o ry  D e c a y  fo r V is u a l G e s tu re s
A lth o u g h  th e  re s u lts  o f  th e  m a in  e x p e rim e n t d e m o n stra te d  th e  fe a s ib ility  o f  le a rn in g  
a  set o f  g e s tu re s  in  a  sh o rt p e r io d  o f  tim e , th is  is n o t in  i ts e lf  a  su ffic ien t c o n d itio n
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T a b le  5.8: Results from an extended series of repeated recognition tests for the words
'zero' to 'nine', without any practice between tests.
T e s t  no.
M o n th  in  w h ic h  
te s t c a rr ie d  o u t
D a y s  w ith o u t  p r a c tic e  
s in ce  p re v io u s  te s t
S co re  (p e rcen t)
1 J u ly 0 100
2 A u g u s t 27 94.4
3 O c to b e r 58 100
4 J a n u a ry 86 94.4
5 M a y 128 83.3
fo r th e  so u n d  v is u a lis e r  s y s te m  to  b e  u se fu l for th e  d eaf. T h e  g e stu re s  le a rn e d  m u st 
a lso  b e  a b le  to  b e  r e ta in e d  in  o n e ’s m e m o ry  for a  r e la t iv e ly  lo n g  p e r io d  o f  tim e. 
T h e  e x p e rim e n t d e sc r ib e d  b e lo w  h a s b e e n  a im e d  a t  e v a lu a tin g  h o w  p e rs is te n t su c h  
le a rn e d  g e stu re s  are.
H a v in g  b y  th e n  b e c o m e  w e ll e x p e rie n c e d  in  th e  re c o g n itio n  o f  th e  w o rd s ‘z e r o ’ , 
‘o n e ’ , . . . ,  a n d  ‘n in e ’ , th e  a u th o r  c a rr ie d  o u t a  te n -w o rd  fo rce d -ch o ice  te s t  in v o lv in g  
20 q u e stio n s  r a n d o m ly  se le cte d  fro m  a  p o o l o f  100 g e stu re s  fo r  th e se  w o rd s (10 
g e stu re s  fo r  ea ch ). T h is  te s t  w a s r e p e a te d  4 t im e s  over th e  fo llo w in g  p e r io d  o f  10 
m o n th s  w ith o u t  a n y  in te rv e n in g  p r a c tic e  d u rin g  th is  p e rio d . T h e  re s u lts  a re  sh o w n  
in  T a b le  5.8. For d u ra tio n s  o f  less th a n  3 m o n th s th e re  w as no s ig n ifica n t m e m o ry  
d eca y , as th e  p e rc e n ta g e  sco re  re m a in e d  w e ll a b o v e  90 p e rc e n t. F or th e  la s t  te s t , 
c a rr ie d  o u t a fte r  th e  s u b je c t  h a d  n o t b e e n  e x p o se d  to  th o se  g e stu re s  fo r  m o re  th a n  
fo u r  m o n th s, th e re  w a s a  s lig h t d e cre a se  in  th e  score (to  83.3 p e rc e n t) . T h u s  it 
seem s th a t  su ch  g e stu re s  c a n  p e rs is t  in  th e  m e m o ry  for e x te n d e d  p e r io d s  w ith o u t  
re fre sh in g .
T h is  e x p e rim e n t, o f  co u rse , n eed s to  b e  r e p e a te d  u sin g  m a n y  m o re  s u b je c ts  to  
o b ta in  a  re lia b le  a m o u n t o f  d a ta . B u t  it  ca n  a t  le a st b e  in fe rred  fro m  th is  e x p e rim e n t 
th a t  p e o p le  do e x is t  w h o  c a n  keep  th e  d a ta  in  m e m o ry  for a n  a d e q u a te  a m o u n t o f  
tim e . S u c h  p e rs is te n c e  o f  th e  g e stu re s  is a  n e c e ssa ry  p r e re q u is ite  fo r  th e  s y s te m  to  
b e  o f  p r a c t ic a l  u se to  d e a f  a n d  h e a r in g  im p a ire d  users.
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5 .4 .3  S h o rt T e rm  M e m o ry
A n o th e r  n e c e ssa ry  a t t r ib u te  for th e  su cce ss  o f  v is u a l tr a n s la t io n s  o f  sp e e c h  so u n d s 
is th e ir  a b il i ty  to  b e  r e ta in e d  in  sh o rt te rm  m e m o ry  for a  su ffic ien t t im e , sa y  fo r  th e  
d u r a tio n  o f  a  sen te n ce . T h a t  is, th e  u se r  m u st b e  c a p a b le  o f  h o ld in g  a  fe w  w o rd s in  
w o r k in g  m e m o ry  a t th e  sa m e tim e , in  ord er to  re la te  th e m  w ith  th e  n e x t  in c o m in g  
w o rd  a n d  h en ce  e x tr a c t  th e  m e a n in g  o f  th e  p h ra se  or sen te n ce  in  re a l tim e . A  
s im p le  e x p e rim e n t to  e v a lu a te  th is  a t tr ib u te  o f  th e  g e stu res  m ig h t b e  to  ta k e  a  te s t  
o f  re c o g n itio n  of, say, m u lti-d ig it  n u m b ers  su ch  as te le p h o n e  n u m b e rs— for d ifferen t 
n u m b e rs  o f  d ig its . T h is  e x p e r im e n t h a s b e e n  le ft  to  b e  c a rrie d  o u t in  th e  fu tu re , as 
th e  p re se n t v e rs io n  o f  th e  so ftw a re  d e v e lo p e d  h ere  d oes n o t y e t  h a v e  th e  a b il i ty  to  
s u p p o r t  th is  ta sk .
H o w ever, a  v e r y  s im p le  te s t  o f  re c o g n itio n  o f  tw o -d ig it  n u m b ers, u n d e rta k e n  b y  
th e  a u th o r , w h e re  th e  d ig its  w ere  lim ite d  to  ‘ z e r o ’ , ‘o n e ’ , ‘tw o ’ , ‘th r e e ’ , a n d  ’fo u r ’ 
(w ith  a  sco re  o f  100 p e rc e n t c o rre c t)  su g g e sts , as on e m ig h t e x p e c t  [52], th a t  no 
d ifferen ce  e x is ts  b e tw e e n  id e n tific a tio n  r a te s  fo r  o n e -d ig it n u m b e rs  a n d  th o se  fo r  
tw o -d ig it  n u m b ers. F or lo n g er  n u m b ers, o f  co u rse , fu r th e r  in v e s t ig a tio n  w o u ld  b e  
n eed ed .
5.5 Summary
In  th is  c h a p te r  a  p r e lim in a ry  e v a lu a tio n  o f  o u r d e v e lo p e d  v is u a lis e r  s y s te m  h a s  b e e n  
re p o rte d . T h is  s y s te m  c o n v erts  sp e e c h  so u n d s in to  v is u a l g e stu re s  w h ic h  a re  h o p e d  
to  b e  re c o g n ise d  b y  eye . S e v e ra l e x p e rim e n ts  in  th e  fo rm  o f  m u lti-w o rd  fo rce d -ch o ic e  
te s ts  u s in g  n o rm a l-h e a rin g  s u b je c ts  h a ve  b e e n  r e p o rte d . T h e  w o rd s  e m p lo y e d  fo r  
th e se  e x p e rim e n ts  w ere  se le cte d  fro m  th o se  lik e ly  to  b e  u sed  in  re sp o n se  to  re q u e sts  
fo r  d ire c tio n s , etc., in  th e  c o u rse  o f  a  ty p ic a l  te le p h o n e  c o n v e rsa tio n , m o s t ly  in  th e  
E n g lis h  la n g u a g e .
T h e  m a in  e x p e rim e n t, a  se t o f  10 tw o- to  fo u r-w o rd  te s ts , w a s c a rr ie d  o u t  b y  30 
s u b je c ts , a ll  e d u c a te d  a d u lts  a g e d  21-46 y e a rs , in  a  ty p ic a l  d u r a tio n  o f  45 m in u tes. 
E a c h  te s t  (o f th e  10) in v o lv e d  th re e  s ta g e s , n a m ely : L e a rn , P r a c t ic e , a n d  Q u e s tio n
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s ta g e s . In  L e a r n  s ta g e , th e  s u b je c t  w a s p re se n te d  w ith  10 g e stu re s  o f  ea c h  p r e v io u s ly  
s p e c ifie d  w o rd  a n d  tr ie d  to  le a rn  th e m . In  th e  P r a c t ic e  sta g e , th e  s u b je c t  w a s g iv e n  
a n  o p p o r tu n ity  to  re in fo rce  h is  le a rn in g  th r o u g h  p r a c tic e  a n d  fe e d b a c k , a n d , fin a lly , 
in  th e  Q u e s tio n  s ta g e  he w a s te s te d  b y  a  n u m b e r  o f  r a n d o m ly  se le c te d  fo rce d -ch o ic e  
q u e stio n s .
T h e  r e su lts  o f  th e  10 te s ts , c o rre c te d  fo r  g u essin g , h a ve  b e e n  re c o rd e d  as a  se t 
o f  10 p e rc e n ta g e  scores fo r  ea c h  s u b je c t . T h e  m ea n s a n d  s ta n d a r d  d e v ia tio n s  o f  
th e s e  sco res a cro ss th e  s u b je c ts  w ere  p lo t te d  a g a in st th e  o rd er in  w h ic h  th e  te s ts  
w ere  ta k e n . A  p lo t  o f  th e se  r e su lts  in d ic a te d  th a t  th e  s u b je c ts , fro m  in it ia lly  b e in g  
to t a l ly  u n fa m ilia r  w ith  th e  sy s te m , g r a d u a lly  im p ro v e d  in  th e ir  r e c o g n itio n  sk ills . 
T h e  re s u lts  a lso  re v e a le d  th a t  a ll  th e  sets  o f  w o rd s w ere re c o g n isa b le , a t  le a s t  b y  
so m e  o f  th e  s u b je c ts , a fte r  o n ly  10 le a rn in g  tr ia ls . T y p ic a l  p e rc e n ta g e  sco res w ere 
b e tw e e n  40%  to  9 1% , w h e re  zero  p e rc e n t m ea n s ch an ce  e x p e c ta t io n .
In d iv id u a l d ifferen ces w ere  h ig h  fo r  th e  firs t tw o  te s ts  b u t  re d u c e d  to  a  s ta n d a r d  
d e v ia t io n  o f  a b o u t  25 p e rc e n t for su b se q u e n t te s ts . A  p lo t  o f  th e  a v e ra g e  sco res o f  
ea c h  s u b je c t  (over th e  te s ts )  a g a in s t  th e ir  a g e  su g g e s te d  a  r e la t io n  b e tw e e n  p e rfo rm ­
a n c e  a n d  age. T h e  g r a p h  sh o w ed  a  d e c lin e  o f  th e  scores a fte r  a n  a g e  o f  a b o u t  35 
y e a rs  fo r  th is  r e la t iv e ly  sm a ll g ro u p  o f  s u b je c ts .
T h r e e  o f  th e  sets  o f  w o rd s (for ‘y e s ’ a n d  ‘n o ’) w ere se le cte d  fro m  th re e  w id e ly  
d ifferen t la n g u a g es: P e rs ia n  (F a rs i), F re n c h  a n d  C z e c h  in  o rd e r  to  e v a lu a te  th e  
la n g u a g e  in d e p e n d e n c e  o f  th e  sy s te m . T h e  h ig h  scores for th e se  te s ts  in d ic a te d  th a t  
th e  s y s te m  w as, as e x p e c te d , in d e p e n d e n t o f  th e  la n g u a g e  used.
T h e  m a tric e s  o f  c o n fu sio n  fo r  th e  la s t  tw o  te s ts  (th e  th re e -w o rd  a n d  th e  fo u r- 
w o rd  on es) re v e a le d  th a t  th e  less a u d ib ly  co n fu sin g  w o rd s w ere  a lso  less v is u a lly  
c o n fu sin g . T h is  su p p o r ts  th e  fid e lity  o f  th e  v isu a lise r  sy s te m  in  c o n v e r tin g  a u d ito r y  
c u es in to  th e ir  v is u a l e q u iv a le n ts . A  fo u r-w o rd  fo rce d -ch o ice  te s t  w ith o u t  a n y  p re ­
c e d in g  le a rn in g  s ta g e  sh o w ed  th a t  w h e n  a  u ser is a lr e a d y  fa m ilia r  w ith  th e  g e stu re s  
fo r  a  n u m b e r  o f  w o rd s, h e  c a n  r e la t iv e ly  e a s ily  reco g n ise  th e  g e stu re s  o f  u n se e n  w o rd s 
w h ic h  a re  a u d ib ly  s im ila r  to  th e  le a rn e d  w o rd s. T h is  a g a in  s u p p o r ts  th e  f id e lity  o f
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th e  sy ste m .
F in a lly , to  in v e s t ig a te  m e m o ry  re te n tio n , a  te n -w o rd  te s t  in v o lv in g  w e ll- le a rn e d  
w o rd s  w a s r e p e a te d  (fou r tim e s) d u rin g  a  p e r io d  o f  10 m o n th s w ith  n o  fu r th e r  
le a rn in g  tr ia ls  b e tw e e n . T h e  h ig h  sco res in  th is  e x p e rim e n t a re  e v id e n c e  fo r  th e  
p e rs is te n c e  o f  th e  le a rn e d  g e stu res.
C h a p t e r  6
C onclusion and F u tu re  W o rk
6.1 Conclusion
6 .1 .1  O u tlin e  o f th e  P ro b le m  A d d re s s e d
T h is  th e s is  is c o n cern ed  w ith  th e  p r o b le m  o f  p r o v id in g  sp eech  p r o c e s s in g  a id s  for 
th e  d ea f. O f  th e  tw o  m a in  c a te g o rie s  o f  se n so ry  a id s  for sp eech  p e rc e p tio n , th a t  o f  
v is u a l  a id s , fo rm e d  th e  s u b je c t  o f  th is  resea rch . A  re v ie w  o f  th e  re le v a n t lite r a tu r e  
in d ic a te d  th a t  tw o  p r in c ip a l m e th o d s  o f  v is u a l a id  h a ve  b e e n  u n d e r  in v e s t ig a tio n  
fr o m  th e  b e g in n in g  o f  th is  c en tu ry . T h e  firs t  a n d  o ld e st o f  th e se  is  th e  s p e c tro g ra m - 
d is p la y  a id . B y  th is  te ch n iq u e , a  r u n n in g  s p e c tro g r a m  o f  o n g o in g  sp e e c h  is d isp la y e d  
in  r e a l t im e  a n d  a  d e a f  u se r  is e x p e c te d  to  reco g n ise  th e  sp o k e n  w o rd s th r o u g h  
w a tc h in g  th e  d isp la y . T h e  p ro b le m  w ith  th is  ty p e  o f  a id  is th a t  le a rn in g  to  re a d  
su c h  a  s p e c tro g r a m  is v e r y  d ifficu lt, p a r t ic u la r ly  in  re a l tim e.
T h e  seco n d  m e th o d  is a  ty p e  o f  d y n a m ic  d is p la y  b a se d  on  lip r e a d in g  b y  w h ic h  
a  c a r to o n -lik e  a n im a tio n  o f  a r t ic u la to r y  o rg a n s  o f  sp eech  is d isp la y e d , b a se d  o n  th e  
in p u t u tte ra n c e . A  n u m b er o f  resea rch e rs  h a v e  s tu d ie d  th e  p r e s e n ta tio n  o f  v a r io u s  
sp e e c h  fe a tu re s  as a n  a id  to  lip re a d in g . S in c e  th is  ty p e  o f  a id  u tilis e s  a u to m a tic  
sp e e c h  r e c o g n itio n  te ch n iq u e s  to  e x tr a c t  sp e e c h  fe a tu re s , it  h a s  a  p o o r  p e rfo rm a n c e  
in  th e  p re se n c e  o f  n oise; m o reo v er it  is n o t in d e p e n d e n t o f  th e  la n g u a g e  o f  th e  u ser.
A  th ir d  te ch n iq u e , p ro p o se d  in  th is  th e sis , is th e  v is u a l p r e s e n ta tio n  o f  th e  p e r ­
c e p t u a lly  im p o r ta n t  fe a tu re s  o f  a n  in p u t so u n d , ra th e r  th a n  s p e c if ic a lly  th o se  o f  
sp e e c h , in  a  d y n a m ic  fo rm a t, as s im ila r  as p o ss ib le  to  th e  a u d ito r y  re p r e s e n ta tio n
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o f  th a t  so u n d . T h is  id e a  is b a se d  u p o n  th e  th e o r y  o f  th e  p r im a c y  o f  k in e t ic , r a th e r  
th a n  s ta t ic , in fo rm a tio n  in  th e  p e rc e p tio n  o f  sp eech  so u n d s [85]. T h is  a id  is th u s  a  
so u n d  v is u a lis a t io n  sy s te m  w h ic h  d o es  n o t n eed  to  b e  c o n cern ed  w ith  th e  p ro b le m  
o f  a u to m a tic  sp e e c h  re c o g n itio n , a n d  as a  r e su lt  is in d e p e n d e n t o f  th e  la n g u a g e  o f  
th e  user.
B a s e d  o n  stu d ie s  o f  th e  h u m a n  a u d ito r y  s y s te m  a n d  on  th e  th e o r ie s  o f  h e a r in g , 
so u n d  p e rc e p tio n  a n d  sp e e c h  p e rc e p tio n , it  w a s d ec id e d  th a t  a  p o te n tia l  s o lu tio n  
to  th e  p ro b le m  o f  p r o v id in g  a  p r a c t ic a l, v is u a l sp eech  p e rc e p tio n  a id  m ig h t b e  th e  
dynamical spectrogram, a  n e w  te c h n iq u e  o f  s p e c tro g r a p h y  w h ic h  is in tro d u c e d  b y  
th is  w o rk  [93, 94].
6 .1 .2  S u m m a ry  o f th e  R e s e a rc h
T o  fin d  a n  a p p r o p ria te  v is u a l  re p r e s e n ta tio n  o f  so u n d , th e  h u m a n  a u d ito r y  s y s te m , 
as th e  m o st e ffe ctiv e  s y s te m  o f  so u n d  re p re se n ta tio n , w as firs t s tu d ie d . T h e n , b a se d  
on  th e  la te s t  th e o r ie s  o f  h e a r in g  a n d  te ch n iq u e s  o f  a u d ito r y  m o d e llin g , a  s im p lifie d  
m o d e l o f  th e  h u m a n  ea r w as d e v e lo p e d . In  th is  m o d el, th e  o u te r  a n d  m id d le  ea rs 
to g e th e r  h a v e  b e e n  s im u la te d  b y  a  g a in -c o n tro lle d  h ig h -p a ss  filte r , a n d  th e  in n er ea r  
h a s  b e e n  m o d e lle d  b y  a  b a n k  o f  b a n d -p a ss  filte rs  w ith  an  a p p r o x im a te ly  lo g a r ith m ic  
d is tr ib u tio n  o f  th e ir  c e n tre  freq u e n cies  a n d  w ith  a b o u t 78 p e rc e n t o v e r la p  o f  th e ir  
p a ss  b a n d s. T h e  o u tp u ts  fro m  a ll  ch a n n e ls  o f  th is  filte r  b a n k , a fte r  r e c t if ic a t io n  a n d  
c o m p re ss io n , are  a p p lie d  to  a  v is u a lis e r  b lo ck .
F o r th e  d esig n  o f  th is  v is u a lis e r  b lo c k , th e o rie s  o f  so u n d  p e r c e p tio n  a n d  sp e e c h  
p e r c e p tio n  w ere s tu d ie d . T h e  p e r c e p tu a lly  im p o r ta n t p ro p e rtie s  o f  so u n d , a n d  th e ir  
r e la t io n s  to  th e  p h y s ic a l a t tr ib u te s  o f  th e  so u n d  p ressu re  w a ve, w ere  th e n  co n s id e re d , 
to  p r o d u c e  a n  in fo rm a tiv e  a n d  re c o g n isa b le  im a g e  c a p a b le  o f  r e p re se n tin g  th e  r e le v ­
a n t in s ta n ta n e o u s  p r o p e r tie s  o f  th e  in c o m in g  so u n d . T h e  fo r m a t to  b e  u se d  fo r  th is  
im a g e  w a s fin a lly  d e c id e d  to  b e  a  m o d ific a tio n  o f  th e  a u d ito ry -b a s e d  s p e c tro g r a m , 
a lso  k n o w n  as th e  c o c h le a g ra m .
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k n o w le d g e  a b o u t  a u d ito r y  n e rv e  re p r e se n ta tio n  led  to  th e  p r o d u c tio n  o f  a  fram e- 
lo c k e d  seq u en ce  o f  2 0 -m illiseco n d  fra m e s  sa m p le d  fro m  th e  c o c h le a g ra m  im a g e. A n  
a n im a tio n  o f  th is  seq u en ce  a t th e  r a te  o f  50 im ag es p e r  seco n d  d is p la y s  b o th  th e  
t im e -v a r y in g  a n d  th e  t im e -in d e p e n d e n t in fo rm a tio n  in  th e  u n d e r ly in g  so u n d  a t  h ig h  
r e s o lu tio n  in  re a l tim e . T h e  r e s u ltin g  s y s te m  tr a n s la te s  a  sp o k e n  w o rd  in to  a  v is u a l 
g e s tu re , a n d  d isp la y s  a  s t i l l  p ic tu r e  w h e n  th e  in p u t is a  s te a d y  s ta te  so u n d .
F in a l ly  th e  im p le m e n ta tio n  o f  th e  so u n d  v is u a lis e r  sy s te m  w a s e v a lu a te d  th r o u g h  
se v e r a l e x p e rim e n ts  u n d e rta k e n  b y  n o rm a l-h e a rin g  s u b je c ts . In  th e s e  e x p e rim e n ts , 
r e c o g n itio n  o f  th e  g e stu re s  o f  a  n u m b e r o f  w o rd s, se le cte d  fro m  th o s e  lik e ly  to  b e  
u se d  in  th e  co u rse  o f  se e k in g  d ire ctio n s  v ia  a  te le p h o n e  c o n v e rsa tio n , w a s e x a m in e d  
th r o u g h  a  set o f  tw o - to  fo u r-w o rd  fo rce d -ch o ice  te sts .
6 .1 .3  C o n tr ib u tio n s  a n d  F in d in g s
A n  o u tlin e  o f  th e  c o n tr ib u tio n s  m a d e  b y  th is  th e sis  is as fo llow s:
•  A  n ew  ty p e  o f  v is u a l  a id  for th e  d e a f  b a se d  o n  th e  p r im a c y  o f  d y n a m ic  in fo rm ­
a tio n  in  th e  p e r c e p tio n  o f  sp eech  h a s  b e e n  p ro p o sed .
•  A  n o ve l g e n e ra l m e th o d  fo r  v is u a lis in g  so u n d s, c a lle d  a n  a u d ito r y -b a s e d  d y ­
n a m ic a l s p e c tro g r a m , h a s  b e e n  d e v e lo p e d .
•  A  n o v e l te c h n iq u e  fo r  so u n d  v is u a lis a t io n  as a n  a id  for th e  d e a f  h a s  b e e n  
d e v e lo p e d , im p le m e n te d , a n d  e x a m in e d .
•  A  lin e a r-p h a se  F I R  filte r  h a s  b e e n  u se d  for th e  firs t tim e  in  th is  c o n te x t, to  
s im u la te  a n  a u d ito r y  filte r  in v o lv in g  a  m u ch  low er t im e  d u r a tio n  th a n  th e  
o p tim u m  filter .
•  A n  e x te n d e d  c o m p u ta tio n a l m o d e l o f  th e  a u d ito r y  s y s te m  in v o lv in g  v a r ia b le  
p a r a m e te r s  h a s  b e e n  cre a te d .
•  A  so ftw a re  to o l  (A u d v is )  fo r  a n im a tin g  a n y  seq u en ce  o f  so u n d -a n d -im a g e  
fra m es , r e co rd e d  in  a  sp e c ific  s im p le  file  fo rm a t, h as b e e n  d e v e lo p e d  a n d  im ­
6.1. Conclusion 103
p le m e n te d .
•  A n  in te r a c tiv e  so ftw a re  to o l  h a s  b e e n  d e v e lo p e d  fo r  r u n n in g  m u ltip le -w o rd , 
fo rce d -ch o ic e  te s ts  in v o lv in g  b lo c k s  o f  so u n d -a n d -im a g e  seq u en ces  re c o rd e d  in  
th e  file  fo r m a t fo r  A u d v is . T h is  so ftw a re  c a n  b e  set u p  th r o u g h  a  re so u rc e  file  
to  ru n  a n y  n u m b e r o f  te s ts  in v o lv in g  a n y  n u m b er o f  ch o ices in  th re e  s ta g e s—  
le a rn in g , p r a c tic e , a n d  q u estio n .
T h e  fin d in g s o f  th e  e x p e rim e n ts  c a rr ie d  o u t o n  th e  r e c o g n itio n  o f  th e  v is u a l 
g e s tu re s  fo r  a  n u m b er o f  sp o k e n  w o rd s a re  as fo llow s:
•  A l l  th e  g e stu re s  w ere  re c o g n isa b le , a t  le a s t b y  som e o f  th e  s u b je c ts .
•  T y p ic a lly , a  s u b je c t  c a n  le a rn  to  d is tin g u is h  b e tw e e n  a  s m a ll se t o f  g e stu re s  
a fte r  w a tc h in g  th e  g e stu re s  fo r  o n ly  10 in sta n c e s  o f  ea ch  w o rd .
•  T h e  s y s te m  is la n g u a g e  in d e p e n d e n t.
T h e r e  w ere a lso  in d ic a t io n s  th a t:
•  A  s u b je c t  w a s a b le  to  rec o g n ise  g e stu re s  o f  u n le a rn e d  w o rd s w h ic h  h a v e  som e 
c o rr e la tio n  w ith  p r e v io u s ly  le a rn e d  w o rd s.
•  T h e r e  is som e e v id e n c e  fo r  a  re la t io n s h ip  b e tw e e n  th e  a ge  a n d  th e  le a rn in g  
a b ilit ie s  o f  users: th e  o ld er th e  u ser th e  slow er a t le a rn in g  th e  g e stu re s . T h e  
r e s u ltin g  fa ll  o ff  w as o b se rv e d  for a ges b e tw e e n  35 a n d  46 y e a rs  ( th e  h ig h e st 
in c lu d e d  in  th e  s tu d y ) .
•  T h e r e  a re  r e la t iv e ly  la rg e  in d iv id u a l d ifferen ces in  th e  a b il i ty  to  le a rn  to  d is­
t in g u is h  v is u a l  g e s tu re s  a fte r  o n ly  te n  le a rn in g  a n d  p r a c t ic e  tr ia ls , b u t  su ch  
d ifferen ce s  d ecre a se  a m o n g  u sers m o re  fa m ilia r  w ith  th e  sy ste m .
•  A  lim ite d  series o f  te s ts , in v o lv in g  a  s in g le  s u b je c t  over a  p e r io d  o f  10 m o n th s  
w ith o u t  a n y  in te r v e n in g  re in fo rc e m e n t, sh o w ed  l i t t le  or n o  loss o f  r e c o g n itio n  
a b il i ty  fo r  v is u a l g e stu re s , su g g e s tin g  th a t  th e y  m a y  p e rs is t  s tr o n g ly  in  lo n g ­
te rm  m em ory.
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6.2 Future Work
F u tu r e  w o rk  o n  th is  p r o je c t  c a n  b e  d iv id e d  in to  tw o  categ o ries : p s y c h o lo g ic a l in ­
v e s t ig a t io n s  a n d  te c h n ic a l d ev e lo p m e n ts.
6 .2 .1  P s y c h o lo g ic a l In v e s tig a tio n s
F ro m  a  p s y c h o lo g ic a l p o in t o f  v ie w  m a n y  q u e stio n s  re m a in  to  b e  in v e s t ig a te d  as 
fo llow s:
•  Is it  p o ss ib le  to  c o m m u n ic a te  u s in g  a  sy s te m  o f  th is  ty p e  in  re a l t im e  a t a  
n o rm a l sp e e d  o f  c o n v e rsa tio n ?
•  C a n  p r o fo u n d ly  d e a f  p e o p le  le a rn  th is  v is u a l la n g u a g e  in  a  re a s o n a b le  t im e  
a n d  w ith  a  re a so n a b le  e ffo rt?
•  Is th is  s y s te m  u se fu l for p r o v id in g  sp eech  tr a in in g  to  th e  d e a f?
•  I f  th e  a n sw ers to  th e se  q u e stio n s  a re  p o s itiv e , th e n  w h a t  is th e  b e s t  w a y  o f  
te a c h in g  th is  ‘ la n g u a g e ’ to  th e  u sers?
D is c u s s io n  o f  th e se  q u e stio n s  is b e y o n d  th e  sc o p e  o f  th is  th e s is  a n d  n eed s to  b e  
u n d e rta k e n  b y  p s y c h o lo g y  resea rch ers.
6 .2 .2  T e c h n ic a l D e v e lo p m e n ts  
R e a l-tim e  T ra n s la tio n
F ro m  a  te c h n ic a l p o in t o f  v ie w , th e  firs t  a n d  p o s s ib ly  m o st im p o r ta n t  p r o b le m  is 
th a t  th e  so ftw a re  d e v e lo p e d  so fa r  is n o t c a p a b le  o f  c o n v e rtin g  so u n d  in to  v is u a l  
g e s tu re s  in  real time. A lth o u g h  th e  s y s te m  is a b le  to  d is p la y  a  p r e v io u s ly  c o n v e rte d  
a n d  re c o rd e d  s tre a m  o f  so u n d  in  r e a l tim e , it  is n o t as y e t  c a p a b le  o f  w o rk in g  as 
a  re a l-tim e  tr a n s la to r . In d eed , th e  s y s te m  h as b e e n  d e v e lo p e d  in  tw o  p a rts : th e  
tr a n s la to r  a n d  th e  a n im a to r  (see F ig u r e  4 .12 ). O n ly  th e  a n im a to r  w o rk s  in  re a l 
t im e . T h e r e fo re  th e  firs t  a im  m u st b e  to  d ev e lo p  n ew  so ftw a re  fo r  th e  tr a n s la to r  so 
th a t  it  to o  c a n  w o rk  in  re a l tim e.
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A t  p re se n t th e  a u d v is  d is p la y  s u b -s y s te m  is c a p a b le  o f  re a l- t im e  d is p la y  o f  d y ­
n a m ic a l sp e c tro g r a m s o n  a  50 M H z S u n  S P A R C  5 w o r k s ta t io n  u s in g  a p p r o x im a te ly  
1 .5 %  o f  th e  a v a ila b le  c a p a c ity  (i.e. 0.05 M fio p s). T h e  so u n d  c a p tu r e  a n d  co n v e rsio n  
h a s  b e e n  d e sig n e d  fo r  a c c u r a c y  r a th e r  th a n  sp eed , a n d  ru n s o ff-lin e in  a p p r o x im a te ly  
80 tim e s  re a l tim e . W it h  fa s te r  a lg o r ith m s, su ch  as F F T ,  th is  m ig h t b e  s p e e d e d  u p  
b y  a  fa c to r  o f  p e rh a p s  10 tim es. T h u s  o f  th e  ord er o f  25 M fio p s m ig h t b e  n e e d e d  in  
a  p r o d u c tio n  s y s te m  to  p e rfo rm  b o th  so u n d  c a p tu r e  a n d  co n v ersio n  c o n c u r re n tly  in  
r e a l tim e .
R a t e  o f  A n i m a t i o n
A n o th e r  p ro b le m  for th e  so u n d  v isu a lise r , in  th e  case  o f  g e n e ra l so u n d s, r e la te s  to  
its  in a b ili ty  to  sh o w  so u n d  p e r io d ic it ie s  o f  b e tw e e n  25 a n d  50 c y c le s  p e r  secon d . 
T h e  r a te  o f  a n im a tio n  is 50 im a g e s  p e r  seco n d , th e re fo re  p e r io d ic it ie s  o f  less th a n  25 
H z re m a in  in ta c t  a n d  a re  sh o w n  te m p o r a lly — i. e. b y  d ifferen ces b e tw e e n  su c ce ss iv e  
fra m es . P e r io d ic it ie s  o f  m o re  th a n  50 im a g es p e r  seco n d  are a lso  fu lly  d isp la y e d , 
a lth o u g h  in  a  s p a tia l fo r m a t u sin g  sh a d es o f  gray. B u t  o sc illa tio n s  o f  b e tw e e n  th e se  
tw o  ra te s  (i.e. p e r io d s  o f  m o re  th a n  20 a n d  less th a n  40 m illise co n d s) c a n n o t b e  
d isp la y e d  p ro p e rly . S in c e  th e  r a te  o f  50 fra m e s p e r  seco n d  is less th a n  th e  N y q u is t  
r a te  ( tw ic e  th e  r e p e tit io n  r a te ) , th e se  r e p e tit io n s  c a n n o t b e  fu lly  d isp la y e d  in  a  
te m p o r a l  fo rm a t. D e p ic t in g  th e se  p e r io d ic it ie s  in  th e  s p a tia l fo r m a t, o n  th e  o th e r  
h a n d , is a lso  n o t p o ss ib le  b e c a u s e  o f  th e  sh o rt tim e  w id th  o f  th e  d is p la y  w in d o w  (20 
m illise co n d s) w h ic h  is less th a n  th e  p e r io d  o f  th e  in p u t so u n d  so th a t  th e  a s s o c ia te d  
fe a tu re s  a p p e a r  to  w a n d e r  fro m  fra m e  to  fra m e. T h is  p ro b le m , h o w e ver, fo r tu n a te ly  
h a s  n o  effe ct o n  its  u se fo r  sp eech  v is u a lis a tio n , as th e  r e p e tit io n  r a te  o f  a  sp eech  
so u n d  is a lw a y s  m o re  th a n  50 H z.
D y n a m i c  R a n g e
T h e  d y n a m ic  ra n g e  o f  th e  in te n s ity  o f  th e  im a g es is in su fficien t, c o m p a re d  w ith  th e  
h u g e  d y n a m ic  ra n g e  o f  th e  h u m a n  ea r  in  re sp o n se  to  th e  in te n s ity  o f  so u n d s. U s in g  
c o lo u r  in s te a d  o f  sh a d es o f  g r a y  in  d ra w in g  th e  g e stu re s  m ig h t d r a m a tic a lly  in c re a se
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th e  d y n a m ic  ra n g e  o f  th e  v is u a l in te n s ity  o f  th e  d isp la ys . A ls o , c r e a tin g  a  la rg e r  
w in d o w , to g e th e r  w ith  a  p ro p e r  d ra w in g  o f  th e  im ag es, ca n  c o n tr ib u te  to  a  so lu tio n  
o f  th is  p ro b le m .
Im a g e  F o rm at
T h e  p re se n t fo r m a t o f  th e  im ag es, th a t  is, a  r e c ta n g u la r  p ic tu r e , w it h  t im e  d e p ic te d  
h o r iz o n ta lly  a n d  fr e q u e n c y  d e p ic te d  v e rt ic a lly , is n o t n e c e ssa rily  th e  o p tim a l fo rm a t. 
S e e k in g  m o re e ffe ctiv e  fo rm a ts  c o u ld  b e  a  s u b je c t  fo r  fu rth e r  resea rch .
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