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Abstract – En este articulo se trata el prob-
lema del control de sistemas h´ıbridos. Los sis-
temas h´ıbrido son sistemas en los que interaccio-
nan dina´micas continuas y discretas. Esto conll-
eva que la teor´ıa cla´sica del control no puede ser
aplicada. En este articulo se utiliza un me´todo de
discretizacio´n combinado con con un criterio de
optimizacio´n basado en el principio de optimali-
dad de Bellman, para obtener estructuras de con-
trol sub-o´ptimas. La particularidad es que la malla
de discretizacio´n es de forma circular en vez que
la cla´sica estructura a rejilla. Adema´s se ilustra
un procedimiento para evaluar la estabilidad de la
solucio´n obtenida.
1. Introduction
Los sistemas h´ıbridos son sistemas que presen-
tan dina´mica discretas y continuas a la vez. En
practica estos sistemas pueden ser modelados a
trave´s un conjunto de ecuaciones diferenciales (o
a las diferencias si tiempo discreto) y un automata
que represente los cambios entre estados discretos.
En general a cada estado del auto´mata es asociado
un sistema de ecuaciones diferenciales que expre-
san la dina´mica continua valida en este. Adema´s
existe una ley de transicio´n que define la evolu-
cio´n entre los diferentes estados discretos; la con-
mutacio´n entre estados del auto´mata es debida al
verificarse de algunos eventos. Existen diferentes
formalismos para la representacio´n de un sistema
h´ıbrido; sin embargo ha sido probada la equivalen-
cia entre ellas y hay me´todos que permiten pasar
de una a otra [8]. En este art´ıculo se ha adoptado
la representacio´n PWA (Piecewise Affine).
El hecho de tener los dos tipos de dina´micas
lleva a que no puedan ser aplicadas ni la teor´ıa
cla´sica del control ni la teor´ıa de los auto´matas.
En los u´ltimos an˜os muchos esfuerzos de investi-
gacio´n se han dirigido al estudio de sistemas h´ıbri-
dos, cuya importancia es evidente si se piensa al
empleo, cada vez mayor, de sistemas digitales en
el control de procesos industriales. Una linea de
investigacio´n es la que se pone el problema de la
ana´lisis de safety; el objetivo es, dado un sistema
h´ıbrido controlado, verificar si algunas regiones no
seguras pueden ser alcanzadas. Por eso se usa los
conceptos de abstraccio´n y refinamiento; iterati-
vamente se genera un modelo h´ıbrido simplifica-
do (abstraccio´n), se busca un ejemplo que viole la
condicio´n de seguridad y se verifica si tal ejemp-
lo es valido tambie´n para el sistema completo. Si
no, lo se utiliza para refinar la abstraccio´n. Impor-
tantes contribuciones a esta linea se encuentran en
[1], [2], [3], [4], [9], [11]. Bengea y DeCarlo tratan
el problema analizando una familia de sistemas
a la que pertenece tambie´n el problema original
y proporcionan condiciones para que la solucio´n
optima general sea tambie´n solucio´n del sistema
h´ıbrido, [6]. Una te´cnica similar a la utilizada en
este articulo es presentada en [7] donde se pro-
pone la discretizacio´n del espacio de los estados
y la resolucio´n del problema do optimizacio´n uti-
lizando programacio´n dina´mica. La malla de dis-
cretizacio´n usada es una malla a forma de rejilla.
Una de las te´cnicas que se han demostra-
do entre las mas eficaces, sobre todo para sis-
temas con dina´micas ’lentas’como en los procesos
petroqu´ımicos, es la del control predictivo, MPC;
as´ı que es natural analizar la posibilidad de utilizar
MPC para sistemas h´ıbridos. Los controladores
predictivos conllevan un alto cargo computacional
por su propia naturaleza cuando se tratan sistemas
lineales, los sistemas h´ıbridos exasperan ulterior-
mente el problema. La computacio´n de MPC ex-
pl´ıcito, formulado por Bemporad y otros en [5], y
el control o´ptimo para sistemas con solo entradas
discretas,[10], no permiten horizontes de predic-
cio´n grandes, mientras que en este articulo el prob-
lema es el control de sistemas h´ıbridos con hori-
zonte infinito. De hecho la solucio´n anal´ıtica del
problema no es planteable al crecer de la dimen-
sio´n del estado y del horizonte de control. Tam-
poco empleando te´cnicas para reducir el numero
de las posibles evoluciones a evaluar, a trave´s con-
sideraciones sobre la alcanzabilidad de las regiones
por ejemplo, permite obviar el problema debido a
la naturaleza exponencial de la complejidad.
En este art´ıculo se presenta un me´todo que
permite encontrar una solucio´n aproximada del
problema de control o´ptimo predictivo con hori-
zonte infinito mediante malla de discretizacio´n e
interpolacio´n. Se muestra que usando un me´todo
de programacio´n dina´mica para el ca´lculo de las
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entradas de control en los puntos de una oportuna
malla en el espacio de los estados, se puede llegar
a encontrar superficies de control que proporcio-
nan buenos resultados y bajo coste computacional
para la aplicacio´n on-line. En particular se utiliza
una estructura de discretizacio´n a malla circular
que permite concentrar mas precision donde mas
la se necesita. Adema´s se proporciona un criterio
de prueba de estabilidad del control obtenido. El
me´todo es ilustrado a trave´s la aplicacio´n a un
modelo de doble tanque con doble interconexio´n.
2. Sistemas h´ıbridos en forma
PWA
Existen diferentes formalismos para la repre-
sentacio´n de un sistema h´ıbrido; en este art´ıculo
se ha adoptado la representacio´n PWA (Piecewise
Affine), definida a continuacio´n.
Las dina´micas del sistema son
x(t + 1) = Aix(t) +Biu(t) + f i







donde {X}si=1 es una particio´n del espacio de














donde con x(t) ∈ Rn, u(t) ∈ Rm y y(t) ∈ Rp
se indican el estado (continuo), la entrada y la
salida respectivamente. Supongamos que el estado
sea completamente accesible en cada instante. El
















umin ≤ u(t+1) ≤ umax i = 0, 1, . . . ,N−1 (3c)
donde u es la secuencia de entrada optima, es
decir la que minimiza el coste, y(t + i | t) es la
prediccio´n de la salida al instante t + i basada en
las medidas hasta el instante t, w(t + i) la sal-
ida de referencia y qi, ri oportunos coeficientes
de ponderacion. La secuencia optima, adema´s de
minimizar el coste, tiene que satisfacer las restric-
ciones 3c.
Considerando el problema MPC para un sis-
tema PWA, se nota como la dificultad esta´ en la
evaluacio´n de la prediccio´n de la salida. Esto es
debido al hecho de que el conjunto de la particio´n
del espacio de estado y entradas alcanzado por
el sistema en cada instante depende de las entra-
da en los instantes anteriores. As´ı que, indicando
con I = {I(t), I(t+ 1), . . . , I(t+N)} la secuencia
de subconjuntos alcanzados durante la evolucio´n
predicha, solo el primer termino I(t) de dicha suc-
cession es conocida. Las otras pueden ser consid-
eradas como ulteriores variables de minimizacion
y las posibles secuencias, si los conjuntos son s y
el horizonte es de N , son sN−1. Esto conlleva un
incremento exponencial de la complejidad al au-
mentar del horizonte. Pra´cticamente el problema
MPC para sistemas h´ıbridos en forma PWA puede
ser reformulado:
u∗ = arg (minI (minu (J))) (4a)
RIUu ≤ rIU (4b)
donde ahora con 4b se expresan las restric-
ciones sobre la amplitud de las entradas y las
condicio´n de pertenencia a los conjuntos de parti-
cio´n.
De echo para sistemas PWA seria preciso en
cada instante de muestreo evaluar todas las posi-
bles secuencias de conjuntos y por cada secuencia
resolver el problema MPC asociado. Luego, en-
tre todas las soluciones encontradas, seleccionar
la que proporciona coste mı´nimo y aplicar al sis-
tema el primer elemento de la secuencia de en-
tradas. Es claro que algunas secuencias de con-
juntos pueden no ser realizables, as´ı que esas
pueden ser eliminadas del problema de minimiza-
cion; adema´s pueden ser empleadas te´cnica para
la ulterior reduccio´n del conjunto de secuencias (a
trave´s, por ejemplo, branch & bound). Sin embar-
go el problema queda exponencialmente complejo,
es decir que no se puede resolver directamente en
linea si el horizonte de control no es muy pequen˜o.
La posibilidad de que tambie´n las entradas de con-
trol sean discretas lleva a tener que resolver en
cada instante un problema MIQP (Mixed Integer
Quadratic Programming) por cada posible esce-
nario admisible en la evolucio´n futura, mucho mas
oneroso del QP.
3. Programacio´n dina´mica
A causa de la prohibitiva complejidad para el
control predictivo de sistemas h´ıbridos, se busca
una solucio´n que aproxime la optima permitien-
do pero su aplicacio´n en tiempo real. Para eso se
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utiliza un criterio que se basa en el dicha Progra-
macio´n Dina´mica, que proporciona una condicio´n
para construir la solucio´n optima de un problema
de control.
3.1. Principio de Optimalidad de Bellman
Sea el sistema dina´mico, posiblemente no lin-
eal y tiempo variante, descrito en representacio´n
espacio-estado por la ecuacio´n;
x(t + 1) = f(t, x(t), u(t)) (5)
donde x(t) ∈ Rn es el estado, u(t) ∈ Rm es la
entrada de control y f(., ., .) es la dicha funcio´n lo-
cal de transicio´n de estado. Iterando la 5 es posible
definir la funcio´n global de transicio´n de estado;
x(j) = ϕ
(
j, k, x(k), u[k,j)
)
j ≥ k (6)
La funcio´n ϕ, por una dada secuencia de entra-
da u[k,j), j ≥ k, asocia al evento inicial (k, x(k))
el evento final (j, x(j)). En particular si el sis-
tema es lineal tiempo variante, es decir x(t+ t) =
A(t)x(t) +B(t)u(t) la ϕ asociada es;
ϕ
(
j, k, x(k), u[k,j)
)
= A(j, k)x(k)+∑j−1




In i = k
A(j − 1) . . .A(k) j > k
Ahora, considerando el sistema 5 inicializado
con (t0, x(t0)), se considera el siguiente funcional
de coste,posiblemente no lineal
J(t0, x(t0), u[t0,T )) =
T−1∑
k=t0
l(k, x(k), u(k))+ψ(x(T ))
(7)
donde l(k, x(k), u(k)) es el coste no negati-
vo instanta´neo relativo al instante k, ψ(x(T )) es
el coste no negativo debido al estado final x(T ),
[t0,T ] es el horizonte de control. El objetivo del
problema de control es encontrar la secuencia de
control u[t0,T ) que minimize el coste J .
Se considere, por t ∈ [t0,T ], la dicha funcio´n
de Bellman













l(k, x(k), u(k)) +
(8)
J(t1, ϕ(t1, t, x(t), u[t,t1), u[t1,T )
]}
La segunda igualdad es debida al hecho la se-
cuencia optima puede ser vista como la concate-
nacio´n de dos sub-secuencias. La ecuacio´n 9 puede
ser reformulada como:
















l(k, x(k), u(k)) +
V (t1, ϕ(t1, t, x(t), u[t,t1)))
}
Esto lleva al Principio de Optimalidad de Bell-
man;
el Principio de optimalidad afir-
ma que una secuencia de entrada op-
tima u0[t,T ) es tal que, dado el estado
(t1, x(t1)) perteneciente a la trayecto-
ria optima correspondiente, con x(t1) =
ϕ(t1, t, x(t), u[t,t1)), tambie´n la subse-
cuencia de entradas u0[t1,T ) es optima
para el coste residuo y el horizonte [t1,T ].
Por t1 = t + 1, se llega a la ecuacio´n de Bell-
man:
V (t, x(t)) = mı´n
u(t)
{
l(t, x(t), u(t))+V (t+1, f(t, x(t), u(t)))
}
(10)
con la condicio´n terminal
V (T , x(T )) = ψ(x(T ))
La ecuacio´n de Bellman proporciona un cri-
terio para el calculo de la secuencia optima de
control. Puede ser utilizada iterativamente como
ilustrado a continuacio´n; la ecuacio´n 10 puede ser
resuelta por t = T − 1
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l(T − 1, x(T − 1), u(T − 1)) + φ(x(T ))
}
x(T ) = f(T − 1, x(T − 1), u(T − 1))
(11)
Resolviendo respecto a u(T − 1) se obtiene la
entrada optima al instante T − 1:
u0(T − 1) = u0(T − 1, x(T − 1))
Con esta se puede calcular V (T − 1, x(T − 1)),
sustituirla en la ecuacio´n de Bellman y seguir it-
erativamente en el calculo de las entradas de con-
trol. Es decir que, empezando del instante T − 1
y procediendo hacia atra´s en el tiempo se puede
calcular la secuencia optima de control:
u0(k) = u0(k, x(k)), k ∈ [t0,T )
Resumiendo; se ha introducido el Principio de
Optimalidad que proporciona una propiedad para
la optimalidad de una secuencia de control, luego
a trave´s de la ecuacio´n de Bellman ha sido encon-
trado un criterio para iterativo para el calculo de
una secuencia de control que minimize el funcional
de coste.
La ecuacio´n de Bellman es la base para la res-
olucio´n de problemas de optimizacio´n como, por
ejemplo, los que lleva a los controladores basados
en la ecuacio´n de Riccati. De echo tambie´n el prob-
lema del control predictivo se puede ver una apli-
cacio´n del mismo principio. El problema para el
uso directo de la ecuacio´n de Bellman para el con-
trol o´ptimo de sistemas h´ıbridos es que la natu-
raleza discreta de las variables conlleva una com-
plejidad prohibitiva en tiempo real, como ya dicho.
Sin embargo la se puede utilizar, desde un punto
de vista conceptual, para la bu´squeda de una solu-
cio´n aproximada, calculada solo en algunos de los
puntos del espacio estado-entrada. Luego, bajo la
hipo´tesis de una cierta regularidad de la solucio´n,
se puede utilizar el conjunto de soluciones para
interpolar las entradas de control donde no haya
sido calculada. Estos me´todos de control que em-
plean una malla de puntos en el espacio y interpo-
lacio´n han demostrado proporcionar buenos resul-
tados en aplicaciones practicas. La particularidad
en este articulo es la forma de la malla que, en vez
de la cla´sica rejilla, emplea un conjunto de pun-
tos situados en circunferencias conce´ntricas, como
ilustrado a continuacio´n.
4. Modelo dos tanques
El me´todo con malla de discretizacio´n
sera´ ilustrado mostrando su aplicacio´n al proble-
ma de control de los niveles de dos tanques con
dos conexiones a diferentes altura. El hecho de que
haya las dos conexiones, que permiten un flujo de
liquido entre los dos tanques, conlleva una natu-
ra h´ıbrida del sistema. En efecto la variacio´n del
nivel de cada tanque depende no solo de la difer-
encia entre los dos niveles, sino tambie´n del hecho
de que estos se encuentren mas abajo o mas ar-
riba respecto a las alturas de conexio´n. Adema´s
hay una va´lvula de descargo en cada tanque, que
permite la salida del liquido y dos va´lvulas que
regulan los flujos de entrada y representan las en-
tradas controlables del sistema. Adema´s, mientras
que la valvula de entrada del primer tanque puede
variar con continuidad entre el valor ma´ximo y el
mı´nimo, es decir flujo nulo, la del segundo es del
tipo todo-nada. Es decir que el flujo en entrada
al segundo tanque puede tener solo dos valores,
cero o flujo ma´ximo, as´ı que tambie´n las variables
de control presentan ambos los comportamientos
continuo y discreto.
La dina´mica del sistema es no lineal y, como
dicho, depende del hecho de que los niveles este´n
arriba o abajo de las alturas de conexio´n. Se in-
diquen con h3 y h4 las altitudes de las conexiones
mas baja y mas alta respectivamente. Se suponga
que los dos niveles se encuentren ambos mas arri-
ba de h4. Las ecuaciones en el espacio de estados
son:





















si h1 > h4, h2 > h4
donde con h1 y h2 se indican los niveles del
primer y segundo tanque, con h4, h3 las altitudes
de la conexiones, T es el tiempo de muestreo, α, β,
γ1, γ2 son las constantes de proporcionalidad en-
tre los niveles y los flujos de la conexio´n mas alta,
mas baja, de salida del primer tanque y de sali-
da del segundo tanque respectivamente. Adema´s
uc es el valor del flujo (continuo) en entrada al
primer tanque, ud el flujo (discreto; todo-nada)
del segundo y, finalmente, A1, A2 las superficies
de base de los tanques.
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La 12 es, como dicho la dina´mica no lineal val-
ida cuando los niveles se encuentran mas arriba
de h4, la conexio´n mas alta. A continuacio´n se us-
ara el modelo linealizado, aunque el me´todo pueda
ser aplicado a sistemas h´ıbrido con dina´micas no
lineales. Los te´rminos afectados de la linealizacio´n
son las ra´ıces cuadradas, que tienen que ser susti-
tuidos con los mismos termino, pero sin ra´ız, sim-
plemente. As´ı el modelo completo es los propuesto
a continuacio´n:
h1(t + 1) = h1(t) + T
−αqc4 − βqc3 − γ1qo1 + uc
A1
(13)
h2(t + 1) = h2(t) + T
αqc4 + βqc3 − γ2qo2 + ud
A2
donde:⎧⎪⎪⎨⎪⎪⎩
qc4 = h1(t)− h2(t)







qc4 = h1(t)− h4





h4 > h2(t) > h3
⎧⎪⎪⎨⎪⎪⎩
qc4 = h1(t)− h4
qc3 = h1(t)− h3
qo1 = h1(t)
qo2 = h2(t)
si h1(t) > h4,
h2(t) < h3
⎧⎪⎪⎨⎪⎩
qc4 = h4 − h2(t)












h4 > h1(t) > h3,
h4 > h2(t) > h3
⎧⎪⎪⎨⎪⎪⎩
qc4 = 0
qc3 = h1(t)− h3
qo1 = h1(t)
qo2 = h2(t)
si h4 > h1(t) > h3,
h2(t) < h3
⎧⎪⎪⎨⎪⎩
qc4 = h4 − h2(t)



















si h1(t) < h3
h2(t) < h3
Queda entonces evidente la naturaleza h´ıbrida
del sistema dos tanques. As´ı el sistemas toma la
forma;
x(t + 1) = Ai +Biu(t) + f i para x(t) ∈ Xi
(14)
Considerando completamente accesible el es-
tado. Desde ahora se adoptara esta notacio´n para
describir la dina´mica del sistema. Se note que no
todos los valores de equilibrio pueden ser man-
tenidos; de echo el objetivo de control sera el nivel
del segundo tanque. As´ı, por cada valor de nivel,
puede haber dos configuraciones de entradas que
lo mantiene o solo una o ninguna. Es decir que, da-
do un valor de referencia por el nivel del segundo
tanque, esto podra´ ser mantenido por ud = uMAXd
y uc = ue1c , o por ud = 0 y uc = u
e2
c , si son admis-
ibles. A continuacio´n se tratara el problema del
control predictivo.
5. Control Predictivo con malla de
discretizacio´n
Supongamos ahora que se pueda conocer el
cost-to-go V∞ en cada punto del espacio de es-
tados, es decir el coste de la trayectoria optima
para llegar al valor de referencia a regimen. Bajo
esta hipo´tesis, en cada punto del espacio se puede
calcular el valor del control o´ptimo como la en-
trada tal que sea mı´nimo el coste V∞(x(t)), igual
a;
mı´nu(t) {(x(t + 1)− w)′Q(x(t + 1)− w)+
(u(t)− uw)′R(u(t)− uw) + V∞(x(t + 1))}
= mı´nu(t)
{
(Aix(t) +Biu(t) + f i − w)′Q(Aix(t)+
Biu(t) + f i − w) + (u(t)− uw)′R(u(t)− uw)+
V∞(Aix(t) +Biu(t) + f i)
}
donde w es el valor de la referencia y uw la en-
trada necesaria para mantener ese valor. Adema´s,
un vez resuelto el problema de minimizacio´n re-
specto a u(t), se ha encontrado el valor de V∞(x),
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es decir el cost-to-go en el punto x. Ese coste, dado
por conocido, puede ser calculado de esta forma.
As´ı que se podr´ıa asociar coste cero al equilibrio
de referencia y calcular entrada optima y coste en
todo los puntos cuya trayectoria optima llega al
equilibrio en un paso. Luego utilizar el coste en
este conjunto de puntos para resolver el problema
en dos pasos, despue´s por los puntos con trayec-
toria optima a tres pasos y as´ı hasta que se haya
cubierto todo el espacio de estados. Por el princi-
pio de optimalidad lo valores de control obtenidos
son las entradas optima; adema´s el calculo puede
ser ejecutado fuera de linea y en linea solo habr´ıa
que aplicar el valor asociado al estado y el tiempo
de calculo seria pra´cticamente nulo. El problema
es que los puntos a evaluar son infinitos en el es-
pacio continuo de estados, as´ı que la ana´lisis nece-
sitar´ıa un tiempo infinito. Lo que se hace entonces
es discretizar el espacio de estados, evaluando el
coste y la entrada en un conjunto finito de pun-
tos y interpolando los valores donde no han sido
determinados expresamente.
Ilustramos ahora el algoritmo para el calculo
off-line de las superficies de control.
5.1. Referencias admisibles
Antes de todo hay que determinar los nive-
les de equilibrio posibles que sera´n considerados
la referencias admisibles. Los equilibrios tambie´n
tienen que ser discretizados, as´ı que, definido un
δw. La referencia a analizar son relativas al nivel
del segundo tanque;




La dimensio´n de w2 no es la misma del estado
es decir 2, sino 1, debido al hecho de que no se
pueden estabilizar los dos estados a valores queri-
dos a causa de la naturaleza discreta de ud. Para
cada valor sa aplica un algoritmo que evalu´a su ad-
misibilidad con entrada discreta cerrada; es decir
si el nivel del segundo tanque puede ser mantenido
por un oportuno valor de la entrada continua y













d ). Lo mis-
mo para la admisibilidad con entrada discreta













d ). Hay que clarecer que avaluar
la admisibilidad de w2 significa buscar los valores
de control que permiten mantener el segundo niv-
el al equilibrio, sea cual sea lo del primer tanque.
De esta manera los potenciales equilibrio a eval-
uar son 2(Mw + 1). Pra´cticamente para cada par
(we2, ud) se estudia la admisibilidad; si el equilibrio
es posible se calculan los oportunos valores del niv-
el del primer tanque we1 y de la entrada continua
uec.
5.2. Malla de discretizacion
El objetivo es calcular las superficies de con-
trol, es decir las funciones que asocian a cada pun-
to del espacio discretizado (malla) los valores de
las entradas de control. Esto tiene que ser repetido
para cada equilibrio admisible.
Ahora supongamos haber encontrado un valor












Es necesario definir un malla de discretizacion,
es decir un conjunto discreto de puntos en el es-
pacio de estados.
5.2.1. Rejilla
Una posible eleccion es una malla con forma de






x1,i = x1,min + i δ1 para i = 0, . . . ,N1
(16)




Tambie´n la entrada continua tiene que ser dis-
cretizada
uc,k = uc,min+k δc para k = 0, . . . ,Nc (17)
con
Ncδc = uc,max
mientras, obviamente, la entrada discreta
puede tener los dos valores mı´nimo y ma´ximo
ud,b = b ud,max para b = {0, 1} (18)
Como mostrado a continuacio´n este tipo de
malla lleva a un controlador que no proporciona un
buen comportamiento a regimen. Es decir que una
vez que el estado ha sido llevado acerca del equi-
librio, hay un error constante que no desaparece.
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Esto es debido al hecho de que el algoritmo propor-
ciona valores de control que son aproximaciones
de los o´ptimos. Los efectos de los errores debidos
a esta aproximacio´n, tolerables cuando el estado
se encuentra lejos del equilibrio, conllevan la esta-
bilizacio´n hacia valores diferentes del deseado. En
otras palabras; cuando el estado esta lejos de la
referencia, las entradas de control son grandes (se
note que en realidad son las diferencias entre las
entradas de equilibrio y las proporcionadas al sis-
tema a ser grandes) y un pequen˜o error no tiene
efecto relevante. En contrario cuando el sistema
se halla cerca de la referencia y las entradas son
pequen˜as (es decir que la diferencia con el valor de
las entradas de equilibrio tiende a cero) el error
predomina conllevando un mal seguimiento. Por
otro lado elegir una malla mas fina, con valores de
δ mas pequen˜os, incrementa el coste de calculo.
5.2.2. Rejillas de nivel
La idea es utilizar mas precision donde mas
es necesaria, es decir en el calculo de las entradas
para los punto cercanos a la referencia. Un me´todo
podr´ıa ser lo de usar niveles multiples de mallas
de control, es decir mallas mas finas por las re-
giones mas cercanas al equilibrio. Lo que se hace
en este caso es resolver el problema del calculo de
las superficies de control para el espacio total uti-
lizando δ relativamente grandes. Se obtiene una
estructura gruesa, primer nivel de control;
x11,i = x1,min + i δ
1




x12,j = x2,min + j δ
1










La entrada discretizada a trave´s de una δ de
primer nivel
u1c,k = uc,min + k δ
1








mientras la entrada discreta sigue pudiendo
tener los dos valores mı´nimo y ma´ximo. Ahora se
repite el calculo de la estructura considerando so-
lo una region alrededor del equilibrio. Por ejemplo
se puede usar el cuadrado de la rejilla de primer
nivel que contiene la referencia, o algunos de estos
cuadrados. De todas formas se elige nuevos x21,min,
x22,min, δ
2
1 , δ22 , δ2c , para el segundo nivel. As´ı se
puede seguir utilizando las estructuras de un niv-
el para encontrar las de nivel mayor, relativos a
regiones mas pequen˜as alrededor del equilibrio y




1,min + i δ
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2,min + j δ
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2,max son deferentes respecto a los de
primer nivel pues son los que delimitan la sub-
region alrededor de la referencia. En contrario la
entrada tiene que ser analizada en todos los valores
entre el mı´nimo uc,min y el ma´ximo uc,max iguales
por todos los nivel. Lo que cambia es el δnc , mas
pequen˜o conforme sea mayor el nivel, para garan-
tizar precision creciente. As´ı;
unc,k = uc,min + k δ
n








En fase de aplicacio´n en cada instante se bus-
ca cual es el nivel mayor que contiene el estado
presente y se utiliza la relativa superficie de con-
trol, es decir la mas fina posible. En esta manera
la precision y la complejidad es concentrada para
regiones mas criticas, las mas cercana al equilibrio.
5.2.3. Malla circular
Una otra estrategia, que se utiliza a contin-
uacio´n, es usar una malla circular. Dado un val-
or de referencia, se definen una serie de c´ırculos
centrados en el equilibrio. Lo puntos de malla son
dados por las interseccio´n entre las circunferencias
y las rectas pasantes por el centro con diferentes
a´ngulos de inclinacio´n. Es decir que, definido un
valor δθ, los estados discretos esta´n en lo c´ırculos
con distancia angular δθ entre uno y el otro. De
esta manera las coordenada de los puntos de malla
son el radio de la circunferencia ri y el a´ngulo θj.
Para que haya una mayor concentracio´n de puntos
de ana´lisis en la region cercana a la referencia, el


















100 Nivel 1° tanque
Nivel 2° tanque
Figura 1: Malla circular por la referencia w =
[38,833 37]′
del centro, como mostrado a continuacio´n, segu´n
una ley cuadra´tica. As´ı el radio del i-esimo circulo
sera´;
ri = c i2 para i = 1, . . . ,Nr (23)
donde se c es una constante de ajuste y Nr el
oportuno ı´ndice, es decir lo relativo a la mayor cir-
cunferencia que tenga puntos de la malla internos
al espacio de estados. El otro ı´ndice que caracteri-
za un punto es el relativo al a´ngulo de la recta que
interceptando el circulo lo genera, el a´ngulo δj ;
δj = j δθ para j = 0, . . . ,Nθ (24)
donde Nθ es tal que
(Nθ + 1) δθ = 2 π (25)
En la figura 1 se muestra un ejemplo de malla
circular de discretizacio´n del estado, por el equi-
librio admisible w = [38,833 37]′.
Tambie´n la entrada continua es discretizada
usando un valor δru que puede ser dependiente del
radio de la circunferencia, es decir de la distan-
cia del centro. Esto por el objetivo de concentrar
mayor precision donde mas haga falta; as´ı se po-
dr´ıa usar δru mas pequen˜o an el ana´lisis de los pun-
tos de las circunferencia con radio pequen˜o y la se
incrementa e medida que el radio crezca. En alter-
nativa se puede emplear un δru fijo por todos los
c´ırculos. As´ı;
urc,k = uc,min + k δ
r







c = uc,max (27)
A continuacio´n se empleara´ esta estructura cir-
cular para la bu´squeda de una aproximacio´n de la
secuencia de control o´ptimo calculando en cada
punto de la malla la entrada (discretizada) que
minimize la suma del coste a un paso y la solucio´n
hasta el final en el punto de llegada.
5.3. Interpolacio´n
El hecho de que el punto al instante sucesivo
pueda ser un estado no perteneciente a la rejil-
la conlleva la necesidad de introducir un criterio
de interpolacio´n para calcular el valor del coste.
Adema´s, tambie´n en fase de aplicacio´n del con-
trol, hace falta recurrir a dicha interpolacio´n para
calcular las entradas de control cuando el estado
corriente no esta en la malla.
Supongamos querer calcular el valor del coste
en un punto que no se encuentra en la malla de
discretizacio´n. Esto sera´ contenido en un poliedro
definido por 4 puntos de la malla si esta es de
forma de rejilla. En efecto el espacio de estados
puede ser particionado en celdas, con los estados
discretizado como vertices. Se considera como val-
or de coste en el punto x interno una media pon-
derada de los valores de los cuatro puntos de la





















donde ‖.‖ es la norma eucl´ıdea de un vector
y xa, xb, xc, xd son los puntos de la malla mas
cercanos. Los casos al borde del espacio continuo
de los estados, es decir en los puntos que no tengan
4 elementos cercanos de la malla, son tratados de
forma ana´loga. En practica se usa la inversa de la
distancia eucl´ıdea entre el punto x y los punto de
la rejilla como coeficientes de ponderacio´n de la
media de manera que cuanto mas los puntos esta´n
cerca, tanto mayor es el peso.
El mismo criterio de interpolacio´n lo se aplica
para el calculo de la entrada continua en fase de
control. Es decir que el control, generado por val-
ores del estado que no pertenezcan a la malla de
control, es obtenido por medio de los para´metros
de ponderacio´n relativos a los estados discretiza-






















mientras que por la entrada discreta hay que
calcular la media y evaluar el eventual superacio´n
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del valor medio de la entrada continua, pues no





































Obviamente el utilizo de un criterio de inter-
polacio´n que permita una estimacio´n del valor re-
al comporta la presencia de un error. A contin-
uacio´n se proporcionara´ una condicio´n suficiente
para que, a pesar del error an˜adido, sea garanti-
zada la estabilidad del sistema en bucle cerrado.
5.4. Algoritmo
Se ilustra aqu´ı el esquema del algoritmo em-
pleado para calcular los valores de las entradas
de control en los puntos de la malla. Como dicho,
se utiliza el principio de optimalidad de Bellman
pero analizando solo un conjunto discreto de pun-
tos y interpolando los valores del coste a un paso.
El algoritmo;
1. Repetir hasta que no se hayan analizado to-
das la referencias admisibles.























La variable changes guarda el numero de
cambios en cada iteracio´n.
4. Repetir hasta que changes no sea 0.
changes = 0
5. Ana´lisis de todos los puntos de la malla, em-
pezando por los c´ırculos con radio menor;
V new(xi,j) = mı´nu {(x(t + 1)− w)′Q(x(t + 1)−
w) + (u− ue)′R(u− ue) + Vi(x(t + 1))}
donde Vi(x(t + 1)) es el valor del coste inter-
polado en el punto x(t + 1).
6. Si el nuevo valor de coste V new(xi,j) es menor
lo se sustituye;
V (xi,j) = V new(xi,j)
tambie´n la entrada de control relativa;
u(xi,j) = arg(V new(xi,j))
y se incrementa el contador de los cambio de
la iteracio´n corriente
changes = changes + 1
7. Salir.
Para computar el valor el valor x(t+1) se usa
el modelo de sistema 14. De esta forma por ca-
da referencia admisible se repite el ana´lisis de los
puntos de la malla hasta que no haya cambios;
as´ı que los valores que quedan en las estructuras
son los o´ptimos obtenibles. El algoritmo procede
por iteraciones; al primer paso los puntos de la
malla que se hallan cerca del equilibrio, o que de
todas maneras pueden alcanzar el circulo con ra-
dio menor, encuentran el valor o´ptimo. Los puntos
mas lejanos, y los que necesitan una secuencia de
pasos para llevar el estado cerca de la referencia,
llegan a su valor definitivo en los pasos sucesivos,
debido al hecho de que el valor de coste mı´nimo
depende del coste en el punto de llagada.
5.5. Ana´lisis de estabilidad
El hecho de utilizar una malla de discretizacio´n
del estado conlleva la introduccio´n de un error de
discretizacio´n, es decir que el coste calculado fuera
de linea a trave´s la ejecucio´n del algoritmo ilustra-
do difiere del coste real. Pra´cticamente; si en fase
de aplicacio´n del control se calculara el coste de la




k=0 ((x(t + k + 1)− w)′Q
(x(t + k + 1)− w) + (u(t + k)− ue)′R(u(t+ k)− ue))
(31)
esto no sera´ el mismo calculado.
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El objetivo es, dado un modelo de error de
interpolacio´n, buscar una cota de propagacio´n
del mismo que garantice que el coste real siga
cumpliendo las condiciones de estabilidad de Lya-
punov.
Dada una cualquiera funcio´n V (x) del es-
tado si esta cumple las condiciones;
1. La funcio´n V (x(t)) toma valor cero
solo en el origen;
V (x(t)) = 0 ⇔ x = 0
2. La funcio´n V (x(t)) toma valores
positivos en cada punto diferente del
origen;
V (x(t)) > 0 ∀x = 0
3. La variacio´n de V (x(t)) entre dos in-
stantes sucesivos es negativa, es de-
cir que V (x(t)) siempre decrece;
V (x(t)) > V (x(t + 1))
entonces el sistemas es asinto´ticamente
exponencialmente estable y V (x(t)) es
una funcio´n de Lyapunov del sistema.
Esto significa que, si se encuentra una funcio´n
del estado positiva, excepto en el origen donde
toma valor cero, siempre decreciente, el sistema
tiende asinto´ticamente al origen mismo.
Se define un modelo de propagacio´n del error
de interpolacio´n; se suponga que en cada punto de
la malla sea definida una cota maxima del error
δV (xi,j), es decir que el coste real de aplicacio´n
del control en los puntos de la malla difiere del
calculado de una cantidad cuyo valor absoluto no
supera la cota. El error en los puntos internos de-
pendera´ de los errores en los puntos de la malla,
y se supone que crezca al aumentar de la distan-
cia. Es decir que, el error al interno de una celda
delimitada por 4 puntos de la malla crece al ale-
jarse de los puntos mismos. Se define el siguiente
modelo de error por los puntos interno;
δV (x) =
(








donde xa, xb, xc, xd son los puntos de malla
y cv el para´metro de incremento lineal del error
ma´ximo. Para que la cota sea conservativa se ha
considerado el ma´ximo entre las cotas en los pun-
tos discretos, como si en todos los puntos de malla
hubiera el error ma´ximo. El coste en un punto in-
terno es acotado por el valor interpolado ma´s la
cota del error, es decir,
V i(x) − δV (x) ≤ V (x) ≤ V i(x) + δV (x)
Definido el modelo de error se puede calcular
la cota en los puntos de malla. El coste es;
V (xi,j(t)) = l(xi,j(t), u(xi,j(t)))+
V i(x(t + 1)) + ev(x(t + 1))
donde V i(x(t + 1)) es aquello interpolado en
el instante sucesivo, obtenido con la definicio´n 28,
l(xi,j(t), u(xi,j(t))) es el coste a un paso y ev(x(t+
1)) es el error acotado por la δV (x(t + 1));
−δV (x(t + 1)) ≤ ev(x(t + 1)) ≤ δV (x(t + 1))
De esta forma la cota del error en el punto de
malla xi,j(t) es dada por la cota de interpolacio´n
en el punto al instante sucesivo;
δV (xi,j(t)) = δV (x(t + 1))
Ahora inicializando la cota en el circulo mas
pequen˜o, la se puede calcular en cada punto de
la malla de discretizacio´n. Se puede ver como la
cota es valida solo en los puntos de malla, es de-
cir que es valida para los puntos en los que se ha
aplicado el algoritmo de minimization. En fase de
aplicacio´n el estado no se halla, en general, en la
malla; por esto hay que interpolar la entrada como
expresado en 29 y 30 y an˜adir otro error. As´ı que
en un gene´rico punto, no perteneciente a la malla,
la cota es dada por la 32.
Se utiliza ahora la cota para verificar que las
condiciones de Lyapunov siguen siendo cumplidas
y sigue probada la estabilidad. Conside´rese la ex-
presio´n del coste a un paso como la diferencia entre
los coste real en instantes sucesivos; el objetivo es
encontrar una cota inferior y demostrar que esta
es positiva.
l(x(t), u(x(t))) = V (x(t)) − V (x(t + 1))
≥ Vi(x(t)) − δV (x(t)) − Vi(x(t + 1))−
δV (x(t + 1)) ≥ 0
(33)
Si se prueba que la segunda desigualdad de 33
es cumplida en todo el espacio del estado, sigue
la estabilidad del sistema controlado. En cuanto
no se puede evaluar tal desigualdad en todo el es-
pacio, lo se hace en los puntos cr´ıticos, es decir
donde es mas probable que no sea cumplida; en
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los estados a mayor distancia de los puntos de la
malla, donde el error admitido es mayor.
Adema´s en su entorno la cota decrece. Se
puede ver que en estos puntos la cota de error
es la maxima da cada celda y por la definicio´n 32
se puede suponer que la cantidad δV (x(t + 1))
Dada una celda delimitada por ri, ri+1, radios
menor y mayor respectivamente, y δj , δj+1 a´ngu-
los, definidos por 23 y 24, a trave´s de simples con-
sideraciones geome´tricas se pueden calcular radio
y a´ngulo del punto equidistante da los 4 de la mal-
la. El radio es

















donde con xeqi,j se indica el punto equidistante
interno a una gene´rica celda. Si el valor obtenido
en cada estado critico es positivo, tambie´n lo es el
coste a un paso y la estabilidad es probada.
6. Simulaciones
En este capitulo se ilustran los resultados de la
























































Figura 2: Superficies de control por la referencia
w = [38,833 37]′
El modelo utilizado para el calculo de las es-
tructura de control y para las simulaciones es el
14 con los siguientes para´metros;























Figura 3: Superficie de coste por la referencia w =
[38,833 37]′
- Nivel ma´ximo 1◦ tanque: hmax1 = 100 cm
- Nivel mı´nimo 2◦ tanque: hmin2 = 0 cm
- Nivel ma´ximo 2◦ tanque: hmax2 = 100 cm
- Nivel 1◦ conexio´n entre tanques: h3 = 20 cm
- Nivel 2◦ conexio´n entre tanques: h4 = 30 cm
- Constante del caudal de la 1◦ conexio´n: β =
4 cm2\s
- Constante del caudal de la 2◦ conexio´n: α =
2 cm2\s
- Constante del caudal de descarga del 1◦
tanque: γ1 = 2 cm2\s
- Constante del caudal de descarga del 2◦
tanque: γ2 = 3 cm2\s
- Superficie 1◦ tanque: A1 = 12 cm2
- Superficie 2◦ tanque: A1 = 10 cm2
- Tiempo de muestreo: T = 1 s
y los relativos a la discretizacio´n;
- Constante de la ley de incremento angular en
23: cr = 0,1
- Incremento angular de la malla en 24: δθ =
π
32
- Incremento para el calculo de las referencias
admisibles en 15: δw = 1
El algoritmo de calculo proporciona las estruc-
turas de control. Se muestran algunas de estas.
Por los valores de entrada discreta en 0 el equi-
librio de segundo nivel admisible se halla entre 0
y 13, mientras que por entrada discreta maxima
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lo valores limites de referencia son 26 y 38. Ob-
viamente con nivel del primer tanque y entrada
continua de referencia oportunos. Por ejemplo; en
figura 2 son representadas las superficie de control
de las entradas, continua y discreta, por el valor
de referencia w = [38,833 37]′.




























































(b) Coste a un paso con
cv = 1,8
Figura 4: Superficies de limite del coste a un paso
por la referencia w = [38,833 37]′
Por lo que concierne la ana´lisis de estabilidad,
por cada equilibrio admisible se calculan los costes
a un paso en los puntos cr´ıticos, como explicado
en 33; si en ningu´n punto ese coste es negativo
hay estabilidad. Se puede repetir la prueba var-
iando la constante de propagacio´n cv de la defini-
cio´n 32, hasta encontrar el ma´ximo (o mas bien
un valor proximo al ma´ximo) que garantiza esta-
bilidad. Repitiendo el proceso de computacio´n se
comprueba el hecho de que cada equilibrio admisi-
ble admite un valor ma´ximo cv que puede ser muy
diferente entre uno y otro.
El objetivo de la ana´lisis de estabilidad es en-
contrar el cv que garantice el cumplimiento de
la 33 por cada equilibrio. Por ejemplo, la refer-
encia w = [38,833 37]′ admite hasta cv = 1,7
cumpliendo la condicio´n de estabilidad.
En figura 4 se muestran las superficies de los
costes a un paso en los casos limites; a la izquierda
se puede ver la relativa al valor cv = 1,7 y a la
derecha la obtenida con cv = 1,8. Se puede no-
tar como al pasar de un valor al otro se pierda la
estabilidad. Esto significa que se puede tolerar un
error que crece del 170% por cada cm, al alejarse
de los puntos de la malla. Repitiendo el proced-
imiento por cada equilibrio admisible se obtiene
que el valor critico comu´n es cv = 0,5.
Se muestran a continuacio´n las evoluciones
temporales del sistema controlado.
La figura 5(a) representa los niveles de los
tanque y las respectivas sen˜ales de referencia, que
pasa de 27 a 37 en los primeros 100 segundos, de 1
a 11 en los sucesivos 100 por el 2◦ tanque. La ref-
erencia del 1◦ tanque es la tal que el equilibrio sea
admisible. Las entrada de control son las de 5(b);
se puede notar como en el segundo 50 la entrada
discreta toma, por solo un segundo, el valor bajo



















(a) Niveles de los dos
tanques

















Figura 5: Salidas y entradas con referencias con-
stantes



















(a) Niveles de los dos
tanques

















Figura 6: Salidas y entradas con referencias a di-
ente de sierra
a pesar que los equilibrios 27 y 37 sean mantenido
por entrada umaxd . Lo mismo, pero al reves, ocurre
pot t = 125s y t = 175, cuando la ud toma por un
instante el valor alto. Esto para que los valores de
regimen sean alcanzados mas ra´pidamente.
Cuando los valores de referencia no son los cal-
culados como equilibrio admisibles, se interpolan
los dos mas cercano y se utilizan las entradas pon-
deradas con el inversa de la distancias. El resulta-
do puede ser observado en las figuras 6, donde la
sen˜al de referencia varia constantemente barrien-
do todos los equilibrios consentidos.
Finalmente se proporciona una sen˜al que varia
de forma sinusoidal en valores admisibles; los re-
sultados son representados en 7



















(a) Niveles de los dos
tanques





















Figura 7: Salidas y entradas con referencias sinu-
soidales
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7. Conclusiones
En este articulo ha sido ilustrado un me´todo
para la resolucio´n del problema de control predic-
tivo de sistemas h´ıbridos. Debido a la prohibiti-
va complejidad que conlleva el resolver anal´ıtica-
mente el problema al crecer del horizonte , se ha
utilizado aqu´ı una discretizacio´n del espacio de los
estados. La estructura de discretizacio´n emplea-
da es una malla circular que permite concentrar
mas precision donde mas es precisa. Una vez dis-
cretizados los estados y las entrada, ha sido apli-
cado un criterio de optimizacio´n, la programacio´n
dina´mica, basada en el principio de optimalidad
de Bellman, para calcular una aproximacio´n disc-
reta de la solucio´n optima. Durante el proceso de
calculo off-line de las estructuras, como en fase
de aplicacio´n del control, se ha usado un crite-
rio de interpolacio´n para estimar los valores de
intere´s en los punto que no pertenecen a la mal-
la. Adema´s ha sido considerado el error que dicha
interpolacio´n an˜ade y se ha ilustrado un criterio
que permite calcular un limite del ı´ndice de crec-
imiento de tal error que garantice la preservacio´n
de la estabilidad. Finalmente el control predictivo
sub-o´ptimo con horizonte infinito ha sido aplicado
a un modelo de dos tanque, que presenta estados
y entradas continuas y discretas con restricciones
y se ha evaluado la estabilidad del bucle cerrado.
Las simulaciones muestran los buenos resultados
obtenidos en fase de aplicacio´n.
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