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LOGIC-PROGRAMMING SPECIFICATION AND 
EXECUTION OF DYNAMIC-PROGRAMMING PROBLEMS 
W. F. CLOCKSIN 
D Dynamic programming has been used since the late 1950s to solve numeri- 
cal problems that have natural recursive formulations that succumb to 
divide-and-conquer strategies. However, to improve the efficiency of the 
divide-and-conquer strategy, conventional methods of dynamic program- 
ming use intricate and imperative tabular techniques that are entirely 
excluded from the purely relational/functional world of logic program- 
ming. This is ironic when one considers that dynamic programming is 
often used for problems that can be specified elegantly in logic, abstracting 
away from considerations of table storage and access. This paper describes 
a method by which problems normally solved by dynamic programming 
can be expressed in Horn clauses, which are then used together with a 
goal clause to construct dataflow graphs with the same efficient computa- 
tional properties as a dynamic-programming solution. The method is 
implemented, and takes the form of a compiler from Horn clauses to 
dataflow graphs. The method is demonstrated on two typical problems: the 
series of probabilities and the optimal association of matrix chain prod- 
ucts. A class of problems, which includes the integer maximal knapsack 
problem, is identified to which the method is not applicable. a 
1. INTRODUCTION 
Many proponents of logic programming have commented on the particular suitabil- 
ity of logic for the specification and solution of problems using the divide-and- 
conquer principle. That is, to solve a large problem, one breaks it up into smaller 
pieces that can be solved independently. The advantages of this are well known, 
and can be summarized as follows. A divide-and-conquer strategy is elegantly 
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expressed using the recursive formulation natural to logic programming. Divide- 
and-conquer is often characterized as a top-down strategy, and is thus presumed 
by many to inherit the beneficial software engineering properties popularly con- 
ferred on such strategies. Finally, a divide-and-conquer strategy allows the pro- 
grammer to discern the independence of subproblems, making explicit any parallel 
structure within a problem, and thereby leading to an appropriate use of multiple 
processors. 
Straightforward application of the divide-and-conquer principle, however, does 
not address the question of how the individual subproblems are most efficiently 
solved so that the total execution time is minimized. If the obvious decomposition 
of a problem of size n results in n subproblems of size it - 1, then a divide-and- 
conquer strategy is likely to have exponential growth. Furthermore, it is often the 
case that many of the individual subproblems are identical, and therefore need 
only be computed once. However, the divide-and-conquer principle is incapable of 
expressing this operational nuance, because recognizing the identity of subprob- 
lems presumes some sort of information shared across the tree of subproblems. 
This shortcoming has given rise to various more sophisticated algorithms, some of 
which have been surveyed by Bird [41. Usually the programmer devises a divide- 
and-conquer algorithm, but the trick is to work bottom-up, saving the computed 
results of small subproblems to avoid recomputation. The most famous example of 
this is the fast Fourier transform (FFT), which is “fast” simply because certain 
intermediate results of a divide-and-conquer polynomial evaluation are stored in 
an array to be used later instead of being recomputed. The FFT is an intricate 
programming task because of the order in which elements of the array must be 
accessed. Programmers using imperative languages are happy to settle for this at 
the cost of a more complicated program, but the usual requirement for destructive 
assignment o arrays renders this approach unsuitable prima facie for the logic 
programmer, who requires a purely relational/functionaI formulation. 
In a previous paper [7] I demonstrated that some traditional numerical methods 
could be elegantly specified by (Horn) clauses, yet recomputation of identical 
subproblems could be avoided by transforming the specifications into dataflow 
graphs in which common subexpressions appear only once. The clausal formulation 
is purely functional, abstracting away from data manipulations. Among the meth- 
ods demonstrated was the FIT, which, although specified as a straightforward 
discrete Fourier transform by means of the usual recursive Danielson-Lanczos 
decomposition of polynomials, was transformed into an efficient functional dataflow 
program that incidentally made explicit the characteristic “butterfly” computation 
pattern of the fast Fourier transform. The key to the transformation was to 
introduce Skolem functions to name the computational nodes that in an imperative 
language would be represented by mutable array elements. Of course, although the 
resulting dataflow graph might be considered as a program for a hypothetical 
dataflow computer, it is of immediate practical use as an intermediate code from 
which a very efficient sequence of instructions for a conventional machine may be 
generated. 
This analysis was extended and generalized by Bruynooghe and colleagues 161 
into a full program transformation, in which a logic program was transformed into 
a more efficient PROLOG program. Transformation has the benefit that certain 
parameters treated in [7] as compile-time constants can be treated instead as 
variables. This transformation technique was then shown [8] to be apphcable to 
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problems in the domains of numerical methods, integrity checking of databases, 
and theorem proving. 
The present paper, which can be considered a sequel to [7], extends the method 
to the more general domain of dynamic programming. Dynamic programming [3] 
was devised to carry out the divide-and-conquer strategy to an extreme, in which 
the smallest subproblems are solved first, but recomputation is avoided by storing 
results in a table to be used later when solving larger subproblems. This method is 
widespread in operations research, where the term “programming” refers to the 
process of formulating a problem so that this method is applicable. 
Dynamic programming is universally presented as a tabular technique to be 
implemented in an imperative style. It is necessary for the programmer to judi- 
ciously select a table size and a sequence of operations for accessing the table in 
the correct order. The shortcoming of the method is that concentrating on 
operational intricacies can lead the unwary programmer into neglecting the proper 
specification of the problem. This difficulty can be seen in one widely used and 
otherwise admirable textbook [lo], where dynamic-programming problems are 
motivated by an informal explanation by means of an example or anecdote, which 
is followed immediately by the algorithmic dynamic-programming solution. No 
formal specification of the problem is given, so it is not easy to understand 
precisely what problem is being posed. 
I suggest that dynamic programming need not be considered as a tabular 
technique. What is important is that the overall pattern of computation is disposed 
in such a way as to eliminate the computation of any intermediate subproblems 
that have already been computed. Operationally, results of intermediate subprob- 
lems may be stored in temporary variables or represented as the nodes of a 
dataflow graph, but the tabular structure of dynamic-programming algorithms need 
not be considered essential to the technique. With this view in mind, one result of 
the method presented in [71 can be seen as the automatic derivation of a previously 
unknown dynamic-programming formulation of the FFT, yet with the advantages 
of a purely functional/logical specification abstracting away from data manipula- 
tion. Is this method applicable more generally to dynamic-programming problems? 
I shall now demonstrate the method on a number of standard problems to which 
dynamic programming has been applied in the past. The compiler described in the 
previous paper has been extended to handle arithmetic “convenience” primitives 
and trivial arithmetic simplifications required for the below problems, but this has 
no effect on the generality of the method, and will not be discussed further. 
2. SERIES OF PROBABILITIES 
This is a standard textbook [21 example used to introduce dynamic programming. 
Two equally competent players A and B play a match to determine who is the first 
to win n games (not necessarily consecutively) for a given IZ. Let P(i, j) be the 
probability, if A needs to win i games and B needs to win j games, that A wins the 
match. The recurrence relation defining P is 
fI if i =0 and j> 0, 
0 
P(i, j) = 
if j=O and i> 0, 
P(i- 1, j) +P(i, j- 1) 
2 
if i>O and j>O. 
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FIGURE 1. Dataflow graph resulting from applying the method to term T in p (4,4,T). 
Each node gives the arithmetic mean of its inputs. The inputs to the graph are the integer 
constants 0 and 1 as shown at the edges. The output is given by the node in the upper right 
corner. By comparison, the number of “mean” nodes in the untreated problem of this size is 
69. 
For a straightforward recursive computation, the total number of calls to P is 
‘+‘Ci, and there is repeated calculation of many P(i, j). The dynamic-programming 
approach uses an (n + 1) x (n + 1) table indexed by (i, j). Column 0 is initialized 
to 1. Row 0 is initialized to 0. P is calculated along diagonal rows starting from the 
corner of the table with smallest indices, ignoring the undefined entry (0,O) 
(algorithm given in [2]). Our approach, which uses no table, is as follows. A 
predicate p is defined such that the goal p (i,j,r) succeeds when r is the 
expression which, when evaluated, yields the same result as evaluating P(i, j). For 
convenience, the compound term me an (a ,b) is used to name the arithmetic mean 
of a and b: 
p(O,J,l) :- J > 0. 
p(I,O,O) :- I > 0. 
p(I,J,mean(Pl,PZ)) :- 
11 is I-l, Jl is J-l, 
p(Il,J,Pl), p(I,Jl,PZ). 
For example, the term T resulting from the goal p ( 4,4, T I names the probability 
of winning the World Series (a well-known annual baseball match with n = 4) 
before any games have been played. This term is then given to the compiler (see [7] 
for details), which yields the dataflow graph shown in Figure 1. Notice that the 
tabular structure of the dynamic-programming solution is apparent from the graph. 
Of course, any term t resulting from the goal p (n,m,t) for which IZ = m will 
evaluate to 0.5, but more interesting numbers result when it + m. 
LOGIC-PROGRAMMING SPECIFICATION 329 
3. ORDER OF MATRIX CHAIN PRODUCT 
This well-known problem was given a dynamic-programming solution by Godbole 
[9] and is treated in standard algorithms textbooks [l, lo] as a typical example of 
dynamic programming. Consider the evaluation of the product of n matrices 
M=M, xM,x ... xM,,, 
where each M, is a matrix with ri_l rows and ri columns. Matrix multiplication is 
associative, and the order in which the matrices are multiplied can have a 
significant effect (often several orders of decimal magnitude) on the total number 
of operations required to evaluate M. Trying all possible associations is exponen- 
tial: there are a Catalan number of associations. The cost of the cheapest 
association of the matrices Mi x M,, 1 x . . . xM, for l~i~j~n isgivenby m,j, 
defined recursively as follows: 
10 if i =j, 
mij = min (mik +mk+l,j +ri-lrkrj) if j>i. 
isk<j 
The cheapest order of association can be recovered by choosing a value of k that 
gives rise to each minimum, and without loss of generality will not be further 
considered. The dynamic-programming approach calculates the mij in order of 
increasing difference in the subscripts, and requires an upper-triangular table in 
which to store intermediate results. The resulting algorithm can be found in 
standard textbooks [l, 101. Our approach, which uses no table, is as follows. A 
predicate m is defined such that the goal m (i,j,c) succeeds when c is the 
expression which, when evaluated, names the cost mij of the cheapest association. 
The compound term r (i,j,k) is used to name the product rirjrk. For conve- 
nience, the expression min ai, for i = 1 to n, is named by the list [a,, u2,. . . , a,]: 
m(I,I,O). 
M(I,J,R) :- min(I,I,J,R). 
min(I,K,K,Cl). 
min(I,K,J,CM1+M2+r(Il,K,J)~Zl) :- 
11 is I-l, 
m(I,K,Ml), 
Kl is K+l, 
m(Kl,J,MZ), 
min(I,Kl,J,Z). 
For example, the term T resulting from the goal m ( 1 ,6, T 1 names the minimum 
cost of a six-matrix chain product. This term is then given to the compiler, which 
yields the efficient dataflow graph. The graph resulting from compiling an example 
small enough to show here, m ( 1 ,4, T), is shown in Figure 2. Notice that the 
upper-triangular structure of the dynamic programming solution is apparent from 
the graph. 
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Note: 
r;l gives r2r3r4 
r;l gives rlr2r4 
q gives rlr2r3 
r;7 gives rlqr4 
T;rl gives rorlr4 
q gives r0rlr2 
q gives ror2r4 
q gives qrlq 
q gives ‘0’2r3 
jYiJ gives r0r3r4 
J 
FIGURE 2. Dataflow graph resulting from applying the method to term T in III ( 1 ,4, T). 
Operation nodes are circled: a “ + ” nade gives the sum of its inputs, and an “m” node gives 
the minimum of its inputs. Input to the graph is the array r of matrix dimensions, where 
matrix M, has ri _ 1 rows and ri columns. The square nodes give a product of certain values 
of r according to the legend shown. The number in a square node is the unique node 
identifier assigned by the compiler, and is used here only to distinguish distinct nodes. The 
output is given by the node in the upper right corner. 
4. FAILURE OF THE METHOD: INTEGER MAXIMUM KNAPSACK 
One characteristic of the problems we have subjected to this analysis is that the 
pattern of computation is affected by certain parameters governing the scale of the 
problem, but not by values of parameters for particular examples of the problem. 
This is a reasonable restriction, given that the scale of many problems is often fixed 
at compile time. And even this restriction can be relaxed if the analysis is 
considered as a program transformation [61. I shall now show a case where the 
pattern of computation depends on the particular values of a problem, and hence 
the method is not applicable: the integer maximum knapsack problem. 
One typical rendering of the maximum knapsack problem is to determine how 
to load a container of capacity m with a combination of j different types of object 
in such a way as to maximize the total value of the contents of the container. An 
object of type t has value U( and size s,. The version of this problem normally 
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solved by dynamic programming is the integer maximum knapsack problem, for 
which m, j, and all U, s are nonzero positive integers, and there is usually a further 
assumption that there exists an unlimited quantity of each type of object. For this 
problem the total value of the container of capacity i is given by ci, defined 
recursively as follows: 
( 
0 if iI0, 
ci = max (Uk + ci-Sk) if i>O. 
Iksj 
The dynamic-programming approach is to calculate ci “bottom-up” with the 
outer loop for k = 1 to j and inner loop for i = 1 to m, storing the partial results in 
a (linear) table instead of recomputing them when called for by higher values of i. 
The resulting algorithm can be found in textbooks [lo]. When considering how to 
apply the method of this paper, first note above that the value on which c recurs is 
i -sk, and therefore, to apply the method, it is necessary to evaluate sk for certain 
values of k. But sk depends on the particular example to which to problem is 
applied, and hence will not be available at the time of specification. On the other 
hand, if s is known at the time of specification, then there is little point in applying 
the method, because one may as well solve the problem directly. Nevertheless, one 
practical situation where s is known at the time of specification is concerned with 
the loading of containers onto a cargo ship. Containers exist in a small number of 
standard sizes, and the sizes of the available containers may well be known at 
specification time. Applying the method, which would use no table, might start by 
specifying the problem as follows. Predicate c is defined such that the goal 
c (i,j,r) succeeds when r is the expression which, when evaluated, names the 
maximum value ci of the container of capacity i with a combination of j different 
types of object. The compound term v (t) names the value of an object of type t. 
The compound term s (t) names the size of an object of type t. For convenience, 
the expression max ai, for i = 1 to n, is represented by the list [a,, a*,. . . , a,]. The 
following is a specification of c for the case where s is known. Assume the 
predicate s is defined so that the goal s (t ,a 1 succeeds, instantiating a to the size 
of an object of type t: 
c(I,J,O) :- I =< 0. 




II is I-A, 
c(Il,J,C), 
Kl is K+l, 
max(I,Kl,J,T). 
Do other standard problems share this characteristic? I have not been able to 
find any. Clearly, problems for which the only parameters relate to the scale of the 
problem can be treated by the method. In addition to the ones demonstrated 
above and in [7l, a simple problem of this type is the standard recurrence for 
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calculating the binomial coefficient, and incidentally, applying the method con- 
structs a dataflow graph embedded in Pascal’s triangle. I have also applied the 
method to the calculation of Bessel functions, obtaining an efficient ladder-shaped 
computation graph. The method can also be used to implement Floyd’s algorithm 
and Warshall’s algorithm, although the number of unique subproblems is on the 
order of the square of the number of nodes in the graph. This is consistent with 
the table requirements of the dynamic-programming formulation. Whether the 
method can be applied to more sophisticated problems depends on what needs to 
be evaluated (like sk above) at the time the method is applied. For the triangula- 
tion problem [2], the method needs to know how many vertices the polygon to be 
triangulated has, but it is not necessary to evaluate their lengths. Similarly, for the 
optimal-search-tree problem [5], the method needs to know how many keys there 
are, but it is not necessary to evaluate their probability of occurrence. The problem 
of determining the cost of the cheapest raveling-salesman tour is often formulated 
in such a way [5] as to recur on a list of nodes of the graph, but the method can be 
applied, because the lengths of the edges need not be known, and only the number 
of nodes in the graph needs to be known. 
5. CONCLUSIONS 
The method introduced in a previous paper [7] has been demonstrated on a 
selection of dynamic-programming problems. This method allows recursively speci- 
fied problems to be executed with efficiency (in terms of dataflow structure and 
number of arithmetic operations) comparable to that of dynamic-programming 
solutions, without the necessity for using a table of intermediate values, and 
without recasting the problem in terms of judicious definition and access of a table. 
The method cannot at its current state of development be applied to problems for 
which the function recurs on quantities that cannot be evaluated at the time the 
method is applied. This is not a serious limitation in practice, as one particular 
formulation of the integer maximal knapsack problem is the only problem discov- 
ered so far to have this property. Presumably any isomorphs of this problem would 
also share this property. 
As before, the computation required is not a program transformation, but a 
kind of partial evaluation involving the compilation of a term deduced from a goal 
clause. Bruynooghe and his colleagues have shown that a more general version of 
the method based on explanation-based program transformation is possible [6,81, 
and it would be interesting to see whether the more general method can also be 
applied to dynamic-programming problems. 
I thank Roger Needham, Maurice Bruynooghe and Danny De Schreye for advice and suggestions. 
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