The design of an optimal Mueller imaging polarimeter is not obvious: it necessitates the use of a well-conditioned polarization state generator as well as a well-conditioned polarization state analyser that permits proper inversion of intensity images to produce the Mueller matrix images. Even though a rigorous calibration procedure is applied, there remain uncertainties on measurements due to the non-ideal optical elements, misalignment, and photon noise in CCD cameras. The relationship between system conditioning and signal-to-noise ratio in an imaging polarimeter has been largely addressed in the recent literature. Herein, a different approach is used to study the error propagation and the impact of noise on the measurements in such a calibrated system quantitatively. The main contributions of this paper are: an extended theory of noise and errors, a development of the effect of noise resulting in a different merit function, a novel polarimeter solution using two retarders, and a practical demonstration of the sensitivity to noise, which are of interest for polarimetric imaging system designers.
Introduction
Polarization-sensitive imaging systems are emerging as a very attractive vision technique which can reveal important information about the physical and geometrical properties of targets. Many imaging polarimeters have been designed in the past for several fields, ranging from metrology to medical and remote sensing applications [1] [2] [3] [4] .
The design of imaging systems, that can measure the polarization state of the outgoing light across a scene, is mainly based on the ability to build effective polarization state analysers (PSAs) that acquire the Stokes vectors corresponding to each pixel in the image. Traditionally, this is done by rotating birefringent optical elements such as quarter-wave plates in front of a fixed polarizer. On the other hand, the use of a polarization modulator that relies on twisted nematic liquid crystals is growing since it obviates the need for mechanical rotations and permits video acquisition rates. Furthermore, if one can control the polarization state of the incoming light through a polarization state generator (PSG), the system allows acquisition of the Mueller matrix of each pixel. Whatever the modulation principle used in the PSA/PSG configurations, the measurement procedure remains the same. Indeed, while the PSG generates four independent polarization states that illuminate the sample, the PSA analyses the resulting Stokes vector by measuring its projections onto at least four independent basis states. The complete set of 16 measurements yields a matrix equation, which relates the Mueller matrix M of the sample to the raw data matrix I for each pixel, which has to be inverted properly. This implies that an efficient calibration procedure of fully polarimetric imaging systems must be employed in order to extract the desired Mueller image effectively. Many interesting results in regard to this problem have been published in the recent literature, either for the dual rotating retarder systems [5] or ones that use liquid crystal retarders [6, 7] . It has been shown that the quality of the measurements is strictly related to the condition number of the PSA/PSG matrices. However, further elaborations on these results are needed for prior estimation of measurement errors at the system's design time.
In this paper, we derive an analytical expression of the upper bound of errors that affect the measurements due to misalignments and image noise inherently related to the vision system.
Theoretical background

Stokes imaging polarimeter
In such a system, only the polarization state of the light coming from the scene is acquired. This can be done by inserting a complete state analyser in front of the camera. At least four independent states of the analyser are needed to acquire all elements of the Stokes vector for each pixel. This can be summarized by the following equation:
where I is the raw measured data, P is the 'polarization measurement matrix' (PMM) that depends on a parameter vector (PV) η, while S in is the Stokes vector to be estimated. Assuming systematic errors that affect the PMM due to misalignments, small deviations of retardance values of the retarders and the CCD noise, the problem is now to estimate an upper bound of the error that propagates to S. Let us assume that the PV deviates from the ideal one by a small amount such that η = η 0 + dη. We can now write down the following equation:
and the expected Stokes vector iŝ
The PV η is chosen such that the matrix P 0 is invertible. Since we deal with limited perturbation amplitudes, we reasonably assume the perturbed PMM still being invertible too in all practical contexts, i.e. the perturbed PMM remains well conditioned [5] , by avoiding pathological regions in the η-parameter space.
On the other hand, the use of CCD detectors leads to noises that contaminate the measured raw data, mainly due to the quantification process and statistical noise that is determined by the number of detected photons. This can be considered by replacing equation (3) bŷ
Mueller imaging polarimeter
It can be shown that at the location of each pixel, the 16 independent intensity measurements, grouped in a 4×4 matrix, are related to the pixel's Mueller matrix by
where A and G, the analyser and modulation matrices assumed known, depend on two PVs, η g and η a , that group together all retardance and orientation values of the optical elements that constitute and characterize the modulator and the analyser. Equation (5) is the starting point of our development and it can be written in the same form as equation (1) . For this purpose, we introduce the stack operator of an n × m matrix X denoted by X = vec(X) which maps X into an nm × 1 vector X. vec(X) is the vector formed by stacking the columns of X into an nm × 1 vector.
With some easy algebra, we can show that
where (G) t is the transpose operator and the symbol ⊗ denotes the Kronecker product. The judicious use of the Kronecker product leads to the same equation used as in [5, 8, 9] .
Usually, the system is chosen to be symmetric: in this case η a = η g = η; otherwise we can always merge the two PVs such that the 16 × 16 matrix P, also called the 'polarization measurement matrix', will depend only on one PV, η. The problem is now to estimate an upper bound of the error that propagates to M.
As above, introducing deviations of the PV and additive noise at the camera level, the following equations hold for the imaging Mueller case:
Error upper bound on the expected polarization quantities
Equations (4) and (7) show that the two imaging modes obey the same equation. Mathematically speaking, they have similar solutions. Since the perturbation matrix δP and the perturbation vector δI are seen as 'small' errors in the linear system defined above, the upper bound of the value of the Mueller element error can be estimated as [10] 
where Π denotes either the Stokes vector or the Mueller vector (i.e., stacked Mueller matrix) andΠ denotes the corresponding expected quantities. We report that, as in [9] , the Frobenius norm is used for the PMM and the Euclidean one for the intensity and polarization vectors. κ(P 0 ) is the condition number of P 0 calculated in the following way:
For the Mueller case, it is more convenient to work with the A and G matrices. So, by using the properties of the Kronecker product, and since P = G t ⊗ A, the following properties hold:
Deriving the differential of the Kronecker product P = G t ⊗ A allows writing δP = δG
Moreover, if one considers a symmetric system, i.e., κ(G) = κ(A) = κ and
= ε, we may write the final expression of the desired upper bound of a symmetric Mueller polarimeter system:
Equation (8) is similar to equation (9) from Savenkov [9] except for the contribution of the additive camera noise δI.
The error term δI incorporates many sources of noise that arise from the use of a CCD photosensitive device as a detector. To be more specific, this includes readout noise, thermal noise, dark current noise and photon noise, among others. These quantities are device dependent and except for the photon noise no attempt is made here to account for their contribution. The contribution of photon noise to the upper bound can be roughly estimated by observing that, for each intensity measurement I i , δ I i /I i is proportional to the inverse of the square root of the number of detected photons (n ph i ):
We note further that the number of detected photons depends mainly on the quantum efficiency (Q E ) of the used photosensitive device (e.g. CCD camera) which in turn depends on the wavelength. This dependence can be expressed formally as n
where
is the number of photons impinging onto the detector and λ is the considered wavelength.
If now we consider the case of N intensity measurements, where each one contains nearly the same amount of statistical noise, we can assume that the same number of photons n ph (λ) contributes to each one. This occurs in Stokes imaging under incoherent illumination configuration and also for highly depolarizing targets in the Mueller imaging case. The contribution of the statistical noise to the upper bound is given by
Equation (14) shows clearly that this contribution to the error upper bound is dependent on the wavelength used through the quantum efficiency of the detector. This aspect must be considered carefully when dealing with wide band imaging. Moreover, at low flux conditions and in order to keep the error upper bound to its lowest value, photosensitive devices that have high quantum efficiency at the operational wavelengths have to be chosen.
Discussion and analysis
Impact of the parameter vector on measurements
Since the PMM is a function of η only, our main objective is to find the optimal parameter vector η that minimizes this error upper bound on the expected polarization parameters.
Equations (8) and (10) show that the error upper bound is governed by three quantities, namely: the relative errors of the generating and analysing matrices, the condition number of these two matrices, and the statistical noise that affects the acquired signal. The three quantities have to be jointly minimized to reduce the uncertainties on the expected polarization parameters. Note that errors due to the generating and analysing matrices do not depend on η, but only on the calibration procedure. Nevertheless, the calibration procedure must be done carefully in order to minimize the impact of such errors.
In the literature [9, 11, 12] , the optimal parameter vector η was sought such as to minimize the condition numbers. However, the image noise is not independent from such a choice. Indeed, the signal-to-noise ratio (SNR) of the image is reliant on the photon flux that impinges on the photoreceptors of the CCD camera. One can easily imagine situations where the polarization state of the light in front of the analyser is nearly orthogonal to the analyser state which reduces the SNR and consequently increases the error upper bound at the same time.
The role of the PSA and the PSG is to create a PMM that produces appropriate polarizing probing at the entry while insuring an efficient intensity modulation at the detector level. In other words, the generator and analyser must produce large amplitude intensity variation over the four probing states. A quantitative measure of this property must be introduced in order to handle it properly.
Modulation efficiency
As mentioned before, the polarization parameters, see equation (8),
It is reasonable to assume that these quantities are affected by uncorrelated errors δ I i ; the polarization parameters are consequently affected by errors δπ i , given by
By inverting equations (1) and (6) one can write
where Π is either the Stokes vector or the Mueller vector. We say that the modulation is efficient, if each I j contains nearly the same amount of statistical noise, i.e. δ I j = δ I . This assumption is true for highly depolarizing targets in Mueller imaging as well as for Stokes imaging under natural illumination. By using equation (15) , the noise that propagates into π i is given by We define the modulation efficiency ξ i that corresponds to π i as the ratio
and the mean efficiency factor of the system by
It becomes clear that for an efficient polarization measurement, one has to choose the PV that maximizes the efficiency factors; this is equivalent to minimizing the norms of the row vectors of the matrix Q. This is closely related to minimizing the norm Q which has similarities with minimizing the condition number of the PMM. This can be stated formally as
where s k are the singular values of Q. Equation (18) has similarities with equation (2) found by Tyo in [13] , although the author does not seem to explain his reasoning clearly there. We believe that our argumentation sheds new light on the idea of noise equalizing.
Impact of image noise
We consider now the impact of the PV choice on the statistical noise of the expected polarization measurements. If one assumes that there are no systematic errors in the positioning system and photonic noise only is present in the measurements, equation (16) gives
The covariance matrix of the error that reaches the expected quantity is now given by
where · stands for ensemble averaging. To reduce the impact of the statistical noise, the PV has to be chosen such as to minimize the norm of the right-hand side of equation (22), i.e., Q δIδI t Q t . If one assumes that the noises are uncorrelated, the matrix δIδI t is diagonal. We note that this minimization is target dependent. If we assume further that an efficient modulation is reached, i.e. the same amount of noise corrupts the N independent measurements equally, we can write the objective function as
where s k are the singular values of the matrix Q. Equations (20) and (23) show the connection between the two merit functions ξ and χ. For the case of Mueller imaging system, we can use the properties of the Kronecker product to make the PSG/PSA matrices appear and obtain
Optimum configurations for imaging polarimeters
Rotated retarder polarimeters
To illustrate the developed approach, we consider the case of a 'four probing state' Stokes polarimeter. The system consists of a rotating retarder followed by a fixed linear polarizer. In the following, we assume that no systematic errors are present in the imaging system and seek the optimal PV that optimizes one of the following objective functions: the condition number of the analyser's matrix, the mean efficiency factor or the χ function. The optimal configuration is obtained by minimizing the modulation efficiencies over the retardance value δ and the four positioning angles {θ i } i=1,4 . The optimal PV is found to be (δ = 132
• , ±74.88 • }). This is consistent with the results found by Sabatke et al [14] and Tyo [7] . A system that satisfies this PV will be called an 'optimal polarimeter'.
Most typical polarimeters are constructed using standard retardation elements: to be specific, quarter-wave plates. Table 1 gives the optimization results for a rotated quarterwave polarimeter corresponding to the three aforementioned merit functions. We observe that the three merit functions lead to similar sets of optimal angles. This is illustrated by figure 1 , which compares the three merit functions while varying the angle (θ 4 ). The three other angles values maintain their optimal values, e.g. {−14.40
• , 14.40
• , −50.92 • }. The behaviour of the mean efficiency factor shows that small variations around the optimal value do not alter the overall system performances significantly. It is interesting now to compare the properties of such a system with those of the optimal one. Table 2 shows the obtained efficiencies of the quarter-wave polarimeter and the efficiencies of the optimal one. The three last columns list the final values of the three merit functions used. We observe that the optimal polarimeter attains good modulation efficiencies (greater than one) indicating that the raw data noises are reduced and propagate equally to the Stokes channels (2, 3 and 4) while the quarter-wave polarimeter amplifies the raw data noises that affect the Stokes elements unequally. Besides, the optimal polarimeter provides the best condition number minimizing the error upper bound of the expected polarization quantities. In addition, we found that for the optimal polarimeter configuration, the three merit functions lead to the same optimal set of probing states. Figures 2 and 3 show the modulation efficiencies corresponding to the quarter-wave polarimeter and to the optimal one, as a function of (θ 4 ). Again, the other remaining angles are maintained at their optimal values. For the quarterwave polarimeter configuration (figure 2), three facts are observed: first, no obvious optimum appears for (θ 4 ), the optimal choice is only a compromise solution; second, the S 3 channel (see ξ 4 in figure 2 ) is the most robust one against noise followed by the intensity channel (S 0 , see ξ 1 in figure 2) ; finally, the S 1 and S 2 channels are the most sensitive to the image noise (see ξ 2 and ξ 3 in figure 2 ). The optimal system behaviour (figure 3) puts forward an optimal choice for (θ 4 ) around 52
• where the ξ 1 , ξ 2 , and ξ 3 have almost the same crossing point. We observe also that the optimal polarimeter In order to improve the modulation efficiencies of the quarter-wave plate polarimeter, we insert an additional rotating retarder (a half-wave plate or a quarter-wave plate) in front of the quarter-wave system. To keep the number of measurements equal to four, we allow two positioning angles of each retarder, i.e. (α 1 , α 2 ) for the first retarder and (β 1 , β 2 ) for the second one. Figure 4 shows a schematic view of the proposed configuration. Table 3 summarizes the optimal results obtained with such a dual standard retarder system when maximizing the modulation efficiencies. We observe that the use of two standard retarders significantly improves the system performance compared to the quarter-wave polarimeter with regard to the modulation efficiencies and the condition number of the analysing matrix. The system that uses two quarter-wave plates reaches the performance of the optimal system while using only standard elements. Moreover, as for the optimal polarimeter, the three merit functions lead to the same optimal set of probing states. The drawback of the use of an extra element is an increasing difficulty in system alignment.
(a) (b) Figure 5 . Reconstructed Stokes images from noisy intensity images: (a) corresponds to the rotated quarter-wave polarimeter and (b) corresponds to the dual rotated quarter-wave polarimeter. As expected, the second system is less sensitive to intensity noise. Moreover, the second and third channels for the first system (a) have a higher sensitivity to statistical noise due to low values of the corresponding efficiencies. Table 3 . Optimal positioning of the 'dual retarder Stokes polarimeter', modulation efficiencies and condition number. The objective function used to carry out these results is the mean efficiency factor of the system. 
Variable retarder polarimeter
We consider here the case of an imaging liquid-crystal-based polarization state analyser. In such a system, the polarimetric modulation is achieved by applying different voltages to two mechanically fixed liquid-crystal variable retarders (VRs). The VRs are followed by a fixed linear polarizer (LP) in front of a camera. The main advantage of this modulation technique comes from the rapid action of the VR devices that allows one to acquire the Stokes image of the scene at a standard video rate. Many such systems that use this modulation technique have been presented in the recent literature; see, for example, [6, 15, 16] . The PMM of this system is given by
where M LP and M VR 's correspond to the Mueller matrices of the individual optical components. Once the orientations of the retarders θ 1 and θ 2 are fixed, four couples of delays (δ i , δ j ) i, j =1,2 provide the probing states needed to allow the reconstruction of the Stokes image.
Optimal values for θ 1 , θ 2 , δ 1 , and δ 2 can be obtained by numerical minimization. Whatever the merit function used to carry out this optimization, the same optimal set is found which is in complete agreement with the values given in [6] .
An interesting result for such an optimal system is given by the modulation efficiencies:
In addition to the high modulation frequency of the liquidcrystal modulator compared to the mechanically rotated waveplates, we emphasize the excellent behaviour of this system configuration with regard to noise contamination.
Simulation results
To illustrate the relationship between the modulation efficiency of a specific polarization channel and the noises that affect the acquired intensity images, we used equation (1) to synthesize intensity images corresponding to a Stokes image. This was done by using the specific matrices of the dual retarder Stokes polarimeter and the rotating quarter-wave one. The Stokes vector at the centre of the image (circular region) was set to
and the Stokes vector of the outer region was set to zero.
Practically, acquired intensity images are not instantaneous snapshots but result from photon accumulation due to exposure time settings. Moreover, each Stokes channel image combines many intensity images that make it reasonable to assume that the noise that reaches the Stokes channels follow a Gaussian distribution. Hence, a zero mean white Gaussian noise with variance of 0.1 was added to each intensity image for this simulation. The Stokes images of the two systems were then constructed from noisy intensity images by use of equation (21). Figure 5 shows the simulation results for the two considered systems. As expected, the Stokes images issued from a dual retarder polarimeter are less sensitive to statistical noise, owing to the higher values of obtained modulation efficiencies. In addition to a better contrast obtained with the dual-retarder analysing system, the noise variance in the S 1 -S 3 channels is the same ( figure 5(b) ). We note further that the S 1 -S 2 channels of figure 5(a) are less usable than those of figure 5(b) .
In order to remove as much as possible of the noise, we make use of the scatter plot method described in [17] . After having computed the mean µ(i, j ) and standard deviation σ (i, j ) (STD) over the whole image applying an m × m pixel sliding window, according to the equations below:
(27) this method exploits the plot of σ versus µ. After tiling the domain (σ , µ) into a fixed number of blocks, we determine those which contain the greatest number of pixels. The blocks, and the corresponding pixels, selected this way can be associated with the homogeneous areas in the image. For these pixels, an estimation of the noise level can be obtained according tô
In the equations above (equations (27) and (28)), g(i, j ) stands for the acquired image and µ(i, j ) for the map of means calculated during the first step of the noise-suppression process. Thus, assuming that the noise is additive, we obtain at the end of the noise-removal process an estimate of the noise-free image corresponding to the acquired image.
As expected, the noise parameter estimation is more accurate if one uses the proposed optimal configuration. Figure 6 (a) shows that the information content of the channels S 1 and S 2 is lost during the inversion procedure due to suboptimal configuration. One can conclude that modulation efficiencies are a valuable indicator of the robustness of a polarization-sensitive system. Moreover, table 4 shows clearly that the noise amplification that reaches any Stokes channels is inversely proportional to the corresponding modulation efficiency value.
Conclusion
In this paper, we have examined several kinds of error and noise that can affect imaging polarimeters. By using only standard algebra and the properties of the Kronecker product we provided exhaustive results that shed new light on polarimetric system calibration and showed that a common analysis approach can be used to optimize either a Stokes or a Mueller polarimeter. In all cases, the use of the modulation efficiency provides the best insight into the noise impact among other criteria and gives a priori quantitative knowledge of the affected polarization channel by the raw image noises. Moreover, we showed that optimal polarimeter performances can be reached by using standard retarders only while keeping the number of measurements fixed. The proposed optimal configuration and the relationship between a polarimetric channel and the associated modulation efficiency is illustrated by the simulation of Stokes images issued from an optimal dual rotated compensator and a classical system that uses only one rotated quarter-wave plate. The use of available noise filtering techniques is shown to be of practical interest with the proposed optimal configuration. These results can be readily extended to any general imaging polarimeter.
