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In this paper, we use the primeval decomposition tree to compute the minimal
separators of some graphs and to describe a linear-time algorithm that lists the minimal
separators of extended P4-laden graphs, extending an algorithm for P4-sparse graphs
given by Nikolopoulos and Palios [S.D. Nikolopoulos, L. Palios, Minimal separators in
P4-sparse graphs, Discrete Math. 306 (3) (2006) 381–392]. We also give bounds on the
number and total size of all minimal separators of extended P4-laden graphs and some of
their subclasses, such as P4-tidy and P4-lite graphs. Moreover, we show that these bounds
are tight for all subclasses considered.
© 2012 Elsevier B.V. All rights reserved.
1. Introduction
A setX of vertices is called an ab-separator of a graphG if there is no path from a to b in a subgraph ofG induced byV (G)\X ,
with {a, b} ⊆ V (G) \ X . Moreover, aminimal separator of G is a subset X ⊂ V (G) such that X is a minimal ab-separator of G
for some {a, b} ⊂ V (G).
Minimal separators have been extensively studied. Kloks and Kratsch [14] showed an O(n5GlG) algorithm that lists all
minimal separators of any graph G, where nG and lG are the number of vertices and the number of minimal separators of the
input graph, respectively. In 2000, Berry et al. [3] presented a faster algorithm for the same purpose, which takes O(n3GlG)
time. However, more efficient algorithms are known for special classes of graphs, such as P4-sparse, chordal, weakly chordal,
and planar 3-connected graphs [19,15,4,16].
The knowledge of all theminimal separators of a graphplays an important role in solving the treewidth andminimum fill-
in problems, which are NP-hard for arbitrary graphs [1,21]. Bouchitté and Todinca [6,7] showed that these problems can be
computed in polynomial time for any class of graphs whoseminimal separators are polynomially bounded on the size of the
graph, according to a previous conjecture [12,13]. Known classes of graphswith a polynomial number ofminimal separators
are weakly chordal graphs [4], chordal graphs [15], and P4-sparse graphs [19], among others. Bodlaender and Rotics used
the modular decomposition technique and showed that if the prime graphs obtained in the modular decomposition have
a polynomial number of minimal separators, then the above problems can be solved in polynomial time. Moreover, they
showed that these problems can be solved in polynomial time also for special classes of graphs with exponential numbers
of minimal separators [5].
The graphs considered in this article have special characterizations in terms of some properties of the unique primeval
decomposition tree, derived from themodular decomposition tree. Primeval andmodular decomposition trees of any graph
can be computed in linear time (with respect to the number of vertices and edges) [2,17,18] and they are powerful tools for
obtaining linear-time algorithms, for hard problems when restricted to some graph classes.
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We used the primeval decomposition to show that, for any graph G whose non-separable p-connected components are
all of special types, the number of minimal separators is O(nG), their total size is O(mG) and they can be found in O(nG+mG)
time. This class is a subclass of weakly chordal graphs, for which the number of minimal separators is O(nG + mG) and
they can be found in O(n2GmG) time [4]. We applied this technique to some known classes, P4-laden [8] and P4-lite [10]
graphs, which are subclasses of the previous ones and superclasses of P4-sparse graphs, extending a previous result of
Nikolopoulos and Palios [19]. Moreover, by allowing C5 as a p-connected component in the previous classes, we obtained
extended P4-laden [8] and P4-tidy [9] graphs and, again, we proved that the number of minimal separators is bounded by
O(nG) and can be found in O(nG +mG) time.
Finally, our results also showed that the obstacle to achieving the linearity in nG (regarding the number of minimal
separators of G) is the presence of some non-separable p-connected components.
The definitions and notions needed by this work are found in Section 2. General results on minimal separators obtained
using the primeval decomposition are given in Section 3, as well as a generic algorithm to list the minimal separators of a
graph. These results are applied to extended P4-laden graphs in Section 4 and we show that the bounds obtained for the
number and size of minimal separators are tight in Section 5.
2. Preliminaries
In the following subsections we give basic graph notions and properties of minimal separators with respect to modular
and primeval decompositions.
2.1. Basic notions
In thiswork, all graphs are finite, simple, and undirected. A graphG has vertex set V (G) and edge set E(G). Let nG = |V (G)|
andmG = |E(G)|. The set of vertices adjacent to v ∈ V (G) is denoted byNG(v). The subgraph induced by X ⊆ V (G) is denoted
by G[X]. We denote by Pn an induced path on n vertices and by Cn an induced cycle on n vertices. The complement of a graph
G is denoted by G. Let λ(G) be the set of all minimal separators of G, lG = |λ(G)|, and sG =X∈λ(G) |X |.
Given two graphs G1 and G2 such that V (G1) ∩ V (G2) = ∅, the disjoint union operation (denoted by G1 ∪ G2) produces
a graph with vertex set V (G1) ∪ V (G2) and edge set E(G1) ∪ E(G2), and the join operation (denoted by G1 + G2) produces a
graph with vertex set V (G1) ∪ V (G2) and edge set E(G1) ∪ E(G2) ∪ {{v1, v2} : v1 ∈ V (G1), v2 ∈ V (G2)}.
A clique is a set of pairwise adjacent vertices and a stable set is a set of pairwise non-adjacent vertices. If the set of all
vertices of a graph is a clique, then the graph is complete.
A graph is a spider if and only if its vertices can be partitioned into the sets (K , S, R), |K | = |S| ≥ 2,G[K ] is a clique, G[S]
is a stable set, every vertex in R is a neighbor of every vertex in K and a non-neighbor of every vertex in S, and there exists
a bijection f between S and K such that either N(v) = {f (v)} for v ∈ S or N(v) = K \ {f (v)} for v ∈ S. The simplest spider
is a P4. In a P4 with vertices u, v, w, x and edges uv, vw,wx, the vertices v andw are calledmidpointswhereas the vertices
u and x are called endpoints.
A pseudo-spider G is a graph obtained from a spider G′ by splitting a single vertex v ∈ K ∪ S into two, adjacent or not,
vertices v′ and v′′. The vertices v′ and v′′ are in the same part (K or S) that contained the split vertex v. Note that {v′, v′′} is
a module of G.
A split graph G is a graph whose vertex set admits a partition into a clique K and a stable set S. The pair (K , S) is a split
partition of G. Note that a split graphmay havemore than one such partition. Also, split graphs are exactly the (2K2, C4, C5)-
free graphs. A graph is pseudo-split if it is (2K2, C4)-free.
2.2. Modular and primeval decomposition
Amodule of G is a subsetM ⊆ V (G) such that all the vertices ofM have the same neighbors outside ofM , that is, for each
vertex v ∈ (V (G) \ M), v is either adjacent to all vertices in M , or to none of them. The whole V (G) and every singleton
vertex are trivial modules. Whenever G has only trivial modules it is called a prime graph. A module M is strong if there is
no other module N of G such thatM ⊈ N,M ⊉ N , andM ∩ N ≠ ∅. The unique partition of the vertex set of G into maximal
strong proper modules is used recursively to define its uniquemodular decomposition tree T (G). The moduleM is parallel if
G[M] is disconnected, M is serial if G[M] is disconnected, and M is neighborhood if both G[M] and G[M] are connected. The
leaves of T (G) are the vertices of G and the internal nodes of T (G) are modules labeled with P, S or N (for parallel, serial, or
neighborhood module, respectively). The modular decomposition tree of any graph can be computed in linear time [17,20].
The representative graph, Q , of G is the induced subgraph of G obtained by taking a representative vertex from each
maximal proper strong module of G. It is easy to see that if the root of the modular decomposition tree of G is a node labeled
by S, then Q is a complete graph; if the root node is labeled by P , then Q is an edgeless graph; and if the root node is labeled
by N , then Q is prime.
Jamison and Olariu [11] introduced the notion of P4-connected and separable P4-connected graphs. Following their
terminology, a graph G is p-connected if, for each partition V1, V2 of V into two sets, there exists a chordless path of four
vertices P4 which contains vertices from V1 and V2. Such P4 is crossing between V1 and V2. A p-connected graph is called
separable if its vertex set can be partitioned into two sets V1 and V2 in such a way that each crossing P4 has its midpoints
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in V1 and its endpoints in V2. The p-connected components of a graph G are the maximal induced p-connected subgraphs.
Vertices of G that do not belong to any p-connected component of G are termed weak vertices.
The following theorem gives the general structure for arbitrary graphs.
Theorem 2.1 ([11]). For an arbitrary graph G exactly one of the following conditions is satisfied:
1. G is disconnected;
2. G is disconnected;
3. there is a unique proper separable p-connected component H of G with a partition (H1,H2) such that every vertex outside H
is adjacent to all vertices in H1 and to no vertex in H2;
4. G is p-connected.
This theorem implies a decomposition scheme for arbitrary graphs called primeval decomposition, that refines the
modular decomposition in the following way. IfM is a neighborhood module of G, then G[M] is either a p-connected graph
or it can be decomposed according to condition 3 of Theorem 2.1. In this last case,M is called a decomposable neighborhood
module and G[M] is a decomposable neighborhood graph. The primeval decomposition tree T (G) of the graph G is
a unique labeled tree associated with the primeval decomposition of G in which the leaves of T (G) are either the
p-connected components or the weak vertices of G and an internal node is a parallel module (P node), or a serial module (S
node), or a decomposable neighborhood module (DN node).
For separable p-connected and decomposable neighborhood graphs, the following theorems hold.
Lemma 2.2 ([11]). If a p-connected graph is separable, then its partition is unique.
Lemma 2.3 ([11]). A p-connected graph is separable if and only if its representative graph is a split graph.
The third condition of Theorem 2.1 and Lemma 2.3 imply the following.
Lemma 2.4. The representative graph G′ of a decomposable neighborhood graph G is a split graph.
To guarantee the unicity of the partition (K , S) of the split graph G′ in the following, we shall assume K of maximal
cardinality.
3. General results on minimal separators
The next theorem shows that all the minimal separators of a graph H can be computed from the minimal separators of
its representative graph and the graphs H[Mi]whereMi, 1 ≤ i ≤ p, are the strong maximal proper modules of H .
Theorem 3.1. Let H be a graph, {M1,M2, . . . ,Mp} be a partition of V (H) into proper maximal strong modules and G the
representative graph of H. Let vi, 1 ≤ i ≤ p, be the representative vertices of the modules Mi of H. Then, T is a minimal
separator of H if and only if:
• T = T ′ ∪Mi1 ∪Mi2 ∪ · · · ∪Mik if NG(vx) = {vi1 , vi2 , . . . , vik} and T ′ is a minimal separator of H[Mx], or• T = {Mi1 ,Mi2 , . . . ,Mik} and T ′ = {vi1 , vi2 , . . . , vik} is a minimal separator of G.
Proof. In order to determine the minimal separators of H we need to examine pairs {a, b} of non-adjacent vertices of H . If
a and b belong to the same moduleMx, it is not difficult to see that T ′ ∪Mi1 ∪Mi2 ∪ · · · ∪Mik is a minimal separator of H if
and only if NG(vx) = {vi1 , vi2 , . . . , vik} and T ′ is a minimal separator of H[Mx]. In fact, sinceMx is a module of H , the vertices
of any Mip are adjacent to all vertices of Mx if vx is adjacent to vip in G. Therefore, T is an {a, b}-separator of H if and only if
T ′ is an ab-separator of H[Mx]. Furthermore, the minimality of T follows from the minimality of T ′.
If a and b belong to different modulesMi andMj we consider the representative graph G of H . For each path P from a to b
in G there exist in H a set of paths obtained from P by replacing every vertex vx of P with any other vertex y ofMx. Therefore,
the removal of T = {Mi1 ,Mi2 , . . . ,Mik} disconnects a from b in H if, and only if, the removal of T ′ = {vi1 , vi2 , . . . , vik}
disconnects a from b in G. Furthermore, the minimality of T follows from the minimality of T ′. Finally, we observe that if T
is a minimal ab-separator of H , then T is also a minimal separator with respect to any other pairs of non-adjacent vertices
belonging toMi andMj, respectively. 
IfH is either a disjoint union or a join of graphs, the representative graph is an edgeless graph and {∅} is the only separator
or a complete graph that has no separators, respectively. Hence, from the above theorem, we can derive the following result
given by Nikolopoulos and Palios.
Corollary 3.2. If H = H1 + H2 + · · · + Hp, p ≥ 2, then T ∈ λ(H) if, and only if, T = Ti ∪ (V (G) \ V (Hi)) and Ti ∈ λ(Hi). If
H = H1 ∪ H2 ∪ · · · ∪ Hp, p ≥ 2, then λ(H) = {∅} ∪pi=1 λ(Hi).
If H is not the join or disjoint union of graphs, then the representative graph is either a prime split graph or it is a non-
separable p-connected graph.
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Lemma 3.3. Let G be a split graph and (K , S) be a split partition of G with maximal K . Then, P ∈ λ(G) if and only if P = NG(v),
for some v ∈ S.
Corollary 3.4. Let H be a decomposable neighborhood graph with partition (V1, V2, V (H) \ (V1 ∪ V2)) or a separable
p-connected graph with partition (V1, V2). Let H1 = H[V1] and H2 = H[V2]. Then T is a minimal separator of H if and only if
• T = T ′ ∪ (NH(v) \M), if T ′ is a minimal separator of H[M], for a strong proper module M of H whose representative vertex
is v, or
• T = NH(v) ∩ H1, v is the representative vertex of a strong proper module of H2.
Proof. Let G be the representative graph of H . By Lemmas 2.2–2.4, G is a prime split graph with a unique partition (K , S).
The minimal separators of G are the sets NG(v) for any v ∈ S, by Lemma 3.3. The moduleM of H represented by v ∈ S must
be contained in H2 and the neighbors of v not contained inM are in H1. Then, this corollary follows by Theorem 3.1. 
In the following we shall show that the presence of some non-separable p-connected components prevents a graph from
having a linear number of minimal separators with respect to its number of vertices (O(n)).
A graph G belongs to the class Z(α) if and only if the following conditions hold for G:
sG ≤ 2αmG lG ≤

αnG − 13 if G is disconnected;
αnG − 23 if G is connected.
We will also use another similar class for some graphs. We say that G belongs to the classW if and only if G satisfies the
following conditions:
sG ≤ 2mG lG ≤ nG − 1.
We analyze graphs that are disjoint unions and joins of other graphs. We call them union and join graphs, respectively.
Lemma 3.5. Let G =pi=1 Gi, p ≥ 2, be a union of connected graphs Gi. Then, G belongs to Z(α) if each Gi belongs to Z(α).
Proof. Let G =pi=1 Gi, p ≥ 2, be a union of connected graphs Gi. By Corollary 3.2,
lG = 1+
p
i=1
lGi ≤ 1+
p
i=1

αnGi −
2
3

= αnG + 3− 2p3 ≤ αnG −
1
3
sG =
p
i=1
sGi ≤
p
i=1
2αmGi = 2αmG. 
Lemma 3.6. Let G = G1 + G2 + · · · + Gp, p ≥ 2, be a join graph. Then, G belongs to Z(α) if each Gi belongs to Z(α).
Proof. Let G = G1 + G2 + · · · + Gp, p ≥ 2, be a join graph. By Corollary 3.2,
lG =
p
i=1
lGi ≤
p
i=1

αnGi −
1
3

= αnG − p3 ≤ αnG −
2
3
sG =
p
i=1
[(nG − nGi)lGi + sGi ] ≤
p
i=1

(nG − nGi)

αnGi −
1
3

+ 2αmGi

.
SincemG =
p
i=1
nGi
2
(nG − nGi)+mGi

, to have sG ≤ 2αmG we need
p
i=1

(nG − nGi)

αnGi −
1
3

+ 2αmGi

≤ 2α
p
i=1
nGi
2
(nG − nGi)+mGi

which is satisfied since αnGi −
1
3
≤ αnGi , ∀i, 1 ≤ i ≤ p. 
A simple recomputation of the above proofs shows the conditions for join and union graphs to be inW .
Corollary 3.7. Let G = pi=1 Gi, p ≥ 2, be a union of connected graphs Gi or G = G1 + G2 + · · · + Gp, p ≥ 2, be a join graph.
Then, G belongs to W if each Gi belongs to W.
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For split graphs, as a direct consequence of Lemma 3.3, we have:
Corollary 3.8. A split graph G belongs to Z(1) and to W.
Finally, we consider decomposable neighborhood and separable p-connected graphs.
Lemma 3.9. Let H be a decomposable neighborhood graph or a separable p-connected graph and {M1,M2, . . . ,Mp} be the
partition of V (H) into maximal proper strong modules. If, for 1 ≤ 1 ≤ p,H[Mi] belongs to W, then H also belongs to W.
Proof. Let G be the representative graph of H . By Lemmas 2.3 and 2.4, G is a split graph, so it belongs toW . By Theorem 3.1,
we bound lH .
lH = lG +
p
i=1
lH[Mi] ≤ nG − 1+
p
i=1
(|Mi| − 1) = nG − 1+ nH − p = nH − 1.
Note that p = nG since {M1,M2, . . . ,Mp} is a partition of V (H).
In order to get a bound for sH we define Gk as the graph obtained from H by removing all the vertices in
Mk+1,Mk+2, . . . ,Mp except the vertices vk+1, vk+2, . . . , vp, which are the representative vertices of the corresponding
modules. In this way, G0 = G and, at each increment in k, one module of H is expanded until Gp = H .
Since G is a split graph, there is a partition (K , S) of V (G). Let livk be the number of minimal separators containing vk in
Gi. It is clear that l0vk = |NG0(vk) ∩ S| and, for each vk ∉ Mi, livk = li−1vk + lH[Mi] if vk is adjacent to vi or livk = li−1vk otherwise.
Since H[Mk] belongs toW , then lH[Mk] ≤ |Mk| − 1. For each Gi, let Ii = {j : vj is adjacent to vi and j < i},
livk = |NG0(vk) ∩ S| +

j∈Ii
lH[Mj] ≤ |NG0(vk)| +

j∈Ii
(|Mj| − 1) ≤ |NGi(vk)|.
We are going to prove that sGk ≤ 2mGk . This is true for G0 because it is a split graph. To show it for the others, we use
induction and, in each step,we compute the increase in the size of theminimal separators caused by newminimal separators
in H[Mi+1] and the additional vertices in the separators containing vi+1 in Gi. Suppose it is true for Gi, then we have
mGi+1 = mGi +mH[Mi+1] + (|Mi+1| − 1)|NGi(vi+1)|
sGi+1 = sGi + sH[Mi+1] + lH[Mi+1]|NGi(vi+1)| + (|Mi+1| − 1)livi+1≤ 2mGi + 2mH[Mi+1] + 2(|Mi+1| − 1)|NGi(vi+1)| ≤ 2mGi+1 . 
Theorem 3.10. If H is a graph whose non-separable p-connected components belong to W, then H belongs to W.
Proof. Every leaf of the primeval decomposition tree of H is either a p-connected graph or a weak vertex.
Single-vertex graphs obviously are in W . The internal nodes are either parallel, serial or decomposable neighborhood
nodes. Since, by hypothesis, each non-separable p-connected component of H belongs to W , the theorem follows by
Corollary 3.7 and by Lemma 3.9. 
3.1. The algorithm
Now, we describe an algorithm that is able to list all the minimal separators of a graph G given the minimal separators
of its non-separable p-connected components. This can be accomplished by a specialized algorithm if the input graph G is
restricted to some graph class and, thus, its non-separable p-connected components belong to some families of graphs.
The algorithm is a straightforward application of Theorem 3.1 and Corollaries 3.2 and 3.4. First, it computes the primeval
decomposition tree T (G) ofG, which contains all its strongmodules and p-connected components. Then, it performs a depth-
first search on T (G) to compute λ(G[X]) for each S, P, DN, or p-connected node X of T (G). At each node, it identifies if G[X] is
isomorphic to a graph considered in Corollaries 3.2 and 3.4 and applies the appropriate rules to find its minimal separators.
To achieve better computational complexity, the minimal separators computed in each node are stored along with it, for
fast retrieval.
The primeval decomposition tree can be computed in linear time [2], aswell as the labeling of each node. So, the algorithm
will beO(nG+mG) if sG and lG are linearly bounded on the size of the graphG and theminimal separators of its non-separable
p-connected components can be computed in linear time, thus attending Theorem 3.10.
This algorithm can easily be used for extended P4-laden graphs, since its p-connected components are split graphs,
pseudo-spiders, or isomorphic to a small set of graphs. In the next section, we consider these graphs and give bounds on the
number and total size of all minimal separators in extended P4-laden graphs.
4. The minimal separators of extended P4-laden graphs
We shall use the results of the previous section to compute theminimal separators of some known classes of graphs with
few P4’s.
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A graph is P4-laden (extended P4-laden) [8] if every induced subgraph with at most six vertices has no more than two
distinct induced P4 or it is a split (pseudo-split) graph. A graph G is P4-tidy [9] if every set of vertices P that induces a P4
has at most one partner, which is a vertex v such that G[P ∪ {v}] has at least one induced P4, other than G[P]. A graph is
P4-lite [10] if every induced subgraph with at most six vertices has at most two induced P4 or it is a spider graph such that
|K | = |S| = 3 and |R| = 0 (which are the Hajós graph and its complement, the 3-sun).
The neighborhood decomposable graphs (DN nodes) and p-connected components (leaves) present in the primeval
decomposition of any graphs in the former classes all have a similar characterization (derived from [8,9]). In the following,
we give such characterizations, beginning with the most generic. If a graph G is extended P4-laden, then each leaf of its
primeval decomposition tree is:
• a C5, P5, or P5 (non-separable p-connected components); or• a split graph (spiders included) with partition (K , S) or a pseudo-spider with partition (K , S,∅) (separable p-connected
components); or
• a single vertex.
If the graph G is a P4-tidy graph, then the second condition is changed to allow only pseudo-spiders and spiders, thus
forbidding arbitrary split graphs. Moreover, each DN node is either a spider or a pseudo-spider, in this case. A graph is
P4-laden (resp. P4-lite) if it is an extended P4-laden (resp. P4-tidy) graph with no induced C5. This restriction can be handled
by disallowing the C5 in the first of the above conditions.
Next, the minimal separators of some p-connected components of an extended P4-laden graph are bounded.
Lemma 4.1. Let G be a split graph with vertex partition (K , S) such that |K | ≥ 2 and |S| ≥ 2, or a spider or a pseudo-spider
with vertex partition (K , S, R) and R = ∅. Then, G belongs to Z(1), Z( 23 ), or Z( 1115 ), respectively.
Proof. If G is a split graph, by Corollary 3.8, G belongs to Z(1). Then, lG ≤ αnG if α ≥ 1. If G is a spider, then lG = |S| =
|K |, nG = 2|K |, and lG ≤ αnG − 23 if α ≥ 23 . If G is a pseudo-spider, by Theorem 3.1, we have lG ≤ |K | + 1, nG = 2|K | + 1,
and α ≥ 1115 implies lG ≤ αnG − 23 .
However, it is easy to check that the bound sG ≤ 2αmG with the above values of α is not tight for any of the graphs
under consideration. In fact, if G is a split graph, by Lemma 3.3, we have sG ≤ v∈S |NG(v)| and mG = (|K |(|K | −
1)/2) + v∈S |NG(v)|, that satisfy sG ≤ 2αmG for α ≥ 12 . If G is a pseudo-spider, the maximum ratio sG/2mG is
obtained when K contains 2 non-adjacent vertices (thus, |K | ≥ 3). By Theorem 3.1, sG ≤ v∈S |NG(v)| + |K | − 1 and
mG = (|K |(|K | + 1)/2− 1)+v∈S |NG(v)|, that satisfy sG ≤ 2αmG with α ≥ 12 . 
In the following, the remaining cases are analyzed: decomposable neighborhood graphs of extended P4-laden graphs.
Lemma 4.2. Suppose G is a spider or pseudo-spider with vertex partition (K , S, R), R ≠ ∅, or G is a decomposable neighborhood
graph such that the unique proper separable p-connected component of G is a split graphwith partition (K , S). If G[V (G)\(K∪S)]
belongs to Z(α1), then G belongs to Z(α) for α = max{α1, 23 }, α = max{α1, 1115 }, and α = max{α1, 1}, respectively.
Proof. LetH = G[K ∪S] and R = V (G)\(K ∪S). By hypothesis, G[R] belongs to Z(α1) and, by Lemma 4.1,H belongs to Z(α2)
for α2 = 23 if G is a spider, for α2 = 1115 if G is a pseudo-spider, or for α2 = 1 if H is a split graph. Now let α = max{α1, α2}.
Note that a moduleM of G is a subset of either K , S, or R. Then, lG = lH + lG[R], by Corollary 3.4.
lG = lH + lG[R] ≤ α2nH − 23 + α1nG[R] −
1
3
≤ αnG − 23 .
Let G′ be the representative graph of G. Note that G′ is a split graph with partition (K ′, S ′) and there is a vertex vR (let
vR ∈ K ′) that represents the strong module R of G. All minimal separators of G′ are subsets of K ′ and none of them contain
vR. If G is a spider or other decomposable neighborhood graph such that H is a split graph, a moduleM ⊂ K is a clique. Then,
by Corollary 3.4, the minimal separators of G are minimal separators of H or are of the form K ∪ T ′ where T ′ is a minimal
separator of G[R]. Thus, sG = sH + sG[R] + lG[R]|K | and
sG ≤ 2α2mH + 2α1mG[R] + α1nG[R]|K | − |K |3
≤ 2α

mH +mG[R] + nG[R]2 |K |

≤ 2αmG.
If G is a pseudo-spider and it has two non-adjacent vertices v′ and v′′ in K , then it has one additional minimal separator,
NG(v′). So, we have sG ≤ sH + nG[R] + sG[R] + lG[R]|K | and
sG ≤ 2α2mH + nG[R] + 2α1mG[R] + α1nG[R]|K | − |K |3
≤ 2α(mH +mG[R] + nG[R]|K |) ≤ 2αmG. 
To characterize minimal separators of P4-tidy graphs, we also need to analyze some base graphs, namely, P5, P5, C5, and
K1, that can be easily identified by inspection.
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Remark 4.3. If G is isomorphic to P5, P5, C5, or K1, then G belongs to Z( 1115 ), Z(
11
15 ), Z(
17
15 ), or Z(
2
3 ), respectively.
Now, we are able to state the main result of this section—the bounds of lG and sG for extended P4-laden graphs and
subclasses.
Theorem 4.4. P4-lite graphs, P4-laden graphs, P4-tidy graphs, and extended P4-laden graphs belong to Z( 1115 ), Z(1), Z(
17
15 ), and
Z( 1715 ), respectively.
Proof. The desired minimum values of α for all these classes came from Lemmas 3.5, 3.6, 4.1 and 4.2, Corollary 3.8,
Remark 4.3, and the previous observations for these classes given in this section. 
5. The bounds are tight
Finally, we are going to show that the bounds defined in Theorem 4.4 are tight for each class. The meaning of tight that
we use here is that there are no smaller ratios lG/nG and sG/mG that are valid for every possible graph G in each considered
class than those given in the Theorem 4.4.
First, we define the following infinite sequence of graphs given a base graph G0: Gi = Gi−1∪Gi−1 for i = 1 (mod 2), i ≥ 1,
and Gi = Gi−1 + Gi−1 for i = 0 (mod 2), i ≥ 2. Let li = lGi , si = sGi , ni = nGi , andmi = mGi .
Lemma 5.1. Given a connected base graph G0 to produce the infinite sequence of graphs defined above, the ratios li/ni and si/mi
are as close to (l0+2/3)/n0 and 2(l0+2/3)/n0, respectively, as we want, using increasing values of i. Moreover, if l0 = αn0− 23 ,
then li = αni − 2/3 for every connected graph in the sequence and li = αni − 1/3 for every disconnected graph in the sequence.
Proof. As shown in Corollary 3.2, we may infer
li = 2li−1, for i = 0 (mod 2) and li = 2li−1 + 1, for i = 1 (mod 2),
which leads to, for i = 0 (mod 2) and large enough,
li = 2li−1 = 4li−2 + 2 = 4(4li−4 + 2)+ 2 = · · ·
= 2il0 + 2
i/2−1
j=0
4j = 2i

l0 + 23

− 2
3
.
Now, since ni = n0 · 2i, we state, for i = 0 (mod 2), i ≥ 2,
lim
i→∞
li
ni
= lim
i→∞

l0 + 23
n0
−
2
3
2in0

= l0 +
2
3
n0
.
If l0 = αn0 − 23 , we have li = αni − 23 . When i = 1 (mod 2),
li = 2li−1 + 1 = 2

2i−1

l0 + 23

− 2
3

+ 1 = 2i

l0 + 23

− 1
3
= αni − 13 .
We now analyze the relation between si andmi. By Corollary 3.2:
si = 2si−1, for i = 1 (mod 2) and si = 2si−1 + 2li−1ni−1, for i = 0 (mod 2).
For i = 0 (mod 2), i ≥ 2, si may be written as
si = 2si−1 + 2li−1ni−1 = 4si−2 + 2 li2
ni
2
= 4si−2 + lini2 .
Then, follows, for i = 0 (mod 2) and large enough,
si = 4

4si−4 + li−2ni−22

+ lini
2
= 42si−4 + 4 li−2ni−22 +
lini
2
.
Generalizing , si = 2is0 +
i/2
j=1
4i/2−jl2jn2j
2
= 2is0 + 2
i
2
i/2
j=1
l2jn2j
4j
but ,
l2jn2j
4j
=

4j

l0 + 23
− 23  4jn0
4j
= 4jn0

l0 + 23

− 2n0
3
and
i/2
j=1
l2jn2j
4j
=
i/2
j=1
4jn0

l0 + 23

−
i/2
j=1
2n0
3
= 4n0

l0 + 23

2i − 1
3
− in0
3
,
which implies si = 2i

s0 + 2n0

l0 + 23

2i − 1
3
− in0
6

.
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From Corollary 3.2 we also have
mi = 2mi−1, for i = 1 (mod 2) and mi = 2mi−1 + n2i−1, for i = 0 (mod 2).
Then, for i = 0 (mod 2), i ≥ 2, we have
mi = 2mi−1 + n2i−1 = 4mi−2 + n2i−1 = 4(mi−2 + n2i−2)
= 4(4(mi−4 + n2i−4)+ n2i−2) = 42mi−4 + 42n2i−4 + 4n2i−2
= 2im0 +
i/2−1
j=0
4i/2−jn22j = 2im0 +
i/2−1
j=0
4i/2−j(22jn0)2
= 2im0 + n20
i/2−1
j=0
4j+i/2 = 2im0 + 2in20
2i − 1
3
.
Finally, we can establish the ratio si/mi:
si
mi
=
2i

s0 + 2n0

l0 + 23
 2i−1
3 − in06

2im0 + 2in20 2i−13
= s0 + 2n0

l0 + 23
 2i−1
3 − in06
m0 + n20 2i−13
= 6s0 + 4n0

l0 + 23

(2i − 1)− in0
6m0 + 2n20(2i − 1)
.
Thus, we get
lim
i→∞
si
mi
= 2

l0 + 23

n0
. 
Theorem4.4 gives bounds on the total number and size ofminimal separators of any P4-lite, P4-tidy, P4-laden, or extended
P4-laden graph. Now we show that the bounds are tight.
Theorem 5.2. The bounds set in Theorem 4.4 are asymptotically tight for each considered class of graphs. In particular, the bounds
on lG are tight for every class, except for P4-laden graphs.
Proof. Consider the above defined infinite sequence of graphs. If we make G0 = P5, every Gi would be a P4-lite graph, and
if we make G0 = C5, every Gi would be a P4-tidy graph.
Note that lP5 = 11/15nP5 − 2/3 and lC5 = 17/15nC5 − 2/3. So, by Lemma 5.1, if we use G0 = P5, there are infinite
connected P4-lite graphs such that li = 11ni/15−2/3 and infinite disconnected P4-lite graphs such that li = 11ni/15−1/3.
Moreover, there are P4-lite graph such that si/mi is as close to 22/15 as we want. Also, using G0 = C5, we can produce
connected and disconnected P4-tidy graphs for which li = 17ni/15− 2/3 and li = 17ni/15− 1/3, respectively.
The only point left is to show a family of P4-laden graphs for which lG/nG approaches 1 as well as sG/mG approaching 2.
To do that, we define the following sequence of split graphs.
Let Hj be a split graph defined as having the clique K = {k1, k2, . . . , kj}. Let C = {Y ⊂ K : Y ≠ ∅} and for each X ∈ C
create a vertex vX in S such that NHj(vX ) = X . By construction and by Lemma 3.3, λ(Hj) = C.
We note that lHj = 2j− 2 and sHj = j2j−1− j, whereas nHj = 2j+ j− 2 andmHj = j2j−1− j+ j(j− 1)/2. This lets us show
lim
j→∞
lHj
nHj
= lim
j→∞
2j − 2
2j + j− 2 = 1 and limj→∞
sHj
mHj
= lim
j→∞
j2j−1 − j
j2j−1 + j(j−3)2
= 1.
Now, if we use as G0 a split graph Hj in this sequence, we produce graphs Gi such that li/ni tends to (lHj + 2/3)/nHj and
si/mi tends to 2(lHj + 2/3)/nHj . Now, using increasing values of j for Hj,
lim
j→∞
lHj + 23
nHj
= 1+
2
3
2j + j− 2 = 1 and limj→∞ 2
lHj + 23
nHj
= 2+
4
3
2j + j− 2 = 2. 
Acknowledgments
We are grateful to the anonymous referees for many remarks and suggestions that strongly improved the presentation
of this work. The first author was partially supported by FAPESP (grant 2007/58519-0). The second author was partially
supported by CNPq (grants 306461/2009-9 and 473867/2010-9).
V. Pedrotti, C.P. de Mello / Discrete Applied Mathematics 160 (2012) 2769–2777 2777
References
[1] S. Arnborg, D.G. Corneil, A. Proskurowski, Complexity of finding embeddings in a k-tree, SIAM J. Algebr. Discrete Methods 8 (2) (1987) 277–284.
[2] S. Baumann, A linear algorithm for the homogeneous decomposition of graphs, Tech. Rep. M-9615, Zentrum Mathematik, Technische Universität
München, 1996.
[3] A. Berry, J.-P. Bordat, O. Cogis, Generating all the minimal separators of a graph, Internat. J. Found. Comput. Sci. 11 (3) (2000) 397–403.
[4] A. Berry, J.-P. Bordat, P. Heggernes, Recognizing weakly triangulated graphs by edge separability, Nordic J. Comput. 7 (2000) 164–177.
[5] H.L. Bodlaender, U. Rotics, Computing the treewidth and the minimum fill-in with the modular decomposition, Algorithmica 36 (2008) 375–408.
[6] V. Bouchitté, I. Todinca, Treewidth and minimum fill-in: grouping the minimal separators, SIAM J. Comput. 31 (2002) 212–232.
[7] V. Bouchitté, I. Todinca, Listing all potential maximal cliques of a graph, Theoret. Comput. Sci. 276 (1–2) (2002) 17–32.
[8] V. Giakoumakis, P4-laden graphs: a new class of brittle graphs, Inform. Process. Lett. 80 (1996) 29–36.
[9] V. Giakoumakis, F. Roussel, H. Thuillier, On P4-tidy graphs, Discrete Math. Theor. Comput. Sci. 1 (1) (1997) 17–41.
[10] B. Jamison, S. Olariu, A new class of brittle graphs, Stud. Appl. Math. 81 (1989) 89–92.
[11] B. Jamison, S. Olariu, P-components and the homogeneous decomposition of graphs, SIAM J. Discrete Math. 8 (1995) 448–463.
[12] T. Kloks, H. Bodlaender, H. Müller, D. Kratsch, Computing Treewidth andMinimum Fill-in: All You Need are the Minimal Separators, in: Lecture Notes
in Computer Science, vol. 726, 1993, pp. 260–271.
[13] T. Kloks, H. Bodlaender, H. Müller, D. Kratsch, Erratum to the ESA’93 Proceedings, in: Lecture Notes in Computer Science, vol. 855, 1994, p. 508.
[14] T. Kloks, D. Kratsch, Listing all minimal separators of a graph, SIAM J. Comput. 27 (3) (1998) 605–613.
[15] P.S. Kumar, C.E.V. Madhavan, Minimal vertex separators of chordal graphs, Discrete Appl. Math. 89 (1998) 155–168.
[16] F. Mazoit, Listing all the minimal separators of a 3-connected planar graph, Discrete Math. 306 (2006) 372–380.
[17] R.M. McConnell, J.P. Spinrad, Linear-time modular decomposition and efficient transitive orientation of comparability graphs, in: SODA ’94:
Proceedings of the Fifth Annual ACM–SIAM Symp. on Discrete Algorithms, Philadelphia, PA, USA, 1994, pp. 536–545.
[18] R.M. McConnell, J.P. Spinrad, Modular decomposition and transitive orientation, Discrete Math. 201 (1–3) (1999) 189–241.
[19] S.D. Nikolopoulos, L. Palios, Minimal separators in P4-sparse graphs, Discrete Math. 306 (3) (2006) 381–392.
[20] M. Tedder, D. Corneil, M. Habib, C. Paul, Simpler linear-time modular decomposition via recursive factorizing permutations, Lect. Notes Comput. Sci.
5125 (2008) 634–645.
[21] M. Yannakakis, Complexity the minimum fill-in is NP-complete, SIAM J. Algebraic and Discrete Methods 2 (1) (1981) 77–79.
