In this article, we have proposed some modifications in the maximum likelihood estimation for estimating the parameters of the Pareto distribution and evaluated performance of these modified estimators in comparison to the existing maximum 
Introduction
Pareto distribution is one of the most important life time distributions. It was developed by Pareto [1] on the basis of the law of income distribution. The two-parameter Pareto distribution is commonly used to model uneven distribution of wealth among individual units in society [2] . It has vide application in economic studies as it plays a vital role in the investigation of several economic phenomena [3] . However, it is not limited to application in economics, it has also been applied in many other disciplines [4] [5] . In recent times, it has been used to study the ozone levels in most upper atmosphere, tensile strength of nylon carpet fibers, occurrence of natural resources, insurance risks and the commercial features, etc. Burroughs and Tebbens [6] have discussed some applications of the Pareto distribution in modeling data related to earthquakes, forestry fire areas and oil & gas in different field sizes. Different variants of Pareto distribution like generalized and transmuted forms have also been discussed in literature with practical applicability [7] [8] .
The parameter estimation of Pareto distribution has been carried out with different estimation methods available in literature. Quandt [9] derived the algebraic expressions for different methods of estimation like method of moments, method of maximum likelihood, quantiles method and least squares method. Afify [10] have derived the recurrence relations and estimated the parameters by moments of order statistics for Pareto distribution. Lu & Tao [11] considered weighted least squares method for estimating the parameters of Pareto distribution. Their results showed that both maximum likelihood and weighted least square estimators performed almost identically.
Maximum likelihood estimation is considered as most important analytical
technique for estimating the parameters of any probability distribution. Pobočíková & Sedliačková [12] have compared four methods for parameters estimation of Weibull distribution namely least squares, weighted least squares, maximum likelihood and method of moments. The numerical results indicated that the method of moments and maximum likelihood provide equivalent results but they recommended maximum likelihood because of its optimal properties. Similar results have been documented in favour of maximum likelihood estimation for Exponential-Pareto distribution [13] and Generalized Pareto-distribution [14] .
In literature concerning estimation of parameters, different modifications have been proposed in the standard estimation techniques. Cohen & Whitten [15] derived the modified moment estimators and modified maximum likelihood estimators for threeparameter Weibull distribution. Most of their modifications were based on first-order statistic. Numerical evaluation have shown that the modified estimators provide higher accuracy as compared to traditional methods. Iwase & Kanefuji [16] studied the modified maximum likelihood estimators and modified moment estimators for the Log-normal distribution with shifted unknown origin. Lalitha & Mishra [17] suggested the modified maximum-likelihood estimation for scale-parameter of the Rayleigh distribution. Modifications in maximum likelihood estimation and method moments have also been found better than traditional estimators for two-parameter Exponential distribution [18] . Similarly for Power function distribution, Zaka & Akhter [19] have suggested some modifications in the method of maximum likelihood, method of moments and method of percentile estimation. 
Properties of Pareto Distribution
The Pareto distribution can be expressed with shape (  ) and scale (  ) parameters. The values of these parameters must be positive. Let 1 2 3 , , , n t t t t be a random sample from two-parameter Pareto distribution, then probability density function (pdf) is given as, The cumulative distribution function (CDF) of Pareto distribution is
Entropy of Pareto distribution 
Shape of Pareto distribution with different combinations of scale and shape parameters is depicted in Figure 1 .
Methodology
In the current article, we have derived some modifications in the maximum likelihood estimation approach and compared them with the traditional one. The proposed modifications are based on median, coefficient of variation and expectation of empirical CDF of first-order statistics of Pareto distribution.
Maximum Likelihood (ML) Estimation
The method of ML estimation was introduced by Fisher [20] . This method is widely used for parameter estimation. The ML estimators are generally unbiased and possess optimal properties.
Maximum Likelihood Estimation of Pareto Distribution
Let 1 2 n t , t , , t be a random sample from Pareto distribution. The Probability density function of the Pareto distribution is
where  is shape and  is the scale parameter and is commonly denoted as
Differentiating Equation (1) w. r. t " "
and hence ML estimators of  and  (by direct maximization) are:
, t   (4) where   1 t is the lowest value in the sample.
Modified Maximum Likelihood Estimator -I
For first modification in ML method, we followed Cohen & Whitten [15] , Rashid & Akhter [18] and Zaka & Akhter [19] who derived the modified ML estimators for Weibull, Exponential and Power Function distributions, respectively. In this modification, we use median of Pareto distribution and Equation (2) .
The median of Pareto distribution is 1 
2, t
Putting value of  in Equation (2), we get the first modified ML estimators of
For further reference, we call these estimators as ML-I.
Modified Maximum Likelihood Estimator -II
For second modification in the method of ML estimation, we followed Cohen & Whitten [21] , Rashid & Akhter [18] and Zaka & Akhter [19] . They derived the modified ML estimators for Gamma, Exponential and Power Function distributions, respectively. This modification, employs the coefficient of variation and Equation (2).
The coefficient of variation of Pareto distribution is given as: (10) and from Equation (9) 1 ( 2) s t
Putting  from Equation (11) in Equation (10) we get the estimator of  as 
Thus Equations (11) and (12) are the second modified ML estimators of and  .
For further reference, we name them as ML-II
Modified Maximum Likelihood Estimator -III
For third modification in the ML method, we followed Rashid & Akhter [18] . They have derived the modified ML estimator for Exponential distribution. This modification is based on Equation (2) Hence, expectation of empirical CDF of first-order statistic of the Pareto distribution is
Putting  from Equation (15) in Equation (2) and solving for  we get
Equation (15) becomes
Thus, Equations (15) and (16) provide the third modified ML estimators of Pareto distribution. For further reference, we call them as ML-III.
Performance Indices
For comparing the performance of traditional ML estimators and proposed modified ML estimators, two performance indices i.e., Total Mean Square Error (TMSE) and Total
Relative Deviation (TRD) were used. These indices provide precision and accuracy of estimators. These measures are frequently used in literature as performance criterion for the comparison among estimators [18-19; 22-25] .
TMSE for the parameter vector is calculated as, is also used to compare the performance of estimators considered. 
Numerical Evaluation

Results and Discussion
The comparison among different estimators based on TMSE and TRD is given in Tables   1-4 It is also worth mentioning that ML-III performs better for all sample sizes and for all parameter combinations. However, its superiority over traditional ML estimators has a decreasing tendency with growing sample size.
Real Data Applications
In addition to simulation study, the proposed modified estimators were also compared using two real-life datasets. First example is taken from Clark [28] and it was also used by Kantar [29] , it consists of 21 observations on the data about number of deaths in major earthquakes during 1900-2011 as published by the U.S. Geological Survey.
Second example is taken from Beirliant et al. [30] Table 5 .
From application of considered estimation strategies on first real-life example, it is evident that ML-III provides a more precise fit to the actual data in terms of KStest statistic (0.150542 for ML-III compared to 0.152473, 0.404264 and 0.443881 in case of ML, ML-I and ML-II, respectively) as well as in terms of sum of squared differences between observed and expected CDFs (SSD=0.040972 for ML-III as compared to SSD= 0.046585, 0.715023 and 1.020271 for ML, ML-I and ML-II, respectively). Similar results were obtained for second real life example. Hence, both real data applications corroborate our simulation results presented in previous section.
Conclusion
The article emphasizes the parameter estimation of Pareto distribution with some modified ML estimators. We have derived the algebraic expressions for three 
