Abstract. We give several new examples of computable structures of high Scott rank. For earlier known computable structures of Scott rank ω CK 1 , the computable infinitary theory is ℵ 0 -categorical. Millar and Sacks asked whether this was always the case. We answer this question by constructing an example whose computable infinitary theory has non-isomorphic countable models.
Introduction
Our main result answers an open problem posed by Millar and Sacks [12] . They asked whether every computable structure of Scott rank ω CK 1 is completely determined by the computable sentences it satisfies. We give a negative answer by building a computable structure of Scott rank ω CK 1 whose computable infinitary theory is not ℵ 0 -categorical. This is a new model of high Scott rank which is fundamentally different from all previously constructed models.
The Scott rank of a structure measures the internal complexity. We give one definition below. There are other definitions, which assign slightly different ordinals, but the important distinctions are the same for all definitions in current use. In particular, if one definition assigns Scott rank ω CK 1 + 1, or ω CK 1 , to a particular computable structure, then the other definitions do the same.
Let A be a countable structure for a computable language. Our definition of Scott rank is based on a family of equivalence relations ∼ α , for countable ordinals α. Scott's original definition [14] was based on a slightly different family of equivalence relations. Definition 1.1. Letā andb be tuples in A of the same finite length. Then
(1)ā ∼ 0b ifā andb satisfy the same atomic formulas (2) for α > 0,ā ∼ αb if for each β < α, for eachc, there existsd, and for each d, there existsc, such thatā,c ∼ βb ,d.
For later use, we extend the definition ∼ α to allow tuples from different structures. We define Scott rank, first for a tuple in a structure A, and then for the structure itself. Definition 1.3.
(1) The Scott rank of a tupleā is the least α such that for allb, ifā ∼ αb , then for all γ > α,ā ∼ γb .
(2) The Scott rank of the structure A is the least ordinal greater than the Scott ranks of all tuples in A.
Nadel [13] observed that for a computable structure A, two tuples are automorphic just in case they satisfy the same computable infinitary formulas. This implies that the Scott rank of A is at most ω CK 1 + 1. The following is well-known.
Fact. Let A be a computable structure.
(1) A has computable Scott rank iff there is a computable ordinal α such that for all tuplesā in A, the orbit ofā is defined by a computable Σ α formula. (2) A has Scott rank ω CK 1 iff for each tupleā, the orbit is defined by a computable infinitary formula, but for each computable ordinal α, there is a tupleā whose orbit is not defined by a computable Σ α formula. (1 + η) (see [5] ). Producing a computable structure of Scott rank ω CK 1 took longer. Makkai gave an example of an arithmetical structure of Scott rank ω CK 1 [11] , a "grouptree". In [10] , Makkai's construction is re-worked to give a computable structure. In [2] , there is a simpler example, a computable tree of Scott rank ω CK 1 . In [1] , the tree is used to produce further structures in familiar classes-a field, a group, etc. all have the feature that the computable infinitary theory is ℵ 0 -categorical. The conjunction of the computable infinitary theory forms a Scott sentence. In [12] , Millar and Sacks produced a structure A of Scott rank ω CK 1 such that the computable infinitary theory of A is not ℵ 0 -categorical. The structure A is not computable; it is not even hyperarithmetical, but it has the feature that ω In [12] , Millar and Sacks asked whether there is a computable structure of Scott rank ω CK 1 whose computable infinitary theory is not ℵ 0 -categorical. The question is asked again in [1] . Millar and Sacks also asked whether there are similar examples for other countable admissible ordinals. In [4] , Freer proved the analog of the result of Millar and Sacks, producing, for an arbitrary countable admissible ordinal α, a structure A with ω A 1 = α, such that the theory of A in the admissible fragment L α 1 Although [10] was not published until 2011, it was written before [2] , which was published in 2006, and [1] , which was published in 2009.
is not ℵ 0 -categorical. Freer's structure is not in L α , but in a fattening of L α . The main result of the present paper says that there is a computable structure of Scott rank ω CK 1 for which the conjunction of the computable infinitary theory is not a Scott sentence. This answers positively the question of Millar and Sacks mentioned above. The construction appears in Section 2.
By an "indiscernible sequence", we mean a infinite sequence that is indiscernible for L ω1ω formulas. Definition 1.4. Fix a structure A. An indiscernible sequence in A is a sequence (a i ) i∈ω of elements of A such that for any two finite subsequences a i1 , . . . , a in and constructed by Makkai [11] , and Knight and Millar [10] , did not have an infinite indiscernible sequence.
In Section 3, we describe two constructions producing computable structures of Scott rank ω CK 1 + 1 with not even an indiscernible ordered triple. The first is produced by taking a Fraïssé limit with infinitely many infinite equivalence classes, and putting the structure of the Harrison ordering on the equivalence classes. Alhough this structure has no indiscernible triples, it is effectively bi-interpretable [6] with the Harrison ordering, and hence it has an infinite indiscernible sequence of imaginaries.
The second example is a modified version of Makkai's construction [11] . Makkai [11] gave a "computable operator" taking an input tree T to a group-tree A(T )-the group-tree A(T ) is computable uniformly in the input tree T . The structure A(T ) is built by putting a group structure on each level of the tree (the language of the structure A(T ) does not include the group operation, but, instead, has a collection of unary functions). Makkai constructed a ∆ 0 2 "thin" tree T such that A(T ) had Scott rank ω CK 1 . Knight and Millar [10] modified the construction to make the input tree (and hence the output group-tree) computable. All of the elements of A(T ) are definable from a collection of parameters g n , one at each level. Hence, A(T ) does not have an indiscernible ordered triple. We will show that if our input tree T is the sequence of descending sequences in the Harrison ordering, then the resulting group-tree A(T ) has Scott rank ω In this section, our goal is to prove the following. We will use some material on trees from [2] . The trees are isomorphic to subtrees of ω <ω . We use a language with a successor relation. Here are the facts that we need. There is a computable tree T * of Scott rank ω Scott rank. For a ∈ P such that a = α, T a has tree rank at most ω(α + 1), and
) a∈P is computable uniformly in a, and the tree ranks of the nodes of T a are also computable, uniformly in a, in the sense that we can effectively label the nodes of T a by pairs (b, n), where σ ∈ T a has label (b, n) for b ∈ P just in case σ has tree rank ω ⋅ β + n for b = β. The tree T * and the approximations T a are all "rank-homogeneous".
Definition 2.2. T is rank-homogeneous provided that for each node x at level n, if x has tree rank α and there is a node at level n + 1 (not necessarily a successor of x) of tree rank β < α, then x has infinitely many successors of tree rank β. Also, for each node x at level n, if x has infinite rank, then it has infinitely many successors of infinite rank, in addition to infinitely many of each ordinal rank β that occurs at level n + 1. (1) for all n, the tree ranks less than ωα of nodes at level n are the same in A and B, (2) the subtree of A "generated" byā (by closing under predecessors) is isomorphic to the subtree of B generated byb, with an isomorphism takingā tob, (3) for corresponding elements x in the subtree of A generated byā and x ′ in the subtree of B generated byb, either the tree ranks of x and x ′ match, or else both are at least ω ⋅ α.
Lemma 2.4. Let A and B each be one of our trees
Proof. The statement is clear for α = 0. Also, if α is a limit ordinal, and the statement holds for all β < α, then it holds for α. Supposing that it holds for α, we prove it for α + 1. For simplicity, suppose thatā andb are subtrees. Let a be an element ofā that has a new successor c at the top of a finite subtreec. Let b be the element corresponding to a. We need d andd matching c andc. If the tree ranks of a and b match, and are less than ω(α + 1), then we can choose d andd with tree ranks matching the corresponding elements of c andc. If the tree ranks of a and b are at least ω(α + 1), and the tree rank of c and the elements ofc are at least ω ⋅ α, then we choose d andd also with tree ranks at least ω ⋅ α. We can choose d of rank ω ⋅ α + n for n sufficiently large to leave room for choosing the rest ofd. If some of the elements ofc have tree ranks less than ω ⋅ α, then we choose the corresponding elements ofd with matching tree ranks.
Given a, we can effectively find a Scott sentence for T a . We give the tree rank of the top node, and for each n, we say what are the tree ranks of nodes at level n. Finally, we say that the tree is "rank-homogeneous"; i.e., for all x at level n of tree rank β, and all γ < β such that there is a node of tree rank γ at level n + 1, x has infinitely many successors of tree rank γ. This is effective since we have, uniformly in a, a function giving the ranks of the nodes of T a .
We want a computable copy (U, < U , S U ) of the Harrison ordering with the successor relation, with a family of trees (T u ) u∈U , uniformly computable in u, such that if pred(u) has order type α with notation a ∈ P , then T u ≅ T a , and if pred(u) is not well-ordered, then T u ≅ T * .
Lemma 2.5. There is a computable structure A with universe the union of disjoint sets U and V , with an ordering < of type ω CK 1 (1+η) and successor relation S on U , and with a function Q from V to U such that for each u ∈ U , Q −1 (u) is an infinite set, with a tree structure T u . If pred(u) has order type α with notation a ∈ P , then
Proof. To prove the lemma, we use Barwise-Kreisel Compactness. Let Γ be a Π 1 1 set of computable infinitary sentences in the language of A saying that U and V are disjoint, U is linearly ordered by < U , S U is the successor relation on the ordering, Q maps V onto U such that for each u ∈ U , Q −1 (u) is infinite, S T is the union of successor relations putting a tree structure T u on the set Q −1
(u), with further axioms guaranteeing the following:
(1) for each computable ordinal α, the ordering (U, < U ) has an initial segment of type α, (2) for each computable ordinal α, each u ∈ U is the left endpoint of an interval of type ω α , (3) the ordering (U, < U ) has no infinite hyperarithmetical decreasing sequence, (4) for each u ∈ U , if pred(u) has order type α, where a ∈ P is the notation for α, then T u ≅ T a , (5) for a computable ordinal α, if u < U v, where pred(u) has order type α, then T u and T v satisfy the same computable Σ α sentences. For a hyperarithmetical set Γ ′ ⊆ Γ, there is a computable ordinal γ bounding the ordinals α corresponding to sentences in Γ ′ of types (1), (2), (4), and (5). Then we get a model of Γ ′ as follows. We fix computable sets U and V in advance. Let c be the notation for γ in P . Since < O −pred(c) is c.e., we have a computable function
Since every hyperarithmetical subset of Γ has a model, the whole set does. In this model, (U, < U ) has order type ω CK 1 (1 + η). For u ∈ U such that pred(u) is not well-ordered, T u satisfies the computable infinitary sentences true in T * . Since T u is computable, it must be isomorphic to T * .
Lemma 2.6. Let I be the well-ordered initial segment of U of order type ω CK 1 . There is a uniformly computable sequence (R n ) n∈ω of infinite subsets of U with the following properties:
(1) R 0 contains some element of I, (2) for each n, there exists u ∈ I that is an upper bound on R n ∩ I, (3) for each u ∈ R n , there exists v ∈ R n+1 such that u < v, (4) for each u ∈ R n ∩ I, there exists v ∈ R n+1 ∩ I such that u < v, (5) ∪ n R n is unbounded in the well-ordered initial segment of U .
Proof. Fix u 0 ∉ I, u 1 ∈ I. Let R 0 consist of all elements of u ≥ u 0 , plus u 1 . Given R m for m ≤ n, let R n+1 consist of the successors in U of each u ∈ R n , plus the ω-first element of U not in ∪ m≤n R m .
Let T be the tree of finite sequences (u 1 , . . . , u n ) that are increasing in (U, < U ), with u n ∈ R n . We define a function H that takes each non-empty sequence σ ∈ T to its last term u n . This function is obviously computable. We are about to describe the structure M. The language includes the following:
(1) unary predicates A and B-these will be disjoint, (2) for each τ ∈ T , a binary relation C τ that associates to each x ∈ A a subset T (τ,x) of B, where for distinct pairs (τ, x) and (τ ′ , x ′ ), the sets T (τ,x) and
a binary successor relation S that puts a tree structure on each set T (τ,x) .
For the structure M, we let A M consist of (codes for) the elements of T . For each σ ∈ A and τ ∈ T , we define S M so that
The structure M is computable. We note that for u ∈ T , if pred(u) is well ordered, then T u is isomorphic to the appropriate T a , while if pred(u) is not well ordered, then T u is isomorphic to T * .
To show that the computable infinitary theory of M is not ℵ 0 -categorical, we produce a second model N , not isomorphic to M. We want a path through T with special features.
Lemma 2.7. There is a path π through T such that for all n, π(n) ∈ R n , and ran(π) is co-final in I.
Proof. Let (u n ) n∈ω be a list of the elements of I. Let π(0) ∈ R 0 ∩ I. Given π(n), take the first k such that u k > π(n). We choose π(n + 1) to be some v > π(n) in R n+1 ∩ I. If possible, we take v ≥ u k . Since I is co-final in ∪ n R n , there is some m such that R m ∩ I has an element v ≥ u k , and then the same is true for all m ′ ≥ m. So, for each k, we will come to m such that we can choose π(m) ≥ u k .
Let N be the extension of M with an additional element of A N representing the path π. We define S N on T (τ,π) so that
Lemma 2.8. M and N are not isomorphic.
Proof. For a fixed σ ∈ T , there are only finitely many τ such that τ ⪯ σ. In M, for a fixed σ, all but finitely many of the trees T (τ,σ) are isomorphic to T * . On the other hand, in N , there are infinitely many initial segments τ of π with T (τ,π) isomorphic to some T u ≇ T * . Thus, no element of M can be mapped isomorphically to π ∈ N . Definition 2.9. We write A ⪯ ∞ B if for any computable infinitary formula ϕ(x) and anyā in A, A ⊧ ϕ(ā) iff B ⊧ ϕ(ā).
To show that N satisfies the computable infinitary theory of M, we show that M ⪯ ∞ N . For this, it is enough to show that for any computable ordinal α and
Lemma 2.10. Let A and B be structures, each isomorphic to one of M or N . Let a = (a 1 , . . . , a n ) be a tuple in A, and letb = (b 1 , . . . , b n ) be a tuple in B of the same length. Suppose that:
(1)ā andb satisfy the same atomic formulas, (2) for each a i and the corresponding b i in the predicate A (and with u being the element of U with pred(u) having order type α), for each n, if one of a i (n) or b i (n) is defined and ≤ U u, then a i (n) = b i (n), and (3) for each a i and corresponding b i , both in A, and for each τ ∈ T , we have ,bi) ,d), wherec consists of the elements fromā that are in T (τ,ai) , andd consists of the corresponding elements fromb. (We assume that for each element a of the tupleā that is in the predicate B, the corresponding element a ′ of the predicate A with a ∈ T (τ,a ′ ) is also present in the tupleā. We make a similar assumption aboutb.) Then (A,ā) ∼ α (B,b).
Note that ifā andb both consist solely of elements from the predicate A, then (1) and (2) 
imply (3).
Proof. We argue by induction on α. Suppose thatā andb satisfy the conditions above for α. Given β < α andā ′ a tuple in A, we will find a tupleb ′ in B such thatā,ā ′ andb,b ′ satisfy the conditions above for β. It suffices to assume aboutā ′ that for each element a of the tupleā ′ that is in the predicate B, the corresponding element a ′ of the predicate A with a ∈ T (τ,a ′ ) is present in the tupleā,ā ′ . First, for each a 
is well-founded with order type α. Let σ be the initial segment of π consisting of all of the entries v of π with v ≤ U u. Let b ′ i be a code for σˆ⟨v⟩ for some v ∈ R n with pred(v) ill-founded, which is sufficiently large that b ′ i codes a new element. Then for all τ ⪯ σ, we have τ ⪯ π and so
In this manner, we may reduce to the case whereā Lemma 2.12. M has Scott rank ω CK 1 . Proof. First, note that there is an automorphism of M taking σ 1 ∈ A to σ 2 ∈ A if and only if for each τ ∈ T , T (τ,σ1) is isomorphic to T (τ,σ2) . This is the case if and only if for each n, if pred(σ 1 (n)) or pred(σ 2 (n)) is well-founded, then σ 1 (n) = σ 2 (n).
Fix σ ∈ A. We define the orbit of σ by saying, for the finitely many τ ⪯ σ with H(τ ) = u and pred(u) well-founded, that T (τ,σ) is isomorphic to T u , and for each other τ , that T (τ,σ) ≅ T * . We can express the former by a computable formula using the Scott sentences of the T u . For the latter, note that it suffices to say that T (τ,σ) is isomorphic to T * for only those τ of length at most n + 1, where n is the length of σ. We cannot express this directly by a computable infinitary formula, but there is a computable infinitary formula that is satisfied in M exactly by such elements of A. Let α < ω CK 1 be large enough that for all elements v of R 0 , . . . , R n with pred(v) well-founded (recalling that such v are not cofinal in the initial segment of U of order type ω
Then, for τ of length at most n + 1, T (τ,σ) is isomorphic to T * if and only if T (τ,σ) ∼ α T * . This can be expressed by a computable infinitary formula.
The Scott rank of a tupleb in T (τ,σ) is not greater than the Scott rank ofb in M. Therefore, the Scott rank of M is at least ω CK 1 , since there are many τ and σ such that T τ,σ is isomorphic to T * , which has Scott rank ω CK 1 . The Scott rank of M is at most ω CK 1 , since we can define the orbit of any tuple by a computable infinitary formula. For a tupleū,v in M, whereū ∈ A andv ∈ B, we can define the orbit as follows: for each element σ ∈ A in the tupleū, we give a definition as above, and ifb is the part of the tuplev in a particular tree T (τ,σ) , then we say what is the orbit ofb in T (τ,σ) . Here we use the fact that each of the trees T (τ,σ) itself has Scott rank at most ω Our structure will be a Fraïssé limit, obtained from a class K of finite structures satisfying the hereditary, amalgamation, and joint embedding properties, abbreviated HP , AP , and JEP . For a discussion of Fraïssé limits from the point of view of computability, see [3] . We note that Henson [7] gave an example of a homogeneous triangle-free graph.
Proof. We define a class K of finite structures with signature consisting of binary relations E and (C i ) i∈ω . We view the relations C i as "colors" (in the sense of Ramsey theory) with which we color (unordered) pairs of vertices. A finite structure A will be in K if E is an equivalence relation, the C i color the unordered pairs of vertices (i.e., xC i y if and only if yC i x) with exactly one color per edge, and there are no monochromatic triangles; i.e., there is no i ∈ ω and x, y, z ∈ A with xC i yC i zC i x. Claim 1. K satisfies the hereditary property (HP ), amalgamation property (AP ), and the joint embedding property (JEP ).
Proof of Claim 1. The HP is clear. To see that K has the AP , suppose that A ⊆ B, C are structures in K. We define a structure D ∈ K extending B and C.
We can extend the equivalence relation to D. Since there are only finitely many elements of A and B, only finitely many colors have been used so far. To color edges (x, y), where x ∈ B − A and y ∈ C − A, simply choose i that has not colored any edge yet, and color (x, y) with i. This cannot introduce any monochromatic triangles. A similar argument, omitting A, shows that K has the JEP .
Note that we can effectively list the structures of K. Thus, K has a computable Fraïssé limit M, and M has, as its Scott sentence, a computable infinitary sentence ϕ. Models of ϕ have infinitely many equivalence classes, all of which have infinitely many elements. Now, let N be an expansion of M with a linear order ≤ of order type ω CK 1 (1+η) on the equivalence classes. The structure N has a computable copy, since we can find an effective labeling of the equivalence classes by elements of ω, and use the Harrison ordering. Let R ∶ A → ω CK 1 (1 + η) be the resulting effective orderpreserving map, which respects equivalence classes, and which induces a bijection between the equivalence classes and elements of ω Proof of Claim 2. Suppose that R(x) ∼ α R(ȳ) andx ≡ atȳ . Then we will show that x ∼ αȳ . Take β < α andx ′ a new tuple of elements. Then there isā in ω
Letȳ ′ be a tuple of new symbols of the same length asz. Consider the finite structure, in the signature of K, defined on the elementsȳ,ȳ ′ ,z as follows. The relations E and C i are defined onȳ andz as in N . We set y 
There are no monochromatic triangles amongȳ,ȳ ′ , or amongȳ,z. Since we have only used finitely many colors so far, we can color the remaining pairs so that there are no monochromatic triangles.
The finite structure we have defined is in the class K, so we can find a realization ofȳ Proof of Claim 3. Let x ∈ N be such that R(x) is in the ill-founded part of ω
Let y be such that pred(R(y)) is well-founded and R(x) ∼ α R(y). Now, there is no automorphism of the Harrison ordering taking R(y) to R(x), so there is no automorphism of N taking y to x. Thus, x and y are in different automorphism orbits. Since x and y are singletons, x ≡ at y. Thus, by the previous claim, x ∼ α y. Since α was arbitrary, SR(x) = ω Proof of Claim 4. It suffices to show that no three singleton elements are order indiscernible. Given x, y, and z, let i be such that xC i y. Since N has no monochromatic triangles, it cannot be the case that yC i z and xC i z. Thus x, y, and z are not indiscernible.
This completes the proof of Theorem 3.1.
Note that this construction is, in some sense, cheating. The structure N is effectively bi-interpretable (see [6] ) with the Harrison ordering: the Harrison ordering lives inside N as the definable quotient modulo the definable equivalence relation E. The indiscernible sequence of the Harrison ordering becomes an indiscernible sequence of imaginaries in N . Definition 3.2. Fix a structure A. An indiscernible sequence of imaginaries of A is a sequence (E i ) i∈ω of equivalence classes of A, modulo some L ω1ω -definable equivalence relation, such that for any two finite subsequences E i1 , . . . , E in and E j1 , . . . , E jn (with i 1 < i 2 < ⋅ ⋅ ⋅ < i n and j 1 < j 2 < ⋅ ⋅ ⋅ < j n ) there is an automorphism of A mapping E i k to E j k . Proposition 3.3. Let N be the structure from Theorem 3.1. Then N has an indiscernible sequence of imaginaries.
Proof. The map R from above induced a bijection between the E-equivalence classes and the elements of ω 1 + η) . It suffices to see that in the Fraïssé limit M, any permutation π of the Eequivalence classes extends to an automorphism of M. Letā andb be tuples of elements of M of the same length, satisfying the same atomic formulas, and such that if a i is in the jth equivalence class then b i is in the π(j)th equivalence class. Let c be an additional element of M. We can find an element d of M such that d is in the π(j)th equivalence class (if c was in the jth equivalence class) and such thatb, d is colored in the same way asā, c. We can do this sinceā, c has no monochromatic triangles. This lets us construct the desired automorphism using a back-and-forth construction.
A construction similar to that of Theorem 3.1 allows us to turn any structure M into a structure M * that is effectively bi-interpretable with M, but has no indiscernible triples. Two structures which are effectively bi-interpretable have many of the same computability-theoretic properties; for example, they have the same computable dimension (see [8] ). In light of this, we want not just a structure M with Scott rank ω CK 1 + 1 and no indiscernible sequence, but a structure M with Scott rank ω CK 1 + 1 and no indiscernible sequence of imaginaries. To produce such a structure, we use a construction originally due to Makkai [11] , and refined by Knight and Millar [10] (see also [9] ). Makkai used this construction to produce an arithmetical structure of Scott rank ω CK 1 , and Knight and Millar used it to give the first example of a computable structure of Scott rank ω CK 1 . Let T ⊆ ω <ω be a tree. We will define a new structure A(T ). Let T n be the set of nodes at the nth level of T . For each n, we define G n = P <ω (T n ) to be the collection of finite subsets of T n . Now, G n forms an abelian group under symmetric difference ∆. The identity element of G n is the empty set, which we denote by id n . Let G = ⋃ n G n . The tree structure on T induces a tree structure on G, which we will define using a predecessor relation p. Given a ∈ G n+1 , write a = {t 1 , . . . , t n }. Then set p(a) to be the sum of the predecessors of t 1 , . . . , t n . An element t * is in p(a) if and only if the number of successors of t * in a is odd. We have p(id n+1 ) = id n . Note that p is a homomorphism from G n+1 to G n . For each a ∈ G, we will define a unary function f a . If a ∈ G m , and b ∈ G n , let k = min(m, n). Let a * and b * be the p-predecessors of a and b that are in G k : a * = p m−k (a) and b * = p n−k (b). Then set f a (b) = a * ∆b * , noting that f a (b) = f b (a). Let A(T ) be the structure (T, (f a ) a∈G ). We note the following facts from [10] . Since a ∈ G n if and only if f id n (a) = a and for all m < n, f id m (a) ≠ a, G n is preserved under automorphisms of A(T ). Also, p is preserved under automorphisms, as for a ∈ G n+1 and b ∈ G n , p(a) = b if and only if f id n (a) = b. Finally, for any a ∈ G n , a = f a (id n ) and so any automorphism of A(T ) is determined by the images of the elements id n . Lemma 3.4 (Lemma 3.3 of [10] ). Let a ∈ G n , with a ≠ id n . Then the tree rank of a is the minimum of the tree ranks of t for t ∈ a.
Lemma 3.5 (Lemma 3.6 of [10] ). For a ∈ G n , a ≡ β id n if and only if the tree rank of a is at least ω ⋅ β. Theorem 3.6 (Theorem 3.7 and Lemma 4.3 of [10] ). There is a computable tree T such that SR(A(T )) = ω CK 1 . Lemma 3.7. Let T be a tree. Then A(T ) does not have an indiscernible ordered triple of imaginaries.
Proof. Suppose to the contrary that there is a definable equivalence relation with three equivalence classes E 1 , E 2 , and E 3 that form an indiscernible triple. Fix a ∈ E 1 . Let n be such that a ∈ G n . There are automorphisms of A(T ), one taking E 1 to E 2 , and one taking E 1 to E 3 . So, E 2 and E 3 both contain elements of G n . Let g be an automorphism of A(T ) fixing E 1 . Then for each b ∈ G n , b = f b∆a (a), and so g(b) = f b∆a (g(a)). Hence, the action of g on G n is entirely determined by where g sends a. Thus, there cannot be two automorphisms of A(T ), one fixing E 1 , E 2 , and E 3 and the other fixing E 1 and mapping E 2 to E 3 . This contradicts the order-indiscerniblity of E 1 , E 2 , and E 3 .
Theorem 3.8. There is a computable tree T such that A(T ) has Scott rank ω CK 1 +1. Proof. Let T be the tree of finite decreasing sequences in the Harrison ordering. We claim that A(T ) has Scott rank ω CK 1 + 1. Note that at each level of T , there are elements of every computable tree rank, and there are elements with infinite tree rank. Let G be the tree defined from T as above. Then by Lemma 3.4, at each level of G, there are elements of every computable tree rank, and there are elements with infinite tree rank. Fix n. Given β < ω CK 1 , there is a ∈ G n with computable tree rank at least ω ⋅β. By Lemma 3.5, a ≡ β id n , but a ≢ γ id n for some γ > β. Hence SR(id n ) = ω Proof. This follows from Lemma 3.7 and Theorems 3.6 and 3.8.
We end with an open question.
Question. Is there a structure of Scott rank ω CK 1 that is computably approximable and has no indiscernible sequences of imaginaries?
