Multi-beam interference: three-dimensional bicontinuous periodic structures by Kumara Vadivel, Shruthi
 
 
 MULTI-BEAM INTERFERENCE: THREE-DIMENSIONAL 




























In Partial Fulfillment 
of the Requirements for the Degree 












COPYRIGHT © 2017 BY SHRUTHI KUMARA VADIVEL 
 
 
MULTI-BEAM INTERFERENCE: THREE-DIMENSIONAL 


























Dr. Thomas K. Gaylord, Advisor 
School of Electrical and Computer Engineering 
Georgia Institute of Technology 
 
Dr. Shyh-Chiang Shen 
School of Electrical and Computer Engineering 
Georgia Institute of Technology 
 
Dr. Gee-Kung Chang 
School of Electrical and Computer Engineering 


















First and foremost, I would like to thank my thesis advisor, Professor Thomas K. 
Gaylord for the countless opportunities to learn, and improve.  I am honored to have 
worked under his able guidance.  His constant encouragement and drive for perfection have 
always helped me move forward.  He is a truly inspiring individual, both in his personal 
and professional life.  I am certain that the knowledge I gained from him through this 
experience will help me for a lifetime.   
I would also like to thank my thesis committee members, Professor Gee-Kung 
Chang, Professor Shyh-Chiang Shen and Dr. Justin L. Stay for their invaluable inputs and 
for taking the time out of their busy schedules to participate. 
I am extremely grateful to my fellow Optics Laboratory members for their 
contributions and support.  In particular, I would like to thank Dr. Matthieu Leibovici, for 
not just helping me get started, but even afterwards, through his excellent work.  He is a 
wonderful mentor and an inspiration.  I would also like to thank Yijun Bao, Congshan Wan 
and Nazli Goller, for helping me prepare for numerous presentations, reviewing 
manuscripts, the informative Friday lunches, and the Pi-mile races. 
I would like to thank Hang Chen, Tran-Vinh D. Nguyen and Gary Spinner from the 
Institute for Electronics and Nanotechnology for their guidance with the experimental 
processes.  I would also like to thank Eric Woods and Todd Walters from the Materials 
Characterization Facility for their help with the SEM imaging.   
A big shout-out to all my friends, in the US and back home in India, for the endless 
laughs and support.  Thank you for the right kind of encouragements at the right time, it 
v 
 
really helped me go on.  You guys have always been a significant part of my life and I 
could not have done this on my own easily.  I would also like to thank my Haiti group.  I 
always learn something when I meet you guys, thank you for helping me see the world 
from different angles.   
Finally, I would like to thank my family for being there through everything that has 
led to this point.  Most importantly, thank you Amma, Appa and Devi-Chitthi, for being 
my unwavering pillars of strength.  Thank you for supporting me and believing in me, and 
for never once asking me why.  You give me the fortitude to be myself.  To my family in 
the US, thank you for making me feel so loved and special, you are my home away from 













TABLE OF CONTENTS 
ACKNOWLEDGEMENTS iv 
LIST OF TABLES viii 
LIST OF FIGURES ix 
LIST OF SYMBOLS AND ABBREVIATIONS xiv 
SUMMARY xviii 
CHAPTER 1. INTRODUCTION 1 
1.1 Periodic Microstructures 1 
1.2 Bicontinuous Structures 2 
1.3 Fabrication of Bicontinuous Structures 6 
1.3.1 Self-Assembly Techniques 6 
1.3.2 Construction-Based Techniques 7 
1.3.3 Multi-Beam Interference Lithography 7 
1.3.4 Pattern-Integrated Interference Lithography 10 
1.4 Characterization of Bicontinuous Structures 10 
1.5 Research Objectives 11 
1.6 Thesis Overview 11 
CHAPTER 2. BICONTINUOUS STRUCTURES 13 
2.1 Types of Interconnectedness 13 
2.1.1 3D-Monocontinuous 3D-Periodic Structures 13 
2.1.2 3D-Bicontinuous 3D-Periodic Structures 14 
2.2 Conditions for Bicontinuity 14 
2.3 Sphere-at-Each-Lattice-Site Model 15 
2.4 MBI Model 19 
2.5 Symmetry Elements in MBI structures 28 
2.6 Applicability of Bicontinuity Analysis 30 
2.7 Summary 32 
CHAPTER 3. BICONTINUITY ANALYSIS 33 
3.1 Bicontinuity Characteristics of the Sphere-at-Each-Lattice-Site Model 33 
3.2 Bicontinuity Characteristics of the Multi Beam Interference (MBI) model 41 
3.3 Bicontinuity Analysis Results 46 
3.4 Summary 54 
CHAPTER 4. PATTERN-INTEGRATED INTERFERENCE LITHOGRAPHY 56 
4.1 Pattern-Integrated Interference Lithography Concept 56 
4.2 Pattern-Integrated Interference Lithography Research Areas 59 
4.2.1 PIIL Model 59 
4.2.2 Photomask Optimization 63 
4.2.3 PIIL Exposure System Analysis 65 
vii 
 
4.3 Summary 68 
CHAPTER 5. THREE-DIMENSIONAL PATTERN-INTEGRATED 
INTERFERENCE LITHOGRAPHY EXPERIMENTAL DEMONSTRATION 70 
5.1 PIIL Implementation 70 
5.2 PIIL Alignment Procedure 72 
5.3 Photomask Design 78 
5.4 3D PIIL Process 80 
5.5 Experimental Results 81 
5.6 Summary 86 
CHAPTER 6. CONCLUSIONS AND FUTURE WORK 88 
6.1 Conclusions 88 
6.1.1 Multi-Beam Interference Bicontinuous Structures 88 
6.1.2 Three-Dimensional Pattern-Integrated Interference Lithography 89 
6.2 Future Work 90 
6.2.1 Experimental Validity of Bicontinuity Analysis 90 
6.2.2 3D PIIL Photoresist Improvement 92 
6.2.3 Improved PIIL Implementation 93 
6.2.4 Multiple-Optical-Axis Pattern-Integrated Interference Exposure System 93 
6.3 Concluding Remarks 95 
APPENDIX A. MATLAB SCRIPTS: MULTI-BEAM INTERFERENCE 96 
A.1  Multi-Beam Interference Structures in Uniform Media 96 
A.2  Multi-Beam Interference Structures in Non-Uniform Medium 98 
APPENDIX B. MATLAB SCRIPTS: BICONTINUITY ANALYSIS 104 
B.1  Bicontinuity Check 104 
B.2  Surface Areas and Volume Fractions Calculation 106 
B.3  Surface Areas Correction Factor Calculation 109 





LIST OF TABLES 
 Table 2.1 – The limiting case parameters for cubic structures in the 
rhombohedral lattice representation 
18 
Table 2.2 – Polarization vectors of the beams in the umbrella configuration 22 
Table 3.1 – Bicontinuity parameters for cubic structures using the sphere-at-
each-lattice site model 
38 
Table 3.2  – Bicontinuity parameters for limiting case rhombohedral 
structures using the sphere-at-each-lattice site model 
41 
Table 4.1 – Range of feasible interference periods and dbeam of the PIIL 






LIST OF FIGURES 
Figure 1.1  – Example applications of periodic microstructures.  (a) A 
square-lattice PhC band edge laser [2].  (b) 2D resonator array 
showing differing types of air holes in the inset [4].  (c) 
Conventional straight waveguide integrated with a ridge 
waveguide [7].  (d) Electric field patterns on a three-output port 
channel-drop filter [20].  (e) Modified PhC waveguide sensor with 
increased sensitivity for the detection of proteins [30].  (f) 
Schematic of an on-chip microfluidic cell culture device [38].  (g) 
Proliferation of human stem cells on porous silicon scaffolds [33].  
(h) Coalescence of two droplets in a microfluidic channel [40]. 
3 
Figure 1.2 – Applications of BiC structures. (a) Porous gold on 3D porous 
carbon for enhanced catalytic activity [43].  (b) Silicon deposited 
nickel scaffold as electrodes for lithium-ion cells [44].  (c) 3D cell 
scaffolds for proliferation of muscle and skin cells [54].  (d) 
Microfluidic channels on fiber mats for isolation and purification 
of select proteins [48].  (e) Mechanical metamaterials with 
negative Poisson’s ratio for the study of bone tissue [52].  (f) BiC 
composites with high specific energy absorption as protective 
films [50].  (g) Cell culturing of bone cells on a biocompatible BiC 
calcareous skeleton [55]. 
5 
Figure 1.3  – Multi-beam configurations and their corresponding fabricated 
structures [72].  (a) 1D grating formed by the interference of two 
beams.  (b) 2D pattern formed by the interference of three beams.  
(c) 3D structure formed by the interference of four beams. 
9 
Figure 2.1 – 3D periodic structures based on the type of interconnectedness.  
3D-Monocontinuous structures with material B (solid) continuous 
in 0-(a), 1-(b) and 2-(c) dimensions and Material A (void) 
continuous in all three dimensions.  (d) 3D-Bicontinuous 
structures with both Materials A and B continuous in all three 
dimensions. 
15 
Figure 2.2 – Simple cubic unit cell as an example of a sphere-at-each-lattice-
site model.  The radius of the spheres shown here is 0.4ac, where 
ac is the length of the edge of the unit cell.  The units shown in the 
figure are length/ac. 
16 
Figure 2.3 – (a) 3D view and (b) top view of the rhombohedral unit cell in 




hexagonal structure that results from combining three such unit 
cells.  (c) The primitive rhombohedral unit cell. 
Figure 2.4 Figure 2.4 – (a) FCC, (b) SC and (b) BCC structures obtained by 
varying the ch to ah ratio.  The solid black spheres, hollow discs 
and red-coloured spheres represent the edge, face-centred and 
body-centred atoms respectively. 
18 
Figure 2.5 – (a) 3D view and (b) top view of DC unit cell of edge length ac.  
The lattice constant of the unit cell is depicted in (b). 
19 
Figure 2.6 – The (a) (3+1)-beam configuration and the (b) corresponding 
rhombohedral lattice formed.  The case depicted here is that of the 
FCC unit cell.  The (4+1)-beam configuration and the (d) 
corresponding DC structure formed [72]. 
21 
Figure 2.7 – Relationship between the beam angle and rhombohedral angle 
for structures in air and SU-8 photoresist.  The limiting case 
structures are marked at their corresponding points in the graph. 
24 
Figure 2.8 – The ratio between the periodicities in the z-direction and xy-
direction as a function of the beam angle for the (a) index-matched 
and (b) unmatched cases for the (3+1)- and (4+1)-beam 
configurations [72]. 
26 
Figure 2.9 – (a) FCC unit cell and the corresponding (3+1)-beam structure.  
(b) DC unit cell and the corresponding (4+1)-beam structure.  
Both cases are modeled considering the photoresist as a non-
uniform medium leading to standing-wave behavior within the 
photoresist layers [72]. 
28 
Figure 3.1 – Figures showing the BiC Start Radius for (a) SC, (b) FCC, (c) 
BCC and (d) DC unit cells.  The corresponding insets show the 
plane depicted by the red outline which is used to compute the BiC 
Start Radius. 
34 
Figure 3.2  – Figures showing the BiC End radius for (a) SC, (b) FCC, (c) 
BCC and (d) DC unit cells.  The corresponding insets show the 
plane depicted by the red outline which is completely filled with 
the solid material.  
36 
Figure 3.3  – Figures showing the BiM End radius for (a) SC, (b) FCC, (c) 
BCC and (d) DC unit cells.  The corresponding insets show an 
example plane that is filled last, denoted by the red outline.  
37 
Figure 3.4 – Bicontinuity characteristics of a limiting case FCC 
rhombohedral structure.  FCC unit cell (a) before the bicontinuous 




the bicontinuous range and (d) at the end of the bimaterial range.  
The insets show the planes depicting the various stages of 
continuity, outlined in red.  (e) Volume fraction of material B, the 
solid volume, as a function of the normalized sphere radius.  (f) 
The rhombohedral unit cell under consideration shown by the red 
outline. 
Figure 3.5 – Rhombohedral structures at various stages of bicontinuity.  The 
(a) FCC, (b) SC and (c) BCC unit cells with the appropriate ch/ah 
ratio, at the start of the bicontinuous range, end of the bicontinuous 
range and end of the bimaterial range.  The corresponding radius 
of the spheres are also depicted for each case. 
40 
Figure 3.6 – Limiting case rhombohedral and woodpile structures formed by 
the (3+1)-beam and (4+1)-beam umbrella configuration 
respectively.  (a) SC, (b) FCC, (c) BCC and (d) DC lattice 
structures and their corresponding periodicities and beam angles. 
42 
 
Figure 3.7 – Example of a FCC limiting case rhombohedral structure formed 
by setting θbeam as 38.94°.  (a), (b) and (c) show the 3D view, top 
view and side view of the structures at the start of the bicontinuous 
range, at the center of the bicontinuous range and at the end of the 
bicontinuous range respectively.  (d) depicts the volume fraction 
(left) and normalized surface area (right) as a function of the 
normalized intensity threshold, Ith.  The bicontinuity range occurs 
for Ith, ranging from 0.12 to 0.62. 
45 
Figure 3.8 – For MBI structures generated with air as the medium and 
azimuthal incident polarization, (a) volume fraction of material B 
and (b) normalized surface area as a function of the normalized 
intensity threshold, for the FCC (θbeam =38.94°), SC (θbeam 
=70.53°) and BCC (θbeam =109.47°) cases.  The corresponding 
results for structures in air formed by radial incident polarization 
are shown in (c) and (d).  The shaded regions denote the range 
wherein the structures are bicontinuous.     
48 
Figure 3.9 – For the sphere-at-each-lattice-site structures (a) volume fraction 
of material B and (b) normalized surface area as a function of the 
normalized sphere radius for the FCC, SC and BCC cases.  The 
corresponding results for the DC structures are shown in (c) and 
(d).  The shaded regions denote the range wherein the structures 
are bicontinuous. 
50 
Figure 3.10 – For MBI structures generated with air as the medium and 
azimuthal incident polarization, (a) volume fraction of material B 
and (b) normalized surface area as a function of the normalized 




corresponding results for structures in air formed by radial 
incident polarization are shown in (c) and (d) for the ideal DC 
(θbeam =70.53°) and non-ideal DC (θbeam =34.37°) cases.  The 
shaded regions denote the range wherein the structures are 
bicontinuous. 
Figure 3.11 – For MBI structures generated with SU-8 as the medium and 
azimuthal incident polarization, (a) volume fraction of material B 
and (b) normalized surface area as a function of the normalized 
intensity threshold, for the FCC (θbeam =38.94°), SC (θbeam 
=70.53°) and arbitrary angle (θbeam =80°) cases.  The 
corresponding results for woodpile structures in SU-8 are shown 
in (c) and (d) for the ideal DC (θbeam =70.53°) and non-ideal DC 
(θbeam =34.37°) cases.  The shaded regions denote the range 
wherein the structures are bicontinuous. 
54 
Figure 4.1 – (a) The conceptual 8f confocal PIIL system where multiple 
beams containing images of the photomask are superposed to give 
a custom-modified interference pattern.  (b) Examples of mask 
patterns produced by 2D and 3D beam configurations and their 
resulting structures [72]. 
58 
Figure 4.2 – Screen capture of the PIIL GUI 62 
Figure 4.3 – (a) Schematic representation of the photomask design problem 
in PIIL.  (b) Five possible geometric shapes for the single-motif-
blocking photomask.  (c) Illustration of the symbols used in 
Equations 4.5 and 4.6 [84]. 
64 
Figure 4.4 – Transmission spectra between Port 1 and Port 2 of the PIIL-
produced (solid lines) and idealized (dashed lines) PhC 90deg 
bend waveguide [84]. 
65 
Figure 4.5 – ZEMAX-model of the PIIL exposure system showing the 
propagation of a single beam [72]. 
66 
Figure 5.1 – Top-view schematic of the PIIL exposure system. 71 
Figure 5.2 – Alignment of the HWPs and PBSCs using the central on-axis 
beam. 
73 
Figure 5.3 – Steps depicting beam alignment using the overcorrection 
technique. 
74 
Figure 5.4 – Alignment of mirrors M3 to M8 to redirect the side beams along 




Figure 5.5 – Alignment of (a) CL, (b) OL1 and (c) OL2. 76 
Figure 5.6 – Fine alignment of lenses using the reflections from the front and 
rear end faces. 
77 
Figure 5.7 – Representations of the single- and double-period-blocking 
features in the photomask [72]. 
79 
Figure 5.8 – (a) Single- and double-period-blocking photomask elements 
grouped as a pair.  (b) Frame containing a 10 × 10 array of element 
pairs (c) Complete photomask containing 72 frames 
corresponding to the eight different photomask elements and their 
nine size scales [72]. 
80 
Figure 5.9 – (a) Beam configuration at the PIIES image plane for 3D 
rhombohedral lattice structures.  (b), (d) Top-view SEM images 
of experimentally obtained results, along with their (c), (e) 




Figure 5.10 – (a), (c) 3D-view SEM images of experimentally obtained results 
for rhombohedral structures, along with their (b), (d) 
corresponding simulated structures obtained using the PIIL 
model. 
84 
Figure 5.11 – (a) Top-View SEM image of over-exposed structures displaying 
closed pores and (b) its corresponding simulated structure.  (c) 3D-
view depicting pores that are not connected to each other and (d) 
its corresponding simulation equivalent structure. 
86 









AFM Atomic Force Microscopy 
BARC Bottom Anti-Reflective Coating 
BCC Body-Centered Cubic 
BET Brunauer, Emmett, Teller 
BiC Bicontinuous 
BiM Bimaterial 
CL Condenser Lens 
COL Compound Objective Lens 
CVD Chemical Vapor Deposition 
DC Diamond Cubic 
EL Expander Lens 
FCC Face-Centered Cubic 
FDTD Finite Difference Time Domain 
GT Georgia Institute of Technology 
GUI Graphical User Interface 
HWP Half-wave plate 
MBI Multi-Beam Interference 
MBIL Multi-Beam Interference Lithography 
MOA Multiple-Optical Axis 
NA Numerical Aperture 
xv 
 
OL1 Objective Lens 1 
OL2 Objective Lens 2 
OPC Optical Proximity Correction 
OPD Optical Path Difference 
PBSC Polarization Beam Splitter Cube 
PhC Photonic Crystal 
PIIES Pattern-Integrated Interference Exposure System 
PIIL Pattern-Integrated Interference Lithography 
RMS Root-Mean Square 
SC Simple Cubic 
SEM Scanning Electron Microscope 
TEA Triethylamine 
TEM Transmission Electron Microscope 
earea Relative pillar-area error 
edisp Relative pillar-displacement error 
E𝑖
ill 2×1 complex electric field vector of the i
th beam illuminating the photomask 
(V/m) 
MF
3×5 Film function matrix 
MP
5×2 Electric field correction matrix 
?̂?i Polarization vectors of ith interfering beam 
𝛬𝑥𝑦
(3+1)
 Periodicity in the xy-plane for (3+1)-beam configuration (µm) 
𝛬𝑥𝑦
(4+1) Periodicity in the xy-plane for (4+1)-beam configuration (µm) 
𝛬𝑧
(3+1)
 Periodicity along the z-axis for (3+1)-beam configuration (µm) 
𝛬𝑧
(4+1)
 Periodicity along the z-axis for (3+1)-beam configuration (µm) 
xvi 
 
𝜙𝑖 Initial phase of the beam (rad) 
a, b, c Lattice vector directions 
ac Edge length of cubic unit cell 
ah, bh, ch Edge lengths of unit cell in hexagonal axes 
ai Coefficients of the ith fringe Zernike polynomial 
AnBm Materials A and B interconnected in n and m dimensions respectively 
ar Edge length of rhombohedral unit cell 
ar Edge length of rhombohedral unit cell 
C Energy conservation factor transfer function 
c0 Homogeneity factor (W/V2) 
d Distance from the center of mass of the estimated pillar and its expected 
location in the lattice (μm) 
dbeam Lateral beam displacement from the optical axis (mm) 
Ei 3x1 complex electric field vector of ith interfering beam (V/m) 
fEL Focal length of expander lens (mm) 
fOL1 Focal length of objective lens 1 (mm) 
fOL2 Focal length of objective lens 2 (mm) 
I Optical intensity distribution of a MBIL exposure (W/m2) 
IPIIL Optical intensity distribution of a PIIL exposure (W/m2) 
Ith Normalized intensity threshold 
ki Wavevector of the ith interfering beam (nm-1) 
M Compound objective lens magnification 
M1 to M8 Mirrors in the PIIL exposure system 
nPR Refractive index of the photoresist 
O Fourier transform of the photomask object (m-2) 
xvii 
 
P Pupil function 
r Position vector in Cartesian coordinates (m) 
S Off-axis beam propagation transfer function 
SA Normalized surface area 
VA, VB Volume fraction of materials A and B 
W Normalized wavefront phase error 
z0 Distance from the image focal plane to the photoresist film surface (μm) 
Zi ith fringe Zernike polynomial 
α, β, γ Angles between the bc, ca and ab axes 
θbeam Angle between the central beam and side beams (deg) 
λdes Lens design wavelength (nm) 
λexp Exposure wavelength (nm) 




Bicontinuous microstructures are an important subset of three-dimensional 
periodic-lattice-based microstructures.  Bicontinuity occurs when the constituent materials 
are interconnected in all three dimensions throughout the structure. Bicontinuous structures 
have been employed for tissue regrowth, high capacity electrodes, drug delivery, etc., 
Multi-Beam Interference Lithography (MBIL) has been shown to be a rapid and efficient 
way to fabricate these structures.  However, the detailed characterization of the resulting 
structures in terms of their bicontinuity is still lacking.  The research in this thesis aims at 
quantifying the bicontinuity range and the associated volumes and surface areas of certain 
MBIL-produced structures, thereby enabling the identification and fabrication of 










CHAPTER 1. INTRODUCTION 
Any naturally occurring or human-made material can be broadly classified into 
periodic or non-periodic structures.  Of which, periodic structures have gained widespread 
attention due to their numerous applications.   
1.1 Periodic Microstructures 
Periodic microstructures are a repetitive arrangement of materials at the microscale.  
This arrangement can occur in one- (1D), two- (2D) or three-dimensions (3D).  This 
framework enables the systematic design and characterization of periodic structures.  These 
structures offer several advantages in being capable of controlling material properties as 
well as electromagnetic wave propagation in these materials.  The applications of periodic 
structures are numerous and greatly depend on their lattice structure [1]. 
The ability of periodic microstructures to manipulate and control light has resulted 
in their extensive use as photonic devices.  Photonic crystals (PhC) are periodic 
arrangements of dielectric materials that use the difference in refractive indices of the 
constituent materials to attain a photonic bandgap that alters the propagation of light 
through it. They have been implemented as lasers [2, 3], resonators [4-6], waveguides [7-
11], waveguide couplers [12], multiplexers [13], switches [5, 14-16], antennas [17], sensors 
[18, 19], filters [20, 21], fibers [22, 23], fiber lasers [24, 25] etc.  Quantum information 
processing devices also utilize PhCs to isolate and transmit qubits [26, 27].  Several 
microwave applications have also been put forward for PhCs [28, 29].     
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In bioengineering, significant importance is given to periodic microstructures in 
areas like particle sensing [30-32], cell culturing [33, 34] and drug delivery [35, 36] as a 
result of the improved sensitivity and adhesion capabilities.  Fluorescence microscopy is 
enhanced by the use of PhCs for imaging live cells [37].  Microfluidic systems based on 
periodic structures provide mechanisms for cell analysis [38, 39] and fluid mixing [40].  It 
has been shown that the magnetic component of light can also be studied using periodic 
microstructures [41].  In addition to these, periodic structures also find applications in 
plasmonic, phononic and magnetic devices [1].  Some examples of applications described 
above are depicted in Figure 1.1.  
1.2 Bicontinuous Structures 
An important physical property that 3D-periodic structures, comprised of two 
materials, might possess is called bicontinuity.  A structure can be termed as bicontinuous 
(BiC) if both the constituent materials are completely connected throughout the periodic 
structure [42].  The structure for example, can be a solid-void or solid-solid combination, 
provided every volume of the solid/void is linked with every other volume of the same 
solid/void.  Ultimately, the interconnection forms two distinct regions or phases such that, 
it is possible to trace a route from a point on one material to every other point of the same 
material through its entire 3D space. 
The property of bicontinuity offers several advantages to 3D-periodic structures by 
enhancing mechanical stability, electrical conductivity and mass transport.  As a result, 
BiC materials find numerous applications in bioengineering, microfluidics, energy storage, 




Figure 1.1 – Example applications of periodic microstructures.  (a) A square-lattice 
PhC band edge laser [2].  (b) 2D resonator array showing differing types of air holes 
in the inset [4].  (c) Conventional straight waveguide integrated with a ridge 
waveguide [7].  (d) Electric field patterns on a three-output port channel-drop filter 
[20].  (e) Modified PhC waveguide sensor with increased sensitivity for the detection 
of proteins [30].  (f) Schematic of an on-chip microfluidic cell culture device [38].  (g) 
Proliferation of human stem cells on porous silicon scaffolds [33].  (h) Coalescence of 
two droplets in a microfluidic channel [40]. 
The nano-scale pores provide high surface area-to-volume ratio that enhances oxide 
reduction, whereas the BiC framework facilitates the transport of materials [43].  High 
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energy density lithium-ion cells employ the use of a BiC porous nickel scaffold as 
electrodes with silicon deposited on it.  During lithiation, the silicon swells in the pores 
causing discontinuities in some parts of the scaffold and the BiC network is necessary to 
maintain the electrical conductivity [44].  BiC microemulsions are formulated for drug 
delivery [45, 46] and tissue regeneration [47].  They act as spatial cell scaffolds to grow 
muscle tissue.  The cultured cells grow in multiple layers, dispersed throughout the 
structure, similar to that of human tissue.  Selective isolation of proteins from a highly 
heterogeneous mixture is carried out through microfluidic devices with a BiC skeleton [48]. 
 BiC structures also find applications as mechanical metamaterials.  Owing to their 
structure, they exhibit unique properties that can be utilized for subwavelength imaging, 
development of superlenses, electromagnetic cloaking, etc. [1, 49].  They are used to 
produce high performance protective films as the 3D interlocking enhances load sharing 
and dissipates energy efficiently [50, 51].  One of the unique properties that metamaterials 
possess is an anisotropic Poisson’s ratio, which is similar to the human bone tissue.  Hence, 
they have been demonstrated as scaffolds for the study and regrowth of the same.  Bone 
tissue regeneration requires a BiC framework for the cells to penetrate deep into the 





Figure 1.2 – Applications of BiC structures. (a) Porous gold on 3D porous carbon for 
enhanced catalytic activity [43].  (b) Silicon deposited nickel scaffold as electrodes for 
lithium-ion cells [44].  (c) 3D cell scaffolds for proliferation of muscle and skin cells 
[54].  (d) Microfluidic channels on fiber mats for isolation and purification of select 
proteins [48].  (e) Mechanical metamaterials with negative Poisson’s ratio for the 
study of bone tissue [52].  (f) BiC composites with high specific energy absorption as 
protective films [50].  (g) Cell culturing of bone cells on a biocompatible BiC 




1.3 Fabrication of Bicontinuous Structures 
Several individual processes exist to develop BiC structures.  They can be broadly 
classified as 1) self-assembly techniques, 2) construction-based techniques, 3) multi-beam 
interference lithography, and 4) pattern-integrated interference lithography.    
1.3.1 Self-Assembly Techniques 
This is perhaps the most common method used to fabricate BiC structures.  Self-
assembly uses thermodynamic forces to combine the constituent materials into stable 
structures [56].  This method is advantageous in its ability to pattern large area structures 
and can also be an inexpensive approach depending on the application.  Block co-polymer 
self-assembly can create BiC microstructures utilizing the phase separation between the 
polymer blocks [45, 51, 57].  Various techniques of phase-inversion, mainly thermally 
induced phase separation [58] and immersion precipitation [59] have been put forward for 
the fabrication of microporous membranes as filters.  Colloidal self-assembly techniques 
are used extensively for the development of microemulsions [45, 46], photonic crystals 
[60] and electrodes [61].  These methods can be used to produce the final structures or can 
be used as templates on which the required material is deposited by means of nanocasting 
[62], Chemical Vapor Deposition (CVD) [63], electro-deposition [61], etc.  The main 
drawbacks of self-assembly are associated with the lack of lattice customization and the 
unintentional defects in the resulting structures.  There is very limited flexibility in the 
geometrical characteristics as colloidal systems usually form the same Face-Centered 
Cubic (FCC) crystal structure [51].  The complexity and time for the formation of structures 
7 
 
can vary widely depending on the application.  Moreover, it requires precise control over 
the composition and type of materials involved.      
1.3.2 Construction-Based Techniques 
These techniques involve the writing of structures either layer-by-layer or point-by-
point in a serial fashion.  Direct-laser writing, which employs a pulsed laser to draw the 
structure directly on a photosensitive material, can produce even arbitrary structures in 3D 
[52].  Two-photon lithography is capable of generating high-resolution complex structures 
by the simultaneous absorption of two photons in a non-linear process [1].  Conventional 
photolithography can also be used to produce BiC structures, but again only layer-by-layer 
[64].  All the construction-based methods, although capable of producing customized 
structures with the required geometry, are extremely time-consuming [51].  This also 
makes them susceptible to alignment and overlay errors.  Hence, they require complex 
mechanisms to ensure that the various layers are aligned accurately on top of each other.  
This further increases the manufacturing time, rendering it unsuitable for large-volume 
production.         
1.3.3 Multi-Beam Interference Lithography 
Interference Lithography refers to the fabrication of periodic structures by the 
superposition of non-coplanar electromagnetic waves.  Multiple overlapping beams 
generate an interference pattern with a periodic intensity similar to the periodic function 
used to represent the structure.  This method utilizes the principle that periodic structures 
can be mathematically described as a sum of Fourier components related to the incident 
interfering plane waves [1]. 
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In Multi-Beam Interference Lithography (MBIL), the spatial distribution of energy 
from the overlapping beams is recorded on a substrate coated with a photo-sensitive 
material or photoresist.  The points in the photoresist that are exposed to the beams are 
chemically altered, and depending on the type of photoresist they either become less 
soluble or more soluble as compared to the unexposed regions.  The substrate is then 
developed in a solution, leaving the exposed regions intact and unexposed regions 
dissolved, in the case of a negative-tone photoresist or vice versa in the case of a positive-
tone photoresist.  This results in a periodic structure whose geometry depends on the beam 
parameters.  The polarizations, amplitudes and wavevectors of the beams, shape the 
interference pattern and consequently the symmetry of the periodic structure.  By 
controlling the beam configuration, it is possible to produce all 2D [65] and 3D [66] Bravais 
lattices through MBIL.  Three beams interfere to produce 2D structures whereas four or 
more beams are needed to produce 3D structures as shown in Figure 1.3.  “Complex 60-
fold 2D quasi-periodic [67], 3D chiral-basis [68], icosahedral [69], spatially variant [70], 
and dual-lattice interference patterns [71] are furthermore feasible” [72].  Individual beam 
control can be done by means of phase masks, prisms or polarization beam splitter cubes 
and wave plates [1].  BiC structures can be formed through MBIL by controlling the dosage 
of the exposure.  The dosage refers to the total amount of energy of the beams received per 
unit area per unit time by the photoresist.  The structures tend to be BiC only for a specific 
range of exposure doses.  Too much or too little exposure can cause the structures to be 
monocontinuous.       
MBIL is a rapid technique that is capable of producing large format defect-free 
periodic structures.  It is capable of manufacturing structures with sub-micron resolution 
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using exposure times on the order of a few seconds.  Being a cost-effective technique, 
MBIL has found numerous applications in photonics, phononics, bioengineering, 
microfluidics, smart materials etc. [1]. It can be combined with several other lithographic 
techniques as a two-step process like electron-beam lithography [73], focused ion beam 
lithography [74], direct laser writing [75], projection lithography [76], or multi-photon 
polymerization [77] to produce customized devices with added functionalities.  This multi-
step procedure is prone to misalignment errors and thereby increases the time and 
complexity of the process.  Alternately, several single-step processes using diffractive 
masks [78], phase masks [79] and spatial light modulators [70, 80, 81] have also been 
demonstrated.  These techniques however, offer very little lattice-customization and are 
limited by the resolution of the additional components used. 
 
Figure 1.3 – Multi-beam configurations and their corresponding fabricated 
structures [72].  (a) 1D grating formed by the interference of two beams.  (b) 2D 
pattern formed by the interference of three beams.  (c) 3D structure formed by the 
interference of four beams.   
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1.3.4 Pattern-Integrated Interference Lithography 
The need for a microfabrication technique that is rapid and flexible resulted in the 
development of Pattern-Integrated Interference Lithography (PIIL) as an extension of 
MBIL [82].  PIIL combines both interference and imaging in a rapid single-exposure step 
without the use of additional components [83].  It can produce both 2D and 3D periodic 
structures with functional elements embedded in them [8, 72, 83, 84].  3D PIIL was 
highlighted in a “Spotlight in Optics” article by the Optical Society of America as “the only 
method that can both create and pattern 3D periodic structures in a single step” [85].      
1.4 Characterization of Bicontinuous Structures 
  Various techniques have been used to study and model BiC structures.  The 
characterization of such structures are typically carried out using a combination of 
simulation/analytical models and imaging.  Techniques such as laser scanning confocal 
microscopy [86] and freeze fracture electron microscopy [87] have been used in 
conjunction with scattering data to determine if the structure is bicontinuous.  Scattering 
data is collected by techniques like light, small-angle X-ray and small-angle neutron 
scattering.  Analytical models like the Teubner-Strey model [88] and modified Berk theory 
[89] attempt to simulate the 3D morphology using the obtained scattering data.  The 
specific surface area in [47] was determined using the single-point BET (Brunauer, 
Emmett, Teller) method, that correlates the surface area of a substance to the amount of 
physical adsorption of a gas at the surface.  The porosity in phase-separated structures are 
determined by gravimetric analysis [58, 62].  X-ray tomography [57, 60], Scanning 
Electron Microscope (SEM) [43, 44, 47] imaging and 3D-Transmission Electron 
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Microscope (TEM) [46] tomography have also been employed to study BiC structures, 
while the characterization can be done using optical [60, 90, 91], mechanical [52, 92] or 
electrical [43, 44] means.  In elastic mechanics, the stiffness of a structure can be 
characterized by the elastic wave velocities [49] or nanoindentation [93].  For Multi-Beam 
Interference (MBI) structures specifically, characterization is carried out using Atomic 
Force Microscopy (AFM) [94] or SEM imaging [95] along with optical characterization 
techniques like spectroscopy [96] or reflectivity [97].   
1.5 Research Objectives 
Although there exists several techniques to characterize the various properties of BiC 
structures, the exact structural characterization of typical MBI-produced BiC structures is 
still lacking.  The physical attributes regarding the range of bicontinuity; and the volumes 
and surface areas of the constituent materials in the bicontinuity range have not been 
investigated.  The objective of this thesis is to develop simple models to generate and 
analyze the bicontinuity of cubic structures through simulations and also to fabricate 3D 
periodic structures by PIIL. 
1.6 Thesis Overview 
An outline of the following chapters in this thesis is described below. 
In Chapter 2, two representative models for BiC structures are introduced.  The 
conditions for bicontinuity are derived and periodic structures are classified based on the 
interconnection.   
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In Chapter 3, the conditions stated in the previous chapter are used to analyze the 
bicontinuity in cubic structures for both models.  The results are depicted for numerous 
cases.   
In Chapter 4, an introduction to the concept of PIIL is given as a technique to 
fabricate customized 2D and 3D periodic structures.  The system configuration and 
simulation model is reviewed.   
In Chapter 5, an improved alignment procedure for the described PIIL system is 
described along with some experimental results.   
In Chapter 6, a summary of the research is presented along with some future 
research objectives. 
In Appendix A and B, MATLAB scripts for the generation of MBI structures and 




CHAPTER 2. BICONTINUOUS STRUCTURES 
Three-dimensional (3D) periodic lattice-based-microstructures have generated a lot 
of interest in various fields.  In this chapter, 3D periodic structures are classified based on 
their interconnectedness.  Two models for representing periodic structures are described in 
detail for cubic structures along with the conditions for bicontinuity.  
2.1 Types of Interconnectedness 
Consider 3D periodic structures made of two materials A and B (a bimaterial 
structure).  For simplification, consider that material B is embedded within material A.  
Since A and B are interchangeable, there is no loss of generality here and all possible cases 
are being treated.  The 3D periodic structures have non-coplanar lattice vectors a, b and c.  
The lattice vectors define the planes ab, bc and ca where, ab is the plane of a and b and so 
forth. The volume of the parallelepiped is a·bxc.  The symbol AnBm is defined here to mean 
that A is interconnected in n dimensions and B is interconnected in m dimensions where n 
and m can be 0,1,2,3.  Based on the nature of their interconnectedness, these bimaterial 
structures can be classified as described below. 
2.1.1 3D-Monocontinuous 3D-Periodic Structures 
A3B0.  Material A is continuous throughout the structure in all three lattice vector 
directions, a, b and c.  Material B occurs as isolated volumes.  This case can be seen in 
Multi-Beam Interference (MBI) structures having a high intensity threshold or 
equivalently, low exposure dosage.  The resulting structures are under exposed and the 
secondary material is only present in limited maximum intensity regions.  This is depicted 
in Figure 2.1(a). 
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A3B1.  Material A is continuous throughout the structure in all three directions.  
Material B is continuous only in a single lattice vector direction (designated as a in Figure 
2.1(b)).  An example of this type is the self-supporting solid-rod-like structures in air.  The 
solid volumes are continuous in one dimension but are not connected to each other. 
A3B2.  Material A is continuous throughout the structure in all three dimensions.  
Material B is continuous in two dimensions (a and b).  B is interconnected across the bc 
and ca planes of the structure shown in Figure 2.1(c).  These structures can also be produced 
by MBI by tailoring the intensity threshold such that it lacks continuity in one dimension.  
They are typically observed in structures that have an intensity threshold just outside the 
beginning and end of the bicontinuity range.  This will be explained further in the following 
sections.             
2.1.2 3D-Bicontinuous 3D-Periodic Structures 
A3B3.  Both materials A and B are continuous in all three lattice vector directions 
throughout the structure.  This is a bicontinuously interconnected network and all the 
volumes of both materials are interconnected within each other.  This is depicted in Figure 
2.1(d). 
2.2 Conditions for Bicontinuity 
Bicontinuous periodic structures are composed of unit cells repeated periodically in 
3D space.  Consequently, in order to identify structures as bicontinuous, it is sufficient to 
define the conditions of bicontinuity for the constituent unit cell.  In the following, the unit 
cell maybe a primitive unit cell, a conventional unit cell or any other unit cell that satisfies 




Figure 2.1 – 3D periodic structures based on the type of interconnectedness.  3D-
Monocontinuous structures with material B (solid) continuous in 0-(a), 1-(b) and 2-
(c) dimensions and Material A (void) continuous in all three dimensions.  (d) 3D-
Bicontinuous structures with both Materials A and B continuous in all three 
dimensions. 
The primary condition required for bicontinuity is as follows: every volume of both 
materials A and B must be continuous throughout the unit cell and both materials intersect 
with the ab, bc and ca faces.  The corollaries that result from this condition are as follows.  
There are both A and B volume paths from any one face of the unit cell to every other face.  
From symmetry requirements, there will be A and B areas parallel to each other on opposite 
faces of the unit cells.  This establishes continuity between the unit cells which is necessary 
if the entire structure is bicontinuous.  Also, any plane within the unit cell that intersects 
with four sides of the unit cell must contain both A and B areas.  If a plane is found 
containing only material A or B, then the structure is not bicontinuous.  These conditions 
are employed in the subsequent sections as convenient tests for bicontinuity of cubic unit 
cells. 
2.3 Sphere-at-Each-Lattice-Site Model 
To analyze individual unit cells of important rhombohedral and cubic structures, the 
sphere-at-each-lattice-site model is used.  As the name suggests, this model uses ideal 
spheres of a specified radius at the lattice points of the unit cell.  The lattice spheres can be 
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solid volumes or voids, as they can be used interchangeably.  Here we denote the spheres 
as solid volumes (material B).  The simple cubic structure has been shown as an example 
in Figure 2.2.  The unit cell contains spheres at the eight corners of the cell.  Each sphere 
shown here is 1/8th the volume of the entire sphere.  The total solid volume occupied by 
the spheres is (4/3) 𝜋r3.  
 
Figure 2.2 – Simple cubic unit cell as an example of a sphere-at-each-lattice-site 
model.  The radius of the spheres shown here is 0.4ac, where ac is the length of the 
edge of the unit cell.  The units shown in the figure are length/ac. 
To compare cubic structures to their MBI counterparts, the hexagonal representation 
of rhombohedral structures is adopted.  The length of the edge of the unit cell is denoted 
as ah and the height is denoted as ch.  The unit cell is highlighted in red in Figure 2.3.  The 
unit cell is represented in the hexagonal axis as ah = bh ≠ ch; αh = βh = 90°, γh = 120°.  Three 
unit cells combined (triple cell) gives the entire hexagonal lattice structure.  Here, the 
obverse setting is employed, where the conventional unit cell contains one-eighth of eight 
corner spheres, and two spheres at (2/3, 1/3, 1/3) and (1/3, 2/3, 2/3) on the body diagonal 
[98].  Therefore, the total number of spheres in the conventional unit cell is three.  This 
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representative volume is considered for the bicontinuity analysis in the subsequent 
sections. 
 
Figure 2.3 – (a) 3D view and (b) top view of the rhombohedral unit cell in the 
obverse setting, highlighted in red.  The gray lines show the hexagonal structure 
that results from combining three such unit cells.  (c) The primitive rhombohedral 
unit cell. 
By varying the ratio of ch to ah of the conventional unit cell, it is possible to produce 
the simple cubic (SC), face-centred cubic (FCC) and body-centred cubic (BCC) structures 
in this representation.  The two central-axis spheres (0, 0, 0) and (0, 0, ch) together with the 
body spheres of the triple cell produce a primitive rhombohedral unit cell of side ar.  The 
rhombohedral unit cell highlighted in Figure 2.3(c) is represented as ar = br = cr; αr = βr = 
γr ≠ 90°.  The rhombohedral angle αr changes as the ch to ah ratio is varied to give the 
required SC, FCC or BCC limiting case structures as shown in Figure 2.4.  The ratios, 
along with the corresponding rhombohedral angles are given in Table 2.1.  The relationship 




Figure 2.4 – (a) FCC, (b) SC and (b) BCC structures obtained by varying the ch to ah 
ratio.  The solid black spheres, hollow discs and red-coloured spheres represent the 
edge, face-centred and body-centred atoms respectively.  
Table 2.1 – The limiting case parameters for cubic structures in the rhombohedral 
lattice representation 
Cubic Structure ch / ah αr (deg) 
Rhombohedral 
Lattice Constant, ar 
Cubic Lattice 
Constant, ac 
SC √6 90 ah /√2 ah /√2 
FCC √3/√2 60 ah √2 ah 
BCC √3/√8 109.47 √3ah /√8 ah /√2 
 
Diamond cubic (DC) lattice is also investigated to facilitate comparison with the 
woodpile structures formed by MBI.  The DC unit cell resembles two FCC unit cells that 
are displaced from each other by (1/4, 1/4, 1/4) from the origin along the body diagonal.  It 
contains eight spheres, four from each FCC unit cell.  The DC unit cell with an edge length 
of ac is shown in Figure 2.5.  The unit cell is represented as ac = bc = cc; αc = βc = γc = 90°.  
The lattice constant in this case is the distance between the closest neighbouring points that 
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occur on the face diagonals of the unit cell as shown in Figure 2.5(b).  Thus, the ratio of 
the height of the unit cell to the edge length is √2 for an ideal DC unit cell.   
 
Figure 2.5 – (a) 3D view and (b) top view of DC unit cell of edge length ac.  The 
lattice constant of the unit cell is depicted in (b). 
In order for the structures described in this section to be bicontinuous, the radius of 
the spheres should be at least large enough to come in contact with each other throughout 
the structure.  Determining the bicontinuity conditions by analysing the unit cells using the 
sphere-at-each-lattice-site model is described in the next chapter.    
2.4 MBI Model 
The MBI model simply refers to the structures formed by the superposition of 
multiple non-coplanar beams.  The interference between two beams produce a one-
dimensional (1D) pattern whose orientation and period depend on the configuration of the 
beams.  When more than two beams interfere, each beam pair produces a 1D fringe pattern 
which then are superposed to give the final two-dimensional (2D) or three-dimensional 
(3D) pattern depending on the number of beams and their associated configuration.  The 
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time-averaged intensity distribution of the pattern formed by the interference of N 
monochromatic waves can be expressed as [83], 




∗(𝒓)] + ∑ Re[𝑬𝑖(𝒓) ∙ 𝑬𝑗
∗(𝒓)]𝑁𝑗>𝑖 )
𝑁
𝑖=1  , (2.1) 
where 𝑬𝑖(𝒓) is the 3x1 complex electric field vector created by the ith plane wave at the 
r(x, y, z) point at the sample plane and Re[] is the real part operator.  The electric field can 
be expressed as, 
 𝑬𝑖(𝒓) = 𝐸𝑖exp⁡[−𝑗(𝒌𝑖 ∙ 𝒓 − 𝜙𝑖)]𝒆?̂? (2.2) 
where 𝒌𝑖 is the wavevector, 𝜙𝑖 is the initial phase and 𝒆?̂? is the polarization vector of the 
ith interfering beam.  In MBI, the required symmetry elements are provided by the 
parameters of the beam.  The space group is determined by the wavevector configuration 
and the polarization vectors of the non-coplanar beams.  The k-vector configuration is 
necessary to obtain translational symmetry while the polarization vectors decide the motif 
within the unit cell or the rotational symmetry.  Even though the periodicity depends on 
the lattice formed, which in turn is determined from multiple beam parameters, it is always 
inversely proportional to the side beam at an angle θbeam from the optical axis.    
The rhombohedral and woodpile (DC) lattice structures are generated by the (3+1)-
beam and (4+1)-beam umbrella configurations.  The central beam is circularly polarized 
while the side beams are linearly polarized and arranged symmetrically around the central 
beam forming an umbrella-like structure.  Then, the angle between the central beam and 
the side beams, θbeam, determines the specific point group symmetry formed.  The 
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representative beam configurations and their corresponding unit cells are shown in Figure 
2.6.  The required polarization vectors of the beams described in Equation (2.2) for both 
the beam configurations are listed in Table 2.2.    
 
Figure 2.6 – The (a) (3+1)-beam configuration and the (b) corresponding 
rhombohedral lattice formed.  The case depicted here is that of the FCC unit cell.  
The (4+1)-beam configuration and the (d) corresponding DC structure formed [72].  
The specific case of the FCC unit cell is depicted in the (3+1)-beam configuration 
in Figure 2.6(a) and (b).  The beam angle θbeam
(3+1)
can be altered to get the desired 
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The required wavelength of the beams can be derived from the rhombohedral edge length, 





(1 + cos 𝜃𝑏𝑒𝑎𝑚
3+1 )
(5 − 3 cos 𝜃𝑏𝑒𝑎𝑚
3+1 )
 (2.4) 
The rhombohedral edge length ar, shown in Figure 2.3(c) can, in turn, be calculated from 






















Alternatively, by knowing the beam parameters, it is possible to calculate the hexagonal 



















Equation (2.8) gives the period along the z-direction for structures formed in air.  In 
photoresist, the periodicity depends on the refractive index of the medium due to the 
refraction that occurs at the air-photoresist interface.  The periodicity remains the same on 
the xy-plane but the structures are elongated in the z-direction.  The resulting periodicity in 






3+1 𝑛𝑃𝑅⁄ ) 2⁄ )
 (2.9) 
The relationship between the beam angle and the rhombohedral angle for structures 
in air and photoresist given by Equation (4.6) is represented in Figure 2.7.  It can be seen 
that while considering structures formed in photoresist the desired rhombohedral angles 
cannot be attained.  The photoresist modeled here is the negative-tone epoxy photoresist 
SU-8 with a refractive index nPR = 1.67.  SU-8 is a well-known i-line (363.8nm) photoresist 
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that is widely used for the fabrication of 3D structures due to its ability to produce high 
aspect ratio structures [100-104].   
 
Figure 2.7 – Relationship between the beam angle and rhombohedral angle for 
structures in air and SU-8 photoresist.  The limiting case structures are marked at 
their corresponding points in the graph.    
The refraction changes the beam angle, 𝜃𝑏𝑒𝑎𝑚 such that the ideal case structures 
cannot be generated without sufficient index-matching [90, 105].  Index-matching is a 
technique by which the refraction at the air-photoresist interface is averted by using a prism 
whose refractive index matches that of the photoresist.  By employing this technique, the 
angle of the beam is sufficient to produce the limiting case structures, and the periodicity 
along the z-direction is once again given by Equation (2.8). 
 The woodpile lattice is generated using (4+1)-beam configuration, with the central 
beam circularly polarized and the side beams linearly polarized as shown in Figure 2.6(c).  
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The resulting DC lattice structure is shown in Figure 2.6(d).  The periodicity in the xy-





















in air.  While considering structures in photoresist, the refractive index of the medium is 






4+1 𝑛𝑃𝑅⁄ ) 2⁄ )
 (2.12) 
As discussed in the previous section, the ideal case FCC and DC cases occur when 
the height to edge length ratios for the unit cells are √6 and √2 respectively.  In MBI, for 
both beam configurations, the change in periodicity as a result of refraction alters the ratio 
between the periodicity in the z-direction and the periodicity in the xy-direction causing the 
structures to deviate from their ideal cubic cases.  The ratio is plotted as a function of the 
beam angle,  𝜃𝑏𝑒𝑎𝑚 for the index-matched and unmatched cases in Figure 2.8.  The ideal 
ratio is achieved in the index-matched case when the beam angle equals 38.94° and 70.53° 
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for the FCC and DC cases respectively.  This ratio cannot be achieved in the unmatched 
case. 
 
Figure 2.8 – The ratio between the periodicities in the z-direction and xy-direction 
as a function of the beam angle for the (a) index-matched and (b) unmatched cases 
for the (3+1)- and (4+1)-beam configurations [72]. 
 The preceding cases discussed in this section assumed a uniform medium at the 
sample plane with light propagating only in the plane of incidence.  This is however not 
27 
 
the case.  The photoresist case typically represents an assembly of thin films consisting of 
a top layer, resist layer and a Bottom Anti-Reflective Coating (BARC) layer on a substrate.  
Due to high numerical aperture effects, the light passing through a lens is not confined to 
its plane of incidence.  The beams continuously undergo refraction and reflection through 
the stack, the magnitude of which depends on the polarization of the beam at that point.  
Therefore, it is necessary to model the photoresist as a stack of thin layers in order to obtain 
a realistic intensity distribution within the photoresist.  Using Flagello’s formalism the 
interference pattern within the photoresist is computed by forming a film function matrix 
that is multiplied in the frequency domain with the input electric field.  This film function 
matrix is a function of the complex refractive indices of the various layers in the photoresist 
film.  It describes the standing wave effects that occur due to the reflection from the 
subsequent layer.  The forward and backward travelling waves are summed up at each layer 
of the photoresist to account for the refraction, reflection and absorption effects, for each 
beam.  The inverse Fourier transform of the product yields the final electric field 
distribution, from which the intensity information is computed [106].  Examples of 
structures produced by the (3+1)-beam and (4+1)-beam configurations using this model is 




Figure 2.9 – (a) FCC unit cell and the corresponding (3+1)-beam structure.  (b) DC 
unit cell and the corresponding (4+1)-beam structure.  Both cases are modeled 
considering the photoresist as a non-uniform medium leading to standing-wave 
behavior within the photoresist layers [72].   
2.5 Symmetry Elements in MBI structures 
As discussed in the previous section, the symmetry elements in the MBI-produced 
structures are determined by the beam parameters, namely, the wavevector configuration, 
intensity, and polarization state.  For practical applications, it is not sufficient to investigate 
only the translational symmetry, rather, it is important to determine the structure of the 
resist inside the unit cell.  Thus, the overall symmetry is the maximal point symmetry that 
is common to both the lattice as well as the motif of the crystal structure [107]. 
The umbrella configuration typically generates the rhombohedral lattice system 
which contains 7 space groups that can be represented using hexagonal or rhombohedral 
axes.  General rhombohedral structures possess a maximum of two symmetry elements.  
When the limiting cubic cases are considered, symmetry conditions are added to it.  The 
3̅𝑚 point group corresponds to the rhombohedral lattice formed by the umbrella 
configuration.  The symbol 3̅ represents a three-fold rotation-inversion axis, which defines 
the operation for a counter-clockwise rotation of 120° around the axis followed by an 
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inversion through the point on the axis, and m denotes the reflection through a plane 
containing the axis.  The SC, FCC, BCC and DC structures are an extension of the 3̅𝑚 
point group and are represented as 𝑃𝑚3̅𝑚, 𝐹𝑚3̅𝑚, 𝐼𝑚3̅𝑚 and 𝐹𝑑3̅𝑚 respectively in their 
short symbol notation.  The symbols P, F and I stand for primitive, all face-centered and 
body-centered respectively.  The 𝑚3̅𝑚 point group consists of two unique mirror planes 
parallel to one three-fold rotation-inversion axis, and can be formed by the (3+1)-beam 
umbrella configuration.  The 𝑑3̅𝑚 point group signifies a diamond glide plane with a 
translational component of one-quarter along the diagonal of a face-centered cell in 
addition to the 3̅𝑚 symmetry.  This point group is generated by the (4+1)-beam umbrella 
configuration.   
The symmetry elements can also be defined in their full symbol notations.  The SC, 
FCC and BCC symmetry elements are (𝑃4/𝑚3̅2/𝑚), (𝐹4/𝑚3̅2/𝑚)⁡and⁡(𝐼4/𝑚3̅2/𝑚) 
signifying a four-fold rotation axis with a mirror plane perpendicular to it, a three-fold 
rotation-inversion axis and a two-fold rotation axis with a mirror plane perpendicular to it.  
The DC cell is represented as (𝐹41/𝑑3̅2/𝑐) which signifies a 4-fold right-handed screw 
axis rotated about 90° with a one-quarter translational vector parallel to the axis and normal 
to the diamond glide plane, a three-fold rotation-inversion axis and a two-fold rotation axis 
with a one-half translation axial glide plane perpendicular to it [98].   
These symmetry constraints are used as conditions to tailor the coefficients of the 
plane waves in order to produce the desired lattice geometry, as well as to optimize the 
contrast in MBI-produced structures [108].  The impact of the symmetry elements on the 
bicontinuity characteristics of periodic structures will be described in the next chapter. 
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2.6 Applicability of Bicontinuity Analysis 
The analysis of MBI-produced structures as a function of the exposure intensity, 
put forth in this work can be applied to various lithography models and materials.   In 
traditional photolithography, the regions exposed to a light source in a positive (negative) 
tone photoresist becomes more soluble (insoluble) compared to the original medium in a 
developing solvent.  The high-contrast photoresists used in conventional photolithography, 
ideally exhibit a binary response wherein the exposed regions undergo chemical changes 
only when the intensity values of the pattern are above a certain threshold intensity level.  
This lithographic threshold of the photoresist depends on the photoresist sensitivity and the 
processing conditions like the baking temperatures and time, developing time and choice 
of developer [109].  Alternatively, grayscale photolithography uses photoresists that ideally 
exhibit low contrasts in order to produce an analog image transfer response to exposure.  
The partial exposure of a photoresist renders it soluble to a developer in proportion to the 
exposure dose.  As a consequence, after development, the resist exhibits the morphology 
of a three-dimensional surface.  Grayscale lithography can be realized using variable 
transmission masks, also known as gray-tone masks [110] in X-ray [111] as well as 
interference lithography [112] based techniques.  Variable-dose direct writing technique 
employs a narrow beam of charged particles or photons through a software mask instead 
of a physical mask to achieve grayscale response [113].  Evidently, in threshold and 
continual response systems, or a combination of both [114], the volume fractions of the 
constituent materials in the final structure is primarily a function of the exposure intensity, 
and therefore can benefit from the study of the physical characteristics of the structures.   
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This analysis also applies to photosensitive materials other than conventional 
photoresists.  Photopolymerizable liquid crystals segregate themselves from the polymer 
they are dispersed in under the influence of exposure giving rise to phase separated 
polymer-rich and liquid-crystal rich regions with different refractive indices.  Orienting the 
crystals by applying an electric field to maximize the index contrast has resulted in their 
application as efficient display systems [115, 116].  Photochromic materials that are 
capable of modulating their absorbance in response to light of a specific wavelength can 
be used for heterogeneous micropatterning [117] or resolution enhancement [118, 119].   
Photorefractive materials find many applications as updateable holographic displays [120], 
photonic crystals [121] and laser ultrasonic receivers [122].  The refractive index 
modulation in photorefractive materials occurs due to the periodic space-charge field that 
is formed as a result of exposure to an interference beam pattern.  They also exhibit the 
phenomenon of optical solitons that can be utilized in photonic switching architectures 
[123, 124].  As a result, this analysis can be applied to any material that is capable of 
undergoing a photo-induced change of a physical property, such as the refractive index, 
absorption, electrical conductivity, density, porosity, cross-linking in polymers, line-
breaking in polymers, magnetization, electric polarization, thermal conductivity etc.  
For traditional photolithography, where the end result is a structure formed by the 
combination of hardened acid-resistant photoresist and air, the analysis is applicable only 
for structures occurring in the bicontinuous range.  In the case of a negative-tone 
photoresist like SU-8, low-intensity threshold responses result in mostly filled, solid 
structures [91]. The low-intensity regions occur in isolated volumes within the structure 
but is not capable of being removed during development as there is no path for the solvent 
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to reach the area, giving rise to non-porous structures [125].  For high-intensity thresholds, 
the insoluble volume is significantly lesser than the soluble volume and a major portion of 
the structure is washed away, causing it to collapse during development [126].  Only in the 
bicontinuous range, the structures are physically realistic as they are completely porous 
structures within this range.  There are possible approaches to producing isolated voids 
embedded within the volume of the structures.  These may involve 3D exposure followed 
by the diffusion of unexposed materials in case of negative-tone photoresists, and exposed 
materials in case of positive-tone photoresists, out of the material, thus leaving behind 
voids.  The diffusion in this case may be induced by chemical, thermal or any other means.  
2.7 Summary 
3D periodic structures can be classified based on their interconnectedness as 
monocontinuous or bicontinuous structures.  In order to possess the property of 
bicontinuity, specific conditions need to be satisfied by the unit cell.  There should exist a 
path for both materials from one unit cell to every other unit cell throughout the structure 
in a bicontinuously connected network.  The sphere-at-each-lattice-site model and the MBI 
model were used to represent rhombohedral and diamond cubic structures.  The conditions 
to achieve the limiting case SC, FCC, BCC and DC structures were described in both cases.  
The MBI model was modified to include the standing wave effects seen within the 
photoresist.  The symmetry elements present in the cubic structures were also discussed as 




CHAPTER 3. BICONTINUITY ANALYSIS 
The conditions derived to determine the existence of bicontinuity are applied to the 
rhombohedral and woodpile structures using the models described in the previous chapter.  
The range of bicontinuity is defined and determined for both models, and the parameters 
that influence this range are identified.  The trends in the volumes and surface areas of the 
representative structures are presented and discussed for various incident polarizations. 
3.1 Bicontinuity Characteristics of the Sphere-at-Each-Lattice-Site Model 
In this model, spheres are present at each lattice point in the unit cells.  These 
spheres are of an identical radius.  As this radius increases, the nature of interconnectedness 
in the structure changes.  Initially, we start with a radius of zero, and the entire structure 
comprises of material A, which in this case is the void volume.  By increasing the radius 
of the spheres, material B, or the solid volume, begins to appear.  Thus, the structure 
becomes bimaterial as the spheres start to form.  With further increase in the radius, the 
spheres get large enough to come in contact with each other.  Until this point, the spheres 
are distinct and the volume fraction of material B in the unit cell is the volume of the 
fraction of spheres inside the unit cell i.e., the volume of material B is proportional to the 
third power of the radius of the spheres.  At this mark, the structure enters the bicontinuity 
range.  This point in the radius of the spheres is denoted as the bicontinuous range start 
radius or simply, the BiC Start Radius.  To determine the BiC Start Radius, it is sufficient 
to consider only a section of the unit cell that from symmetry is representative of the entire 
unit cell.  The section under consideration depends on the geometry of the unit cell.  For 
example in a simple cubic (SC) and face-centered cubic (FCC) unit cell, any one end face 
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can be analyzed to determine the BiC Start Radius as shown in Figure 3.1(a) and (b).  The 
red outline shows the plane that contains the point of contact.  For a body-centered cubic 
(BCC) and diamond cubic (DC) unit cell, the plane containing the opposite edges is 
analyzed.  The planes and the point of contact are depicted in Figure 3.1(c) and (d) for BCC 
and DC respectively.  It is important to note that, in these cases, the point of first contact 
between the spheres and the start of the bicontinuous range coincide due to symmetry.  This 
might not be the case while considering structures with lesser symmetry than the ones 
considered here.   
 
Figure 3.1 – Figures showing the BiC Start Radius for (a) SC, (b) FCC, (c) BCC and 
(d) DC unit cells.  The corresponding insets show the plane depicted by the red outline 
which is used to compute the BiC Start Radius.  
 Once the structures enter the bicontinuity range, every solid volume and every void 
volume is connected to every other solid volume and void volume.  The rate of increase in 
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the volume fraction of the solid material is less than the rate of increase before the start of 
the bicontinuity range.  This decrease in the rate occurs because, after the spheres come 
into contact, the overlap between the spheres increases, and the increase in radius causes 
adjacent spheres to add to the same points in space.  This state remains until the increase 
in radius causes a plane to be completely filled with just the solid material.  The radius of 
the spheres at this point is denoted as the bicontinuity range end radius or simply, the BiC 
End Radius.  Once again, these completely filled planes and the corresponding radii can be 
determined geometrically by analyzing the structure of each unit cell.  Similar to 
determining the BiC Start Radius, the planes depend on the structure of the unit cell.  The 
BiC End Radius for the structures along with examples of completely filled planes are 




Figure 3.2 – Figures showing the BiC End radius for (a) SC, (b) FCC, (c) BCC and 
(d) DC unit cells.  The corresponding insets show the plane depicted by the red outline 
which is completely filled with the solid material. 
Beyond the BiC End Radius, the structure ceases to be bicontinuous as there is no 
path for one of the materials, in this case the void, from one face to every other face which 
is the defining condition for bicontinuity.  With further increase in the radius, the structures 
get completely filled with just one material.  The radius of the spheres are large enough to 
cover the entire structure with the solid volume, and this radius is denoted by the bimaterial 
end radius, or the BiM End Radius.  At this point, the structure ceases to be bimaterial.  




Figure 3.3 – Figures showing the BiM End radius for (a) SC, (b) FCC, (c) BCC and 
(d) DC unit cells.  The corresponding insets show an example plane that is filled last, 
denoted by the red outline. 
 For the sphere-at-each-lattice site model, these three points of significance namely, 
the BiC Start Radius, the BiC End Radius and the BiM End Radius, are used to describe 
the bicontinuity characteristics.  The results are summarized in Table 3.1.  The points of 
interest here are denoted in terms of their corresponding cubic lattice constants ac.  
A similar analysis is carried out for the rhombohedral structures, after applying the 
limiting conditions to produce the cubic cases as described in the previous chapter.  An 
example of the FCC limiting case is shown in Figure 3.4.  The minimum representative 
volume that is being considered for the bicontinuity analysis is outlined as the rectangular 
prism in red in Figure 3.4(d).  This representative rectangular prism has a volume that is 
identical to the rhombic prism denoted by the solid black lines in the same figure, which is  
38 
 
Table 3.1 – Bicontinuity parameters for cubic structures using the sphere-at-each-








SC 1/2 √2/2 √3/2 
FCC √2/4 √6/6 1/2 
BCC √3/4 3√2/8 √5/4 
DC √3/8 √11/8 √3/4 
 
the typical representation of the rhombohedral unit cell.  Since each face of the rectangular 
prism is a mirror plane, the contents of the prism can be mirrored about its six faces to 
generate the entire structure.  The rectangular prism is therefore representative of the total 
structure.  The orthogonal edges of the rectangular prism make it a convenient choice for 
analyzing the component volumes, interface areas, and the bicontinuous properties of the 
entire structure.   
 The volume trend of material B as a function of the normalized sphere radius is 
shown in Figure 3.4(e) along with the equation that relates the cubic and rhombohedral 
structures for the FCC case.  The regions of interest are highlighted.  The graph shows the 
trends described earlier that were observed in the cubic cases.  The range before the start 
of the bicontinuity range showing a cubic increase in the volume fraction, followed by the 
decrease in the rate of increase of the volume fraction in the bicontinuity range and finally 
the saturation of the curve to a completely filled structure (volume equals unity) after the 
end of the bimaterial range.  The corresponding points of interest are depicted in the graph 
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along with figures showing the unit cell at these points.  The insets in Figure 3.4(a)-(d) 
provide a clearer view of the planes outlined in red at the various stages of continuity.          
 
Figure 3.4 – Bicontinuity characteristics of a limiting case FCC rhombohedral 
structure.  FCC unit cell (a) before the bicontinuous range, (b) at the start of the 
bicontinuous range, (c) at the end of the bicontinuous range and (d) at the end of the 
bimaterial range.  The insets show the planes depicting the various stages of 
continuity, outlined in red.  (e) Volume fraction of material B, the solid volume, as a 
function of the normalized sphere radius.  (f) The rhombohedral unit cell under 
consideration shown by the red outline.    
The bicontinuity characteristics were investigated both analytically and 
numerically to determine the above-described points of interest.  The special case 
structures, produced by controlling the height-to-edge length ratio ch/ah, of the unit cells, 
at their various stages of bicontinuity are depicted in Figure 3.5.  The bicontinuity interest 
points are listed in Table 3.2.  Here, the parameters are given in terms of their hexagonal 
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lattice constants, ah.  These values can also be determined by applying the conversion 
equations given in Table 2.1 of the previous chapter with the parameter values given in 
Table 3.1.   
 
 
Figure 3.5 – Rhombohedral structures at various stages of bicontinuity.  The (a) FCC, 
(b) SC and (c) BCC unit cells with the appropriate ch/ah ratio, at the start of the 
bicontinuous range, end of the bicontinuous range and end of the bimaterial range.  




Table 3.2 – Bicontinuity parameters for limiting case rhombohedral structures using 








SC 1/2√2 1/2 √3/2√2 
FCC 1/2 1/√3 1/√2 
BCC √3/4√2 3/8 √5/4√2 
  
3.2 Bicontinuity Characteristics of the Multi Beam Interference (MBI) model 
Using the (3+1)-beam and (4+1)-beam umbrella configurations, the rhombohedral 
and woodpile structures are generated respectively as described in the previous chapter.  
The limiting case structures are obtained by controlling the beam angle, θbeam.  The SC, 
FCC, BCC and DC structures thus obtained are depicted in Figure 3.6.  The corresponding 
beam angles and periodicities obtained by Equations (2.7), (2.8) and (2.10) for periods in 




Figure 3.6 – Limiting case rhombohedral and woodpile structures formed by the 
(3+1)-beam and (4+1)-beam umbrella configuration respectively.  (a) SC, (b) FCC, (c) 
BCC and (d) DC lattice structures and their corresponding periodicities and beam 
angles. 
In a photo-sensitive medium such as a photoresist, the volume of the structures 
formed depends on the exposure dosage, development time, baking temperatures etc.  The 
exposure dosage specifically, can be varied by controlling the exposure time and beam 
intensity.  For a negative-tone photoresist like SU-8, the regions exposed to the UV light 
undergo crosslinking and are rendered insoluble.  These regions are then retained after 
development while the unexposed regions are washed away. However, the photoresist 
possesses some inherent intensity threshold, only above which cross-linking occurs.  The 
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interfering beams need to have a combined intensity value above this threshold intensity in 
order for the pattern to be recorded.  Ideally, below this value the photoresist does not 
undergo any chemical changes and remains soluble for development.  This binary nature 
of the photoresist can be modelled by specifying a normalized intensity threshold, Ith that 
determines the volume fractions of the resulting materials.  Any intensity value in the 
interference pattern below this threshold leaves the photoresist unexposed and hence will 
be washed away and above it, will be retained.  This intensity threshold is used as a variable 
to control the filling fraction of the constituent materials, thereby affecting the nature of 
interconnectedness in the resulting structures.    
An example of the FCC limiting case rhombohedral lattice pattern is shown in 
Figure 3.7.  The volume fraction of material B, which in this case is the void volume is 
represented as a function of the normalized intensity threshold in Figure 3.7(d).  Similar to 
the sphere-at-each-lattice-site model analysis, the graph is divided into various regions of 
interest.  As described in Section 2.6, the only region where the bicontinuity analysis is 
applicable for structures formed with photoresist as a medium, is the bicontinuous range.  
Outside this region, the structures are either completely solid, signifying a high exposure 
dose, or the structures collapse during development, signifying a very small exposure dose, 
in the case of a negative-tone photoresist.  For other photosensitive materials like, 
photopolymerizable liquid crystals [115, 116], photorefractive [120] or photochromic 
materials [118, 119], the entire bimaterial range is physically realistic.  These scenarios 
would be hypothetical for structures fabricated in photoresist.  However, it indicates that 
stable structures are capable of being formed outside the bicontinuous range.  In the graph, 
the bimaterial region ideally begins when material B starts to appear in the structure.  This 
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does not happen for every non-zero intensity threshold value.  There is a region up to about 
0.05(Ith) where the intensity threshold is low enough for every point to be considered a 
solid volume i.e., there is no material B in the structure until that point.  As the threshold 
increases, fewer number of points satisfy the intensity threshold condition and the material 
B volume increases.  However, material B can only be seen to occur as isolated volumes 
or are disconnected from each other, whereas the solid A volumes are continuous 
throughout and thus, the structure is monocontinuous.  This continues until the start of the 
bicontinuity range is encountered.  Above this intensity threshold point, the structure is a 
bicontinuously-interconnected network where both materials A and B are continuous as 
shown in Figure 3.7(b).  With further increase in the threshold intensity, the end of the 
bicontinuity region is reached.  At this point, the threshold is high enough for the material 
B volumes to be continuous throughout the structure but the solid A volumes are not 
sufficiently interconnected and once again, the structure is monocontinuous.  This state 
continues until the threshold is too high for material A to exist and the volume fraction of 
material B reaches unity.  Near unity value of the normalized intensity threshold, the 
structure is no longer bimaterial.  Figure 3.7 also shows the normalized surface area as a 
function of the intensity threshold on the right (red) axis.  It can be seen that the surface 




Figure 3.7 – Example of a FCC limiting case rhombohedral structure formed by 
setting θbeam as 38.94°.  (a), (b) and (c) show the 3D view, top view and side view of the 
structures at the start of the bicontinuous range, at the center of the bicontinuous 
range and at the end of the bicontinuous range respectively.  (d) depicts the volume 
fraction (left) and normalized surface area (right) as a function of the normalized 
intensity threshold, Ith.  The bicontinuity range occurs for Ith, ranging from 0.12 to 
0.62. 
For MBI structures the bicontinuous range is of significance as it describes certain 
unique properties of regular periodic structures.  Only for a specific range of threshold 
intensities are both materials in the structure continuous.  This bicontinuous range not only 
depends on the exposure dosage and processing conditions, together which determine the 
intensity threshold, but also on the symmetry of the structures that is determined by the 
polarization, amplitude and wavevectors of the beams.  The range is described by the 
bicontinuity range start intensity threshold or BiC Start Ith, and the bicontinuity range end 
intensity threshold or BiC End Ith, which are each determined numerically by locating the 
intensity thresholds where either of the two materials cease to be continuous.  Similar 
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analysis was carried out to determine the bicontinuity range for the SC, BCC and DC cases.  
The above example is shown for structures formed in air with the beams being azimuthally 
polarized.  The bicontinuity characteristics were also studied for structures formed using 
radial incident polarization.  The structures were investigated for their bicontinuity in 
photoresist as well, as described in the previous chapter.  These results are detailed in the 
following section. 
The surface area calculated above is larger than the actual surface area of the 
structures.  This overestimation occurs since the surface areas of the cubical voxels, that 
are approximating the surface areas of the contours of constant intensity, will always be 
greater than the surface area of the contour itself.  The surface formed by the voxels are 
irregular compared to the smooth surface of the contour.  However, a correction factor can 
be derived to compensate for this effect.  The surface area of the bends and undulations of 
the constant-intensity contours in relation to the surface area of the voxels representing the 
contours, can be approximated by the relationship of the known surface area of a sphere to 
the surface area of voxels representing the spherical surface.  In the limit of smaller and 
smaller voxels, the surface area of the voxels is about 1.65 times larger than the surface 
area of the sphere.  Thus, the above voxel-based calculated values are reduced by a factor 
of 1/1.65 in the following section.  The estimation of this correction factor is included in 
Appendix B.    
3.3 Bicontinuity Analysis Results 
Figure 3.8(a) and (b) shows the results for azimuthally polarized beams producing 
rhombohedral structures in air.  The graphs show the volume fraction of material B and the 
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normalized surface area as a function of the normalized intensity threshold. The graph is 
plotted through the entire bimaterial range and the bicontinuity ranges for the cubic limiting 
case structures are highlighted.  The rhombohedral structures are bicontinuous for 
normalized intensity threshold values Ith, ranging from 0.12 to 0.62 with filling fractions 
corresponding to 8% and 81% respectively.  A result of this analysis is that the bicontinuous 
range and the volume fractions remain unchanged for the various beam angles for the case 
of azimuthally polarized beams.  The surface areas however show a decrease with increase 
in the beam angle as they depend on the space group of the structures formed.  The 
bicontinuity range contains the maximum surface area region for the MBI structures.  This 
is expected as the porosity is maximized at the center of the bicontinuous range where the 
filling fraction is around 50% for both materials.  The SC and BCC cases display identical 
volume and surface area characteristics as the SC beam angle is essentially the same as that 
of the BCC beam angle (SC θbeam = 180° - BCC θbeam).  The side beams travel in the 




Figure 3.8 – For MBI structures generated with air as the medium and azimuthal 
incident polarization, (a) volume fraction of material B and (b) normalized surface 
area as a function of the normalized intensity threshold, for the FCC (θbeam =38.94°), 
SC (θbeam =70.53°) and BCC (θbeam =109.47°) cases.  The corresponding results for 
structures in air formed by radial incident polarization are shown in (c) and (d).  The 
shaded regions denote the range wherein the structures are bicontinuous.     
  Furthermore, for structures in an idealized photoresist i.e., neglecting the 
absorption effects seen in the medium, the index-matched and unmatched cases show no 
change in the bicontinuity characteristics for azimuthal polarization, compared to the trends 
shown in Figure 3.8(a).  Index-matching retains the required beam angle for the limiting 
case structures whereas in the unmatched case the beam angle changes, depending on the 
refractive index of the photoresist as described in the previous chapter.  Thus it can be 
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concluded that the bicontinuous range and volumes are independent of the beam angle for 
the azimuthal polarization case.   
For radially polarized beams, the change in beam angle causes a change in the 
bicontinuous range and their corresponding volumes.  With an increase in the beam angle 
an increase in the bicontinuous range can be seen in Figure 3.8(c) and (d).  This is because 
the level of interference between the beams in the interference pattern increases with 
increase in beam angle, given the symmetry of the beam configuration.  This results in the 
interference pattern having a higher number of points with intensity values above the 
threshold.  The maximum normalized surface area decreases with an increase in beam 
angle similar to that of the azimuthal case and shows dependence only on the beam angle.  
In photoresist, with index-matching, the bicontinuity characteristics remain unchanged as 
the beam angle remains the same.  Without index-matching, the trends are in keeping with 
the results observed with structures in air, showing a strong dependence on the beam angle.       
The structures are compared to their corresponding sphere-at-each-lattice-site 
model equivalents.  The volume fraction of material B and the normalized surface area are 
plotted as a function of the normalized sphere radius as depicted in Figure 3.9.  The limiting 
case rhombohedral structures are compared in Figure 3.9(a) and (b).  Since the surface area 
depends on the space group symmetry, the FCC case with the highest number of spheres 
per unit cell, shows maximum surface area in all the representative models.  The 
corresponding volume fraction and surface area of the DC structures are shown in Figure 
3.9(c) and (d).  For the sphere-at-each-lattice-site model, the maximum surface area occurs 
just before the spheres come in contact, i.e., right before the BiC Start radius.  After the 
BiC Start radius is reached, the overlapping spheres result in a sharp decrease in the surface 
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area.  Also, the surface areas of the sphere-model structures are larger than their MBI 
counterparts.  This occurs because, the abrupt interface transitions from sphere-to-sphere 
as opposed to the smooth contours of constant intensity in MBI gives rise to larger interface 
areas for the sphere-at-each-lattice-site structures and larger volumes for the MBI-formed 
structures. 
 
Figure 3.9 – For the sphere-at-each-lattice-site structures (a) volume fraction of 
material B and (b) normalized surface area as a function of the normalized sphere 
radius for the FCC, SC and BCC cases.  The corresponding results for the DC 
structures are shown in (c) and (d).  The shaded regions denote the range wherein the 
structures are bicontinuous.     
Similar analyses were performed for the woodpile lattice structures. The patterns 
were studied in air as well as in photoresist, for both types of polarization.  The results for 
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the azimuthally polarized beams in air are shown in Figure 3.10(a) and (b).  This 
corresponds to the perfect DC structure where, the ratio between the periodicity in the z-
direction, Λz and periodicity in the xy-direction, Λxy is √2.  This case occurs when the beam 
angle equals 70.53° as described earlier.  The bicontinuous range can be seen for 
normalized intensity thresholds ranging from 0.31 to 0.38 with a corresponding volume 
fraction from 40% to 55% respectively.  When the beam angle is changed, no change is 
observed in the bicontinuous characteristics for azimuthally polarized beams as expected.  
As a result, the index-matched and unmatched structures demonstrate similar bicontinuous 
ranges.   
For radially polarized beams, unlike the rhombohedral case, the bicontinuity range 
increases with decrease in beam angle.  The results comparing the ideal DC (θbeam =70.53°) 
and an arbitrary angle or non-ideal DC (θbeam =34.37°) structures are shown in Figure 
3.10(c) and (d).  The decrease in bicontinuity range is accompanied with greater volumes 
for structures formed by larger beam angles.  This can be attributed to the symmetry in the 
resulting interference pattern.  By virtue of the symmetry, even as the number of interfering 
points above threshold decreases, the skewing of the pattern by a smaller beam angle causes 
a higher degree of interlinking between nearby columns in the square lattice symmetry 
structures, thereby increasing the bicontinuity range.  A similar reasoning can be given to 
the decrease in the maximum surface area with a decrease in the beam angle.  The reduction 
in the volume fraction and surface areas suggest that the volumes being added to the final 
structure, as a result of an increase in the intensity threshold, are not generating additional 
points for the final structure, rather they are only adding to existing points that already 




Figure 3.10 – For MBI structures generated with air as the medium and azimuthal 
incident polarization, (a) volume fraction of material B and (b) normalized surface 
area as a function of the normalized intensity threshold, for the ideal DC (θbeam 
=70.53°) case.  The corresponding results for structures in air formed by radial 
incident polarization are shown in (c) and (d) for the ideal DC (θbeam =70.53°) and 
non-ideal DC (θbeam =34.37°) cases.  The shaded regions denote the range wherein the 
structures are bicontinuous.     
When the absorption and standing wave effects are taken into consideration for the 
structures in photoresist, significant differences are observed in the bicontinuity 
characteristics.  Contrary to the structures in uniform media, the rhombohedral structures 
show a decrease in the bicontinuity range with an increase in the beam angle.  The volume 
fractions and surface areas for the FCC (θbeam = 38.94°), SC (θbeam = 70.53°) and an 
arbitrary angle of θbeam = 80° are shown in Figure 3.11(a) and (b).  There is also a shift in 
the bicontinuous range towards higher threshold intensities with a decrease in the 
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corresponding volumes.  The results signify a decrease in the level of overlap with 
increasing beam angles.  This can be attributed to the refraction effects arising between the 
various layers of the photoresist.  Similarly, the bicontinuity characteristics observed for 
DC structures in photoresist are the converse of the effects observed for DC structures in 
air.  The volumes and surface areas for the ideal and non-ideal DC structures are depicted 
in Figure 3.11(c) and (d).  Here, the bicontinuity range decreases with a decrease in beam 
angle, but with an increase in the volume fraction.  The refraction in the photoresist causes 
skewing of the patterns for larger beam angles that were observed for small angles in air.  
The surface areas for both the beam configurations show a dependence on the beam angle, 
similar to the structures in air.  The common feature in each of these cases is the linear 
progression of the volumes in the bicontinuous range.  It can be inferred that within the 
bicontinuous range, every change in the intensity produces a corresponding change in the 
volume fraction.  This characteristic is independent of the incident polarization, beam 




Figure 3.11 – For MBI structures generated with SU-8 as the medium and azimuthal 
incident polarization, (a) volume fraction of material B and (b) normalized surface 
area as a function of the normalized intensity threshold, for the FCC (θbeam =38.94°), 
SC (θbeam =70.53°) and arbitrary angle (θbeam =80°) cases.  The corresponding results 
for woodpile structures in SU-8 are shown in (c) and (d) for the ideal DC (θbeam 
=70.53°) and non-ideal DC (θbeam =34.37°) cases.  The shaded regions denote the range 
wherein the structures are bicontinuous. 
3.4 Summary 
The bicontinuity parameters for the representative models were defined and 
determined as a function of the normalized sphere radius and normalized intensity 
threshold for the sphere-at-each-lattice-site model and the MBI model respectively.  The 
intensity threshold can be used as a measure to model the effects of the exposure dosage 
on the interference pattern and is used to control the volumes of the constituent materials.  
The bicontinuity range and volumes of rhombohedral and woodpile structures in air and 
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photoresist as a uniform medium show a dependence on the beam angle for radially 
polarized beams but remain unchanged for azimuthally polarized beams.  For more realistic 
lithographic conditions, the effects observed are contrary to those seen for structures 
formed in air.  The surface areas show a dependence on the beam angle irrespective of the 
polarization and mediums considered.  The symmetry of the structures, determined by the 
beam configuration, plays a significant role in the bicontinuity characteristics, which can 




















CHAPTER 4. PATTERN-INTEGRATED INTERFERENCE 
LITHOGRAPHY 
Multi-Beam Interference Lithography (MBIL) lacks the ability to fabricate 
periodic-lattice-based-microstructures with functional devices, in a single, rapid step.  This 
calls for a technique that can combine interference and imaging to produce customized 
interference patterns.  Pattern-Integrated Interference Lithography (PIIL) is the only known 
method that is capable of producing such customized patterns with a single exposure and 
is described here in this chapter.  
4.1 Pattern-Integrated Interference Lithography Concept 
In traditional holography, interference between a reference wave and subject wave 
is used to produce an interference pattern that contains information about the object-
dependent subject wave [127, 128].  Holographic techniques have been used extensively 
to produce periodic templates for the fabrication of photonic crystal devices [129-131].  As 
an extension of holography, PIIL can be described as the integration of superposed pattern 
imaging with interference [132].  It is comprised of multiple waves, each acting as both the 
subject and reference waves in a holographic configuration.  When these waves are 
superposed, it results in a complex optical-intensity distribution composed of a periodic 
lattice, modified by an integrated mask pattern.  The periodic lattice here is defined by the 
configuration of the beams and the mask patterns are non-periodic functional elements such 
as a resonator cavity, waveguide etc [133].  The advantage of PIIL is in its ability to 
produce such non-periodic functional elements within a 2D or 3D periodic lattice without 
an additional lithographic step. 
57 
 
The conceptual PIIL system is depicted in Figure 4.1(a).  It consists of an 8f 
confocal lens configuration starting from the expanded lenses (ELs), the condenser lens 
(CL), and finally, the two objective lenses (OL1 and OL2).  The multiple beams are each 
individually controlled in their amplitudes and polarizations by a series of half-wave plates 
and polarization beam-splitter cubes prior to entering the expander lenses and are not 
shown in the diagram for clarity.  The beams are focused, collimated, focused and 
collimated as they pass through the system to produce ultimately the desired interference 
pattern.  The lateral beam displacement dbeam, from the optical axis in the z-direction 
determines the common incidence angle θbeam, of the beams at the back focal plane of OL2 
[134].  The result is a uniform-periodic interference pattern with a lattice constant 
proportional to the source wavelength and inversely proportional to the sine of the 
incidence angle, similar to MBIL described earlier [133].  OL1 and OL2 form a compound 
objective lens (COL) system with an object and image plane at the front focal plane of OL1 
and back focal plane of OL2 respectively.  This COL system is arranged in a Fourier 
transform configuration.  When the beams produce Fourier transforms of an object placed 
at the object plane, such as a photomask, OL2 performs an inverse Fourier transform to 
give the original mask image.  This image however, is upside-down and left-right reversed 
and demagnified by a factor equivalent to the ratio between the focal lengths of the 
objective lenses, M = fOL2 / fOL1.  Each beam produces its own image of the photomask 




Figure 4.1 – (a) The conceptual 8f confocal PIIL system where multiple beams 
containing images of the photomask are superposed to give a custom-modified 
interference pattern.  (b) Examples of mask patterns produced by 2D and 3D beam 
configurations and their resulting structures [72].  
Examples of photomask objects and the resulting interference patterns produced by 
certain beam configurations are shown in Figure 4.1(b).  The resulting pattern thus depends 
on the number of beams, the exposure wavelength, as well as individual beam parameters 
such as their amplitudes, polarizations and wavevectors.  The source positions at the 
aperture source plane (front focal plane of ELs) influence the wavevector configuration 
and hence the plane group symmetry of the structures at the image plane.  Partial coherence 
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can be introduced into the PIIL system by adjusting the position of the expander lenses, 
and yet maintaining collimation at the image plane, to eliminate ringing and speckle effects 
that are typically seen in highly coherent illumination systems [82].  This improves the 
interference/imaging capabilities of the exposure system.  For microfabrication purposes, 
registering this pattern on a photosensitive material such as a photoresist, placed at the 
image plane is necessary. 
4.2 Pattern-Integrated Interference Lithography Research Areas 
The research in PIIL has been carried out in several areas including the 
development of a comprehensive simulation tool, photomask design, evaluating the 
exposure system, and producing proof-of-concept results through experiments.  These 
results are summarized in the following sections. 
4.2.1 PIIL Model 
In order to facilitate the understanding of PIIL’s capabilities and limitations, a 
comprehensive PIIL model had to be developed, that combined multi-beam imaging and 
interference.  Commercial lithography simulation software lacked the necessary flexibility 
that was needed to simulate multiple-off-axis-imaging and interference simultaneously.   
The primary requirement of such a model was to account for the effects observed 
in a high numerical aperture (NA) exposure system.  A high-NA objective lens is desired 
in order to reduce the minimum feature size, and decrease the lattice constant achievable 
by increasing the beam angle θbeam.  High-NA is attained by placing the lens in immersion 
fluids thereby increasing the refractive index of the medium and consequently increasing 
the NA of the lens [135, 136].  As described in CHAPTER 2, the high-NA system causes 
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the electric field of the beams to develop components in directions not limited to the 
incident plane.  This rotation of the electric fields affects the symmetry and contrast of the 
resulting interference pattern.  Thus, a scalar model for representing the PIIL system was 
deemed inadequate and a new vector model was developed that accounted for the high-NA 
imaging effects.  The PIIL model uses Flagello’s formalism to calculate the vector electric 
fields in a stack of thin films on a substrate from high-NA systems.  In Flagello’s 3D vector 







×P(α,β)  S(θbeam,φi)  exp (-j2πγz0)⁡ 
× exp (-j2πW(α,β)) C(α,β)] 
(4.1) 
where (x,y,z) are the Cartesian coordinates in the image space; F -1 is the inverse Fourier 
transform; α, β, and γ are the direction cosines in the Fourier space normalized with respect 
to the image-side NA; MF
3×5(α,β,z) is a 35 film function matrix that accounts for the 
polarization dependent reflections, transmission, and absorption of the downward- and 
upward-traveling electric fields at the interfaces between the stacked thin films; MP
5×2(α,β) 
is a 52 electric field correction matrix that accounts for high-NA-based polarization 
changes produced by OL2; E𝑖
ill is the input 21 vector electric field defined in the xy-plane 
of the ith beam illuminating the photomask; O(α,β) is the Fourier transform of the 
photomask object assuming a thin-mask approximation; P(α,β) is the pupil function (P(α,β) 
= 1 for √𝛼2 + 𝛽2 ≤ 1, 0 otherwise); φi is the beam azimuthal angle at the image plane; 
S(θbeam, φi) describes the off-axis propagation of the beam; z0 is the distance between the 
image focal plane and the surface of the photoresist film and represents a defocus term; 
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W(α,β) is the optical path difference function due to lens aberrations; and C(α,β) is the 
obliquity factor included for energy conservation [72].  The W(α,β) function was calculated 
from the 37 fringe Zernike polynomials for a rotationally symmetric system and is 
expressed as 






where ai is the fringe Zernike coefficient of the ith Zernike polynomial.  The coefficients 
were calculated for the PIIES objective lens using the ray-tracing software ZEMAX.  The 
electric fields computed above for each beam are then combined using the time-averaged 












The final intensity distribution described above gives the photomask integrated 
intensity distribution in the periodic lattice.  This intensity distribution varies through the 
volume of the photoresist due to defocus effects, absorption in the photoresist and off-axis 
propagation of the beams [72].  The refractive index mismatch between the photoresist and 
the substrate gives rise to standing waves that is accounted for in Equation (4.3).  This 
extensive model was implemented in MATLAB and was also integrated into a software 
package with a graphical user interface (GUI) shown in Figure 4.2.  The GUI allows the 
user to define the mask element and shape, lattice constant, resolution, defocus, 




Figure 4.2 – Screen capture of the PIIL GUI 
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4.2.2 Photomask Optimization 
The images of the photomask by the individual beams are not exactly reproduced 
when projected by the objective lenses at the sample plane.  The interference patterns 
contain irregularities due to distortions that occur during propagation through the system.   
In lithography, to increase the resolution of the features and to reduce the nonconformities 
between the photomask image and latent image, optical proximity correction (OPC) 
techniques are employed [138].  For PIIL, OPC was done to reduce the undesired distortion 
by pre-compensating for the imperfections observed due to diffraction, defocus and off-
axis imaging.  For this purpose, a photonic crystal (PhC) 90deg-bend waveguide was 






The distortion caused by a single motif-blocking element on the eight neighboring pillars 
was investigated.  The objective was to determine the shape and size of the blocking pattern 
that caused the least amount of distortion.  Five geometric shapes and nine widths ranging 
from 0.5 Λsq / M to 1.3 Λsq / M; where, M is the magnification of the compound objective 
lens, were considered.  The distortions were quantified by a pillar displacement error given 
by 













where, (m,n) are the pixel indices within the 101px x 101px area, ν(m,n) and τ(m,n) are the 
binary pixel values of the estimated and reference pillars respectively, and d is the distance 
between the center of their masses.  These quantities, along with the geometries considered 
for distortion calculation are depicted in Figure 4.3.  For each combination, the pillar area 
and displacement errors were computed for the closest neighboring pillars and averaged.  
The geometric mean of the averaged values were calculated as a figure of merit to 
determine the pattern that produced the least distortion.  It was concluded that the 45deg-
rotated square with a width of 0.9Λsq/M had the lowest imperfections.  Therefore, it was 
used to create an improved photomask design.     
 
Figure 4.3 – (a) Schematic representation of the photomask design problem in PIIL.  
(b) Five possible geometric shapes for the single-motif-blocking photomask.  
(c) Illustration of the symbols used in Equations 4.5 and 4.6 [84].  
The 90deg-bend waveguide was generated with this improved photomask design 
and compared to the elementary mask design with Λsq/M wide square patterns.  The 
improved photomask design showed lesser distortions that progressively decreased in 
pillars located away from the waveguide.  The PIIL-produced PhC waveguide was 
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simulated in COMSOL and the transmission spectrum was compared to that of an idealized 
device with no distortions.  It followed that, the PIIL-produced device performed almost 
as good as the idealized device as depicted in Figure 4.4 [84], even with a slight decrease 
in the effective waveguide width.  Similar performance results were obtained when stop 
band and pass band filters generated by PIIL were compared to their idealized counterparts 
[139]. 
 
Figure 4.4 – Transmission spectra between Port 1 and Port 2 of the PIIL-produced 
(solid lines) and idealized (dashed lines) PhC 90deg bend waveguide [84]. 
4.2.3 PIIL Exposure System Analysis 
The conceptual PIIL system depicted in Figure 4.1(a) is implemented using 
commercial and custom-made optics and mounts.  A Spectra-Physics argon-ion UV laser, 
operating at a wavelength, λexp = 363.8nm is used for the exposures.  Three large-diameter 
commercially available, antireflection-coated aspheric lens were used for the condenser 
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and first objective lens and the second objective lens with a design wavelength λdes = 
780nm.  The range of feasible angles at the image plane θbeam, is determined using ZEMAX 
and is related to the lateral beam displacement from the z-axis, dbeam.  Due to physical 
constraints of the opto-mechanical system, the incident angles at the image plane can only 
range from 5deg to 30deg.  The positioning of the optical elements were optimized for 
various values of θbeam using ZEMAX by setting the distances between the elements, shown 
in Figure 4.5, as variables.  The results suggest that the CLs, mask mount and OL1 can 
remain relatively fixed for the different beam angles whereas the ELs, OL2 and sample 
mount need to be repositioned [140].  The relationship between θbeam and the interference 
periods is used to derive the relationship between dbeam and the periods for typical 2D and 
3D hexagonal and square lattice structures, which is a more practically useful relationship 
from an experimental perspective.  The extreme case values for the periods are listed in 
Table 4.1 [72].          
 
 
Figure 4.5 – ZEMAX-model of the PIIL exposure system showing the propagation of 




The interference pattern was also analyzed for its sensitivity to beam misalignment.  
A decentered beam is analyzed, that has a different dbeam, θbeam and azimuthal angle 
compared to a centered beam.  The 1D grating produced by this decentered beam along 
with a perfectly aligned beam was investigated for errors in periodicity and orientation 
angle.  It was shown that for a maximum of ±0.5mm displacement error on the xy-plane, 
the fringe period error ranges from -3.34% to 3.6% and the fringe orientation error ranges 
from -1.98deg to 1.99deg [72].   
Table 4.1 – Range of feasible interference periods and dbeam of the PIIL exposure 
system [72] 




(μm) Λz (μm) 
beam = 5deg 4.95 2.95 2.78 4.82 3.99 160 
beam = 30deg 27.19 0.51 0.49 0.84 0.70 1.1 
 
The imaging capabilities of the COL system were analyzed for perfectly aligned 
and imperfectly aligned lenses using ZEMAX.  The difference in the design and 
experimental wavelength limits the performance of the PIIL system, even when it is 
perfectly aligned.  The root mean square optical path difference (RMS OPD) was computed 
using the 37 fringe Zernike polynomials to study the effect of the wavelength difference.  
The spherical aberrations that result from using an exposure wavelength that is different 
from the design wavelength caused the system to produce almost twice as much RMS OPD 
(0.46waves) as the acceptable limit for a diffraction-limited system (0.25waves).  Without 
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this difference the RMS OPD value for the COL system is almost negligible (0.003waves).  
For analyzing the effects of leans tilting and decentering on imaging, OL1 and OL2 were 
imperfectly aligned separately.  It was shown that OL1 is more sensitive to decentering 
whereas OL2 is more sensitive to tilting.  It was concluded that the maximum acceptable 
tilt error for OL2 and displacement error for OL1 at the experimental wavelength are 
5×10−3deg and 25µm respectively.  Furthermore, the ZEMAX distortion grid analysis tool 
was used to analyze the image distortions across the field of exposure at the image plane.  
The coordinates of the imaged grid points were compared to the reference coordinates of 
the undistorted image.  From these grid point coordinates, a distortion error was calculated 
as a difference in the radial distance between the points.  The maximum RMS distortion 
error in a 2.5mm x 2.5mm area was determined to be around 26.6μm.  Also, the field of 
exposure with RMS distortion error < 0.5μm was smaller than 0.2mm2 around the optical 
axis.  These values showed no significant improvement for the case of the exposure 
wavelength being equal to the design wavelength [72].       
4.3 Summary 
The drawbacks of MBIL have been addressed by PIIL, a novel technique that 
combines interference and imaging in a single exposure step.  Extensive research has been 
conducted to quantify the capabilities of this rapid technique.  The conceptual PIIL system 
has been implemented using commercial lenses and mounts.  A comprehensive high-NA 
PIIL model was developed that allows for a realistic simulation of the structures formed.  
This model was also integrated into a PIIL simulator software package with a GUI.  The 
photomask design was optimized by means of employing techniques similar to OPC in 
conventional photolithography.  The PIIL exposure system was analyzed using ZEMAX 
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to study the sensitivity to beam tilting and decentering and also, lens tilting and 
decentering.  The limits of the system in terms of the maximum tilt and displacement were 
defined and the maximum distortion across the field of exposure, determined.  The 




CHAPTER 5. THREE-DIMENSIONAL PATTERN-INTEGRATED 
INTERFERENCE LITHOGRAPHY EXPERIMENTAL 
DEMONSTRATION 
The prototype Pattern-Integrated Interference Lithography (PIIL) system described 
in the previous chapter is implemented to provide proof-of-concept results through 
experiments.  The system components, followed by an improved alignment procedure for 
the PIIL system is described.  The processing steps for fabricating 3D lattice-based 
microstructures are also given, and experimental results presented.    
5.1 PIIL Implementation 
The top-view schematic of the PIIL system is depicted in Figure 5.1.  An argon-ion 
UV laser operating at an exposure wavelength of 363.8nm is used as the laser source.  A 
single laser beam from the source is divided into the desired number of beams by 
employing a series of half-wave plates (HWPs) and polarization beam splitter cubes 
(PBSCs).  By rotating a HWP placed before a PBSC, it is possible to control the ratios of 
the intensities of the output beams exiting the PBSC.  A HWP placed after a PBSC is used 
to control the polarization of the beam exiting the HWP.  Using these techniques, each 
beam is individually controlled in amplitude and polarization to give the desired exposure 
configuration.  The entire configuration is placed on a vibration isolation optical table.  
Multiple mirrors are used to redirect the beams in the required directions.  The optical axis 




Figure 5.1 – Top-view schematic of the PIIL exposure system. 
A high-NA objective lens with a NA of 0.62 at a design wavelength, λdes of 780nm 
is chosen as objective lens 2 (OL2) and has a focal length fOL2 = 60mm.  The condenser 
lens (CL) and objective lens 1 (OL1) are implemented using another aspheric lens with a 
NA of 0.23 and a focal length fOL1 = 200mm.  The magnification of the system given by 
the ratio of the focal lengths of OL2 and OL1 is therefore 0.3.   The lenses are mounted on 
a two-rotation-axis gimbal lens mount.  OL1 and CL mounts are placed on two linear stages 
crossed at 90deg to providing positioning flexibility in the yz-plane.  The mounted OL2 is 
placed on a three-axis linear stage to facilitate alignment in all three directions.  The 
expander lenses (ELs) are 0.5in-diameter mounted aspheric lenses with a focal length of 
11mm.  The mirrors M5 and M8 are also 0.5in in diameter and are placed along with the 
corresponding expander lens on a 1.5in-wide three-axis linear stage.  The mounts for 
mirrors M1-M4, M6 and M7 contain positioning knobs to align the beams precisely in the 
xy-plane.   
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Custom-made mounts were designed to position the photomask and sample.  The 
photomask mount is placed on a two-axis linear stage for alignment in the yz-plane, a 
platform with a pitch (rotation around the y-axis) and yaw (rotation around the z-axis) 
correction and a lab jack for translation along the x-direction.  Similarly, the sample mount 
is placed on two linear stages stacked at 90deg to facilitate alignment in the yz-plane, a 
tilt/yaw correction platform and a lab jack for the x-translation.  The actuator of the linear 
stage along the z-axis is a high-precision differential micrometer capable of submicron 
range adjustments, which are needed to position the sample at the focal plane precisely 
[72]. 
Not shown in Figure 5.1, is an initial HWP followed by an iris placed after M2 to 
control the overall intensity and the amount of light entering the system.  Reduced intensity 
is necessary during alignment, for precision and safety.  Additionally, the top beam is 
generated by splitting the central beam by means of a PBSC placed in between the final 
HWP and the expander lens mount.  This PBSC directs the top beam upward which is then 
redirected along the z-direction by employing a mirror angled at 45deg.  The final HWP 
can then be used to control the ratio of intensities between the central and top beam as 
described earlier.  For clarity, the top beam is not represented in the following figures as 
well. 
5.2 PIIL Alignment Procedure 
The initial alignment procedure for PIIL [140] was improved upon, to establish a 
repeatable and precise alignment strategy for experimental demonstrations.  The reported 
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alignment techniques can be applied to any multiple-off-axis beam imaging and/or 
interference systems [141].   
The central beam in the PIIL exposure system represents the optical axis in the z-
direction.  The alignment of the same is crucial in the procedure as it is employed to align 
the subsequent components.  Targets are printed out for the required beam configuration, 
attached to mounts, and are used at every step of the alignment by placing the mount 
flushed against reference blocks or screws to ensure alignment along the y-axis.  First, 
mirrors M1 and M2 are positioned such that the central beam is redirected along the z-
direction as depicted in Figure 5.2.  
 
Figure 5.2 – Alignment of the HWPs and PBSCs using the central on-axis beam. 
Keeping the target close to M2 and far away at the end of the optical table, the 
knobs in the mirror mounts are used to align precisely the central beam using the 
overcorrection technique depicted in Figure 5.3.  Following this, the series of HWPs and 
PBSCs are placed in succession, by aligning the reflections produced by the elements with 
74 
 
the incident beams.  If the beam exiting these elements is decentered, the overcorrection 
technique is once again employed to correct it. 
 
Figure 5.3 – Steps depicting beam alignment using the overcorrection technique. 
The next steps involve directing the left and right side beam along the y-direction 
using mirrors M3, M4 and M6, M7 respectively.  The beams are then redirected along the 
z-axis using mirrors M5 and M8 as shown in Figure 5.4.  The beams are corrected for their 
alignment in the xz-plane and the xy-plane along the length of the table using the 
overcorrection technique in Figure 5.3.  The expander lenses are fixed to their mounts and 
the expanded beams are aligned by adjusting the mounts along the x- and z-directions.  The 
chief rays of the expanded beams, obtained by closing the iris, are used to align the beams 
correctly.  This procedure is repeated until both the expanded and unexpanded beams are 
perfectly aligned. 
The CL is aligned next by positioning the lens along the z-direction where, the 
expanded beams are collimated.  The central beam alone is expanded for the purposes of 
alignment.  Once positioned, the distance between the ELs and CL is fEL + fCL.  OL1 is 




Figure 5.4 – Alignment of mirrors M3 to M8 to redirect the side beams along the z-
direction.  The inset show the beams on the target at this step.  
to the z-axis.  Similar to CL, OL1 is positioned along the z-axis such that the expanded 
beams are collimated after passing through it.  At this point, the distance between OL1 and 
OL2 is fOL1 + fOL2.  The schematics of the lens positioning at various stages is depicted in 
Figure 5.5.  The pitch, yaw and lateral displacement of the lenses along the y-axis are 
adjusted by aligning the incident beam with its reflections from the front and back faces of 
the lens as described in Figure 5.6Figure 5.6.             
 Following the alignment of OL1, the polarizations and intensities of the parallel 
beams are adjusted according to the beam configuration by using detectors, a Glan-
Thompson polarizer and power meters.  As described before, the HWPs before (after) the 












Both the photomask and sample mount are added to the PIIL system using a similar 
technique.  A piece of the photomask is used as a test sample for alignment of the sample 
mount.  The pitch and yaw of the photomask (sample) mount are adjusted such that the 
beams and their reflections are evenly distributed around the optical axis upstream of the 
CL (OL2).  The mounts are positioned along the z-axis such that the patterns are diffracted 
by all the beams simultaneously.  This is done by observing the beams being diffracted by 
the same light-blocking element while translating the mount in the y-direction.  This 
signifies that the photomask (sample) is at the object (image) plane.   
5.3 Photomask Design 
The photomask is a 4in, chrome-on-glass photomask containing various elements 
depicted in Figure 5.7.  It contains seven elements representing photonic crystal (PhC) 
elements and the Georgia Institute of Technology (GT) logo.  The seven elements include 
a two waveguide couplers, a ring resonator, a 90deg-bend waveguide, a straight waveguide, 
a PhC circuit and a passband filter.  Except for the PhC circuit and the GT logo, every other 
element is represented by two designs, a single-period-blocking design with 3.35µm 
features and a double-period-blocking design with 6.7µm features [72]. 
A frame contains a pair of a single-period-blocking feature and a double-period-
blocking element repeated 100 times in a 10 × 10 array.  For each element, nine frames 
corresponding to nine different sizes ranging from 98% to 102% are included.  
Additionally, identification codes for the patterns (P1 through P8) and sizes (S1 through 
S9) are included for viewing under the microscope, and larger identification characters for 
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the unaided eye (1 through 8) are also incorporated into the photomask [72].  The details 
of the photomask are depicted in Figure 5.8.   
 





Figure 5.8 – (a) Single- and double-period-blocking photomask elements grouped as 
a pair.  (b) Frame containing a 10 × 10 array of element pairs (c) Complete photomask 
containing 72 frames corresponding to the eight different photomask elements and 
their nine size scales [72]. 
5.4 3D PIIL Process 
The samples to be exposed are prepared in the GT IEN Pettit cleanroom.  The 
sample substrates are 1.25inch-square optical-grade fused quartz slides.  Prior to every 
experiment, the slides are cleaned using an ultrasonic bath of acetone for 5min; rinsed with 
methanol, isopropanol, and deionized (DI) water; and finally dried for one hour on a 
hotplate at 200ºC to completely decompose the O-H bonds.  This is necessary to promote 
adhesion between the photoresist and the glass substrate, as even trace amounts of water 
can lead to delamination of the photoresist during development.  Once dry, the slides are 
spin coated with Microchem’s SU-8 2015 negative-tone photoresist using a SCS G3P8 spin 
coater at 3000rpm for 30sec.  The desired photoresist film thickness is 15μm before 
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exposure.  The samples are then soft baked on a hotplate for 5min-10min at 65°C and 5min-
10min at 95°C to remove the solvent in the photoresist.   
Covered in aluminum foil to avoid exposure from ambient light, the samples are 
brought to the Optics Laboratory, where the prototype PIIES is installed.  The output laser 
power is about 150mW.  Various exposure times ranging from 0.3sec to 3.5sec were tried 
to determine the optimum exposure dose without the photomask.  Once exposed, the 
photoresist is brought back to the cleanroom and hard baked for 1min at 65°C and 1min at 
95°C.  The hard bake catalyzes the crosslinking that occurs in the exposed regions of the 
photoresist.  The two step baking process with an intermediate cooling step, where the 
sample is allowed to cool down naturally, is carried out in order to promote uniform heating 
and alleviate stress.  The exposure spots can be seen to appear on the sample upon cooling.  
The sample is then developed in an agitation bath of Microchem’s SU-8 developer for 
2min-3min, rinsed with isopropanol, and dried with nitrogen.  The developed sample is 
then evaluated using an optical microscope.  For Scanning Electron Microscope (SEM) 
imaging, the sample is further coated with ~15nm of gold/palladium using a Hummer 6 
gold sputterer.  
5.5 Experimental Results 
The (3+1)-beam umbrella configuration shown in Figure 5.9(a) was used to 
produce rhombohedral structures with an expected lattice period of Λxy = 1.3μm in the xy-
plane.  The required lateral beam displacement, dbeam, to achieve this periodicity is 
17.78mm.  According to the relationship described in Section 4.2.3, the beam angle θbeam, 
is 18.829deg.  The intensities of the three side beams labeled k2, k3 and k4, are adjusted to 
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be one-third of that of the central beam labeled k1.  SEM images of the PIIL-produced 
microstructures with an exposure time of 0.8sec and 0.9sec are shown in Figure 5.9 and 
Figure 5.10 respectively. 
These experimental results demonstrate that a 3D pattern can be fabricated through 
PIIL in a single exposure step.  The various rhombohedral layers along the thickness 
direction of the photoresist film are clearly visible in the results.  However, as discussed in 
Chapter 4, significant optical aberrations and orientation errors were expected due to the 
use of non-optimized optics and manual alignment of the system.  The lattice constant on 
the xy-plane differs when measured along various directions due to the non-uniform 
surface of the photoresist.  The lack of uniformity can be attributed to the reflections that 
occur at the front and back faces of the numerous lenses.  This causes certain regions to 
receive a higher exposure dose than the neighboring regions.  The relative period error 
measured along different directions ranges from 0.1% to 9%.  The angle measured between 
various lattice directions differ by a maximum of 6deg.  The interference pattern in the 
fabricated structures are rotated by an angle of 30deg in the xy-plane in comparison to the 




Figure 5.9 – (a) Beam configuration at the PIIES image plane for 3D rhombohedral 
lattice structures.  (b), (d) Top-view SEM images of experimentally obtained results, 
along with their (c), (e) corresponding simulated structures obtained using the PIIL 




Figure 5.10 – (a), (c) 3D-view SEM images of experimentally obtained results for 
rhombohedral structures, along with their (b), (d) corresponding simulated 
structures obtained using the PIIL model.        
 
The periodicity along the z-direction was measured to be about 8.5µm.  This is 
lesser than the targeted/simulated periodicity of 11.5µm.  The decrease in the periodicity is 
expected because the SU-8 film undergoes shrinkage during the post-exposure processes.  
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The total thickness of the film is reduced to 12µm from the 15µm-thick film obtained by 
spin-coating, and as a result, the periodicity also shows a corresponding decrease.  This 
25% shrinkage is commonly observed in negative-toned photoresists leading to stress-
associated lattice distortions along the lateral direction [142-144].  In spite of these 
distortions, the subsequent layers of the rhombohedral lattice are formed sufficiently with 
the expected periodicity throughout the thickness of the film.  Also, the shrinkage almost 
compensates for the elongation of the structures along the z-direction inside the photoresist, 
caused by the refraction of the wavevectors.  The corresponding periodicity of the 
structures in air is about 6.78µm.     
The above figures depict a bicontinuous lattice structure where the photoresist and 
void volumes are continuous within themselves throughout the structure.  The filling 
fraction shown in these cases ranges from 30% to 50%. The exposure time to fabricate such 
bicontinuous structures are in the order of 0.7s to 0.9s.  At higher exposure times, the 
uniformity of the photoresist film increases but the increased exposure dosage causes the 
pores to be completely filled.  The filling fraction rises above 79% for the cases depicted 
in Figure 5.11.  Also, it can be seen within the white outline in Figure 5.11(c) and (d) that 
the structure is not completely porous, as the air holes are not connected to each other.  
Circular motifs in the experimental results can be attributed to the fact that the holes on the 
surface try to minimize the amount of surface energy by expanding [142].  Thus, the 
patterns seem more rounded in these regions.  At the bottom layers however, since the film 
is confined by the substrate, the patterns will be triangular in shape as shown in the 




Figure 5.11 – (a) Top-View SEM image of over-exposed structures displaying closed 
pores and (b) its corresponding simulated structure.  (c) 3D-view depicting pores that 
are not connected to each other and (d) its corresponding simulation equivalent 
structure. 
5.6 Summary 
The PIIL concept for 3D microstructures was demonstrated using the (3+1)-beam 
configuration.  The 3D periodicity is clearly visible in the structures and is consistent with 
the simulation results.  Errors in periodicity and orientation occur due to non-ideal exposure 
conditions as explained in Chapter 4.  In spite of the alignment errors and spherical 
aberrations however, the subsequent layers form satisfactorily beneath the surface thereby 
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forming a 3D interconnected network.  The dependence of the volume fraction on the 
exposure dosage, specifically the exposure time, is evident from the experimental results.  
Increase in the exposure time leads to non-porous structures that are not bicontinuous.  
Finally, these results demonstrate the validity of the PIIL concept for fabricating structures 
with 3D periodicity, as well as the completeness of the PIIL vector model as a tool to 




CHAPTER 6. CONCLUSIONS AND FUTURE WORK 
In this chapter, the research on bicontinuous structures and Pattern-Integrated 
Interference Lithography (PIIL) is summarized, and future research objectives are 
described and discussed.  
6.1 Conclusions 
6.1.1 Multi-Beam Interference Bicontinuous Structures 
The innumerable applications of periodic structures with a bicontinuously 
interconnected network calls for the fabrication and characterization of such bicontinuous 
structures.  Multi-Beam Interference Lithography (MBIL) has been shown to possess the 
required flexibility and rapidity to construct even complex structures with varying degrees 
of bicontinuity.  The ability of MBIL to control the interconnectedness in the structures 
precisely by means of varying the exposure dosage affords several advantages over self-
assembly and construction-based approaches.  Moreover, by configuring the beam 
parameters, it is possible to generate structures containing various symmetry elements.  The 
characterization of Multi-Beam Interference (MBI) structures is typically carried out 
through imaging techniques that do not provide the required information in terms of the 
physical attributes of the structures such as the volumes and surface areas.  In addition, it 
is important to ascertain the range of exposure doses that result in the structures being 
bicontinuous, in order to produce stable, self-supporting periodic networks. 
In this work, the various types of interconnectedness that arise in periodic structures 
were identified and classified for periodic structures.  The conditions for any unit cell to be 
bicontinuous were put forth and were used as suitable tests to check for bicontinuity in the 
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analyzed structures.  The rhombohedral and woodpile lattice structures were investigated 
for their bicontinuity due to their ability to produce cubic structures as limiting cases.  The 
Simple Cubic (SC), Face-Centered Cubic (FCC), Body-Centered Cubic (BCC) and 
Diamond Cubic (DC) structures were generated by controlling the angle between the 
central and side beams in an umbrella configuration.  Each of the cases was compared to 
its sphere-at-each-lattice-site model equivalent structure, whose state of bicontinuity 
depends on the radius of the spheres.  The bicontinuity ranges, volumes and surface areas 
for each of the limiting case MBI-structures were determined and represented as a function 
of the normalized intensity threshold.  The structures were investigated for various incident 
polarizations in air as well as in photoresist.  The effects of index-matching were also 
included and tested for the structures in photoresist.  It was observed that the bicontinuity 
ranges and volumes are independent of the beam parameters for both the rhombohedral 
and woodpile lattices for the interference between azimuthally polarized beams.  In the 
case of radial polarization, a change in the beam angle, alters the amount of interference 
that occurs between the beams, and hence affects the resulting volume fractions and the 
bicontinuous ranges.  The normalized surface area always depends on the beam angle, 
irrespective of the nature of polarization of the beams or the medium in which the structures 
are formed.  Realistic lithographic conditions were modeled to study the consequences of 
refraction and absorption effects that occur within the volume of the photoresist, and the 
resultant structures displayed effects that were dissimilar to the structures that were 
generated in air.  The range of lithographic models and materials that could apply to this 
method of bicontinuity analysis were identified and enumerated.             
6.1.2 Three-Dimensional Pattern-Integrated Interference Lithography 
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Addressing the limitations of MBIL, Pattern-Integrated Interference Lithography 
(PIIL) has been put forth as an efficient technique to pattern two-dimensional (2D) and 
three-dimensional (3D) lattice-based microstructures with functional elements embedded 
within them [82, 83, 133].  Extensive research to understand and quantify the capabilities 
and limitations of the PIIL system has resulted in a comprehensive PIIL simulation model 
[72, 82, 83], an improved photomask design [84] and a detailed analysis of the exposure 
system using ZEMAX [72].  An 8f confocal system was devised to implement PIIL and 
demonstrate PIIL experimentally [140].  2D photonic crystal waveguide structures 
produced by PIIL were modeled and compared to their idealized equivalent structures [8, 
139]. 
Initial experimental work on 3D microstructures by PIIL was carried out and 
rhombohedral structures were fabricated with various exposure doses.  In spite of the 
manual alignment and non-optimized optics of the PIIL system, 3D structures with the 
desired periodicity were fabricated and compared to the simulation results obtained using 
the PIIL vector model.  The experimental results showed good qualitative agreement with 
the simulation model that accounted for the optical aberrations.  Small errors in periodicity 
result from the non-uniformities in the photoresist film, as a result of the non-ideal exposure 
conditions.  However, this can be corrected by using custom-made lenses that are suitable 
for the experimental wavelength.  
6.2 Future Work 
6.2.1 Experimental Validity of Bicontinuity Analysis 
The bicontinuity results obtained through simulations for the rhombohedral and 
woodpile structures produced by MBI in SU-8 photoresist need to be validated through 
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experimental techniques.  As outlined in Section 1.4, techniques such as laser scanning 
confocal microscopy [86] and freeze fracture electron microscopy [87] have been used to 
determine if the structures are bicontinuous.  The porosity in the structures has been 
determined using gravimetric analysis [58, 62] or through adsorption techniques [47].  The 
filling fraction of the constituent materials in the MBI structures can be verified through 
optical characterization techniques.  The transmission or reflective spectra of the structures 
can be analyzed experimentally, and compared to simulation results obtained through 
analytical or Finite Difference Time Domain (FDTD) modeling [60, 91, 95].  Since the 
optical characteristics depend on the refractive index of the constituent materials, the 
effective refractive index can be computed for each layer, which depends on the filling 
fraction, which can then be used to compute the transmission spectra [60, 145].  This will 
present a more definitive assessment of the uniformity inside the photoresist.  In addition, 
suitable materials can be deposited onto the photoresist templates, and with imaging, a 
correlation can be devised between the amounts of material deposited to the filling fraction 
of the polymer.  Future research can also explore the choice of responsive materials, and 
loading them with sensing particles to determine the volumes and surface areas of the 
structures [56].  The response can be to a photo-induced change in absorption, refractive 
index, pH, temperature, electrical conductivity, etc.   
The intensity threshold of a photoresist depends upon the resist’s sensitivity, but 
also on the processing conditions like the baking temperatures, baking times, development 
times and the developer solvent.  A future research objective can be to derive a correlation 
between the experimental exposure dosage and the normalized intensity threshold in the 
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simulation model for the MBIL and PIIL structures.  This would enable a more direct 
method of fabricating periodic structures with the desired level of bicontinuity.     
6.2.2 3D PIIL Photoresist Improvement 
The shrinkage and adhesion issues that are typically seen during the use of a 
negative-tone photoresist can be avoided by using a positive photoresist.  Also, negative 
photoresists suffer from distortions that arise from the swelling of the photoresist during 
development [60].  Chemically amplified positive-tone photoresists demonstrate lower 
absorption and increased sensitivity thereby, decreasing the exposure time that is required 
[146].  Alternatively, negative photoresists with a lesser absorption coefficient can also be 
used instead.   
The contrast observed in the 3D PIIL structures can be improved by adding a base, 
Triethylamine (TEA) to cancel the background intensities that contribute to the final 
interference pattern.  These background intensities occur due to the interference between 
unwanted polarizations in the beams.  This gives rise to a non-zero minimum intensity that 
reduces the contrast in the resulting structures [147-151].  Also, the contrast can also be 
improved by altering the processing conditions including optimization of the pre-bake 
times and temperatures, post-bake times and temperatures, exposure times, development 
times, development solvents, etc. The adhesion issues between the polymer and substrate 
can be addressed by the use of adhesion promoters [152-155].  The disintegration of the 
structures during the development process that involves, developing the structure, rinsing 
and drying, can be improved by employing techniques like super critical drying [156, 157] 
or rinsing with a solvent that has lower capillary force than isopropanol [158, 159].      
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6.2.3 Improved PIIL Implementation 
The PIIL system is prone to errors due to manual alignment.  As described in 
Chapter 4, the maximum acceptable decentering error is 25µm, and tilting error is 5mdeg.  
Beyond these tight specifications, the imaging performance capability of the exposure 
system deteriorates significantly.  Even with improved alignment practices [141], there 
exists a ±2% error on the interference period and ±1deg error on the fringe orientation due 
to the manual nature of the alignment process.  To minimize this, a new system with 
automated alignment can be devised that employs the use of piezo-electric 
micropositioners, and charge-coupled devices to provide feedback to the system to 
precisely align the multiple beams.  Additionally, custom-made high-numerical aperture 
lenses can be designed for the experimental wavelength of 363.8nm to optimize the 
exposure system and minimize the optical aberrations.  Another future research objective 
would be to engineer a photomask that corrects for the distortions observed in the lattice.  
3D volume photomasks also offer the possibilities of integrating functional elements at 
different image planes within the photoresist, thereby increasing the versatility of PIIL.  
6.2.4 Multiple-Optical-Axis Pattern-Integrated Interference Exposure System 
A Multiple-Optical-Axis (MOA) Pattern-Integrated Interference Exposure System 
(PIIES) offers the possibility of larger angles of incidence resulting in smaller lattice 
constants.  In such a MOA system, the objective lenses and photomasks need to be titled 
in order to focus the mask elements at the image plane without keystone distortions.  The 
MOA PIIES can be implemented using a single objective lens or double objective lens 
configuration, similar to the single-optical-axis PIIL.  In addition, each set of optical 
elements can be the same or different for each axis, thereby increasing the possibilities of 
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custom-modified patterns.  A variation of MOA system without using mirrors has also been 
conceptualized and is depicted in Figure 6.1.  The modeling of this system has been done 
using a combination of ray tracing and Fourier analysis [160, 161].  However, further 
research in the system design in terms of prototyping, and experimental demonstration are 
still needed. 
 





6.3 Concluding Remarks 
The research in this thesis provides insight into the physical characteristics of 
typical periodic structures formed by MBIL as a function of the intensity threshold.  The 
property of bicontinuity is quantified and investigated under various lithographic 
conditions.  In addition, the novel technique of PIIL has been demonstrated experimentally 
for 3D lattice-based-periodic microstructures. Although significant research has been done 
in the field of PIIL, there are still numerous avenues that can be explored to increase the 




APPENDIX A. MATLAB SCRIPTS: MULTI-BEAM 
INTERFERENCE 
 This appendix contains the MATLAB script for generating the Multi-Beam 
Interference (MBI) structures in air and photoresist (SU-8) as a uniform medium.  It also 
contains the MATLAB script for MBI structures in SU-8 as a stack of thin films, 
accounting for the refraction and reflection effects that can be seen within the photoresist.  




lambda = 363.8e-9;   % wavelength of the source 
pitch =  668.4e-9      % Period of the interference pattern 
NA_im = 1;     % Numerical Aperture on the image side 
magn = 1;    % Magnification 
  
%% Setting the resolution 
N_pitch = 21;     % # of pixels for 1 period should be odd 
N = 10*N_pitch+1;    % # of periods should be odd 
pixel_resolution = pitch/N_pitch; 
image_size = N*pixel_resolution; 
image_axis = -image_size/2:image_size/(N-1):image_size/2; 
 
%% Photoresist Characteristics 
PR_depth    = 1e-6; 
layer_number = 21; 
range_depth = linspace(0,PR_depth,layer_number); 
n_PR = 1.67   % Refractive index of photoresist 
lambda = lambda/n_PR  % In case of photoresist 
 
%% Beam conditioning   
 
% Rhombohedral lattice 
phi       = [0 180 -60 60 0];  % Azimuthal angles of the beams 
theta_im  =   asind(2*lambda/(sqrt(3)*pitch)); % Beam angle at image 
plane  
theta_im = [0 theta_im] 
theta_pol = [1/sqrt(2) 1*1i/sqrt(2) 0 1 sqrt(3)/2 +0.5  sqrt(3)/2 -0.5 
0 0];      % Polarization of the beams 
  
% Woodpile lattice 
phi = [0 -180 90 0 -90];   % Azimuthal angles of the beams 
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theta_im  =  asind(lambda/(pitch));  % Beam angle at image plane  
theta_im = [0 theta_im] 
theta_pol = [1 1i 1 0 0 -1 -1 0 0 1];  % Polarization of the beams 
 
%% Interfernce Calculation 
I = zeros(N,N,layer_number);    % 3D matrix of illumination 
initialized to zero 
Etotal=zeros(N,N,3);     % Total electric field for 
each layer 
k1 = 2*pi/lambda * [sind(theta_im(1))*cosd(phi(1)) % Wavevectors of 
sind(theta_im(1))*sind(phi(1)) cosd(theta_im(1))]; % each beam 
k2 = 2*pi/lambda * [sind(theta_im(2))*cosd(phi(2)) 
sind(theta_im(2))*sind(phi(2)) cosd(theta_im(2))]; 
k3 = 2*pi/lambda * [sind(theta_im(2))*cosd(phi(3)) 
sind(theta_im(2))*sind(phi(3)) cosd(theta_im(2))]; 
k4 = 2*pi/lambda * [sind(theta_im(2))*cosd(phi(4)) 
sind(theta_im(2))*sind(phi(4)) cosd(theta_im(2))]; 
k5 = 2*pi/lambda * [sind(theta_im(2))*cosd(phi(5)) 
sind(theta_im(2))*sind(phi(5)) cosd(theta_im(2))]; 
r =[];          % Position vector 
fx_vect = image_axis;   
fy_vect = fx_vect;        
z_vect = range_depth;  
  
for i=1:layer_number  % Calculating intensity for each layer 
    for m = 1:N 
        for n = 1:N 
            r = [fx_vect(m) fy_vect(n) z_vect(i)]; 
            E1_r = exp(-1i*(dot(k1,r)))*[theta_pol(1) theta_pol(2) 0]; 
            E2_r = exp(-1i*(dot(k2,r)))*[theta_pol(3) theta_pol(4) 
sind(theta_im(2)+90)]; % In case of azimuthal polarization, z pol= 0 
            E3_r = exp(-1i*(dot(k3,r)))*[theta_pol(5) theta_pol(6) 
sind(theta_im(2)+90)]; % In case of azimuthal polarization, z pol= 0 
            E4_r = exp(-1i*(dot(k4,r)))*[theta_pol(7) theta_pol(8) 
sind(theta_im(2)+90)]; % In case of azimuthal polarization, z pol= 0 
            E5_r = exp(-1i*(dot(k5,r)))*[theta_pol(9) theta_pol(10) 
sind(theta_im(2)+90)]; % In case of azimuthal polarization, z pol= 0 
            Etotal = E1_r + E2_r + E3_r + E4_r; + E5_r; 
            I(m,n,i) = 0.5* real(Etotal(1).*conj(Etotal(1)))... 
                + 0.5* real(Etotal(2).*conj(Etotal(2)))... 
                + 0.5* real(Etotal(3).*conj(Etotal(3))); 
             
        end 
    end 
end 
 
%% Applying intensity threshold 
I_final = [];    
format long; 
norm_thresh = 0.4;   % Normalized intensity threshold 
thresh = 
norm_thresh*max(max(max(I(1:2*N_pitch,1:2*N_pitch,1:layer_number))))    
disp(strcat('Filling Factor = ', 
num2str(sum(sum(sum(I>thresh)))/(N*N*size(range_depth,2))*100),'%')) 
for i=1:size(I,3);   % Selecting points only above threshold 





%%  Display Structure 
figure 













xlabel('x (\mum)');ylabel('y (\mum)');zlabel('z (\mum)') 
set(gca,'ZDir','reverse')  
viewAngEl = 17; 
viewAngRot = 55;     
view(viewAngRot, viewAngEl) 
load blue_colormap a 
colormap(a) 
axis on; 
set (gcf,'Color',[1 1 1]) 
end 
 




lambda = 363.8e-9;   % wavelength of the source 
pitch =  668.4e-9      % Period of the interference pattern 
NA_im = 1;     % Numerical Aperture on the image side 
magn = 1;    % Magnification 
 
%% Setting the resolution 
N_pitch = 21;     % # of pixels for 1 period should be odd 
N = 10*N_pitch+1;    % # of periods should be odd 
pixel_resolution = pitch/N_pitch; 
image_size = N*pixel_resolution; 
image_axis = -image_size/2:image_size/(N-1):image_size/2; 
 
%% Photoresist Characteristics 
PR_depth    = 1e-6; 
layer_number = 21; 
range_depth = linspace(0,PR_depth,layer_number); 
A = 1.07;  B = 0.31;  C = 0.015; n_PR = 1.67; k_PR=6e-5; n_sub = 1.47; 
n_BARC = 1.47; BARC_depth = 0; 
 




% Rhombohedral lattice 
phi       = [0 180 -60 60 0];  % Azimuthal angles of the beams 
theta_im  =   asind(2*lambda/(sqrt(3)*pitch)); % Beam angle at image 
plane  
theta_im = [0 theta_im] 
theta_pol = [1/sqrt(2) 1*1i/sqrt(2) 0 1 sqrt(3)/2 +0.5  sqrt(3)/2 -0.5 
0 0];      % Polarization of the beams 
  
% Woodpile lattice 
phi = [0 -180 90 0 -90];   % Azimuthal angles of the beams 
theta_im  =  asind(lambda/(pitch));  % Beam angle at image plane  
theta_im = [0 theta_im] 




    [[cosd(phi(2)) sind(phi(2))];... 
    [cosd(phi(3)) sind(phi(3))];... 
    [cosd(phi(4)) sind(phi(4))];... 
    [cosd(phi(5)) sind(phi(5))]]); 
  






val = max(max(max(M_mask)))-1; 
M1 =  M1(:,:)>val; 
M2 = M2(:,:)>val; 
M3 = M3(:,:)>val; 
M4 =  M4(:,:)>val; 
 
%% Interfernce Calculation 
I = zeros(N,N,layer_number); % 3D matrix of illumination initialized to 
zero 
for i = 1:layer_number; 
    z=range_depth(i); 
    disp('---------------------------------') 
    disp(strcat('Processing photoresist layer >', 
num2str(round(z/PR_depth*100)),'%')) 
    c=clock; 
    I1=zeros(N);  
    E0=zeros(N,N); E1=zeros(N,N,3); E2=zeros(N,N,3); E3=zeros(N,N,3); 
E4=zeros(N,N,3); E5=zeros(N,N,3); 
    Etotal=zeros(N,N,3); 
    P1 = zeros(N,N,3); P2 = zeros(N,N,3); P3 = zeros(N,N,3); P4 = 
zeros(N,N,3); P5 = zeros(N,N,3); 
     
    N_air=1; 
    N_PR = n_PR-1i*k_PR;  
    N_barc = n_BARC;  
    N_sub = n_sub;    % Fuzed quartz 
     
    d1 = PR_depth/lambda; 
    d_barc = BARC_depth/lambda; 
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    depth = z/lambda; 
    defocus = defocus/lambda; 
  
    fx_vect = -N/(image_size*2):N/(image_size*(N-1)):N/(image_size*2); 
    fy_vect = fx_vect; 
    y_vect = fy_vect/(NA_im/lambda); 
    x_vect = fx_vect/(NA_im/lambda); 
    [Y_vect,X_vect] = meshgrid(y_vect,x_vect); 
    Pupil = sqrt(Y_vect.^2+X_vect.^2)<=1; 
    [row,col] = find(Pupil); 
     
    flag_txt=0;  
    for m=min(col):max(col) 
        for n=min(col):max(col) 
             
            % Define the coordinates in the Fourier plane  
            fx = -N/(image_size*2)+(m-1)*N/(image_size*(N-1)); 
            fy = -N/(image_size*2)+(n-1)*N/(image_size*(N-1)); 
             
            % If the pixel is inside of the system pupil, defined by 
the diameter CA, the obliquity function is computed. The obliquity is 0 
otherwise. 
            if sqrt(fx^2+fy^2)<=NA_im/lambda; 
                x = fx/(NA_im/lambda); 
                y = fy/(NA_im/lambda); 
                 
                A=atan2(y,x); % azimuthal angle relative to the x-axis 
                theta_i=asin(sqrt(x^2+y^2)*NA_im); 
                                 
                alpha = sin(theta_i)*cos(A);     
                beta  = sin(theta_i)*sin(A);     
                gamma = cos(theta_i);            
                 
                gamma_layer  = sqrt(1-sin(acos(gamma))^2/N_PR^2);  
                gamma_sub    = sqrt(1-sin(acos(gamma))^2/N_sub^2); 
                gamma_barc   = sqrt(1-sin(acos(gamma))^2/N_barc^2); 
                 
                phi_layer = 2*pi()*(d1-depth)*N_PR*gamma_layer;  % 
                 
                % Tilted optical admittances eta and phase delta 
                eta_1_S = N_PR*gamma_layer;      eta_1_P = 
N_PR/gamma_layer; 
                eta_sub_S = N_sub*gamma_sub;     eta_sub_P = 
N_sub/gamma_sub; 
                eta_barc_S = N_barc*gamma_barc;  eta_barc_P = 
N_barc/gamma_barc; 
                eta_air_S = N_air*gamma;         eta_air_P = 
N_air/gamma; 
                 
                delta_1 = 2*pi()*(N_PR*gamma_layer*d1); 
                delta_barc = 2*pi()*(N_barc*gamma_barc*d_barc); 
                 
                % B and C parameters 
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                M_S = [cos(delta_1) 1i*sin(delta_1)/eta_1_S; 
1i*eta_1_S*sin(delta_1) cos(delta_1)]; % Matrix defined for each film 
and polarization 
                M_P = [cos(delta_1) 1i*sin(delta_1)/eta_1_P; 
1i*eta_1_P*sin(delta_1) cos(delta_1)]; 
                 
                M_barc_S = [cos(delta_barc) 
1i*sin(delta_barc)/eta_barc_S; 1i*eta_barc_S*sin(delta_barc) 
cos(delta_barc)]; % Matrix defined for each film and polarization 
                M_barc_P = [cos(delta_barc) 
1i*sin(delta_barc)/eta_barc_P; 1i*eta_barc_P*sin(delta_barc) 
cos(delta_barc)]; 
                 
                M_sub_S=eye(2,2); M_sub_P=eye(2,2); 
                 
                temp = M_S * M_barc_S * [1;eta_sub_S]; B_S = temp(1); 
C_S = temp(2);  
                temp = M_P * M_barc_P * [1;eta_sub_P]; B_P = temp(1); 
C_P = temp(2); 
                 
                temp = M_barc_S * [1;eta_sub_S]; B_sub_S = temp(1); 
C_sub_S = temp(2);  
                temp = M_barc_P * [1;eta_sub_P]; B_sub_P = temp(1); 
C_sub_P = temp(2); 
                 
                % Transmission and reflection coefficients 
                tau_S_fraction = (2*eta_air_S / (B_S*eta_air_S + C_S)) 
/ (2*eta_1_S / (B_sub_S*eta_1_S + C_sub_S)); 
                tau_P_fraction = (2*eta_air_P / (B_P*eta_air_P + C_P)) 
/ (2*eta_1_P / (B_sub_P*eta_1_P + C_sub_P)); 
                 
                r_II_S = (B_sub_S*eta_1_S - C_sub_S) / (B_sub_S*eta_1_S 
+ C_sub_S); 
                r_II_P = (B_sub_P*eta_1_P - C_sub_P) / (B_sub_P*eta_1_P 
+ C_sub_P); 
                 
                % Film function matrix M                 
                F_S  = tau_S_fraction * ( exp(1i*phi_layer) +  
r_II_S*exp(-1i*phi_layer)); 
                F_P  = tau_P_fraction * ( exp(1i*phi_layer) +  
r_II_P*exp(-1i*phi_layer)); 
                F_zP = N_air*gamma/(N_PR*gamma_layer) * tau_P_fraction 
* ( exp(1i*phi_layer) -r_II_P * exp(-1i*phi_layer)); 
                 
                M = [F_S*sin(A)^2       + F_P*cos(theta_i)*cos(A)^2            
F_S*-cos(A)*sin(A) + F_P*cos(A)*sin(A)*cos(theta_i);... 
                    F_S*-cos(A)*sin(A) + F_P*cos(A)*sin(A)*cos(theta_i)        
F_S*cos(A)^2       + F_P*cos(theta_i)*sin(A)^2;... 
                    F_zP*-alpha                                                
F_zP*-beta]; 
                 
                % Obliquity factor and defocus 
                O=( (1-NA_im^2*magn^2*(x^2+y^2) )/ (1-
NA_im^2*(x^2+y^2)) )^(1/4) * exp(-1i*2*pi()*defocus*gamma);  
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                %Final matrix and derivation of the polarization 
amplitudes 
                 
                E_1 = M * [(theta_pol(1));(theta_pol(2))] * O ; 
                E_2 = M * [(theta_pol(3));(theta_pol(4))] * O ; 
                E_3 = M * [(theta_pol(5));(theta_pol(6))] * O ; 
                E_4 = M * [(theta_pol(7));(theta_pol(8))] * O ; 
                E_5 = M * [(theta_pol(9));(theta_pol(10))]* O ; 
               
                for k=1:3; 
                    P1(m,n,k) = E_1(k); 
                    P2(m,n,k) = E_2(k); 
                    P3(m,n,k) = E_3(k); 
                    P4(m,n,k) = E_4(k); 
                    P5(m,n,k) = E_5(k); 
                end 
                 
                P0(m,n) = O; 
            end 
        end 
        if round(m/N*100)>=flag_txt+25; 
disp(strcat(num2str(round(m/N*100)), '% /',datestr(now))); 
flag_txt=round(m/N*100);end 
    end 
     
    for j=1:3;    % For each polarizations 
        E1(:,:,j) = ifft2(ifftshift(M1.*P1(:,:,j))); 
        E2(:,:,j) = ifft2(ifftshift(M2.*P2(:,:,j))); 
        E3(:,:,j) = ifft2(ifftshift(M3.*P3(:,:,j))); 
        E4(:,:,j) = ifft2(ifftshift(M4.*P4(:,:,j))); 
        Etotal(:,:,j) = 
ifft2(ifftshift(M1.*P1(:,:,j)+M2.*P2(:,:,j)+M3.*P3(:,:,j)+M4.*P4(:,:,j)
));      % Calculate the total field Etotal 
        disp(strcat(num2str(round(i/3*100)), '% /',datestr(now))); % 
Display updated status 
    end 
     
    disp('# Calculating I'); tic 
    I1 = 0.5* real(Etotal(:,:,1).*conj(Etotal(:,:,1)))... 
        + 0.5* real(Etotal(:,:,2).*conj(Etotal(:,:,2)))... 
        + 0.5* real(Etotal(:,:,3).*conj(Etotal(:,:,3))); 
    I1 = rot90(I1,2); 
     
    toc 
  
    I(:,:,i)=I1; 
end 
  
%% Applying intensity threshold 
I_final = [];    
format long; 
norm_thresh = 0.4;   % Normalized intensity threshold 
thresh = 
norm_thresh*max(max(max(I(1:2*N_pitch,1:2*N_pitch,1:layer_number))))    
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disp(strcat('Filling Factor = ', 
num2str(sum(sum(sum(I>thresh)))/(N*N*size(range_depth,2))*100),'%')) 
for i=1:size(I,3);   % Selecting points only above threshold 
    I_final = cat(3, I_final, I(:,:,i)>thresh);  
end 
 
%% Display Structure 
figure 













xlabel('x (\mum)');ylabel('y (\mum)');zlabel('z (\mum)') 
set(gca,'ZDir','reverse')  
viewAngEl = 17; 
viewAngRot = 55;     
view(viewAngRot, viewAngEl) 
load blue_colormap a 
colormap(a) 
axis on; 





APPENDIX B. MATLAB SCRIPTS: BICONTINUITY ANALYSIS 
 This appendix contains the MATLAB script for determining the bicontinuity range 
in MBI structures.  This is done by checking if every point in a unit cell is adjacent to a 
point of the same material.  The MATLAB scripts to calculate the surface areas and 
volumes for the MBI structures are provided as well, along with the script to estimate the 
correction factor for the surface areas.  The unit cells of the sphere-at-each-lattice-site 
structures can be applied to the above mentioned scripts, and is also described below.     
B.1  Bicontinuity Check 
% Determines the upper and lower limits of bicontinuity 
% check_biconti_rhomb.m 
% Uses fast_bicont_mbil.m 
low = .4;  
high = .9; 
while high - low >= .01 
    mid = low + (high - low) / 2; 
    bi = fast_bicont_mbil(mid, N_pitch, layer_number, I, range_depth, 
N); 
    if bi 
        low = mid 
    else 
        high = mid 
    end 
end 
  
low = .0001;  
high = .5; 
while high - low >= .01 
    mid = low + (high - low) / 2; 
    bi = fast_bicont_mbil(mid, N_pitch, layer_number, I, range_depth, 
N); 
    if bi 
        high = mid 
    else 
        low = mid 
    end 
end 
 
%% Function called by check_biconti_rhomb.m 
function bicontinuous = fast_bicont_mbil(perc, N_pitch, layer_number, 
I, range_depth, N) 
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I_final = []; 
  
thresh = perc*max(max(max(I(1:2*N_pitch,1:2*N_pitch,1:layer_number)))) 
for i=1:size(I,3);  
    I_final = cat(3, I_final, I(:,:,i)>thresh);  
end 
  
y_start = round(N/2); 
y_end = round(N/2 + 2*N_pitch); 
x_start = round(N/2); 
x_end = round(N/2 - 2*N_pitch);  % For DC structures 
% *(sqrt(3)/2)) for rhombohedral 
structures;  
I_rect = []; 
rows_count = x_end:x_start; 
hex_depth = (range_depth <= 1.2E-6); % Specify height of unit cell 
rhomb_layer = nnz(hex_depth) +1  
  
for zz = 1:rhomb_layer 
  for ii = 1:size(rows_count,2) 
        I_rect(ii,:,zz) = I_final(rows_count(ii), y_start:y_end,zz); 
    I_final(rows_count(ii), y_start:y_end,zz) = -1; 
  end 
end 
 
UC = I_rect;   % Initializing unit cell 
UC_temp = I_rect; 
DL1 = [0 0 0];  % Lists containing all bicontinuous pixels 
DL2 = [0 0 0];   % Done lists initialized as empty 
matA = 1;    % Initializing material A as 1  
matB = not(matA);  % Initialing material B with complement of A 
[r,c,v] = ind2sub(size(UC),find(UC == matB)); 
if r 
    WL1 = [r(1), c(1), v(1)]; % Temporary waitlist to store pixels that 
are being checked for bicontinuity 
else 
    WL1 = []; 
    DL1 = [1,1,1]; 
end 
UC_temp(WL1(1),WL1(2), WL1(3)) = -1 ; 
while not(isempty(WL1)) % Run loop until WL is empty 
    pixcoor = WL1(1,:); 
    for i = 1:3 
        for j = [-1 1] 
            neighcoor = pixcoor; 
            neighcoor(i) = neighcoor(i) + j; 
            if neighcoor(1) >= 1 && neighcoor(1) <= size(UC,1) && 
neighcoor(2) >= 1 && neighcoor(2) <= size(UC,2) && neighcoor(3) >= 1 && 
neighcoor(3) <= size(UC,3) 
                if UC(neighcoor(1),neighcoor(2),neighcoor(3)) >= matA  
% Check if neighbor material is same   % if material is B, then == matB   
                    if not(sum(ismember(neighcoor, WL1, 'rows'))) && 
not(sum(ismember(neighcoor, DL1, 'rows'))) 
                        neighcoor 
                        WL1 = [WL1; neighcoor]; % Add neighbor to WL 
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                        UC_temp(neighcoor(1), neighcoor(2), 
neighcoor(3)) = -1 ; 
                    end 
                end 
            end 
        end 
    end 
  
    DL1 = [DL1; WL1(1,:)]; % Store first coordinate of WL to done list 
    WL1(1,:) = [];     % Remove first coordinate from WL 
    size(DL1) 
    size(WL1) 
    disp('-----------------------') 
end 
 
%%  Checking opposite faces for bicontinuity 
sum_face_x = UC(1,:,:) + UC(size(UC,1), :, :);  
sum_face_y = UC(:,1,:) + UC(:, size(UC,2), :); 
sum_face_z = UC(:,:,1) + UC(:, :, size(UC,3)); 
testAx = find(sum_face_x >= 2*matA);  
testBx = find(sum_face_x == 2*matB); 
testAy = find(sum_face_y >= 2*matA); 
testBy = find(sum_face_y == 2*matB); 
testAz = find(sum_face_z >= 2*matA); 
testBz = find(sum_face_z == 2*matB); 
check_face = isempty(testAx) + isempty(testAy) + isempty(testAz) + 
isempty(testBx) + isempty(testBy) + isempty(testBz); 
 
DL1(1,:,:) = [];      % Remove first coordinate of done lists 
DL2(1,:,:) = []; 
no_of_ones = nnz(UC == 1); 
no_of_zeros = numel(UC) - nnz(UC); 
if no_of_ones == size(DL1,1) && check_face == 0 
%   if no_of_zeros == size(DL1,1) ; when checking for material B 
    disp('yes, structure is bicontinuous');  
    bicontinuous = true; 
else 
    disp('no, structure is not bicontinuous');  





B.2  Surface Areas and Volume Fractions Calculation 
%% bicont_mbil_driver.m 
% Uses surf_bicont_mbil.m 
 
% Volume fraction calculation 
perc = 0:0.001:1; 
for i = 1:size(perc,2); 




    ffactor(i) = 
(sum(sum(sum(I<thresh(i))))/(N*N*size(range_depth,2)));      
end 
line(perc, ffactor,'Color', 'b','LineWidth',4); 
 
% Surface area calculation 
normthresh = 0:.05:1; 
num = size(normthresh); 
  




    surfareas(i) = surf_bicont_mbil(normthresh(i), N_pitch, 







%% Function called by bicont_mbil_driver.m 
function sa = surf_bicont_mbil(perc, N_pitch, layer_number, I, 
range_depth, N) 
  
I_final = []; 
  
thresh = perc*max(max(max(I(1:2*N_pitch,1:2*N_pitch,1:layer_number)))) 
disp(strcat('Filling Factor = 
',num2str(sum(sum(sum(I>thresh)))/(N*N*size(range_depth,2))*100),'%')) 
for i=1:size(I,3);  
    I_final = cat(3, I_final, I(:,:,i)>thresh);  
end 
  
y_start = round(N/2); 
y_end = round((N/2) + N_pitch); 
x_start = round(N/2); 
x_end = round(N/2 - N_pitch*(sqrt(3)/2)); 
  
I_rect = []; 
rows_count = x_end:x_start; 
hex_depth = (range_depth<=1.67E-6); 
rhomb_layer = nnz(hex_depth) +1; 
  
for zz = 1:rhomb_layer 
  for ii = 1:size(rows_count,2) 
        I_rect(ii,:,zz) = I_final(rows_count(ii), y_start:y_end,zz); 
%  I_final(rows_count(ii), y_start:y_end,zz) = -1; 
  end 
end 
  
UC_bin = I_rect; 
matA = 1;  
matB = not(matA); 
[r,c,v] = ind2sub(size(UC_bin),find(UC_bin == matB)); 
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count = 0; 
zerolist = []; 
onelist = []; 
for i = 1:size(r,1) 
    zerolist = [zerolist ; [r(i),c(i),v(i)]]; 
    for j = [-1,1] 
        temp1 = [r(i)+j,c(i),v(i)]; 
        temp2 = [r(i),c(i)+j,v(i)]; 
        temp3 = [r(i),c(i),v(i)+j]; 
        p = r(i)+j; q = c(i)+j; 
        if r(i) == 1 || r(i) == size(UC_bin,1) %|| c(i) == 1 || c(i) == 
dim 
            %                         continue; % For simple cases 
            if p ~= 0 && p < size(UC_bin,1) 
                if UC_bin(p,c(i),v(i)) == 1 
                    count = count+1; 
                    UC_bin(p,c(i),v(i)) = -1; 
                    onelist = [onelist; [p,c(i),v(i)] ]; 
                    continue; 
                else 
                    continue; 
                end 
            elseif q ~= 0 && q < size(UC_bin,2) 
                if UC_bin(r(i),q,v(i)) == 1 
                    count = count+1; 
                    UC_bin(r(i),q,v(i)) = -1; 
                    onelist = [onelist; [r(i),q,v(i)] ]; 
                    continue; 
                else 
                    continue; 
                end 
                 
            else 
                continue; 
            end 
        end 
  
    if c(i) == 1 || c(i) == size(UC_bin,2) 
        if q ~= 0 && q < size(UC_bin,2) 
            if UC_bin(r(i),q,v(i)) == 1 
                count = count+1; 
                UC_bin(r(i),q,v(i)) = -1; 
                onelist = [onelist; [r(i),q,v(i)] ]; 
                continue; 
            else 
                continue; 
            end 
        elseif p ~= 0 && p < size(UC_bin,1) 
            if UC_bin(p,c(i),v(i)) == 1 
                count = count+1; 
                UC_bin(p,c(i),v(i)) = -1; 
                onelist = [onelist; [p,c(i),v(i)] 
 
 ]; 
                continue; 
            else 
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                continue; 
            end 
        else 
            continue; 
        end 
    end 
    if UC_bin(p,c(i),v(i)) == 1 
        count = count+1; 
        UC_bin(p,c(i),v(i)) = -1; 
        onelist = [onelist; [p,c(i),v(i)] ]; 
    end 
        if UC_bin(r(i),q,v(i)) == 1 
            count = count+1; 
            UC_bin(r(i),q,v(i)) = -1; 
            onelist = [onelist; [r(i),q,v(i)] ]; 
        end 
        if UC_bin(p,q,v(i)) == 1 
            count = count+1; 
            UC_bin(p,q,v(i)) = -1; 
            onelist = [onelist; [p,q,v(i)] ]; 
        end         
        if UC_bin(p,c(i)-j,v(i)) == 1 
            count = count+1; 
            UC_bin(p,c(i)-j,v(i)) = -1; 
            onelist = [onelist; [p,c(i)-j,v(i)] ]; 
        end 
    end 
 % count 
end 
  




B.3  Surface Areas Correction Factor Calculation 
%% correction_factor.m 
 
N = 51;       % Number of cubes representing the radius of the sphere 
edge = 0.2 ;  % Edge length of the cube 
res = floor((N*2/edge)) +1;  
[X,Y,Z] = meshgrid (linspace(-N,N,res),linspace(-N,N,res),linspace(-
N,N,res)); 
rad = (N-0.5)*edge   % Radius of the sphere 
block1 = zeros(res,res,res); 
block2 = zeros(res,res,res); 
block1 = block1 + ((X).^2)+((Y).^2)+((Z).^2) <= (rad)^2; % Retain 
points <= radius only (sphere) 
 
onelist = []; 
[r,c,v] = ind2sub(size(block1),find(block1 == 1)); 
for i = 1:size(r,1) 
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    uef = block1(r(i)+1, c(i), v(i)) + block1(r(i)-1, c(i), v(i)) + 
block1(r(i), c(i)+1, v(i)) + block1(r(i), c(i)-1, v(i)) + block1(r(i), 
c(i), v(i)+1) + block1(r(i), c(i), v(i)-1); 
    if uef < 6 
        block2(r(i),c(i),v(i)) = 1;   % Retain points only at the 
surface 
    end 
end 
block = block2; 
 
dim = floor(res/2) +1; 
octant = zeros(dim,dim,dim); 
octant = block(1:dim,1:dim,1:dim); 
 
count = 0; 
ef_area = 0; 
onelist = []; 
[r,c,v] = ind2sub(size(octant),find(octant == 1)); 
  
for i = 1:size(r,1) 
    onelist = [onelist ; [r(i),c(i),v(i)]]; 
    uef = 0; 
    uef = block(r(i)+1, c(i), v(i)) + block(r(i)-1, c(i), v(i)) + 
block(r(i), c(i)+1, v(i)) + block(r(i), c(i)-1, v(i)) + block(r(i), 
c(i), v(i)+1) + block(r(i), c(i), v(i)-1); 
    if uef == 6 
        octant(r(i),c(i),v(i)) = -61; 
        continue; 
    elseif uef == 5 
        if block(r(i), c(i), v(i)-1) == 1 
            octant(r(i),c(i),v(i)) = -51; 
            continue; 
        else 
            ef_area = ef_area + (edge^2); 
            count = count + 1; 
            octant(r(i),c(i),v(i)) = 51; 
            continue; 
        end 
    elseif uef == 4 
        if (block(r(i)-1, c(i), v(i)) == 0 && block(r(i), c(i)-1, v(i)) 
== 0) || (block(r(i)-1, c(i), v(i)) == 0 && block(r(i), c(i), v(i)-1) 
== 0) || (block(r(i), c(i)-1, v(i)) == 0 && block(r(i), c(i), v(i)-1) 
== 0) 
            ef_area = ef_area + 2*(edge^2); 
            count = count + 2; 
            octant(r(i),c(i),v(i)) = 42; 
            continue; 
        elseif block(r(i), c(i), v(i)-1) == 0 
            ef_area = ef_area + (edge^2); 
            count = count + 1; 
            octant(r(i),c(i),v(i)) = 41; 
            continue; 
        elseif block(r(i)-1, c(i), v(i)) == 1 && block(r(i), c(i)-1, 
v(i)) == 1 && block(r(i), c(i), v(i)-1) == 1 
            octant(r(i),c(i),v(i)) = -41; 
            continue; 
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        else 
            ef_area = ef_area + (edge^2); 
            count = count + 1; 
            octant(r(i),c(i),v(i)) = 441; 
            continue; 
        end 
    elseif uef == 3 
        if block(r(i)-1, c(i), v(i)) == 1 && block(r(i), c(i)-1, v(i)) 
== 1 && block(r(i), c(i), v(i)-1) == 1 
            octant(r(i),c(i),v(i)) = -31; 
            continue; 
        elseif block(r(i)-1, c(i), v(i)) == 1 && block(r(i), c(i)-1, 
v(i)) && block(r(i), c(i), v(i)-1) == 0 
            ef_area = ef_area + (edge^2); 
            count = count + 1; 
            octant(r(i),c(i),v(i)) = 31; 
            continue;           
        elseif block(r(i)+1, c(i), v(i)) == 1 && block(r(i), c(i)+1, 
v(i)) == 1 && block(r(i), c(i), v(i)+1) == 1 
            ef_area = ef_area + 3*(edge^2); 
            count = count + 3; 
            octant(r(i),c(i),v(i)) = 33; 
            continue;           
        else 
            ef_area = ef_area + 2*(edge^2); 
            count = count + 2; 
            octant(r(i),c(i),v(i)) = 32; 
            continue; 
        end 
    elseif uef == 2 
        if (block(r(i)+1, c(i), v(i)) == 1 && block(r(i), c(i)+1, v(i)) 
== 1) || (block(r(i)+1, c(i), v(i)) == 1 && block(r(i), c(i), v(i)+1) 
== 1) || (block(r(i), c(i)+1, v(i)) == 1 && block(r(i), c(i), v(i)+1) 
== 1) 
            ef_area = ef_area + 3*(edge^2); 
            count = count + 3; 
            octant(r(i),c(i),v(i)) = 23; 
            continue;  
        elseif block(r(i)-1, c(i), v(i)) == 1 && block(r(i), c(i)-1, 
v(i)) == 1  
            octant(r(i),c(i),v(i)) = -21; 
            continue; 
        else 
            ef_area = ef_area + 2*(edge^2); 
            count = count + 2; 
            octant(r(i),c(i),v(i)) = 22; 
            continue; 
        end 
    elseif uef == 1 
        if (block(r(i)-1,c(i),v(i)) == 1) || (block(r(i),c(i)-1,v(i)) 
== 1) || (block(r(i),c(i),v(i)-1) == 1) 
            ef_area = ef_area + 2*(edge^2); 
            count = count + 2; 
            octant(r(i),c(i),v(i)) = 12; 
            continue; 
        elseif (block(r(i)+1,c(i),v(i)) == 1) || 
(block(r(i),c(i)+1,v(i)) == 1) || (block(r(i),c(i),v(i)+1) == 1) 
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            ef_area = ef_area + 3*(edge^2); 
            count = count + 3; 
            octant(r(i),c(i),v(i)) = 13; 
            continue; 
        end 
    elseif uef == 0 
        if (block(r(i)-1,c(i)+1,v(i)) == 1) && (block(r(i)+1,c(i)-
1,v(i)) == 1) 
            ef_area = ef_area + 3*(edge^2); 
            count = count + 3; 
            octant(r(i),c(i),v(i)) = 03; 
            continue; 
        else 
            ef_area = ef_area + 5*(edge^2); 
            count = count + 5; 
            octant(r(i),c(i),v(i)) = 05; 
            continue; 
        end 
         
    end 
end 
  
area_of_cubes = ef_area 
octant_area = 4*pi*rad*rad/8 
correctionfactor = ef_area/octant_area 
 
B.4  Generating Sphere-at-Each-Lattice-Site Structures 
dim = 201;     % Setting the resolution 
[X,Y,Z] = meshgrid 
(linspace(0,1,dim),linspace(0,1,dim),linspace(0,1,dim)); % (x,y,z) 
space, normalized from 0 to 1 
R = 0.4     % Radius of the spheres 
UC = zeros(dim,dim,dim); % UC is the Unit Cell matrix, initialized with 
0s  
 
%% Position of the spheres in space for a given cubic lattice 
s = importdata('data/ BCC-spheres'); 
  
%% Computation  
for ii = 1:length(s) % For each sphere position 
    % Note that ((X-s(ii,1)).^2+(Y-s(ii,2)).^2+(Z-s(ii,3)).^2 <= R^2) 
gives logical values, but by summing it with integer (UC +), the 
logical 0 and 1s become integers 
    UC = UC + ((X-s(ii,1)).^2+(Y-s(ii,2)).^2+(Z-s(ii,3)).^2 <= R^2);   
% Overlapping spheres will appear as integers > 1 
end 
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