Two methods of quantifying heterogeneity between studies in meta-analysis were studied. One method quantified the proportion of the total variance of the effect estimate due to variation between studies (R I ), and the other calibrated the variance between studies to the size of the effect itself through a between-study coefficient of variation (CV B ). Bootstrap and asymptotic confidence intervals for R I and CV B were derived and evaluated in an extensive simulation study that covered a wide range of scenarios likely to be encountered in practice. The best performance was given by asymptotic Wald confidence intervals developed for R I and CV B . The use of these heterogeneity measures together with their confidence intervals was illustrated in 5 typical meta-analyses. A new userfriendly SAS macro (SAS Institute, Inc., Cary, North Carolina) is provided to implement these methods for routine use and can be downloaded at the last author's website. confidence intervals; heterogeneity; meta-analysis; statistical methods Abbreviations: CI, confidence interval; CV B , coefficient of variation between studies; RR, relative risk; R I , proportion of total variance due to variation between studies.
In recent decades, meta-analysis has become an essential tool for implementing the evidence-based approach to clinical practice and other areas of medicine and public health. After years of controversy, the debate on the usefulness of the meta-analytic approach has abated. Meta-analysis is now the most cited study design in the health sciences and is ranked as providing the highest level of evidence, surpassing that of individual randomized controlled trials (1) .
A controversial aspect of meta-analysis methods has been how best to summarize findings in the presence of heterogeneous between-study effects. Several solutions have been suggested, including graphs (2), tests (3) , use of the randomeffects model (4) , and descriptive statistics that quantify heterogeneity (5, 6) .
Hypothesis testing as the focus of data analysis has been criticized in epidemiology, clinical research, and meta-analysis because test results are functions of both the magnitude of the underlying effect and the sample size (7) . Although the number of individual subjects included in a meta-analysis is generally high, the number of studies is usually low, and tests are typically underpowered to detect heterogeneity (5) . Assessing heterogeneity through graphs has been proposed as an alternative to hypothesis testing, but this approach can suffer from poor reproducibility between raters (2). Random-effects models are not always more conservative than fixed-effects models (8) , and their indiscriminate use in computing pooled measures of effect in meta-analysis has thus not been universally accepted as a method for addressing heterogeneity. To address these limitations, in 1999 Takkouche et al. (5) proposed 2 quantities for quantifying the magnitude of heterogeneity in the meta-analyses: the proportion of total variance due to betweenstudy variation (R I ) and the between-study coefficient of variation (CV B ). Methods were given to estimate both R I and CV B , and software (9) was developed to compute these quantities. Later, Higgins and Thompson (10) proposed a similar quantity, I 2 , which can also be used to estimate the proportion of the overall variance due to variation between studies.
AlthoughR I and c CV B have been used in meta-analyses (e.g., 11, 12) , until now confidence intervals have not been available, likely limiting their use. In the present study, we developed several asymptotic and bootstrap (13) methods for computing confidence intervals (CIs) for R I and CV B . In an extensive simulation study, we evaluated the performance of these newly proposed CIs. Finally, we made recommendations for best practice for meta-analysis that is informed by this work and presented a SAS macro that can be used to conduct a meta-analysis, including one with point and interval estimates of the recommended heterogeneity measures.
MATERIALS AND METHODS

Notation and a brief review of the meta-analysis models
The 2 primary models used in meta-analyses are the fixedeffects model,β s ¼ β þ e s , s = 1, . . ., S, and the random effects model,β s ¼ β þ b s þ e s , s = 1, . . ., S, where β is the common effect under the fixed-effects model and an inverse-variance weighted population average under the random-effects model, b s represents the random variation between studies, e s represents the sampling error around the true effect in the fixedeffects model and the sampling error around the study-specific effect in the random-effects model,
. ., S, and S is the total number of studies included in the meta-analysis. The fixed-effects model is used to compute the common effect under the assumption that the effect is homogenous across all studies. The random-effects model is often used otherwise.
Heterogeneity tests focus on the null hypothesis that there is no heterogeneity between studies, that is, H 0 : τ 2 = 0. The standard heterogeneity test used in meta-analyses is the Q test (14) . The test statistic, Q, is formed as a weighted sum of squared deviations of each study-specific estimate from the common effect, that is, Q ¼ P S s¼1 ðβ s À βÞ 2 w s , where
s ; s ¼ 1; : : :; S and β ¼ P S s¼1βs w s = P S s¼1 w s is the fixed effects estimator. DerSimonian and Laird (14) proposed the widely used estimator of the variance between studies, τ 2 , based on Q:
In meta-analyses with data from very precise studies and/or a large number of contributing studies, the P value for the test for heterogeneity could be small (e.g., <0.05) when the magnitude of heterogeneity is also small and of no practical importance. On the other hand, if the contributing studies are small and/or there are few of them, the hypothesis of heterogeneity may fail to be rejected even when τ 2 is large. Therefore, measures that represent the magnitude of heterogeneity in an intuitive form are needed to fully evaluate heterogeneity in meta-analyses.
Estimators of the magnitude of heterogeneity
As previously noted, in meta-analyses, hypothesis tests are often underpowered to detect heterogeneity (5) . Furthermore, the P value does not quantify the magnitude of heterogeneity. In what follows, we consider 2 quantities for assessing the magnitude of heterogeneity that can be used as an alternative or supplement to hypothesis testing.
Takkouche et al. (5) proposed an estimator of the proportion of the total variance of the pooled effect estimate of β due to between-study heterogeneity asR I ¼τ 2 =ðτ 2 þ Svarð βÞÞ, where varð βÞ ¼ 1= P S s¼1 w s andτ 2 is given by equation 1. One intrinsic disadvantage of usingR I as a measure of the amount of heterogeneity between studies is that it tends toward 1, its maximum value, as varð βÞ decreases. In this way, a metaanalysis based on large, precise studies would likely yield a large R I even when there is little heterogeneity between the study-specific effect estimates. To address this limitation, Takkouche et al. proposed the between-study coefficient of variation, CV B = τ /|β|, to provide further insight into the magnitude of heterogeneity in a meta-analysis (5) . The estimator of CV B , which ranges in value from 0 to ∞, replaces τ witĥ τ ¼ ffiffiffif τ 2 p and β with β. In the present article, we slightly revised the estimator of CV B proposed by Takkouche et al. (5) so that the denominator is β RE , the random-effect estimator, rather than the fixed-effect estimator, β. Because CV B is the between-study coefficient of variation, it is more meaningful to estimate β as β RE under the random-effects model when the between-study variance is nonzero; otherwise, the CV B is by definition 0 and no quantification of the magnitude of heterogeneity is needed. Later, we report on an evaluation of the empirical bias of these 2 options in an extensive simulation study. Note that CV B has the intrinsic disadvantage of increasing arbitrarily for a small β, and it is undefined when β = 0.
CI construction
It is widely agreed that point estimates are best considered alongside their CIs to allow for proper interpretation of results. Here, we study several approaches for calculating confidence intervals for R I and CV B , which are derived in Appendix 1. First, we consider 4 different algorithms for bootstrapped CIs for CV B and R I (13) . For simplicity, we explain these algorithms for the CIs for R I . When applying these methods to the CV B ,R I is replaced by c CV B . The standard bootstrap uses the empirical percentiles of the observed distribution of the resampled statistics to obtain the standard bootstrapped CI. The range-based bootstrap approximates the sample distribution ofR I À R I by its resampled distribution. The bias-corrected, accelerated method for the bootstraped CIs is also based on percentiles of the bootstrap distribution, calculated using the normal distribution with an adjustment for both bias and skewness. Finally, the normal approximation method uses the normal distribution as an approximation to the distribution of R I . Details on these algorithms are given in Appendix 2.
Next, we derived 4 asymptotic methods to obtain the CIs for R I . First, the normal method is the standard Wald-type confidence interval,
where z 1−α/2 is the (1 − α/2) quantile of the standard normal distribution and varðR I Þ is given by equation A1. The logit method reexpresses the CI for logit(R I ), and uses the inverse logit transformation of the upper and lower bounds of this CI to obtain the asymmetric 95% CIs for R I . Note that ifR I ¼ 0, this CI is not defined. In the Q method, the CIs for R I are obtained as
where Q L and Q U are the lower and the upper limits of the CI for Q, equal to È Q ± z 1Àα=2 ffiffiffiffiffiffiffiffiffiffiffiffiffi ffi c varðQÞ p É , and c varðQÞ is given in equation A2, where
In the gamma method, asymmetric CIs for R I can be calculated by expression 2, where the limits of CIs of Q are based upon the percentiles of a gamma distribution (15) . This gamma distribution is a scaled χ 2 distribution, in which it is assumed that Q ∼ αχ 
, where c var (τ  2 ) is given by equation A3. The multivariate delta method is based on equation A4 for var( c CV B ), which is then inserted into the Wald-type expression for the CI
Finally, the asymmetric log-transformed univariate delta (log-univariate delta) method and log-transformed multivariate delta (log-multivariate delta) method are logarithmic transformations of the univariate delta and multivariate delta methods, which are given by exp
and exp
, respectively.
SIMULATION STUDY
Simulation study design
The simulation study was designed to assess the performance of the proposed methods for computing the CIs for R I and CV B . To cover the full range of heterogeneity that could be observed in practice, we considered values of R I equal to 0.1 (low heterogeneity), 0.3, 0.5, 0.7, and 0.9 (high heterogeneity) and values for CV B equal to 0.1 (low heterogeneity), 1, and 2 (high heterogeneity). The number of studies, S, was set equal to 10, 20, 50, and 100, and for each scenario we generated 10,000 simulated meta-analyses.
The types of studies considered in this simulation experiment are those in which a relative risk is estimated as the measure of effect and could be in the form of a rate ratio, odds ratio, or risk ratio. The relative risk (RR = exp{β}) of the studies in the simulations was set to 1 (no effect), 1.5, 2, and 4 (high effect). Note that the cases in which RR < 1 are identical to the cases in which RR > 1 and can be easily obtained by switching the coding of the exposure variable.
The variance between studies was set at τ 2 = (CV B β) 2 except when the RR = 1. When RR = 1, β = 0. Thus, from the definition of the CV B , once β = 0, τ 2 = 0 as well, and, as a result, R I will be 0, too. Therefore, when the RR was equal to 1, we needed an alternative way to fix τ 2 , and we did this by solving for τ 2 from the definition of R I ¼ τ 2 =ðτ 2 þ Svarð βÞÞ. Assuming then that the possible values of the upper bounds, UB, of the CIs for the RR were 1.1, 1.2, 1.5, and 2, for each combination of R I and S, the variance between studies could then be defined as Abbreviations: CV 1=varðβ s Þ , the coefficient of variation of the reciprocal values of within-study variances; R I , proportion of total variance due to variation between studies.
a Relative risk = 2, coefficient of variation between studies = 1.
The variation in the study-specific weights used to construct the summary estimator depends upon the variation in the within-study variances. We thus considered values of the coefficient of variation of the reciprocal values of within-study variances,CV 1=varðβ s Þ ¼ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi ffi varð1=varðβ s ÞÞ q =Eð1=varðβ s ÞÞ, equal to 0.1, 1, 2, and 3, representing a somewhat wider range than that observed in the meta-analyses considered as examples in this article (see the Examples of meta-analysis section below). These quantities were generated as random variables from the log-normal distribution with mean E Â 1=varðβ s Þ Ã ¼ R I = ðτ 2 ð1 À R I ÞÞ and variance defined as var
To assess the performance of the methods described above for calculating the 95% CIs, we summarized the proportion of times that the CIs covered the true value of the parameter and the mean length of the CIs. With 10,000 replications, the CIs will fail to cover the desired nominal range when the empirical coverage falls outside of ð0:95 ± 1:96 ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi ffi 0:95ð1 À 0:95Þ=10000 p Þ ¼ ð0:946; 0:954Þ.
Results of the simulation study
In what follows, we present the results concerning the percent relative bias ofR I and c CV B , as well as their empirical coverage probabilities. Because the results were similar for Table continues 998 Takkouche et al. f all values of the RR considered up to the third decimal place, we present the results for bias and coverage for RR = 2 only. Table 1 presents the percent relative bias ofR I . As expected, the empirical bias decreased as the number of studies in the meta-analysis increased. For small values of R I ,R I overestimated R I , and when the values of R I were bigger than 0.3, R I was modestly underestimated. The empirical bias inR I was low over a wide range of values for the coefficient of variation of the reciprocal within-study variances, although some increase in bias was observed when a large amount of variation in withinstudy variances was considered. When the number of studies was very large, for example, S = 100, the estimator had little bias.
The percent relative bias of the between-study coefficient of variation is presented in Table 2 . When CV B was small, the bias was very small. When CV B was large (>1) but the value of R I was small, for example, R I = 0.1, c CV B did not perform well. However, this is an unrealistic scenario because a large CV B reflects a large value of τ 2 compared with the effect size, and therefore it would be expected that R I would not be small. As the value of R I increased, the bias of c CV B decreased. The bias of c CV B decreased when the number of studies in the meta-analysis increased. In addition, we found that when R I was greater than 0.5, in most cases considered, the c CV B using the fixed-effects estimator of β had more bias than did the one with the random-effects estimator, β RE , and in many cases, substantially so (data not shown). Because these estimators of the magnitude of heterogeneity between studies are relevant only when heterogeneity between studies is evident, it follows that the estimator of β typically used when heterogeneity between studies is evident, the random-effects estimator, should be used for estimating the CV B .
The empirical coverage probabilities for the CIs for R I are given in Table 3 . When the number of studies in the metaanalysis was small, all bootstrap CIs had coverage far from the desired 95%, but when the number of studies increased, the coverage probability substantially improved. All bootstrap CIs performed poorly when heterogeneity was low. The most successful bootstrap method was the bias-corrected accelerated method, the nominal coverage of which probability improved beginning with a relatively small number of studies. The range-based bootstrap method had the worst coverage.
Overall, the empirical coverage probabilities for the CIs were closer to 95% when CV 1=varðβ s Þ was small. In addition, the asymptotic CIs had much better coverage than the bootstrap CIs. Given a small number of studies, the most accurate empirical coverage was obtained using the normal approximation method. When the number of studies was small, the asymptotic Q and gamma methods provided insufficient coverage that worsened as heterogeneity increased. As expected, when the number of studies increased, the coverage of all asymptotic CIs improved.
The empirical coverage probabilities of the CIs for CV B are given in Table 4 . No method yielded uniformly good results across all values of CV B and R I that were considered, and all methods performed poorly when CV B was small or the number of studies was small. When the number of studies was small, as long as CV B was not too small, the standard and normal approximation bootstrap method and the bias-corrected, accelerated bootstrap method gave reasonable coverage. As expected, when the number of studies increased, the coverage prob- abilities for all CIs improved. The multivariate delta method was the best among the asymptotic methods considered. As in the case of CIs for R I , the empirical coverage probabilities for the CIs were closer to 95% when CV 1=varðβ s Þ was small.
Examples of meta-analysis
To illustrate the use of these estimators of heterogeneity and their CIs, we considered 4 recently published meta-analyses that have been frequently cited (from 87 to 327 times as of June 2012) and one yet unpublished meta-analysis with a wide range of apparent heterogeneity (Table 5) .
Etminan et al. (11) Two of the meta-analyses provided fixed-effects estimates after confirming the absence of heterogeneity with heterogeneity test P values of 0.55 and 0.35, whereas the remainder provided random-effects estimates. The magnitude of the effect, when it existed, varied considerably from a strong protective effect (11) to a large harmful effect (16) . Finally, heterogeneity as measured throughR I and c CV B varied between total absence in the migraine study (11) to a considerable presence in the smoking study (J. Saulyte, unpublished data, 2013).
For each study, we estimated the 2 heterogeneity measures considered in this article, R I and CV B , and calculated their CIs. For comparison purposes, we also provided I 2 values and their 95% CIs. When heterogeneity was small, as in the study by Hernán et al. (12) , these measures were close to zero and their CIs also indicated little heterogeneity. Two studies (16; J. Saulyte, unpublished data, 2013) had a large amount of heterogeneity, as given byR I and its CI. The third study (17) had avery large value of CV B , which was probably high because the pooled β was close to zero, exemplifying the drawback of this measure. However, because c CV B andR I were both large and the P value for the test for heterogeneity was 0.001, it is reasonable to conclude that there was substantial heterogeneity between studies in that meta-analysis.
DISCUSSION
We developed several asymptotic methods for calculating CIs for R I and CV B . An extensive simulation study demonstrated that when the number of studies in the meta-analysis is small, the asymptotic CIs for R I performed much better than the bootstrap methods. Because the number of studies in metaanalyses is usually moderate, we recommend the normal approximation method given here for calculating the asymptotic CIs for R I and the multivariate delta method for the CIs for CV B . These methods are easy to calculate and have reasonably accurate coverage probability over a wide range of potential circumstances in which they may be used. Bootstrap methods are more computationallyintensiveandwereusefulonlywhenthenumber of studies in the meta-analysis was very large (≥50), in which case they were no better than their asymptotic counterparts. It has been previously been reported that bootstrap methods can be unreliable in small sample size settings, which is often the case in meta-analyses (18) (19) (20) (21) (22) .
We demonstrated thatR I performs well as an estimator of the proportion of the total variation in the overall effect estimate that is due to heterogeneity, successfully quantifying high heterogeneity even in meta-analyses with a small number of participating studies. When the heterogeneity is low and the number of studies is small,R I underestimates the proportion of the total variation, but because little or no heterogeneity is present, this underestimation would not likely influence the interpretation of the findings.
The results of the simulation study demonstrated that there is limited information to quantify the magnitude of heterogeneity between studies in meta-analyses based upon a small number of studies, but this is mitigated when S is 20 or larger. For a snapshot of the number of studies of meta-analyses published recently, we reviewed all meta-analyses printed in 2011 in the Journal of the American Medical Association and the American Journal of Epidemiology. During this time, the Journal of the American Medical Association published 19 metaanalyses with a median number of studies equal to 25 (range, 5-609), and the American Journal of Epidemiology published 13 meta-analyses with a median number of studies equal to 23 (range, 10-95), which suggests that in many meta-analyses published in high-quality journals today, the measures of heterogeneity developed in this article will perform well.
As a proportion, R I has an intuitive interpretation, but regardless of the underlying heterogeneity of the studies, it tends toward 1 asthe studies participating in the meta-analysis become increasingly more precise. CV B does not have this disadvantage, but it increases rapidly to infinity as the underlying relative risk approaches the null value of one.
We saw in Table 5 that in meta-analyses (16, 17; J. Saulyte, unpublished data, 2013), there appeared to have been substantial heterogeneity. In Millett et al., the pooled effect estimate was near the null but substantial heterogeneity was evident, with 75% of overall variability in study-specific effect estimates coming from this heterogeneity (95% CI: 44, 100). The number of studies contributing to this meta-analysis was small, and the confidence limits of the heterogeneity measures were wide but consistent with considerable heterogeneity across the range of values of R I contained within the CI. Reporting a pooled effect estimate in this setting is of questionable value given the substantial heterogeneity of effects observed, as indicated by both the point and interval estimates. In the analyses by Jefferson et al. (16) and Saulyte et al. (unpublished data, 2013 ) the numbers of studies were somewhat greater and the estimated effects were away from the null, particularly in the study by Jefferson et al. In that analysis, 81% (95% CI: 58, 100) of the variation of the overall estimate was due to heterogeneity between studies, suggesting with reasonable confidence that substantial heterogeneity was present. However, the c CV B was 72% (95% CI: 7, 137), which indicated that with this small number of studies, on the scale of the effect size, the heterogeneity is consistent with a relatively small amount of variation between studies (7%), as well as with a large amount (137%). In contrast, 45 studies contributed to the article by Hernán et al. (12) , and the effect estimate was away from the null. With a variation between studies that was only 13% (95% CI: 0, 54) of the effect estimate and only 7% (95% CI: 0, 46) of the overall variance of the estimated effect, we can be confident that the findings of that meta-analysis can be generalized more widely.
An alternative estimator of the magnitude of heterogeneity between studies that is in wide use, I 2 , is defined as I 2 = Q − S + 1/Q (10). Future research should clarify the theoretical relationship between I 2 and R I ; are these parameters both consistent estimates of the proportion of variance of the pooled estimate due to variation between studies, and if so, under what assumptions? In addition, the finite sample properties of the estimators of these quantities need to be compared, in terms of both bias and coverage probability, to provide guidance to analysts regarding which approach is best to use under what circumstances. A variance estimator of I 2 was proposed by Higgins and Thompson (10) , and it is of interest to compare its large sample and finite sample properties with that of R I . As can be seen in Table 5 , there are some instances (e.g., Millett et al.) in which the results from the 2 are appreciably different.
In conclusion, along with the results from the test for heterogeneity, point and interval estimates of R I and CV B will provide the information needed to properly interpret the evidence in a meta-analysis about the extent of heterogeneity. We wish to caution that when the number of studies in a metaanalysis is small, both the test for heterogeneity (5) and point and interval estimates of the magnitude of heterogeneity may be unreliable. A publicly available SAS macro, which can be downloaded at the last author's website (http://www.hsph. harvard.edu/faculty/donna-spiegelman/software/metaanal/), performs all standard calculations for meta-analysis, including point and interval estimates of R I and CV B , so that heterogeneity can be comprehensively assessed (Appendix 3).
