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An improved rate of convergence of Schauder decomposition in the Sobolev 
space W; is established. This extends the result previously obtained in J. Math. 
Anal. Appl. 102 (1) (1984) 203-210. 0 1986 Academic Press, Inc. 
INTRODUCTION 
In this note, we give some results concerning the rate of convergence of 
Schauder decomposition in the Sobolev space W;: Our main theorem, 
Theorem 1 below, provides a result which is a vast improvement over the 
rate of convergence previously obtained by the author in [2]. The method 
of proving Theorem 1 is based upon a theorem of Whitney concerning the 
approximation property of smooth functions by polynomials. In Section 3, 
a general application of Schauder decomposition in W; is made to solve 
numerically the Fredholm integral equations of the second kind. The 
theorem contains the error bound and the rate of convergence of numerical 
approximations to the actual solution. At this point, it is important to 
recognize the difference between our projection method and other projec- 
tion methods in which projections are taken onto certain spline spaces (see, 
e.g., [ 1, 6, 71). Our projections are constructed with the aid of Schauder 
decomposition for the L, space, which are obtained from the Haar function 
basis for L, by trisecting the interval [0, 11, [S]. Thus the projections are 
defined through an averaging process. Whereas the projections in the 
aforementioned papers are defined through interpolation. An immediate 
consequence of this difference is that our projections are uniformly boun- 
ded. As a matter of fact, they have the norm 1 [2]. On the other hand, 
other projections defined through interpolation tend to increase in their 
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norms as n -+ 00, [ 1, 61. This uniform boundedness, together with the fact 
that P, + I as n -t cc for each Schauder decomposition, makes the analysis 
of Theorem 3 concise and straightforward. 
We also notice the following point as a possible area of application of 
Schauder decompositions. It is well recognized that solving numerically the 
Volterra integral equations of the first kind St, k(t, s) f(s) ds = g(t) 0 < t < T 
is not an easy task, expecially when g is represented by a collection of data 
with some perturbations. One of the most popular ways of handling this 
situation is to smooth out the data through some technique such as the 
least-squares method. The author feels that our averaging projection can 
also be used in the study of such a problem. This question is now under 
investigation. 
Finally we remark that it is necessary to make serious investigations on 
various numerical methods for integral equations of the second kind 
directly in the Sobolev space. The reason partly lies in the importance of 
the space in applications. For instance, it is well known that certain types 
of boundary value problems can be solved by transforming them into 
equivalent integral equations via Green’s functions. The problem of solving 
these integral equations is quite often embedded in the space W;, (see, e.g., 
[S]). Section 3 is used to exploit this point. 
1. PRELIMINARY 
In this section, we recall some definitions and known results which will 
be needed in later sections. In what follows, N denotes the set of all positive 
integers. 
1.1. DEFINITION. A Schauder decomposition for a normed linear space X 
is a sequence of projections (Pn} from X into X such that 
(i) P, is continuous and finite rank for each n E N 
(ii) P,P, = P,P, = P,i,im,ni for each m, n EN and 
(iii) lim, P,x = x for each x E X. 
For each n E N, we define the Sobolev space Wf) as follows: 
wp= {f:f’“.- “EAC[O, l] and f’“‘EL,[O, l]}. 
For n = 1, we define a norm 111 111, on WL’) by IllfIll 1 = If( + llf’llp. For 
n > 1, we define inductively a norm 111 Ill,, on WF) by IllfIll. = If(O)1 + 
lllf‘llln-l. 
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PROPOSITION A [S]. For each f E L, and n E N we define 
where St)= (t: (k- 1)/3” < t < k/3”} and Xg)(n) is the characteristic 
function on Sp). Then {P,} is a Schauder decomposition of L,. 
PROPOSITION B [ 51. The sequence { Q; } p? , is a Schauder decom- 
position of Wf) for each n E N where Qi = T--“P, T” + E, with 7"f = f (n) 
andE,f=f(O)+f’(O)x+~~~+l/(n-l)!f’”-”(0)x”-’. 
PROPOSITION C [2]. Zf f E W; and f E C”[O, 11, p> 1, n > 1, then 
11 Q; f - f 1) ~ = O(o(f(“‘, 1/3k)), where o(f; h) denotes the modulus af con- 
tinuity off, i.e., o(f; h) = sup{ If(s) -f(t)1 : Is- t[ 6 h}. 
We denote the collection of all polynomials defined over [0, 1 ] by Pn. 
We also define Sp(n, n - 1) to be the spline space consisting of all functions 
s defined over [0, l] such that s[ 
SEC”- ‘[O, 11. 
s;: is a polynomial of degree n and 
2. RATE OF CONVERGENCE 
This section is used to establish a new rate of convergence of {Q;: )F=, 
over the result obtained in Proposition C. The following basic lemmas 
become the necessary tools in establishing Theorems 1 and 2 below. 
Straighforward proofs of these lemmas are omitted. 
LEMMA 1. YH c Q;( W;) c Sp(n, n - 1). 
LEMMA 2. (Q;f)(j’(x)=(Q;:~jf(j’)(x) ,f or each j= 1, 2,..., n where the 
superscript j denotes the operation of taking the jth derivative. 
THEOREM 1. Let f E Wz and let { Q;}r=, he the Schauder decomposition 
for W: as it is defined in Proposition B. Then 
IIQZf -fll _,<constant($y ‘0.1(f+~~;$j 
LL in addition, f E C”[O, 11, then 
IIQ;f -fll 
409.I20'2-Y 
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Proof: The proof presented here is heavily based upon the following 
result which is essentially due to Whitney [9]. 
There exists a constant C=C(n- 1) such that for all f~c”--‘[a, h], 
there exists a polynomial pr of degree n with 
IIf- pfll m < C(b - u)~ -~ ‘co(f(- “; b -a). (1) 
where 
llfll c&k) = sup{ If(t)I : tE S!k’). 
Now 
IlQlfll, = I~~+ {IlQ;f-flloo,p) . . 
(2) 
< 1 yyk { llf- #II m.p + llQFk+‘-f)lI ao,sjk)) 
. . 
~(1 + llQ;ll, ,yi:x3k {llf-~:I’llmU.~j~)~ . . 
where constant = 2 max, < i < ,k {C,}. 
We note that the first &equality is obtained by Lemma 1 and naturally 
extending the definition of p$’ to all of [0, l] for each i. The third 
inequality follows from (2) and IIQ;r.l/ = 1 for each k (Proposition 1.1 [2]). 
If, in addition, f E C”[O, 11, then we get 
IIQZf -fll,GC f 
0 
n 
for some constant C. Q.E.D. 
Theorem 1 is a vast improvement over Proposition 1.6 of [2], in which, we 
obtained IIQ$f - f Iloo = O(o(f'"'; 1/3k)) for f E W; n C”[O, 11. The rate of 
convergence of respective derivatives can be obtained by using Lemma 2. 
THEOREM 2. Let f and { Q;}p=, have the same meanings as in 
Theorem 1. Then 
Il(Q;f -f )(“I1 cc <constant ($)“‘~‘~ (f+~~';~) 
for j=O, l,..., n- 1. 
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Proof: For j = 0, l,..., n - 1 
IlcQ;f-f>‘j)llm = IIce;fYi)-f”‘ll 
= l~Q;-jf(A-fU)l~ 
The last inequality follows from Theorem 1 and by the observation that 
fr5 W; impliesf”‘E WJ+‘). Q.E.D. 
3. THE FREDHOLM INTEGRAL EQUATIONS OF THE SECOND KIND 
Since our previous paper [2] concerns with an application of Schauder 
decomposition to obtain numerical solutions for the Fredholm integral 
equations of the second kind, it seems appropriate to end this note with a 
theorem which deals with this situation. The equation in which we are 
interested has the form x(t) - ji k(t, s) x(s) ds =f(t) for t E [0, 11. This 
equation can be written simply in operator form as x - Kx =f where 
Kx( t) = jh k( t, s) x(s) ds defines, by assumption, a compact linear operator 
of W; into W;. (1~ p’ 6 p < co: l/p + l/p’ = 1). In the following theorem, 
the case when n = 0 has been treated in [3] as Theorem 2.1. The actual 
implementation of the method for n > 1 will appear in [4]. The proof of 
the following theorem is standard. 
THEOREM 3. Let K he a compact linear operator of W; into W;. 
(1 < p’ 6 p =C CO: l/p + l/p’ = 1) and let { Q;}p=, be the Schauder decom- 
position for Wz defined in Proposition B. Let x solve x - Kx = f for f E W;,. 
Then the equation xk - Q; Kx, = Q; f has a unique solution xk in Q;( Wz) for 
large k and 
ci) lIx-xkllm <constant ($)“-‘m (xin-l);.) 
and also 
(ii) 1(x-xkllm< lI(Z-K)plll L (3k)+’ {constant w (finpl);$) 
+ II-4 m 
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Proof: By assumption (I - K) ’ exists, hence it must be bounded. Also 
since {Q; } is a Schauder decomposition for W;, Q;r-f + f as k + co. Using 
this fact and that K is compact, we get 11 K - Q$ K/I + 0 as k + CC which in 
turn gives that (I- QZK) ~’ exists for large k. Since x - Kx =f, we obtain 
Q;x - Q;l-Kx = Q’$ If we subtract this from the classical projection 
equation Q&Y, - Q; KxL = Q;,f where xk E Q;( W;), we obtain 
By taking the norm on both sides and applying the estimate obtained in 
Theorem 1. we get 
l/x - xkll m < const. ($)” ’ + II;.) 
where const = 2sup, E N II(Z- Q;lK) ‘11. We note that because of 
Proposition 1.3 [2] I/x- Q;xll J: 6 lllx - Q;Xlll. + 0 as k -+ co. 
The bound given in (ii) is more informative in the sense that they 
describe the dependency of the rate of convergence of numerical 
approximations on f and K. Following the argument used in the proof of 
Proposition 2.1 [2], we get 
6 li(Z- K)~-‘// {constant (A)” ’ o (f(’ lJ;$j 
+ Ib,,I/ 1 SUP lItI- Q;l, KYII 7 
ll?lI = I I 
6 lItI-W’ll $ 
II- I 
0 i 
constant w(f’” I’; + 
> 
+ IIx,,ll, sup o (Kv)‘“+ . 
II 1./l = 1 
Q.E.D. 
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