3D face reconstruction is a popular area within the computer vision domain. 3D face reconstruction should ideally be achieved easily and cost-effectively, without requiring specialized equipment to estimate 3D shapes. As a result of this, many techniques for retrieving 3D shapes from 2D images have been proposed. In this paper, a novel method for 3D face reconstruction based on photometric stereo, which estimates the surface normal from shading information in multiple images, hence recovering the 3D shape of a face, is proposed. In order to overcome the problems of previous approaches related to prior-knowledge regarding lighting conditions and iterative algorithms, the exemplar is synthesized with known lighting conditions from at least three images, under arbitrary lighting conditions and using an illumination reference. Experiments in 3D face reconstruction were made by verifying the proposed approach using the illumination subset of * Author for correspondence 
Introduction
Even though face recognition systems are becoming more popular, their low performance prevents face technologies from being applied in real life. Most researchers have tried to improve performance using newly-developed pattern recognition approaches such as Principle Component Analysis and Support Vector Machines, 11 which have resulted in better systems. However, there still remain several problems which decrease the recognition ratio drastically. They are commonly caused by smiling, aging, facial accessories, and various external conditions such as illumination and pose changes.
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Among these problems, the two most critical factors are pose and illumination. Therefore, it follows logically that the optimum solution to this problem is to acquire full 3D information regarding the face as represented, for example, using a 3D shape-mesh and a 2D texture-map. While 2D view-based 8 and other appearancebased approaches have significant merits, they suffer from a fundamentally limited representation (a collection of 2D appearance subspaces). 3D data can be used to produce invariant measures out of 2D data. It is believed that an intrinsic 3D model is the only way to properly tackle the complications that arise due to pose, illumination and perhaps expression.
In this paper, an impressive 3D reconstruction of human faces is presented. A high-resolution 3D model of the shape space was obtained by employing laser scanning of a large face database a priori. In this database, face images of a number of people were collected in a set of different orientations, in order to sample the orientation space. Then, a new face given in one of these orientations was synthesized in any orientation, as a linear combination of faces in the desired orientation. This idea was subsequently extended by Blanz 4 to incorporate a 3D face model, enabling the synthesized face to be more person-specific and realistic. This capability can be used directly for face recognition. Beymer and Poggio 3 reported results along the same lines for pose-invariant face recognition. The results varied depending on the available number of real views of a person to be recognized. Without view synthesis, this ranged from 66.7% when only one real view was available to 98.7% when 15 real views were available. However, these approaches require a sensor, which acquires depth information, usually referred to as depth or range camera, thus limiting applicability. Therefore, many solutions that recover a 3D shape from 2D image sequences have been proposed.
The methods to recover shape are called shape-from-X techniques, where X can be shading, stereo, motion, texture, multi-views, and so on. The traditional approach is of course that of Structure-from-Motion (SFM). 9 This deals with the problem of recovering 3D points on a rigid object from 2D correspondences of points across images. SFM is a direct method of obtaining 3D points, which are often not very dense or accurate; thus a post-processing phase is required. Shape from shading (SFS) deals with the recovery of shape from a gradual variation of shading in the image. To solve the SFS problem, it is important to study how images are formed. A simple model of image formation is the Lambertian model, in which the gray level at a pixel in the image depends on the light source direction and the surface normal. In SFS, given a gray level image, the aim is to recover the light source and the surface shape at each pixel in the image. However, real images do not always follow the Lambertian model. If the Lambertian reflectance and known light source direction is assumed, and if the brightness can be described as a function of the surface shape and light source direction, the problem is still not simple. This is because if the surface shape is described in terms of the surface normal, a linear equation with three unknowns is produced, and if the surface shape is described in terms of the surface gradient, a nonlinear equation with two unknowns is produced. Therefore, finding a unique solution to SFS is difficult. SFS algorithms solve the surface gradients using several different methods, because the mapping is not invertible locally using a single measurement of image intensity. A class of algorithms uses two additional constraints on the surface and minimizes the energy function. Other algorithms use propagation of shape information from reference points to iteratively solve the surface gradients, local surface assumptions or linear approximations, in order to obtain the reflectance map. A single image has natural limitations in revealing 3D information about the objects, given the reduction to one dimension. Therefore, as an extension of SFS, the photometric stereo method (PSM) is proposed. The PSM is a shape from shading algorithm using several images to invert the reflectance map, and has been an ongoing research problem in the computer vision community. The basic algorithm for PSM estimates the surface gradients locally for each pixel without using global constraints. Among the more advanced methods are those that use local confidence measures to account for surface interreflections and shadowing.
In this paper, a novel method for 3D face reconstruction based on photometric stereo is proposed: a reconstruction method for estimating the surface normal and hence the shape of a face from the shading information in multiple images. The illuminated exemplars are synthesized with known lighting conditions from input images. The illuminated images of one person (reference person) are used as an illumination reference for synthesizing exemplars. The surface normal for 3D depth values can be estimated as a noniterative 3D face reconstruction algorithm, by using synthesized exemplars. This paper is organized as follows. In the next section, a brief review of related literature is introduced. In Sec. 3, the process of synthesizing images using illuminated exemplar is described and the method of recovering the surface normal and 3D depth map is explained. Section 4 presents the experimental results from the 392 S.-W. Lee et al. Yale face database B 6 and MPI face database. 7 Finally, the conclusion regarding the proposed approach is presented, and areas of future work are suggested.
Background

Shape from shading
The basic idea of SFS is to infer the 3D surface of an object from shading information in an image. In order to infer such information, a reflectance model under which the given image is generated from a 3D shape is assumed. There are many illumination models available. Among these models, the Lambertian model represents the most popular model, and has been used extensively in the computer vision community for the SFS problem. The key equation in the SFS problem follows the irradiance equation,
where I(x, y) is the image, R is the reflectance map and p(x, y) and q(x, y) are the shape gradients (partial derivatives of the depth map). With the assumption of a Lambertian surface and a single distant light source, the equation can be written as follows,
or
where θ is the angle between the outward normal to the surface, N = (p, q, 1) and the negative illumination vector, −L = (P s , Q s , 1) represents the direction opposite to the distant light source, and ρ is the albedo. Since the SFS algorithm provides face shape information, illumination and pose problems can be solved simultaneously. For example, the illumination problem can be solved by rendering the prototype image from a given input image, I p . In order to evaluate existing SFS algorithms, Zhao 12 applies several SFS algorithms to (1) synthetic face images generated based on the Lambertian model and constant albedo, and (2) real face images. The experiment results demonstrate that these algorithms are not sufficient for real face images, such that a significant improvement in face recognition can be achieved. The reason is that the face is composed of materials with different reflecting properties: cheek skin, lip skin, eye, and so on. Hence, Lambertian model and constant albedo cannot provide sufficient approximation. Once the light source direction is known, the 3D shape can be estimated. Most SFS algorithms assume that the light source direction is known, high computational complexity and the re-rendering image result in poor quality, because of reconstruction from a singular image. The nature of SFS makes it an ill-posed problem in general. In other words, the reconstructed 3D surface cannot synthesize images under different lighting angles.
Photometric stereo
The term Photometric Stereo Method (PSM) or just Photometric Stereo (PS) refers to the extension of shape from shading class methods which use three or more images for shading, based on 3D shape recovery. SFS methods are extended to PSM if several irradiances are known for every image point and corresponding surface point. A reduction in the necessary assumption can be expected, because of the larger amount of data and improvement in reconstruction results. Photometric stereo methods firstly recover surface orientations and can be combined with an integration method to calculate a height or depth map. Assuming the face has a Lambertian surface, the illuminated image can represented by
where N is the surface normal and ρ is the albedo, a material dependant coefficient.
The object-specific matrix T includes the albedo and surface normal information of the object. A collection of images, {H 1 , H 2 , . . . , H n } of the same object under varying illumination is created. These images, called photometric stereo images, are observed at a fixed pose and different lighting sources. Therefore, more than one irradiance value can be assigned to a projected surface point without encountering a correspondence problem. Each image corresponds to one light source. Assuming that these light sources are from the same object with a single viewpoint and various illuminations, these images can be expressed as
where H, the collection of images {H 1 , H 2 , . . . , H n } of same object under different lighting conditions, is the observation matrix, and
. . , L n } is the light source matrix. If lighting parameters are known, the surface normal orientation for objects can be extracted. In order to solve Eq. (5), a least squares cost function is defined,
where d is the number of pixels. The object-specific matrix, T includes the albedo and surface normal information of an object. It is possible to minimize this cost function to solve T and L up to a constant linear transform using Singular Value Decomposition (SVD),
T and retain the top three compo-
. Then T and L can be recovered up to an invertible matrix A with
and then the surface normal, N can be represented as N = T / T . In enforcing integrability, it is guaranteed that the vector field of surface normal is a gradient 394 S.-W. Lee et al. field that corresponds to a surface. The surface of a face is denoted by z(x, y), the surface normal can be rewritten as
and
where N = (n x , n y , n z ), the z x = ∂z(x,y) ∂x
are the partial gradients of z(x, y). A photometric stereo is used to acquire surface gradient information and suggests the use of features derived from the gradient space. A common assumption to ensure unambiguous surface reconstruction from a single image (i.e. SFS) or several images (i.e. PSM) are to ensure that the Lambertian surface, single point light source and the directions of illumination are known.
Illumination cone
In earlier work, it is demonstrated that the images under an arbitrary combination of light sources form a convex cone in an image space. This cone, called the illumination cone, can be constructed from as few as three images. The reconstructed 3D face surface and illumination cones can be combined together to synthesize images under different illumination and pose. Georghiades et al. 6 use prior knowledge of the shape of the face to resolve Generalized Bas-Relief (GBR) 2 ambiguity. Once GBR parameters are calculated, it is a simple matter of rendering synthetic images under different illumination and poses. For reconstruction of the 3D face surface, this method includes the use of boundary conditions for the reflectance map, a very frequent iteration between the surface model and the reflectance map and the use of a multigrid scheme during optimization. The illumination cone method demonstrates an improvement in recognition performance, under the variation of pose and illumination. A problem is that it requires many images per person to construct the subspace. For commercial applications, the use of many images per person is not feasible due to the cost consideration. The other issue is the computational cost when the database contains a large number of images. If it took too much time to recognize a face when the database is large, it is discouraged from further development and the approach is an iterative solution technique, employed for finding the surface normal and 3D surface caused by high computational cost.
Noniterative 3D Face Reconstruction
In this paper, a method of 3D face reconstruction based on photometric stereo, representing a face reconstruction method with facial images under various illuminations, is proposed. Unlike previous photometric stereo, the 3D shape of faces can be recovered from images under unknown illuminations. One additional process is possible; synthesizing the illuminated exemplar to known lighting conditions from unknowns. The entire procedure of the proposed face reconstruction method and example of each process are illustrated in Fig. 1 . The proposed method is based on photometric stereo; however the illuminated exemplar is synthesized in order to solve the problem of prior-knowledge of lighting conditions in the photometric stereo method. First, the illuminated exemplars are synthesized under known lighting conditions, from input images under arbitrary lighting conditions. The input is constructed from at least three facial images under the same viewpoint and same person, but different lighting conditions (these images are called photometric stereo images). If the light source of photometric stereo images is known, then the surface normal can be estimated using the least squares solution for the observation and light source matrix. The depth of face and 3D surface can be reconstructed using the 2D texture image, by enforcing integrability to the surface normal. In the previous photometric stereo method, knowledge of the lighting conditions like direction and intensity of lighting source is required for face reconstruction. This constraint is solved using illumination reference, by synthesizing an illuminated exemplar under known illuminations from input images. The surface normal can be extracted from this synthesized exemplar, and the 3D face can be reconstructed by integration of the surface normal.
Synthesis exemplar
It is assumed that the face has a Lambertian surface and a point light source, with locations not precisely known, emitting light equally in all directions from a single point. The ith pixel value in an image, H(x i ) is given by
where ρ(x i ) is the albedo and n(x i ) is the surface normal of the object corresponding to the ith pixel, x i and L is an illumination vector including its intensity and direction of the light source. An image, a collection of d pixels, H is represented in Eq. (4). In the case of photometric stereo images, n images of the same object under different illuminations are retrieved. The matrix H that made n images can be represented by T T L. Since the photometric stereo images are from the same object, it can be assumed that they have the same object-specific matrix, T and a different illumination vector, L. If the light source matrix, L is nonsingular ( L = 0) and {L 1 , L 2 , . . . , L n } are linearly independent, the matrix L is invertible and T can be expressed by the product of matrix H and the pseudo-inverse of L, L + as follows
The light source matrix, L can be invertible when {L 1 , L 2 , . . . , L n } are linearly independent of each other. To make the images independent of each other, the photometric stereo images are transformed into the orthogonal basis images, {B 1 , B 2 , . . . , B n−1 }, by Principal Component Analysis (PCA) for each person. When applying PCA to photometric stereo images, a new illuminated image of the same object can be expressed using orthogonal basis images, B, and the proper coefficients, α. By changing α, many images across lighting variations can be synthesized. The synthesized image S is determined by the coefficients multiplied by the orthogonal basis images,
whereB represents the mean of orthogonal basis images per object and α ∈ n−1 . In this paper, it is proposed that illuminated variation images of one person be used as an illumination reference to synthesize a new illuminated image. The lighting conditions of these illumination reference images are already known, therefore the lighting condition of the synthesized exemplar is identical to reference images. Figure 2 presents the basic idea for synthesizing a new illuminated image, called "exemplar ," from input images under different lighting conditions. "Illumination reference" is the image under known lighting conditions of the reference person. The set of images under lighting variations of only one person is required. From input images, the basis vectors, which are orthogonal to each other, are extracted, and then a new image is represented using these basis vectors and illumination references. Illumination of a new synthesized image is similar to that of the reference image. Since input images have the same surface (only different lighting conditions) and the lighting condition of illumination reference images (already known lighting condition) are referred to, the image can be synthesized under similar lighting conditions. It is assumed that the illumination reference can be represented using a set of coefficients, α, from orthogonal basis images as follows
In this case, α is a set of the coefficients for the synthesized image, having similar lighting conditions of the illumination reference. The columns of the matrix are orthogonal to each other, the transpose is the inverse and the optimal set of coefficients, α * can now easily be found by transposition, instead of inversion. The optimal set of coefficients, α * , can be found as follows
Input images (H) Illumination reference (R) Synthesized exemplars (E)
Using the optimal set of coefficients, the illuminated exemplars, E, are synthesized with the same lighting conditions as the input image. The synthesized exemplar, E, is represented as
In the photometric stereo images of the input face, eight images of random lighting directions are used, {H 1 for synthesizing the illuminated exemplarẼ, an illuminated exemplar using three images is as followsẼ
Since the illuminated-exemplar is synthesized from unknowns to known illumination, an iterative algorithm for finding a lighting source vector L or factorization of T and L is not required. Figure 3 presents examples of the synthesized exemplars from photometric stereo images of the input. Eight images are chosen under random illumination of each person and the selected images for each person are in a different set. The top row presents examples of different illuminated images of the same person (input). The middle row presents examples of the synthesized exemplars using the images from the top and bottom rows, presenting examples of the different illumination references. Each synthesized exemplar image (middle row) references the illumination of the reference image found directly below it. As shown, the synthesized exemplars have very similar lighting conditions to those of the reference images. The lighting conditions of the illumination references are known, and then the lighting condition of synthesized exemplars can be used. If the lighting conditions are known, the surface normal of face can be estimated.
Noniterative recovery of surface normals
It is assumed that n images are possessed for each face with equal poses and different light sources. Under this assumption, the face albedo and surface normal can be modeled with linear ambiguity. In fact, this ambiguity can be discarded in the face model, just as in the formation of the illumination cone, 6 by an iterative algorithm. However, if this ambiguity is not solved, the light direction of input images must be extracted once for each face model, leading to a high computation expense in recognition. The light direction of the input images is estimated by synthesizing illuminated exemplars under known lighting conditions using illumination reference images. The proposed approach is a simple noniterative method Fig. 3 . Example of the synthesized exemplars.
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of estimating surface normal for 3D face reconstruction, using synthesized exemplars. The well-known photometric stereo approaches are able to rapidly obtain dense local 3D surface orientations from intensity images of the face illuminated by calibrated light sources; however, uncalibrated images can be obtained under arbitrary illumination in the proposed approach. Let the synthesized exemplar
If the light source L is known, T to the surface normal can be calculated for reconstruction of the depth map (3D surface). The exemplars are synthesized using the illumination reference, the light directions of synthesized exemplars can be assumed to be the same as directions of reference images. The light source vector that includes information regarding the light direction, is represented as L R , and can be expressed asẼ = T T L R . The problem lies in selecting T , to minimize the cost function, C(T ). The cost function is defined as the sum of square errors, which measures the difference between the synthesized exemplar image and the product of T and L R . The optimal object-specific matrix, T , which minimizes the cost function, C(T ), is the following,
while the cost function is
The solution to Eq. (17) is obtained using the least square minimization method. It is assumed that the number of exemplars is m and the number of pixels is d. To represent the imageẼ by the product of T and L R , T must be found, using the following equation,   Ẽ
The least square solution satisfiesẼL R = TL T R L R . If the columns of L R are linearly independent, then L R is nonsingular and has an inverse
The surface normal N can now be estimated as follows
where N * = {n * x , n * y , n * z } and the albedo is assumed to equal T * .
3D face reconstruction from surface gradients
In this section a method for imposing integrability is introduced, demonstrating that it will indeed work in practice. A surface function f = z(x, y) is characterized by the validity or invalidity of the surface normal integration. The shading based shape recovery techniques include the proposed method, normally providing gradient values for a discrete set of visible points on object surfaces. This requires a subsequent integration step, in order to achieve the specified alternative goal of depth or height maps. The general considerations regarding integration paths support local integration. A scan algorithm, which passes through all image points of the image grid, is assumed. Starting with initial depth values, this algorithm can be used to propagate depth values according to a local approximation rule, using the given gradient data. A calculation with relative depth values can be achieved within repeated scans. The resulting depth values can be determined by averaging operations. The initial depth values are required to be provided or assumed for the start positions of the different runs. However, this method is based on the global integration for the task of calculating depth from gradients. The solution calculated by the Frankot-Chellappa algorithm, 5 is optimal in the sense of the quadratic error function between the ideal and given gradient values. It only provides a relative depth function up to an additive constant. The depth z(x, y) and gradient citation {p(x, y)q(x, y)} mentioned in Eqs. (7) and (8), are functions over the image grid
w is the number of pixels for width and d h is the number of pixels for height. The surface z(x, y) is then obtained by numerical integration of the surface gradients,
It has been observed that the shape from shading can be expressed as a problem of solving a first-order partial differential equation in x and y. 7 In deriving solutions to Eq. (22) by the calculus of variations, it appears to be much more straightforward to solve for surface orientation than to solve directly for z(x, y). The question of consistency between z x (x, y) and z y (x, y) then arises. A reasonable consistency constraint to place on the surface slopes is that they can be integrated, defined by
where
The cost function C f (z(x, y)) is minimized by setting its derivatives with respect to the surface gradients p and q, to zero. The resulting rule is applied pixelwise. The surface depth values recovered by integration of the surface normal vectors are 
The depth map (surface depth) is defined relatively to an assumed background plane (of depth zero), which is parallel to the image plane. In the ideal case at each point (x, y), the depth value is equal to the (scaled) depth of those surface points projected onto this image point. The depth surface is measured with respect to the chosen background plane. A given depth map allows reconstruction of the faces in 3D space within a subsequent computation step of a general back projection approach.
Experiments
We have conducted a number of experiments with our approach for reconstruction of 3D face using the illumination subset of the Yale face database B and MPI face database. The results demonstrate that the proposed reconstruction algorithm can recover surface normal and 3D shape with Lambertian reflectance assumptions.
Face database
Max-Planck Institute face database (MPI DB)
The MPI face database is used to demonstrate the proposed approach. 200 two-dimensional images of Caucasian faces that were rendered from a database of three-dimensional head models recorded with a laser scanner were used (Cyberware TM ). 7, 12 The images were rendered from a viewpoint 120 cm in front of each face, with ambient light only. For training, the images of 100 people were used. The images of the remaining 100 people were used for testing the proposed algorithm. Images consisting of 25 changes, {L11, L12, . . . , L45, L55}, in illumination directions are used (see Fig. 4 ). The images had been collected for psychophysical experiments from males and females between 20 and 40 years-of-age. No glasses, earrings or beards were presented and all head hair was removed from the images. The resolution of the images was 256 × 256 pixels and the color images were converted into 8-bit gray level images. Figure 4 presents the position configuration of the lights (a) and example images of lighting condition changes (b). Since it is convenient to exclude background, we used a MPI DB in most experiments and figures (Figs. 8-11 ).
Yale face database B
The Yale face database
6 is used to demonstrate the proposed approach. In order to capture the images in this database, a geodesic lighting rig was constructed with 64 computer controlled xenon strobes whose positions in spherical coordinates are 
Reconstruction results and analysis
In this section the reconstruction results for faces are shown. Figure 6 demonstrates the results of each process for constructing the 3D face shape using Yale face database B, seven images are used per person under arbitrary illuminations to recover surface normal in the illumination subset. Figure 6(a) shows the seven images for synthesizing illuminated exemplars and (b) shows examples of synthesized exemplar under known lighting conditions. The illuminated exemplars can be synthesized under the lighting of all directions. Figure 6 (c) shows the basis images which will be used to recover the surface normal, (d) shows the x, y, z components of the surface normal in Eq. (17) and (e) shows the 3D depth and 3D surface of faces with 2D texture image. Figure 7 also presents the results of 3D face reconstruction of the MPI face database. As demonstrated, the 3D shape of face can be reconstructed only using shading information of 2D images under arbitrary illumination. In these experiments, the first image is used as texture of the 3D shape, but is not a good choice. For the probe image under arbitrary illumination, some process is required to handle the illumination problem between the new probe image and projected image of the 3D face (see next section).
Image synthesis of the same individual under lighting and pose variation: if the 3D information (depth) can be obtained, images can be synthesized under arbitrary illumination and the images in the database can be used more. Figure 8 presents synthetic images of a face under novel variations in lighting and pose. These images are projected from a reconstructed 3D face using synthesized exemplars.
Fitting for lighting variation (illumination fitting)
In this section, the proposed method of illumination fitting is introduced. For face recognition using the reconstructed 3D face under varying pose and illumination, the poses and lighting condition of the input image should be known. It is assumed that the pose of a new probe image is already estimated. The recognition procedure is performed by computing the correlation between the probe and projected image of the 3D face. The 3D face is constructed using photometric stereo images, the image under front lighting or first gallery image is used as a texture image. Therefore, the fitting procedure should be required for improvement in face recognition performance. Figure 9 presents the basic idea of the proposed illumination fitting procedure. n gallery images under varying lighting conditions exist, and are used. After reconstructing the 3D face, these images are used as texture images and then n projected images are obtained. Using linear combination of these projected images, any image under arbitrary illumination (based on photometric stereo method 13 ) can be represented. Figure 10(a) represents the input image under arbitrary illumination and varying pose, (b) represents the images before illumination fitting and (c) represents the resulting images after illumination fitting. As presented in Fig. 10 , the projected images after illumination fitting are reconstructed better. The results of reconstruction and recognition are compared by computing reconstruction error and correlation between the input image and projected image (see Fig. 11 ). The reconstruction error means the mean displacement error per pixel, the horizontal axes represent the direction of pose variations while the vertical axes represents the mean displacement error in input image per pixel.
Conclusion and Further Research
In this paper, a simple and practical approach for 3D face reconstruction has been proposed. The proposed approach is based on photometric stereo, which recovers the surface normal from multiple images under arbitrary illuminations. The illuminated exemplars are synthesized under known lighting conditions from gallery images under unknown lighting conditions using illumination reference. In using synthesized exemplars, the surface normal for 3D depth values of the face can be estimated without iteration and correspondence information. A noniterative 3D face reconstruction algorithm can be used for a wide range of practical applications regarding pose estimation of face and pose or illumination invariant face recognition systems. In the experiments, a small number of images under the random direction of lighting are chosen to synthesize exemplars. Experimental results regarding various face images have demonstrated good reconstruction results when compared with the previous approaches. In the future, arbitrary views will be synthesized using the 3D face shape, which is reconstructed from the proposed approach for pose invariant face recognition of face images in a real environment. An attempt is also being made to handle cast shadow and cases of multiple light sources.
