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Abstract
In this paper we establish the general solution of the functional equation 6f (x+y)−6f (x−y)+
4f (3y)= 3f (x + 2y)− 3f (x − 2y)+ 9f (2y) and investigate the Hyers–Ulam–Rassias stability of
this equation.
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1. Introduction
In 1940, S.M. Ulam [21] proposed the following question concerning stability of group
homomorphisms: Under what condition does there is an additive mapping near an ap-
proximately additive mapping? In next year, D.H. Hyers [8] answers the problem of Ulam
for the case where G1 and G2 are Banach spaces. A generalized version of the theorem of
Hyers for approximately linear mappings was given by Th.M. Rassias [18]. Since then, the
stability problems of various functional equation have been extensively investigated by a
number of authors (for instances, [2,3,5,7,9–12,19,20]). In particular, one of the important
functional equations studied is the following functional equation [1,4,14–17]:
f (x + y)+ f (x − y)= 2f (x)+ 2f (y).
The quadratic function f (x) = bx2 is a solution of this functional equation, and so one
usually is said the above functional equation to be quadratic.
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f (2x + y)+ f (2x − y)= 2f (x + y)+ 2f (x − y)+ 12f (x). (1.1)
We promise that by a cubic function we mean a solution of the cubic functional equa-
tion (1.1). The functional equation (1.1) was solved by Jun and Kim [13]. In fact, they
proved that a function f :X→ Y between real vector spaces is a solution of (1.1) if and
only if there exists a function F :X × X × X → Y such that f (x) = F(x, x, x) for all
x ∈X, and F is symmetric for each fixed one variable and is additive for fixed two vari-
ables. The function F is given by
F(x, y, z)= 1
24
[
f (x + y + z)+ f (x − y − z)− f (x + y − z)− f (x − y + z)]
for all x, y, z ∈ X. Moreover, they investigated the Hyers–Ulam–Rassias stability for
Eq. (1.1).
In this paper, we deal with the next functional equation deriving from cubic and
quadratic functions:
6f (x + y)− 6f (x − y)+ 4f (3y)= 3f (x + 2y)− 3f (x − 2y)+ 9f (2y). (1.2)
It is easy to see that the function f (x)= ax3 + bx2 is a solution of the functional equa-
tion (1.2). The main purpose of this paper is to establish the general solution of Eq. (1.2)
and investigate the Hyers–Ulam–Rassias stability for Eq. (1.2).
2. Solutions of Eq. (1.2)
Throughout this section, X and Y will be real vector spaces. Before proceeding the
proof of Theorem 2.3 which is the main result in this section, we shall need the following
two lemmas.
Lemma 2.1. If an even function f :X → Y satisfies (1.2) for all x, y ∈ X, then f is
quadratic.
Proof. By letting x = y = 0 in (1.2), we get f (0)= 0. If we put x = 0 in (1.2), we have
by the evenness of f ,
4f (3y)= 9f (2y). (2.1)
Hence (1.2) can be written as
f (x + 2y)− f (x − 2y)= 2f (x + y)− 2f (x − y) (2.2)
for all x, y ∈X. In (2.2), let us replace x by y to get
f (3y)− f (y)= 2f (2y).
Then we obtain from this relation and (2.1),
f (2y)= 4f (y). (2.3)
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f (3x − y)− f (x − 3y)= 8f (x)− 8f (y),
and replacing y by −y gives
f (3x + y)− f (x + 3y)= 8f (x)− 8f (y). (2.4)
Setting x + y instead of x in (2.2), we get
f (x + 3y)− f (x − y)= 2f (x + 2y)− 2f (x), (2.5)
and interchanging x and y in (2.5) yields
f (3x + y)− f (x − y)= 2f (2x + y)− 2f (y). (2.6)
If we subtract (2.6) from (2.5) and use (2.4), we obtain
f (x + 2y)− f (2x + y)= 3f (y)− 3f (x), (2.7)
which, by putting y := 2y and using (2.3), leads to
f (x + 4y)− 4f (x + y)= 12f (y)− 3f (x). (2.8)
Interchanging x with y in (2.8) gives the equation
f (4x + y)− 4f (x + y)= 12f (x)− 3f (y), (2.9)
and by comparing (2.8) with (2.7), we arrive at
f (x + 4y)+ f (4x + y)= 8f (x + y)+ 9f (x)+ 9f (y). (2.10)
Replace y by x + y in (2.2). Then we have
f (3x + 2y)− f (x + 2y)= 2f (2x + y)− 2f (y). (2.11)
Interchanging x and y in (2.11), we get
f (2x + 3y)− f (2x + y)= 2f (x + 2y)− 2f (x). (2.12)
Thus combining (2.11) with (2.12) yields
f (2x + 3y)+ f (3x + 2y)= 3f (x + 2y)+ 3f (2x + y)− 2f (x)− 2f (y). (2.13)
From the substitution x := 2x in (2.5) and (2.3), it follows that
f (2x + 3y)− f (2x − y)= 8f (x + y)− 8f (x), (2.14)
and by interchanging x with y in (2.14), we obtain
f (3x + 2y)− f (x − 2y)= 8f (x + y)− 8f (y). (2.15)
If we add (2.14) to (2.15), we have
f (2x + 3y)+ f (3x + 2y)− f (2x − y)− f (x − 2y)
= 16f (x + y)− 8f (x)− 8f (y). (2.16)
Let us interchange x and y in (2.2). Then we see that
f (2x + y)− f (2x − y)= 2f (x + y)− 2f (x − y),
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f (2x + 3y)+ f (3x + 2y)− f (2x − y)− f (x − 2y)= 2f (x + 2y)
+ 2f (2x + y)+ 4f (x + y)− 4f (x − y)− 2f (x)− 2f (y). (2.17)
Now according to (2.16) and (2.17), it follows that
f (x + 2y)+ f (2x + y)= 6f (x + y)+ 2f (x − y)− 3f (x)− 3f (y), (2.18)
which on substitution of −y for y in (2.18) gives
f (x − 2y)+ f (2x − y)= 6f (x − y)+ 2f (x + y)− 3f (x)− 3f (y). (2.19)
Putting 2y instead of y in (2.18), we obtain
f (x + 4y)+ 4f (x + y)= 6f (x + 2y)+ 2f (x − 2y)− 3f (x)− 12f (y), (2.20)
and interchanging x with y gives
f (4x + y)+ 4f (x + y)= 6f (2x + y)+ 2f (2x − y)− 12f (x)− 3f (y). (2.21)
By adding (2.20) and (2.21) and then using (2.18) and (2.19), we lead to
f (x + 4y)+ f (4x + y)= 32f (x + y)+ 24f (x − y)− 39f (x)− 39f (y). (2.22)
If we compare (2.10) and (2.22), we conclude that
f (x + y)+ f (x − y)= 2f (x)+ 2f (y).
This shows that f is quadratic which completes the proof of the lemma. ✷
Lemma 2.2. If an odd function f :X→ Y satisfies (1.2) for all x, y ∈X, then f is cubic.
Proof. Note that, in view of the oddness of f , we have f (−x)=−f (x).
If we let x = 0 in (1.2), we get
12f (y)= 15f (2y)− 4f (3y),
and replacing y by x gives
12f (x)= 15f (2x)− 4f (3x). (2.23)
By putting y := x in (1.2), we also obtain
3f (x)=−3f (2x)+ f (3x). (2.24)
Multiplying (2.24) by 5 and then adding the result to (2.23), we obtain f (3x)= 27f (x),
whence (2.24) yields f (2x)= 8f (x). Therefore (1.2) now becomes
f (x + 2y)− f (x − 2y)= 2f (x + y)− 2f (x − y)+ 12f (y) (2.25)
for all x, y ∈X.
Finally, interchanging x and y in (2.25) guarantees (1.1), and so f is cubic and this
completes the proof. ✷
Now we are ready to find out the general solution of (1.2).
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a symmetric biadditive function B :X×X→ Y and a function F :X×X ×X→ Y such
that f (x)= F(x, x, x)+B(x, x) for all x ∈X, and F is symmetric for fixed one variable
and F is additive for fixed two variables.
Proof. If there exist a symmetric biadditive function B :X × X → Y and a function
F :X×X ×X→ Y such that f (x)= F(x, x, x)+ B(x, x) for all x ∈X, and F is sym-
metric for fixed one variable and F is additive for fixed two variables, it is obvious that f
satisfies (1.2).
Conversely, we decompose f into the even part and the odd part by putting
fe(x)= 12
(
f (x)+ f (−x)) and fo(x)= 12(f (x)− f (−x))
for all x ∈X. It is easy to show by Lemmas 2.1 and 2.2 that we achieve the result. ✷
3. Hyers–Ulam–Rassias stability of Eq. (1.2)
From now on, let X and Y be a real vector space and a real Banach space, respectively.
In this section, using an idea of Gaˇvruta [6] we prove the stability of Eq. (1.2) in the
spirit of Hyers, Ulam, and Rassias. For convenience, we use the following abbreviation:
Df (x, y) := 6f (x + y)− 6f (x − y)+ 4f (3y)− 3f (x + 2y)+ 3f (x − 2y)
− 9f (2y)
for all x, y ∈X.
Theorem 3.1. Let φ :X×X→[0,∞) be a function such that
∞∑
i=0
φ(0,2ix)+ 4φ(2ix,2ix)
4i
converges and
lim
n→∞
φ(2nx,2ny)
4n
= 0
for all x, y ∈ X and f (0) = 0. Suppose that an even function f :X → Y satisfies the
inequality∥∥Df (x, y)∥∥ φ(x, y) (3.1)
for all x, y ∈X. Then the limit
Q(x)= lim
n→∞
f (2nx)
4n
(3.2)
exists for all x ∈X and Q :X→ Y is a unique quadratic function satisfying (1.2) and
∥∥f (x)−Q(x)∥∥ 1
12
∞∑
i=0
φ(0,2ix)+ 4φ(2ix,2ix)
4i
(3.3)
for all x ∈X.
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for all x ∈X. Put y = x in (3.1) to obtain∥∥f (3x)+ 3f (x)− 3f (2x)∥∥ φ(x, x) (3.5)
for all x ∈X. It follows from (3.4) and (3.5) that∥∥3f (2x)− 12f (x)∥∥ 4∥∥f (3x)+ 3f (x)− 3f (2x)∥∥+ ∥∥4f (3x)− 9f (2x)∥∥
 4φ(x, x)+ φ(0, x)
for all x ∈X. Dividing by 12 in the above inequality, we have∥∥∥∥f (2x)4 − f (x)
∥∥∥∥ 112[4φ(x, x)+ φ(0, x)] (3.6)
for all x ∈ X. Let us replace x by 2x in (3.6) and then divide by 4. Then the resulting
inequality with (3.6) gives∥∥∥∥f (22x)42 − f (x)
∥∥∥∥ 112
([
4φ(2x,2x)+ φ(0,2x)
4
]
+
[
4φ(x, x)+ φ(0, x)
])
(3.7)
for all x ∈X. An induction argument now implies
∥∥4−nf (2nx)− f (x)∥∥ 1
12
n−1∑
i=0
4φ(2ix,2ix)+ φ(0,2ix)
4i
(3.8)
for all x ∈X. We divide (3.8) by 4m and replace x by 2mx to obtain that∥∥4−(n+m)f (2n2mx)− 4−mf (2mx)∥∥= 4−m∥∥4−nf (2n2mx)− f (2mx)∥∥
 1
12 · 4m
n−1∑
i=0
4φ(2i2mx,2i2mx)+ φ(0,2i2mx)
4i
 1
12
∞∑
i=0
4φ(2i2mx,2i2mx)+ φ(0,2i2mx)
4m+i
(3.9)
for all x ∈X. This shows that {4−nf (2nx)} is a Cauchy sequence in X by taking the limit
m→∞. Since Y is a Banach space, it follows that the sequence {4−nf (2nx)} converges.
We define Q :X→ Y by
Q(x)= lim
n→∞ 4
−nf (2nx)
for all x ∈X. It is clear that Q(−x)=Q(x) for all x ∈X, and it follows from (3.1) that∥∥DQ(x,y)∥∥= lim
n→∞ 4
−n∥∥Df (2nx,2ny)∥∥ lim
n→∞ 4
−nφ(2nx,2ny)= 0
for all x, y ∈X. Hence by Lemma 2.1, Q is quadratic.
It remains to show that Q is unique. Suppose that there exists another quadratic function
Q˜ :X→ Y which satisfies (1.2) and (3.3). Since Q˜(2nx)= 4nQ˜(x) and Q(2nx)= 4nQ(x)
for all x ∈X, we conclude that
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 4−n
(∥∥Q˜(2nx)− f (2nx)∥∥+ ∥∥f (2nx)−Q(2nx)∥∥)
 1
6
∞∑
i=0
φ(0,2i2nx)+ 4φ(2i2nx,2i2nx)
4n+i
for all x ∈ X. By letting n→∞ in this inequality, we have Q˜(x) = Q(x) for all x ∈ X
which gives the conclusion. ✷
Theorem 3.2. Let φ :X×X→[0,∞) be a function such that
∞∑
i=0
φ(0,2ix)+ 4φ(2ix,2ix)
8i
converges and
lim
n→∞
φ(2nx,2ny)
8n
= 0
for all x, y ∈X. Suppose that an odd function f :X→ Y satisfies the inequality∥∥Df (x, y)∥∥ φ(x, y) (3.10)
for all x, y ∈X. Then the limit
C(x)= lim
n→∞
f (2nx)
8n
(3.11)
exists for all x ∈X and C :X→ Y is a unique cubic function satisfying (1.2) and
∥∥f (x)−C(x)∥∥ 1
24
∞∑
i=0
φ(0,2ix)+ 4φ(2ix,2ix)
8i
(3.12)
for all x ∈X.
Proof. Note that f (−x)=−f (x) for all x ∈X and f (0)= 0 since f is odd. For x = 0,
(3.10) implies that ‖12f (y)+ 4f (3y)− 15f (2y)‖ φ(0, y), which on replacing y by x
yields∥∥12f (x)+ 4f (3x)− 15f (2x)∥∥ φ(0, x) (3.13)
for all x ∈X. If we put y = x in the inequality of (3.1), we get∥∥3f (x)− f (3x)+ 3f (2x)∥∥ φ(x, x) (3.14)
for all x ∈X. According to (3.13) and (3.14), we have∥∥24f (x)− 3f (2x)∥∥ ∥∥12f (x)+ 4f (3x)− 15f (2x)∥∥
+ 4∥∥3f (x)− f (3x)+ 3f (2x)∥∥
 φ(0, x)+ 4φ(x, x)
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∥∥∥∥ 124[φ(0, x)+ 4φ(x, x)] (3.15)
for all x ∈X. In (3.15), let us put 2x instead of x and then multiply by 18 . Then we have∥∥∥∥f (22x)82 − f (x)
∥∥∥∥ 124
[
φ(0,2x)
8
+ φ(2x,2x)
2
+ φ(0, x)+ 4φ(x, x)
]
(3.16)
for all x ∈X.
Applying an induction argument to n, we obtain
∥∥8−nf (2nx)− f (x)∥∥ 1
24
n−1∑
i=0
φ(0,2ix)+ 4φ(2ix,2ix)
8i
(3.17)
for all x ∈X. Dividing (3.17) by 8m and then substituting x by 2mx , we get∥∥8−(n+m)f (2n2mx)− 8−mf (2mx)∥∥= 8−m∥∥8−nf (2n2mx)− f (2mx)∥∥
 1
24 · 8m
n−1∑
i=0
φ(0,2i2mx)+ 4φ(2i2mx,2i2mx)
8i
 1
24
∞∑
i=0
φ(0,2i2mx)+ 4φ(2i2mx,2i2mx)
8m+i
(3.18)
for all x ∈X. Since the right-hand side of (3.18) tends to zero as m→∞, {8−nf (2nx)} is a
Cauchy sequence in Y and so converges. DefineC :X→ Y byC(x)= limn→∞ 8−nf (2nx)
for all x ∈ X. Since C(−x)=−C(x) for all x ∈X and ‖DC(x,y)‖ = 0 for all x, y ∈X
as in the proof of Theorem 3.1, and so from Lemma 2.2, it follows that C is cubic.
We claim that C is unique. Let C˜ :X→ Y be another cubic function satisfying (1.2)
and (3.12). Since C˜(2nx) = 8nC˜(x) and C(2nx) = 8nC(x) for all x ∈ X, the rest of the
proof is similar to the corresponding part of the proof of Theorem 3.1 and completes the
proof. ✷
We now prove our main theorem in this section.
Theorem 3.3. Let φ :X×X→[0,∞) be a function such that
∞∑
i=0
φ(0,2ix)+ 4φ(2ix,2ix)
4i
converges and
lim
n→∞
φ(2nx,2ny)
4n
= 0
for all x, y ∈X. Suppose that a function f :X→ Y satisfies the inequality∥∥Df (x, y)∥∥ φ(x, y) (3.19)
I.-S. Chang, Y.-S. Jung / J. Math. Anal. Appl. 283 (2003) 491–500 499for all x, y ∈X and f (0)= 0. Then there exist a unique cubic function C :X→ Y and a
unique quadratic function Q :X→ Y satisfying (1.2) and∥∥f (x)−C(x)−Q(x)∥∥
 1
24
∞∑
i=0
[
φ(0,2ix)+ 4φ(2ix,2ix)
4i
+ φ(0,−2
ix)+ 4φ(−2ix,−2ix)
2 · 8i
+ φ(0,2
ix)+ 4φ(2ix,2ix)+ φ(0,2ix)+ 4φ(2ix,2ix)
2 · 8i
]
(3.20)
for all x ∈X.
Proof. Let fe(x)= 12 (f (x)+f (−x)) for all x ∈X. Then fe(0)= 0, fe(−x)= fe(x), and∥∥Dfe(x, y)∥∥ 12 [φ(x, y)+ φ(−x,−y)]
for all x, y ∈ X. Hence, in view of Theorem 3.1, there exists a unique quadratic function
Q :X→ Y satisfying (3.2). Let fo(x)= 12 (f (x)− f (−x)) for all x ∈X. Then fo(0)= 0,
fo(−x)=−fo(x) and∥∥Dfo(x, y)∥∥ 12 [φ(x, y)+ φ(−x,−y)]
for all x, y ∈ X. From Theorem 3.2, it follows that there exists a unique cubic function
C :X→ Y satisfying (3.12). Now it is obvious that (3.20) holds true for all x ∈X and so
the proof of the theorem is complete. ✷
Corollary 3.4. Let X and Y be a real normed space and a Banach space, respectively, and
let θ,p be real numbers such that θ  0 and p < 2. If a function f :X→ Y satisfies the
inequality∥∥Df (x, y)∥∥ θ(‖x‖p + ‖y‖p)
for all x, y ∈ X and f (0)= 0, then there exist a unique cubic function C :X→ Y and a
unique quadratic function Q :X→ Y satisfying (1.2) and∥∥f (x)−C(x)−Q(x)∥∥ 3[ 1
4− 2p +
1
8− 2p
]
θ‖x‖p
for all x ∈X.
Corollary 3.5. Let X and Y be a real normed space and a Banach space, respectively, and
let ε  0 be a real number. If a function f :X→ Y satisfies the inequality∥∥Df (x, y)∥∥ ε
for all x, y ∈ X, then there exists a unique cubic function C :X → Y and a unique
quadratic function Q :X→ Y satisfying (1.2) and∥∥f (x)−C(x)−Q(x)∥∥ 50
63
ε
for all x ∈X.
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