In the presence of differential item functioning (DIF), observed differences in composite scores (e.g., scale means) might not represent true differences in the construct that a scale is developed to measure. DIF is formally defined as a violation of measurement invariance (Mellenbergh, [@CR21]):$$\documentclass[12pt]{minimal}
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                \begin{document}$$ {f}_1\left(X|T=t,V=v\right)={f}_2\left(X|T=t\right) $$\end{document}$$where *X* is a set of observed variables measuring the construct of interest *T*, and *V* is a set of variables other than *T* that potentially violate measurement invariance (e.g., groups defined by sex or ethnicity). Throughout this article, we will use the terms *item* and *indicator* interchangeably to refer to the observed indicators *X* of the construct *T*, and refer to the variable *V* as (potential) violators. Function *f*~1~ is the conditional distribution of *X* given *T* and *V*, and *f*~2~ is the conditional distribution of *X* given *T*. If measurement invariance holds (i.e., *f*~1~ = *f*~2~), the measurement of *T* by *X* is invariant with respect to *V*. If measurement invariance does not hold (i.e., *f*~1~ ≠ *f*~2~), however, the measurement of *T* by *X* functions differently with respect to *V*. A distinction can be made between uniform and nonuniform DIF, where uniform DIF implies that the magnitude of DIF is constant for all levels of the construct *T*, and nonuniform DIF implies that the magnitude of DIF varies with *T*. In different measurement contexts, DIF goes by many other names, such as measurement bias (Oort, [@CR24]), noninvariance (Byrne, Shavelson, & Muthén, [@CR4]), or differential indicator functioning (Kline, [@CR14], p. 253).

A common method to test for DIF with respect to a grouping variable *V* is *multiple-group confirmatory factor analysis* (MGCFA; Vandenberg & Lance, [@CR30]), in which a measurement model is estimated for each group, and then invariance constraints are imposed on the parameter estimates in order to test whether any items exhibit DIF. Hence, this method requires sufficiently large samples for each group. *Restricted factor analysis* (RFA; Oort, [@CR24], [@CR25]) is an alternative when sample sizes are small. In RFA models, the potential violator *V* is added to a measurement model as an exogenous variable that is allowed to covary with *T*. *Multiple-indicator multiple-cause* (MIMIC) models (Muthén, [@CR22]) are statistically equivalent to RFA models, but instead of covariance between *V* and *T*, a causal effect of *V* on *T* is modeled. An advantage of RFA over MGCFA is that the division of the sample into subsamples by *V* is not necessary, but RFA also involves an additional assumption---namely, the homogeneity of common and unique factor variances across groups. If this additional assumption holds, RFA has slightly higher power than MGCFA to detect DIF (Barendse, Oort, Werner, Ligtvoet, & Schermelleh-Engel, [@CR3]).

A possible disadvantage of RFA is that it is not readily suited to detect nonuniform DIF. Because nonuniform DIF implies that the magnitude of DIF varies as a function of the common factor *T*, an interaction effect of *T* with *V* on *X* should be estimated. To this end, RFA has been extended with a distribution-analytic approach to model interactions in factor models called *latent moderated structural equations* (LMS; Barendse, Oort, & Garst, [@CR2]). With LMS, the violator *V* should be modeled as a single-indicator latent variable in the RFA model (or MIMIC model; Woods & Grimm, [@CR34]), in order to enable estimation of a latent interaction of *T* with *V*, thus allowing nonuniform DIF to be estimated as the latent-interaction's effect(s) on the indicator(s). Barendse et al. ([@CR2]; Barendse et al., 2012) showed that RFA with LMS generally has high power (89% to 100%) to detect both uniform and nonuniform DIF, except in conditions with a small sample size and small nonuniform DIF. However, severely inflated Type I error rates have been observed (Barendse et al., [@CR2]; Barendse et al., [@CR3]; Woods & Grimm, [@CR34]). This motivated us to find an alternative method for estimating the interaction effect of *T* with *V* on *X* that would provide better control of Type I error rates.

The first aim of the present study was to compare the performance of LMS with that of product indicators (PI; Kenny & Judd, [@CR12]), which is an alternative method to model interactions between latent variables in structural equation models. We aimed to examine whether this method can minimize the inflated Type I error rates obtained with LMS when testing for DIF using RFA models. The PI method has been studied extensively in the general context of modeling latent interactions in structural equation modeling (SEM; Henseler & Chin, [@CR9]; Lin, Wen, Marsh, & Lin, [@CR18]; Little, Bovaird, & Widaman, [@CR19]; Marsh, Wen, & Hau, [@CR20]), but its performance in RFA models to test for nonuniform DIF has not yet been explored. An advantage of PI over LMS is that it can be implemented in any SEM software package, and several methods for calculating product indicators have been automated in the open-source R package semTools (version 0.5-0; Jorgensen, Pornprasertmanit, Schoemann, & Rosseel, [@CR11]). In contrast, testing for nonuniform DIF with RFA models using LMS can only be applied with the commercial SEM software M*plus* (L. K. Muthén & Muthén, [@CR23]). In addition to its limited availability, this software does not provide most traditional SEM fit indices to test for model fit when using LMS estimation. A preliminary study on the use of PI in RFA models suggested that PI and LMS obtain comparable conclusions about whether an item exhibits (non)uniform DIF (Kolbe & Jorgensen, [@CR15]). However, a more extensive simulation study was necessary in order to (dis)confirm the promising performance of the PI method in RFA models for DIF detection.

Methods for testing DIF generally require the selection of anchor items. These items are indicators used to link the scales of the latent construct of interest across groups, and they are assumed to be DIF-free. A common strategy is to use all items other than the studied item as anchors. This strategy leads to a contaminated subset of anchor items when some items other than the studied item exhibit DIF, which in turn leads to problems such as inaccurate item-parameter estimates and an overestimation of the amount of DIF in the test data (W.-C. Wang, [@CR32]). Hence, Woods ([@CR33]) argued that the inflated Type I error rates obtained with LMS might be caused by a contaminated subset of anchor items. A simulation study by Woods and Grimm ([@CR34]) showed that LMS still resulted in inflated Type I error rates when using an uncontaminated anchor set, which calls into question whether any alternative method might control Type I errors better, given a valid set of anchor items.

The importance of an uncontaminated anchor set for testing DIF provided a second motivation to our study: to investigate practical methods of empirically identifying anchor items when they are not known a priori. Rather than explicitly selecting anchor items, Barendse et al. ([@CR3]) applied RFA with LMS in order to test DIF, iteratively accounting for DIF in one indicator at a time. They showed that this brings Type I error rates closer to the nominal level of significance, although some inflation remains. In the present study, we adapted the iterative procedure suggested by Barendse et al. ([@CR3]) as an anchor-selection strategy, to be implemented before testing for DIF---that is, iteratively removing indicators from an anchor set initially consisting of all indicators. The iterative procedure can arguably result in large anchor sets, because it begins by assuming all items as anchors and then selects indicators to remove from this anchor set. The potential danger of a larger anchor set is that it generally displays a higher risk of contamination than a smaller anchor set (Kopf, Zeileis, & Strobl, [@CR17]). Therefore, we contrasted the iterative procedure with the rank-based strategy proposed by Woods ([@CR33]). This is an easily implemented forward-selection strategy, in which a limited proportion of all items---those that show the weakest evidence of DIF---are added to the anchor set. A similar strategy has already been applied in MIMIC models (Chun, Stark, Kim, & Chernyshenko, [@CR6]). Woods ([@CR33]) recommended that the number of items in the anchor set should be approximately 10% to 20% of the total number.

We will describe both our adaptation of Barendse et al.'s ([@CR3]) iterative procedure and Woods's ([@CR33]) rank-based strategy for empirically selecting anchor items in greater detail in a later section. Because both of these empirical anchor-selection strategies involve preliminary tests of DIF, we begin by describing how to test for DIF using RFA models with both LMS and PI. A description of anchor-selection strategies follows, after which we describe two simulation studies: one to compare anchor-selection strategies, and the other to compare latent-interaction models for detecting DIF.

Detection of DIF using RFA models {#Sec1}
=================================

The data-generating model for observed continuous scores *x* with potential uniform and nonuniform DIF can be written as follows$$\documentclass[12pt]{minimal}
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                \begin{document}$$ {\boldsymbol{x}}_j=\boldsymbol{\tau} +\boldsymbol{\uplambda} {t}_j+\boldsymbol{b}{v}_j+\boldsymbol{c}{t}_j{v}_j+\boldsymbol{\delta} {\boldsymbol{\varepsilon}}_j $$\end{document}$$where ***x***~*j*~ is a vector of observed scores, *t*~*j*~ is the common factor *T* score, *v*~*j*~ is the violator variable *V* score, and ***ε***~*j*~ is a vector of the residual scores of subject *j*. The violator variable *V* can be either observed or latent, continuous or categorical,[1](#Fn1){ref-type="fn"} and it is allowed to covary with the common factor *T*. The model parameters in Eq. [2](#Equ2){ref-type=""} include a vector of intercepts (***τ***), a vector of factor loadings (***λ***) on the common factor *T*, a vector of residual factor loadings (***δ***), and vectors of regression coefficients ***b*** and ***c***. The regression coefficients in ***b*** represent the linear effect of the violator *V* on the observed scores ***x***~*j*~, and a nonzero element in ***b*** indicates uniform DIF (i.e., a violation of scalar, or "strong," invariance). The regression coefficients in ***c*** represent the nonlinear interaction effects of *V* with *T* on ***x***~*j*~, and a nonzero element in ***c*** indicates nonuniform DIF (i.e., a violation of metric, or "weak," invariance).

When a MGCFA model is fitted to sample data generated under the population described by Eq. [2](#Equ2){ref-type=""}, ***b*** and ***c*** are not explicitly estimated, but their effects are implicitly captured by virtue of allowing ***τ*** and ***λ***, respectively, to vary across levels of *V*. In contrast, a single-group RFA model for the common factor *T* with observed indicators *X* can be fitted to the data, where the potential violator *V* is added to the model as an exogenous variable. The analytical RFA model resembles the data-generating Eq. [2](#Equ2){ref-type=""}, but it fixes ***δ*** = 1 for identification. Furthermore, traditional maximum likelihood estimation of an RFA model is complicated by the inability to calculate the product between an observed violator *V* and the latent *T* in order to estimate the nonlinear interaction effects ***c***. LMS has been proposed as a solution to model these nonlinear interaction effects in RFA models (e.g., Barendse et al., [@CR2]), and we have proposed PI as a more widely available alternative method (Kolbe & Jorgensen, [@CR15]), which we investigated more thoroughly in the present study.

In general, uniform and nonuniform DIF can be detected through RFA by comparing the fit of an unconstrained model with the fit of a constrained model. The unconstrained model freely estimates the *b* and *c* parameters for all items studied (i.e., nonanchor items), fixing the *b* and *c* parameters of the anchor items at zero. In the constrained model, the *b* and *c* parameters of a single studied item are additionally fixed at zero. Any potential DIF in the other to-be-studied items is controlled for, because the *b* and *c* parameters of those items are freely estimated in both models. This minimizes the chance of inflated Type I error rates (Woods & Grimm, [@CR34]).

For each studied item, the constraints on the *b* and *c* parameters can be tested simultaneously via model comparison of that item's constrained model with the unconstrained model. This comparison produces a likelihood ratio test (LRT) statistic, which is distributed as a *χ*^2^ random variable with *df* = 2. A significant LRT statistic indicates that the studied item functions differently with respect to *V*. To reveal whether this DIF is uniform or nonuniform, follow-up tests of the individual *b* and *c* coefficients can be performed using each parameter's Wald *z* statistic. We focused our investigation only on the omnibus test with *df* = 2 for each studied item.

Latent moderated structural equations {#FPar1}
-------------------------------------

RFA has most commonly been extended with LMS in order to test items for nonuniform DIF (Barendse et al., [@CR2]; Barendse et al., [@CR3]; see also Woods & Grimm, [@CR34], about using LMS to test DIF with MIMIC models). The LMS approach to estimate interaction effects of latent variables is a distributional analytic approach available in M*plus* (L. K. Muthén & Muthén, [@CR23]), which implements a maximum likelihood estimation procedure developed especially for the distributional properties of a model that includes product terms among normally distributed latent factors (Klein & Moosbrugger, [@CR13]). In LMS, the joint distribution of indicators is represented as a finite mixture of normal distributions. The mixture distribution function is used in order to obtain maximum likelihood estimates by means of the expectation maximization algorithm (Dempster, Laird, & Rubin, [@CR7]). The LMS approach assumes multivariate normality for all latent exogenous variables. The most common situation for testing invariance is a comparison of two groups (Putnick & Bornstein, [@CR26]), but when the possible violator *V* is a categorical variable, the normality assumption is violated. This violation can be accounted for by using a robust maximum likelihood estimator (Woods & Grimm, [@CR34]). Additional details on how to apply LMS in M*plus* and an example M*plus* script for fitting the RFA model with LMS are provided by Barendse et al. ([@CR3]).

Figure [1](#Fig1){ref-type="fig"} depicts an example RFA model estimable with LMS for DIF detection. The model represents a ten-item case, with the last two items treated as anchors. The LMS approach requires the violator *V* to be modeled as a latent variable. In this example, the violator is measured by a single indicator *G*, representing group membership. As is indicated in Fig. [1](#Fig1){ref-type="fig"}, the residual variance of *G* has to be fixed at zero in order for the model to be identified. LMS uses the raw data of all indicators in the model for estimation, but it does not require any indicators of the latent interaction factor *T* × *V*; hence, that factor is represented by a dotted circle. An item can be tested for DIF by comparing the fit of an unconstrained model with the fit of a constrained model. The unconstrained model regresses all studied items on *V* and *T* × *V*, but not the anchor items (in Fig. [1](#Fig1){ref-type="fig"}, the items *X*~9~ and *X*~10~ are anchors, not regressed on *V* and *T* × *V*). Put differently, the *b* and *c* parameters only of the anchor items are fixed at zero. In a constrained model, the *b* and *c* parameters of a studied item are additionally set to zero, to test that item for DIF.Fig. 1An RFA model with LMS for DIF detection. The items *X*~9~ and *X*~10~ are the anchor items. The dashed and dotted arrows represent effects that may be estimated in order to test for uniform and nonuniform DIF, respectively.

Product indicators {#FPar2}
------------------

Another possibility for estimating the nonlinear interaction effects in RFA models is the PI method proposed by Kenny and Judd ([@CR12]). The PI method involves specifying a measurement model for an additional factor, referred to as the *latent interaction factor*, which represents the interaction between two latent variables. Hence, using the PI method in RFA models requires the violator variable *V* to be modeled as a latent variable, and the measurement model of the latent interaction factor is specified using products between the violator and each of the indicators of *T*. If maximum likelihood is used to estimate the parameters of a model with product indicators, all indicators (including the product indicators) are assumed to be multivariate normally distributed. This assumption is violated, because even the products of normal variables are not normally distributed; the present example, however, involves the product of normal indicators with a binary dummy code, which is itself not normally distributed. A robust maximum likelihood estimator should therefore be used (Marsh et al., [@CR20]).

There are various PI methods that differ in the formation of the product indicators of the latent interaction factor. The most recently proposed PI method is the double-mean-centering strategy (Lin et al., [@CR18]). Using this strategy, indicators for the latent interaction factor are built by mean-centering the product terms produced by multiplying the mean-centered indicators of the associated latent variables. In our ten-item example with a grouping variable as the potential violator, an initial product term between the grouping variable *G* and an indicator (e.g., the first indicator *X*~1~) is first calculated from the mean-centered variables[2](#Fn2){ref-type="fn"}: $\documentclass[12pt]{minimal}
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                \begin{document}$$ \left(G-\overline{G}\right)\left({X}_1-{\overline{X}}_1\right) $$\end{document}$. The double mean-centered product indicator is then formed by mean-centering the initial product term: $\documentclass[12pt]{minimal}
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Advantages of the double-mean-centering strategy over other strategies are that it does not require that a mean structure be modeled and does not involve a cumbersome multiple-step estimation procedure. An additional advantage is that this strategy outperforms other strategies when the assumption of normality is violated (Lin et al., [@CR18]). See Kolbe and Jorgensen ([@CR15]) for an example application of RFA to detect DIF using double-mean-centered product indicators in the R package lavaan (Rosseel, [@CR28]).

Figure [2](#Fig2){ref-type="fig"} illustrates the same ten-item example of an RFA model, but the latent interaction factor *T* × *V* is estimated with a measurement model using product indicators calculated via the double-mean-centering strategy. This example includes ten mean-centered indicators, of which the last two are treated as anchors. Each mean-centered indicator of *T* is multiplied by the mean-centered indicator of *V*, and all indicators of *T* × *V* are recentered in order to obtain the double-mean-centered product indicators. The double-mean-centered product indicators are denoted as $\documentclass[12pt]{minimal}
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                \begin{document}$$ {\left({G}^C{X}_k^C\right)}^C $$\end{document}$ for the *k* = 1, . . . , 10 items in Fig. [2](#Fig2){ref-type="fig"}.Fig. 2An RFA model with product indicators for DIF detection. The items *X*~9~ and *X*~10~ are the anchor items. The dashed and dotted arrows represent effects that may be estimated in order to test for uniform and nonuniform DIF, respectively.

Although the path diagram in Fig. [2](#Fig2){ref-type="fig"} still represents the statistical model fitted to the data, it should not be interpreted as representing an actual data-generating model. The *T* × *V* factor is not an independently identified latent variable, nor are its indicators, so their factor loadings should not be interpreted as the causal effects of *T* × *V* on the product indicators. The product indicators are calculated from other variables in the model, and their loadings merely represent the portion of a product indicator's variance associated with the product of *T* with *V*, as opposed to the product of *V* with that item's unique factor. Thus, the "measurement" of a latent *T* × *V* factor is merely an ad hoc technique for extracting the variance that is in common among all of the (double-mean-centered) indicators, so that the effects of the latent *T* × *V* factor on the actual items (i.e., the indicators of *T*) can be estimated in order to detect nonuniform DIF.

As in the LMS method, items can be tested for DIF by comparing the fit of an unconstrained model (i.e., the *b* and *c* parameters of only the anchor items are fixed at zero) with the fit of a constrained model (i.e., the *b* and *c* parameters of the studied item are additionally set to zero). Unlike the ad hoc interpretation of the factor loadings for *T* × *V*, the interpretation of *c*~*k*~ is straightforward: the degree to which the effect of latent factor *T* on observed variable *X*~*k*~ is moderated by *V*.

Anchor-selection strategies {#Sec2}
===========================

An anchor-selection strategy guides the decision about which particular items should be used as anchors when testing items for DIF. The anchor items are presumed to be DIF-free and are used to identify the latent construct (i.e., the model would not be identified if all indicators loaded on *T* and were regressed on *V* and *T* × *V*, as well as estimating factor covariances). In RFA models, the anchor items are not regressed on *V* and *T* × *V* when testing studied items for DIF. At least one anchor item is required in order to identify the latent construct in the unconstrained model. Several strategies for selecting or identifying anchor items have been proposed. Some strategies rely on prior knowledge of DIF-free items or on content experts' advice, whereas empirical strategies are based on preliminary item analysis. This study focused only on empirical anchor-selection strategies. We first describe Woods's ([@CR33]) rank-based strategy, because it involves fewer steps than Barendse et al.'s ([@CR3]) iterative procedure.

Rank-based strategy {#FPar3}
-------------------

The rank-based strategy introduced by Woods ([@CR33]) involves a quick and easy procedure to select anchor items. It stems from the idea that the value of each item's test statistic reflects the magnitude of DIF of that item. The proposed strategy is to test all items for DIF using all other items as anchors. A test statistic with *df =* 2 can be calculated in order to examine DIF for one item at a time. In the context of RFA, the fit of a constrained model can be compared with the fit of several unconstrained models (one per item). In the constrained model, none of the items is regressed on *V* or *T* × *V*, whereas in each unconstrained model, only the studied item is regressed on *V* and *T* × *V*.

After calculating a test statistic for each item's set of constraints, the items are ranked in an ascending order based on their test statistics. The items with the smallest test statistics (i.e., the weakest evidence of DIF) are selected as anchor items. The actual number of items being selected as anchor items may be determined by factors such as test length and sample size. Woods ([@CR33]) suggested that the number of items selected as anchors should be approximately 10%--20% of the total number of items.

Iterative procedure {#FPar4}
-------------------

The iterative procedure was proposed by Barendse et al. ([@CR3]) as a detection method for DIF. However, their procedure can also be applied for the purpose of selecting anchor items (for examples in practice, see Candell & Drasgow, [@CR5]; Hidalgo-Montesinos & Lopez-Pina, [@CR10]; Kopf, Zeileis, & Strobl, [@CR16], [@CR17]). Similar to the rank-based strategy, this procedure involves comparing the fit of a constrained model with the fit of several unconstrained models. In the constrained model, none of the items is regressed on *V* and *T* × *V*, whereas in an unconstrained model, a studied item is regressed on *V* and *T* × *V*. Instead of choosing anchors among the items with the weakest evidence of DIF, all items are initially considered eligible as anchors, and the item with strongest evidence of DIF is removed from consideration.

In the first run of the iterative procedure, the item associated with the largest significant test statistic is considered to function differently. This DIF is taken into account in the second iteration by modifying the constrained and unconstrained models to allow regression of that item on *V* and *T* × *V*. The remaining items are tested for DIF, and again, the item with the strongest evidence of DIF is removed from consideration (assuming the test statistic is significant). The constrained and unconstrained models are again modified by regressing this item on *V* and *T* × *V*, before testing the remaining potential anchor items. This procedure continues until none of the remaining items has a significant test statistic, or until half of the items are considered to function differently. Any remaining items are then considered DIF-free and used as anchor items when testing all other items (again[3](#Fn3){ref-type="fn"}) for DIF.

Study 1: Selecting anchor items {#Sec3}
===============================

Method {#Sec4}
------

In this study, we used simulated data to examine the suitability of the rank-based strategy (Woods, [@CR33]) and the iterative procedure (Barendse et al., [@CR3]) for selecting anchor items. The suitability of these strategies was assessed in the context of extending RFA with both LMS and PI. In addition to the latent-interaction method (LMS vs. PI), we manipulated the anchor-selection strategy (rank-based with 20% or 70% as anchors, or iterative procedure), group sample size (*n* = 50, 100, 150, or 200 per group), and size of DIF (small or large), yielding a 2 × 3 × 4 × 2 factorial design with 1,000 replications in each condition. The relatively small group sample sizes were used because that is the situation when RFA is preferred over MGCFA, which requires larger samples (Oort, [@CR25]). Our outcomes included risk of contamination (i.e., the percentage of replications in which the anchor set contained at least one item exhibiting DIF) and degree of contamination (i.e., the percentage of selected anchor items within each set that exhibited DIF), for which we report the means in each condition.

### Data generation {#FPar5}

Data were generated for two groups under different sample sizes. A scale of *k* = 10 items was considered, of which one item exhibited uniform DIF, one item exhibited nonuniform DIF, and one item exhibited both types of DIF. This allowed us to investigate the performance of the anchor-selection strategies under nonideal conditions because a substantial degree of contamination in the anchor set was possible. The following model was used to generate item scores of subject *j* in group *g*:$$\documentclass[12pt]{minimal}
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                \begin{document}$$ {\boldsymbol{x}}_j={\boldsymbol{\tau}}_g+{\boldsymbol{\uplambda}}_g{t}_j+{\boldsymbol{\delta}}_g{\boldsymbol{\varepsilon}}_j $$\end{document}$$where ***x***~*j*~ is a vector of ten item scores, *t*~*j*~ is subject *j*'s common factor score, and ***ε***~*j*~ is a vector of residual factor scores of subject *j*. Differences in common factor scores between the groups were simulated by drawing common factor scores from a standard normal distribution for the reference group *t*^*r*^ ∼ *N*(0, 1) and from a normal distribution with a lower mean and variance for the focal group, *t*^*f*^ ∼ *N*(−0.5, 0.7), similar to Barendse et al. ([@CR2]). The residual factor scores in both groups were drawn from a standard normal distribution ***ε***~*j*~ ∼ *N*(0, 1).

The group-specific vector ***τ***~*g*~ includes ten intercepts, and **λ**~*g*~ includes ten common factor loadings. We replicated the same magnitude of uniform and nonuniform DIF used by Barendse et al. ([@CR2]). Uniform DIF was introduced by imposing across-group differences in intercepts. All intercepts were equal to 0, except for the intercepts for the second and fourth items in the focal group, which were equal to 0.5 in the small-DIF-size conditions and 0.8 in the large-DIF-size conditions. All common factor loadings were equal to 0.8, except for the factor loadings of the third and fourth items in the focal group, which were equal to either 0.55 or 0.3, in the conditions with small and large DIF, respectively. For each group *g*, the vector of residual factor loadings ***δ***~*g*~ was set equal to $\documentclass[12pt]{minimal}
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                \begin{document}$$ \sqrt{1-{\boldsymbol{\lambda}}_g^2} $$\end{document}$, so the items had population variances equal to 1.

### Analytical procedure {#FPar6}

Using RFA with both LMS and PI, each item was tested for DIF by comparing the fit of a constrained model with the fit of an unconstrained model. In the constrained model, ***b*** and ***c*** (see Eq. [2](#Equ2){ref-type=""}) are vectors containing zeros, whereas in the unconstrained model, the elements in ***b*** and ***c*** corresponding to the studied item are freely estimated. The difference in fit between the models was compared using a robust *χ*^2^ statistic with *df* = 2 (Satorra & Bentler, [@CR29]), with *α* = .05 as the criterion for significance. To enable the estimation of the model parameters, group membership was modeled as a latent factor with a single indicator whose factor loading was fixed at unity in each of the models. The residual variance of the group membership indicator was fixed at zero in the RFA models with PI (see Fig. [2](#Fig2){ref-type="fig"}), whereas this residual variance was fixed at 0.001 in the RFA models with LMS, to overcome identification problems. For both methods, the common factor *T* was identified by fixing the factor loading of the first item at unity. In RFA models with PI, the factor loading of the first indicator of the interaction factor *T* × *X* was also fixed at unity.

When the iterative procedure was used to select the anchor items, items were iteratively tested for DIF. After each iteration, the item associated with the largest significant *χ*^2^ test statistic was considered to function differently, and this DIF was explicitly modeled in the following iteration. The procedure continued until none of the remaining items was associated with a significant *χ*^2^ statistic or until half (i.e., five) of the items were considered to function differently. Any remaining items, considered DIF-free after the final iteration, were selected for the anchor set. If the *χ*^2^ statistic of one or more of the studied items could not be determined (e.g., because of convergence problems), the procedure was ended and the items considered DIF-free in the previous iteration were selected as the anchor items. With these criteria, the iterative procedure could select 50%--100% of the total number of items as anchors.

With the rank-based strategy, all items were tested for DIF and ranked in ascending order based on their *χ*^2^ statistics. Then, the items with the lowest *χ*^2^ statistics were selected for the anchor set. We examined two versions of the rank-based strategy, one in which 20% of the total number of items were selected as anchor items, as suggested by Woods ([@CR33]). To assess the effect of using a larger anchor set, and to compare the results of the rank-based strategy fairly to those of the iterative procedure by having a larger anchor set, we also examined the rank-based strategy when seven items (70% of the total number of items) with the lowest statistics were selected.

In each condition, the risk of contamination was determined, which represented the percentage of replications that yielded an anchor set containing at least one item with DIF. In addition to the risk of contamination, we evaluated the degree of contamination in the anchor set, which was the percentage of items exhibiting DIF in the anchor set. For both risk and degree of contamination, we report the mean across replications in each condition. Because the iterative procedure might result in varying lengths of the anchor sets, the average count (i.e., the average number of items with DIF in the anchor set) was calculated. The RFA models with LMS were fit with M*plus* (version 7; L. K. Muthén & Muthén, [@CR23]) via the R package MplusAutomation (version 0.7; Hallquist & Wiley, [@CR8]). The RFA models with PI were fit with the R package lavaan (version 0.5-23; Rosseel, [@CR28]). The results were analyzed with R (version 3.3.2; R Core Team, [@CR27]).

Results {#Sec5}
-------

After conducting the analysis for each of the conditions, we found that the LMS method did not always produce valid results, due to convergence problems. The percentages of replications with invalid results in each condition with the LMS method are represented in Table [1](#Tab1){ref-type="table"}. Across all conditions, convergence problems occurred in 20.84% of all replications using LMS. The convergence problems did not seem to be associated with either the sample size of the groups or the size of DIF. Among the cases with convergence problems, one or more items could not be tested for DIF because the *χ*^2^ statistic(s) for the corresponding item(s) could not be calculated. When such problems occurred with the LMS method using the rank-based strategy, the results of that replication in that condition were not included in the analysis, because an unambiguous decision about anchor items could not be made in practice. Similarly, when convergence problems occurred with the LMS method in the first run of the iterative procedure, the replication in that condition was not included in the analysis.Table 1Percentages of replications using latent moderated structural equations (LMS) with invalid results in Study 1*n*Percentage of Invalid ResultsSmall DIFLarge DIF5023.1022.5010018.0015.5015019.5017.4020024.4026.30DIF = differential item functioning. The total number of replications in each condition was 1,000. Only the percentages of invalid results when using LMS are reported in this table, because none of the replications with product indicators obtained invalid results.

In contrast, each of the models converged for every single replication among all conditions using PI. Because the results of the LMS method were based on a smaller number of replications, the validity of comparing results between the two methods could be considered questionable (e.g., if the subsample of replications for which LMS had convergence problems was not a random sample from all 1,000 replications, at least with respect to our outcomes of interest). Therefore, we also calculated results for the PI method using only the replications for which LMS converged. We found the same pattern of results when comparing methods using only the replications that had no convergence problems, so below we present the results using all available converged replications in each condition.

### Risk of contamination {#FPar7}

Table [2](#Tab2){ref-type="table"} shows the risk and degree of contamination of the selection strategies within each condition. Across all conditions, the rank-based strategy selecting 20% of the total number of items as anchors had the lowest risk of contamination, as compared to the rank-based strategy selecting 70% of the items as anchors and the iterative procedure. The rank-based strategy selecting 20% of the total number of items as anchors had a risk of contamination of 0.00% to 6.11%, whereas the rank-based strategy selecting 70% of the items as anchors had a risk of contamination ranging from 0.40% to 65.70%. The selection strategy with the highest risk of contamination in each of the conditions was the iterative procedure, except in conditions using PI in which the size of DIF was large and the sample size was either 150 or 200. Among all conditions, the iterative procedure had a risk of contamination from 0.20% to 89.50%. The risk of contamination generally decreased with sample size and the size of DIF for each selection strategy. For example, the risk of contamination for the iterative procedure with small DIF and *n* = 200 was less than half of the risk of contamination with small DIF when *n* = 50.Table 2Results of the anchor-selection strategies for each of the conditions in Study 1MethodSize of DIF*n*Average Risk of ContaminationAverage Degree of Contamination (Average Count)RB (20%)RB (70%)IPRB (20%)RB (70%)IPLMSSmall506.1162.6888.303.06 (0.061)9.23 (0.646)14.14 (1.203)1001.4636.8373.050.73 (0.015)5.26 (0.368)11.39 (0.973)1500.6223.3555.780.31 (0.006)3.34 (0.234)9.43 (0.826)2000.1314.6843.520.07 (0.001)2.10 (0.147)8.14 (0.735)Large500.5224.5252.770.26 (0.005)3.52 (0.247)8.77 (0.764)1000.124.2626.040.06 (0.001)0.61 (0.043)5.91 (0.556)1500.000.8517.680.00 (0.000)0.12 (0.008)4.64 (0.452)2000.950.9520.900.47 (0.009)0.14 (0.009)5.93 (0.585)PISmall505.8065.7089.502.90 (0.058)9.66 (0.676)12.33 (0.995)1002.0043.4075.301.00 (0.020)6.20 (0.434)9.53 (0.753)1500.4031.8057.300.20 (0.004)4.54 (0.318)7.29 (0.573)2000.3021.3043.700.15 (0.003)3.04 (0.213)5.54 (0.437)Large502.9031.8049.601.45 (0.029)4.63 (0.324)6.38 (0.506)1000.207.3011.000.10 (0.002)1.04 (0.073)1.42 (0.111)1500.102.200.500.05 (0.001)0.31 (0.022)0.07 (0.005)2000.000.400.200.00 (0.000)0.06 (0.004)0.02 (0.002)The average count (i.e., the average number of DIF items in the anchor set) is reported in parentheses alongside the average degree (as a percentage) of contamination. DIF = differential item functioning; LMS = latent moderated structural equations; PI = product indicators; RB (20%) = rank-based strategy selecting 20% of all items as anchors; RB (70%) = rank-based strategy selecting 70% of all items as anchors; IP = iterative procedure. Risk of contamination = percentage of replications in which the anchor set contained at least one item exhibiting DIF. Degree of contamination = percentage of items exhibiting DIF in the anchor set averaged over all replications

### Degree of contamination {#FPar8}

Similar to the risk of contamination, the degree of contamination typically decreased with sample size and the size of DIF for each selection strategy. The rank-based strategy selecting 20% of the items as anchors had the lowest degree of contamination in the majority of the conditions, with an overall degree of contamination of 0.68%. The only condition in which the rank-based strategy selecting 70% of the items as anchors had a lower degree of contamination was when using LMS with a large size of DIF and a sample size of *n* = 200. In this condition, the rank-based strategy selecting 20% of the items as anchors yielded a degree of contamination of 0.47%, whereas the rank-based strategy selecting 70% as anchor items had a degree of contamination of 0.14%. In all other conditions, the rank-based strategy selecting 20% of the items as anchors performed better than the two other selection strategies with respect to degree of contamination. In addition, the iterative procedure had the highest degree of contamination in the majority of the conditions. To ensure a fair comparison between the anchor-selection strategies on the outcome variables, the average number of anchor items selected by the iterative procedure for each sample size and size of DIF condition is reported in Table [3](#Tab3){ref-type="table"}. The average number of items selected as anchors by the iterative procedure was typically close to seven (ranging from 6.920 to 8.112 across conditions), which was comparable to the number of items selected by the rank-based strategy in the 70% condition.Table 3Average numbers of items selected as anchors in the iterative procedureSize of DIF*n*Number of Items in the Anchor SetLMSPISmall508.1127.8971007.8787.6711507.7397.4762007.6317.350Large507.6797.4151007.4607.0341507.3666.9292007.4796.920DIF = differential item functioning; LMS = latent moderated structural equations; PI = product indicators. Ideally, only seven items would be included in the anchor set (i.e., the seven items without DIF in the population).

Study 2: Detecting DIF {#Sec6}
======================

Method {#Sec7}
------

In Study 2, we evaluated the Type I error rates and power of the LMS and PI methods in RFA models to detect uniform and nonuniform DIF. In addition to the latent-interaction method (LMS vs. PI), we again manipulated the reference and focal group sample sizes (*n* = 50, 100, 150, or 200 per group) and the size of DIF (small or large), but not the anchor-selection strategy. Because Study 1 had shown that the rank-based strategy selecting 20% of the total number of items as anchors yielded the lowest risk and degree of contamination in the anchor set, only two out of the ten items were used as anchors in Study 2. However, we manipulated an additional factor (known vs. unknown anchors). The performance of LMS and PI was assessed in the best-case scenario; that is, two known DIF-free items (Items 9 and 10) were used as the anchor items and were not tested for DIF. This best-case scenario always yielded a DIF-free anchor set. By comparison, we also used an empirical-selection scenario, in which the two anchor items selected by the rank-based strategy from Study 1 were used as anchors to test all other items for DIF. This yielded a 2 × 3 × 4 × 2 factorial design, using the same random-number seeds to generate the same 1,000 data sets in each sample-size and DIF-size condition as in Study 1.

### Analytical procedure {#FPar9}

Each item was tested for DIF by comparing the fit of an unconstrained model with the fit of several constrained models (one per studied item) using a robust *χ*^2^ statistic with *df* = 2 (Satorra & Bentler, [@CR29]). In the unconstrained model, all elements in ***b*** and ***c*** were freely estimated, except for the elements corresponding to the anchor items. For all studied items, a constrained model was fitted, in which the corresponding elements in ***b*** and ***c*** for the studied item were fixed at zero. The same identification constraints were used as in Study 1. An item was flagged as an item with DIF when the *χ*^2^ statistic was significant at *α* = .05.

Power and Type I error rates were calculated across all conditions. Power reflects the proportion of replications in which the truly DIF items were correctly flagged as items with DIF. The Type I error rate represents the proportion of replications in which there was at least one Type I error (i.e., one of the DIF-free items was incorrectly flagged as item with DIF). Agresti--Coull confidence intervals[4](#Fn4){ref-type="fn"} (Agresti & Coull, [@CR1]) around the observed Type I error rates were calculated in order to evaluate the significance of inflation. Power was calculated for each type (uniform, nonuniform, and both) and magnitude (small and large) of DIF separately. The models were fit with M*plus* (version 7; Muthén & Muthén, [@CR23]) via the MplusAutomation package (version 0.7; Hallquist & Wiley, [@CR8]) in the LMS conditions, and with lavaan (version 0.5-23; Rosseel, [@CR28]) in the PI conditions, and the results were analyzed with R (version 3.3.2; R Core Team, [@CR27]).

Results {#Sec8}
-------

After performing the analysis for each of the conditions, we again observed a number of replications with invalid results when using the LMS method. Table [4](#Tab4){ref-type="table"} shows the percentages of replications with invalid results among the conditions for the best-case and empirical scenarios. On average across all the best-case scenario conditions, invalid results were obtained in 24.39% of all replications using LMS. For each of these replications, the problem involved a nonconverging unconstrained model. Due to this complication, a *χ*^2^ statistic could not be calculated for any of the items. The results of these replications in the best-case scenario were not included in the analysis because, in practice, a researcher would not be able to test for DIF in this situation using RFA. The empirical scenario obtained invalid results in 23.36% of all replications, averaged across the conditions with LMS. These replications were excluded from the analysis for this scenario because, in practice, a decision could not be made regarding the selection of anchor items, or DIF could not be tested for due to a nonconverging unconstrained model.Table 4Percentages of replications with invalid results in Study 2 for the best-case and empirical scenariosMethodSize of DIF*n*Percentage of Invalid ResultsBest-CaseEmpiricalLMSSmall5021.5024.4010018.1019.7015026.5022.5020031.4026.40Large5021.5024.1010018.0018.3015025.6022.6020032.5028.90DIF = differential item functioning. The total number of replications in each condition was 1,000. Only the percentages of invalid results when using latent moderated structural equations (LMS) are reported in this table, because none of the replications with product indicators obtained invalid results.

The PI method did not produce any convergence problems. All models converged for every replication in each condition. Because the analysis of the LMS method included a smaller number of replications, we again compared results between the two methods using only the replications for which LMS converged. The same pattern of results was found for this smaller set of replications, so we present results using all available converged replications in each condition.

### Best-case scenario {#FPar10}

Table [5](#Tab5){ref-type="table"} shows the power of LMS and PI across conditions in the best-case scenario (always a DIF-free anchor set). In the majority of the conditions, the PI method obtained a higher power than LMS, although the differences were quite small. Exceptions included the power to detect small nonuniform DIF, which was higher for LMS than for PI. In contrast, large nonuniform DIF was more often detected by PI than by LMS. Power generally increased with sample size for all types and sizes of DIF. Relative to uniform DIF, nonuniform DIF was more difficult to detect, which is consistent with previous research (Barendse et al., [@CR2]). Both LMS and PI especially yielded low power for small nonuniform DIF. With a sample size of *n* = 50, for example, small nonuniform DIF was only detected in 10.80% to 16.20% of all replications. Moreover, the power to detect items exhibiting both uniform and nonuniform DIF was in most conditions comparable to the power to detect uniform DIF.Table 5Power of the latent moderated structural equations (LMS) and product indicators (PI) methods under each condition of the best-case scenario in Study 2Type of DIF*n*Small DIFLarge DIFLMSPILMSPIUniform50.828.737.932.981100.960.995.9771.000150.9731.000.9911.000200.9941.000.9911.000Nonuniform50.162.108.535.464100.341.218.834.839150.544.358.882.973200.672.493.825.996Combination50.660.710.925.977100.947.994.9661.000150.9801.000.9741.000200.9931.000.9821.000DIF = differential item functioning; small uniform DIF = a difference of 0.5 in intercepts across groups; large uniform DIF = a difference of 0.8 in intercepts across groups; small nonuniform DIF = a difference of 0.25 in factor loadings across groups; large nonuniform DIF = a difference of 0.5 in factor loadings across groups.

Type I error rates for the LMS method in the best-case scenario ranged between .080 and .200 (see Table [6](#Tab6){ref-type="table"}). In each of the conditions, the error rates were significantly larger than the nominal level of significance (5%). The Agresti--Coull confidence intervals for the error rates in each condition with LMS were above the nominal level of significance. The PI method yielded Type I error rates ranging from .047 to .069. When *n* = 100, the error rates were above the nominal level of significance, and the Agresti--Coull lower confidence limits for these error rates were just above the nominal level of significance. In the remaining conditions, the error rates were slightly above or below *α* = .05. However, the error rates for these conditions were not significantly smaller or larger than .05, because the Agresti--Coull confidence intervals for the Type I error rates in the conditions with *n* = 50, *n* = 150, and *n* = 200 included the nominal level of significance. Because there was no reason to expect that only the *n* = 100 condition would yield (barely) inflated error rates, we assumed that this only reflected Monte Carlo sampling error.Table 6Type I error rates of latent moderated structural equations (LMS) and product indicators (PI) under each condition of the best-case scenario in Study 2Size of DIF*n*Type I Error \[95% CI\]LMSPISmall50**.088 \[.070, .110\]**.058 \[.045, .074\]100**.129 \[.108, .154\].068 \[.054, .085\]**150**.151 \[.127, .179\]**.051 \[.039, .067\]200**.197 \[.169, .228\]**.047 \[.035, .062\]Large50**.080 \[.063, .101\]**.059 \[.046, .075\]100**.133 \[.111, .158\].069 \[.055, .087\]**150**.149 \[.125, .177\]**.051 \[.039, .067\]200**.200 \[.167, .227\]**.049 \[.037, .064\]DIF = differential item functioning. **Bold** font indicates that the lower 95% confidence limit exceeds the nominal 5% alpha level, implying the Type I error rate is statistically significantly inflated. The square brackets contain Agresti--Coull confidence intervals around the error rates.

### Empirical scenario {#FPar11}

Table [7](#Tab7){ref-type="table"} shows the power of LMS and PI across conditions in the empirical scenario in which two anchor items were selected with the rank-based strategy. The pattern of results found for the empirical scenario was comparable to that in the best-case scenario. For example, similar to the best-case scenario, the PI method had more power to detect DIF than did LMS in the majority of the conditions, but the differences were generally small. Again, a noticeable exception was the power to detect small nonuniform DIF, which was higher for LMS than for PI. With a sample size of *n* = 50, small nonuniform DIF was only detected in 5.70% of all replications using PI.Table 7Power of the latent moderated structural equations (LMS) and product indicators (PI) methods under each condition of the empirical scenario in Study 2Type of DIF*n*Small DIFLarge DIFLMSPILMSPIUniform50.718.560.906.949100.963.979.969.998150.9831.000.994.999200.9971.000.9921.000Nonuniform50.168.057.573.422100.367.156.859.825150.563.288.894.980200.696.414.834.997Combination50.577.537.920.948100.949.977.963.999150.974.999.9841.000200.9971.000.9971.000DIF = differential item functioning; small uniform DIF = a difference of 0.5 in intercepts across groups; large uniform DIF = a difference of 0.8 in intercepts across groups; small nonuniform DIF = a difference of 0.25 in factor loadings across groups; large nonuniform DIF = a difference of 0.5 in factor loadings across groups.

Type I error rates for the LMS method in the empirical scenario ranged from .077 to .247 (see Table [8](#Tab8){ref-type="table"}). As in the best-case scenario, each of the error rates of LMS was significantly larger than the nominal level of significance. The Agresti--Coull confidence intervals for these error rates were entirely above the nominal level of significance. By comparison, the Type I error rates for the PI method ranged from .022 to .048. In the condition with large DIF and a sample size of *n* = 50 or *n* = 100, the Agresti--Coull confidence interval around the error rate included the nominal level of significance. The confidence intervals of the other conditions were all below *α* = .05.Table 8Type I error rates of latent moderated structural equations (LMS) and product indicators (PI) under each condition of the empirical scenario in Study 2Size of DIF*n*Type I Error \[95% CI\]LMSPISmall50**.077 \[.060, .098\]**.022 \[.014, .033\]100**.105 \[.085, .128\]**.026 \[.018, .038\]150**.129 \[.107, .155\]**.023 \[.015, .034\]200**.247 \[.217, .280\]**.035 \[.025, .048\]Large50**.083 \[.065, .105\]**.048 \[.036, .063\]100**.106 \[.087, .130\]**.041 \[.030, .055\]150**.123 \[.101, .148\]**.032 \[.023, .045\]200**.231 \[.201, .263\]**.032 \[.023, .045\]DIF = differential item functioning. **Bold** font indicates that the lower 95% confidence limit exceeds the nominal 5% alpha level, implying the Type I error rate is statistically significantly inflated. The square brackets contain Agresti--Coull confidence intervals around the error rates.

Discussion {#Sec9}
==========

The present study concerned testing items for DIF using RFA models. One of the aims of this study was to compare LMS with PI, an alternative method to model latent interactions. We examined whether this method can minimize the inflated Type I error rates obtained with LMS when testing for DIF using RFA models. Woods ([@CR33]) argued that the inflated Type I error rates of LMS might be caused by a contaminated set of anchor items. Hence, prior to the comparison between the two methods to model latent interactions, we investigated which anchor-selection strategy is most suitable when testing DIF using RFA models.

The findings of Study 1 indicated that Woods's ([@CR33]) rank-based strategy selecting a small number of items as anchors is more suitable than an iterative procedure of removing items with DIF from the anchor set (Barendse et al., [@CR3]). The rank-based strategy selecting 20% of the total number of items as anchors consistently yielded lower risk and a lower degree of contamination and performed well across all sample sizes. These results are in line with previous studies (M. Wang & Woods, [@CR31]; Woods, [@CR33]), which showed that the rank-based strategy frequently obtains a DIF-free anchor set. The most striking finding of Study 1 was perhaps the high risk of contamination yielded by the rank-based strategy when selecting 70% of the total number of anchor items and by the iterative procedure. These selection strategies allow for larger anchor sets, which generally display a higher risk of contamination than smaller anchor sets (Kopf et al., [@CR17]). It is also worth noting that other promising empirical anchor-selection strategies have been identified in the item response theory literature that could also generalize well to RFA (or multigroup CFA)---namely, the forward mean test-statistic threshold and forward mean *p*-value threshold methods (Kopf et al., [@CR16])---but their implementation is not as straightforward as the rank-based strategy, which yielded excellent results even with small samples. Future research could focus on identifying optimal anchor-selection strategies for factor analysis models in various contexts (e.g., MGCFA).

In Study 2, we compared the LMS and PI methods to model latent interactions in RFA models. The main conclusion was that PI obtained similar power but lower Type I error rates, as compared to LMS. In line with previous studies, severely inflated Type I error rates were observed in conditions with LMS (Barendse et al., [@CR2]; Barendse et al., [@CR3]; Woods & Grimm, [@CR34]). Although it has been argued that the inflated Type I error rates obtained with LMS might be caused by a contaminated set of anchor items (Woods, [@CR33]), our results contradict this possible explanation. The severely inflated error rates were not only observed in the empirical scenario in which contamination of the anchor set was allowed, but also in the best-case scenario with a DIF-free anchor set. This suggests that a contaminated anchor set may not fully account for the frequently observed inflated error rates when using LMS. In response to a reviewer's suggestion to increase the external validity of our Monte Carlo design, we allowed factor variances to differ across groups. This could explain why our Type I error rates under LMS were larger than those reported by Barendse et al. ([@CR2]; Barendse et al., 2012) and Woods and Grimm ([@CR34]), given further support by Chun et al.'s ([@CR6]) recent demonstration that unequal factor variances yield more inflated Type I error rates than equal factor variances when using LMS.

In contrast, the Type I error rates observed in conditions with PI were all close to the nominal level of significance in the best-case scenario of a DIF-free anchor set, and slightly below the nominal level of significance when using empirically selected anchors. Hence, the results of the present study indicate that the PI method can minimize the inflated Type I error rates obtained with LMS. We suspect a possible explanation for PI's better control of errors could be the explicitly estimated covariance between the latent factor *T* and the *T* × *V* interaction, which is not a free parameter in LMS estimation algorithms (Klein & Moosbrugger, [@CR13]). This warrants further investigation, but it is beyond the scope of the present investigation.

Corresponding to the findings of previous studies (Barendse et al., [@CR2]; Barendse et al., [@CR3]), we found that nonuniform DIF was more difficult to detect than uniform DIF. Power to detect nonuniform DIF was especially low in conditions with a small sample size. This finding is concerning to some extent, because the present investigation included a best-case scenario of a DIF-free anchor set. As opposed to simulation studies in which the items with true DIF are known, in practice there may seldom be any reliable prior knowledge about DIF in the items of a scale. The results of the empirical scenario, however, showed that empirically selecting anchor items using the rank-based strategy selecting 20% of the total number of items had minor impact on DIF detection. The power to detect DIF using an empirically selected anchor set with this strategy was comparable to the power observed in the best-case scenario. A possible explanation for this minor impact is that the selection strategy used in the empirical scenario had yielded a remarkably low risk and degree of contamination in Study 1. Future research could more extensively investigate the consequences of different anchor-selection strategies on power and Type I error in the context of RFA.

An additional limitation of the LMS method brought to light by the present study is the large proportion of invalid results due to convergence problems. These convergence problems point to an important practical limitation of the LMS method, because in practice they would prevent a researcher from making a decision about anchor items or testing items for DIF. Moreover, this study showed that the PI method to model latent interactions in RFA models generally performs at least as well as the LMS method for the purpose of testing DIF. Because RFA extended with LMS can only be applied with the commercial SEM software M*plus* (L. K. Muthén & Muthén, [@CR23]), knowing that PI is a viable alternative to LMS can provide more researchers with the opportunity to test for nonuniform DIF using RFA with any SEM software package. However, several aspects of the use of PI are yet unclear---for example, which items should serve as product indicators for the interaction factor. There are various possibilities regarding the formation of product indicators; among others are using only the studied item, only the anchor items, the anchor items and the studied item, or all items (the latter strategy was the one employed in the present study). Although this study showed promising results, more research will be necessary in order to determine the optimal use of PI in RFA models to test for DIF.
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Equation [2](#Equ2){ref-type=""} could be expanded with additional dummy effects or contrast codes when *V* has \> 2 categories. Additional violators could also be added to Eq. [2](#Equ2){ref-type=""} to reflect additive or interactive effects on the measurements.

The "mean" of a binary dummy code is the proportion of the sample for whom the dummy code equals 1, so the mean-centered dummy code will still have only two levels: the zeros become negative, and the ones become positive. This transformation does not change the interpretation of its effect, because the distance between the negative value and positive value is still one unit. That is, its effect on an indicator is interpreted as the average change in that indicator associated with a one-unit change in the (mean-centered) dummy code, which therefore still represents the difference between two groups' means (controlling for other predictors, such as *T*). Because the double-mean-centering strategy negates the need for modeling a mean structure, mean-centering a dummy code has no effect on the interpretation of any (covariance structure) model parameters.

Recall that DIF is tested for by comparing one constrained model per item to the same unconstrained model (which constrains *b* and *c* only for anchor items). This is distinct from the approach used by the rank-based strategy and iterative procedure, which compare one unconstrained model per item to the same constrained model (which constrains *b* and *c* for all items). The former approach is preferred when testing items for DIF, to prevent inflating Type I error rates due to estimation bias that is introduced by constraining items that exhibit DIF (Woods & Grimm, [@CR34]).
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