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The solution of a mathematical model is presented which describes 
mass transfer accompanied by a second-order chemical reaction inside a 
circulating, fluid sphere for the laminar flow region. The values for 
eight different mass transfer indices are presented as a function of 
the Peclet number, reaction number, diffusivity ratio, concentration 
ratio, and the dimensionless contact time. The results of this work 
are compared with the film and penetration theories for mass transfer 
with reaction as modified to apply inside a fluid sphere. This work 
corrects the three factors which limit the accuracy of applying pre-
vious theories to fluid spheres: geometrical description, fluid flow 
model, and the possibility of complete depletion of the reactant in-
itially in the fluid sphere. The model assumes that all resistance to 
mass transfer in the continuous phase is negligible, that the reaction 
is irreversible, and that the system is isothermal. 
Experimental data were obtained for a system which consisted of a 
continuous phase of n-pentyl formate diffusing into falling aqueous 
drops which contain one formal sodium sulfate and 0.04 formal sodium 
hydroxide. The n-pentyl formate and sodium hydroxide undergo a second-
order irreversible reaction inside the drop. For this experimental 
study the reaction numbers ranged from 3023 to 8953. The Peclet number 
ranged from 7.14 x 104 to 1.15 x 105 . The concentration ratio was 
0.335 and the diffusivity ratio was 2.16. The Reynolds number ranged 
from 490 to 789. 
The experimental results for the total mass transferred were two 
to four times that predicted by the model developed in this work. The 
iii 
large experimental total mass transferred was due to the fact that the 
laminar velocity profiles inside the drop were not valid for the drop-
let Reynolds numbers encountered experimentally. The experimental re-
sults agreed reasonably well with a special combination of empirical 
correlations by Skelland and Wellek with the film theory combined with 
second-order chemical reaction. 
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I. INTRODUCTION 
A chemical reaction between two solutes which are initially in 
separate immiscible fluid phases is frequently encountered in industry. 
In the introduction to his book, Danckwerts (1970) lists forty-two in-
dustrial reactions in which one reactant is initially in a liquid phase 
and the other reactant is in a gas phase. Industrial reactions in 
which the two reactants are in mutually immiscible liquid phases include: 
Extraction of malodorous mercaptans from gasoline by aqueous 
caustic soda. 
Removal of carbonyl sulfide from liquefied c3 fractions by 
extraction into aqueous solutions containing caustic soda 
or alkanolamines. 
Hydrolysis or saponification of esters of fatty acid; 
Saponification of esters such as isobornyl formate or 
acetate, ethyl fluoroacetate, etc. 
Hydrolysis of organic halogen compounds such as amyl chloride, 
benzyl chloride, 2,4-dinitro chlorobenzene, etc. 
Reactions between sparingly soluble carbonyl compounds such 
as butyraldehyde, cyclohexanone, etc., and hydroxylamine 
sulfate for the preparation of the corresponding oximes. 
Oxidation of a number of organic compounds sparingly soluble 
in water by aqueous alkaline potassium permanganate solution. 
Cannizzaro's reaction. 
(Sharma, 1966) and 
nitration or sulfonation of olefins 
(Abramzon, 1964). 
The first two examples, which involve the removal of malodorous 
mercaptans and carbonyl sulfide, are actually liquid extraction pro-
cesses which use a simultaneous chemical reaction to enhance the rate 
of extraction. Possible methods of contacting the immiscible fluid 
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phases include spray, perforated plate, and rotating disc columns and 
venturi scrubbers. In these types of contactors and others, one of the 
fluid phases is dispersed and freely rising or falling in the other fluid. 
It is the purpose of this work to develop and test a model which 
will predict the rate of simultaneous mass transfer and chemical reaction 
inside a freely rising or falling fluid sphere. The droplet motion must 
be in the creeping flow regime. The model could be applied to two-phase 
chemical reactions, gas absorption with reaction, or liquid extraction 
with reaction. 
In order to focus attention on mass transfer and chemical reaction 
within the dispersed phase, it is assumed that there is no resistance 
to mass transfer in the continuous phase. In addition, it will be un-
derstood that the reactions, considered in this work, are irreversible. 
Section II gives the literature background for this study. A model 
for mass transfer with second-order chemical reaction inside a freely 
rising or falling fluid sphere is developed in section III. The results 
of the model developed in section III are discussed in section IV. Sec-
tion V describes an experimental apparatus and procedure to test the 
mathematical model. Section VI describes a special study to estimate 
the interfacial concentration. The results obtained as described in 
section V with the interfacial concentrations determined in section VI, 
are discussed in section VII. The conclusions based on this work are 
given in section VIII. 
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II. LITERATURE SURVEY 
Most of the literature pertinent to this work has been presented 
as being applicable for mass transfer in either a gas or a liquid. In 
order to maintain this generality, the terms "fluid sphere" and "dis-
persed phase" will be used to refer to gas bubbles in a liquid or liquid 
drops in a gas or another liquid. This review covers selected papers 
on fluid dynamics, mass transfer inside fluid spheres, and two mass 
transfer theories adaptable to fluid spheres. 
Licht and Conway (1950) cited three zones of interest for a dis-
persed phase in an unpacked column. The zones are drop formation at a 
nozzle with the associated drop acceleration, free rise or fall in the 
continuous phase, and drop coalescence. These zones may occur once, 
as in a spray tower or a venturi scrubber, or they may be repeated sev-
eral times, as in a perforated plate column. This work deals primarily 
with the free rise or fall of the dispersed phase. The other two zones 
are considered end effects, and their study is beyond the scope of this 
work. Garner and Skelland (1954) suggested that the effect of mass 
transfer during end effects can be accounted for by plotting total mass 
transfer against time of dispersed phase contact. The intercept of 
this plot extrapolated to zero contact time is the total mass trans-
ferred during end effects. 
2.1. Fluid Mechanics 
After a fluid sphere detaches from the nozzle or forming device, 
it accelerates until it reaches its terminal velocity. The viscous 
shear on the surface of the fluid sphere causes the fluid inside the 
sphere to circulate. Hadamard (1911) solved the linearized Navier 
4 
Stokes equation for fluid velocities in a spherical drop. This deriva-
tion is valid for a fluid sphere in creeping flow at its terminal veloc-
ity. 
Olney and Miller (1963) found that a drop reaches its terminal 
velocity in the first five to ten centimeters of free rise or fall. 
Heertjes, et al. (1954) qualitatively varified the Hadamard velocity 
profile for a drop Reynolds number of about five. They based their con-
clusions on visually observed color changes associated with mass trans-
fer in falling liquid drops. Horton, et al. (1965) used suspended col-
loidial particles to measure velocity profiles within a liquid drop. 
Their results compared favorably with the Hadamard theory for Reynolds 
numbers up to nineteen. Johnson and Hamielec (1960) used suspended 
aluminum powder to study velocity profiles inside water drops. They 
found Hadamard type streamlines for Reynolds numbers up to 87. However, 
at Reynolds numbers above four hundred no distinct flow pattern could 
be observed. 
Fluid velocities within the dispersed phase may differ from the 
theoretical values predicted by Hadamard, even in the region of low 
Reynolds numbers, where the assumption of creeping flow should be valid. 
The deviation may be due to interaction with other fluid spheres or sur-
face active impurities, which collect at the surface of the fluid 
sphere. Gal-Or (1970) developed stream functions for swarms of fluid 
spheres, which contain surfactant impurities. This development reduces 
to the Hadamard stream functions for single drops without surfactants. 
For larger Reynolds numbers, a wake forms in the continuous phase 
at the rear of the fluid sphere. The wake distorts the symmetry of the 
streamlines, as derived ~y Hadamard (1911). At large Reynolds numbers, 
5 
the internal velocity gradients are greater than predicted by the 
Hadamard equations. A numerical solution of the Navier Stokes equa-
tion at these higher Reynolds numbers has been developed by Hamielec 
and coworkers (LeClair, et al., 1970). 
At very large Reynolds numbers, the wakes in the continuous phase 
become unstable and shed periodically (Schroeder and Kintner, 1965). 
This instability causes the shape of the dispersed phase to oscillate 
from a spherical shape to that of an oblate and/or prolate spheroid. 
The flow in an oscillating dispersed phase is turbulent and there are 
no well defined streamlines. 
2.2. Mass Transfer 
Extensive reviews of mass transfer inside fluid spheres were pre-
sented by Johnson and Hamielec (1960), Sideman and Shabtai (1964) and 
Johns, Beckmann and Ellis (1965). This review will describe two simple 
mass transfer models, which can be adapted to fluid spheres, as well as 
correlations which have been proposed for mass transfer in stagnant, 
circulating, and oscillating dispersed phases. 
2.2.1. Mass Transfer Without Chemical Reaction. Whitman (1923) 
visu~lized the mass transfer process as molecular diffusion across a 
stagnant film of empirically determined thickness. This model, which 
has become known as the film theory, implies a steady state concentra-
tion profile. 
To avoid the necessity of empirical determination of the film 
thickness and to allow for unsteady concentration profiles, Higbie 
(1935) solved for non-steady state mass transfer, in which the stagnant 
film is; assumed to be of infinite extent. This model, known as the 
pe,.,etra~:ion th!tPJiy,., can, pred.if:t the. time averaged flux into a stagnant 
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sphere with an error of less than three per cent for dimensionless times 
less than 0.001. The standard for comparison was the equation for un-
steady state mass transfer in a stagnant fluid sphere as solved by 
Newman (1931). 
The first theoretical prediction of mass transfer in a circulating 
fluid sphere was made by Kronig and Brink (1950). They assumed fluid 
velocities inside the sphere to be as derived by Hadamard. Kronig and 
Brink further assumed that the fluid velocities were much faster than 
the diffusional process, so that the concentration in a fluid sphere 
does not vary along any streamline. 
At smaller fluid velocities inside the fluid sphere the concentra-
tion would vary along each Hadamard streamline. Johns and Beckmann 
(1966) solved numerically for mass transfer in a circulating fluid 
drop by assuming the velocity profile was the same as that derived by 
Hadamard. For Peclet numbers larger than one hundred, their numerical 
solution agrees with the results obtained by Kronig and Brink (1950). 
For a Peclet number of zero, the solution of Johns and Beckmann agrees 
with the stagnant sphere solution by Newmann (1931). Several other 
theoretical results for mass transfer inside fluid spheres are given 
in the review by Sideman and Shabtai {1964). In addition, Skelland and 
Wellek (1964) present an empirical correlation for mass transfer inside 
circulating liquid drops, which accounts for deviation of experimental 
results from the available theoretical relationships. 
Mass transfer inside an oscillating dispersed phase takes place 
primarily by turbulent convection. A review of theoretical and empir-
ical correlations for mass transfer in oscillating liquid drops is pre-
lented by BrunsOR'&nd Wellek (1970b). This review found one of the 
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empirical correlations by Skelland and Wellek (1964) for oscillating 
drops to be the best available relation for predicting mass transfer 
data. 
2.2.2. Mass Transfer With First-Order Chemical Reaction. All of 
the theoretical models for mass transfer without chemical reaction pre-
sented in section 2.2.1. have been extended to account for mass trans-
fer accompanied by a first-order or pseudo first-order chemical reac-
tion. The film theory for mass transfer with first-order reaction was 
first solved by Hatta (1932). 
The mathematical equation for mass transfer with first-order chem-
ical reaction, according to the penetration theory is identical to the 
equation for the conduction of heat along a long, thin rod, from which 
heat is lost at the surface and.at a rate proportional to its tempera-
ture. The solution to the heat t~ansfer problem was presented by 
Carslaw and Jaeger (1959). The solution was adapted for mass transfer 
by Danckwerts (1950). 
With advanced mathematical techniques, the other models for mass 
transfer, presented in this review, could be extended for mass transfer 
with simultaneous chemical reaction by considering the rate of reaction 
as a negative generation term in the equation of continuity for the in-
div1dual component. However, this approach is not necessary for first-
order reactions. Danckwerts (1951) proposed a transformation for find-
ing the rate of mass transfer with first-order chemical reaction, when 
the rate of mass transfer without chemical reaction is known. The only 
restriction on this transformation is that the velocity profiles not be 
time dependent. Danckwerts went on to apply his transformation to both 
the Newman solution for a stagnant sphere and the Kronig and Brink 
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solution for a fully circulating fluid sphere. Andoe (1968) bridged 
the gap between the stagnant sphere and fully circulating sphere solu-
tions for mass transfer with first-order chemical reaction by recalcu-
lating the Johns and Beckmann (1966) solution for mass transfer without 
chemical reaction. He then used the Danckwerts transformation to obtain 
mass transfer indices for the case of a concurrent first-order chemical 
reaction. The same problem was solved independently by Watada et al. 
(1970). The limitation of steady state velocity profiles for the 
Danckwerts transformation was overcome by Stewart (1968). 
Wellek, Andoe and Brunson (1971) proposed a special adaptation of 
the penetration theory to apply to oscillating liquid drops. It pre-
dicts mass transfer accompanied by first-order chemical reaction. 
2.2.3. Mass Transfer With Second-Order Chemical Reaction. Prior 
to the initiation of this work, the only mass transfer models, which 
had been studied in conjunction with a second-order chemical reaction, 
were the film theory and the penetration theory. Two books have since 
been published which review both film theory and penetration theory 
mass transfer with chemical reaction (Astarita, 1967; Danckwerts, 1970). 
Both the film theory and the penetration theory as described in this 
section apply strictly to mass transfer across flat interfaces. 
Van Krevelen and Hoftijzer (1948) found an approximate solution 
for the film theory with chemical reaction by assuming the presence of 
a reaction film, as well as a mass transfer film. The correlation de-
rived by Van Krevelen and Hoftijzer has been altered by most modern re-
views (Brian, et al., 1961; Astarita, 1967; and Danckwerts, 1970). A 
further discussion of this revised correlation is given in Section IV. 
Peaceman (1951) numerically solved the differential equations for film 
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theory mass transfer with second-order chemical reaction. He showed 
that the revised Van Krevelen and Hoftijzer approximation deviated from 
the true solution by less than eight per cent. Thus, the approximation 
is sufficiently accurate for engineering work. However, the equation 
is implicit, and thus, difficult to use. Santiago and Farina (1970) 
formulated explicit correlations for the film theory for the practically 
important ranges of parameters. 
Several investigators have studied the differential equations for 
penetration theory mass transfer with second-order chemical reaction. 
Perry and Pigford (1953) obtained num":rical solutions to the simultan-
eous partial differential equations for_mass.transfer with a reversible 
chemical reaction. Their solutions included, ·as a special case, mass 
transfer with an irreversible second-order chemical reaction, Brian, 
et al. (1961) later resolved the penetration model for irreversible 
chemical reaction and presented results for a greater range of para-
meters. A final numerical work by Pearson (1963) presented results for 
the complete range of independent variables. 
Gilliland, et al. (1958) and Hikita and Asai (1964) presented ap-
proximate equations for penetration theory mass transfer with second-
order chemical reaction. However, both of the correlations are implicit 
and thus, difficult to use. Kishinevskii (1965) obtained an approximate 
solution for the penetration theory approach with a second-order reaction. 
Later Kishinevskii and Kornienko {1966) empirically corrected this an-
alytical solution to fit the numerical solution of Brian, et al. 
Astarita (1966, 1967) listed four regimes for mass transfer with 
simultaneous reaction. The purpose of these regimes is to indicate 
values of independent variables for which assymptotic solutions are 
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valid. Only three of the regimes are important for mass transfer con-
siderations. These regimes are (1) for a chemical reaction which is 
infinitely fast compared to the mass transfer process; (2) a chemical 
reaction whichis so slow that the process is essentially mass transfer 
without reaction; and (3) concentration levels, such that the chemical 
reaction is pseudo first-order. The solution for the two latter regimes 
have been discussed in sections 2.2.1. and 2.2.2. respectively. 
The solution for mass transfer with instantaneous chemical reaction 
can be obtained from the corresponding solution for mass transfer with-
out chemical reaction by using the transformation derived by Toor (1962). 
The same transformation was also derived by Brunson and Wellek (1970a) 
with more definitive statements of the applicable boundary conditions. 
The transformation, obtained from both derivations, is dependent on the 
assumption that the diffusivities of both reactants are equal. Danckwerts 
(1950) obtained an analytical expression for penetration theory mass 
transfer with instantaneous chemical reaction. Nijsing (1959) presented 
a simplification of the Danckwerts results which is much easier to use. 
The Nijsing simplification is thought to be valid for conditions which 
approach pseudo first-order reaction, if the diffusivities of the two 
reactants are not greatly different. 
For the intermediate regions, where none of the assymptotic solu-
tions are valid, Yeramian, et al. (1970) suggest a solution for mass 
transfer with second-order chemical reaction for any geometry or fluid 
flow model. It is based on the corresponding solutions for first-order 
reaction and no reaction. This solution also depends on the assumption 
that the diffusivities of the two reactants are equal. 
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2.3. Previous Experimental Work 
Several workers have studied experimentally liquid extraction with-
out chemical reaction in single drops. Among the more notable are 
Garner and Skelland (1954), Johnson and Hamielec (1960), and Skelland 
and Wellek (1964). 
Andoe (1968) also studied liquid extraction by single drops this 
time with a simultaneous first-order chemical reaction. He found the 
rates of mass transfer to be as much as an order of magnitude greater 
than expected. Andoe attributed this rapid mass transfer to spontaneous 
turbulent mixing at the interface. Sherwood and Wei (1957) studied 
forty different systems, which exhibit interfacial turbulence, and were 
among the first to visually observe the phenomena. They were able to 
detect at least three types of turbulence; rippling, drop formation, 
and spontaneous emulsification. Various criteria have been developed 
to predict the presence of interfacial turbulence (Sterling and Scriven, 
1959; Berg and Morig, 1969; and Ostroviskii, et al., 1967). In general, 
the criteria are contradictory and are not supported by experimental 
data (Orell and Westwater, 1962). Seta, et al. (1971) studied mass 
transfer of low molecular weight esters into sodium hydroxide solutions. 
They found interfacial turbulence at the interface at long contact times. 
There was no turbulence at short times. Fernandes and Sharma (1967) 
found that a stable interface was formed by n-hexyl formate and NaOH 
solution. Based on previous observations with esters, no interfacial 
turbulence was anticipated for n-pentyl formate at small contact times. 
Three investigators have studied liquid extraction with second-
order chemical reaction inside the dispersed phase. Sharma and Nanda 
(1968) studied swarms of water drops, containing sodium hydroxide, as 
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they rise through methyl dichloroacetate. They correlated their data 
with the film theory approximation for second-order reaction, using 
experimentally determined physical mass transfer rates. No estimation 
of the contact time was made. Tyroler, et al. (1971} studied aqueous 
sodium hydroxide drops, falling through cyclohexanol containing acetic 
acid. They located the reaction surface photographically but did not 
measure mass transfer rates. Watada (1968} studied aqueous sodium hy-
droxide drops falling through butyl lactate and through ethyl acetate. 
Both systems undergo obvious interfacial turbulence, and some of the 
drops even broke up due to surface tension effects. 
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III. MATHEMATICAL MODEL 
Mass transfer into a fluid sphere which is falling or rising in a 
continuous fluid medium, can be described by a combination of the equa-
tions for fluid flow and heat transfer. The equations of continuity 
for all components of interest are also required. In general, all of 
the equations used to describe the mass transfer process must be solved 
simultaneously. 
3.1. Description of Model 
The mathematical model for any given problem consists of a set of 
algebraic and/or differential equations together with assumption made 
to facilitate the solution of the problem and the boundary conditions, 
imposed upon the equations which describe the problem. The assumptions 
and boundary conditions will be listed with their respective differ-
ential equations in this section. The validity of these assumptions 
will be discussed in Section VII. 
The geometry of the model is shown in figure 3.1. Component~, 
initially in the continuous phase, diffuses into the fluid sphere where 
it reacts with component b, initially in the fluid sphere. The concen-
trations will be considered symmetrical about the polar axis. This ap-
proximation makes it possible to consider only the cross section of a 
sphere. Any location within the cross section may be specified by the 
radius, r, and the angle, 9. 
3.1.1. Heat Transfer. The temperature was assumed to be uniform 
throughout the dispersed phase. In order for this to be true for mass 
transfer with chemical reaction, it is necessary that: 
The heat effects of solute transfer across the interface 
be negligib~e. 
The heat of reaction is negligible. 
a 







3.1.2. Velocity Profile. The velocity profile within a flowing 
fluid is dependent upon physical properties which include the viscosity 
and density of the fluid. Since both viscosity and density are depen-
dent on concentration, the equations for fluid flow can be solved, in-
dependently of the equations of mass transfer, only if concentration 
changes within the system are small. Hadamard (1911) solved the linear-
ized Navier-Stokes equation for flow in and around a fluid sphere in 
creeping flow (Reynolds number less than one). Hadamard's velocity 
profiles within the sphere are 
v = - vt ~c r 2 ~c + ~d 
2 (1 - R ) cos Q (3.1) 
v = vt ~c e 2 ~c + ~d 
(3.2) 
The streamlines described by equations (3.1) and (3.2) are shown 
in figure 3.2. The Hadamard development is dependent on the following 
assumptions: 
The drop shape is spherical. 
The continuous phase is infinitely large. 
The velocity field is independent of time. 
Concentration changes in the drop do not appreciably affect 
the fluid properties. 
The velocity profile is symmetrical about the polar axis. 
The velocity field is continuous at the phase boundary. 
The velocity field satisfies the linearized equations of 
motion (Reynolds number less than one). 
3.1.3. Mass Transfer. The equations of continuity for individual 
solutes are given by Bird, et al. (1963). If there is symmetry about 
the polar axis and if the second-order reaction acts as a negative gen-
eration term, the mass balance equations for components a and b may be 
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Figure 3.2. Hadamard Streamlines 
expressed as shown by equations (3.3) and (3.4). 
1 
r2 sin 9 
and 
(jcb dCb ve dCb G (j ( 2 dCb) ~ + Vr dr + -;-- d9 = Db p dr r dr + 
~2 sin 9 ~{sin 9 ~~h)] -Zk2 ca cb 
The initial conditions for equations (3.3) and (3.4) are 
The boundary conditions are, at the surface of the sphere 
dCb (a,9,t) = 0 
dr 
and at the center of the sphere 
dCa (0,9,t) = 0 
dr 








The angular boundary conditions stem from the symmetry of the sphere. 
dC a ( r , 0 , t ) = 0 
ae 










In addition to the assumptions listed in sections 3.1.1. and 3.1.2., 
lhe use of equations (3.3) to (3.9) implies 
The solute being transferred reacts irreversibly with a solute 
in the dispersed phase. 
The reaction may be described by a second-order kinetics 
relationship. 
The dispersed phase side of the interface is saturated with 
solute. 
The solute initially in the dispersed phase is not soluble in 
the continuous phase. 
3.2. Solution of Concentration Profile 
There is no known means to obtain an analytical solution for equa-
tions (3.3) and (3.4). The following is a description of a numerical 
method to obtain concentration profiles. 
3.2.1. Dimensionless Equations. The first step in obtaining the 
numerical solution of a problem is to rewrite the differential equations 
in terms of dimensionless groups. The solution of a problem for one 
set of dimensionless groups applies for any combination of dimensional 
variables which correspond to that set of dimensionless groups. 
The dimensionless groups which are pertinent to this study are: 
independent variables 
T Da t (3.10) 
--;r 
R = r/a (3. 11) 
8 = 8 (3.12) 
dimensionless parameters 
Rn = Db 
Da 
kR = k2 a2 cbo 
Da 
IJ.c 
2 Da IJ.d + 1-lc 
dependent variables 












In terms of the dimensionless numbers (3.10) through (3.20), equa-
tions (3.3) and (3.4) with their initial and boundary conditions become 
and 
oA - k_ AB de -~ ( 3. 21) 
The initial conditions become 
A(R,S,O) = 0 
The boundary conditions become 
A(l,S,T) = 1 
OA (O,S,T) = 0 
oR 
oA (R,O,T) = 0 de 
oB (R,TC,T) = 0 
oe 
where 
v = -(1 - R2) cos e R 
v9 = (1 - 2 R2) sin 9 
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o2B + cot 9 oB) k 
oe2 R2 oS -Rc R A B (3.22) 
B(R,S,O) = 1 (3.23) 
oB (1,9,T) = 0 
OR 
(3.24) 
oB (0,9,T) = 0 dR (3.25) 
dB (R,O,T) = 0 de (3.26) 
oB (R,TC,T) = 0 de (3.27) 
(3.28) 
(3.29) 
Equations (3.21) and (3.22) with conditions (3.23) through (3.27) 
and the velocity profiles (3.28) and (3.29) constitute the dimension-
less statement of the mathematical model to be solved. 
3.2.2. Calculational Procedure. A numerical solution does not 
give a continuous solution. The concentration is defined only at the 
grid points. A grid point is identified by the indices i, j, and k. 
The symbol i is the index for the radial direction. 
(3.30) 
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The symbol j is the index for the angular direction. 
ej = j.AS (3.31) 
The symbol k is the index in the time dimension. 
Tk = k.6T (3.32) 
The number of increments in the radial direction is nr. 
6R = 1/nr (3.33) 
The number of increments in the angular direction is mr. 
68 = n./mr (3.34) 
.6T is chosen as large as possible without sacrificing accuracy. The 
dimensionless concentrations at the grid point R., e., Tk are written l. J 
as A . · k and B. . k. l.,J, l.,J, 
The number of grid points in the radial direction, nrr, is one 
greater than the number of increments in the radial direction, nr. The 
number of grid points in the angular direction, mrr, is one greater 
than the number of increments in the angular direction, mr. 
The method of solution was a modification of the numerical method 
developed by DuFort and Frankel (1953). This numerical method was 
chosen, because an explicit expression is obtained to express the con-
centration at a future time step. The DuFort-Frankel method requires 
a knowledge of the concentration at two previous time steps. Therefore, 
concentrations at three consecutive time steps are all that are used in 
any numerical calculation. To conserve storage space in the computer, 
the concentrations were redefined after each time step, so that only 
three time steps need be stored in the computer. The concentrations 
currently being calculated are designated A3i,j and B3i,j• The concen-
trations at the two previous time steps are referred to as Ali,j and 
A2i,j for component ~and Bli,j and B2i,j for component b. 
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The calculational procedure is shown in figure 3.3. The four grid 
points at the present time step and one at the past time step, all marked 
by circles, are used to calculate the concentration at the future grid 
point marked by an x. 
3.2.3. Initial Conditions. At a dimensionless time equal to zero, 
the concentrations are evaluated from the initial and boundary condition 
expressions given by equations (3.23) and (3.24). 
Bl· · = 1 1 < i .:S nrr J.,J 
1 < j < mrr (3.35) 
and 
Al. j J., = 0 1 < i .:S nr 
1 
.:S j < mrr (3.36) 
also 
Al. . l.,J = 1 i = nrr 
1 < j .:S mrr (3.37) 
Since the DuFort-Franke! method requires concentrations for two 
previous time steps, it is necessary to use another method to approxi-
mate concentrations at the first dimensionless time step. Andoe (1968) 
used a numerical method to calculate the concentration profile at 6T· 
Inaccuracy in his solution was encountered at small dimensionless times. 
The forward difference method used by Andoe had the inherent error that 
it forced the concentration profile at ~T to be identical to the con-
centration profile at T = 0, except at one radial increment from the 
surface of the sphere. It is possible to obviate this assumption if, 
instead, the reaction for component ~ is approximated as pseudo first-
order for all times up to ~T. The pseudo first-order approximation is 
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T= ( k-1) AT 
I, j, k ~· I 
i-l,j,k 
I+ l,f,k 
.,. ., ( k-1 ) l\.,. 
i, j,k-1 
Figure 3.3. Calculation Scheme for the Numerical Solution of the 
"Partial Differential Equations 
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a more valid assumption than the assumption used by Andoe, because the 
change in the concentration of component b with time is less than the 
change in the concentration of component a with distance, at small times 
and near the surface. 
At very small times, the penetration theory may be used to describe 
mass transfer in a sphere (Johns and Beckman, 1966). Therefore, the 
concentration of component ~ at the first time step is approximated by 
the penetration theory with chemical reaction as solved by Carslaw and 
Jaeger (1959, page 134). 
A2i,j = '< exp [ (R1 -1)Jk; J erfc [\;,:.1 -~ + 
,. exp [(1 • R1) jk;J erfc [~ -_;; + Jk7 J (3.38) 
For component £ at the first time step, an implicit finite differ-
ence method was used. The Crank-Nicolson method (Smith, 1965, p. 17) 
uses the following finite difference approximations. 
and 
~B; B2i,j ~ Bli,j 
dT /::,T 
dB = _1_ dR 4/::,R (Bl '+1 · - Bl· -1 · + B2 ·+1 · - B2 · -1 ·) 1 ,J 1 ,] 1 ,] 1 ,J 
(Bl~+l,J. - 2 Bl· · + Bl. 1 · + 
... 1,] 1- ,J 






Two ratios of time and space increments evolve when the finite dif-
ference approximations (3.39) through (3.42) are substituted into equa-
tion (3.22). 
and 
S = 26T 
(M)2 




The Crank-Nicolson numerical method results in a tridiagonal system of 
equations. 
s 82 ~ s -~ ( 4 + "2R ) B2 '+l . + ( 1 + ~ i ~ ,] 




At the surface of the sphere, the boundary condition becomes 
B2 l . = B2 l . nrr+ ,] nrr- ,J 
Thus, at the surface 
~s 
B2 .. (1+ - 2- + ~,] 
R 
c ~s A2 .• ) - - 2 ~,] B2. l . = ~- ,] 




This system of equations was solved by reducing the tridiagonal matrix. 
The Crank-Nicolson method does not take into account any variation 
in the angular direction. However, it is still an improvement over the 
method of Andoe (1968) and is considered adequate as an approximation 
for the concentrations at the first time step. 
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3.2.4. Finite Difference Equations. For dimensionless times 
greater than the first time step, equations (3.21) and (3.22) were 
solved by the two step explicit method proposed by DuFort and Frenkel 
(1953). The unique feature of the DuFort and Frenkel numerical method 
is the finite difference approximation for the partial derivatives. 
A3. . - Al. . 
~.J ~.J 
2,6.'1" ( 3 .48) 
A2. l . - A2. l . ~+ ,] ~- ,J 
2,6R (3.49) 
A2 .. +l - A2 l ~,J i,j-
2,69 (3.50) 
A2 .+l . - Al. . - A3i . + A2. 1 . 1: ,J ~.J ,] ~- ,] 
(,6R)2 (3.51) 
"-
2A A2 A1 A3 + A2 bQ -- i,J"+1 - . . - . . . . 1 d~- -- ~,] ~,] ~.J- (3. 52) 
(L,Q)2 
The substitutions for the derivatives of component b are analogous to 
equations (3.48) through (3.52). 
For the nonlinear reaction term, DuFort and Frankel suggest a space 
average approximation. Due to the boundary conditions for this problem, 
this type of substitution led to an unstable numerical method. However, 
a time average for part of the nonlinear term did lead to a stable solu-
tion. The substitution for equation (3.21) was 
A B = (Ali,j + A3i,j) B2i,j 
2 
and for equation (3.22) 
(3.53) 
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A B = A2i 3. (B1 i,j + B3i,j) (3.54) 
, 2 
In addition to equations (3.43) and (3.44), two more ratios of incre-
ments become important. 
= 2 ,6.T p (.6.8) 2 (3 .55) 
p2 = ,6.t (3.56) 
,6.8 
The finite difference form of equation (3.21) for component a is 
A2. '+l (p + p2 cot 8j :P2NPe v8 i,j) + 1.,] ~ R4 l. Ri l. 
A2i,j-l 
p P2 cot 8i + p2 Npe ve i ~ j) (~ - R~ Ri l. l. 
(3.57) 
The same substitutions in equation (3.22) yield the finite difference 
equation for component b. 
B3i,j (1 + S Ru + PR?D + Rc kR .6.T A2i,j) = 
l. 
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Bl· · (1 - S RD - p RD - RckR /:::.T A2. .) + ~.J ~ ~.J 
~ 
B2.+1 .(S R + 2 82 Rn ~ 'J D Ri 
2 sz R B2i-l,j (S Rn - D + Sz NPe VR .. ) + 
Ri ~.J 
B2. ·+l (p RD + p2 RD cot 9j P2 NPe Vg i,j) + -~.J R~ R~ Ri ~ ~ 
B2i,j-l <P Rn P2 Rn cot 9j + Pz NPe Vg izj) -
R? R? Ri ~ ~ 
(3.58) 
Equations (3.57) and (3.58) are valid for all interior points and at 
times equal to or greater than the second time step. 
At the center of the sphere, the concentration gradients are zero 
due to the assumption of symmetry in the sphere. This symmetry is ex-
pressed in the boundary conditions (3.25). At the center, all angular 
dependence becomes meaningless. At the center, one term in equation 




~ = indeterminant 
R 0 
The indeterminant can be resolved by the L'Hospital rule 





An analogous limiting process for equation (3.22) results in the follow-
ing expression for the time derivative of the dimensionless concentra-
tion of component b 
(3. 62) 
The finite difference form of equation (3.61), for component~, is 
(3. 63) 
The finite difference form of equation (3.62), for component£, is 
(3.64) 
At the surface, the concentration of component a is a constant. 
A3nrr,j = 1 (3.65) 
At the surface, the finite difference equation for component £ can 
be reduced. The boundary condition given by equation (3.24) leads to 
B2nrr+l,j = B2nrr-l,j (3.66) 
The concentration of component b at the surface can thus be calculated 
as 
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Bl . (1 - p ~ - R s - R kR /::;.T) + nrr,J D c 
B2 
nrr,j+l (P R + R p cot e. - N P2 ve . ) + D D 2 J Pe i,J 
B2 
nrr,j-1 (P R - R P 2 cot e. + N P2V8 . .) + D D J Pe l.,J 
2 ~ s B2 nrr-l,j (3.67) 
At each of the angular limits, the boundary conditions again con-
tain terms which are indeterminant. Again, the application of LrHospitals 
limiting process is straightforward. 
Lim (3.68) 
e 4 0 or 1( 
The finite difference approximation for either equation (3.26) or (3.27) 
is 
A2 1. J·+l = A2. .-+l 
' - l.,J (3.69) 
The special conditions given by equations (3.67) and (3.68) reduce the 
finite difference equation (3.57) for component ~ at the angular limits 
to 
2 p 
A3 .. (1 + RT + s + kR/::;.T B21. . ) = l.,J 1. ,J 
Al. . (1 2 p 8 kR,6.T B2. . ) + - Rr - -l.,J Rl. l.,J 
2 82 
A2.+l . (S +--- 82 NPe v .) + 1. ' J Ri R i,J 
2 s 
A2. l . (8 - 2 + 8 NPe VR . . ) + 1.- 'J ~ 2 l.,J 1. 
A2i' j:!:l (4 p) RT i (3.70) 
The plus or minus sign on the subscript of the last term of the 
-above equation is for the two angular limits. When j is one, the sign 
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is positive. When j is mrr, the sign is negative. 
The finite difference equation for component b at the angular limits 
follows by the same logic as for component ~· 
2 p ~ 




2 p ~ 
( 1 - -
R2 
i 
2 s 2 ~ 
B2. l . (S R_ + R - s 2 Np VR .. ) + 1+ ,J -~ . e 1,J 
1 
2 s 2 ~ + 
B2. l . (S R - R s 2 N VR .. ) + 1- ,J -n i Pe 1,J 
4 p 11>) 
B2. "+1 ( 2 1,J_ R 
i 
( 3 0 71) 
Equation (3.71), like the equation for component~' applies at both 
angular limits. 
The only grid points which remain to be specified are the two points 
to which both the surface boundary condition and the angular boundary 
condition apply. These points are located at either end of the polar 
axis. At these points 
B3nrr,j (1 + 2 P ~ + S ~ + Rc k~T) = 
Blnrr,j (1 - 2 P ~ - S ~ - Rc k~T) + 
2 S R_ B 2 l . + 4 P lL B 2 . "+l -~ nrr- ,J -~ 1,J_ ( 3 0 72) 
The complete computer program used to solve the circulating drop model 
is given in Appendix A. 
3.3. Calculation of Mass Transfer Indices 
The concentration profile calculated by the finite difference method 
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described in the preceeding sections was used to calculate various dimen-
sionless quantities which indicate the extent of the mass transfer pro-
cess. 
3.3.1. Average Concentration of Component a. The space averaged 
concentration is defined by 
'1' 
A = .!.[ A dV 
v v 
(3.73) 
For an axisymmetric sphere the space averaged concentration becomes 
1 
A ~r £ A R2 sin 9 dR d9 (3. 74) 
Equation (3.74) can be evaluated by the trapezoidal rule. 
3 mr ( A3 nrr 2 j nr R:) A = 2 .c-.R t::,.9 .t sin 9 . + L. A3i . (3.75) j=2 J 2 i=2 ,] 
3.3.2. Average Concentration of Component b • The method to aver-
age the concentration of component~ is analogous to the method described 
for component~ in section 3.3.1. 
B 
mr 
L. j=2 sin 9. J 
( B3 . ~rr,J nr + L. 
i=2 
B3. . R~) ~,] ~ (3.76) 
3.3.3. Total Mass Transferred. The total amount of component~ 
transferred into the dispersed phase is the sum of the amount of com-
ponent ~ present and the amount of component ~ which has already re-
acted with component b. 
The amount of component a per unit volume of dispersed phase is 
the average concentration, A. The amount of component ~ which has 
reacted per unit volume of dispersed phase is related to the depletion 
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of component ~by the stoichiometric ratio. Therefore, the total mass 
transferred is given by 
= A + (1-B)/R 
c 
(3. 77) 
3.3.4. Flux of Component a. The instantaneous flux of component 
a can be calculated from the concentration gradient of ~ at the surface 





The dimensionless form of equation (3.7~is 
(3.79) 
For a sphere this becomes 
sin e d9 (3.80) 
The above can be evaluated by a finite difference approximation 
for the derivative followed by integration by the trapezoidal rule. 
N = (ii 26R 
mr 
E sin 9J. (3 - 4 A3nr J. + A3 l .) j=2 , nr- ,J (3.81) 
The flux of component a can be calculated from the rate of change 
of the total mass transferred with time. 
= .V de'mt 
'S'~ dt (3.82) 
From equation (3.82) the dimensionless flu~ i~ 
N 2 3 
dA'mt 
('fT 




As an internal check for the compute~ prc~~am, the tnstantaneous 
flux was calculated by both equations (3.81) &~Q (3-84). 
3.3.5. Time Averaged Flux of a. Tb~ ti~e averaged flux of a is 
defined by 
N8 ~ t[t N8 dt 1 (3.85) 
From the second method to calculate the flv~ c£ component a (Equation 
3.82) the time averaged flux of component ~ c&n be found. 
(3.86) 
In terms of dimensionless variables, equ~t~~n (3.86) becc~es 
(3.87) 
3.3.6. Sherwood Number. The Sherwo~J nu~her is de~ined as 
(3.88) 
In dimensionless terms, the Sherwood numb~i becc~es 
N 
NSh = 1 - A (3.89) 
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3.3.7. Time Averaged Sherwood Number. The time averaged Sherwood 
number is defined 
- lit 1 Nsh = t o Nsh dt (3.90) 
In dimensionless terms, equation (3.90) is written, 
- - 1 1 [
T 
NSh- :.f 0 NSh dT (3.91) 
For calculational purposes the integral may be divided into two 
parts. 
(3.92) 
The division of the integral is necessary, because the numerical method 
is unable to predict accurately the large Sherwood numbers encountered 
at very small contact times. The first integral can be evaluated by 
assuming that there is negligible depletion of component £ during the 
first time step. For negligible depletion the Sherwood number would 
be the same as for a pseudo first-order reaction. Andoe (1968) found 
that in circulating spheres mass transfer with pseudo first-order re-
action can be approximated at short contact times by the penetration 
theory. Thus, the first integral can be approximated thus 
(3.93) 




3.3.8. Instantaneous Enhancement Factor. The effect of chemical 
reaction on a mass transfer process can be described by the ratio of 
the rate of mass transfer with reaction to the rate of mass transfer 
without reaction. (Perry and Pigford, 1953). 
(3.95) 
In dimensionless terns, equation (3.95} becomes 
(3.96} 
The dimensionless flux of component ~ for a finite reaction rate con-
stant was calculated as described in section 3.3.4. 
The concentration profile of component ~ for a zero reaction rate 
constant has been solved analytically by Newman (1931} for a stagnant 
sphere. The dimensionless flux can be calculated from the concentra-
tion profile. 
00 
= 4 ~ 
n=l 
2 2 
exp(-n 1l T) (3.97) 
The instantaneous enhancement factor was used to check the accuracy of 
the numerical solution and was only calculated for stagnant spheres. 
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3.3.9. Enhancement Factor. The enhancement factor may be defined 
as the ratio of the time averaged fluxes with and without reaction. 
(Brian, et al., 1961). 
(3.98) 
and, making all terms dimensionless 
(3.99) 
The numerator of the right hand side of equation (3.99) was evaluated 
numerically as described in section 3.3.5. The denominator has been 
evaluated by different investigators for stagnant and circulating fluid 
spheres. Newman's development leads to the following expression for 
the time averaged flux of component ~ in a stagnant sphere. 
00 
1 - 6 L. 
n=l 
1 2 2 ) exp (-n rc T) (3.100) 
Johns (1964) solved the partial differential equation for mass 
transfer (without chemical reaction) in the circulating drop model. 
Andoe (1968) later recalculated the values originally found by Johns. 
The time averaged flux taken from the work of Johns and of Andoe differ 
by less than one per cent for dimensionless times greater than 0.02. 
However, at small dimensionless times the two results differ by as much 
as ten per cent. For a Peclet number of zero (stagnant sphere) and at 
a dimensionless time of 10-3 , the time averaged flux was 67.47 by Johns 
and 74.00 by Andoe. The analytical solution by Newman (1931) predicts 
a time averaged flux of 69.37. The flux was recalculated using the 
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program written for second-order reaction with the reaction constant 
set equal to zero and for the increments ~ = 1/80, ~9 = n/31 and 
~T = 10-4 . The numerical program gave a value of 70.52 for the time 
d fl i h 10-3. average ux n a stagnant sp ere at T = For dimensionless times 
greater than 10-3 , the flux calculated in this work for the stagnant 
sphere differed from the analytical solution by less than one per cent. 
Thus, the time averaged flux for mass transfer without reaction, 
for use in the calculation of the enhancement factors was calculated 
by equation (3.100) for zero Peclet number. For Peclet numbers greater 
than zero the time averaged flux for dimensionless time up to two-tenths 
was calculated by equation (3.87) for the increments ~T = 0.0001, 
~9 = n/31, and ~ = 1/80. For dimensionless time greater than two-tenths, 
the time averaged flux was computed by the method developed by Andoe 
(1968). The values for the time averaged flux for mass transfer with-
out reaction, shown in Table 3.1, were used in equation (3.99). 
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TABLE 3.1 
TIME AVERAGED FLUX FOR MAS.§. 
TRANSFER WITHOUT REACTION, N0 
T\NPe 
0 (1) 40( 2) 100(2 ) 
0.001 69.37 70.53 70.55 
0.002 48.46 48.88 48.95 
0.003 39.20 39.44 39.58 
0.004 33.68 33.86 34.07 
0.005 29.92 30.08 30.35 
0.006 27.13 27.27 27.65 
0.007 24.97 25.12 25.58 
0.008 23.23 23.38 23.94 
0.009 21.79 21.95 22.60 
0.010 20.57 20.74 21.49 
O.Oll 19.52 19.71 20.55 
0.012 18.60 18.81 19.74 
0.013 17.79 18.02 19.04 
0.014 17.07 17.32 18.44 
0.015 16.43 16.70 17.90 
0.020 13.96 14.34 15.96 
0.025 12.27 12.82 14.82 
0.030 11.03 11.68 13.96 
0.040 9.28 10.14 12.39 
0.050 8.09 9.12 10.80 
0.060 7.21 8.36 9.47 
0.070 6.53 7.72 8.43 
0.080 5.98 7.14 7.57 
0.090 5.52 6.60 6.91 
0.100 5.14 6.12 6.32 
0.120 4.51 5.28 5.39 
0.150 3.83 4.34 4.38 
0.180 3.32 3.66 3.68 
0.210 2.93 3.16 3.17 
0.240 2.62 2.77 2. 77 
(1) For Npe = 0 the Time Averaged Flux was calculated from the analyti-
cal solution 
(2) For Np + 0 the Time Averaged Flux for Dimensionless Time less than 
or equ~l to two-tenths was calculated by the equations in this work 
using the increments AT = 0.0001, ~ = ~/31 and ~ = 1/80. For Di-
mensionless Time greater than two-tenths the Time Averaged Flux was 
as calculated by Andoe. 
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IV. DISCUSSION OF MATHEMATICAL SOLUTION 
The different mass transfer indices calculated numerically are tab-
ulated in Appendix B. Two of these indices are shown graphically in 
this chapter. The total mass transferred, ~t' is shown as a function 
of dimensionless time for various parameters in figures 4.1 through 4.22. 
The ratio of the time averaged enhancement factor, ~. to the enhancement 
factor for an instantaneous reaction, ~00 , is shown as a function of di-
mensionless time. Parameters of dimensionless reaction rate constant 
are shown in figures 4.23 through 4.28. 
4.1. Accuracy of Numerical Solution 
For each combination of dimensionless parameters, the instantaneous 
flux was calculated by two different methods: the time rate of change 
of the total mass transferred; and the average concentration gradient 
at the surface, as described in section 3.3.4. The deviation between 
the results for the two methods to calculate the instantaneous flux 
would be less than two per cent if the time and space increments are 
small enough. 
As an additional check on the accuracy of the numerical solution, 
calculated results were compared with analytical results for the asymp-
totic regimes defined by Astarita (1966, 1967). All comparisons made 
for this preliminary study were for mass transfer in a stagnant sphere. 
The mass transfer index used for comparison was the instantaneous en-
hancement factor as defined by equation (3.96). 
By setting the dimensionless reaction rate constant equal to zero, 
the finite difference equations reduce to the equations for mass trans-
fer without chemical reaction. If there is no error in the numerical 
solution, the instantaneous enhancement factor will always have a value 
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of one. A reaction rate constant of zero, a Peclet number of zero, a 
diffusivity ratio of one, and a concentration ratio of one were chosen 
for the particular solution studied. The radius was divided into forty 
increments, and the dimensionless time step size was 0.0002. The en-
hancement factor at the first time step was 1.166. All other enhance-
ment factors differed from one by less than four per cent, except at 
the third time step, where the enhancement factor was 1.061. For all 
dimensionless times greater than 0.003, the maximum deviation of the 
enhancement factor from one was less than one per cent, and the average 
absolute per cent deviation was less than one-tenth of a per cent. 
For very large reaction rate constants,kR, concentration ratios,Rc, 
and/or dimensionless times, T, the asymptotic solution by Toor (1962) 
and Brunson and Wellek (1970a) for ~00 is valid. For this region, the 
instantaneous enhancement factor is equal to 1 + 1/Rc. To test the 
numerical solution at this extreme, the program was run for a concentra-
tion ratio of five, a diffusivity ratio of one, a Peclet number of zero, 
and a dimensionless reaction rate constant of 640. The dimensionless 
radius was divided into one hundred increments, and the step size for 
the dimensionless time was 0.0001. For this concentration ratio, the 
asymptotic enhancement factor is 1.20. This asymptotic region was ap-
proached for dimensionless times greater than 0.01. Within the range 
of dimensionless times between 0.01 and 0.18, the maximum deviation of 
the instantaneous enhancement factor from 1.20 was less than one per 
cent. The average absolute per cent deviation was two tenths of a per 
cent. 
The Danckwerts (1951) transformation of the Newman (1931) solution 
for stagnant sphere results in a series solution for mass transfer with 
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first-order reaction inside a stagnant sphere. The same problem was 
also solved numerically by Andoe (1968). These two previous solutions 
were used to test the accuracy of the numerical method used in this study. 
The parameters, used for the numerical solution were concentration ratio 
of zero, the Peclet number of zero, diffusivity ratio of one, and dimen-
sionless reaction rate constant of 160. The instantaneous enhancement 
factors, calculated by the analytical and the two numerical methods, 
are shown in Table 4.1. Andoe's results were the most accurate of the 
two numerical methods for large dimensionless times. Andoe imposed a 
network of rectangular grids upon the cross section of a sphere to ob-
tain his numerical results. Andoe added an arbitrary constant to his 
numerical solution to force his results to conform to the analytical 
equations. The numerical solution, presented in this work, is more 
accurate than Andoe's solution at small times. Over the complete range 
of dimensionless times, the instantaneous enhancement factor calculated 
in this work differed from the analytical results by less than three 
per cent. If the entire time range is considered, the numerical solu-
tion of this work was as accurate as Andoe's solution. Andoe's numer-
ical solution and this work both agree well with the analytical results. 
A further check of the accuracy of the program was made by testing 
the effect of changes in the size of the time and space increments on 
the instantaneous enhancement factor. Two computer calculations were 
executed for a concentration ratio of one, a diffusivity ratio of one, 
and a dimensionless reaction rate constant of 160. The first program 
used forty increments in the radial direction and a dimensionless time 
step size of 0.0002. For the second program, the number of increments 
in the radial directioll was increased to two hundred, and the size of 
TABLE 4.1 
COMPARISON OF ANALYTICAL INSTANTANEOUS ENHANCEMENT 
FACTOR WITH VALUES CALCULATED NUMERICALLY 
BY ANDOE (1968) AND BRUNSON (THIS WORK) 
kR = 160 RD = 1 NPe = 0 (Stagnant Sphere) R = c 
Dimensionless Instantaneous Enhancement Factor, 
Time 
T Analltical Andoe 
0.001 1.162 1. 215 
0.002 1.326 1.374 
0.003 1.488 1.535 
0.005 1.803 1.840 
0.006 1.957 1.986 
0.007 2.107 2.131 
0.008 2.256 2.273 
0.009 2.401 2.413 
0.010 2.545 2.551 
0.011 2.686 2.687 
0.012 2.826 2.822 
0.013 2.963 2.955 
0.014 3.099 3.087 
0.015 3.234 3.217 
0.020 3.888 3.852 
0.030 5.142 5.073 
0.045 6.993 6.881 
0.060 8.904 8.752 
0.090 13.177 12.939 
0.120 18.437 18.096 
0.150 25.204 24.734 
0.180 34.124 33.484 
0.210 46.013 45.150 






























the dimensionless time increments was reduced to 0.00002. The deviation 
between the two solutions was less than two per cent for all dimension-
less times of 0.001 or greater. The deviation was less than one per 
cent for all dimensionless times of 0.01 or greater. Therefore, the 
time increment size, ~T, of 0.0002 and forty increments in the radial 
direction which were used in this work were considered adequate to give 
accurate results. 
4.2. Effect of Dimensionless Parameters 
It was found that the mass transfer indices, calculated in the 
theoretical portion of this work were a function of five dimensionless 
parameters: a diffusivity ratio, RD, a concentration ratio, Rc' a re-
action number, kR, the Peclet number, NPe' and the dimensionless con-
tact time, T. If the complete range of dimensionless independent vari-
ables is studied, conclusions can be made concerning the importance and 
effect of each dimensionless parameter on the mass transfer indices. 
A knowledge of therelative influence of each dimensionless parameter 
makes it possible to establish certain guidelines for the design and 
operation of industrial reactor-contactors. The range of dimensionless 
independent variables studied is shown in Table 4.2. 
The most important dependent variable for use in comparing theore-
tical results with experimental data or for use in designing reactor-
contactors is the total mass transferred, Amt for a given contact time. 
The total mass transferred, Arot• is the moles of component ~ present 
in the sphere (in the reacted and unreacted state) divided by the pro-
duct of the volume of the sphere and the surface concentration of com-
ponent~· Figures 4.1 through 4.22 show curves of Arot versus dimension-
















VALUES OF DEPENDENT VARIABLES STUDIED 
(all possible combinations) 
40 100 
0.2 1 00 
40 160 640 
TABLE 4.2b 
SPECIAL COMBINATIONS OF VARIABLES STUDIED 
Number 1 2 3 4 
5 . 0. 2 5 0.2 
100 100 0 0 
0.2 0.2 0.2 0.2 
640 640 640 640 
TABLE 4.2c 
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curves of the time averaged enhancement factor divided by the enhance-
ment factor for an instantaneous reaction, r, as a function of dimension-
less time, T, for various values of dimensionless reaction rate constant. 
Tabular values for the total mass transferred, the time averaged en-
hancement factor, and six other dependent variables are shown in Appen-
dix B for representative values of the independent variables. 
Figures 4.1 through 4.6 show the effect of reaction number on the 
total mass transferred. When the reaction number is zero, the solution 
reduces to mass transfer without reaction as presented by Johns and 
Beckmann (1966). 
For an infinitely fast reaction (kR-i>oo) and a diffusivity ratio of 
one, the expression for the enhancement factor developed by Brunson and 
Wellek (1970a) and Toor (1962) applies. Thus, the total mass transferred 
to the dispersed phase when the reaction is instantaneous is the same 
as the product of the mass transferred without reaction and (1 + 1/Rc). 
Curves for some intermediate values of reaction number, kR, are shown 
to allow interpolation. 
The curves for the total mass transferred are plotted against di-
mensionless time. The rate of mass transfer or the flux of component 
~is proportional to the slope of these curves. Thus, from figures 4.1 
through 4.6, it can be seen that at small dimensionless times, the flux 
increases with increasing reaction number. At large times, the ~ re-
actant inside the dispersed phase has been depleted if the reaction is 
rapid but some~ reactant is still present for slow reactions. Thus, 
the flux for mass transfer with a slow reaction is larger than the flux 
for mass transfer with a fast reaction; however, the total mass trans-
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Figures 4.7 through 4.15 show the dependence of the total mass trans-
ferred on parametric values of concentration ratio, R • For a concentra-
c 
tion ratio of zero, the~ reactant is in such excess that the reaction is 
pseudo first-order. At the other extreme when the concentration ratio be-
comes infinite, there is no b reactant present; and the total mass trans-
ferred can be found from the case of mass transfer without reaction as 
originally solved by Johns and Beckmann (1966). Each of the'curves in 
Figures 4.7 through 4.15 for immediate values of the concentration ratio 
approach an asymptotic value of 1 + 1/R as the dimensionless time be-e 
comes large. 
The dependence of the total mass transferred, Amt' on the diffusiv-
ity ratio, ~' is indicated in Figure 4.16. For a given value of dimen-
sionless time, the total mass transferred increases with increasing dif-
fusivity ratio, ~· The rate of reaction is fastest if the b reactant is 
mobile enough to maintain a large concentration near the surface of the 
sphere. The two extremes of the diffusivity ratio, zero and very large, 
may not be of practical importance; however, they are included in the 
figure to show the complete range of parameters. The solution for an 
infinite diffusivity ratio was obtained numerically by setting, after 
each time iteration, the concentration of b at each grid point at the 
average concentration of b. 
For a pseudo first-order reaction, the concentration of component 
b remains constant; therefore, the effect of the diffusivity ratio dis-
appears when the concentration ratio becomes zero. The importance of 
the diffusivity ratio is also small for large concentration ratios be-
.... 
cause the total mass transferred, Amt' approaches an asymptotic value 
within the time range studied. For a concentration ratio, R , of unity 
c 
and a diffusivity ratio, ~' of unity, the total mass transferred is 
R • 1 0 
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within one per cent of its asymptotic value at a dimensionless time, T, 
of 0.24. The asymptotic restriction does not allow a larger diffusivity 
ratio to greatly increase the total mass transferred. Thus, the effect 
of the diffusivity ratio is most important for concentration ratios, 
R , between zero and one. 
c 
Since the reactants become depleted by a fast reaction the rapidity 
with which the reactants diffuse toward each other becomes more impor-
tant as the reaction rate increases. 
The effect of the diffusivity ratio decreases as the Peclet number 
increases. As the Peclet number increases, transfer by bulk flow be-
comes more important than solute transfer by diffusion. The diffusivity 
ratio, ~' was increased from 0.2 to 5 for a concentration ratio, Rc' 
of 0.2, a dimensionless reaction rate constant, kR, of 640, and a Peclet 
number, NPe' of 100. The variation of the diffusivity ratio changed 
the total mass transferred by less than one part in four thousand. 
Figures 4.17 through 4.22 show the effect of internal circulation 
on the total mass transferred as predicted by the model. To avoid un-
necessary clutter the complete extensions of all of the curves are not 
shown in these figures. 
No attempt was made in this work to solve analytically for mass 
transfer with reaction for a Peclet number approaching infinity. 
Kronig and Brink (1950) made that computation for mass transfer 
without chemical reaction. However, it was possible to increase the 
Peclet number until the total mass transferred, A , approached a con-
rot 
stant value with respect to increasing Peclet number. This constant 
value was reached at a Peclet number about one hundred for both mass 
transfer without reaction and mass transfer with a rapid chemical re-

















R • 1 D 
Rc • 1 
llc 
lid+ llc 
Np • o PENETRATION 
• 
•40 FILM 
0.04 0.08 0.12 0.16 0.20 0.24 
DIMENSIONLESS TIME, T 
Total Mass Transferred, A t:, as a 
for Par.-tl.'lc vf1.ues of 
Function of Dimensionless 
the Fluid Flow Model 


















k = 160 R 








DIMENSIONlESS TIME, T 
Mass Transferred, A , as a 
T, for Parametric V~fues of 
1, Rc = 1, kR = 160) 
Function of Dimensionless 






















N - a V t p -e -2--
Da 
N Pe • 0 PENETRATION 
... 40 AND FilM 
0.04 0.08 0.12 0.16 0.20 0.24 
DIMENSIONLESS TIME, T 
Total Mass Transferred, A , as a Function of Dimensionless 
Time, T, for Parametric v~Iues of the Fluid Flow Model 
( ~ = 1, Rc • 1, kR • 640) 





0.12 0.16 0.20 
DIMENSIONLESS TIME, T 
68 
0.24 
Figure 4.20. T.ota .. 1 Mass Tr. an .. •.fe.rre .. d.' }i .. '. as a. Function of. Dimena.ionlesa ~. ,., for IM•w-t;d.o a 8188 of the Fluid Flew MIMel 















Figure 4. 21. 
0 








0.08 0.12 0.16 
DIMENSIONLESS TIME, T 
69 
0.20 0.24 
Tota.l Mass Transferred, A f' as a 
Time, T, for Parametric if ues of 
Function of Dimensionless 
the Fluid Plow Model 
<Bo • 1, I.e • o. 2, -. • 160) 
10 
i 
R0 = 1 
Rc = 0.2 
k R • 6.40 
0 v t 
N Pe = 2 0 o 
70 





0 0.04 0.08 0.12 0.16 0.20 0.24 
DIMENSIONLESS TIME, T 
Total Mass Transferred, Amt:' as a 
Time, T, for Pa~ametric Values of 
<:In • 1, Rc • 0.2. Ita • 640) 
Function of Dimensionless 
the Fluid Flow Model 
71 
effect of Peclet number for intermediate reaction numbers, especially 
if the concentration ratio was small. Mass transferred at a given di-
mensionless time increased with increasing Peclet number up to a Peclet 
number of five hundred for the following example where k = 40 R - 0 2 R , c - . , 









4.3. Other Mass Transfer Models 
300 400 500 
1.3350 1. 3616 1.3762 
The film theory (Whitman, 1923) and the penetration theory (Higbie, 
1935) are theoretical models for mass transfer across a flat interface. 
When the depth which the transferring solute penetrates into the sphere 
is much smaller than the radius of curvature, these theories may be 
applied to interfaces which are not flat. The following sections de-
scribe the film theory and the penetration theory with second-order 
irreversible chemical reaction as applied to fluid spheres. The re-
action involves one mole of component a and Z moles of component b. 
a + Z b ~ products (4.1) 
Both models are based on the following simultaneous, differential 
solute balance equations for components a and b respectively: 
6 dCa = Da (j2ca - kzcacb (4.2) dt dilT 
8 dCb = Db (j2cb - ZkzCaCh (4.3) 
. dt ~ 





cb (O ,h)=~0 
~~ (t,O)=O 
Clh 





For the film theory, 5 is zero and H is the film thickness. For the 
penetration theory, 5 is unity and H approaches infinity. The results 
of these theories are shown in figures 4.17 .through 4. 22. 
4.3.1. Film Theory. Van Krevelen and Hoftijzer (1948a) solved 
numerically equations (4.2) through (4.6) with the restrictions for the 
film theory. From their numerical solution, they deduced that there is 
not only a mass transfer film thickness, but also a chemical reaction 
film thickness. The concentration of component b was almost constant 
throughout the reaction film thickness. Van Krevelen and Hoftijzer 
used this approximation to obtain an analytical solution for the film 





y cosh y ~ = tanh 2kR y + y 
(4. 7) 
3N tanh y 
0 
y = 2.}k; Jl + (1-~)R/~ (4.8) 
No 
The term in brackets in equation (4.7) has a value very close to 
unity except for conditions where the flux without reaction, N , is 
0 
very large. Under these conditions, the presence of a chemical reaction 
is relatively unimportant in the mass transfer process, and the term 
in brackets causes the p~edicted enhancement factor to be less than 
one. An enhancement factor less than one is not a physical possibility. 
Peaceman (1951) also obtained numerical solutions of the equations for 
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film theory mass transfer with second-order chemical reaction and found 
that the Van Krevelen and Hoftijzer approximation was more accurate if 
the term in brackets was left off. Thus: 
~ = Y/tanh Y (4.9) 
The reason the dimensionless flux, N0 , is used in equation (4.8) is 
discussed in section 4.4.1. 
In this work, equations (4.8) and (4.9) were used to generate the 
curves for the film theory. Since these equations were implicit in 
terms of $, the enhancement factor can only be obtained by an iteration 
process using an initial estimate of the enhancement factor. Santiago 
and Farina (1970) formulated the following two explicit expressions for 





As applied to fluid spheres, equation (4.10) is used for short contact 
times, and equation (4.11) is used for long contact times. For this 
work, equations (4.10) and (4.11) were used for initial approximations 
in order to solve equation (4.9) for ~- The smallest value of $ pre-
dieted by either equation (4.10) or (4.11) was taken as an initial ap-
proximation for the enhancement factor. This approximation was sue-
cessively improved by using equations (4.8) and (4.9) in a scheme of 
linear iteration (Conte, 1965, p. 19). 
In order that the results of the film theory could be compared 
with the results of the next section, the dimensionless flux without 




The use of the penetration theory in conjunction with the film theory 
was suggested by Rose and Kintner (1966). 
4.3.2. Penetration Theory. It was mentioned in the Literature 
Survey that several investigators had solved equations (4.2)through (4.6) 
with the specifications of 8 of unity and H approaching infinity (Perry 
and Pigford, 1953; Brian, et al., 1961; Pearson, 1963). The most com-
prehensive numerical work was done by Pearson (1963). Tabular results 
in terms of a specially defined total mass transferred for the para-
meters studied by Pearson (1963) are available by writing Dr. Pearson. 
The semiempirical correlation by Kishinevskii and Kornienko (1966) 
was the easiest approximation to use to predict total mass transferred 
since a digital computer was available for the calculations. Their 
semiempirical correlation for the enhancement factor can be expressed as 
$ = l + W[l- f(0.85~W2Rc+W)] 
R W + exp (-0.35 WR ) 
c c 
(4.13) 
where the function, f, is defined by 
(4.14) 
and 
W =j ~~T (4.15) 
4.3.3. Discussion of Film and Penetration Theories. The dependent 
variable plotted in figures 4.17 through 4.22 is the total mass trans-
-£erred, Amt" If the rate of mass transfer without chemical reaction is 
consistent with that predicted by the penetration theory, the total mass 
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transferred without chemical reaction can be expressed as a function of 
dimensionless time. 
(4.16) 
From equation (4.16) the total mass transferred with reaction can be 
obtained from either equation (4.9) or (4.13) by the following relation: 
( 4.17) 
The results for the film theory and the penetration theory are tabulated 
in Appendix B. The curves for the empirical solution of the penetration 
theory by Kishinevskii and Kornienko and the film theory approximation 
by Van Krevelen and Hoftijzer agree with the curve for the numerical 
solution based on the penetration theory and obtained by Pearson within 
eight per cent. 
For dimensionless times less than 0.001, the total mass transferred, 
as calculated by the fluid sphere model developed in Section III, differs 
from that predicted by either the film theory or the penetration theory 
by less than five per cent. This small dimensionless time is the range 
of dimensionless time important in many liquid extraction applications. 
Thus the film theory or the penetration theory, as described in the 
proceeding sections, are sufficiently accurate replacements for the 
fluid sphere model for most work in liquid extraction with irreversible, 
second-order chemical reactions. At higher contact times, the assump-
tion of a flat interface which is basic to both of the above mentioned 
theories is no longer valid. At large dimensionless times (T > 0.02), 
dimensionless times important :for gas absorption, both the film theory 
and the penetration theory overestimate values of the total mass trans-
fer. The film theory and the penetration theory predict values of total 
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mass transfer greater than those which are possible from equilibrium 
considerations because neither theory is able to allow for the effect 
of eventual depletion of the ~ reactant within the sphere on the assumed 
boundary conditions. 
4.4. Approximations to the Fluid Sphere Model 
4.4.1. Revised Film Theory. One of the shortcomings which result 
when the film theory is applied to a fluid sphere as described in sec-
tion 4.3.1. is the use of the penetration theory to approximate the di-
mensionless flux for mass transfer without reaction. The use of the 
penetration theory as described in section 4.3.1. is actually a use of 
the penetration theory to approximate the film thickness. The actual 
presence of a stagnant film next to a well mixed bulk of fluid, as 
assumed in the film theory, probably never occurs in a fluid sphere. 
However, the film theory may still be used to approximate mass transfer 
rates. The best approximation for the film thickness in a stagnant 
sphere would come from the th~ory for mass transfer in a stagnant sphere 
without chemical reaction. Thus, to predict mass transfer with second-
order chemical reaction inside a stagnant sphere, the mass transfer indices 
for mass transfer without reaction should be those derived by Newman 
(1931). The average concentration of the solute diffusing into the sphere 
inside a stagnant sphere without chemical reaction is 
A 
0 
6 00 1 
=l--2 L: -2 
n=l rc n 
2 2 
exp(-n rc T) ( 4.18) 
Equation (4.18) may be used to calculate the enhancement factor, using 








Equation (4.19) was used in conjunction with equations (4.8) and (4.9~ 
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to find the enhancement factor. The enhancement factor was then used 




The value for A0 used in equation (4.20) was as calculated by equation 
(4.18). Values of the total mass transferred as calculated by the 
method above are listed in Table 4.3 alongside analogous values calcu-
lated by the circulating sphere model developed in Section III for the 
parameters Rc = 0.2, kR = 640, NPe = 0, and ~ = 1. The results of the 
film theory model deviate from the circulating sphere model by less than 
6.1 per cent for the entire range of dimensionless time. 
For the film theory and the penetration theory, the dimensionless 
flux and the Sherwood number are numerically equal. Therefore, for 
these theories there is no need to differentiate between the two quanti-
ties. However, for mass transfer inside a confined geometry, such as 
a sphere, the dimensionless flux and the Sherwood number are not equal. 
The Van Krevelen and Hoftijzer (1948a) derivation does not designate 
which of the dimensionless numbers should be used to calculate the en-
hancement factor. If the Sherwood number were used, equation (4.8) be-
comes 
(4.21) 
However, when the time averaged Sherwood number was used in conjunction 
with the film theory, the resultant total mass transferred was as much 
as fifty per cent less than the corresponding numbers in Table 4.3. 
Based on this test, it was concluded that the dimensionless flux, not 
the Sherwood number, was the proper variable to be used in equation (4.8). 
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Despite the good agreement of the film theory with the numerical 
solution shown in Table 4.3, the film theory is not recommended for use 
at large dimensionless times (T>O.l) if the diffusivity ratio is much 
different from unity. For diffusivity ratios other than one the total 
mass transferred predicted by this revised film theory approaches an 
asymptotic value of 1 + Ru!Rc instead of the correct value of 1 + 1/Rc 
(Toor, 1962). This error is not significant at small dimensionless 
times, when the diffusivities of the two reactants are about equal (i.e. 
0.2<Rn<S). 
4.4.2. Yeramian Approximation. The numerical results for the 
Yeramian et al. (1970) approximation are shown in Table 4.3. The over-
all accuracy of this approximation is slightly better than the film 
theory approximation described in section 4.4.1. This approximation 
is better possibly because the Yeramian approximation uses previous 
knowledge of both mass transfer without chemical reaction and mass trans-
fer with first-order chemical reaction. The approximation proposed by 
Yeramian, et al. (1970) is shown 





where <!> , is the enhancement factor for mass transfer with a first-
1 
order chemical reaction. 
The Danckwerts (1951) transformation of the Newman solution yields 
the following expression for the total mass transferred inside a 
stagnant sphere with first order reaction (Wellek, et al., 1970) 
00 
= 6 2: 
n=l 




This allows the enhancement factor for first order reaction to be evalu-
ated as 
(4.24) 
The total mass transferred can then be calculated by equation (4.20) for 
a second-order reaction. 
The Yeramian approximation is also limited in its application, be-
cause its development assumes that the diffusivities of the two react-
ants are equal. 
4.5. Enhancement Factor 
The enhancement factor, as defined in this work, was calculated 
as the ratio of the dimensionless average flux with reaction to the 
dimensionless average flux without reaction. The enhancement factor 
is also equal to the total mass transferred with reaction divided by 
the average concentration without reaction. 
¢> = !-- = Amt (4.25) 
No Ao 
Thus, the enhancement factor is a measure of the fractional increase 
in the total mass transferred caused by the introduction of a chemical 
reaction. For a diffusivity ratio of unity the range of the enhance-
ment factor is from unity, for no enhancement, to 1+1/Rc, for enhance-
ment due to an instantaneous reaction (Brunson and Wellek, 1970a). A 
reduced enhancement factor, r, is defined as the enhancement factor 
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divided by the quantity 1 + 1/Rc. 
f = 1 + 1/Rc (4.26) 
The reduced enhancement factor has a maximum value of one. This re-
duction of the enhancement factor was done to make possible a less 
cluttered graphical presentation. The reduced enhancement factor is 
shown as a function of dimensionless time for parametric values of the 
dimensionless reaction rate constant in figures 4.23 through 4.28. The 
curves for the parametric values of reaction rate constant show that 
the effect of the reaction rate constant varies with the concentration 
ratio. Figures 4.23 through 4.25 show the results for a set of solu-
tions in which a concentration ratio, Rc, of 0.2 is used. The distance 
between adjacent curves in each of these figures indicates that each 
successive increase in the dimensionless reaction rate constant brings 
a corresponding increase in the enhancement due to reaction. The same 
is true at small dimensionless times for figures 4.26 through 4.28 where 
the concentration ratio, Rc, is one. However, at large dimensionless 
times even the slowest reaction studied is fast enough to deplete all 
of the reactant initially inside the fluid sphere. Thus, the curves 
for various reaction rate constants converge as the mass transfer pro-
cess approaches equilibrium. 
Johns (1964) in a study of mass transfer in circulating drops, 
found that the dimensionless flux oscillated with time. The oscillation 
was due to the fact that at large Peclet numbers the fluid initially 
at the surface of the sphere is carried through the interior of the 
sphere and reappears at the.other end of the axis of the sphere. The 
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cyclic reappearance of solute-rich fluid at the surface reduces the 
rate of mass transfer. Andoe (1968) found the same type of oscillation 
in his numerical solution for mass transfer with first-order chemical 
reaction. However, Andoe found the oscillations to be less pronounced 
as the reaction rate constant increased. Some of the solute reacted 
before reappearing on the surface. Thus, the enhancement factor for 
second-order reaction is the ratio of one number (dimensionless flux 
with reaction) undergoing damped oscillation and another number (dimen-
sionless flux without reaction) undergoing regular oscillation. There-
fore, some of the curves in figures 4.23 through 4.28 appear irregular. 
The effect is more pronounced for large reaction numbers, because the 
oscillation of the dimensionless flux with reaction is more completely 
damped out. Since the flux does not oscillate for a stagnant sphere 
the irregularity of the enhancement factor curves disappears as the 
Peclet number approaches zero. 
4.6. Application of Results 
As with any model the results of this work are limited by the as-
sumptions made in Section III. However, several guidelines can be 
drawn from this work and the results of this work may apply qualitative-
ly or even quantitatively beyond the limitations imposed by the assump-
tions incorporated into the mathematical model. 
4.6.1. Materials. If reaction is used to enhance the rate of 
solute transfer to a separating phase, the designer is usually free to 
choose both the identity and the concentration of reactant b. The most 
important factors to consider in selection of component b are cost and 
rate of reaction. From figures 4.1 through 4.6 and 4.23 through 4.28, 
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it can be seen that even a moderate reaction rate is sufficient to en-
hance interphase mass transfer in gas bubbles; whereas for a liquid 
droplet, it is important to have as high a reaction rate as possible. 
As an approximate rule of thumb, one can conclude from this work that 
it is advantageous to pay twice as much for a reactant if the reaction 
rate constant can be increased by an order of magnitude. (See figures 
4.1 through 4.6.) 
Since the total mass transferred becomes insensitive to the diffu-
sivity ratio at large Peclet numbers, the diffusivity of component ~ 
is not important. However, it is important that component b does not 
greatly increase the viscosity of the dispersed phase. In many cases 
it will be important that component ~ can be regenerated and used again. 
The effect of the concentration of the b reactant is related to 
both the dimensionless reaction number and the concentration ratio; 
however, the effect is most pronounced as a result of changes in the 
concentration ratio shown in figures 4.7 through 4.15. In general, the 
total mass transferred increases as the initial concentration of com-
ponent b, Cb , is increased. However, a large concentration of react-
- 0 
ant~' could greatly change the viscosity of the dispersed phase. There-
fore, if possible, cbo should be just large enough to approach a pseudo 
first-order reaction. For the complete range of variables studied, 
the total mass transferred could not be increased by as much as five 
per cent, no matter how much the concentration ratio was reduced below 
two-tenths for dimensionless times less than 0.01, the time region of 
interest when the dispersed phase is a liquid. 
4.6.2. Equipment. AftEr the chemicals and concentrations for a 
contactor are selected, the size of the drops formed depend on the 
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nozzle design and operating conditions. Reducing the drop size in-
creases the dimensionless time but reduces the dimensionless reaction 
constant and the Peclet number. Because of the way the dimensionless 
reaction constant varies with drop size, the reduction of drop size is 
not as important for mass transfer with reaction as it is for mass 
transfer without reaction. Despite this effect it is still desirable 
to form small drops. Although the drops formed will not be of uniform 
size, work by Gal-Or and Hoelscher (1966) for transfer from drops with 
and without reaction indicates that there is little error if the mean 
drop size is used. 
Reaction inside the fluid sphere keeps the driving force for mass 
transfer from decreasing rapidly with time. For example, at a Peclet 
number of one hundred if there is no chemical reaction, the dimension-
less flux of a reduces from 29.77 at a dimensionless time of 0.001 to 
0.02 at a dimensionless time of 0.24. However, if there is a chemical 
reaction (e.g. Rc 0 and kR = 160) the dimensionless flux of a has a 
value of 35.89 at a dimensionless time of 0.001 and has only reduced 
to 23.79 at a dimensionless time of 0.24. The large flux at large 
dimensionless times can be seen graphically by examining figures 4.7 
through 4.15. The slope of the graph of the total mass transferred 
plotted against dimensionless time (which is proportional to the flux 
of a) is initially large for all values of Rc· At large times, the 
slope of the graph for Rc = 0 is still large; but the curve represent-
ing no reaction is almost horizontal. Since the presence of a chemical 
reaction reduces the effect of the time of contact on the flux of a it 
is not necessary to redisperse the extracting phase as often as must 
91 
be done when there is no reaction present. This means that if back-
mixing can be tolerated (as is the case with nitration, sulfonation 
and saponification) fewer perforated plates are needed per unit length 




The experimental portion of this work was intended to test the 
theory developed in Section III and a semi-theoretical relation devel-
oped in Section VII. The results of the comparison of theory and exper-
iment are discussed in Section VII. 
5.1. Experimental Design 
The theoretical model developed in Section III is presented as be-
ing valid for a wide range of parameters for small Reynold's numbers. 
In the exper~mental part of this work, it is possible to test the theory 
for only a narrow range of experimental conditions. It was decided to 
study mass transfer with simultaneous second-order chemical reaction 
inside single liquid drops which fall through an immiscible liquid 
phase. The experimental design would make it possible to test the 
theory at small dimensionless times only. This was because the column 
height was restricted to less than one-half meter by room heights of 
the building. 
The chemical system chosen for this study consisted of water drops 
containing 0.04 formal sodium hydroxide and one formal sodium sulfate. 
The choice of these concentrations will be discussed later. The aque-
ous drops formed at a single nozzle and fell freely through a stagnant 
column filled with n-pentyl formate. The n-pentyl formate is only 
slightly soluble in water and reacts with sodium hydroxide by the class 
of reactions known as ester saponofication. 
n-pentyl formate + sodium hydroxide = n-pentyl alcohol 
+ sodium formate 
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Sharma and Nanda (1963) studied ester saponofication inside swarms 
of aqueous drops. They did not directly measure droplet size or con-
tact time. This work was planned to study a system similar to those 
studied by Sharma and Nanda. This work differs from the work by Sharma 
and Nanda in that single drops were studied and droplet sizes and con-
tact times were measured. N-pentyl formate was chosen as the ester 
for the reaction because it reacts rapidly with sodium hydroxide and 
is only slightly soluble in aqueous solutions. 
5.1.1. Equipment. The experimental apparatus is shown in figure 
5.1. Most of the equipment was made of Pyrex glass. The burette, 
which held the phase to be dispersed, was made by fusing together two 
fifty milliliter graduated burettes. A ground glass fitting was fused 
to the top of the burette to allow for an air tight seal. The only 
vent for the burette was a capillary tube, which was connected to the 
outside of the burette and extended from the top of the burette to 
about halfway down the burette. 
The burettes which were previously used as reservoirs for the dis-
persed phase (Andoe, 1968) were closed at the top by a tapered poly-
ethylene stopper. The polyethylene stopper did not fit well enough to 
make an air tight seal with the burette. Air leaks about the poly-
ethylene stopper allowed the pressure at the bottom of the burette to 
vary. The variation of the pressure made it difficult to hold the 
frequency of drop formation constant. The use of a ground glass stop-
per in this work eliminated the problem of pressure leaks about the 
stopper. 
The vent in the burette used by Andoe was a capillary tube which 











Figure 5.1. Experimental Apparatus 
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the capillary tube used by Andoe was inside the burette, a correction 
was necessary for all volume measurements read from the burette. The 
need for a correction was negated in this work because the capillary 
vent was external to the burette. 
The burette used in this work was twice as tall as the burette 
used by Andoe (1968). The extra height of the burette allowed a greater 
constant pressure on the drop forming nozzle than was possible with the 
burette length used by Andoe. The greater height made the burette cum-
bersome and limited the height of column which could be used in a lab-
oratory with a low ceiling. 
The bottom of the burette was fused to a glass fitting which could 
be connected to a teflon needle valve used to regulate the flow from 
the burette. At the other end of the needle valve another glass con-
nector was fused to the barrel of a hypodermic syringe. The use of a 
syringe fitting allowed the use of different nozzles to form the aque-
ous drops in the continuous ester phase. The nozzles were made from 
stainless steel hypodermic needles. The points of the needles were 
carefully sanded off to form blunt ends. Four nozzle sizes were used; 
15, 20, 24, and 27 gauge. 
The column where the actual contact took place was constructed 
from a seven and one-half centimeter pyrex glass tube. There were 
three different columns made from tubes of different lengths to allow 
for different times of contact of the aqueous drops. The column lengths 
used were 5, 25, and 45 centimeters. The bottoms of the columns were 
tapered and fused to another glass fitting. This fitting held a teflon 
needle valve to regulate the flow rate of the coalesced drops out of 
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the bottom of the column. Another glass fitting at the bottom of the 
valve provides an exit tube where the coalesced drops could be collected 
in a sample bottle. 
5.1.2. Experimental Procedure. Just prior to a droplet extrac-
tion experiment in the extraction column, an aqueous solution was pre-
pared which was one formal in sodium sulfate and a little more than 
0.04 formal in sodium hydroxide. This solution was titrated with stan-
dard oxalic acid solution (0.02 Normal) in order to determine the sodi-
um hydroxide concentration. The basic solution was then diluted with 
one formal sodium sulfate solution, until it was 0.04 formal base. 
About one hour before an experimental run, the n-pentyl formate 
to be employed as the continuous phase was also prepared. The n-pentyl 
formate for the first runs was poured into four-liter separatory fun-
nels and saturated with carbon dioxide free water. Later in the ex-
perimental work, it was suggested (Dr. D. S. Wulfman, private communi-
cation) that one hour was sufficient to allow the water to significant-
ly hydrolize the ester. 
n-pentyl formate + water = n-pentyl alcohol + formic acid 
The hydrolysis is especially important since this reaction is autocat-
alytic. 
After the possibility of hydrolysis was suggested, all ester was 
stored over dry calcium carbonate and molecular sieves. This ester 
was not saturated with water, but was filtered to remove any suspended 
solids, and used dry. The results of runs with both wet and dry ester 
are presented in Section VII. 
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After both solutions were prepared, the burette and the column 
were cleaned with acid cleaning solution and rinsed with the solution 
which they would contain during the run. Then, the burette was filled 
to above the top graduation with the aqueous solution. The column was 
filled to a predetermined height with n-pentyl formate. Then the de-
sired nozzle was attached to the bottom of the burette and positioned 
over the column so that the nozzle extended about one millimeter into 
the ester phase. 
With all of the equipment assembled as shown in figure 5.1, the 
valve just above the nozzle was opened to allow water drops to form 
in the ester phase and fall to the bottom of the column. A stopwatch 
was used to check the frequency of drop formation. The frequency was 
held constant at one drop per second. 
After drops began to form at the nozzle, the reduced liquid level 
in the burette caused air bubbles to be drawn in through the capillary 
vent. Care was taken to see that the ground glass stopper was in place 
so that the only vent to the atmosphere was the capillary tube. The 
purpose of the capillary vent was to keep the pressure at the nozzle 
constant. 
After several drops had been formed at the nozzle, they began to 
coalesce at the bottom of the column. The needle valve at the bottom 
of the column was opened slightly to allow some of the coalesced drops 
to exit. The level of the coalesced phase at the bottom of the column 
was kept constant at a level, where the outside diameter of the tapered 
column was three-fourths of an inch, as determined by a circle template. 
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When ten to twelve milliliters of aqueous drops had passed through 
the column and were discarded, a sample bottle was placed below the 
exit tube and the sample collection began. During the time that the 
sample was being collected, an electric stop watch was used to record 
the time for a drop to fall from the nozzle to the coalesced phase at 
the bottom of the column. Ten readings were taken, and the average 
was considered the contact time of the drop. The room temperature was 
held constant by manual adjustment of an air conditioner and two port-
able electric heaters. During sample collection, the room temperature 
and the frequency of drop formation were checked frequently and adjusted 
as need be. During a run, the droplet radius and terminal velocity 
were also determined as described in Appendix D. 
After about twelve milliliters of sample were collected, the burette 
was removed from over the column and an additional sample of the uncon-
tacted droplet phase was drawn directly from the burette. This sample 
was used as a check of the formality of the uncontacted aqueous solution. 
The samples were shaken and allowed to sit for at least five min-
utes to allow all of the ester in the water sample time to react with 
the excess of sodium hydroxide. Ten milliliters of the sample were 
then placed in a flask with an excess of standard oxalic acid solution 
(0.02 Normal) and back titrated using uncontacted sodium hydroxide sol-
ution. The indicator for the titration was phenolphthalein. The total 
moles of n-pentyl formate transferred per unit volume of dispersed 
Phase ce is the difference between the initial concentration of 
' mt' 
sodium hydroxide, Cbo' and the final concentration of sodium hydroxide, 
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(5.1) 
Throughout each experiment the temperature in the room was kept 
at twenty-five degrees centigrade, plus or minus one-half degree. The 
results of these experiments are tabulated and discussed in Section VII . 
..... 
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VI. INTERFACIAL CONCENTRATION APPROXIMATIONS 
Interfacial concentrations for mass transfer without chemical re-
action are taken from equilibrium data. When all of the resistance to 
mass transfer exists in one phase, the interfacial concentration of 
the transferring solute is its solubility in the extracting phase. 
However, when there is also a chemical reaction at the interface, the 
concentration of the transferring solute may be some value less than 
the solubility. This portion of the experimental investigation was 
performed to measure the concentration of n-pentyl formate, Cas• on 
the water side of the water-ester interface. 
6.1. Theory 
There are no published data for the solubility of n-pentyl formate 
in water or water solutions. However, experimentally measured surface 
concentrations for n-pentyl formate can be compared with solubilities 
for i-pentyl formate. The solubility of i-pentyl formate in water is 
0.0256 mole per liter at twenty-two degrees centigrade (Seidell, 1941, 
p. 436) and 0.0282 mole per liter at thirty degrees centigrade (Sharma 
and Nanda, 1968). 
When ionic compounds are added to water, the solubility of the es-
ter is reduced by a process known as "salting out". This reduced sol-
ubility can be estimated by the method of van Krevelen and Hoftijzer 
(1948b) as reported by Danckwerts (1970). 
(6.1) 
Caso is the surface concentration in water and Cas is the surface con-
centration in the ionic solution. The symbol I represents the ionic 
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strength defined by 
I = ~ {6.2) 
where ci is the concentration of an individual ion and z. is the cor-1 
responding ionic charge. The concentrations of sodium hydroxide and 
ester are too small to enter into these calculations. From equation 
(6.2) the ionic strength of one formal sodium sulfate is three. The 
coefficient g is an empirical constant. 
where (Danckwerts, 1970) 
g+, sodium ion contribution = 0.091 
g_, sulfate ion contribution = 0.022 
ge' ester contribution = negligible 
6.2. Concentration Cell 
The interfacial concentration of n-pentyl formate in various 
(6.3) 
aqueous solutions was measured. A large diameter burette (3 to 3.5 em.) 
fitted with a teflon stopcock and a capillary exit tube was used. This 
especially made burette is referred to in this work as a concentration 
cell. 
The same type of concentration cell was used by Andoe (1968). The 
exit tube for the concentration cell used by Andoe was a large diameter 
glass tube. The capillary exit tube used in this work made it possible 
to make a more accurate separation of the two phases than was possible 
with the concentration cell used by Andoe. 
Fifty milliliters of aqueous solution were drained from a pipette 
into a clean concentration cell. Then twenty-five milliliters of 
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n-pentyl formate was added to the concentration cell from a pipette. 
The ester drained slowly down the side of the concentration cell. The 
time for an interfacial concentration determination was considered to 
begin when the ester first covered the free surface of the aqueous 
solution. After a desired portion of an hour, the stopcock of the con-
centration cell was opened and the aqueous phase was slowly drained in-
to a sample bottle. The stopwatch was stopped when the interface be-
tween the ester and water reached the small portion of the concentra-
tion cell just above the stopcock. The length of a run was approximate-
ly one-half hour or one hour. The capillary exit tube allowed the col-
lection of virtually all of the aqueous phase. During each run, the 
depth of the meniscus between the ester and the water was measured by 
a cathetometer. The depth of the meniscus was used to calculate the 
transfer area for the concentration cell. 
Interfacial concentrations were measured for three aqueous solu-
tions. The aqueous phase for series A was 0.02 formal sodium hydroxide 
solution. For series B, the aqueous phase was one formal sodium sulfate. 
The aqueous phase for series C was one formal sodium sulfate and 0.04 
formal sodium hydroxide. 
Expressions for interfacial concentrations with and without chem-
ical reaction were derived in Appendix E. The method of least squares 
was applied in the developments. Thus, for series B 
(6.4) 




The interfacial concentration was calculated for each individual 
run and compared to the "least squares" value for the four runs in a 
series. The comparison was in the form of the average absolute per 
cent deviation, AAPD (see Tables 6.1 and 6.2). 
The area for mass transfer in the concentration cell was calcu-




p = radius of concentration cell, em. 
q =meniscus depth, em. (see Tables 6.1, 6.2, and 6.3) 
6.3. Discussion of Method 
The use of the penetration theory to develop the least squares ex-
pression for the interfacial concentration requires the assumption that 
the aqueous side of the interface is stagnant. A stagnant interface 
is not completely true at the start of a run when the n-pentyl formate 
is drained onto the top of the aqueous phase. Care was taken to let 
the ester run slowly down the side of the concentration cell to avoid 
mixing at the interface. Despite this care, the impact of the entering 
ester always caused visible mixing at the interface. The error from 
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this mixing is probably small, since the mixing effect is limited to 
about the first minute of contact when rates of mass transfer by dif-
fusion are so large that they are probably comparable to mass transfer 
rates in non-stagnant fluids. 
There is a possibility of mixing at the interface during with-
drawal of the aqueous sample. However, the sample was withdrawn very 
slowly through the capillary exit tube. It required about three min-
utes to collect the fifty milliliter sample and there was no mixing ob-
served at the interface. There was, therefore, no reason to believe 
that the sample was not withdrawn in plug flow. 
The time required to obtain an apprecialbe concentration change 
in the concentration cell raises a question of the applicability of 
the interfacial concentration data to droplet studies. The shortest 
time used in the concentration cell experiments was one-half hour. The 
longest contact time in the droplet studies was six seconds. If the 
interfacial concentration changes with time, the values obtained at 
large times would not apply to short time droplet studies. However, 
it is not likely that the interfacial concentration is time dependent 
for the system studied in this work. Since the organic phase is pure 
n-pentyl formate, there are no diffusional considerations in the organic 
phase. Thus, n-pentyl formate is always present on the organic side 
of the interface at a constant concentration value. It will be shown 
in the next section that for Series A and Series B the experimentally 
determined interfacial concentration did not change as the contact 
time was varied from one-half hour to one hour. Hence it was safely 
assumed that the concentration of n-pentyl formate on the aqueous side 
of the interface is constant with time. 
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6.4. Results 
The data for the study of the interfacial concentration of n-pentyl 
formate in 0. 02 f.ormal sodium hydroxide solution (Series A) is given 
in Table 6.1. The least squares fit of the data indicates an inter-
facial concentration, Cas• of 0.0278 moles per liter with an average 
absolute per cent deviation of six per cent. Within experimental error 
this concentration compares with the solubilities of i-pentyl formate 
in water given in the introdudOon to this section (Seidell, 1941, p. 
436 and Sharma and Nanda, 1968). Despite the chemical reaction, the 
interfacial concentration is essentially the same as the solubility in 
water. 
With 0.0278 moles per liter as the solubility of n-pentyl formate 
in water, equation (6.1) predicts the solubility of n-pentyl formate 
in one fOrmal sodium sulfate to be 0.0127 moles per liter. Table 6.2 
(Series B) shows the interfacial concentration of n-pentyl formate in 
onefurmal sodium sulfate to be 0.0134 moles per liter (with an AAPD of 
four per cent). Therefore, the van Krevelen and Hoftijzer correlation 
is valid for this case of interfacial concentration determination. 
6.5. Interfacial Turbulence 
The actual concentrations in the bulk of the aqueous phase used in 
the droplet studies are 0.04 formal sodium hydroxide and one formal 
sodium sulfate. Series C of the interfacial concentration studies was 
designed to measure the interfacial concentration of n-pentyl formate 
in 0.04 formal sodium hydroxide and one formal sodium sulfate aqueous 
solution. The results for series C are shown in Table 6.3. The con-
centration of sodium hydroxide for series C is too small to cause any 
TABLE 6.1 
INTERFACIAL CONCENTRATION DETERMINATION--SERIES A 
Light Phase: n-pentyl formate saturated with water 
Dense Phase: 0.02 f sodium hydroxide solution 
V =SO cm2, p = 1. 746 em, Db= 1.56 x 10-5 cm2/sec, Da = 0.692 x 10-5 cm2/sec 
Sample time meniscus area initial mass 
depth concentration transferred 
t q so cbo cmt 
sec mm cm2 mole/liter mole/liter 
A-1 3607 3.1 8.61* 0.0187 0.0024 
A-2 3478 2.5 10.1 0.0228 0.0030 
A-3 3660 0.8 9.59 0.0202 0.0031 
A-4 1788 0.9 9.59 0.0204 0.0021 
-
* p = 1.587 em 













INTERFACIAL CONCENTRATION DETERMINATION--SERIES B 
Light Phase: dry n-pentyl formate 
Dense Phase: 1 f sodium sulfate solution 
3 V = 50 em , p = 1. 746 em, -5 2 Da = 0.469 x 10 em /sec 
Sample time meniscus area mass 
depth transferred 
t q So - 4 Cmt x 10 
2 
mole/liter sec nnn em 
B-1 3595 0 9.59 3.96 
B-2 1810 0 9.59 2.58 
B-3 3598 3.3 10.37 4.04 
B-4 1815 3.2 10.37 2.72 














INTERFACIAL CONCENTRATION DETERMINATION--SERIES C 
Light Phase: dry n-pentyl formate 
Dense Phase: 0.04 f sodium hydroxide, 1 f sodium sulfate solution 
2 -5 2 -5 2 
V =50 em , p = 1.746 em, Da = 0.469 x 10 em /sec, Db= 1.01 x 10 em /sec, Cbo = 0.0399 
Sample time meniscus area mass interfacial 
depth transferred concentration 
t q s . cmt c 0 as 
2 
mole/liter mole/liter mm em sec 
C-1 1806 2.8 10.13 0.0032 0.137 
C-2 1809 3.0 10.20 0.0036 0.165 
C-3 3614 3.0 10.20 0.0062 0.218 





appreciable salting out of the ester in comparison to the salting out 
of the ester by the sodium sulfate. In addition, the results of Series 
A of the interfacial concentration studies have shown that the reaction 
between sodium hydroxide and n-pentyl formate is too slow to appreci-
ably deplete n-pentyl formate from the interface. Therefore, the exper-
imentally determined interfacial concentration of n-pentyl formate for 
Series C should be about 0.0134 moles per liter, as measured in Series 
B. However, as seen in Table 6.3, the interfacial concentration ob-
tained in Series C is at least an order of magnitude greater than the 
interfacial concentration from Series B. The unexpectedly high results 
for Series C could not result from increased solubility, but might be 
due to mixing in the aqueous phase. The mixing is thought to be sur-
face tension driven interfacial turbulence as observed by Seto, et al. 
(1971) for flat interfaces. In agreement with the observations by Seto, 
the data in Table 6.3 indicate that the effect of mixing is more pro-
nounced at longer times. Seto found that, although their systems did 
exhibit turbulence for contact times greater than twenty minutes, the 
same systems did not exhibit turbulence at contact times comparable to 
the times involved in the droplet studies described in this work. There-
fore, the presence of turbulence at long contact times does not support 
the conclusion that turbulence is present at short contact times. 
Bupara (1964) showed that the criteria for interfacial turbulence at 
a curved surface is different from the criteria at a flat interface. 
Thus, interfacial turbulence could be important for mass transfer with 
chemical reaction in the concentration cell, but not important in the 
freely falling drops. 
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The values given in Table 6.3 were not thought to be representa-
tive of the true interfacial concentration. Therefore, the value of 
the interfacial concentration was taken to be 0.0134 moles per liter 
as found for mass transfer without chemical reaction in Series B. 
An attempt was made to detect optically the presence of spontan-
eous interfacial turbulence at a flat interface. A laser grating inter-
ferometer, described by Griffin and Throne (1968), was assembled by 
Mr. Ron Cannon as a special research project. When a liquid-liquid 
interface was optically aligned with the laser beam, the concentration 
gradients appeared as dark lines on a screen. Unless interfacial tur-
bulence or.·other concentration dependent phenomena were present, the 
lines would be straight and horizontal. Any irregularities in the 
lines could be identified as interfacial turbulence or density driven 
convective currents. Turbulence was observed in the ethyl acetate-
aqueous sodium hydroxide system studied by Seto et al. (1971) in the 
form of ripples in the concentration gradient lines. Turbulence in 
the t-butyl chloride in benzene-water system studied by Andoe (1968) 
was observed as jets of organic phase which penetrated one to two cen-
timeters into the water. 
The same laser optical test was applied to n-pentyl formate in 
contact with aqueous sodium hydroxide solutions which contained one 
formal sodium sulfate or no sodium sulfate. Turbulence in the form of 
occasional jets was observed for one-tenth formal sodium hydroxide sol-
ution which did not contain sodium sulfate. However, no turbulence 
was visually observed at the flat interface if the aqueous phase con-
tained one formal sodium sulfate for sodium hydroxide concentrations 
which varied from 0.02 formal to one formal. 
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Turbulence was detected in the interfacial concentration studies 
for an aqueous phase which contained 0.04 formal sodium hydroxide and 
one formal sodium sulfate. For the same concentrations no turbulence 
was detected by the optical method. The interfacial concentration 
studies were more effective in detecting turbulence than was the opti-
cal study because the criteria for turbulence was based on a numerical 
calculation rather than a visual judgement. 
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VII. EXPERIMENTAL DISCUSSION 
The droplet mass transfer results were obtained as described in 
Section V and are tabulated in Tables 7.3 through 7.6. In addition, 
the physical properties of the chemicals used are described in Appen-
dix D. This chapter explains the way the experimental results were 
treated to eliminate end effects and compared with theory. The para-
meters for this experimental study are shown in Table 7.1. The physi-
cal properties used to calculate the parameters are given in Appendix 
o. The terminal velocity was measured for 1 formal Na2S04 and 0.04 
formal NaOH solution falling through n-pentyl formate presaturated 
with water. All other physical properties were measured for dry n-pentyl 
formate. A more complete description of the means by which the physi-
cal properties were measured is given in Appendix D. 
7.1. Theoretical Assumptions 
This section will discuss the extent to which the experimental 
system described in Section V, satisfies the assumptions which are 
basic to the theory developed in Section III. 
7.1.1. Heat Transfer. Seto, et al. (1965} used fine thermocouple 
probes inserted at various points in a system of ethyl acetate in con-
tact with NaOH solution. They found temperature differences of no more 
than half a degree Centigrade to exist throughout the system. The con-
centration changes for n-pentyl formate in contact with sodium hydrox-
ide solution would be smaller than if the ester were ethyl acetate. 
The ethyl acetate is much more soluble in water. Since the concentra-








DIMENSIONLESS VARIABLES IN THE EXPERIMENTAL STUDY 
BASED ON PHYSICAL PROPERTIES FOR DRY N-PENTYL FORMATE 
R = 0.335 c 
R = 2.16 D T = 25.0 + 0.5°C 
Nsc = 2960 
kR NPe X 10-4 
3023 7.14 490 
3979 8.35 573 
5437 9.82 674 







be less. The temperature gradients in the experimental system will 
thus be considered negligible. 
7.1.2. Velocity Profile. The shape of the aqueous drops was 
visually observed as the drops fell through the continuous phase. The 
drops formed with the 27 gauge nozzle appeared to be spherical. All 
of the other drop sizes studied were larger and deviated from a spheri-
cal shape. The shape of the two largest sized drops oscillated from 
almost spherical to ellipsoidal. Therefore, if the theory developed 
in Section III is valid for this experimental system, it would apply 
only for the smallest drop size. 
The second fluid flow assumption requires that wall effects be 
insignificant. The nozzle was always located so that the drops fell 
through the central part of the column. The ratio of the column dia-
meter to the diameter of the largest liquid drop was greater than fif-
teen. Therefore, wall effects should not have been significant. 
The assumption of a steady state velocity profile within the drop-
lets is not valid in the oscillating drop sizes. The oscillation sets 
up turbulent fluid motion which fluctuates with time. In non-oscilla-
ting drops the laminar fluid flow approaches steady state after detach-
ment from the nozzle. As the velocity profile inside the drop approaches 
steady state, the falling drop approaches a terminal velocity. The 
proximity of a drop velocity to its terminal velocity can be approxi-
mated by comparing the ratios of column height to contact time for suc-
cessive columns. Between the 25 and 45 centimeter columns, this ratio 
changes by five to ten per cent for the various drop sizes. However, 
the ratio of the column height over the contact time is not a true 
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measure of the velocity, because it includes end effects. Therefore, 
the velocity after 25 centimeters probably differs from the velocity 
at 45 centimeters by less than five or ten per cent. 
The variation in concentrations in the drop is less than 0.04 for-
mal for sodium hydroxide and 0.0134 formal for n-pentyl formate. This 
variation would not significantly alter the viscosity or density of the 
dispersed phase. The constant density and viscosity allows the assump-
tion that the mass transfer equations and the fluid flow equations are 
independent. 
If a nozzle was formed or cleaned improperly the forming drop 
would be skewed to one side. A drop so formed would not fall straight 
down the column. All nozzles which did not form the drops properly 
were discarded. If the nozzles were not checked for drop formation, 
the assumption that the velocity profile is symmetrical about the polar 
axis would be invalid. 
If no impurities collect at the interface, the velocity field is 
continuous at the phase boundary. Extreme care was taken to exclude 
all polar organic impurities. These characteristically collect at the 
interface. 
The final hydrodynamic assumption is the least likely to apply to 
the experimental system. The Hadamard streamlines have been shown to 
be qualitatively valid for Reynolds numbers approaching one hundred 
(Johnson and Hamielec, 1960), but all Reynolds numbers for this study 
were over four hundred. Photographic evidence indicates that the 
Hadamard results are not valid in this flow regime. 
7.1.3. Mass Transfer. The reaction of sodium hydroxide with an 
ester is irreversible (Groggins, 1952, p. 668). The reaction is also 
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first-order with respect to the ester and first order with respect to 
sodium hydroxide. 
The continuous phase was primarily or entirely n-pentyl formate, 
depending on the type of experiment. Since each water drop was com-
pletely surrounded by essentially pure material to be extracted, the 
surface of the drop was always saturated, as assumed. Further substan-
tiation of this fact is given by the results in Section VI. 
It is vital to the sample analysis as well as the development of 
the theory that the sodium hydroxide is not soluble in the continuous 
phase. In general, ionic substances are not soluble in organic solutes. 
Seto (1969) studied sodium hydroxide solutions in contact with various 
esters and found no trace of either sodium hydroxide or sodium formate 
in the ester phase. 
7.1.4. Limitations and Other Models. The three pervious sections 
discussed the validity of the assumptions used in Section III, as ap-
plied to the experimental system. All of the assumptions for the cir-
culating drop model are valid for this system, except the limitations 
on the fluid flow model. The most important limitation is probably the 
use of velocity profiles for creeping flow in the theoretical model. 
At present, a computer program is being processed under the direction 
of Dr. R. M. Wellek to calculate velocity profiles which would be valid 
for much higher Reynolds numbers. This revised velocity profile would 
be valid for the smallest drop size used in this study. No attempt is 
currently underway to treat mass transfer with reaction in turbulent 
drops. 
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The penetration theory for mass transfer is strictly valid only 
for quiescent fluids. Therefore, the experimental hydrodynamic condi-
tions rule out the strict application of this theory. In other words, 
the determination of the proper characteristic contact time in this 
problem is very difficult. 
The film theory fits all experimental conditions except that a 
circulating drop does not exactly fit the idealized model for the film 
mass transfer model. However, an empirical approximation of the film 
thickness based on a similar system will be compared with the experi-
mental results. 
7.2. Data Correlation by Least Squares Technique. 
e 
The total mass transferred per unit droplet volume, ~t' found by 
analysis of the samples as described in Section V, includes the mass 
transferred during drop formation and coalescence. Johnson, et al. 
(1958) suggest accounting for end effects by plotting the fraction ex-
tracted against the square root of the contact time. The intercept of 
this curve, extrapolated to zero contact time, is an approximation of 
the total mass transferred during drop formation and coalescence. The 
form of a straight line equation for the total mass transferred with 
e 
end effects, ~t' as a function of the square root of the dimensionless 
time, T, is 
(7.1) 
The intercept of equation (7.1), e 1 , is the total mass transferred dur-
ing end effects. The coefficients for equation (7.1) were evaluated 
by a least squares fit of the experimental data ~iller and Freund, 
1965, p. 230). 
and 
1 M 
e == - ~ 1 M l 
_e ez M 1.. 




These coefficients are shown in Table 7.2 for each nozzle size. The 
average absolute per cent deviation (AAPD) of the quantity predicted 
by equation 7.1 from the experimental total mass transferred with end 
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experimental mass transferred, with end effects, are shown in figures 
7 1 th h 7 4 From these results, the total mass transferred during . roug • . 
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Figure 7.1. Total Mass Transferred with End Effects 
as a 
Function of the Square Root of Dimensionless 





























Figure 7.2. Total Mass Transferred with End Effects as 
a Function of the Square Root of Dimension-
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Figure 7.3. Total Mass Transferred with End Effects as 
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less Time for a Reynolds Number of 674 
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Figure 7.4. Total Mass Transferred with End Effects as a 
Function of the Square Root of Dimensionless 




MASS TRANSFER DATA FOR 27 GAUGE NOZZLE 
vt = 16.1 em/sec a = 0.129 em 
Total Moles 
Transferred 
Column With End Total Mass Height Contact Time Effects Transferred 
4 ce Amt T X 10 t mt 
em sec Dimensionless mole/liter Dimensionless 
5* 0.24 0.82 0.0064 0.156 
0.0051 0.059 
45* 2.99 10.24 0.0087 0.328 
0.0085 0.313 
5 0.24 0.68 0.0056 0.097 
0.0052 0.067 
25 1.59 4.48 0.0068 0.186 
0.0071 0.209 
45 3.22 9.08 0.0092 0.365 
0.0086 0.320 
*n-pentyl formate presaturated with water 
a = 0.117 em 
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TABLE 7.4 
MASS TRANSFER DATA FOR 24 GAUGE NOZZLE 
v 
t 
:0:: 16.4 em/sec a = 0.148 em 
Total Moles 
Transferred 
Column With End Total Mass 
Height Contact Time Effects Transferred 
t T X 10 4 Cit Amt 
em sec Dimensionless mole/liter Dimensionless 
5* 0.22 0.55 0.0046 0.154 
0.0034 0.064 
45* 2.65 6.62 - 0.0074 0.363 
5 0.22 0.47 0.0038 0.094 
25 1.39 2.98 0.0052 0.199 
0.0052 0.199 
45 2.91 6.23 0.0070 0.333 
0.0070 0.333 
*n-pentyl formate presaturated with water 
a = 0.137 em 
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TABLE 7.5 
MASS TRANSFER DATA FOR 20 GAUGE NOZZLE 
v = 16.5 em/sec a = 0.173 em t 
Total Moles 
Transferred 
Colunm With End Total Mass 
Height Contact Time Effects Transferred 
t T X 10
4 ce 
mt A mt 
em sec Dimensionless mole/liter Dimensionless 
5* 0.19 0.34 0.0026 0.098 
0.34 0.0028 0.113 
45* 2.64 4.72 0.0058 0.336 
5 0.19 0.30 0.0026 0.097 
0.30 0.0024 0.083 
25 1.35 2.12 0.0040 0.202 
2.12 0.0040 0.202 
45 2.67 4.18 0.0060 0.351 
4.18 0.0062 0.366 
*n-pentyl formate presaturated with water 
a = 0.162 em 
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TABLE 7.6 
MASS TRANSFER DATA FOR 15 GAUGE NOZZLE 
vt = 15.2 em/sec a= 0.220 em 
Total Moles 
Transferred 
Column With End Total Mass 
Height Contact Time Effects Transferred 
4 ce Amt t T X 10 mt 
em sec Dimensionless mole/liter Dimensionless 
5* 0.24 0.27 0.0022 0.106 
0.27 0.0018 0.076 
45* 2.90 3.24 0.0044 0.270 
25 1.42 1.35 0.0032 0.180 
1.35 0.0032 0.180 
1.35 0.0029 0.158 
45 2.69 2.56 0.0044 0.270 
2.56 0.0048 0.300 
*n-pentyl formate presaturated with water 
a = 0.205 em 
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The data for individual experimental runs are shown in Tables 7.3 
through 7.6. For all column lengths except the shortest, the individ-
ual data points were repeated with a maximum absolute deviation of 
less than eleven per cent from the average of a set of data points. 
For the shortest column length some data points deviated from the 
average by as much as 64 per cent. A possible reason for the greater 
deviation for the shortest column length is given in section 7.3.2. 
7.3. Comparison With Theory 
The values of the dimensionless expression for total mass trans-
ferred, A , are listed in Tables 7.3 through 7.6 and are plotted in 
mt 
figures 7.5 through 7.8. The data points, obtained for those runs in 
which the n-pentyl formate was presaturated with water, are designated 
by circles, and the data points for dry n-pentyl formate are designated 
by triangles. The least squares equations developed in section 7.2 
are also shown in figures 7.5 through 7.8. 
The experimental data will be discussed with respect to the lam-
inar fluid sphere model developed in Section III and an adaptation of 
the film theory developed in section 7.3.2. 
7.3.1. Fluid Sphere Model. It was shown in Section IV that for 
dimensionless times less than 0.001 the fluid sphere model could be 
closely approximated by the penetration theory. Yeramian, et al. 
(1970) found their approximation, which was discussed in section 4.4.2. 
of this work, to predict mass transfer with second-order reaction by 
the penetration theory with less than eight per cent error. Because 
of the simplicity of the Yeramian approximation, equation (4.22) was 
used in figures 7.5 through 7.8 to generate the curves for the fluid 
sphere model. The enhancement factor for mass transfer with first-
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Figure 7.5. Experimental Total Mass Transferred as a Function of 
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Figure 7.6. Experimental Total Mass Transferred as a 
Function of Dimensionless Time for a Reynolds 
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Figure 7.7. Experimental Total Mass Transferred as a
 
Function of Dimensionless Time for a 
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The value of the enhancement factor given by equation (7.5) was used 
in conjunction with equations (4.17) and (4.22) for the Yeramian ap-
proximation. The value oft used in equation (7.5) was the droplet 
contact time. 
The total mass transferred, as calcualted by the penetration 
theory, is consistantly less than that experimentally observed. For 
the smallest drop size, shown in figure 7.5, only two of the experi-
mental data points are significantly greater than twice the total mass 
transferred predicted by the penetration theory. For the oscillating 
drops, the experimental total mass transferred is as much as four times 
that predicted by the penetration theory. (i.e., equations (4.17), 
(4.22) and (7.5)). The even greater deviation of the oscillating drop 
data from th~ penetration theory is probably due to the turbulent mix-
ing inside the drop. As mentioned in section 7.1, the velocity pro-
file used to develop the fluid sphere model was probably inadequate for 
even the smallest drop size, since the droplet Reynolds number was in 
all cases much greater than unity. 
7.3.2. Film Theory Approximation. The best available correlations 
for mass transfer in drops, for the Reynolds numbers encountered in this 
study, were empirical correlations developed by Skelland and Wellek 
(1964). Their correlations were for Sherwood numbers. For non-oscil-
lating, circulating drops the following expression is obtained for the 
Sherwood number: 










Equation (7.6) was based on data taken for Reynolds numbers which 
ranged from nineteen to three hundred and four. The average absolute 
per cent deviation of the Sherwood number predicted by equation (7.6) 
from the experimental data by Skelland and Wellek was 34 per cent. 
For oscillating drops Skelland and Wellek proposed two correlations. 
Brunson and Wellek (1970b), in a study of mass transfer inside oscil-
lating drops, found the following correlation to be better than the 
other. 
• 0. 320 N0.68 NO.lO T-0.14 
Re p 
(7.7) 
Equation (7.7) was based ondata taken for Reynolds numbers which 
ranged from four hundred and eleven to three thousand one hundred and 
fourteen. The average absolute per cent deviation of the Sherwood 
number predicted by equation (7.7) from the experimental data by 
Skelland and Wellek was 10.5 per cent. 
As indicated in section 4.4.1., the mass transfer index to use 
with the film theory is the dimensionless flux, N, not the Sherwood 
number, Nsh· The dimensionless flux can be calculated from the empir-
ical Sherwood number by equation (4.19). 
Since 
(7.8) 




A semi-empirical correlation for the enhancement factor for a second-
order chemical reaction can be obtained by combining equation (7.9) 
with the film theory development described by equations (4.8) and (4.9). 
The enhancement factor may be used to calculate the total mass trans-
ferred, Amt' from equation (7.8) by use of equation (4.17). Equation 
(7.6) was used to evaluate the Sherwood number for circulating drops. 
Equation (7.7) was used for oscillating drops. (A sample calculation 
for the case of a· circulating drop is given in Appendix F.) The drops 
formed by the 27 gauge nozzle appeared to remain spherical so the cor-
relation for circulating drops, equation (7.6), was used. Both of the 
larger drops (formed by the 15 and 20 gauge nozzles) were observed to 
oscillate. The data for the oscillating drops were treated by the cor-
relation developed from equation (7.7). The drops formed by the 24 
gauge nozzle were not observed to oscillate and were thus compared with 
the empirical correlation for circulating drops. However, since the 
drops formed by the 24 gauge nozzle were the largest drops which were 
not observed to oscillate, they were probably part of a transition re-
gion between circulating drops and oscillating drops. For this reason, 
the empirical curves for both circulating and oscillating drops are 
shown on figure 7.6, which represents data from the 24 gauge nozzle. 
The average absolute per cent deviation, AAPD, of the experimental 
data points, from the empirical film theory model developed here was 
calculated for each nozzle size. The total moles transferred per unit 
volume was experimentally determined by subtracting the final sodium 
hydroxide concentration from the initial sodium hydroxide concentration 
as described in section 5.1.2. For the shortest column length this 
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subtraction involved two large numbers very close to each other. The 
subtraction of two numbers close to each other is a situation which 
could lead to substantial error in the experimental total mass trans-
ferred. The cause for this error can be seen from the following devel-
opment. Equation (7.4) may be rewritten. 
Amt = 
cbo - cbf 
Cas 
- el (7.10) 
Equation (7 .10) can be rearranged 
A = (Cbo) (Cbf + el) 
mt Cas cas 
(7 .11) 
For the shortest column length, the total mass transferred, ~t' is as 
small as two and one-half per cent of either term in parentheses on 
the right hand side of equation (7.11). A one per cent error in either 
term in parentheses may lead to an error of forty per cent or more in 
the total mass transferred. For this reason, the AAPD was also calcu-
lated for each nozzle size except for the shortest column (in which 
case the error would be greatest). 
The experimental values of total mass transferred for the smallest 
drop size (27 gauge nozzle) were all greater than predicted by the film 
theory using the Skelland and Wellek correlation. The AAPD of the ex-
perimental total mass transferred from the theoretical total mass trans-
ferred for all ten data points was 53.4%. By excluding the data for 
the shortest column length, the AAPD for the remaining six data points 
was 24.6%. 
The film theory solution for mass transfer with second-order chem-
ical reaction cannot be expected to be any better than the equation 
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used for mass transfer without reaction. The Skelland and Wellek cor-
relation for mass transfer in non-oscillating drops predicted their 
data with an average absolute per cent deviation of 34% for the Sherwood 
number. As estimated from typical physical properties, an AAPD of 34 
per cent for the Sherwood number would correspond to an AAPD of about 
twenty per cent for total mass transferred without reaction. 
The AAPD of the experimental total mass transferred from the theo-
retical (equation 7.6) for the eight data points for the 24 gauge 
nozzle was 91.8%. The AAPD was reduced to 53.3% by excluding the three 
data points for the shortest column height. The data for the 24 gauge 
nozzle seem to be closer to the empirical curve for oscillating drops 
than they are to the empirical curve for circulating drops. The re-
lationship of the data to the empirical curves lends weight to the 
opinion that this drop size is somewhat unstable and on the verge of 
oscillation. This transition would explain why the data for the 24 
gauge nozzle has a more pronounced deviation from theory than is exhib-
ited for any other size. 
The drops from the two largest nozzles oscillated. There was no 
trend as to the relative magnitude of the theoretical and experimental 
results for the next to largest drop. The theoretical results were 
generally higher than the experimental results for the largest drops. 
The AAPD for all nine of the drops formed at the 20 gauge nozzle was 
45.3. The AAPD for the same nozzle excluding the four data points for 
the shortest column was 14.9%. The agreement for the 15 gauge nozzle 
was even better. The AAPD for eight points was 28.0 per cent. For the 
six data points for the larger columns, the AAPD was 11.2 per cent. 
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These figures compare well with an AAPD of 15.6 per cent which Brunson 
and Wellek (1970b) found for the Skelland and Wellek oscillating drop 
correlation for experimental data without reaction. 
Andoe (1968) studied an experimental system for mass transfer 
with first-order chemical reaction. He found the experimental total 
mass transferred to be seven to ten times as great as predicted by the 
penetration theory. Andoe attributed this phenomena to surface tension 
driven turbulent mixing at the interface where mass transfer occurred. 
The possible presence of this type of interfacial turbulence is mention-
ed in Section VI in connection with the interfacial concentration de-
termination. Good agreement between experimental data and the modi-
fied film theory as described by equation (7.9) for this work seems to 
rule out vigorous interfacial turbulence as an important factor. 
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VIII. SUMMARY AND CONCLUSIONS 
8.1. Theoretical 
A mathematical model was described for solute transfer with 
second-order chemical reaction in a fluid sphere, which is circulating, 
as described by the.Hadamard stream function. In Section IV, it was 
shown that for dimensionless times less than 0.001, which are common 
in liquid extraction, the circulating sphere model is closely approxi-
mated by either the film theory or the penetration theory for mass 
transfer with second-order chemical reaction. The penetration theory 
is never valid for dimensionless times greater than 0.2. The film 
theory can be valid at large dimensionless times if all of the para-
meters for mass transfer without chemical reaction are properly evalu-
ated from a hydrodynamically similar system. 
Due to the large Reynolds numbers encountered in the experimental 
portion of this work, it was not possible to test the mathematical 
model with actual laboratory data. 
The portion of the discussion of experimental results presented 
in section 4.6 led to the establishment of some design guidelines. It 
was found that it is not as important to finely disperse a system for 
mass transfer with chemical reaction as it is for mass transfer with-
out chemical reaction. A larger mean diameter of the dispersed phase 
will result in less backmixing of the dispersed phase. It was also 
found in section 4.6 that the contact time had less of an effect on 
the rate of mass transfer with chemical reaction than for the case of 
no reaction. For liquid extraction, the effect of the contact time 
was not important if the concentration ratio was not greater than 0.2. 
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The possible reduction of backmixing in the dispersed phase and the 
diminished effect of the contact time lead to the generally applicable 
conclusion that the distance between trays can be much larger for mass 
transfer with chemical reaction than for mass transfer without reaction. 
8.2. Experimental 
The conclusions for the experimental portion of this work are 
based on the work described in Sections V, VI, and VII. The system 
studied was n-pentyl formate diffusing into an aqueous phase which con-
tains 0.04 formal sodium hydroxide and one formal sodium sulfate. The 
n-pentyl formate and sodium hydroxide react irreversibly and second-
order. 
The abnormally high mass transfer results obtained in the last 
series of runs described in Section VI indicate that spontaneous inter-
facial turbulence might be present for long contact times at a flat 
interface. The agreement of the data for mass transfer to falling 
droplets with an adaptation of published empirical correlations as 
described in section 7.3.2 would indicate that spontaneous interfacial 
turbulence is not significant for the curved interface and short con-
tact time of the droplet studies. 
The experimentally observed mass transfer into the falling aqueous 
drops was shown in section 7.3.1 to be two to four times larger than 
predicted by the fluid sphere (laminar) model. This deviation can 
probably be attributed to the fact that since droplet Reynolds numbers 
ranged from 490 to 789 the fluid motion inside the falling drop was 
probably faster than predicted by the Hadamard model (for Reynolds 
numbers less than one) or was turbulent instead of laminar as assumed 
in the development of the model. 
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The experimental data did agree well with the film theory for mass 
transfer with chemical reaction when used in conjunction with the em-
pirical mass transfer relations presented by Skelland and Wellek (sec-
tion 7.3.2.). 
The problem of mass transfer with second-order chemical reaction 
has been solved for a limited number of geometries and flow conditions. 
In the absence of a valid model for mass transfer with second-order 
chemical reaction, a prediction of mass transfer rates for design 
purposes may be obtained from the corresponding results for mass trans-
fer with no reaction and with first-order reaction by the use of the 
Yeramian correlation. If there are no predictions for mass transfer 
with first- or second-order chemical reaction, a prediction may be ob-
tained by combining the film theory for mass transfer with second-order 
chemical reaction and the mass transfer results for the case of no 
chemical reaction. Such a procedure has been demonstrated with reason-
able success in this study of liquid extraction to single droplets 
with a second order reaction. The same procedure should be applicable 
to other systems. 
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APPENDIX A 
COMPUTER PROGRAM FOR NUMERICAL SOLUTION OF MASS TRANSFER 
WITH SECOND ORDER CHEMICAL REACTION INSIDE A CIRCULATING FLUID SPHERE 
The finite difference equations, derived in Section III, were 
solved on an IBM 360 computer. The following pages show a listing of 
the program in FORTRAN language. Each computer statement is numbered 
in the left margin. These numbers will be used in the explanation of 
the computer program. 
Lines 10 through 24 define the input variables for the computer 
program. The values shown are an example of one set of input variables. 
The complete range of input variables used in this study are shown in 
Table 4.2. 
Lines 26 through 71 calculate quantities used in the bulk of the 
program. Statements 26 through 38 define the space increments and 
ratios of increments used in the finite difference method. Statements 
40 through 48 define the coordinates at the grid points in the sphere. 
Statements 50 through 57 and statements 66 and 67 calculate the veloc-
ity profiles inside the circulating fluid sphere. This program was 
written to use the Hadamard velocity profiles defined by equations 
(3.28) and (3.29). However, the program could be changed to use other 
velocity profiles by removing the above statements and substituting 
statements which would calculate or read in the desired velocities. 
The statements 59 through 71, excluding statements 66 and 67, calcu-
late quantities which are used over and over in the program. These 
quantities were calculated and stored to save computing time. 
Statements 74 through 154 calculate the concentration profiles 
and the mass transfer indices at the first two time steps. Statements 
1 c MASS TRANSFER WITH SECOND ORDER CHEMICAL REACTION 
2 c SOLUTION BY EXPLICIT- METHOD IN SPHERICAL COORDINATES 
3 DIMENSION A1(55,33),A2(55,33),A3(55,33) 
4 DIMENSION B1(55,33),B2(55,33),B3(55,33) 
5 DIMENSION Ql(81),Q2(81),Q3(81,33),Q4(81,33),Q5(81,33) 
6 DIMENSION X1(12),X2(12),X3(12),X4(12),X5(12) 
7 ~DIMENSION VR(81,33),VT(81,33) 
8 DIMENSION R(81),TH(64) 
9 c 
10 c DIMENSIONLESS INPUT VARIABLES 
11 c RD=DIFFUSIVITY RATIO 
12 RD=l.O 
13 c RC=CONCENTRATION RATIO 
14 RC=0.2 
15 c PE=PECLET NUMBER 
16 PE=40.0 
17 c RX=REACTION NUMBER 
18 RX=l60.0 
19 c DTA-TIME INCREMENT 
20 DTA=0.0002 
21 c MR•NUMBER OF INCREMENTS IN ANGULAR DIRECTION 
22 MR=31 
23 c NR=NUMBER OF INCREMENTS IN RADIAL DIRECTION 
24 NR•40 
25 c 





31 - P2•DTA/DTH 
32 S•2.0*DTA/(DR*DR) 


















































DO 2 J=2, MR. 
2 TH(J)=DTH*(J-1) 
DO 3 I=2,NR 
3 R(I)=DR*(I-1) 
C CALCULATE OR READ VELOCITY PROFILES 













DO 101 I=2,NRR 
R2=R(I)*R(I) 











74 c INITIAL CONDITIONS 
75 c FOR TAU=O AND DTA 
76 DO 4 J=l,MRR. 






83 B3 (I ,J)=l. 0 
84 5 CONTINUE 
85 A1(NRR,J)=l.O 
86 A2 (NRR,J)=l.O 
87 A3 (NRR, J) =1. 0 
88 4 CONTINUE 
89 c 










100 DO 26 J=1,MRR 
101 26 A2(I,J)=(Z5/Z4+Z4*Z6)/2.0 
102 c 
















116 50 X4(L)=1.0 
117 X2(1)=X2(1)/X3(1) 
118 X4(1)=X4(1)/X3(1) 
119 DO 23 1=2,10 
120 X2(L)=(X2(L)-Xl(L)/X2(L-1))/X3(L) 
121 X4(L)=(X4(L)-Xl(L)/X2(L-1)*X4(L-1))/X3(L) 
122 23 CONTINUE 
123 X5(10)=X4(10)/X2(10) 
124 DO 25 1=2,10 
125 M=11-L 
126 25 X5(M)=(X4(M)-X5(M+1))/X2(M) 
127 DO 51 J=1,MRR 
128 DO 51 1=1,10 
129 51 B2(NRR-L+1,J)=X5(L) 
1)0 c 
131 C MASS TRANSFER INDICES FOR FIRST TIME STEP 
132 IF(RX-1.0)16,16,17 




137 GO TO 18 
138 16 SHA=4.0/SQRT(PI*DTA) 
139 SH=2.0/SQRT(PI*DTA) 
140 18 SSH=SHA+SH/2.0 
141 SB=O.O 
142 SA=O.O 






146 DO 20 I=2,NR 
147 SBB=SBB+R(!)*R(I)*B2(I,J) 
148 20 SAA=SAA+R(I)*R(I)*A2{I,J) 
149 SB=SB+SBB*DR*SIN(TH(J)) 











161 DO 6 KSS=1,KS2 
162 DO 7 KS3=1,KS1 
163 NTM=(KSS-1)*KS1+KS3+1 
164 c 
165 C INNER PART OF THE SPHERE 
166 C INNER PART 
167 DO 21 J=2,MR 























188 21 CONTINUE 
189 c 
190 c ANGULAR LIMITS 
















207 9 A3(I,MRR)=(ZB+ZC)/(1.0+ZA) 
208 c 





214 ZC=4.0*P*RD*B2(NRR,MR) ,..... 
215 B3(NRR,MRR)=(ZB+ZC)/(1.0+ZA) .p. 
216 c 
\0 















































C PREPARE FOR NEXT TIME STEP. 
c 
c 
DO 11 I=1,.NRR 











































































PRINTOUT OF MASS TRANSFER INDICES 
TAU=DIMENSIONLESS TIME 
AAV=AVERAGE CONCENTRATION OF COMPONENT A 
BAV=AVERAGE CONCENTRATION OF COMPONENT B 
AMT=TOTAL MASS TRANSFERRED 
F1=INSTANTANEOUS FLUX CALCULATED BY TIME DERIVATIVE OF 
TOTAL MASS TRANSFERRED 
F2=INSTANTANEOUS FLUX CALCULATED BY RADIAL DERIVATIVE OF 
CONCENTRATION OF COMPONENT A 
FAV=TIME AVERAGED FLUX 
SH=INSTANTANEOUS SHERWOOD NUMBER 











78 through 83 set all concentrations for the first three time steps 
equal to the initial conditions. Then, statements 85, 86 and 87 
establish the surface condition for component ~· Statements 90 through 
101 calculate the concentration of component~ at the second time step, 
according to equation (3.38). Statements 103 through 129 calculate 
the concentration of component b at the second time step, according to 
equations (3.45) and (3.47). The variables Xl, X2 and X3 represent 
the three diagonal rows of the tridiagonal matrix. The computer pro-
gram, as written, only calculates the concentrations at the ten grid 
points closest to the surface of the fluid sphere, because concentra-
tions further from the surface were essentially the same as the 
initial conditions. Statements 131 through 154 calculate the mass 
transfer indices for the first time step, as described in the Section 
III. 
The remainder of the computer program is repeated for each time 
step. Statements 157 through 163 and statements 278 and 279 control 
the iteration of the enclosed statements. The final value of the 
dimensionless time is TAUF. Statements 165 through 180 calculate the 
concentrations for the bulk of the sphere, according to equations 
(3.57) and (3.58). Statements 182 through 188 calculate the concentra-
tions at the surface of the sphere, according to equations (3.65) and 
(3.67). Statements 190 through 207 calculate the concentrations at the 
angular limits of the sphere, according to equations (3.70) and (3.71). 
Statements 209 through 215 calculate the concentrations at the combined 
angular and surface boundary conditions, according to equation (3.72). 
Statements 217 through 226 calculate the concentrations at the center 
of the sphere, according to equations (3.63) and (3.64). 
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To save computer storage space, the concentrations are redefined 
after each time step. Statements 228 through 234. are for this purpose. 
Statements 237 through 262 calculate the average concentrations of 
components~ and b, the total mass transferred, the instantaneous 
flux, the time averaged flux, and the instantaneous and time averaged 
Sherwood numbers by the equations derived in Section 3.3. These mass 
transfer indices are printed out by statements 264 through 277. The 
results of the computer study are given in Appendix B. 
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TABLE A.l 
LIST OF SYMBOLS FOR COMPUTER PROGRAM 
AAV = average concentration of component ~, A 
AMT total mass transferred per unit volume, A mt 
A1 = concentration of component a at previous time step, Al 
A2 concentration of component a at present time step, A2 
A3 = concentration of component a at future time step, A3 
BAV = average concentration of component b, B 
Bl concentration of component b at previous time step, Bl 
B2 = concentration of component b at present time step, B2 
B3 = concentration of component b at future time step, B3 
CN = cosine of e 
DR = size of increment in radial direction, L'::,R 
DTA size of increment in time dimension, L'::,T 
DTH = size of increment in angular direction, 1'::,9 
EL dummy variable for the number one 
FAV = time averaged dimensionless flux, N 
Fl = dimensionless flux calculated by equation (3.84), N 
F2 = dimensionless flux calculated by equation (3.81), N 
KSl = number of iterations between each printout 
KS2 = number of printouts 
M = dummy counter in a do loop 
MR = number of increments in the angular direction, mr 
MRR = number of grid points in the angular direction, mrr 
NR = number of increments in the radial direction, nr 
NRR 
-
























index in time dimension, k+l 
number of grid points from the center of the sphere where 
the concentration of component b does not change before the 
second time step 
number of grid points from the center of the sphere where 
the concentration of component a does not change before the 
second time step 
ratio of angular and time increments, P 
previous total mass transferred, A mt 
Peclet number, NPe 
ratio of angular and time increments, P2 
function of radius and angle used to minimize the number of 
calculations 
function of radius and angle used to minimize the number of 
calculations 
function of radius and angle used to minimize the number of 
calculations 
function of radius and angle used to minimize the number of 
calculations 
function of radius and angle used to minimize the number of 
calculations 
radius, R 
concentration ratio, R c 
diffusivity ratio, ~ 
dimensionless reaction rate constant, ~ 
2 
square of radius, R 
ratio of radial and time increments, S 
summation of A 
summation of A in radial direction 
summation of B 
SBB = summation of B in radial direction 
SFLX summation to calculate dimensionless flux 
SH = Sherwood number, NSh 
SHA = time average Sherwood number at first time step, NSh 
SHAV = time averaged Sherwood number, NSh 










summation to calculate time averaged Sherwood number 
ratio of radial and time increments, s2 
final value of dimensionless time 
angle, 8 
dimensionless time, T 




= velocity in angular direction, v8 
element of matrix 
element of matrix 
X3 = element of matrix 
X4 = element of matrix 
X5 element of matrix 
Yl factor to save calculation time 
Y2 = factor to save calculation time 













factor used to calculate A3 and B3 
factor used to calculate A3 and B3 
factor used to calculate A3 and B3 
factor used to calculate A3 and B3 
factor used to calculate A3 and B3 
factor used to calculate A3 and B3 
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Z4 factor used to calculate A3 and B3 
ZS = factor used to calculate A3 and B3 














and increment sizes 
evaluation of 
finite angles 















L ______ _ 
Figure A.l. Flow Diagram of Computer Program 
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AP:PENDIX B 
NUMERICAL RESULTS FOR MASS TRANSFER WITH 
SECOND-ORDER CHEMICAL REACTION 
B.l. Fluid Sphere Results. 
169 
The mass transfer indices described in Section 3.3 were calculated 
numerically by the computer program described in Appendix A. The 
dimensionless mass transfer indices were 
A, Average concentration of component a 
B, Average concentration of component b 
Amt' Dimensionless total mass transferred 
N, Dimensionless flux of component a 
N, Time average dimensionless flux of component a 
NSh' Sherwood number 
NSh' Time average Sherwood number 
¢, Enhancement factor 
The range of independent variables studied is shown in Table 4.2. 
A representative sample of the computer results is presented in 
Tables B.l through B.4. A much more detailed listing of the tabular 
results has been deposited as document no. 01456 with the ASIS National 
Auxiliary Service, c/o CCM Information Sciences, Inc., 909 Third Avenue, 
New York 10022 and ~y be obtained in the form of microfiche or photo-
copies. 
B.2. Film and Penetration Results. 
The total mass transferred, as calculated by the film theory and 
the penetration theory, are tabulated shown in Tables B.S through B.lO. 
The results for the film theory were calculated from equations (4.7), 
TABLE B.1 
FLUID SPHERE MASS TRANSFER INDICES 
(~=1 R =0.1 N =0 kR=640) c Pe 
1),•1 R =0.1 N =0 ~=640 nr=100 ~T=0.0001 c Pe 
T A B Amt N N NSh NSh ¢ 
0.001 0.0897 0.9962 0.1275 54.03 84.93 59.35 92.19 1.224 
0.002 0.1056 0.9902 0.2037 49.30 67.89 55.12 74.44 1.401 
0.003 0.1123 0.9836 0.2764 47.96 61.40 54.03 67.77 1.566 
0.004 0.1156 0.9768 0.3474 47.03 57.89 53.18 64.21 1.719 
0.005 0.1176 0.9700 0.4174 46.32 55.65 52.49 61.94 1.860 
0.006 0.1190 0.9632 0.4866 45.98 54.06 52.20 60.34 1.992 
0.007 0.1202 0.9565 0.5550 45.48 52.86 51.69 59.13 2.117 
0.008 0.1212 0.9498 0.6228 44.99 51.90 51.19 58.16 2.234 
0.009 0.1221 0.9432 0.6900 44.64 51.11 50.85 57.37 2.346 
0.010 0.1230 0.9366 0.7565 44.16 50.43 50.35 56.69 2.452 
0.015 0.1271 0.9046 1.0812 42.36 48.05 48.52 54.29 2.925 
0.020 0.1308 0.8737 1.3940 41.04 46.47 47.19 52.69 3.329 
0.025 0.1344 0.8438 1.6962 39.76 45.23 45.93 51.45 3.685 
0.030 0.1379 0.8149 1.9888 38.37 44.20 44.51 50~40 4.007 
0.040 0.1447 0.7596 2.5482 36.22 42.47 42.35 48.66 4.575 
0.050 0.1514 o. 7075 3.0763 34.29 41.02 40.42 47.19 5.069 
0.060 0.1582 0.6582 3.5759 32.50 39.73 38.61 45.90 5.508 
0.070 0.1651 0.6116 4.0492 30.71 38.56 36.78 44.72 5.905 
0.080 0.1722 0.5674 4.4979 29.14 37.48 35.21 43.63 6.269 
0.090 0.1795 0.5256 4.9235 27.66 36.47 33.71 42.61 6.604 
0.100 0.1870 0.4860 5.3270 26.21 35.51 32.24 41.64 6.913 
0.120 0.2030 0.4131 6.0718 23.51 33.73 29.50 39.84 7.471 
0.150 0.2298 0.3184 7.0458 19.87 31.31 25.79 37.39 8.180 ...... ...., 
0.180 0.2605 0.2396 7.8646 16.60 29.13 22.45 35.17 8.768 0 
0.210 0.2962 0.1752 8.5443 13.68 27.12 19.43 33.13 9.251 
0.240 0.3373 0.1237 9.1004 11.10 25.28 16.75 3i.24 9.650 
TABLE B.2 
FLUID SPHERE MASS TRANSFER INDICES 
(~=1 R =1 N =0 kR=40) c Pe 
~=1 R =1 N =0 ~=40 nr=40 .6T=0.0002 C· Pe 
-
T A B A mt N N NSh NSh 
¢ 
0.001 0.1064 0.9975 0.1089 35.20 72.53 39.39 76.58 1.045 
0.002 0.1447 0.9926 0.1521 25.57 50.66 29.89 55.31 1.045 
0.003 0.1725 0.9866 0.1859 21.02 41.30 25.40 46.00 1.053 
0.004 0.1948 0.9797 0.2152 18.60 35.85 23.10 40.54 1.064 
0.005 0.2135 0. 9721 0.2414 16.88 32.18 21.47 36.88 1.076 
0.006 0.2297 0.9640 0.2657 15.72 29.51 20.41 34.22 1.088 
0.007 0.2439 0.9555 0.2884 14.78 27.46" 19.55 32.18 1.100 
0.008 0.2565 0.9466 0.3099 14.08 25.82 18.93 30.56 1.111 
0.009 0.2679 0.9375 0.3304 13.47 24.48 18.40 29.24 1.124 
0.010 0.2783 0.9281 0.3502 12.98 23.34 17.99 28.14 1.135 
0.015 0.3194 0.8790 0.4404 11.30 19.57 16.60 24.50 1.191 
0.020 0.3492 0.8284 0.5208 10.27 17.36 15.78 22.41 1.244 
0.025 0. 3728 0.7780 0.5948 9.51 15.86 15.16 21.02 1.292 
0.030 0.3924 0.7287 0.6636 8.90 14.i5 14.65 20.00 1.337 
0.040 0.4248 0.6354 0.7894 7.93 13.16 13.78 18.55 1.418 
0.050 0.4523 0.5502 0.9020 7.13 12.03 13.02 17.52 1.487 
0.060 0.4773 0.4736 1.0037 6.45 11.15 12.35 16.71 1.546 
0.070 0.5010 0.4051 1.0959 5.86 10.44 11.73 16.04 1.599 
0.080 0.5239 0.3444 1.1796 5.32 9.83 11.18 15.47 1.644 
0.090 0.5464 0.2908 1.2556 4.84 9.30 10.68 14.96 1.684 
0.100 0.5686 0.2438 1.3248 4.41 8.83 10.21 14.51 1. 719 
0.120 0.6125 0.1675 1.4451 3.65 8.03 9.41 13.72 1. 779 
0.150 0.6768 0.0891 1.5877 2.74 7.06 8.48 12.76 1.844 6.28 7.80 11.99 1.890 
1-' 
0.180 0.7378 0.0433 1.6945 2.04 
...., 
5.63 7.35 11.35 1.920 
1-' 
0.210 0.7932 0.0192 1. 7740 1.52 
0.240 0.8406 0.0077 1.8329 1.12 5.09 7.02 10.83 1.943 
TABLE B.J 
FLUID SPHERE MASS TRANSFER INDICES 
<!1>•1 Rc•0.2 NPe=lOO kR•l60) 
~-1 Rc•0.2 NPe•100 ~-160 nr-40 mr•31 Lh•0.0002 
T A B Amt N N NSh NSh ¢ 
0.001 0.1033 0.9972 0.1173 39.76 78.13 44.34 79.79 1.107 
0.002 0.1358 0.9935 0.1684 31.38 56.10 36.31 59.73 1.146 
0.003 0.1570 0.9890 0.2121 28.05 47.12 33.28 51.35 1.190 
0.004 0.1724 0.9840 0.2526 26.41 42.09 31.91 46.64 1.235 
0.005 0.1843 0.9786 0.2913 25.44 38.83 31.19 43.62 1.279 
0.006 0.1937 0.9730 0.3289 24.83 36.54 30.79 41.51 1.322 
0.007 0.2014 0.9671 0.3657 24.37 34.82 30.52 39.96 1.361 
0.008 0.2078 0.9612 0.4020 24.05 33.49 30.36 38.77 1.399 
0.009 0.2132 0.9551 0.4378 23.81 32.43 30.26 37.83 1.435 
0.010 0.2179 0.9489 0.4733 23.60 31.55 30.18 37.07 1.468 
0.015 0.2346 0.9174 0.6475 22.97 28.78 30.01 34.73 1.608 
0.020 0.2452 0.8853 0.8188 22.74 27.29 30.12 33.57 1.110 
0.025 0.2531 0.8529 0.9883 22.54 26.35 30.18 32.88 1. 778 
0.030 0.2592 0.8205 1.1567 22.36 25.70 30.19 32.43 1.841 
0.040 0.2695 o. 7562 1.4882 21.71 24.80 29.80 31.83 2.002 
0.050 0.2795 0.6946 1.8067 20.67 24.09 28.69 31.32 2.231 
0.060 0.2908 0.6366 2.1080 19.55 23.42 27.56 30.78 2.473 
0.070 0.3042 0.5820 2.3941 18.68 22.80 26.84 30.27 2.705 
0.080 0.3194 0.5300 2.6692 18.05 22.24 26.52 29.81 2.938 
0.090 0.3355 0.4800 2.9355 17.44 21.74 26.24 29.43 3.146 
0.100 0.3523 0.4322 3.1915 16.68 21.28 25.76 29.09 3.)67 
0.120 0.3892 0.3446 3.6663 14.99 20.37 24.55 28.43 3.779 
0.150 0.4589 0.2337 4.2904 12.74 19.07 23.55 27.55 4.3S4 
-
0.180 0.5423 0.1470 4.8074 10.26 17.80 22.42 26.78 4.837 
... 
.., 
0.210 0.6376 0.0846 5.2144 7.84 16.55 21.62 26.10 5.221 
0.240 o. 7347 0.0442 5.5136 5.53 15.32 20.83 25.49 5. S31 
TABLE B.4 
FLUID SPHERE MASS TRANSFER INDICES 
(~=1.0 R =0 2 c • NPe=500 kR=40) 
~=1.0 R •0.2 NPe=500 k =40 nr=20 mr=16 .!\T=0.00002 c R 
T A B Amt N N NSh NSh <P 
0.001 0.1220 0.9972 0.1358 42.41 90.51 48.07 49.96 1.000 
0.002 0.1597 0.9961 0.1790 32.42 59.66 38.58 41.81 1.000 
0.003 0.1939 0.9948 0.2201 29.50 48.91 36.59 38.99 1.000 
0.004 0.2266 0.9931 0.2610 28.48 43.39 36.82 37.86 1.000 
0.005 0.2579 0.9912 0.3017 27.76 40.22 37.40 37.46 1.000 
0.006 0.2878 0.9892 0.3421 27.16 38.01 38.14 37.40 1.000 
0.007 0.3163 0.9868 0.3821 26.70 36.39 39.04 37.51 1.000 
0.008 0.3423 0.9843 0.4206 25.15 35.05 38.24 37.62 1.000 
0.009 0.3644 0.9816 0.4563 22.66 33.80 35.65 37.53 1.000 
0.010 0.3822 0.9788 0.4884 20.19 32.56 32.68 37.19 1.000 
0.011 0.3960 0.9758 0.5172 18.50 31.34 30.63 36.67 1.000 
0.012 0.4073 0.9727 0.5439 17.38 30.22 29.32 36.10 1.000 
0.013 0.4171 0.9695 0.5696 16.91 29.21 29.00 35.56 1.000 
0.014 0.4260 0.9663 0.5947 16.65 28.32 29.02 35.09 1.000 
0.015 0.4345 0.9630 0.6197 16.64 27.54 29.42 34.70 1.000 
0.020 0.4714 0.9459 0.7421 15.73 24.74 29.75 33.50 1.000 
0.025 0.4956 0.9281 0.8553 14.84 22.81 29.43 32.65 1.000 
0.030 0.5140 0.9098 0.9652 14.46 21.45 29.76 32.15 1.019 
0.040 0.5388 0.8728 1.1750 13.54 19.58 29.36 31.51 1.231 
0.050 0.5555 0.8359 1.3762 13.22 18.35 29.75 31.12 1.434 
0.060 0.5684 0.7996 1.5704 12.75 17.45 29.53 30.85 1.630 
0.070 0.5793 0.7642 1. 7585 12.33 16.75 29.32 30.64 1.818 
0.080 0.5894 0. 7297 1.9410 12.08 16.17 29.42 30.46 2.000 .... 
0.090 0.5989 0.6962 2.1180 11.60 15.69 28.93 30.30 2.177 -.I 1...1 
0.100 0.6083 0.6637 2.2897 11.32 15.26 28.89 30.15 2.347 
0.120 0.6270 0.6019 2.6175 10.52 14.54 28.21 29.88 2.672 
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(4.8), (4.11), and (4.15). The results predicted by Kishinevskii were 
as calculated by equations (4.12) through (4.15). The results attri-
buted to Pearson were taken from computer printouts supplied by Dr. 
Pearson. 
The range of variables studied was ~ = 1; Rc = 0.2 and 1; and 
~ 40, 160, and 640. 
TABLE B.S 
TOTAL MASS TRANSFERRED, A 
mt 
(~ = 1 R = 0.2 kR = 40) c 
~ = 1 R = 0.2 ~ = 40 c 
T /Theory Pearson Kishinevskii Film 
0.002 0.1596 0.1557 0.1545 
0.005 0.2647 0.2558 0.2516 
0.010 0.3915 0.3831 0.3726 
0.020 0.5946 0.5970 0.5714 
0.030 0.7830 0.7926 0.7507 
0.045 1.0486 1.0727 1.0054 
0.060 1.3051 1.3446 1.2516 
0.090 1.8017 1.8733 1. 7296 
0.120 2.2824 2.3857 2.1941 
0.150 2.7504 2.8833 2.6472 
0.180 3.2064 3.3668 3.0901 
0.210 3.6524 3.8367 3.5233 
.... 
0.240 4.0886 4.2939 3.9475 -..J VI 
TABLE B. 6 
TOTAL MASS TRANSFERRED, ~t 
(~ = 1 Rc = 0.2 kR = 160) 
Rn = 1 R = 0.2 ~ = 160 c 
TITheory Pearson Kishinevskii Film 
0.002 0.1719 0.1676 0.1637 
0.005 0.2973 0.2985 0.2857 
0.010 0.4808 0.4902 0.4609 
0.020 0.8190 0.8495 0.7860 
0.030 1.1412 1.1929 . 1.0971 
0.045 1.6032 1.6834 1.5450 
0.060 2.0443 2.1470 1.9738 
0.090 2.8250 3.0050 2.7821 
0.120 3.5511 3.7885 3.5358 
0.150 4.2396 4.5142 4.2444 
0.180 4.8958 5.1939 4.9150 
0.210 5.5234 5.8358 5.5530 
t-' 




TOTAL MASS TRANSFERRED, A (~ = 1 R = 0.2 k = 6fb) 
c R 
~ = 1 R = 0.2 ~ = 640 c 
T/Theory Pearson Kishinevskii Film 
0.002 0.2048 0.2077 0.1963 
0.005 0.4095 0.4248 0.3930 
0.010 0.7259 0.7615 0.6990 
0.020 1.2848 1.3641 1.2597 
0.030 1. 7756 1.8943 1. 7679 
0.045 2.4479 2.5969 2.4575 
0.060 3.0619 3.2230 3.0813 
0.090 4.1124 4.3233 4.1871 
0.120 5.0143 5.2857 5.1570 
0.150 5.8334 6.1516 6.0286 
0.180 6.5894 6.9444 6.8252 
0.210 7.2939 7.6796 7.5618 





TOTAL MASS TRANSFERRED, Amt 
(!), = 1 R = 1 k8 • 40) c 
~. 1 R • 1 ~. 40 c 
T/Theory Pearson Kishinevskii Film 
0.002 0.1624 0.1559 0.1545 
0.005 0.2636 0.2565 0.2512 
0.010 0.3886 0.3840 0.3701 
0.020 0.5900 0.5938 0.5593 
0.030 0.7650 0.7772 0.7216 
0.045 1.0008 1.0235 0.9386 
0.060 1.2156 1.2449 1.1347 
0.090 1.5911 1.6328 1.4848 
0.120 1.9230 1.9675 1.7946 
0.150 2.2201 2.2641 2.0752 
0.180 2.4909 2.5323 2.3330 
0.210 2.7402 2.7785 2.7525 
...... 
0.240 2.9720 3.0072 2.7967 ..... 00 
TABLE B.9 
TOTAL MASS TRANSFERRED, A (~ = 1 R = 1 k = 1~8) c R 
~ = 1 R = 1 ~ = 160 c 
T/Theory Pearson Kishinevskii Film 
0.002 0.1708 0.1681 0.1629 
0.005 0.2950 0.2969 0.2707 
0.010 0.4625 0.4723 0.4345 
0.020 0.7361 0.7552 0.6867 
0.030 0.9615 0.9833 0.8973 
0.045 1.2454 1.2661 1.1665 
0.060 1.4860 1.5036 1.3984 
0.090 1.8907 1.8995 1.7912 
0.120 2.2291 2.2307 2.1228 
0.150 2.5251 2.5207 2.4142 
0.180 2.7908 2.7815 2.6767 
0.210 3.0334 3.0203 2. 9172 
3.1403 ....... 0.240 3.2573 3.2417 ...... \0 
TABLE B.10 
TOTAL MASS TRANSFERRED, A O 
(~ = 1 R = 1 k = 6~ ) 
c R 
~ = 1 R = 1 ~ = 640 c 
T/Theory Pearson Kishinevskii Film 
0.002 0.1995 0.2029 0.1880 
0.005 0.3680 0. 3776 0.3433 
0.010 0.5779 0.5891 0.5408 
0.020 0.8800 0.8882 0.8343 
0.030 1.1145 1.1154 1.0614 
0.045 1.3954 1.3908 1.3383 
0.060 1.6287 1.6209 1.5702 
0.090 2.0155 2.0034 1.9560 
0.120 2.3423 2.3235 2.2788 
0.150 2.6304 2.6041 2.5618 
0.180 2.8906 2.8570 2.8168 
0.210 3.1301 3.0891 3.0508 






REAGENT AND APPARATUS SPECIFICATIONS 
C.l. Reagent Specifications 
Formic Acid: Distributed by Fisher Scientific Company, Chemical 
Manufacturing Division, Fair Lawn, New Jersey. Certified A.C.S. 
Assay 90.4% HCOOH, F. W. = 46.03, Lot 702557, Catalogue number A-118. 
n-Pent~l Alcohol: Distributed by Fisher Scientific Company, 
Chemical Manufacturing Division, Fair Lawn, New Jersey. Certified 
A.C.S. F.W. = 88.15, CH3 (cH2) 40H, Catalogue number A-394. 
Water: Ion exchange water was obtained from the University of 
Missouri-Rolla Nuclear Reactor. All water was boiled for one hour and 
allowed to cool before use. 
Oxalic Acid: Distributed by Fisher Scientific Company, Chemical 
Manufacturing Division, Fair Lawn, New Jersey, Certified A.C.S. 
F. W. = 126.07, (COOH) 2 ·2 H20, Lot 790150, Catalogue number B-245. 
Sodium Hydroxide: Distributed by Fisher Scientific Company, 
Chemical Manufacturing Division, Fair Lawn, New Jersey. USP F. W. -
40.00, NaOH, Lot 792935, Catalogue number S-315. 
Acetone: Distributed by Fisher Scientific Company, Chemical 
Manufacturing Division, Fair Lawn, New Jersey. Certified A.C.S. 
0 0 
F. w. = 58.08, CH3cocH3 , Boiling range 55.9 to 56.0 C, Catalogue 
number A-18. 
Acid Cleaning Solution: 400 cc. concentrated sulfuric acid was 
slowly added to 46 grams sodium dichromate in 229 cc. of tap water. 
Basic Cleaning Solution: Concentrated solutions of sodium 
hydroxide in ethyl alcohol were used to remove greases from ground 
glass equipment. 
Sodium Chloride: Distributed by Fisher Scientific Company, 
Chemical Manufacturing Division, Fair Lawn, New Jersey. Certified 
A.C.S. F. W. = 58.44, NaCl, pH of a 5% solution at 25°c is 6.1, 
Lot 705337, Catalogue number S-271. 
Molecular Sieves: Manufactured by Davison Chemical Company, 
0 
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Baltimore, Maryland. Grade 564, effective pore size 3 A, 8-12 mesh 
beads. 
Sulfuric Acid: Manufactured by Matheson Scientific Company, 
Certified A.C.S. Reagent Grade, F. W. = 98.08, Assay 95 to 98% H2so4 , 
specific gravity at 60°/60°F is 1.84, Lot MS 4067. 
Potassium Dichromate: Distributed by Fisher Scientific Company, 
Chemical Manufacturing Division, Fair Lawn, New Jersey. Fine granular, 
technical grade. F. W. = 294.19, K2cr2o7 , Lot 766362, Catalogue 
number P-186. 
Sodium Sulfate: Distributed by Fisher Scientific Company, 
Chemical Manufacturing Division, Fair Lawn, New Jersey. Certified A.C.S. 
0 
F. w. • 142.04, Na2so4 , pH of a 5% solution at 25 C = 7.1, Lot 700124, 
Catalogue number S-421. 
Sodium Bicarbonate: Distributed by Fisher Scientific Company, 
Chemical Manufacturing Division, Fair Lawn, New Jersey. Certified 
A.c.s. F. w. = 84.01, Assay 99.9% NaHco3 , Lot 700867, Catalogue 
number S-233. 
Calcium Carbonate: Distributed by Mallinckrodt Chemical Works, 
New York, New York. Certified A.c.s., Low Alkali, F. W. = 100.09, 
caco3 , Catalogue number 4076. 
n-Pentyl Formate: Manufactured by Eastman Organic Chemicals, 
Distilla~ion Products Industries, Rochester, New York. Highest purity, 
183 
F. W. = 116.16, HCOO(CH2) 4CH3 , B. P. = 131-132°C, Catalogue number 8737. 
Used for preliminary studies. 
n-Pentyl Formate: Student Preparation. A mixture of two moles 
formic acid per mole of n-pentyl alcohol was refluxed, and the aqueous 
product removed by means of a Dean-Stark separator (Vogel, 1951). 
acid + alcohol = ester + water 
The ester was dried with anhydrous sodium sulfate and transferred to a 
boiling flask. The distillate was collected at 132°C and redistilled 
through a vigreaux column. Care was taken to eliminate the alcohol-
0 
water azeotrope, which boils at 131.4 C. 
The purity of the student prepared ester was compared with the 
purity of the commercial preparation by the means of a chromatograph. 
A three foot Porapak Q column was used for the chromatographic separa-
tion. The major impurities in n-pentyl formate are water, formic 
acid, and n-pentyl alcohol. The location of the peak for each of these 
impurities was identified by the addition of excess water, formic acid, 
and n-pentyl alcohol to three separate samples of n-pentyl formate. 
Equal volumes of student prepared ester and commercially prepared 
ester were passed through the chromatograph, one at a time. The size 
of the peak for n-pentyl formate in the two samples was about the same, 
but the peaks for all of the impurities in the student preparation 
were smaller than the corresponding peaks for the commercial prepara-
tion. Thus, the student prepared ester was considered to be as pure 
as the commercial preparation. 
c.2. Apparatus Specifications 
Cathetometer: Manufactured by Eberbach Corporation, Ann Arbor, 
Michigan. Vernier readable to 0.1 mm. Telescope magnification of 
20X at 30 em. 
184 
Electric Stop Clock: Manufactured by the A. W. Haydon Company, 
Waterbury, Connecticut. Model number K15140. Readable to 0.01 sec. 
Mechanical Stop Clock: Distributed by Fisher Scientific Company. 
Readable to 0.1 sec. 
DuNouy Tensiometer: Manufactured by Central Scientific Company, 
Chicago, Illinois. Vernier readable to 0.1 dyne/em. Serial number 
630. 
Platinum Ring for Tensiometer: Manufactured by Central Scientific 
Company, Chicago, Illinois. Mean circumference is 5.999 em., R/r = 
53.3. 
Ostwald Viscometer: Manufactured by A. S. Aloe Company. 
Sample Bottles: Distributed by Fisher Scientific Company. 3 
dram (about 12 ml.). Catalogue number 3-338. 
SeEaratory Funnels: Distributed by Fisher Scientific Company. 
4 liter capacity. Catalogue number 10-427B. 
Distilling Column: Manufactured by Ace Glass Company, Louisville, 
Kentucky. Vigreaux, 0.2 meter indentions. Catalogue number 9224-04. 
Thermometer: Manufactured by Ace Glass Company, Louisville, 
Kentucky. Ground glass, one inch immersion. Range: -10 to 250°C. 
One degree divisions. 
A."PPENDIX D 
PHYSICAL AND CHEMICAL DATA 
All properties shown here represent conditions at twenty-five 
degrees centigrade. 
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Density of Ester. Washburn (1926) lists the density of n-pentyl 
formate to be 0.870 grams per cubic centimeter. The density of n-pentyl 
formate, saturated with water, was measured with a pycnometer and found 
to be 0.875 grams per cubic centimeter. 
Density of Water Solution. Perry, et al. (1963) lists the 
following densities of water and its solutions. 
density 
solution gm/cm 3 ~ 
water 0.9971 3-70 
0.02 f NaOH 0.9980 3-77 
0.04 f NaOH 0.9988 3-77 
1 f Na2so4 1.1155 3-78 
Viscosity of Ester. The ester viscosities were measured with an 
ostwald viscometer. The viscosity of dry n-pentyl formate is 0.738 
centipoise. The viscosity of n-pentyl formate saturated with water is 
0.756 centipoise. 
Viscosity of Water Solutions. The published viscosities of water 
and its solutions are as follows: 
solution 
water 
0.02 f NaOH 
0.04 f NaOH 








Perry, 1963, page 3-201 
Hueckel and Schaff (1959) 
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Diffusivity of Ester. Wilke and Chang (1955) proposed an empir-








diffusivity of n-pentyl formate in water, cm2/sec 
= molecular weight of solvent = 18 
temperature = 298°K 
= solution viscosity, centipoise 
= association factor for solvent = 2.6 
3 
solute molal volume = 170 em /g mole 
D = 0.469 x 10-5 cm2 /sec 
a 
Diffusivity of NaOH. From the correlation of Wilke and Chang 
(1955), the product of the diffusivity and the viscosity divided by 
the temperature is constant. This approximation was used to extrapo-
late experimental values for the diffusivity of sodium hydroxide given 
by Washburn (1926). For 0.04 f NaOH in 1 f Na2so4 , 
-5 2 
Db = 1.01 x 10 em /sec 
Interfacial Tension. The interfacial tension between n-pentyl 
formate and various aqueous solutions were measured with a Du Nouy 
Interfacial Tensiometer. The interfacial tensions, corrected for the 






1 f Na2so4 20.0 
0.04 f NaOH, 19.2 
1 f Na2so4 
Reaction Rate Constant. There is no published reaction rate con-
stant for alkaline hydrolysis of n-pentyl formate. However, certain 
estimates can be made concerning its value. Leimu, et al. (1946) 
measured reaction rate constants for alkaline hydrolysis of a 
homologous series of formic esters. 
formate molecular Reaction Rate Constant 
weight liter/mole-sec 
methyl 60 36.67 
ethyl 74 25.67 
n-propyl 88 22.83 
n-butyl 102 21.83 
n-pentyl 116 
The reaction rate constants decrease with increasing molecular weight. 
Therefore, the reaction rate constant for n-pentyl formate is less 
than 21.83. The reaction rate constants decrease by diminishing 
amounts with each successive increase iri molecular weight. Therefore, 
the reaction rate constant for n-pentyl formate is greater than 20.83. 
Thus, the reaction rate constant is 21.3 plus or minus 0.5 liters per 
mole-second. According to Dr. D. S. WUlfman, at large molecular 
weights properties such as the reaction rate constant begin to 
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oscillate with increasing molecular weight. However, the value of the 
reaction rate constant would not oscillate beyond the stated limits. 
For the limits given above, the error is less than three per cent. 
Droplet Radius. The volume of the aqueous drops formed in the 
droplet studies was measured by counting the number of drops formed 
for a given volume change in the buret. The droplet radius was cal-
culated by assuming the drop was a sphere. For 0.04 f NaOH, 1 f Na2so4 
drops in dry n-pentyl formate and n-pentyl formate saturated with 
water, the following data were obtained: 
Nozzle Droplet Radius, em. 
Gauge saturated ester dry ester 
27 0.117 0.129 
24 0.137 0.148 
20 0.162 0.173 
15 0.205 0.220 
Droplet Velocity. The terminal velocity of 0.04 f NaOH, 1 f 
Na2so4 drops in n-pentyl formate were measured in a 105 centimeter 
column. A reference mark was made fifty-five centimeters above the 
bottom of the column and another mark five centimeters above the 
bottom of the column. The average time for a drop to fall from one 









DERIVATION OF LEAST SQUARES EXPRESSION 
FOR INTERFACIAL CONCENTRATION 
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Higbie (1935) developed a model for mass transfer in a quiescent 
liquid of semi-infinite extent. This model, known as the penetration 
theory, would be applicable to the concentration cell if the contact 
time for each run is small enough that there is not an appreciable 
concentration change at the bottom of the cell. 
To test this assumption, the concentration profile for the pene-
tration theory with no chemical reaction is 
(E .1) 
The depth, L, of the water in the concentration cell was a little over 
five centimeters. Therefore, from equation (E.l) the time necessary 
for a one per cent change in the concentration at the bottom of the 
concentration cell is about thirteen hours. For enhancement factors 
less than five the time for mass transfer with chemical reaction would 
be of the same order of magnitude. Therefore, for contact times up to 
one hour, as used in this study, the penetration theory is applicable 
in the concentration cell. 
E.l. Interfacial Concentration with no reaction 
The total mass transferred without chemical reaction as solved by 
Higbie is given by 
(E.2) 
Thus a plot of the total mass transferred, Cmt' as a function of the 
term in parenthesis would be a straight line with zero intercept and 
a slope equal to the interfacial concentration. By least squares 
(Miller and Freund, 1965, page 226) 
4 f Cmt So.j't 
4 2 
.E so t 
1 
E.2. Interfacial Concentration with Reaction 
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(E.3) 
At large times, the total mass transferred in the presence of an 
irreversible second-order reaction is increased over the case of mass 
transfer without chemical reaction by the following enhancement factor 
(Nijsing, 1959) 
fi. + a (E.4) 
(~9 Since the rate of reaction was considered infinite, the value of 
the reaction rate constant did not appear in the curve fit expression. 
Astarita (1967), page 61, found that the above enhancement factor was 
2 
applicable if the contact time was much greater than 1/ k 2 Cbo Rc . 
The concentration ratio, R , was expected to vary from one-third to 
c 
four-thirds. For the systems studied here the contact times should be 
much larger than twenty seconds. The contact times used for inter-
facial concentration determinations were two orders of magnitude 
greater than this limit. Therefore, the total mass transferred in 




If the terms in parenthesis are considered to be two independent vari-
ables, the above equation can be curve fit for Cas by multiple regres-
sion (Miller and Freund, 1965, page 245). 
Cas = 
4- c 






SAMPLE CALCULATION FOR FILM APPROXIMATION 
The Skelland and Wellek (1964) correlation which predicts the 
Sherwood number for non-oscillating drops is given by equation (7o6)o 
The dimensionless parameters for the Skelland and Wellek correlation 
are given in Table 7olo The dispersed phase Schmidt number, NSc' is 
2960o For the smallest drop size the Weber number, ~e' is 3o03o A 
sample calculation is given here for a dimensionless time, T, equal 
to 8 x 10-4 0 
31.4 -0.34 -0.12 
0.37 
NSh = T NSc ~e 
31.4 (8 X 10-4)-0o 34 ( 2960) -O.l2 ( 3 0 03)0 0 37 
= 31.4 ( 11. 3) (Oo383) (1.51) 
= 205 
The average dimensionless concentration without reaction, A0 , can be 
calculated from equation (7o8). 
A0 1 - exp[-(3/2) T N8h] 
= 1 - exp[-(3/2) (8 x 10-4) (205)] 
= 1 - expt0.246) 
= 1- 0.782 
= 0. 218 
The dimensionless flux without reaction, N0 , is most easily calculated 
by equation (4ol9) 
2 Ao 
No = 3 T 
2 0. 218 
= 3 8 X 10-4 
o= 182 
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The Sherwood number, average dimensionless concentration, and dimension-
less flux as calculated above are based on the empirical correlation 
by Skelland and Wellek for mass transfer without chemical reaction. 
The enhancement factor for a second-order reaction can be calcu-
lated by the film theory (Van Krevelen and Hoftijzer, 1948b). From 
Table 7.1, the concentration ratio, R , is 0.335, the diffusivity ratio, c 
~' is 2.16, and the dimensionless reaction rate constant, kR , is 3023. 
An initial estimate of the enhancement factor can be calculated by 
equation (4.10). 
= 
2 J3023 I 182 




The above estimate of the enhancement factor is used to calculate 
the quantity Y defined by equation (4.8). 










The quantity y is used, as described by equation (4.9) to calculate a 







This enhancement factor is then used to obtain a better approximation 
of the quantity Y, and so forth. The next iteration shows that the 
enhancement factor has converged at 1.12. The total mass transferred 
with chemical reaction can how be found from equation (4.20). 
A = <t> A 
mt o 
= (1.12) (0.218) 
= o. 244 
This value is plotted in figure 7.5 
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