We study the 
Introduction
Establishing point correspondences over multiple images is the first step of many video processing applications. Two approaches exist for this purpose: tracking correspondences over successive frames, and direct matching between separate frames. This paper focuses on the latter.
The basic principle is local correlation measurement by template matching. Detecting feature points in the first and second images separately using a corner detector [3, 8] , we measure the correlation between the neighborhoods of the two points for each candidate pair and match those that have a high correlation.
To do so, we need to set an appropriate threshold for distinguishing correct matches from incorrect ones. This problem has not been considered fully in the past, chiefly because template matching alone is insufficient for establishing point correspondences; an outlier removal technique, such as LMedS [7] and RANSAC [2] , needs to be applied afterwards. The thresholding task is usually passed on to the outlier removal stage [1, 9] .
However, most outlier removal techniques do not work if the outlier ratio is as high as 50%. Hence, setting a good threshold at the template matching stage for removing incorrect matches is essential for the subsequent outlier removal procedure to be effective. If the threshold is too high, however, a lot of correct matches are lost. This reduces the number of final matches, making subsequent computations less reliable. Hence, we need a good balance between removing incorrect matches and retaining correct ones.
For this purpose, we introduce a statistical model of the template matching residual and compute an optimal threshold according to that model. The model parameters are estimated from the histogram of the residuals of candidate matches. We demonstrate the effectiveness of our method using real images.
Template matching
After feature points are detected from the two images using a corner detector, the similarity between point P in the first image and point Q in the second is measured by the following residual (sum of squares)
where T P (i, j) and T Q (i, j) are the intensity values of the templates obtained by cutting out an n × n pixel region N centered on P and Q, respectively. The following argument can be extended to color images and other measures such as the normalized correlation. Basically, each point P in the first image is matched to the point Q in the second for which J(P, Q) is the smallest, but overlaps and conflicts must be resolved. So, we apply the following uniqueness enforcing procedure. We first choose the pair (P, Q) that has the smallest residual J(P, Q). Then, we remove from the candidate pairs those that involve P and Q. From the remaining pairs, we choose the pair (P , Q ) that has the smallest residual J(P , Q ). We repeat this procedure until all pairs are exhausted.
Thresholding the residual
If the above uniqueness enforcing procedure is applied to all the pairs, we may end up with matching points for which no counterparts exist. So, we need to remove beforehand those pairs for which the residual is very large. For this, the threshold is usually set empirically [1, 9] . For example, Zhang et al. [9] accepted those pairs for which the normalized correlation is larger than 0.8.
However, the threshold cannot be fixed, because the residual J(P, Q) is determined not only by the image intensity fluctuations but also by the relative distortion of the two images. For example, but if rotation and scale change exist between the two images, the residual J(P, Q) is not zero even when no image noise exists. It follows that the threshold should depend on the degree of the rotation and scale change, which is unknown and different from image to image.
Our strategy is that we introduce a statistical model of the residual and compute an optimal threshold according to that model. The model parameters are estimated from the histogram of the residual.
Statistical model of the residual
If the match (P, Q) is correct, the image intensity difference
in eq. (1) is due to the relative distortion in the neighborhoods of P and Q, as well as random fluctuations of image intensity. We model these by a Gaussian distribution of mean 0 and standard deviation σ 0 . Then, J/σ 2 0 for a correct match is subject to a χ 2 distribution with n 2 degrees of freedom if the intensity difference is independent of the pixel (n is the template size).
If the match (P, Q) is incorrect, the difference ∆T ij is due to the inhomogeneity of the intensity within the image of that scene. We assume that ∆T ij is subject to a Gaussian distribution of mean 0 and standard deviation σ 1 . Then, J/σ 2 1 for an incorrect match is subject to a χ 2 distribution with n 2 degrees of freedom if the intensity difference is independent of the pixel.
Let f 0 (J) be the probability density of the residual J for correct matches, and f 1 (J) that for incorrect ones. According to the above model, we have
where φ d (x) denotes the probability density of the χ 2 distribution with d degrees of freedom.
Effective template size
The assumption that the image intensity difference is independent of the pixel is not realistic. However, exactly modeling the interpixel correlation is difficult, so we introduce the following approximation.
If there are N points in the first image and M points in the second, the number of correct matches is at most min(N, M ), which is much smaller than the number N M of all the pairs. If most of the matches are incorrect, the probability density of the residual J for all the matches is approximately f 1 (J), which has an expectation of n 2 σ 
provided each pixel value is independent. Eliminating σ 1 from these, we obtain n 2 ≈ 2µ should be much smaller than this due to correlations. So, we define the effective template size by
In other words, we regard each pixel value as if independent within the template of this size, which need not be an integer.
Model parameter estimation
Let p and q (= 1 − p) be the ratios of the correct and incorrect matches, respectively. The probability density of the residual J for all the matches is
We determine the model parameters σ 0 and σ 1 by maximum likelihood estimation. Let
Differentiating the logarithm of this with respect to σ 2 0 and σ 2 1 and letting the results be zero, we obtain
where we define
, The values of σ 0 and σ 1 are obtained by iterations: guessing the initial values to be, for example, 
Detection ratio vs. inlier ratio
Suppose we set a threshold J c for the residual J and accept those matches with J ≤ J c as correct. Let α be the ratio of the accepted correct matches among all the correct ones; we call it the detection ratio. A correct match with residual J is accepted with the probability
where P 0 [ · ] denotes the probability for correct matches. Let χ 
Some incorrect matches are necessarily accepted by this thresholding. An incorrect match with residual J is accepted with the probability
where P 1 [ · ] denotes the probability for incorrect matches. Let Φ n 2 (X) (= X 0 φ n 2 (x)dx) be the accumulated probability function of the χ 2 distribution with for an incorrect match is subject to a χ 2 distribution with n 2 degrees of freedom, eq. (13) implies
Among the N M possible matches, the numbers of correct and incorrect matches are pN M and qN M , respectively. After the thresholding, we obtain αpN M correct matches and γqM N incorrect ones on average. Hence, the inlier ratio, i.e., the ratio of correct matches among the accepted matches, is approximately
Threshold selection
The threshold J c is determined by the detection ratio α in the form of eq. (12), but how should we set α? It should be large if we want to collect many correct matches, but the number of incorrect matches also increases, lowering the inlier ratio β as a result.
Here, we determine the threshold J c so that the detection ratio α equals the inlier ratio β. This balances the ratio 1 − α of rejecting correct matches and the ratio 1 − β of accepting incorrect ones (Fig. 1) . Letting β = α in eq. (14), we obtain
from which α is obtained by Newton iterations.
Real image examples
Figs. 2(a) and (b) show two real images of a distant scene. We detected 100 feature points from each image using the Harris operator [3] , as marked there. Fig. 2(c) is the histogram of the residuals of all candidate matches we obatained using a 9 × 9 template. Letting p/p max = 0.6, we estimated the effective template size n, the model parameters σ 0 and σ 1 , and the optimal detection ratio α (= the inlier ratio β) as listed in Fig. 2(d) . We see that n is much smaller than the actual size 9 due to correlations. The density f (J) of the residual J estimated by eq. (6) is superimposed onto the histogram in Fig. 2(c) . The estimated density agrees with the histogram very well.
Figs. 2(e) and (f) superimpose the densities f 0 (J) and f 1 (J) of correct and incorrect matches estimated by eqs. (3) onto the histograms of correct and incorrect matches, separately. Here, we checked the correctness of the matches as follows.
Since two images of a distant scene are related by a homography, we optimally computed the homography H by renormalization 1 [4] from a large number of corresponding points selected by hand. For each candidate match (P, Q), we mapped the point P to the second image by the computed homography H and judged the match as correct if the point Q is within three pixels from its ideal position HP . The result agrees very well with our prediction.
The vertical solid lines in Figs. 2(c) , (e), and (f) indicate the computed threshold J c . A well known scheme for automatic thresholding is the Otsu discrimination criterion [6] . The vertical dotted lines in Figs. 2(c) , (e), and (f) indicate the corresponding threshold. Fig. 2(g) shows the final matches obtained by applying the computed threshold J c followed by the uniqueness enforcing procedure; they are displayed as "optical flow" (line segments connecting the matching positions). For comparison, Fig. 2(h) shows the result 1 The program is publicly available from http://www.ail.cs.gunma-u.ac.jp/Labo/e-programs.html. without thresholding; Fig. 2(i) is the result using the Otsu criterion; Fig. 2(j) is the result thresholded by the normalized correlation 0.8 according to Zhang et al. [9] . The actual detection ratio α and the inlier ratio β for these results are listed in Fig. 2(d) .
We can see that without thresholding we can collect many correct matches but we also pick out many incorrect ones. As a result, the inlier ratio significantly drops. Our thresholding scheme balances the conflicting goals of collecting as many correct matches as possible and rejecting as many outliers as possible, using the knowledge of the residual distribution of the images in question. The Otsu criterion shows little effect for this, and the method of Zhang, et al. [9] gives an intermediate result between the Otsu criterion and our 
Validation of our model
From the above experiments, we can see that the residual distribution of correct matches is included in the residual distribution of incorrect matches to a large extent with a long tail (Fig. 5) . So, if we want to pick out a large number of correct matches, we must set a high threshold, which inevitably accepts many incorrect matches. Our analysis is for determining an optimal threshold by analyzing the distribution shapes.
For this purpose, we need to approximate the distributions by simple functions. Here, we fitted the χ 2 distribution density by adjusting the effective template size n and the parameters σ 0 and σ 1 and obtained a satisfactory fit. As long as the fit is good, the underlying statistical hypotheses (independent Gaussian distributions, etc.) are not essential .
We set the ratio p/p max to be 0.6, but this estimate need not be precise. Fig. 6 shows the final results for p/p max = 0.4, 0.6, 0.8, 1.0 for the images in Figs. 2,  3 , and 4. The results are not so different, so we may set p/p max to be, for example, around 0.6 if no prior information is given.
Conclusion
We have studied the problem of thresholding the residual of template matching for selecting correct matches between feature points detected in two separate images. We dynamically determined the threshold by introducing a statistical model of the residual and computed an optimal threshold according to that model. The model parameters were estimated from the histogram of the residual of candidate matches. We demonstrated the effectiveness of our scheme using real images.
Of course, template matching alone is not sufficient for practical applications. We must also incorporate outlier techniques such as LMedS [7] and RANSAC [2] , exploiting geometric constraints such as the homography relationship and the epipolar equation. Our scheme is very effective as a preprocess for such outlier removal techniques (see, e.g., [5] for an image mosaicing application).
