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Abstract. The compensation method is employed to obtain the representation of the ergodic dis- 
tribution of a Markov chain in the form of the Green potential of the compensation charge. Pso- 
perties of compensation measures and their role in potential theory are investigated. 
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0. Introduction 
The potential theory of Markov chains has grown substantially in the 
last decade. In contrast to classical potential theory, for which much of 
the motivation and orientation has been towards finite boundaries an 
stationary distributions, probabilistic potential theory has placed rela- 
tively little emphasis on these topics but has dealt largely with transient 
processes and their harmonic functions. In 1964, the concept of com- 
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pensation was introduced [3-S] providing a connecting link between 
these two topics for homogeneous Markov processes. In this paper, this 
concept is extended to arbitrary Markov chains. This extension has theo- 
retical and p agmatic interest. 
It is shown that the compensation measure isanalogous to a signed 
charge (with total charge zero). Moreover, the ergodic distribution of a 
Markov chain governed by boundaries i  the Green potential of the com- 
.pensation charge, the Green kernel being that of a transient chain unre- 
stricted by boundaries (see Theorem 1.7). The compensation assures fini- 
teness of the ergodic measure by virtue of its signed structure. 
The form of the representation provides useful insights into the Riesz 
decomposition theorem of probabilistic potential theory. The significance 
for this theory is described in Section 2. 
A concluding section provides everal simple examples of the method. 
These examples place in evidence one of the basic benefits of the method: 
the reduction of the problem of finding the ergodic distribution for a 
process to one of much smaller ank when the potential of the related 
transient process is known. 
The intuitive motivation for compensation must be deferred to Sec- 
tion 1 where necessary notation and definitions are established. 
1. Compensa tian measures 
Consider a Markov chain {X,, yt = 0, 1, 2, . ..) with a state space 9 
(single communicating class) governed by the transient stochastic matrix 
Q = (qij)- 
Let S c 9 be a proper subset o be kept fixed. Let aSC S be a proper 
subset of S which we ,will call the “boundary set”. The set S \ i&S = int S 
will be called the “interior set”. For many problems of i,nterest the state 
space 9 will be ordered and “boundary” and “interior’” will have their 
conventional meaning. Finally, let S* = (int S)c, where c denotes the com- 
plement, i.e., AC = 9\ -4. 
A modified Markov chain ( Yn, n = 0, 1, 2, . ..) is obtained by restrict- 
ing the X-chain to the state space S in the following way. The stochastic 
matrix P = @ii) governing the Y-chain is given by 
I 4ijy 
jE intS, 
Pij = 
ej qik ’ qfj, i E 3s~ 
J. Kcilson, R. Syski, Compensation measures 61 
with 1 && = 1. Assume that P is ergodic, and let p be its ergodic measure 
with components 
Pj = <@)j = jES. 
Let the matrix P (for transitions on S) be extended to a stochastic ma- 
trix P (for transitions on 9) in a manner assuring that sets S and SC do 
not communicate. Transitions on SC are governed by an arbitrary stochas- 
tic matrix R, and one has 
SC s 
SC R 0 
P= 
( > s 0 P’ 
Similarly, the measure I-( on S is extend66 to a measure c on 9 given by 
i”i = 
One then has 
4, ia 
0, jESC. 
Definition 1 .I. A matrix D = (dij), i, i E 9 , with elements of either sigh 
is given by 
D=&Q. 
Note that: 
(a) dij = 0, i, i E int S, 
(b) dij = pij-qij, i, i E 5’3 
(C)dij=-t&j, iES,jES? 
mma 1.2. 2 For all i, 
C dij=O, 
jE9 jE9 
Id,il ~ 2. 
This follows immediately from Definition 1.1. 
’ The Y-process may be described as a replacement process with replacement pro 
at state j. 
2 The authors do not feel that an! of the lemma are difficult or nstew 
useful properties and structure the proof. 
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For what follows, extensions uf the time dependent distribution of 
the Y-chain to the state space 9 will also be needed. Let $‘) = 
jf$, y1=0, l,..., sothat 
9 
(n) = (#n - 1 ‘p>i, jES, 1z= 1,2 ,...) 
with #)) a specified initial distribution on S. The extensions of #@ to 0 
are defined by 
~~?=@n-l)$* jE 9 , iz= 1,2 ,..., 
with pkO) = pj*) on S, and pj*” = 0 on SC. It follows that 
The intuitive idea behind compensation is the following. The transient 
X-process on 9 is modified to become the Y-process in that a sample 
path which would move to a state k* in SC under the X-process dynamics 
is denied access to such a state and replaced at a boundary state j with 
probability ej. The subsequent ime-dependent measures ~(~1 obtained 
are equivalent to those for the X-process with negative charge inserted at 
k* (annihilation) and equal positive charge inserted at j (creation), there- 
by “‘compensating” for the change in dynamics. Further discussion is 
given in i3,4]. 
We proceed formally. 
Definition 1.3. The nth step compensation measure c(n) on 9 is defined 
by 
CC”) = (E’” --.Q+ 
;,*j 
jE9 9 n = 1, 2, . . . . 
with c(O) = p . 
Note that dij is needed only for i E S, since ~.l(@ has all support on S, 
i.e., 
~(“1 = c ,# - 1) d 
I P- , n = 1, 2, . . . . iES i iji’ 
ia 1. . For n # 0, the compensation measure c@) has all support on 
S*, and the total measure on 9 vanishes. For all n, co”) is of bounded 
variation on 9. Specifically: 
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Pl = 1) 2, . ..? ) 
n = 0, 1 3 . . . . 
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Furthermore, for all 
k=O 
with $@ = p/‘l for j E S, and $“I = 0 for j E SC. 
1 
Proof. The first assertion is a direct consequence of Lemma 1.2, Defini- 
tion 1.3, and Fubini’s Theorem. The second follows by recurrence from 
;!“I = (--“” - 13 Fjj = (c’” - 1) (Q+D))j 
I 
-I 
= (P +l)Q)j+c;n), ie 9 , 
with ~(0) = p(O). 
Of primary importance is the following extension of Definition 1.3. 
Definition 1.5. The compensation measure c on 9 is defined by 
Cj = lim CT), jE9, n+- 
when the limit exists. 
Theorem 1.6. For any ergodic Y-chain, governed by transient stochastic 
matrix Q and replacement measure 0 on S, the compensation measw 
c exists and is given by 
cj = (E D)i, jE9. 
The compensation measure is of bounded variation on 9, has all su 
on P, and the total measure on 9 vanishes, i.e. 
FCj =O, ClCjl~ 2. 
SI 
Proof. The ergodicity assumed implies that r_li = lim,,,,!J)“! i E 
eorem and Lemma I .2 permit pas 
ing assertions follow t 
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Note that the explicit form of c from Theorem 1.6 is 
For the statement of the principal Theorem 1.7 below, it should be 
recalled that the Green kernel G = (gii) of a Markov chain with transition 
matrix Q is defined by 
G= 5 Qn. 
n=O 
The transience of Q implies that gij = Zt=, &?I is finite for all i, i E 9 . 
The main result of Keilson [4, 51 for spatially homogeneous processes 
modified. by retaining (impenetrable) boundaries may now be extended 
to the P_X general context of Theorem 1.6. 
Theorem 1.7. I/z Uze setting of Theorem 1.6, the ergodic measure of the 
modified Y-process is given by 
.emark 1.8. When c@) has finite support, the theorem follows immediate- 
ly from the uniform boundedness Ic?l < 2, the summability of & q#? 
and the dominated convergence theorem. When c@) does not have finite 
support, a more delicate argument is needed. Two lemmas are required 
to complete the proof of Theorem 1.7. 
Lemma 1.9. Let &‘I be a sequence of probability measures with &I+ ~1 
as D- + =J, ar itself being a probh!bility measure. Let G = XL+, @ be the 
pfzterttial for the stochastic matrix Q, and let @I= &“I G. Then 
,u(“) --) /A = acG. 
:roof. We note that gij < gjj for all i,,iiE 51 
of the fundamental identity’gij = 41 gjj for 
the probability of reaching state j from sta 
is a simple consequence 
ains, where fij’is 
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and the boundedness of gik over i permits passage to the limit under the 
summation sign via the Helly argument. (See, for example, [ 1, Theorem 
4.4.41.) 
Lemma 1 .lO. Let dn) + Q as in Lemma P .9. Let a, = (1 -w) Zl~+P) wn, 
0 < w < 1, so that a, iz itself a probability measure, and ~1, + c11, when 
w 3 l-. Let G(w) = Z& 3 Qk wk. Then 
s G(w) -)r cuG asw+ l-. 
Proof. Clearly 
a, G(w) = CYG + (Q -a)G + a{G(w)-G} + (aW-c~){G(w)-GG). 
As w + 1, each component of the second term on the right converges to 
zero by Lemma 1.9. Each component of the third term is dominated by 
that of CWG and goes to zero by dominated convergence. Finally, the last 
term on the right is dominated by p, G, where pWj = la,--+, and goes 
to zero since the measure &,, has vanishing total mass as w + 1. ? and gjk 
is bounded over j as in Lemma 1.9. 
Proof of Theorem 1.7. From Definition 1.3, 
where from ergodicity (yp’) and (pp)) are convergent sequences of pro- 
bability measures. From Lemma 1.4, we have 
n 
Ynl = C( 
ILi k=O 
llI”- k)Qk)j - fi (p:- k)Qk)j. 
k=O 
We then have from generating functions in the not ation of Lemma 1.10, 
Hence from emma 1.10, when w + l- 
cc=~r, G-P,G=(P,-P~)G 
The last equality comes from Theorem 
CD = c. Theorem 1.7 then follows. 
9 
=cG. 
Section 2). 
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For any measure X on subsets of 9, define XQ” by 
the limit exists (see, for example, [S]), and write 1 for the column 
vector with all elements equal to 1. 
lary l.? 1. III the setting of Theorem 1..7, for all j E 9 , 
0 i Cj = @<I-Q))** 
( ) ii Cj s ((CG)‘_o)~‘~’ = ((~D)gG)j; 
(iii) 2 Q- = 0, PjQ” = 0; 
(iv) pj = CE’cl-Q)~G>i + @Q”>i; 
(v)cl =O,Gl =(=),(cG)4 = 1. 
PPOOf. (i) Cj = <ELI>, = <ir(~-~)>i = (z(1-Q))jy because & = (zP)j* 
(ii) followb by direct substitution from Theorem 1.6 and Theorem 1.7. 
(iii) follow;2 by the dominated convergence theorem, Theorem 1.6, and 
the fact that Q is transient. 
(iv) is obvious. 
(~1 CC G)j = @(I-Q) l G)j = 6 - (EQ-)j s 6 by (i), (iii) and (iv). It 
follows that (c G) l 1 = c. 1 = 1. The fact that G 1 diverges follows from 
the definition of G. 
2. fnterpretation in terms of the Riesz decomposition theorem 
It will be convenient at this stage to recall some results from Potential 
Theory. For a full exposition, see [ 63 and [ 81. 
A nonnegative rinite function f defined on 9 is called Q-superharmonic 
when Qf < f on 9 , and Q-harmonic when Qf = f on 9 ; f is called a Q- 
potenrlal of a (nonnegritive) charge e if f = Ge. 
Similarly, a nonnegative finite measure X defined on a subset of 9 is 
called Q-superharmonic when X Q \< ‘X on 9 9 and Q-harmonic when X Q = 
X on 9 ; X is called a Q-potential of a (nonnegative) charge 7 if X = y G. 
It is assumed that hf < 00, so that the duality relation A l (QfJ = (XQ)sf 
holds. 3 Denote by Q” f the limit of Qnf as n .-) y, and by XQ” the limit 
OfXP asn-,~. 
’ The letters A, fwill be reserved for Q-superharmonic measures and functions, respectively. 
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The Riesz decomposition theorem for superharmonic functions and its 
dual for superharmonic measures asserts: 
(Riesz functions). Any Q-superharmonic jknction j’on 9 has the urn- 
que decomposition f = u + r, where u = Ce is a Q-potential of a charge e = 
(I-Q)f, and Y = Q” f is a Q-harmonic jknction. 
(Riesz measures). Any Q-superharmonic measure X on 9 has the rrni- 
que decomposition X = y G + h Q" , where y G is a Q-potential of a charge 
- 7 = X (I-Q) and h Q” is a Q-harmonic measure. 
When Q is transient, the Riesz decomposition off has bjth compo- 
nents, but for finite X the dominated convergence theorem yields XQ” = 
0, so that every superharmonic measure is necessarily a potential. Note 
also that for transient Q, X*r = h*(Qwfi # (hQ”)ef = 0. 
Qbserve that for (non-zero) harmonic r and (non-zero) measure A, one 
must have necessarily Xr = = since otherwise yr = Xr - XQr = 0. In part- 
icular, when constant functions are harmonic, A must be infinite. 
It is now possible to interpret Theorem 1.6, Theorem l.? and Corol- 
lary 1.11 in potential-theoretic language and to exhibit the role of the 
compensation measure in this framework. 
The expression in Corollary 1 .11 (i) indicates that the compensation 
measure may be rc:garded as a signed charge. Thus, Theorem 1.7 asserts 
that the measure ;I on 9 is actually the Q-potential of the comperrsa- 
tion charge c. The point of interest is that the total charge is zero. 
Furthermore, the same formula in Corollary 1.11 (i) indicates that the 
Q-potential ii carmot be Q-superharmonic (although by definition the 
measure z is P-harmonic). Nevertheless, Corollary 1.11 (iv) shows that a 
Riesz-like decomposition for, E holds. This result can also be obtamed 
directly by the usual proof o,f the Riesz decomposition. Indeed, from 
F-EQ = c one obtains by post-multiplication by Q, and addition that 
&;Qn+’ = c(I + Q + . . . -t Q"), 
which, in turn, can be shown to yield E-EQ” = c G. 
The assertion that (cG) e 1 = 1 in Corollary 1.11 (v) confirms that the 
expression for E from Theorem 1.7 adds (over 9 ) to 1, as it should, yet 
G 1 is infinite (observe that for the positive charge ‘y one has 
(YG)* 1 = 00). Thus the compensation charge c assures umm 
allowing negative values. 
This effect is more pronounced if one considers the action of the c 
pensation measure c on Q-superharmonic functions f. Assume th 
68 J. Keilson, R. Syski, Compensation measures 
The following theorem indicates that Q-harmonic functions are ortho- 
gonal to the compensation measures (for example, c 1 = 0). 
Theorem 2.1. For any Q-harmonic fknction r (with pr < m) and for a 
compensation measure c, 
cr=o. 
Proof. cr = E(I--Q)Y = gr - cr = 0. 
The result is in sharp contrast with the situation for positive charges 
where, as explained earlier, h.armonic functions are excluded. In effect, 
the compensation measure allows one to retain the condition gr < 00 
with finite c even for Q-harmonic functions hy “compensating” with 
the help of negative charges. 
It is of interest to note that although D 1 = 0 (by Lemma 1.2), Dr need 
not vanish. Indeed, Dr = ?% - r. Nevertheless, 
cr=cD*r=p*Dr=O. 
On the other hand, 
For = pa (Q-f) # (pQ”)ef = 0. 
Corollary 2.2. Let f be a Q-superharmonic, function with Riesz decompo- 
sition f = u + r, where u = Ge, and zf < *. Tkn 
Fe = cf. 
Proof. Fe = cGe = cu, and cr = 0. 
Theorem 2.3. The ergodic measure p and the compensation measure c 
from Theorem 1.7 cannot have disjoint support, and PC > 0. 
Proof. Theorem 1.6 yields 
Suppose that c vanishes identically on S, so t 
forj E S. 
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Also, by ergodicity, 
69 
forj E S. 
Subtracting, one obtains 
O = c Pi(Pij-qij) 
iES 
forj E s. 
This leads to a contradiction because, although Pij = qii for ] E int S, one 
has by definition of pij that 
Pij ’ 4ij for some j E &S and some i E S. 
Finally, the definitions of JA and c imply that p and c are strictly positive 
on their common support W, so PC > 0. 
Remark 2.4. The quantity E.ccGs called the energy of the potential p or of 
the charge c. 
3. Examples 
To illustrate the structure of the method, we present two classical ex- 
amples easily discusFed by other methods. More elaborate examples of 
ergodic measures for homogeneous processes with one and two bounda- 
ries found explicitly from the simple structure of c and g are given in 
[3-S]. 
Example 3.1. Let X be a random walk on the integers: 9 = (0, f 1, +2, . ..) 
described by homogeneous transition probabilities: 
qij = aj_ i3 i,] = 0, f 1 9 +2, . . . . 
where {a,} is a given probability distribution with Zk ak = 1. 
For the random walk to be transient, it is sufficient that (cf. [ 7 I) 
Mdhak#O, 
k 
lkja, < =. 
Take for S the finite set (0, 1, . . . . m} and regard states 0 a 
the boundary of S. The modified Y-chain is ob 
the random walk is returne to 0 or to ,W 
boundary states 0 or m, respectively. Thus pi{ is obtained by ‘* 
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rows of LZj_ i at J = 0 and j = m. Hence, for 0 G i < m, 
Pij = 'j- i forl<j<m--1 
k=O 
Pm= - 20 ak j for j = 0, pim = -90 
The ergodic distribution can be obtained from the equation 
m 
which, for 1 < j < m- 1, reduces to 
m 
-zi pj - i_o Pi ajLia 
A simple calculation yields for the compensation measure 
m 
c j = cfj - C pi aj_ i forOGj<m, 
i=O 
which, by virtue of the preceding equation, gives Cj = 0 for 1 G i G m- 1, 
m 
forj< O,j>m. 
Clearly, ~j Cj = 0. 
The Green function for the random walk is also homogeneous 
W 
g. = j-i 
where ,z@) is the n-fold convolution of a with itself. It is known that [4, 
71 
lim gk = 2&F and lim gk = 0 whenM > 0 
k+w ki-w 
lim gk = 2iA41-1 and lim gk = 0 when&I < 0. 
k-+-w k+w 
Theorem 1.7 now yields the lattice analogue of the Wiener-Hopf equa- 
tion : 
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Finally, it is easy to verify that if r is any Q-harmonic function, then ne- 
cessarily cr = 0. It is known (cf. [ 71) that the random walk has two (mi- 
nimal) harmonic functions, namely Yi = 1 and Yi = si, where 1 and :; are 
the only roots of the equation 
k 
ak sk = 1. 
Example 3.2. Bernoulli random walk. The purpose of this example is to 
show the advantage of using the compensation measure c for finding the 
ic distribution p when the structure of P gives rise to a much simpler 
structure for c. 
The Bernoulli random walk on all integers 9 = (0, + 1, 22, . ..} is des- 
cribed by transition probabilities 
4- 11+1 = JI. qii_ 1 = q, 
wherep+q= 1,andpfq. 
qij = 0 otherwise, 
Take S = (0, 1) 2, . ..j. and regard the state 0 as the boundary of S. The 
modified random walk on nonnegative integers has transition probabilities 
P- rr+l = p, pii_ I = q9 Pij = 0 otherwise, 
for i = 1,2, . . . . and poo = q, pal = p. 
It is now easily seen from Theorem 1.6 that the compensation measure 
‘is concentrated on the states 0 and - 1 only, and 
co = PO 4, c-1 = -PO 149 cj = 0 otherwise. 
Theorem 1.7 then expresses g in terms of a single unknown p. (which can 
be found by normalization), i.e., 
Pj = PO 4 k()j-g_ 1 j), j = 1, 2, . . . . 
It ;S known [ $1 that the Green kernel gij has the form (for p < q): 
(q-p)-’ (p/4y’-’ for j > i, 
g. = j-i 
(q-p)-’ forj< i. 
Hence substitution yields the well-known result 
Pj = PO @lq)i, 
= (1-(p/4))* 
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