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Abstract
In the present paper we present some tools in exploring the shadow process in self–dual codes
for the purpose of /nding singly even self–dual binary codes with higher minimal distances.
The present paper can be viewed as a supplementary work to the preceding works (IEEE Trans.
Inform. Theory 36 (1990) 1319; IEEE Trans. Inform Theory 37 (1991) 1222).
c© 2002 Elsevier Science B.V. All rights reserved.
1. Introduction
Roughly, the shadow theory goes in the following way.
First, we start from a singly even self–dual binary code Cs of length n (n≡ 0mod 8).
Next, we consider the doubly even subcode Cs;0 of Cs, which is a subcode of index 2
in Cs if Cs is purely singly even. In that case there is a codeword u0 of Cs such that
the weight of u0≡ 2mod 4. We decompose the dual code C⊥s;0 of Cs;0 into
C⊥s;0 =Cs;0 ∪ (Cs;0 + u0)∪ (Cs;0 + z0)∪ (Cs;0 + u0 + z0);
here z0 is a codeword of C⊥s;0, not belonging to Cs. One sees that Cs =Cs;0 ∪ (Cs;0+u0).
The shadow code S(Cs) of Cs is the complement of Cs in C⊥s;0, namely,
S(Cs)= (Cs;0 + z0)∪ (Cs;0 + u0 + z0):
One can show that the codes C1 =Cs;0 ∪ (Cs;0+z0) and C3 =Cs;0 ∪ (Cs;0+u0+z0) are
doubly even self–dual codes. The weight enumerators of S(Cs), C0 and C⊥0 are well
described by the weight enumerator WCs (x; y) of Cs. By this fact WCs (x; y) receives
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strong constraints, and one can analyse further properties of the code Cs and the
polynomial WCs (x; y).
The generalized shadow process developed in [2] (especially Lemma 3) will produce
singly even self–dual codes from doubly even self–dual codes. In the present paper we
present the process as Propositions 3 and 6 that are reorganizations of Lemma 3 in
[2]. However in [2] the minimal distance of the obtained singly even self–dual codes
is not much discussed.
In the present paper we try to analyse the minimal distance of the singly even
self–dual binary codes obtained from the doubly even self–dual binary codes by the
generalized shadow process. A partial result is given as Theorem 4.
First we start from a doubly even self–dual code Cd of length n. Take a vector u0
of length n such that wt(u0)≡ 2mod 4. We claim that there exists a codeword z0 ∈Cd
such that (u0; z0)= 1, here the inner product is the standard one in the vector space of
dimension n over the /eld F2. If (u0; z)= 0 holds for all z∈Cd, then u0 ∈C⊥d =Cd,
which is absurd. We /x such a z0 for the time being.
We put
Cd;0 = {x∈Cd | (x; u0)= 0};
then Cd;0 is a doubly even subcode of the doubly even self–dual code Cd. Note that Cd;0
is not necessary unique doubly even subcode of Cd, rather it may change depending
on the choice of the vector u0. It can be shown that Cd =Cd;0 ∪ (Cd;0 + z0), and that
the code Cd;0 ∪ (Cd;0 +u0) is singly even self-dual and the code Cd;0 ∪ (Cd;0 +u0 +z0)
doubly even self-dual.
Next we take a vector u0 with wt(u0)≡ 0mod 4 not belonging to Cd. We claim that
there exists a codeword z0 ∈Cd such that (u0; z0)= 1. If (u0; z)= 0 holds for all z∈Cd,
then u0 ∈C⊥d =Cd. This contradicts the assumption that u0 =∈Cd. We pick up one such
z0 and put v0 = z0 + u0. As above we set
Cd;0 = {x∈Cd | (x; u0)= 0}
and
Cd;5 = {u0 + v | v∈Cd ; (v; u0)= 1};
then we will later see that Cs =Cd;0 ∪Cd;5 is a singly even self–dual code.
Since our main purpose is to /nd singly even self–dual codes with higher minimal
distance, it is eGcient to start from coset leaders u0.
Finally, we try to describe the weight enumerators of the individual cosets Cd;0,
Cd;0+u0, Cd;0+z, and Cd;0+u0+z by means of the weight enumerator WCd (x; y) and
the Jacobi polynomial Jac(Cd ; u0; X; Z) (in the sense of [8]) associated with the vector
u0. Besides this, the Jacobi polynomial plays another role in choosing good vectors u0
suitable for our applications.
The author expresses his gratitude to the referees of the present paper for helping
him to re/ne his writing and to trim the content.
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2. Basic notation and denitions
Let F2 be a /eld with two elements {0; 1}. A binary [n; k] code C is a vector
subspace of Fn2 of dimension k over F2. For x=(x1; : : : ; xn); y=(y1; : : : ; yn)∈Fn2 the
inner product is de/ned by
(x; y)=
n∑
i=1
xiyi:
The dual code C⊥ of C is de/ned by
C⊥= {u∈V | (u; x)= 0 ∀x∈C}:
A binary code C is called self–dual if it satis/es C=C⊥. An element u of C is called
a codeword of C. For any element x=(x1; : : : ; xn) of Fn2 the weight wt(x) is de/ned
by wt(x)= #{i | xi = 0; 16i6n}. The Hamming distance d(x; y) is de/ned by
d(x; y)= #{i | xi = yi; 16i6n}:
When each codeword u of C has weight divisible by 4, then such C is called a doubly
even code. If there exists a codeword u of a self–dual code C with wt(u) ≡ 0 (mod 4),
then the code C is called a singly even self–dual code. It is generally used that a type
II code means a doubly even self–dual binary code and a type I code means a singly
even self–dual binary code.
The minimal distance d(C) of a code C is de/ned by, d(C)= minu;v∈C;u =v d(u; v)=
minu∈C−{0} wt(u). A type II [n; n=2] code C is said to be extremal if d(C)= 4[n=24]+4.
A type I [n; n=2] code C (n¿8) is said to be extremal if
d(C)=


4
[ n
24
]
+ 6 if n≡ 22mod 24
4
[ n
24
]
+ 4 otherwise:
A type I code is said to be optimal if it is proved to have the highest minimal distance
but it is not extremal. The covering radius t(C) of a code C is de/ned by
t(C)= max
u∈Fn2
(
min
z∈u+C
wt(z)
)
: (1)
This quantity measures the distance to the most remote vectors from the codewords
in C. The inhomogeneous weight enumerator for a binary code C is de/ned by
WC(X )=
∑
u∈C X
wt(u). The homogeneous weight enumerator of the code is de/ned
by
∑
u∈C x
n−wt(u)yu. The weight distribution of a coset v+C is described by the coset
weight enumerator Wv+C(X )=
∑
u∈v+C X
wt(u).
The homogeneous form of the coset weight enumerator is likewise de/ned.
Our main tool is the Jacobi polynomials for a code. Let x=(x1; : : : ; xn);
y=(y1; : : : ; yn)∈Fn2 , then we denote
x ∗ y=#{ i | xi =yi =1; 16i6n}:
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One knows that the relation
wt(x + y)=wt(x) + wt(y)− 2x ∗ y (2)
holds for any pair of vectors x; y∈Fn2 .
Let v be a vector of Fn2 . The inhomogeneous Jacobi polynomial Jac(C; v; X; Z) is
de/ned by
Jac(C; v; X; Z)=
∑
u∈C
X wt(u)Zu∗v;
where X; Z are algebraically independent variables over the /eld of complex numbers.
The vector v is called the reference vector of Jac(C; v; X; Z) and the weight of v is
called the index of the Jacobi polynomial.
The homogeneous Jacobi polynomial Jac(C; v; x; y; u; v) associated with the code is
de/ned by (cf. [9,10])
Jac(C; v; x; y; u; v)=
∑
u∈C
xn−wt(v)−wt(u)+u∗vywt(u)−u∗vuwt(v)−u∗vvu∗v:
3. A description of the weight enumerator of the obtained type I code
In this section we try to describe the weight enumerators of the sets Cd;0 and u0+Cd;0
by means of Jacobi polynomials.
Proposition 1. The inhomogeneous weight enumerator WCd; 0 (X ) of Cd;0 is expressed
by
WCd; 0 (X )=
1
2{Jac(Cd ; u0; X; Z) + Jac(Cd ; u0; X;−Z)}Z=1;
where { }Z=1 means the substitution of 1 into Z .
Proof. Cd;0 consists of elements v∈Cd satisfying (v; u0)= 0, or equivalently v∗u0≡ 0
(mod 2). We write Cd =Cd;0 ∪D, where D= {v∈Cd | (v; u0)= 1}=(Cd;0 + z0). Then
Jac(Cd ; u0; X; Z) =
∑
x∈Cd
X wt(x)Zu0∗x
= Jac(Cd;0; u0; X; Z) + Jac(D; u0; X; Z):
We note that
Jac(Cd ; u0; X;−Z) = Jac(Cd;0; u0; X;−Z) + Jac(D; u0; X;−Z)
= Jac(Cd;0; u0; X; Z)− Jac(D; u0; X; Z):
From the last two equations we obtain
Jac(Cd;0; u0; X; Z)= 12{Jac(Cd ; u0; X; Z) + Jac(Cd ; u0; X;−Z)}:
Putting Z =1 in the above equation we get the equation of the proposition.
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Proposition 2. The homogeneous weight enumerator Wu0+Cd; 0 (x; y) of the coset
u0 + Cd;0 is expressed by
Wu0+Cd; 0 (x; y)=
1
2{Jac(Cd ; u0; x; y; y; x)− Jac(Cd ; u0; x; y;−iy; ix)}:
Proof. First we note that
Jac(Cd;0; u0; x; y; u; v)=
∑
u∈Cd; 0
xn−wt(u0)−wt(u)+u∗u0ywt(u)−u∗u0uwt(u0)−u∗u0vu∗u0
and
Wu0+Cd; 0 (x; y) =
∑
u∈Cd; 0
xn−wt(u0+u)ywt(u0+u)
=
∑
u∈Cd; 0
xn−wt(u0)−wt(u)+2u∗u0ywt(u0)+wt(u)−2u∗u0
= Jac(Cd;0; u0; x; y; y; x):
Using the decomposition Cd =Cd;0 ∪D in Proposition 1 we write
Jac(Cd ; u0; x; y; y; x)
= Jac(Cd;0; u0; x; y; y; x) + Jac(D; u0; x; y; y; x)
=
∑
u∈Cd; 0
xn−wt(u0)−wt(u)+2u∗u0ywt(u0)+wt(u)−2u∗u0
+
∑
u∈D
xn−wt(u0)−wt(u)+2u∗u0ywt(u0)+wt(u)−2u∗u0
and
Jac(Cd ; u0; x; y;−iy; ix)
= Jac(Cd;0; u0; x; y;−iy; ix) + Jac(D; u0; x; y;−iy; ix)
=
∑
u∈Cd; 0
’(u; u0) xn−wt(u0)−wt(u)+2u∗u0ywt(u0)+wt(u)−2u∗u0
+
∑
u∈D
’(u; u0) xn−wt(u0)−wt(u)+2u∗u0ywt(u0)+wt(u)−2u∗u0 ;
where ’(u; u0)= (−i)wt(u0)−u∗u0 iu∗u0 = (−1) · i2u∗u0 . We verify that
’(u; u0)=
{−1 for u∈Cd;0;
1 for u∈D:
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Thus we obtain
Jac(Cd ; u0; x; y;−iy; ix)=−Jac(Cd;0; u0; x; y; y; x) + Jac(D; u0; x; y; y; x);
and consequently
1
2{Jac(Cd ; u0; x; y; y; x)− Jac(Cd ; u0; x; y;−iy; ix)}= Jac(Cd;0; u0; x; y; y; x)
=Wu0+Cd; 0 (x; y):
This completes the proof of the proposition.
4. Using a vector u0 with wt(u0)≡ 2 mod 4
As in the introduction let Cd be a type II code of length n (n≡ 0mod 8), and u0
be a binary vector satisfying wt(u0)≡ 2mod 4. Take a z0 ∈Cd such that (z0; u0)= 1,
whose existence is proved in the introduction. We put
Cd;0 = {u∈Cd | (u; u0)= 0}: (3)
It is easy to see that Cd has the coset decomposition of the form
Cd =Cd;0 ∪ (Cd;0 + z0):
We quote a proposition in [2]:
Proposition 3. The set Cs(u0) de4ned by
Cs(u0)=Cd;0 ∪ (Cd;0 + u0) (4)
is a type I code.
We now restrict ourselves to the case where u0 is a coset leader of the coset
u0 + Cd;0 in forming Cs(u0). Standing on this we may prove
Theorem 4. Let the notations be as above. Let Cd be a type II extremal code of
length n. Let u0 be a binary vector satisfying wt(u0)≡ 2mod 4 and suppose that u0
is a coset leader of the coset u0 + Cd, then the minimal distance d(Cs(u0)) of the
code Cs(u0) is given by
d(Cs(u0))=wt(u0):
To prove this theorem we need a lemma:
Lemma 5. Let Cd be a type II extremal code of length n. Then the covering radius
t(Cd) of the code Cd cannot exceed the minimal distance d(Cd) of Cd.
Proof. An extremal code Cd satis/es
d(Cd)= 4
[ n
24
]
+ 4:
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We count the strength s(Cd) of the code Cd. By de/nition the strength s(Cd) is the
number of non-zero weights in Cd. The non-zero weights are easily seen to be
4
[ n
24
]
+ 4; 4
[ n
24
]
+ 8; : : : ; n−
(
4
[ n
24
]
+ 4
)
; and n:
Therefore we have
s(Cd) =
{n
4
−
([ n
24
]
+ 1
)}
−
([ n
24
]
+ 1
)
+ 2
=
n
4
− 2
[ n
24
]
:
One can easily verify that the inequality
d(Cd)= 4
[ n
24
]
+ 4¿
n
4
− 2
[ n
24
]
= s(Cd)
holds for n with n≡ 0mod 8. By Delsarte [6] we know that
s(Cd)¿t(Cd):
Therefore, the lemma is proved.
Proof of Theorem 4. In view of the Eq. (4) we have
d(Cs(u0))= min(d(Cd;0);wt(u0)):
By (1) and Lemma 5 we have the inequalities
d(Cd;0)¿d(Cd)¿t(Cd)¿wt(u0)
and consequently
d(Cs(u0))=wt(u0):
This completes the proof of the theorem.
Remark 1. Theorem 4 shows that a vector u0 with wt(u0)≡ 2mod 4 does not lead to
extremal type I codes by (4), because by Lemma 5 in the class of the extremal type
II codes the covering radius of a code does not exceed the minimal distance of the
code. (cf. [1]).
5. Using a vector u0 with wt(u0)≡ 0 mod 4
Let Cd be a type II code of length n (n≡ 0mod 8), and u0 be a binary vector
satisfying wt(u0)≡ 0mod 4 not belonging to Cd. As shown in the introduction there
exists a codeword z∈Cd satisfying (z; u0)= 1. Take such a codeword z0 ∈Cd and /x
it for the time being. We put
Cd;0 = {u∈Cd | (u; u0)= 0}:
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One sees that Cd;0 is a subcode of Cd of index 2 in Cd. We set
Cd;5 = {u + u0 | u∈Cd ; (u; u0)= 1}
and v0 = z0+u0. By a simple argument we can show that Cd;5 equals Cd;0+v0 and Cd;0
equals the set {u∈Cd;0 | (u; v0)= 0}. Then the following is a rephrasing of a special
case of Lemma 3 in [2].
Proposition 6. The set Cs(u0)=Cd;0 ∪Cd;5 =Cd;0 ∪ (Cd;0 + v0) is a type I code.
Remark 2. When we use a vector u0 of weight≡ 0mod 4, not belonging to Cd, the
minimal distance d(Cs(u0)) of Cs(u0) depends on the minimal distance of the subset
Cd;5. If we take Cd as an extremal type II code and u0 as a coset leader, then we may
/nd Cs(u0) with higher minimal distance rather eGciently.
In appearance this case is the same as the case of using a coset leader
of weight≡ 2mod 4 when we know Proposition 6. But the coset leader u0 of
weight≡ 0mod 4 can lead to extremal codes.
The minimal distance of the obtained code Cs(u0) in using the coset leader u0 of
weight≡ 0mod 4 does not behave uniformly in contrast with the coset leader u0 of
weight≡ 2mod 4 (cf. Theorem 4). It strongly depends on the codes and the coset
leaders selected.
Remark 3. Using Jacobi polynomials in /nding type I codes has two advantages: (i)
we can /nd many coset leaders of weight congruent to 0 modulo 4 quite eGciently
if we use the algebraic study of Jacobi polynomials, (ii) we can examine the minimal
distance of the obtained code by the shape of the Jacobi polynomial.
6. Applications
With the present method we examined some interesting cases. However, our present
report is not exhaustive in many respects.
6.1. Using type II [32,16,8] binary codes
There are 7 types of Jacobi polynomials associated with the coset leaders of weight 4.
They are described below.
We put
0(X; Z) = 1 + X 8(28Z3 + 126Z2 + 284Z + 182) + X 12(196Z4 + 1680Z3
+ 4872Z2 + 5264Z + 1876) + X 16(1841Z4 + 9128Z3 + 14580Z2
+ 9128Z + 1841) + · · ·
and
 (X; Z)= (Z − 1)4X 8(1− X 4)4:
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A type k Jacobi polynomial of index 4 and degree 32 is 0(X; Z) + k  (X; Z) with
06k65; k =7.
By [4] there are /ve classes of type II extremal [32; 16; 8] codes. To each class
of type II [32; 16; 8] code the associated Jacobi polynomials are given as a table. We
follow all names of codes after [4].
Type 0 1 2 3 4 5 7 Total
Reed-Muller 34720 1240 35960
QR 11160 12400 7440 3720 1240 35960
8f4 10752 13776 5376 5712 336 8 35960
2g16 7680 21280 6720 280 35960
16f2 11040 12120 8640 3000 800 360 35960
Note: One of the editors (A. Munemasa) of this special issue recently has pointed
to the author a relevant article [3] to the above table. There they determined the
complete coset weight distribution for each of the above /ve extremal type II [32; 16; 8]
codes. The relationship between their tables therein and the table above is explained
by Theorems 5 and 6 in [9]. Our Jacobi polynomials of index 4 here give the coset
weight distributions of coset weight 4. However, their approach is quite diLerent from
the present one.
The type 7 Jacobi polynomial of index 4 only leads to an extremal type I [32; 16; 8]
code whose weight enumerator has the shape:
X 32 + 364X 24 + 2048X 22 + 6720X 20 + 14336X 18 + 18598X 16 + 14336X 14
+ 6720X 12 + 2048X 10 + 364X 8 + 1:
Here we describe a connection between Theorem 3 in [5] and the Jacobi polynomials
for these codes. To do this we recall a terminology in [5]. An octet in one of the above
/ve codes is a set of eight mutually disjoint sets of four coordinates called tetrads with
the property that the union of any two tetrads is the support of a word u of weight eight
in the code. Here the support supp(u) is the set of the non-zero coordinate positions
of the word. The de/nition of the support is also applied to non-codeword vectors.
Proposition 7. Let C be one of the above 4ve codes, and v0 be a vector in F322 of
weight 4. A necessary and su;cient condition that v0 to be a tetrad in an octet of
C is that Jacobi polynomial for v0 has the form:
Jac(C; v0; X; Z)
=0(X; Z) + 7 (X; Z)
= 1 + X 8(7Z4 + 168Z2 + 256Z + 189) + X 12(168Z4 + 1792Z3 + 4704Z2
+ 5376Z + 1848) + X 15(1883Z4 + 8960Z3 + 14832Z2 + 8960Z + 1883)
+ · · · :
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Proof. Suppose Jacobi polynomial for a vector v0 of weight 4 has the form
given above, then there are seven codewords ui ∈C (16i67) of weight 8 satisfying
ui ∗ v0 = 4. Each pair ui1 and ui2 satisfy ui1 ∗ ui2 = 4. The reason for this is as follows.
The possible values of ui1 ∗ ui2 are 4, 6 and 8. If the value is 8 then two codewords
coincide, which is absurd. If the value is 6 then the weight of the sum of the two
words is 4, which is also absurd. Therefore the only possible value is 4. It follows that
supp(ui1 )∩ supp(ui2 ) = supp(v0). From this one easily sees that the tetrads supp(v0),
supp(v0 + u1); : : : ; supp(v0 + u7) form an octet.
If supp(v0) is a tetrad in an octet {1; : : : ; 8}, then we show that Jac(C; v0; X; Z)
has the shape in the proposition. The sets supp(v0)∪ supp(i); (16i67) are the sup-
ports of the codewords ui ∈C of weight 8. Therefore the coeGcient of the X 8Z7 in
Jac(C; v0; X; Z) is at least 7, and the coeGcient cannot exceed 7. And Jac(C; v0; X; Z)
must has the form in the proposition.
The coset leaders of weight 6 leads to type I [32; 16; 6] codes. We do not pay much
attention here.
6.2. Using a type II [48, 24, 12] code
Up to equivalence there is only one known such code, namely the extended quadratic
residue code XQR48 of length 48. As the generator matrix for XQR48 we employ the
standard one 1 obtained from the quadratic residue code QR47 of length 47. From this
code we get some optimal type I [48; 24; 10] codes.
6.2.1. Using the coset leaders v of weight 4
We randomly searched type I [48; 24; 10] codes. Some are found to be equivalent to
ones already found.
By applying our method developed in [9,10] we know that Jacobi polynomials for
any vector v of weight 4 has the unique shape
Jac(XQR48; v; X; Z)
= · · ·+ (419496Z4 + 1917696Z3 + 3007296Z2 + 1917696Z + 419496)X 24
+ (99484Z4 + 655424Z3 + 1474704Z2 + 1345344Z + 420420)X 20
+ (5005Z4 + 49280Z3 + 163680Z2 + 218240Z + 98890)X 16
+ (44Z4 + 704Z3 + 3696Z2 + 7616Z + 5236)X 12 + 1:
1 Since the selection of the vectors v below heavily depends on the generator matrix of XQR48, we
give here a description of it. Use MAGMA and type a sequence of commands K := FiniteField(2);
C :=QRCode(K; 47); D :=ExtendCode(C);, then one obtains the matrix. The same matrix is also obtained
from a presentation of QR47 described in [7, p. 494] with an addition of all one column in the last coordinate.
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Take
v=(111100000000000000000000000000000000000000000000)
as such a vector, and form the sets Cd;0 and Cd;5 (use v instead of u0) described in
Section 5, then by Proposition 6 we get a type I [48; 24; 10] code C3. By Proposition 1
this vector leads to
WCd; 0 (X ) = 1 + 704X
10 + 8976X 12 + 56896X 14 + 267575X 16 + 873664X 18
+ 1994608X 20 + 3263040X 22 + 3846288X 24 + · · · :
By Proposition 2 the weight enumerator of the coset v + Cd;0 is computed to be
Wv+Cd; 0 (X )= 8320X
12 + 267520X 16 + 2000768X 20 + 3835392X 24 + · · · :
Therefore, the weight enumerator of the code Cd;0 ∪ (v + Cd;0) is
· · ·+ 3846288X 24 + 3263040X 22 + 1994608X 20 + 873664X 18 + 267575X 16
+ 56896X 14 + 8976X 12 + 704X 10 + 1:
This case would coincide with the one treated in [2, pp. 124–125, Table V] there.
However, there arise many non-equivalent type I [48; 24; 10] codes having the above
weight enumerator. We write some vectors of weight 4 that lead to non-equivalent
codes:
(111000000000000000100000000000000000000000000000) C4 code below
(000011100000000000100000000000000000000000000000) C5
(101101000000000000000000000000000000000000000000) C7
(101101000000000000000000000000000000000000000000) C8
(011011000000000000000000000000000000000000000000) C11
(110100100000000000000000000000000000000000000000) C16
(101100100000000000000000000000000000000000000000) C17
We give a table of the obtained codes. We veri/ed these codes are all non-equivalent
to each other by using the computer algebra system MAGMA. The table reports the
orders of automorphism groups of the codes and the coset weight describer polynomial
of the codes. Here we de/ne the notion of the coset weight describer polynomial of a
code C. This is a polynomial PC(x) in x:
PC(x)=
∑
i
aixi;
where ai is the number of cosets of coset weight i with respect to the code C.
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Code name |Aut(Ci)| Coset weight describer polynomial
C3 2 f0 + 6670852x6 + 6747566x7 + 1522047x8 + 98x9
C4 2 f0 + 6671439x6 + 6747560x7 + 1521460x8 + 104x9
C5 4 f0 + 6670081x6 + 6747580x7 + 1522818x8 + 84x9
C7 2 f0 + 6670720x6 + 6747544x7 + 1522179x8 + 110x9
C8 2 f0 + 6671786x6 + 6747570x7 + 1521113x8 + 94x9
C11 2 f0 + 6670908x6 + 6747562x7 + 1521991x8 + 102x9
C16 4 f0 + 6670875x6 + 6747572x7 + 1522024x8 + 92x9
C17 4 f0 + 6671021x6 + 6747568x7 + 1521878x8 + 96x9
Here f0 = 1 + 48x + 1128x2 + 17296x3 + 194580x4 + 1623600x5.
6.2.2. Using the coset leaders v of weight 8
There is a unique Jacobi polynomial of index 8 associated with coset leader of
weight 8. However this time various coset leaders may produce non-equivalent type I
[48; 24; 10] codes. Here we remark that it is inevitable to use the shape of Jacobi
polynomials for picking up the coset leaders of weight 8. The shape of the Jacobi
polynomial has
Jac(XQR48; v; X; Z)
= · · ·+ 1751040Z5 + 2298720Z4 + 1751040Z3 + 756480Z2 + 168960Z
+15000)X 24 + (1320Z8 + 23040Z7 + 155040Z6 + 537856Z5 + 1050200Z4
+ 1186560Z3 + 757600Z2 + 250880Z + 32880)X 20 + (21Z8 + 512Z7
+ 5632Z6 + 30720Z5 + 92880Z4 + 159744Z3 + 154368Z2 + 76288Z
+14930)X 16 + (32Z6 + 256Z5 + 1320Z4 + 3840Z3 + 5856Z2 + 4608Z
+1384)X 12 + 1:
This vector leads to the weight enumerator:
· · ·+ 3841680X 24 + 3264768X 22 + 1997040X 20 + 871168X 18 + 267831X 16
+ 57600X 14 + 8592X 12 + 768X 10 + 1:
This is the second case mentioned in [5, p. 1326, 2, p. 1225], respectively.
We write coset leaders of weight 8 that lead to non-equivalent codes.
(111111101000000000000000000000000000000000000000) D1
(111111010100000000000000000000000000000000000000) D2
(111110011100000000000000000000000000000000000000) D3
(101111110010000000000000000000000000000000000000) D4
(111010111010000000000000000000000000000000000000) D5
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(110111010110000000000000000000000000000000000000) D7
(110011110110000000000000000000000000000000000000) D8
(101011110110000000000000000000000000000000000000) D9
(010111110110000000000000000000000000000000000000) D10
(111110001110000000000000000000000000000000000000) D12
(111100101110000000000000000000000000000000000000) D14
(111010101110000000000000000000000000000000000000) D15
We also give a table of the obtained type I optimal codes. We veri/ed these codes are
non-equivalent to each other. We remark that the family of codes Ci and the family
of codes Dj are non-equivalent, so that our number 20 of non-equivalent codes breaks
the record given at in [11, Table X].
Code name |Aut(Di)| Coset weight describer polynomial
D1 2 f1 + 6638881x6 + 6755480x7 + 1554018x8 + 248x9
D2 2 f1 + 6639293x6 + 6755474x7 + 1553606x8 + 254x9
D3 1 f1 + 6639209x6 + 6755454x7 + 1553690x8 + 274x9
D4 1 f1 + 6639820x6 + 6755441x7 + 1553079x8 + 287x9
D5 1 f1 + 6639276x6 + 6755464x7 + 1553623x8 + 264x9
D7 2 f1 + 6639259x6 + 6755450x7 + 1553640x8 + 278x9
D8 1 f1 + 6639534x6 + 6755470x7 + 1553365x8 + 258x9
D9 2 f1 + 6639643x6 + 6755474x7 + 1553256x8 + 254x9
D10 2 f1 + 6638868x6 + 6755478x7 + 1554031x8 + 250x9
D12 1 f1 + 6639429x6 + 6755460x7 + 1553470x8 + 268x9
D14 2 f1 + 6639334x6 + 6755445x7 + 1553565x8 + 283x9
D15 2 f1 + 6639306x6 + 6755490x7 + 1553593x8 + 238x9
Here f1 = 1 + 48x + 1128x2 + 17296x3 + 194580x4 + 1615536x5.
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