Forensic analysis of pills suspected to contain illegal drugs is a time-consuming process; therefore, only a small sample from a seizure can be investigated. Notwithstanding, for drugs like Ecstacy, experience of forensic analysts indicates that a seizure of tablets usually consists either wholly of illicit drugs or no illegal substances at all. Consequently, it should be possible to draw fairly accurate conclusions based on very small samples, if all pills in a sample are indeed analytically identical. The forensic experience is modelled using a beta prior distribution for the proportion of drug-containing tablets in a seizure, and the sample size is determined so that a certain confidence statement can be made about this proportion. The parameters of the beta prior must be set to correspond with the experience, and this paper suggests a method for estimating these parameter values from a database comprising analyst reports representing the experience. The technique is applied to proportions of Ecstacy pills, and the results show that a sample of five pills is enough to state with a high level of confidence that at least half the tablets in a presumed Ecstacy seizure are genuine.
Introduction

Background
In forensic work, sampling of drugs is a common task that can be done in a number of stages, depending on the legislated standards in a particular country or state (see e.g. Aitken & Taroni, 2004) . The sampling is sometimes done by the police at the scene where suspected drugs are seized, and in other cases the whole seizure is brought to a laboratory where the sampling is done. Very small seizures can be analysed in their entirety without sampling, whereas for larger seizures the benefits of assessing all units do not outweigh the costs. In particular, experience of forensic analysis of seizures suspected to contain Ecstacy indicates that a sample will consist wholly of either genuine or 'fake' Ecstacy pills. (This is also the case for some other drugs seizured as tablets.) Accordingly, in practice, it should suffice to analyse a single tablet in order to determine whether a whole seizure does or does not consist of Ecstacy. An explanation for this digital scenario is that drug dealers would never dare to mix genuine and fake tablets unless they had a fail-safe method of separating them (selling illicit pills that are not drugs is very dangerous business). However, there is always the possibility that some tablets in the seizure will not contain genuine drugs. As an example, the seizing might not have been properly done. Notwithstanding, an Ecstacy seizure (assuming a proper 218 A. NORDGAARD confiscation) will typically contain a large number of pills that are identical (at least to the naked eye), and the only logical reason they might vary in content is that someone other than the dealer has mixed the pills. The classical frequentist approach to estimating proportions becomes problematic when considering samples in which all the units are the same. Except for methods like the Wilson estimate (e.g. Keller, 2005) , the sample relative frequency degenerates as an estimator of the true population proportion. Thus, there is no easy way to determine the sample size needed to estimate a proportion with specified precision. The experience of analysts could, however, be taken into account by formulating a superpopulation model of the presence of drugs in hypothesized upcoming seizures. Such a model is related to the Bayesian approach to statistical inference, although it might not be Bayesian in a rigid sense. Nevertheless, this formulation is used in the calculations described here.
Bayesian approach to sample size determination
Assume we have a population of units (usually pills) with a well-defined parameter of particular interest. The traditional inference procedure is to obtain a sample X from the population consisting of n units and subsequently perform a designed significance test. For example, we might want to test the null hypothesis
against some alternative hypothesis representing the valid complement of H 0 . In that case, a test function T based on the sample is derived, and some information about its variance, Var(T ), is assumed. The sample size is then determined to fulfil requirements related to the size and possibly also to the power of the test. Alternatively, if we want to estimate θ with a certain degree of confidence, the sample size is then determined by optimizing the precision for a given cost or vice versa.
In forensics, it is seldom useful to construct a two-sided confidence interval for the parameter of interest. When considering the proportion of genuine pills in a drug seizure, it is more important to be able to state with some degree of confidence that the proportion is above a certain level (i.e. a threshold for a term of punishment). Aitken (1999) reformulated the confidence statement to imply that the null hypothesis is composite, comprising the illegal side of the parameter space:
Contrary to classical inference, the objective is to express the confidence of H 0 , rather than reject the hypothesis. In the present framework, knowledge of the dispersion of the test statistic T is replaced by the suggestion of a prior, g(θ), for the parameter θ. The confidence of H 0 can then be expressed as a posterior probability conditioning on the sample:
where f (X|θ) is the likelihood of the sample, and the integration in the denominator is over the whole support of g. Setting this equal to the designed degree of confidence will give the required size of the sample. This framework has been adopted by the European Network of Forensic Science Institutes (ENFSI, 2003) and included in their guidelines for drug sampling. The parameter of interest is usually the proportion of drugs in a seizure (population) of pills, and the confidence statement mentioned above can be applied directly to large seizures. For smaller seizures, it is instead recommended to use a confidence statement for the number of drug-containing pills in the part of a seizure remaining 219 after a sample has been taken. For more details about the calculation of posterior probabilities, see Aitken (1999) .
A problem that immediately arises is the choice of the prior g(θ). For proportions in a seizure of pills, the hypergeometric distribution is the most natural model for setting up the likelihood, and for larger seizures this can of course be approximated by the binomial counterpart. The conjugate of the binomial distribution is the family of beta distributions, which seems to be the natural prior family, even if the data are hypergeometrically distributed. However, like other priors, the beta distribution depends on shape parameters that have to be set before any calculations can be done. Neither Aitken (1999) nor the ENFSI (2003) discussed the optimal settings of these parameters, although they did give examples with different choices. For the current method, the consensus is that shape parameters should be set according to the experience of the analyst, and thus the prior is considered to be subjective.
However, let us consider a situation in which a police officer confronts a drug dealer holding a batch of pills and, in accordance with standard procedures, either seizes the whole batch or takes a sample from it. In the latter case, the officer cannot be expected to estimate how large a sample should be at the scene of the seizure. The same problem arises even if the whole batch is submitted for laboratory analysis. Most laboratories will need a criterion for deciding the sample size, which might be designated as a limited number of specific cases, whereas sampling done by the police will require a global standard.
The prior could be interpreted as the mathematical formulation of the analyst's experience. To make the prior less subjective, it is wise to estimate its shape parameters from the history of reported cases at the laboratory (which covers experiences of different analysts).
Objective of the study
The present objective is to develop a method for estimating the shape parameters of a beta prior for proportions based on reported historical data. The procedure is illustrated by examples using information from a particular database.
Data material and methodology
Description of the data
Data used in this study were collected from a database compiled by the Swedish National Laboratory of Forensic Science, which contains cases concerning all kinds of seized pills. The present analysis is focused solely on the drug Ecstacy. In each forensic case, the analyst reports the results of an analysis by entering information on the following items into the database: the size of the seizure, a description of the analysed material (colour, shape, markings), a trademark (when applicable), the active substance, and additional substances. (The active substance in Ecstacy is 3,4-methylenedioxymethamphetamine, which is abbreviated MDMA.) The size of the sample analysed is not reported, but it can be derived from a standard-procedures document that concerns the presumed type of drug and the size of the seizure. The current rule at the National Laboratory for sampling pills suspected to be Ecstacy is to take 10% of the seizure plus one pill for analysis, but at most 20 pills. However, if the entire seizure comprises less than 10 pills, at most two are sampled.
The calculations performed here are based on a total of 22 386 cases, which represent all cases documented at the National Laboratory from 1 January 2001 to 17 November 2004. As a consequence of the present study rationale, the number of reported positives (i.e. tablets containing MDMA) in each case is equal either to the sample size or to zero. According to the experience of the analysts, either all or none of the units in a drug seizure actually contain the illicit substance. However, using data on a whole-seizure scale will not make it easier to estimate the correlation between the 'truth' and conclusions based on experience. The hierarchical model mentioned above and described in detail below will simply lead to degenerated estimates of the prior, and as a result the sample size will be a single unit. Once it is discovered whether the single unit is a drug, the data will indicate whether the rest of the units in the seizure are of the same kind. To avoid such problems, the analyst can briefly examine the seizure and easily ascertain the colour of the pills and whether there are any markings on them. These two characteristics constitute the natural scale on which the estimation should be done. The present model suggests that the investigator shall fix the colour (which is the less varying property) and let each type of marking (including a lack of marking) define a data group within a colour. In that way, each group can include both positives and negatives, although the most common group will consist exclusively of one kind of unit. In some data groups the numbers of positives and/or negatives are large (up to 36 000), while for most cases these numbers are small (typically between 1 and 20). Guidelines for sample sizes can then be worked out for each colour, but, if preferable, it is also possible to estimate a global sample size (with all colours merged). The resulting clusters of colours in the data material are shown in Table 1 . The markings on confiscated tablets vary greatly. However, the experience of the analysts indicates that some icons on Ecstacy pills are more common than others, e.g. car company logos and smileys.
Probability model and estimation
In line with Aitken (1999) , let us say that the probability that a drug unit contains MDMA is denoted θ, and assume that θ has a beta prior distribution with parameters α and β (both >0). In other words, the prior density is
where B(α, β) = 1 0 y α−1 · (1 − y) β−1 dy. Our aim is to find good estimators of α and β but we have no data that particularly follows this prior distribution. As described above, data are collected in groups of observations, where each group i(i = 1, . . . , M) consists of n i sampled units of which the number of positives (i.e. that contain MDMA) is x i . The size of the seizure, N i , from which the sample is taken is also known. Let ξ i be the random variable of which the outcome is x i , then ξ i is hypergeometrically distributed, i.e. the probability of obtaining x i positives in the sample is
where · denotes 'rounded towards the nearest integer'. If the size of a seizure is much larger than the sample size, this probability can be approximated by the binomial counterpart. 1 This probability function can now be used either to construct the likelihood function for the data or to compute moments of different orders. In the former case, the parameters can be estimated by the maximum likelihood (ML) method and in the latter case by the method of moments. We suggest using the ML method for two reasons: (i) the solutions must be found numerically and the ML method is then more straightforward and (ii) ML estimators are known to have good asymptotic properties (see e.g. Lehmann, 1983) . By 'straightforward' we mean that for a numerical solution the likelihood function can be a direct input to a numerical procedure in a suitable software application, whereas for the method of moments estimation we need to derive the relations between moments and the parameters of interest before we can use any numerical procedure. The likelihood function of α and β is
where f (x i |α, β, n i ) is the unconditional density of ξ i calculated as
If we make use of the binomial approximation, (5) is simplified to
Otherwise, no simple expression can be derived. As usual, the ML estimates (a, b) = arg max α,β L(α, β) are found by maximizing the logarithm of L, but it is not easy to find any explicit expression. These estimates can be assessed by making use of the Fisher information and the asymptotic properties of ML estimates. However, as the sample size is often small (even on the data-group scale as can be read in Table 1) , it is doubtful whether asymptotic results are reliable. Therefore, it is probably better to assess the estimates by resampling.
The raw data consist of the particular cases, and resampling in accordance with the original bootstrap of Efron (1979) would require that cases be drawn with replacement to form new pseudodatabases. This is a time-consuming process because cases must be repeatedly regrouped before any estimation can be done. In addition, the solutions to the likelihood maximization must be found numerically, which increases the time needed for analysis. Moreover, the original bootstrap does not make any assumptions about the distribution of data, whereas the present estimators are based on a parametric model. Therefore, a less computer-intensive approach would be to draw M groups with replacement and with equal probabilities from the M groups of a colour cluster. For each group, retain the group and sample sizes and apply the hierarchical model described earlier by using a beta prior with parameters set to the ML estimates. This will give a resampled group on which the ML estimation can be carried out again. Repeating this procedure will result in a resampling distribution of the ML estimates from which bias estimates and percentile confidence intervals can be calculated.
More formally, let Pr * (·), E * (·) and f * stand for the probability measure, the expectations and the probability density, respectively, in the probability space induced by the resampling. Denote the entities of the ith resampled group N * i , n * i and x * i , where x * i is the outcome of the random variable ξ * i , whose distribution is hypergeometric with parameters N * i , θ * and n * i , i.e.
and θ * is drawn from a beta distribution with parameters a and b. The resampled estimates will be
The biases of a * and b * are BIAS * (a * ) = E * {a * − a} and BIAS
(Note: The bias of a resampled estimateθ * is generally calculated as E * {θ * −θ }, whereθ is the parameter corresponding to θ in the empirical distribution induced by the original sample, the so-called natural parameter (see e.g. Hjorth, 1993) . Here the natural parameter coincides with the parameter estimateθ from the sample.) According to the bootstrap principle, the biases in (8) can be used to estimate the true biases of a and b. The expected value in the resampling probability space (E * (·)) of a statistic can be approximated to any degree of precision by the average of the bootstrap replicates of the estimate because the number of replicates is the only limitation. Thus, bias-corrected estimates of α and β can be calculated as
Further, the bootstrap principle says that the empirical distribution ofθ * −θ (θ being the empirical parameter that is here equal toθ ) approximates the true distribution ofθ − θ . Thus, if
(q * p being the 100 · (1 − p) percentile in the distribution ofθ * −θ ), then
and an approximate 100 · (1 − p)% two-sided confidence interval for θ is
Upper 100 · (1 − p)% confidence limits for the two parameters α and β can therefore be calculated as
where q * a, p and q * b, p are the 100(1 − p) percentiles of the distributions of a * − a and b * − b, respectively.
Results
The estimation described here is done for each of the colour clusters listed in Table 1 . The likelihood maximization problem is solved by using the numerical routine fminsearch in Matlab 6, which involves numerical solution of the integrals in (5) and (7). The resampling procedure is repeated 200 times for each estimate. Table 2 presents the point estimates, bias-adjusted estimates and upper 90% confidence limits (based on calculated percentile intervals) for each colour. Furthermore, for each of these three measures, (1) is used to calculate the sample sizes needed to state with 99% confidence that at least half of the pills in a large seizure (more than 50 pills) or a seizure including a total of 20 pills will contain MDMA. The latter size should be seen just as an example of a smaller seizure. Other choices of confidence level and stated proportion of drugs in a seizure can be easily handled with the software developed by the ENFSI (2003) . The required sample sizes are given in Table 3 .
The results show that the estimates can be heavily biased. For large data sets we expect ML estimators to be closely unbiased, but as we can see this might not be true for moderate sample sizes. This is an important feature of using resampling as the method of assessment. The asymptotic likelihood theory is clear, but the rate of convergence can often be unknown or hard to estimate. In this study we have used a more rough way of resampling the data, but future work on the choice of resampling strategies would clearly be of interest. For example it should be possible to apply more bias-preventing methods such as studentized percentile intervals or bias-corrected intervals like the BC a method (Efron & Tibshirani, 1993) .
The biases are all positive, which means that we tend to overestimate the parameters. The consequences will then be that the calculated sample sizes become a bit larger than necessary, as can be seen from Table 3 . Nonetheless, comparison of the calculated sample sizes indicates that the differences are small. For a particular colour cluster, it will be satisfactory for most laboratories to use the largest sample size of the three alternatives, and the corresponding value for the material used here will not exceed 5. are instead valid for the entire laboratory. Experience is based on the cases that have been processed, and can be best summarized by the reported cases themselves. Somewhat surprisingly, it is apparent that with the current data that the parameter values should be kept very low. The present results are quite different from the examples given by other investigators (e.g. ENFSI, 2003) , and the resampling-based assessment implies even lower values. However, there is no conflict between these findings and the widespread opinion of forensic analysts, which to some extent strengthens the conclusions. For cases in which seized drugs are suspected to consist of Ecstacy, it should suffice to analyse a sample of five pills (provided all five contain MDMA) to state that at least half a seizure contains MDMA. In Sweden, such proof is usually enough to convict a suspect of a drug felony. Different rules can be applied for selecting the sample size based on the colour of seized pills (or some other characteristic), although our results show that it is reasonable to use a single rule because the reduction in sample size is very modest.
The present analysis has focused on seized Ecstacy, but the methodology can obviously be applied to forensic drug analyses in general, as long as the cases can be clustered on the basis of some external feature of the units of interest. In other words, the technique can be used for any kind of drug that comes in the form of identical items (e.g. pills or plastic bags).
