Verbeke et al. [1] proved this equivalence for the mixed effects model,
Using property B.3.5 of Seber [2] ,
we can write then the conditional likelihood as
and the log-likelihood log L (γ|s 1 , . . . , s N , X) will then be proportional to
The maximum likelihood estimator of γ iŝ
where the notation A − indicates the generalized inverse of A. Note that ∆X i will contain columns of zeros for those variables that are timeinvariant, and first order differences for the time-varying variables. It is readily seen that, when Σ i is known,γ and V ar (γ) from the conditional approach are equivalent to the solution to the regression of ∆Y i on ∆X i
by GLS using the covariance matrix ∆Σ i ∆ .
Web Appendix B Relationship between correlation coefficient and intraclass correlation when the exposure prevalence is not constant over time
If the prevalence of exposure is not constant over time but the exposure process follows CS, we have 
Therefore, we have that
Solving for ρ x , we have
Note that if p ej = p e ∀j then ρ x = ρ e . Equivalently one can deduce
p e r (r + 1) (1 −p e ) .
Web Appendix C Upper bound for ρ e
Let E i· = r j=0 E ij be the total number of exposed periods for subject i. Then, the intraclass correlation of exposure can be written as
. By the properties of the expectation we have
and r j=0 j =j
Therefore, the intraclass correlation of exposure can be rewritten as
For binary variables, we have the constraint
min (p ej , p ej ) ∀j, j . Then, it is easily shown that
where p e(j) is the jth order statistic. Then,
Web Appendix D Derivation ofσ 2
The derivations in Web Appendix D are valid only when Σ i = Σ, and therefore they are not valid if the covariance of the response is RS and Model E (Y i,j+1 |X i ) = γ 0 + γ t t ij + γ e * E * ij includes three covariates. As defined in the paper, E * i,−1 is the cumultive exposure before entering the study for subject i, so that the cumulative exposure at time j is E * ij =
v jj . The [2, 1] and [1, 2] components are
The [3, 1] and [1, 3] The [2, 3] and [3, 2] components are
The [3, 3] component is 
and E (E k t 0 ) = 0. Using this and the results in Web Appendix D.1, we obtain the following symmetric matrix, 
, and all its elements are determined by just knowing v jj , p ej and
for all j, j . Then, to deriveσ 2 one needs to invert this matrix and take the [3, 3] component. 
Web Appendix D.2 Derivation ofσ
2 for model (4) Model E (Y i,j+1 − Y i,j |X i ) = γ W t + γ W e * E ij includes two covariates. The vec- tor of differences Y i,j+1 − Y i,j , ∆Y i , has covariance matrix ∆Σ∆ . Let w jj be [j, j ] element of (∆Σ∆ ) −1 , j = 1, . . . , r ; j = 1, . . . , r. Then, Σ Γ = E X i (∆Σ∆ ) −1 X i −1 . The [1,1] component of the matrix E X i (∆Σ∆ ) −1 X i is r j=1 r j =1 w jj ;r j=1 r j =1 E [E j E j ] w jj . All the elements of E X i (∆Σ∆ ) −1 X i are deter- mined by just knowing w jj , p ej and E [E j E j ] for all j, j . The [2,2] compo-nent of the inverse of E X i (∆Σ∆ ) −1 X i is σ 2 = r j=1 r j =1 w jj r j=1 r j =1 w jj r j=1 r j =1 (E [E j E j ] w jj ) − r j=1 r j =1 p ej w jj 2 .
Web Appendix D.2.1 Proof thatσ
2 is minimized at the upper bound of ρ e if w jj 0 ∀j = j for model (4) . Proof that this condition hold for CS and DEX but not for RS For model (4) we have from Web Appendix D.2 that
where w jj is the [j, j ] element of (∆Σ∆ ) −1 . When p ej ∀j are fixed, only
is affected by changes in the exposure distribution, soσ 2 will be affected by changes on ρ e only through
Since ( 
and p ej ∀j are fixed, only
to their upper bound, so does ρ e . So,σ 2 will be minimum when ρ e takes its maximum (i.e. ρ e = 1, the time-invariant exposure case, if the prevalence is constant over time), and equivalently, it can be derived thatσ 2 takes its maximum when ρ e takes its minimum.
As derived in Web Appendix D.2.2, the off-diagonal elements of (∆Σ∆ ) −1 when Σ has a CS structure are equal to
for j < j , and therefore they are all positive. For DEX, we performed a grid search for values of r 50 and ρ and θ in [0,1] and found that the off-diagonal elements of (∆Σ∆ ) −1 where always greater or equal than zero. For RS, examples can be found where some off-diagonal elements of (∆Σ∆ ) −1 are negative. For example, for r = 3, σ 
Under CS, the matrix ∆Σ∆ is a r × r tridiagonal matrix of the form
for j, j = 1, . . . , r [4] , which can be rewritten as
From this formula, we have that, if j = j then
if j < j then
and if j > j then
Then we can derive
jj . Also, if we assume that the exposure process follows CS, the matrix 
Using the previous results we derived in this section, we can derive
Then, E
Web Appendix D.3 Derivation ofσ
The [2, 3] and [3, 2] components are
The [2, 4] and [4, 2] components are
The [3, 3] 
Finally, the [4, 4] component is
Now, let us call a = E E
E [E j E j t 
and all its elements are determined by just knowing v jj , p ej and
for all j, j . The form of the [4, 4] component of the inverse is still quite complicated. jj v jj = p e c. Therefore, .
Web Appendix D.3.2 Derivation ofσ
In addition if Σ has CS structure, then Σ −1 has diagonal elements equal to
and off-diagonal elements equal to
Importantly, the sum of every row or column is the same and equal to 1 + rρ) .
Then, it can be deduced that
and since r j=0 j =j
If, in addition, we assume that the exposure process also follows CS, then
As derived above, the [4, 4] component of the inverse of E [
, which, using the simplifications derived in this section, reduces to
.
Web Appendix D.4 Derivation ofσ
2 for model (6) The variance of the coefficients under model (6) can be obtained as
Since ∆1 = 0, the sum of a column or a row of M is zero, and the first row
The [2, 3] and [3, 2] components are 
Then, one needs to compute the generalized inverse of E [X i MX i ], and the 
is p e for j = j and (ρ e p e (1 − p e ) + p 2 e ) for j = j . So,
The [3, 4] 
[(p e (r − 1)(2 + 3r)(−1 + ρ e ) + 2ρ e + r (2 + r(4 − 3ρ e ) + ρ e )] .
Then, the [4, 4] 
Web Appendix E Generation of arbitrary prevalence vectors and correlation matrices
Arbitrary prevalence vectors can easily be generated by drawing numbers from a U nif orm[0, 1]. Arbitrary correlations matrices for binary data are more difficult to generate because they involve a lot of constraints [5] . Thus, we proceeded by first generating valid arbitrary covariance matrices for a multivariate normal distribution, and then deriving the covariance matrix that results from dichotomizing each of the normal variables so that a given prevalence at each time point is obtained. To generate arbitrary correlations matrices, random numbers were drawn from a U nif orm[−1, 1] for each pair of time points. If the resulting correlation matrix was not positive definite, it was transformed to the nearest positive definite one [6] . The process of obtaining the prevalence vector and the covariance matrix of the dichotomized variables is described by Leisch et al. [5] . To ensure that the space of possible values of (p e , ρ e ) was evenly covered, prevalence vectors with a narrow range of prevalences and correlation matrices with positive and high correlations were given more weight.
Web Appendix F Demonstration of program use
More information can be found in a detailed user's manual at http:// www.hsph.harvard.edu/faculty/spiegelman/optitxs.html.
Here, we showed how to compute the required sample size for a study with 31 partiticipants and 14 post-baseline measures to detect a 5 L/min decrease in PEF associated with the use of air-freshener sprays with 90% power, assuming DEX covariance structure of the response. We assume the rates of change vary by exposure and a cumulative exposure effect, and we want to estimate the within-subject effect of exposure, so we assume the model E (Y ij − Y i,j−1 |X i ) = γ W t + γ W e * E ij . This example is based on a study on respiratory function and cleaning tasks/products [7] . 
