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This paper is concerned with the optimality conditions for nonsmooth and
nonconvex vector mathematical programming but with the existence of the
Hadamard directional derivatives of objective and constraint functions. By using a
w xgeneralization of the Gordan alternative theorem proved by Jeyakumar 8 , we
establish the optimality conditions in terms of Lagrange]Kuhn]Tucker multipliers.
Also the sufficient optimality conditions are given whenever the data are convex. In
the last, we give an application to vector fractional mathematical programming.
Q 1999 Academic Press
1. INTRODUCTION
Many authors studied optimality conditions for vector optimization
problems where the objectives are defined by single-valued mappings and
obtained optimality conditions in terms of Lagrange]Kuhn]Tucker multi-
w xpliers. Lin 9 has given optimality conditions for differentiable vector
w xoptimization problems by using the Motzkin's theorem. Censor 4 gives
optimality conditions for differentiable convex vector optimization by using
the theorem of Dubovitskii]Milyutin. When the objective functions are
w xlocally Lipschitzian, Minami 12 obtained Kuhn]Tucker type or Fritz]John
type optimality conditions for weakly efficient solutions in terms of the
generalized gradient. Also in the literature, some optimality conditions for
Ž w x w xset-valued optimization problems are studied see Corley 7 , Luc 10 , Luc
w x w x w x.and Malivert 11 , Taa 14, 15 , and Amahroq and Taa 1, 2 .
This paper is concerned with optimality conditions for nonsmooth and
nonconvex single-valued vector optimization problems but with the exis-
tence of the Hadamard directional derivatives of objective and constraint
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functions. By applying the generalized Gordan alternative theorem proved
w xby Jeyakumar 8 , we derive the Lagrange]Kuhn]Tucker multipliers. Our
w x wcontribution extends the results of 9, Theorem 7.1 , 13, Theorems 3.5.1,
x3.5.2 and 3.5.3 and some others publications. Also the sufficient optimality
conditions are established whenever the data are convex. In the following
we give an application to vector fractional mathematical programming.
The paper is organized in the following way: In Section 2, we give
preliminary results; in Section 3, using a theorem of the generalized
w xGordan alternative theorem given by Jeyakumar 8 , we establish necessary
and sufficient optimality conditions for vector optimization problems. In
the last section, we give an application to vector fractional mathematical
programming.
2. PRELIMINARY RESULTS
q Ž  4.Let C ; R be a pointed C l y C s 0 closed convex cone with
nonempty interior introducing a partial order in R q and let A be a
q Žnonempty subset of R . y g A is said to be a Pareto respectively, a weak
.Pareto minimal vector of A with respect to C if
q  4A ; y q R R y C j 0Ž .
qŽ Ž ..respectively, A ; y q R R y Int C , where Int denotes the topological
interior.
Consider now, the following problem:
P Minimize f x s f x , f x , . . . , f xŽ . Ž . Ž . Ž . Ž .Ž .1 2 q
subject to x g V and g x F 0 for j s 1, . . . , m ,Ž .j
N q N m Ž .where f : R “ R , g : R “ R with g s g , g , . . . , g and V is a1 2 m
nonempty subset of R N. Consider the set
f E [ f x : x g E , 4Ž . Ž .
where
E s x g R N : x g V and g x F 0 for j s 1, . . . , m .Ž . 4j
Ž . Ž . Ž .x g E is an efficient respectively, weak efficient solution of P if f x
Ž . Ž .is a Pareto respectively, weak Pareto minimal vector of f E .
Ž .x g E is a local efficient respectively, weak local efficient solution of
Ž . Ž .P if there exists a neighborhood V of x such that f x is a Pareto
Ž . Ž .respectively, weak Pareto minimal vector of f E l V .
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We have the following solution concepts.
N NŽ .Let S be a nonempty subset of R and let x g S. The set K S, x ; R ,
defined by
N N qK S, x s ¤ g R : ’ ¤ ; R , ’ t ; Int RŽ . Ž . Ž . Ž . n n
such that ¤ “ ¤ ,Ž .n
t “ 0 and x q t ¤ g S ; nŽ . 4n n n
qŽ .is called the contingent cone to S at x, where Int R is the set of all
positive real numbers.
Ž .It is well known that K S, x is a closed but not always convex cone. If
NŽ . Ž .x g Int S then K S, x s R .
Given a mapping h: R N “ R, the Hadamard directional derivative of h
Nat x g R in the direction ¤ exists if
y1dh x ; ¤ s lim t h x q tu y h x ;Ž . Ž . Ž .
qŽ . Ž .t , u “ 0 , ¤
If h is Lipschitzian in a neighborhood of x, then the previous expression
can be simplified:
y1dh x ; ¤ s lim t h x q t¤ y h x . 2.1Ž . Ž . Ž . Ž .
qt“0
NA locally Lipschitzian function h: R “ R is regular at x if
0 yh x ; . s d h x ; . , 2.2Ž . Ž . Ž .
where
0 y1h x ; ¤ s lim sup t f x q t¤ y f x ,Ž . Ž . Ž .
qŽ . Ž .t , x “ 0 , x
w xis the Clarke directional derivative 5 , and
y y1d h x ; ¤ s lim inf t h x q t¤ y h xŽ . Ž . Ž .
qt“0
is the lower directional derivative. When h is locally Lipschitzian at x, the
Ž .relation 2.2 is equivalent to
0h x ; . s dh x ; . .Ž . Ž .
w x NThe next concept is given in 16 . Let X be a nonempty subset of R
and let F be a mapping from R N into R q.
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DEFINITION 2.1. F is said to be C-convexlike on X if for any x , x g X1 2
w xand any t g 0, 1 ; R, there exists x g X such that0
tF x q 1 y t F x y F x g C.Ž . Ž . Ž . Ž .1 2 0
Ž .F is said to be C-subconvexlike on X if there is d g Int C such that for
w xany x , x g X, and any t g 0, 1 ; R, and any M ) 0 we can find x g X1 2 0
such that
Md q tF x q 1 y t F x y F x g C.Ž . Ž . Ž . Ž .1 2 0
It should be mentioned that we do not make any assumptions on the
w xconvexity of set X in the above definition. It has been proved in 16 that
Ž . Ž .F is C-subconvexlike on X if and only if F X q Int C is convex.
w xIf X is convex and for any x , x g X and any t g 0, 1 ; R1 2
tF x q 1 y t F x y F tx q 1 y t x g C ,Ž . Ž . Ž . Ž .Ž .1 2 1 2
we call F to be C-convex on X. Obviously, C-convexity implies C-convex-
likeness implies C-subconvexlikeness.
Let G be a mapping from X into R m and let D be a closed convex cone
m Ž .of R with Int D / B. We define
F , G : R N “ R q = R mŽ .
by
F , G x s F x , G x for every x g R N .Ž . Ž . Ž . Ž .Ž .
We get immediately that if F is C-convex and if G is D-convex, then
Ž . Ž .F, G is C = D -convex. The following theorem is a generalization of the
w xGordan alternative theorem, given by Jeyakumar in 8 .
THEOREM 2.1. If F is C-subcon¤exlike on X, then exactly one of the two
systems:
Ž .i There exists x g X such that0
F x g yInt C ,Ž . Ž .0
Ž . 0  4ii There exists m g C R 0 such that
mTF x G 0 for all x g XŽ .
is consistent, where mT is the transpose of m and
0 q ² : 4C [ x* g R : x*, x G 0 ; x g C .
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3. OPTIMALITY CONDITIONS OF
VECTOR OPTIMIZATION
In this section, we conserve the notations given in the previous section
and we give optimality conditions in terms of Lagrange]Kuhn]Tucker
multipliers, with the existence of the Hadamard directional derivatives of
objective and constraint functions.
Consider the following two vectors optimization problems:
Minimize f x s f x , . . . , f x ,Ž . Ž . Ž .Ž .1 q
PŽ .1 ½  4Subject to g x F 0, j g 1, . . . , m and x g V ,Ž .j
and
Minimize f , g x ,Ž . Ž .
PŽ .2 ½ Subject to x g V ,
N p Ž . N mwhere f : R “ R , g [ g , g , . . . , g : R “ R , and V is a nonempty1 2 m
N Ž N .subset of V can be the whole space R .
Before stating the theorem which gives necessary conditions for weak
efficient solution, we introduce a few lemmas.
Ž .LEMMA 3.1. Let x g V with g x F 0 for e¤ery j s 1, . . . , m. If x is aj
qŽ .local weak efficient solution of P with respect to R , then x is a local weak1 q
Ž . q mefficient solution of P with respect to R = R .2 q q
Ž .Proof. Suppose the contrary. There exist sequence x ; V and ann
qŽ . Ž Ž . Ž . Ž .. Ž .. Žinteger n such that x “ x and f x y f x , g x y g x g Int R0 n n n q
m. Ž .= R for all n G n . Since g x F 0 for all j s 1, . . . , m, then for allq 0 j
qŽ . Ž . Ž . Ž .n G n , f x y f x g Int R and g x F 0 for j s 1, . . . , m, which0 n q j n
Ž .contradicts the fact that x is a local weak efficient solution of P .1
Ž .LEMMA 3.2. Let x g V with g x F 0 for all j s 1, . . . , m. If x is a localj
Ž . q mweak efficient solution of P with respect to R = R and for e¤ery2 q q
Ž .i s 1, . . . , q respecti¤ely, j s 1, . . . , m the Hadamard directional deri¤ati¤e
Ž . Ž Ž . . Ž .df x; . of f respecti¤ely, dg x; . of g at x exists, then for all ¤ g K V, x ,i i j j
q mdf x ; ¤ , . . . , df x ; ¤ , dg x ; ¤ , . . . , dg x ; ¤ g R = R RŽ . Ž . Ž . Ž . Ž .Ž 1 q 1 m
y Int R q = R m .Ž .q q
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qŽ . Ž . Ž .Proof. Let ¤ g K V, x . There exist sequences t “ 0 , ¤ “ ¤n n
such that
x q t ¤ g V for all n.n n
Ž .Since x is a local weak efficient solution of P , then there exists an2
integer n such that for all n G n ,0 0
q qf x q t ¤ , g x q t ¤ g f x , g x q R = R _Ž . Ž . Ž .Ž . Ž . Ž .Ž .n n n n
y Int R q = R m .Ž .q q
Then by our hypothesis it follows that
q mdf x ; ¤ , . . . , df x ; ¤ , dg x ; ¤ , . . . , dg x ; ¤ g R = R RŽ . Ž . Ž . Ž . Ž .Ž 1 q 1 m
y Int R q = R m .Ž .q q
Now, we can give our first main result.
Ž .THEOREM 3.1. Let x g V, with g x F 0 for j s 1, . . . , m. If x is a localj
Ž . Žweak efficient solution of P , if for e¤ery i s 1, 2, . . . , q respecti¤ely,1
. Ž . Žj s 1, 2, . . . , m the Hadamard directional deri¤ati¤e df x; . of f respec-i i
Ž . . Ž Ž .ti¤ely, dg x; . of g at x exists and if the function df x; . ,j j i
q mŽ . Ž . Ž .. Ž . Ž .. . . ,df x; . , dg x; . , . . . , dg x; . is R = R -subcon¤exlike on K V, x ,1 1 m q q
q mŽ . Ž . Ž .4 Ž .then there exists a , b g R = R R 0, 0 such that for all ¤ g K V, x ,q q
q m
a df x ; ¤ q b dg x ; ¤ G 0.Ž . Ž .Ý Ýi i j j
is1 js1
Proof. By Lemmas 3.1 and 3.2 we have
q mdf x ; ¤ , . . . , df x ; ¤ , dg x ; ¤ , . . . , dg x ; ¤ g R = R RŽ . Ž . Ž . Ž . Ž .Ž .1 q 1 m
y Int R q = R m ,Ž .q q
Ž . Ž Ž . Ž . Ž . Ž ..for all ¤ g K V, x . Since df x; . , . . . , df x; . , dg x; . , . . . , dg x; . is1 q 1 m
q mŽ . Ž .R =R -subconvexlike on K V, x , the proof follows from Theoremq q
2.1.
w x wThe Theorem 3.1 is a generalization of 9, Theorem 7.1 , 13, Theorems
x3.5.1 and 3.5.3 and some other publications.
Ž w x.Recall the following definition see 5 which will be used in Corol-
lary 3.1.
NDEFINITION 3.1. Let S be a nonempty subset of R and let x g S. The
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NŽ .set T S, x ; R , defined by
SN qT S, x s ¤ g R : for any x “ x and t “ 0 there existsŽ . Ž . Ž .½ n n
¤ “ ¤ with x q t ¤ g S for all nŽ . 5n n n n
is called the Clarke tangent cone to S at x.
NŽ .It is well known that T S, x is a closed convex cone in R . This cone is
Ž .always contained in K S, x . The equality holds whenever S is a convex
subset.
Ž .As a consequence of Lemma 3.2, Theorem 3.1 and relation 2.1 , we
obtain the following corollary.
Ž .COROLLARY 3.1. Let x g V, with g x F 0 for j s 1, 2, . . . , m. Supposej
that the functions f , i s 1, . . . , q and g , j s 1, 2, . . . , m are locally Lip-i j
schitzian and regular at x. Suppose further that x is a local weak efficient
Ž . Ž . Ž q m. Ž .4solution of P . Then there exists a , b g R = R R 0, 0 such that1 q q
Ž .for all ¤ g T V, x ,
q m
X Xa f x ; ¤ q b g x ; ¤ G 0,Ž . Ž .Ý Ýi i j j
is1 js1
where
X y1f x ; ¤ s lim t f x q t¤ y f x .Ž . Ž . Ž .i i iqt“0
Ž .Finally we establish the sufficient optimality conditions of P whenever1
the data are convex. Note that in vector optimization problems, as in scalar
optimization problems, convexity of the objective functionals and the
constraint sets ensures that the local and global weak efficient solution
w x w x w xcoincide; see, for example, Censor 4 , Chen and Craven 6 , and Taa 15 .
THEOREM 3.2. Suppose that V is con¤ex, that f , i s 1, 2, . . . , q and g ,i j
j s 1, 2, . . . , m are con¤ex, continuous and finite at x g V. Suppose further
that there exists x g R N with0
x g V l x g R N : g x - 0 for every j s 1, 2, . . . , mŽ . 40 j
Ž . Ž .this condition is often said to be Slater 's condition . If there exists a , b g
Ž q m. Ž .4R = R R 0, 0 such thatq q
q
X Xa f x ; ¤ q b g x ; ¤ G for all ¤ g K V , x ,Ž . Ž . Ž .Ý Ýi i j j
is1 js1
and b g x s 0 for j s 1, . . . , m.Ž .j j
Ž .Then x is a local weak efficient solution of P .1
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Ž .Proof. Suppose the contrary: x is not a weak efficient solution of P .1
Then there exists x g V such that1
x g V ,¡ 1~g x F 0 for j s 1, 2, . . . , m ,Ž .j 1
q¢f x y f x g Int R .Ž . Ž . Ž .1 q
By our hypothesis there exists x g R N such that0
x g V and g x - 0, j s 1, 2, . . . , m.Ž .0 j 0
Ž .Define, for 0 - l - 1, x s l x q 1 y l x ; then convexity impliesl 0 1
x g V and g x F lg x q 1 y l g x - 0,Ž . Ž . Ž . Ž .l j l j 0 j 1
for js1, 2, . . . , m. 3.1Ž .
Ž 4 x wLet i g 1, 2, . . . , q and take l g 0, 1 ; R so small that
f x y f x g Int R , 3.2Ž . Ž . Ž . Ž .i i l q
Žthis can be done because of the continuity of f . Put ¤ s x y x obviously,i l
. Ž .¤ / 0 . For any 0 - « - 1, x q « ¤ s 1 y « x q « x g V, this can bel
done by convexity of V. By convexity of f , i s 1, 2, . . . , q, it follows that
f x q « ¤ y f x F « f x y f x .Ž . Ž . Ž . Ž .Ž .i i i l i
Ž .By relation 3.2 , we have
Xf x ; ¤ - 0, i s 1, 2, . . . , p. 3.3Ž . Ž .i
Since V is convex and x g V, then
V ; x q K V , x .Ž .
Since x q « ¤ g V for all 0 - « - 1, then we have
¤ g K V , x . 3.4Ž . Ž .
Ž .  Ž . 4Put J x s j: g x s 0, j s 1, 2, . . . , m . We have two cases.j
Ž . Ž .First case. J x / B. Let j g J x . By convexity of g ,j
g x q « ¤ y g x F « g x y g x .Ž . Ž . Ž . Ž .Ž .j j j l j
Ž . Ž . Ž .Since g x s 0, then from relation 3.1 , we have for j g J x ,j
Xg x ; ¤ - 0. 3.5Ž . Ž .j
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X XŽ Ž .. Ž . Ž .Put I s card J x . Since f x; . , i s 1, 2, . . . , q and g x; . , j s 1, . . . , mi j
qŽ Ž . Ž . Ž . Ž .. Žare convex, then df x; . , . . . , df x; . , dg x; . , . . . , dg x; . is R =1 q 1 m q
m q m. Ž . Ž . Ž .R -convex on K V, x and hence R = R -subconvexlike on K V, x .q q q
Ž . Ž q I . Ž .4Then by Theorem 2.1 there is no a , b g R = R R 0, 0 such thatq q
q
X Xa f x ; ¤ q b g x ; ¤ G 0 for all ¤ g K V , x . 3.7Ž . Ž . Ž . Ž .Ý Ýi i j j
is1 Ž .JgJ x
q mŽ . Ž . Ž .4 Ž .Hence there is no a , b g R = R R 0, 0 with b g x s 0, forq q j j
Ž .j s 1, . . . , m such that for all ¤ g K V, x ,
q m
X Xa f x ; ¤ q b g x ; ¤ G 0.Ž . Ž .Ý Ýi i j j
is1 js1
This contradicts our hypothesis.
Ž . Ž .Second case. J x s B. Then by relation 3.3 and by Theorem 2.1
q mŽ . Ž . Ž .4 Ž .there is no a , b g R = R R 0, 0 with b g x s 0, for j sq q j j
Ž .1, . . . , m such that for all ¤ g K V, x ,
q m
X Xa f x ; ¤ q b g x ; ¤ G 0;Ž . Ž .Ý Ýi i j j
is1 js1
this contradicts our hypothesis. The proof is complete.
w xTheorem 3.2 extends the results of 13, Theorems 3.5.1, 3.5.2 and 3.5.3
and some other publications.
4. APPLICATION TO VECTOR FRACTIONAL
MATHEMATICAL PROGRAMMING
In this section, we give an application.
Let S be a nonempty convex subset of R N. Suppose that f : R N “ R,i
i s 1, 2, . . . , q, and h : R N “ R, j s 1, 2, . . . , m are continuous, convexj
Nand finite at x g S, and that g : R “ R, i s 1, 2, . . . , q are continuous,i
concave, finite at x, and positive on S. Suppose that f is non-negative ati
Ž .x. Suppose that P denotes3
f x f x f xŽ . Ž . Ž .1 2 q
P Minimize , , . . . ,Ž .3 ž /g x g x g xŽ . Ž . Ž .1 2 q
subject to x g S and h x F 0, j s 1, . . . , m.Ž .j
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Ž .THEOREM 4.1. Suppose that x is a local weak efficient solution of P .3
Ž . q q mThen there is a , b , g g R = R = R such that for all x g S,q q
q m
X Xa f x ; x y x q b yg 9 x ; x y x q g h x ; x y x G 0.Ž . Ž . Ž . Ž .Ý Ýi i i i j j
is1 js1
 4Proof. Let i g 1, 2, . . . , q . Put F [ f rg . By Propositions 1 and 2 ofi i i
w xBorwein 3 , it follows that
1 y1X XF x ; ¤ s f x ; ¤ q f x g x yg 9 x ; ¤Ž . Ž . Ž . Ž . Ž . Ž .i i i i ig xŽ .i
; ¤ g K S, x .Ž .
XŽ . Ž . Ž . Ž .Since f x; . and yg 9 x; . are convex, and K S, x is convex, theni i
X X XŽ . Ž . Ž Ž . Ž ..F x; . is convex on K S, x ; hence the function F x; . , . . . , F x; . isi 1 q
q Ž .R -convex on K S, x . By the same argument the functionq
X X mŽ Ž . Ž .. Ž .h x; . , . . . , h x; . is also R -convex on K S, x . Then the mapping1 m q
X X X X q mŽ Ž . Ž . Ž . Ž .. Ž .F x; . , . . . , F x; . , h x; . , . . . , h x; . is R = R -convex and hence1 q 1 m q q
Ž q m. Ž . Ž .R = R -subconvexlike on K V, x . Since f and yg , i s 1, . . . , q areq q i i
Ž .locally Lipschitzian at x, then by relation 2.1 and Theorem 3.1, there
q mŽ . Ž . Ž .4 Ž .exists a 9, b9 g R = R R 0, 0 such that for all ¤ g K S, x ,q q
q X ma i y1X X Xf x ; ¤ qf x g x yg 9 x ; ¤ q b h x ; ¤ G0.Ž . Ž . Ž . Ž . Ž . Ž .Ý Ýi i i i j jg xŽ .iis1 js1
Put
a X a Xi i
a s , b s f x ,Ž .i i i2g xŽ . g xŽ .i i
X Ž .for i s 1, . . . , q and g s b , for j s 1, . . . , m. Hence there exists a , b , gj j
Ž q q m. Ž .4g R = R = R R 0, 0, 0 such thatq q q
q
X Xa f x ; ¤ q b yg 9 x ; ¤ q g h x ; ¤ G 0.Ž . Ž . Ž . Ž .Ý Ýi i i i j j
is1 js1
Since S is convex, then
S ; x q K S, x .Ž .
Hence the proof of the Theorem 4.1 is complete.
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Ž .Let us now turn to sufficient optimality conditions of P .3
Ž .THEOREM 4.2. Let x g S with h x F 0, j s 1, 2, . . . , m. Assume thatj
Ž .there exists x g S such that h x - 0, for e¤ery j s 1, 2, . . . , m. If there0 j 0
q q mŽ . Ž . Ž .4 Ž .exists a , b , g g R = R = R R 0, 0, 0 such that for all ¤ g K S, xq q q
q m
X Xa f x ; ¤ q b yg 9 x ; ¤ q g h x ; ¤ G 0Ž . Ž . Ž . Ž .Ý Ýi i i i j j
is1 js1
and g h x s 0, for j s 1, 2, . . . , m.Ž .j j
Ž .Then x is a weak efficient solution of P .3
Proof. Suppose the contrary. There is x g S with x / x such that1 1
f x f x f x f x f x f xŽ . Ž . Ž . Ž . Ž . Ž .1 1 1 2 1 2 q 1 qy , y , . . . , yž /g x g x g x g x g x g xŽ . Ž . Ž . Ž . Ž . Ž .1 1 1 2 1 2 q 1 q
g yInt R q ,Ž .q
and
h x F 0, j s 1, . . . , m.Ž .j 1
By our hypothesis there exits x g S such that0
h x - 0, j s 1, 2, . . . , m.Ž .j 0
Ž .Define for 0 - l - 1, x s l x q 1 y l x ; then convexity impliesl 0 1
x g S and h x - 0. 4.1Ž . Ž .l j l
x wPut F [ f rg , i s 1, 2, . . . , q. Take l g 0, 1 ; R so small thati i i
F x y F x - 0 for i s 1, 2, . . . , q. 4.2Ž . Ž . Ž .i l i
This can be done because of the continuity of f and g . Put ¤ [ x y xi i l
Ž . Ž .obviously ¤ / 0 . For any 0 - « - 1, x q « ¤ s 1 y « x q « x g S, sincel
 4x g S, x g S and S is convex. Let i g 1, 2, . . . , q . Hence,l
f x q « ¤ g x y f x g x q « ¤Ž . Ž . Ž . Ž .i i i i
F x q « ¤ y F x s .Ž . Ž .i i g x g x q « ¤Ž . Ž .i i
Since by our hypothesis f is convex and non-negative at x, and g isi i
concave and positive on S, it follows that
g x 1 y « f x q « f xŽ . Ž . Ž . Ž .i i i l
yf x 1 y « g x q « g xŽ . Ž . Ž . Ž .i i i l
F x q « ¤ y F x F .Ž . Ž .i i g x g x q « ¤Ž . Ž .i i
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Hence
« g x f x y « f x g xŽ . Ž . Ž . Ž .i i l i i l
F x q « ¤ y F x F ;Ž . Ž .i i g x g x q « ¤Ž . Ž .i i
that is,
« g x g x f x f xŽ . Ž . Ž . Ž .i i l i l i
F x q « ¤ y F x F y .Ž . Ž .i i g x g x q « ¤ g x g xŽ . Ž . Ž . Ž .i i i l i
Ž .By relation 4.2 and continuity of g , it follows thati
F9 x ; ¤ - 0.Ž .
Since x q « ¤ g V for every 0 - « - 1 and by convexity of S, we have
¤ g K S, x .Ž .
The proof of Theorem 4.2 is complete by the same argument as in the
proof of Theorems 3.2 and 4.1.
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