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Abstract
The Simple Plant Location Problem is a well-known (andNP-hard)
combinatorial optimisation problem, with applications in logistics. We
present a new family of valid inequalities for the associated family of
polyhedra, and show that it contains an exponentially large number of
new facet-defining members. We also present a new procedure, called
facility augmentation, which enables one to derive even more valid and
facet-defining inequalities.
Keywords: facility location; combinatorial optimisation; branch-and-
cut; polyhedral combinatorics
1 Introduction
The Simple Plant Location Problem (SPLP), sometimes called the Uncapac-
itated Facility Location Problem, is a much-studied problem in Operational
Research. We are given a set I of facilities and a set J of clients. The cost of
opening facility i ∈ I is denoted by fi, and the cost of assigning client j ∈ J
to facility i ∈ I is denoted by cij . The task is to decide which facilities to
open, and then to assign each client to an open facility, at minimum cost.
Balinski [2] showed that the set covering problem can be transformed
to the SPLP, which implies that the SPLP is NP-hard in the strong sense.
Surveys on theory, algorithms and applications of the SPLP include [10, 12,
19, 23]. The current leading exact algorithms, such as those in [20, 21], are
capable of solving random planar instances with thousands of facilities and
clients to proven optimality. There are however much smaller instances, such
as the ones in [14, 16, 18], that still remain a challenge for exact methods.
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Here, we are concerned with the integer programming approach to the
SPLP, and in particular on valid and facet-defining inequalities for the as-
sociated polyhedra. We assume throughout that the reader is familiar with
the polyhedral approach to combinatorial optimisation. Readers who are
not are referred to standard textbooks, such as [8, 17].










i∈I xij = 1 (j ∈ J) (2)
xij ≤ yi (i ∈ I, j ∈ J) (3)
xij ∈ {0, 1} (i ∈ I, j ∈ J) (4)
yi ∈ {0, 1} (i ∈ I). (5)
Here, yi is a binary variable, taking the value 1 if and only if a facility i
is opened, and xij is a binary variable, taking the value 1 if and only if
client j is assigned to facility i. The constraints (2) are called assignment
constraints, and the constraints (3) are called variable upper bounds (VUBs).
The polyhedra associated with the formulation (1)–(5) have been stud-
ied in depth, and several families of valid and facet-defining inequalities are
known [1, 3, 4, 5, 6, 9, 11, 15]. The main purpose of this paper is to in-
troduce some new, exponentially large, families of valid and facet-defining
inequalities, along with a new lifting procedure. A secondary purpose is to
shed new light on some of the known families of inequalities.
The paper is structured as follows. The literature is reviewed in Sect.
2. In Sect. 3, we introduce the homogeneous inequalities (HIs) and show
that they subsume the combinatorial inequalities given in [5, 6]. In Sect.
4, we revisit two known families of inequalities, first presented in [11] and
[1], and prove some new results about them. In Sect. 5, we present the new
lifting procedure. Some concluding remarks are given in Sect. 6. The design
of effective separation heuristics for the new inequalities (and some known
ones) will be the subject of a future paper.
The following notation is used throughout the paper. We let m denote |I|
and n denote |J |. We let P (m,n) denote the SPLP polytope, i.e., the convex
hull of all pairs (x, y) ∈ R(m×n)+m that satisfy the constraints (2)–(5). To
avoid using subscripted subscripts, we sometimes write x(i, j) instead of xij ,
and y(i) instead of yi. Moreover, sometimes we write x(E) for
∑
{i,j}∈E xij ,








Since the SPLP literature is vast, we focus here on papers that present
















Figure 1: Graph corresponding to a circulant inequality with p = 8 and
q = 3.
2.1 Dimension and trivial facets
Cornue´jols & Thizy [11] showed that the dimension of P (m,n) is mn+m−n,
and that the affine hull is described by the assignment constraints (2). It is
also shown that the VUBs (3), the non-negativity constraints xij ≥ 0 for all
i and j, and the upper bounds yi ≤ 1 for all i define trivial facets of P (m,n).
2.2 Circulant and odd cycle inequalities
Cornue´jols et al. [9] showed the following. Let p and q be integers satisfying
2 ≤ q < p ≤ m and p ≤ n, with p not a multiple of q. Let s1, . . . , sp be
distinct facilities, let t1, . . . , tp be distinct clients, and take indices modulo








y(si) + p− dp/qe (6)
is valid for P (m,n).
We call the inequalities (6) circulant inequalities. Figure 1 represents
a circulant inequality with p = 8 and q = 3. The large and small circles
represent facilities and clients, respectively, and the edges represent variables
that appear on the left-hand side. Guignard [15] showed that circulant
inequalities with p = q + 1, which we call simple, define facets. Cornue´jols
& Thizy [11] showed that non-simple circulant inequalities do not.
The circulant inequalities with q = 2 (and therefore p odd) are called
odd cycle inequalities [5, 11]. The only odd cycle inequalities that define
facets are those with p = 3, which we call 3-cycle inequalities.
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2.3 Combinatorial and (p, q) inequalities
It is easy to show that all non-trivial facets of P (m,n) are defined by in-
equalities of the form αTx ≤ βT y + γ, with α and β being non-negative
integer vectors and γ being a positive integer. Cho et al. [5, 6] studied the
inequalities in which both α and β have binary components. We follow
Aardal [1] in calling them combinatorial inequalities. Associated with any
combinatorial inequality is a bipartite graph G = (I ′, J ′, E), where I ′ is the
set of facilities such that βi = 1, J
′ is the set of clients for which at least one
αij takes the value 1, and E is the set of pairs {i, j} such that αij = 1. Cho
et al. [5] showed that a combinatorial inequality is supporting
(
i.e., defines
a non-empty face of P (m,n)
)
if and only if γ = |J ′| − κ(G), where
κ(G) = min
{
y(I ′) : (2)− (5), x(E) = |J ′|}
is the so-called covering number of G. Cho et al. [6] proved that a combina-
torial inequality defines a facet if and only if (a) it is supporting, (b) β has
at least three non-zero components, and (c) the inequality cannot be lifted
by changing some component of α from 0 to 1.
Unfortunately, computing κ(G) isNP-hard (by reduction from set cover),
and it seems likely that checking whether a combinatorial inequality can be
lifted is co-NP-complete. Some explicit examples of facet-defining com-
binatorial inequalities (besides the simple circulant inequalities mentioned
above) are given in [4, 5, 6, 11].
Aardal [1] considered a family of valid inequalities that are intermediate
in generality between the circulant and combinatorial inequalities. Let p
and q be integers satisfying 2 ≤ q < p ≤ n, with p not a multiple of q. Let
I ′ ⊆ I be any facility set with |I ′| ≥ dp/qe and J ′ ⊆ J be any client set with
|J ′| = p. Let G be any bipartite graph with node sets I ′ and J ′, such that
each node in I ′ has degree q in G. Finally, let E denote the set of edges of
G. Then the inequality
x(E) ≤ y(I ′) + p− dp/qe (7)
is valid. We call these inequalities (p, q) inequalities. Aardal does not dis-
cuss conditions for them to define facets. We remark that dp/qe is only a
lower bound on the covering number, and therefore (p, q) inequalities are
not guaranteed to be supporting in general.
2.4 Other inequalities
Some non-combinatorial facet-defining inequalities are also known. Cho et
al. [6] presented a family of inequalities in which β is binary, γ = 2, and
the components of α belong to {0, 1, 2}. Ca´novas et al. [3] introduce the
so-called grille inequalities, in which α is binary and γ = 1, but β can
be arbitrary. Ca´novas et al. [4] showed that the grille inequalities are the
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only facet-defining inequalities of that type, and also introduced some other
non-combinatorial inequalities, called fan and wheel inequalities. We skip
details, for the sake of brevity.
3 Homogeneous Inequalities
In this section, we examine what we call “homogenous” inequalities. These
are defined as follows.
Definition 1 A valid inequality for P (m,n) is homogeneous if there exist
sets I ′ ⊆ I and J ′ ⊆ J and a connected bipartite graph G = (I ′, J ′, E) such
that the inequality can be written as:
αx(E) ≤ β y(I ′) + γ
for some relatively prime positive integers α, β and some integer γ.
We will often call homogeneous inequalities HIs for short. Note that com-
binatorial inequalities are nothing but HIs with α = β = 1.
In Subsect. 3.1, we define and analyse what we call strong HIs. In
Subsect. 3.2, we define and analyse what we call simple HIs.
3.1 Strong homogeneous inequalities
Let us say that an HI is strong if it is not implied by other HIs involving
the same graph G. (Note that being strong is a necessary but not sufficient
condition for an HI to define a facet.) The following definition, lemma and
proposition show how to compute all strong HIs for a given G.
Definition 2 For any given graph G = (I ′, J ′, E), let κ(G) be the covering
number and, for k = 0, . . . , κ(G), define
ΦG(k) = max
{
x(E) : (2)− (5), y(I ′) = k} .
Finally, for k = 1, . . . , κ(G), define ∆G(k) = ΦG(k)− ΦG(k − 1).
We remark that ΦG(0) = 0 and ΦG(κ(G)) = |J ′|.
Lemma 1 For any G, the function ΦG is subadditive.
Proof. Suppose that k1 + k2 = k. Consider an SPLP solution in which
y(I ′) = k and x(E) = φG(k). Suppose w.l.o.g. that the open facilities are
1, . . . , k and that they are sorted in non-increasing order of
∑
j∈J ′ xij . If
we keep the first k1 facilities open and close the rest, we obtain an SPLP
solution in which y(I ′) = k1 and x(E) ≥ (k1/k)ΦG(k). Thus, ΦG(k1) ≥
(k1/k)ΦG(k). For the same reason, ΦG(k2) ≥ (k2/k)ΦG(k). So ΦG(k) =
(k1/k)ΦG(k) + (k2/k)ΦG(k) ≤ ΦG(k1) + ΦG(k2). 
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Proposition 1 For any G, the strong HIs take the form
x(E) ≤ ∆G(k) y(I ′) + ΦG(k) − k∆G(k) (8)
for some k ∈ {1, . . . , κ(G)}. (In particular, all strong HIs have α = 1.)
Proof. Let P2 denote the projection of P (m,n) into a 2-dimensional sub-
space with y(I ′) and x(E) as axes. That is,
P2 =
{
z ∈ R2 : ∃(x¯, y¯) ∈ P (m,n) : z1 = y¯(I ′), z2 = x¯(E)
}
.
By definition, when I ′ 6= I, we have
P2 = conv
{





(When I ′ = I, we also have to add the trivial inequality z1 ≥ 1, since
every feasible SPLP solution has at least one open facility.) Since ΦG is
subadditive, every point with y(I ′) = k and x(E) = Φ(k) for some k projects
to a point on the boundary of P2. One can check that the HI (8) is satisfied
at equality by two consecutive points on the boundary, and therefore defines
a facet of P2. 
Fig. 2 illustrates Definition 2 and Proposition 1 for the (8, 3)-circulant,
which was shown in Fig. 1. We have κ(G) = 3, ΦG(1) = 3, ΦG(2) = 6,
∆G(1) = ∆G(2) = 3 and ∆G(3) = 2. The resulting strong HIs, represented
by dashed lines in the figure, are x(E) ≤ 3y(I ′) and x(E) ≤ 2y(I ′) + 2.
The first is redundant, being implied by the VUBs for the edges in E, but
the second is non-redundant. (Indeed, the inequality x(E) ≤ 2y(I ′) + 2,
together with the trivial inequality x(E) ≤ 8, dominates the (8, 3)-circulant
inequality, which is x(E) ≤ y(I ′) + 5.)
The following result is more or less immediate.
Proposition 2 Every combinatorial inequality is either equivalent to or
dominated by a strong HI with k = κ(G).
Proof. Recall (from Subsection 2.3) that the supporting combinatorial
inequalities take the form x(E) ≤ y(I ′) + |J ′| − κ(G). The corresponding










One can check that this HI, together with the trivial inequality x(E) ≤ |J ′|,
implies the given combinatorial inequality. Moreover, the HI is equivalent





Another positive result concerned with strong HIs is the following:
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kΦ(k)






Figure 2: Sketch of the function ΦG(k) for the graph shown in Fig. 1.
Theorem 1 There exist facet-defining strong HIs which are neither combi-
natorial inequalities nor grille inequalities. Moreover, there exist inequalities
of this type with k < κ(G).
Proof. See Appendix A. 
A natural question at this point is, under which conditions do strong
HIs define facets? The following proposition gives some conditions that the
graph G must satisfy.
Proposition 3 Suppose that G is given. Let J(i) denote the set of nodes
adjacent to node i ∈ I ′, and I(j) denote the set of nodes adjacent to node
j ∈ J ′. If a strong HI for the given G defines a facet of P (m,n), then:
1. |I ′| ≥ 3 and |J ′| ≥ 3;
2. 2 ≤ |J(i)| < |J ′| for all i ∈ I ′ and 2 ≤ |I(j)| < |I ′| for all j ∈ J ′;
3. there is no pair i, i′ ∈ I ′ such that J(i) is a proper subset of J(i′);
4. G is biconnected (i.e., has no cut nodes);
5. there is no edge {i, j} ∈ E such that the removal of i and j disconnects
G;
Proof. For the sake of brevity, we only sketch the proof. Point 1 follows
from Remark 2.3 in [5]. The lower bounds of 2 on |J(i)| and |I(j)| in
Point 2 are in Theorem 5.1 in [5]. If J(i) = J ′ for some i ∈ I ′, we have
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ΦG(1) = ∆G(1) = |J ′|, and the HI reduces to x(E) ≤ |J ′| y(I ′), which is
implied by the VUBs for the edges in E. If I(j) = I ′ for some j ∈ J ′, the
HI can be strengthened by dropping j from J ′. For Point 3, if there is a
pair i, i′ ∈ I ′ such that J(i) is a proper subset of J(i′), then the HI can be
strengthened by adding edges to E so that J(i) = J(i′). If the conditions in
Points 4 or 5 are not satisfied, then the intersection graph (the graph with
node set I ′ ∪E and an edge between i and {i, j} for all {i, j} ∈ E) contains
a clique cutset, i.e., a clique whose removal disconnects the graph. Points 4
and 5 then follow from Theorem 4.1 in Chva´tal [7]. 
Unlike in the case of the combinatorial inequalities, we have to consider
not only G, but also the parameter k.
Proposition 4 If the strong HI for a given pair (G, k) defines a facet of
P (m,n), then:
1. k ≥ 2;
2. β = ∆G(k) < maxi∈I′ |J(i)|;
3. G is maximal for the given k; i.e., adding any edge to G would cause
the HI to become invalid.
Proof. For any G, we have ΦG(1) = ∆G(1) = maxi∈I′ |J(i)|. So the strong
HI for k = 1 reduces to
x(E) ≤ max
j∈J ′
|I(j)| y(I ′), (9)
which is implied by the VUBs. Since ΦG is subadditive, the ∆G(k) values
cannot increase as k increases. This implies that ∆G(k) ≤ maxj∈J ′ |I(j)| for
k ≥ 2. If ∆G(k) = maxj∈J ′ |I(j)| for some k ≥ 2, then the strong HI again
reduces to the redundant inequality (9). Finally, if G were not maximal, we
could obtain a stronger HI by adding an edge to E. 
Unfortunately, the conditions in the above two propositions are not suf-
ficient:
Proposition 5 There exist strong HIs that satisfy all of the conditions listed
in Propositions 3 and 4, and cut off fractional LP solutions, yet do not define
facets.
Proof. Let G be the (8, 3)-circulant, which was shown in Fig. 1. Above,
we showed that the strong HI x(E) ≤ 2y(I ′) + 2 is valid. One can check
that this strong HI satisfies the conditions in Proposition 3, and that it cuts
off fractional solutions with xij = 1/3 for all {i, j} ∈ E and yi = 1/3 for all
i ∈ I ′. Despite this, it does not define a facet, since every SPLP solution
satisfying it at equality also satisfies the equation x(s1, t6) = 0. 
In this sense, the strong HIs are even less “well-behaved” than the combi-
natorial inequalities.
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3.2 Simple homogeneous inequalities
Recall (from Subsection 2.3) that computing κ(G) is NP-hard in the strong
sense. It seems likely that computing the ΦG(k) is also hard. The follow-
ing proposition introduces some HIs that may not be strong, but whose
coefficients can be computed efficiently.





y(I ′) : (2), (3), x(E) = |J ′|, x ∈ [0, 1]|I| |J |, y ∈ [0, 1]|I|
}⌉
.





x(E) : (2), (3), y(I ′) = k, x ∈ [0, 1]|I| |J |, y ∈ [0, 1]|I|
}⌋
.
Finally, for k = 1, . . . , κ−(G), define ∆˜G(k) = Φ+G(k)−Φ+G(k−1). Then for
any k ∈ {1, . . . , κ−(G)}, the inequality
x(E) ≤ ∆˜G(k) y(I ′) + Φ+G(k) − k∆˜G(k) (10)
is valid for P (m,n).
Proof. By definition, κ−(G) is a lower bound on κ(G), and Φ+G(k) is an
upper bound on ΦG(k). The rest of the proof is similar to that of Lemma 1
and Proposition 1. 
We call the HIs (10) simple. By definition, every simple HI is equivalent
to or dominated by a strong HI. On the other hand, the advantage of the
simple HIs is that their coefficients can be computed in polynomial time
(since the values κ−(G) and Φ+G(k) are found by solving linear programs).
We also have the following proposition, which is analogous to Proposition 2.
Proposition 7 Every (p, q) inequality is equivalent to or dominated by a
simple HI with k = κ−(G).
Proof. Consider an arbitrary (p, q) inequality (7), with associated graph
G = (S ∪ T, E). We have κ−(G) ≥ dp/qe, Φ+G(dp/qe) ≤ p and Φ+G(dp/qe) ≤
p− 1, with equality holding if and only if the simple HI with k = κ−(G) is
a (p, q) inequality. 
We now show that there exist facet-defining simple HIs that are not
equivalent to previously known inequalities.
Theorem 2 Let p and q be positive integers with 2 ≤ q < p ≤ n, m ≥ (pq)
and p not a multiple of p. Let S be a set of facilities such that |S| = (pq), and















Figure 3: Graph G corresponding to a facet-defining simple HI with p = 5
and q = 2.
node sets S and T , such that, for every set T ′ ⊂ T with |T ′| = q, there exists
an i ∈ S that is connected to each node in T ′ and no other nodes. (Figure 3
shows a suitable graph G for the case p = 5, q = 2. The five nodes in T are
labelled t1, . . . , t5 and the ten nodes in S are labelled s12, . . . , s45.) Finally,
let E denote the edge set of G. The simple HI with k = κ−(G) defines a
facet of P (m,n).
Proof. See Appendix B. 
Note that the number of facet-defining simple HIs described in Theorem
2 grows exponentially with both m and n. We leave open the question of
finding a necessary and sufficient condition for a simple HI to define a facet.
We also leave open the question of whether there exist facet-defining simple
HIs with k < κ−(G).
4 Circulant and (p, q) Inequalities Revisited
In this section, we use the results in the previous section to shed new light on
some of the inequalities in the literature. We cover circulant inequalities in
Subsect. 4.1 and (p, q) inequalities in Subsect. 4.2. Throughout this section,
we use the notation p = wq + r, as in the proof of Theorem 2.
4.1 On circulant inequalities
Consider once more the circulant inequalities (6). One can check that, re-
gardless of the values of p and q, we have κ(G) = κ−(G) = w+ 1, ΦG(w) =
Φ+G(w) = wq, ΦG(w+ 1) = Φ
+
G(w+ 1) = p and ∆G(w+ 1) = ∆˜G(w+ 1) = r.
Together with Proposition 1 (or Proposition 6), this yields the following
result.
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Corollary 1 Every circulant inequality is equivalent to or dominated by an





x(si, tj) ≤ r
p∑
i=1
y(si) + w(q − r). (11)
This HI is both strong and simple.
We call the inequalities (11) strengthened circulant inequalities or SCIs. One
can check that they are equivalent to circulant inequalities when r = 1, but
stronger when 1 < r < q. (One can also check that the only SCIs that are
also grille inequalities are the 3-cycle inequalities.)
The following theorem characterises the facet-defining SCIs.
Theorem 3 The strengthened circulant inequality (11) defines a facet of
P (m,n) if and only if (i) p = q+ 1 (i.e., the inequality is a simple circulant
inequality) or (ii) q + 1 < p ≤ 3q/2 and p < m.
Proof. See Appendix C. 
We remark that the condition q + 1 < p ≤ 3q/2 implies that q ≥ 4 and
p ≥ 6. It also implies that r > 1, i.e., the SCI is not combinatorial.
4.2 On (p, q) inequalities
Now we consider again the (p, q) inequalities (7). An obvious necessary
condition for a (p, q) inequality to define a facet is that ΦG(w + 1) = p and
ΦG(w) = p − 1
(
since, otherwise, the inequality would be dominated by a
strong HI
)
. Unfortunately, checking whether these two equations hold is
easily shown to be NP-hard (e.g., by reduction from perfect matching in
uniform hypergraphs [13].) The main goal of this subsection is to show that,
when q = 2, it is possible to check in polynomial time whether a given (p, q)
inequality is facet-defining.
When q = 2, each node in I ′ is adjacent to exactly 2 nodes in J ′. We will
find it helpful to define a reduced graph, denoted by G−. The vertex set of
G− is J ′, and the edge set, denoted by E−, is defined as follows. There is an
edge {u, v} in E− if and only if there exists some i ∈ I ′ such that the edges
{i, u} and {i, v} exist in E. This construction is illustrated in Figure 4. The
graph G on the left corresponds to a (p, 2) inequality with I ′ = {s1, . . . , s6}
and J ′ = {t1, . . . , t5}. The large and small circles represent facilities in I ′
and clients in J ′, respectively, and the lines represent the edges in E. The
inequality is:






















Figure 5: A super-matchable graph on 7 nodes.
The corresponding reduced graph G− is shown on the right. So, for example,
the edge {t1, t2} is present in E− because the edges {s1, t1} and {s1, t2} exist
in E.
We now define a certain property that G− may or may not have:
Definition 3 The reduced graph G− = (J ′, E−) is said to be super-matchable
if, for every edge {u, v} ∈ E− and every node w ∈ J ′ \ {u, v}, there is a per-
fect matching of the nodes in J ′ \ {u, v, w}.
So, for example, the reduced graph G− shown on the right of Figure 4 is not
supermatchable, because, if we take the edge {t1, t2} and the node t5, the
nodes t3 and t4 cannot be matched. On the other hand, the graph shown
in Figure 5 is super-matchable. For example, if we take the edge {1, 3} and
the node 5, the remaining nodes, 2, 4, 6 and 7, can be matched using the
edges {2, 4} and {6, 7}.
Note that one can check whether a given graph G− is super-matchable
in polynomial time. The property of being super-matchable turns out to be
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crucial for determining whether a (p, 2) inequality defines a facet.
Theorem 4 A (p, 2) inequality defines a facet of P (m,n) if and only if the
associated reduced graph G− is super-matchable.
Proof. From the result in [6] on lifting, mentioned in Subsect. 2.3, it
suffices to show that a (p, 2) inequality can be lifted if and only if G− is
super-matchable. So, consider an edge {u, v} in G−, and let i be a facility
in I ′ such that the edges {i, u} and {i, v} are in G. (Note that there may be
more than one such facility.) Consider the lifted inequality that is obtained
by changing the coefficient of xiw from zero to one, for some w ∈ J ′ \ {u, v}.
To see whether this lifted inequality is valid, we attempt to construct a
feasible SPLP solution that violates it, in which xiw takes the value 1. Note
that, in such a solution, yi must take the value 1 as well. Then, to maximise
the left-hand side of the lifted inequality, it pays to set xiu and xiv to one
as well. Now we have a contribution of 3 to the left-hand side and 1 to the
right-hand side. Then, the only way the lifted inequality could be violated
would be for the remaining p− 3 clients in T to be served by only (p− 3)/2
of the remaining facilities in I ′. This can happen if and only if those p − 3
clients can be matched in G−.
To complete the proof, it suffices to show that it is not possible to lift
xij when i ∈ I \ I ′ and/or j ∈ J \ J ′. To see this, just note that any
extreme point of P (m,n) that satisfies the (p, 2) inequality at equality and
has xij = yi = 1 violates the lifted inequality. 
The following proposition presents an exponentially large family of super-
matchable graphs, which corresponds to an exponentially large family of new
facet-defining (p, 2) inequalities.
Proposition 8 Let p ≥ 5 be an odd integer and let k be an integer with
2 ≤ k ≤ bp/2c. Let G(p, k) be the graph with vertex set {1, . . . , p}, and an
edge between nodes i and j if and only if |i − j| mod p ≤ k. (The graph in
Figure 5 is G(7, 2).) Then G(p, k) is super-matchable.
Proof. One can check that, if one removes any three nodes from such a
graph, the remaining nodes can be matched. 
We remark that the graphs G(p, k) are a special case of the so-called anti-
webs, defined by Trotter [22] in the context of set packing.
(
Note however
that the associated (p, 2) inequalities are not related in any simple way to
Trotter’s antiweb inequalities, since we are talking about the reduced graph
G−, not G itself.
)
To close this section, we briefly examine the general case, in which q may
be larger than 2. The following proposition gives a simple (and polynomial-












Figure 6: Hierarchy of inequalities for the SPLP.
Proposition 9 If a (p, q) inequality is facet-defining, then Φ+G(w + 1) = p,
Φ+G(w) = p− 1 and r = 1.
Proof. If either of the first two conditions does not hold, then the (p, q)
inequality is dominated by a simple HI. Now observe that, since each node
in I ′ has degree q in G, we have Φ+G(w) ≤ wq = p − r. So, if the second
condition holds, r must be 1. 
The next proposition shows that there are many non-trivial facet-defining
(p, q) inequalities with r = 1.
Proposition 10 For all p and q with 2 ≤ q < p and r = 1, there exist expo-
nentially many facet-defining (p, q) inequalities that are not simple circulant
inequalities.
Proof. When r = 1, the facet-defining simple HIs described in Theorem 2
reduce to (p, q) inequalities. 
To aid the reader, we display in Figure 6 a hierarchy of nine families of
valid inequalities. An arrow from one class to another means that the latter
is a proper generalisation of, or dominates, the former. One can see that
the HIs subsume the other inequalities in the figure.
5 Facility Augmentation
In this section, we present and analyse a new technique, called facility aug-
mentation, that enables one to derive new valid inequalities from known
ones. We will see that, when applied to facet-defining HIs, it can yield
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facet-defining inequalities that are not HIs (and not equivalent to known
inequalities).
The following theorem describes the technique in its full generality.
Theorem 5 Let αTx ≤ βT y + γ be a valid inequality for P (m,n), with α,
β, γ non-negative, and let S be an arbitrary subset of I. For each j ∈ J , let

















is valid for P (m+ 1, n).
Proof. Suppose that there exists an extreme point of P (m + 1, n), say
(x¯, y¯), that violates the augmented inequality. We must have y¯m+1 = 1,
since, if y¯m+1 = 0, the VUBs force the second term on the left-hand side
to be zero, and the augmented inequality reduces to the original inequality.
Now suppose that x¯ij = 1 for some i ∈ S and j ∈ J . Then we get an
extreme point that violates the augmented inequality by at least as much
by changing x¯ij to 0 and changing x¯m+1,j to 1 instead. So we can assume
that x¯ij = 0 for all i ∈ S and j ∈ J . Then, if y¯i = 1 for any i ∈ S, we can
get an extreme point that violates the augmented inequality by even more
by changing y¯i to 0.
In summary, we can assume that y¯m+1 = 1 and y¯i = 0 for all i ∈ S. Now,
we can get another extreme point that violates the augmented inequality by
the same amount by (a) closing facility m+1, (b) opening all of the facilities
in S, and (c) taking each client that was assigned to facility m + 1 and re-
assigning it to the facility in S that maximises αij . This extreme point
violates the original inequality, which contradicts the fact that the original
inequality was valid. 
We remark that, when |S| = 1, facility augmentation reduces to the “facility
replication” procedure described in Theorem 3.3. of Cho et al. [6].
Facility augmentation can of course be applied more than once if desired.
Specialising the technique to the case in which the original valid inequality
is homogeneous, we obtain the following corollary.
Corollary 2 Let G = (I ′, J ′, E) be a connected bipartite graph, and let
x(E) ≤ βy(I ′) + γ be an HI. For each i ∈ I ′, let n(i) denote the set of
neighbours of i in G. Let T ⊆ I \ I ′ be an arbitrary set of facilities, and,
for each i ∈ T , let S(i) be an arbitrary subset of I ′. Take G and construct
a larger graph, G+, as follows. For each facility i ∈ T , we add a node to I ′.
For each facility i ∈ T and each client j ∈ ⋃i′∈S(i) n(i′), we add the edge
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{i, j} to E. Let E+ denote the resulting set of edges. Then the following




) ≤ β y(I ′) + β ∑
i∈T
|S(i)| yi + γ. (12)
Proof. For a fixed i ∈ T , apply Theorem 5 with S set to S(i), and renumber
the facilities so that facility m+ 1 becomes facility i. Repeat the argument
for each facility in T . 
We call the inequalities (12) augmented HIs. A natural question is to
determine conditions for augmented HIs to define facets. The following
proposition gives some necessary conditions.
Proposition 11 Suppose the augmented HI (12) defines a facet. Then:
1. For each facility i ∈ T , the degree of node i in G+ is greater than
β|S(i)|.
2. There does not exist a set S˜ ⊂ I ′ such that |S˜| < |S(i)| and ⋃i′∈S˜ n(i′) ⊆⋃
i′∈S(i) n(i
′).
3. There does not exist a set S˜ ⊂ I ′ such that |S˜| = |S(i)| and ⋃i′∈S˜ n(i′)




Proof. If the first condition does not hold for some i ∈ T , then we can
obtain a stronger augmented HI by removing node i and its incident edges
from G+. (The original augmented HI is implied by the new one and the
VUBs for the removed edges.) If the second condition does not hold, we
can obtain a stronger augmented HI by replacing S(i) with a suitable set S˜.
(The set of edges E+ either stays the same or increases, and the coefficient
of yi decreases.) The same applies if the third condition does not hold. (The
coefficient of yi stays the same, and the set of edges E
+ increases.) 
Unfortunately, checking the second condition in Proposition 11 is NP-
hard (by reduction from set cover.) We conjecture that determining whether
an augmented HI defines a facet is also NP-hard. On the positive side, the
following theorem shows that there exist facet-defining augmented simple
HIs that are not HIs.
Theorem 6 Suppose we apply facility augmentation to the facet-defining
simple HIs described in Theorem 2. Suppose that, for each i ∈ T , the sets
n(i′) for i′ ∈ S(i) are disjoint. Then the augmented inequality is facet-
defining.
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Proof. Let T denote the set of added facilities, and let t = |T |. From
Theorem 2, the simple HI associated with the original graph G defines a
facet of P (m,n). Also, any root of the original simple HI can be converted
into a root of the augmented version simply by closing all of the facilities
in T . Now, the dimension of P (m + t, n) is t(n + 1) more than that of
P (m,n), since we have added t new y variables and tn new x variables. So,
it suffices to construct n+1 new affinely-independent roots of the augmented
inequality for each t ∈ T .
Let i ∈ T be fixed. One of the desired roots can be obtained as follows.
Take a root of the original inequality in which all facilities in S(i) are open
and, for all i′ ∈ S(i), every client in n(i′) is assigned to facility i′. Convert
this into a root of the augmented inequality by (a) opening facility i, (b)
closing the facilities in T ∪ S(i) \ {i}, and (c) re-assigning all clients that
were assigned to a facility in S(i) to facility i.
Now we construct an additional |n(i)| roots for the given i ∈ T . For
each client j ∈ n(i), we construct a root by opening facility i, assigning
the clients in n(i) \ {j} to facility i, and opening a subset of the facilities in
I\(S(i)∪{i}), chosen in such a way that each of the clients in (J \n(i))∪{j}
can be assigned to one of them.
Finally, we need to construct an additional J − |n(i)| roots for the given
i. For each client j ∈ J \ n(i), we construct a root by opening facility i and
assigning all of the clients in n(i) ∪ {j} to it, then opening a subset of the
facilities in I \ (S(i) ∪ {i}), chosen in such a way that each of the clients in
J \ (n(i) ∪ {j}) can be assigned to one of them. 
Here is an example. Recall that the graph G shown in Figure 3 corre-
sponds to a simple HI that defines a facet of P (m,n) for m ≥ 10 and n ≥ 5.
Add one new facility node, say s1234, which is adjacent to client nodes t1
to t4. The resulting graph G
+ is shown in Figure 7. (The labels of the ten
original facility nodes have been omitted, for clarity.) The augmented simple
HI corresponding to the resulting graph defines a facet of P (m+ 1, n).
We also have the following corollary.
Corollary 3 For all p and q with 2 ≤ q < p and p mod q = 1, there exist
facet-defining augmented (p, q) inequalities that are not (p, q) inequalities.
Proof. When p mod q = 1, the facet-defining augmented simple HIs de-
scribed in Theorem 6 are augmented (p, q) inequalities. 
Again, the number of facet-defining inequalities described in both Theorem
6 and Corollary 3 grows exponentially with both m and n.
6 Conclusion
In this paper, we presented the homogeneous inequalities for the SPLP,







Figure 7: Representation of a facet-defining augmented simple HI inequality.
though computing the best possible coefficients for a homogeneous inequality
appears to be difficult, we derived some useful conditions for them to define
facets. We also derived some conditions for the (p, q) inequalities, which are
a very special case of the homogeneous inequalities, to define facets. Fi-
nally, we presented a new lifting procedure, and showed that it enables one
to derive still more facet-defining inequalities.
An obvious topic for future research is the design of effective (exact or
heuristic) separation algorithms for the inequalities described in this paper.
In fact, we believe that there is also a need to design improved separation
algorithms for some of the other inequalities in the literature, such as those
described in [1, 3, 4, 5, 6, 11]. Such algorithms are likely to be essential if one
wishes to solve very hard SPLP instances, such as the ones in [14, 16, 18].
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Appendix A: Proof of Theorem 1
Let m = 5 and n = 10, and let G be the graph displayed in Figure 8.
(Numbers in italics indicate clients.) One can check that κ(G) = 3, ΦG(1) =
5, ΦG(2) = 8 and ΦG(3) = 10. Thus, ∆G(2) = 3 and ∆G(3) = 2. Setting k =
2, we obtain the strong HI x(E) ≤ 3y(I) + 2. This HI is not combinatorial,
since it has β > 1, and it is not a grille inequality, since it has γ > 1.
Moreover, we have k = 2 < κ(G) = 3.
To complete the proof, we have to show that the HI defines a facet of
P (5, 10). We partition E into two subsets:
E1 =
{








We will call an extreme point of P (5, 10) a “root” of the HI if it satisfies it
at equality. Once can check that there are three kinds of roots:



























Now, let αTx+βT y = γ be an equation that is satisfied by all roots. One
root of the second kind is obtained by opening facilities 1 and 2, assigning
clients 1, 2, 4, 5, 7, 9 and 10 to facility 1, and assigning the other clients
to facility 2. If we modify this root by re-assigning client 1 to facility 2, we
obtain another root. This shows that α11 = α21. The same argument shows
that α1j = α2j for j ∈ {2, 4, 9}.
One root of the third kind is obtained by opening facilities 1 and 3,
assigning clients 1, 2, 5, 6, 7, 8 and 10 to facility 1, and assigning clients 3, 4
and 9 to facility 3. If we modify this root by re-assigning client 2 to facility
3, we obtain another root. This shows that α12 = α32. The same argument
shows that α1j = α3j for j ∈ {6, 7, 8}.
By symmetry, we must have:
αij = αkj
(
j ∈ J, {i, j}, {k, j} ∈ E1)
αij = αkj
(
j ∈ J, {i, j}, {k, j} ∈ E2)
αij = αkj
(
j ∈ J, {i, j}, {k, j} /∈ E).
Moreover, due to the assignment constraints (2), we can assume that αij = 0
for all {i, j} /∈ E.











Now, consider the following square matrix of order 15:
1 0 0 0 0 1 1 0 0 1 0 1 0 0 1
0 1 0 0 0 1 1 1 0 0 1 0 1 0 0
0 0 1 0 0 0 1 1 1 0 0 1 0 1 0
0 0 0 1 0 0 0 1 1 1 0 0 1 0 1
0 0 0 0 1 1 0 0 1 1 1 0 0 1 0
1 1 0 0 0 1 1 1 0 1 1 1 1 0 1
0 1 1 0 0 1 1 1 1 0 1 1 1 1 0
0 0 1 1 0 0 1 1 1 1 0 1 1 1 1
0 0 0 1 1 1 0 1 1 1 1 0 1 1 1
1 0 0 0 1 1 1 0 1 1 1 1 0 1 1
1 0 1 0 0 1 1 1 1 1 0 1 0 1 1
0 1 0 1 0 1 1 1 1 1 1 0 1 0 1
0 0 1 0 1 1 1 1 1 1 1 1 0 1 0
1 0 0 1 0 1 1 1 1 1 0 1 1 0 1
0 1 0 0 1 1 1 1 1 1 1 0 1 1 0

.
The first 5 columns represent y1, . . . , y5. The other 10 columns represent
the quantity
∑
i:{i,j}∈E xij for j = 1, . . . , 10. One can check that each of the
rows represents a root. (There are 5 roots of the first kind, 5 of the second,
and 5 of the third.) Using a linear algebra package, one can check that
the only equation satisfied by all 15 rows is (up to scaling by a constant)
x(E) = 3y(I) + 2. Thus, the HI is facet-defining. 
Appendix B: Proof of Theorem 2
Let us write p = wq+ r, where r is the remainder when dividing p by q. As
in Appendix A, we call an extreme point of P (m,n) a “root” of the simple
HI if it satisfies it at equality, and let αTx + βT y = γ be an equation that
is satisfied by all roots. One can check that there are two kinds of roots.
One kind has x(E) = p− r and y(S) = w, and the other has x(E) = p and
y(T ) = w + 1.
Consider any j ∈ J \ T and any root (of either kind) such that client
j is assigned to an open facility in S. We can obtain another root (of the
same kind) by assigning client j to any other open facility. By symmetry,
this shows that αij takes the same value for all i ∈ I. Due to the assignment
constraints (2), we can assume that this value is zero.
Next, consider any i ∈ I \ S, and any root (of either kind) such that
facility i is closed. By opening that facility, we obtain another root (of the
same kind). By symmetry, this shows that βi = 0 for all i ∈ I \ S.
Next, consider any j ∈ T , and any root of the first kind such that client
j is assigned to a facility in I \ S. By assigning j to any other open facility
i such that {i, j} /∈ E, we obtain another root. By symmetry, this shows
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that αij takes the same value for all i ∈ I such that {i, j} /∈ E. Due to the
assignment constraints (2), we can assume that this value is zero.







Now consider a root of the second kind. There must exist a facility i ∈ S
that has fewer than q clients in T assigned to it. Accordingly, there must
exist a client j ∈ T that is currently assigned to a facility in S \ {i}, but
for which {i, j} ∈ E. We can obtain another root of the second kind by
assigning that client to i instead. By symmetry, this shows that, for any
given client j ∈ T , the coefficient αij takes the same value for all i such that
{i, j} ∈ E.
Now, consider any pair j, j′ ∈ T , and let i ∈ S be such that both {i, j}
and {i, j′} belong to E. Consider any root of the first kind such that facility
i is open, client j is assigned to facility i, and client j′ is assigned to an open
facility in I \ S. We obtain another root by assigning client j′ to facility i
and assigning client j to the open facility in I \S. By symmetry, this shows
that αij takes the same value for all {i, j} ∈ E.









where α0 is a scalar. Now, for any i ∈ S, consider a root of the second kind
such that facility i is open and exactly r clients are assigned to i. By closing
facility i, and assigning each of those r clients to an open facility in I \ {i},
we obtain another root. This shows that βi = rα0. Therefore, the equation








Now, if α0 were equal to zero, γ would have to be zero, and the equation






and the only possible value for γ is the one given in the simple HI. 
Appendix C: Proof of Theorem 3
As in Appendix B, we let p = wq+r, and we call an extreme point of P (m,n)
a “root” of the SCI if it satisfies it at equality. We also let S = {s1, . . . , sp}
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and T = {t1, . . . , tp}. One can check that the roots of an SCI are of two
kinds:
• x(E) = p and y(S) = w + 1,
• x(E) = p− r and y(S) = w.
Moreover, the special structure of the graph G associated with the SCI
implies that, for a root of the second kind, the open facilities are “spread
out”, in the sense that |(i mod p)− (i′ mod p)| ≥ q for all pairs i, i′ of open
facilities.
One can check the following facts. When p > 2q, all roots (of either kind)
satisfy the equation x(si, ti+q+r) = 0 for i = 1, . . . , p. When 3q/2 < p < 2q




= y(si) for i =
1, . . . , p. When 3q/2 < p < 2q and q is even, all roots satisfy the equations
x(si, ti+q/2−1) = x(si, ti+q/2) = y(si) for i = 1, . . . , p. When q+2 ≤ p ≤ 3q/2
and p = m, all roots satisfy the equation x(si, ti+q) = x(si, ti+q+1) for
i = 1, . . . , p. So the SCI cannot define a facet in any of these cases.
Since we know from [15] that the simple circulant inequalities define
facets, all that remains is to show that the SCIs define facets when condition
(ii) holds. As usual, let αTx + βT y = γ be an equation that is satisfied by
all roots.
Since we assume that p < m, S is a proper subset of I. Given any facility
i ∈ I \ S, there exists a root (of either kind) such that facility i is closed.
By opening that facility, we obtain another root. So βi = 0 for all i ∈ I \ S.
Now let i be an arbitrary facility in I \ S. We obtain a root of the
first kind by opening facilities s1 and i, assigning clients t1, . . . , tq to facility
s1, and assigning all other clients to facility i. Now let j be any client in
J \ {t1, . . . , tq}. We obtain another root by re-assigning client j to facility
i. This shows that α1j = αij . By symmetry, this implies that
αij = αkj
(
j ∈ J, {i, j}, {k, j} /∈ E).
Moreover, due to the assignment constraints (2), we can assume that αij = 0
for all {i, j} /∈ E.
Now, for i = r+1, . . . , q, we obtain a root of the second kind by opening
facilities 1 and i, assigning clients t1, . . . , tq to facility 1, and assigning the
other clients to facility i. If we modify this root by re-assigning client tq to









i = r + 1, . . . , q. By symmetry, this implies that
αij = αkj
(
j ∈ {t1, . . . , tp}, {i, j}, {k, j} ∈ E
)
.











Now, for i = r + 1, . . . , p − r + 1, we obtain a root of the second kind
by opening facilities 1 and i, assigning clients t1, . . . , tq to facility 1, and
assigning the other clients to facility i. A comparison of these roots shows
that βi must take the same value for i = r+ 1, . . . , p− r+ 1. By symmetry,





xij = βy(S) + γ.
Now, for i = 1, . . . , p, we obtain a root of the first kind by opening
facility si and assigning all clients to it. A comparison of these roots shows
that αj must take the same value for all j ∈ T . So our equation reduces to
αx(E) = βy(S) + γ, and the proof is complete. 
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