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Next-generation sequencing technology enables the identifi-
cation of thousands of gene regulatory sequences in many cell
types and organisms. We consider the problem of testing if two
such sequences differ in their number of binding site motifs for
a given transcription factor (TF) protein. Binding site motifs im-
part regulatory function by providing TFs the opportunity to bind
to genomic elements and thereby affect the expression of nearby
genes. Evolutionary changes to such functional DNA are hypoth-
esized to be major contributors to phenotypic diversity within and
between species; but despite the importance of TF motifs for gene
expression, no method exists to test for motif loss or gain. Assum-
ing that motif counts are Binomially distributed, and allowing for
dependencies between motif instances in evolutionarily related
sequences, we derive the probability mass function of the dif-
ference in motif counts between two nucleotide sequences. We
provide a method to numerically estimate this distribution from
genomic data and show through simulations that our estimator
is accurate. Finally, we introduce the R package motifDiverge
that implements our methodology and illustrate its application to
gene regulatory enhancers identified by a mouse developmental
time course experiment. While this study was motivated by analy-
sis of regulatory motifs, our results can be applied to any problem
involving two correlated Bernoulli trials.
KEYWORDS AND PHRASES: testing, gene regulation, motif,
ChIP-seq, binomial, transcription factor, regulatory evolution.
1. INTRODUCTION
Next-generation sequencing increasingly provides insight into
the locations of regulatory regions in the genomes of many or-
ganisms, and it gives information about the cell types and de-
velopmental stages in which these regulatory elements are active
[1]. RNA sequencing (RNA-seq, [2, 3]) enables accurate quan-
tification of gene expression, and techniques such as DNase se-
quencing (DNase-seq, [4]) and Formaldehyde-Assisted Isolation
of Regulatory Elements (FAIRE-seq, [5]) pinpoint which parts of
a genome are in open chromatin and therefore may be associated
with regulatory activity in a given cell type. These methods can
be coupled with chromatin immunoprecipitation followed by se-
quencing (ChIP-seq, [6]) for histone modifications, transcription
factors (TFs) and co-factors to further refine predictions of reg-
ulatory elements, such as promoters, enhancers, repressors, and
insulators [7]. Gene expression levels are different between cell
types and dynamic during development as the result of regulatory
elements that are specifically active in some cells but not in others
[8, 9]. Therefore, identification of functional regulatory elements
and the TFs that recognize them is a key step to characterizing
any type of cell. This information also sheds light on transitions
between different cell types, such as in the progression to cancer
or during cellular differentiation.
Regulatory genomic elements typically contain multiple mo-
tifs for one or more TFs. The TF proteins bind to these motif
sequences to combinatorially modulate the expression of nearby
genes [10]. TF motifs are to some extent degenerate (i.e., mu-
tations away from the consensus sequence are tolerated), and
therefore they are typically represented as probability distribu-
tions over nucleotides (A, C, G, and T ) at each position in the
motif [11]. For each TF, this distribution can be represented as
position specific probability matrix (PSPM). While TF binding
depends on more than just the target DNA sequence (TF concen-
tration, open chromatin, etc.), and even though the binding affin-
ity of a TF towards a stretch of nucleotides is quantitative rather
than binary, the presence or absence of TF motifs can be repre-
sented as a binary event by scoring how well a sequence matches
a TF’s PSPM (details below). Because sequence changes can al-
ter how well DNA matches a PSPM, mutations and substitutions
can create or destroy motif instances. It is challenging to predict
the effect of a single motif loss or gain on the function of a regu-
latory region, because a loss may be compensated for by a nearby
gain. However, a large cumulative change in the number of motifs
across a regulatory region can alter expression of nearby genes,
potentially resulting in differences in organismal traits, such as
disease susceptibility.
To the best of our knowledge there are no existing methods for
quantifying divergence between DNA sequences based on differ-
ences in motif counts. The primary challenge is that in most bio-
logically meaningful settings the sequences are related through
evolution (i.e., they are homologous), and therefore motif in-
stances are correlated. This is the setting we address in this pa-
per: We derive the joint distribution of the number of motifs in
the two sequences, and the marginal distribution of the difference
in numbers of motifs between the two sequences. From the latter
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distribution, we show how p–values can be computed for testing
the null hypothesis of no systematic difference in motif counts
between two sequences. We validate our methodology through
simulations and apply it to ChIP-seq and RNA-seq data from a
developmental time course.
2. A MODEL FOR REGULATORY MOTIF
DIVERGENCE
We propose a probabilistic model and test for assessing the
statistical significance of the difference in number of motifs for
a single TF between two DNA sequences. While the core of our
approach is independent of the specifics regarding TF motif mod-
eling, we also provide methodology to estimate the distribution
of our test statistic for any TF that has a motif model in the form
of a PSPM. The sequences may be homologous or not, because
our approach does not require (but can make use of) a sequence
alignment. In both cases, the two sequences can be short se-
quence elements (e.g., gene promoter) or concatenations of mul-
tiple short sequence elements that share some property (e.g., pro-
moters of multiple genes). For the non-homologous case, any two
sequences or sets of sequences can be compared. For example,
one might be interested in TFs with significantly different num-
bers of motifs in promoters of genes that are up-regulated ver-
sus down-regulated in a cancer RNA-seq experiment or in com-
paring gene promoters versus distal enhancers. For the homol-
ogous case, one might compare two genotypes present within a
single species, such as a disease-associated versus healthy geno-
type of a gene promoter. The homologous case can also be used
across species, for instance, to quantify the regulatory divergence
of pairs of homologous regulatory sequences identified via ChIP-
seq. We recently took this approach to compare human and fish
developmental gene regulation, and we showed that TF motif dif-
ferences capture functional changes in enhancer sequences better
than do standard measures of sequence divergence [12].
2.1 Background: Predicting TF motifs
A typical approach to identify TF motifs in DNA sequences is
to scan a sequence one position at a time using a PSPM and pre-
dict a motif at any position where the likelihood of a motif-length
sub-sequence under the PSPM model is significantly higher than
under a background distribution (see below for details) [13]. In
this context, the PSPM and background distribution are thought
of as generative models. Let M be a PSPM of length l (typically
about 7 to 10bp) over the DNA nucleotide alphabet {A,C,G,T},
where Mi j is the probability of observing nucleotide i at position
j in the motif. Let Bi be the probability of observing nucleotide i
(at any position) under a background model. Such a background
model can, for example, be estimated from the whole genome or
from any reasonably long sequence from the species of interest.
Then Li j := log(Mi j/Bi) is the log odds for nucleotide i at posi-
tion j and T (x) = ∑lj=1 Lx j is the log odds score for a sequence
x = x[1, . . . , l] of length l. The distribution of T can obtained nu-
merically, and a log odds score threshold for predicting motif in-
stances can be found in such a way that Type I error, Type II
error, or a balance between the two (balanced cutoff) are con-
trolled [13]. Alternatives to Type I error control are commonly
employed, because false negatives can be important in this appli-
cation; TFs frequently bind to sequences that are weak matches to
their motif (i.e., would be missed with strict Type I error control),
and in some cases this weak binding is functional.
We note that PSPM based log odds scores do not account for
dependencies between motif positions, despite the fact that these
are known to exist for TF motifs. More sophisticated methods
for motif annotation that take relationships between nucleotide
positions into account have been developed [14, 15, 16]. How-
ever, standard PSPM scoring is commonly used, computationally
convenient, and has recently been observed to perform well [17].
The model we describe in this paper can in principle be applied
together with any method for motif prediction.
To scan a sequence x of length k ≥ l for motifs, a slid-
ing window approach is typically used. Starting at the first nu-
cleotide x1, compute T (x1→l) := T (x[1, . . . , l]). Then, slide the
window one nucleotide to start at position x2 and compute
T (x2→l+1). Continue computing T (xi→i+l−1) until the last test
statistic T (xk−l+1→k) is computed. A motif is predicted at po-
sition i if T (xi→i+l−1) > t for a log odds score threshold t (see
above). Note that subsequent test statistics are not independent,
because their underlying sequences overlap. This “in-sequence”
dependency is often not accounted for, but there are methods that
take it into account [18]. Our model does not explicitly include
in-sequence dependency. However, we show that there is a re-
lationship between in-sequence dependence and the dependence
between motif counts in two homologous sequences (Appendix).
Because of this relationship, our model is able to indirectly ac-
count for some in-sequence dependence via its parameter for
between-sequence correlation.
2.2 Modeling differences in the number of
TF motifs between two sequences
Consider two sequences x and y of lengths kx and ky (possibly
not equal). For a given TF, let a random variable Xi be the indica-
tor for the presence of a motif at position i in x, and let Yi be the
corresponding random variable for y. We assume the prediction
of a motif in a sequence is the result of a Bernoulli trial with a
homogeneous success probability along the sequence. Then, the
joint distribution of (Xi,Yi) does not depend on i. Next, we define
random variables Nx = ∑i Xi and Ny = ∑i Yi for the total number
of motifs in each sequence. Marginally Nx and Ny have Binomial
distributions. However, note that Xi and Yi (and therefore Nx and
Ny) are not necessarily independent, because the sequences x and
y are potentially related, for example due to sequence homology
or shared regulatory constraints. The problem we address here is
how to define and estimate the distribution of the difference in
the number of motifs between the two sequences Nxy = Nx−Ny
under dependence of Xi and Yi. Our approach is based on the two
underlying, correlated Binomial trials.
2.2.1 Equal length sequences
First consider the case of equal length sequences (k := kx =
ky), which simplifies the model because there is a corresponding
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Bernoulli trial in x for each trial in y. Let N10 be the number of
pairs (Xi,Yi) with Xi = 1 and Yi = 0, and let N01 be the number of
pairs with Xi = 0 and Yi = 1. Then Nxy = N10−N01. To derive the
distribution of Nxy, we first consider the joint distribution of N10
and N01, which is multinomial:
(1)
P(N10 = n10,N01 = n01) =
(n10,n01,n−n10−n01)! pn1010 pn0101 (1− p10− p01)n−n10−n01 ,
where (·, ·, ·)! is the multinomial coefficient, n = k− l+ 1 is the
number of windows tested for a motif of length l, p00 = Pr(Xi =
0,Yi = 0), p01 = Pr(Xi = 0,Yi = 1), and so on.
Notably the joint distribution of (N10,N01) is independent of
p00 and p11 and only depends on the probabilities for a motif in
one sequence and not the other: p01 and p10. Because nxy = n10−
n01 can be realized in b n−nxy2 c different ways, the distribution of
Nxy is:
(2)
P(Nxy = nxy) =
b n−nxy2 c
∑
j=0
P(N10 = nxy+ j,N01 = j) for nxy ≥ 0
b n−nxy2 c
∑
j=1
P(N10 = j,N01 = |nxy|+ j) for nxy < 0.
Identifying the sums in Equation (2) as hypergeometric series
(Appendix), we can rewrite them in terms of the Gaussian hy-
pergemoetric function 2F1 [19]:
(3)
b n−nxy2 c
∑
j=0
P(N10 = nxy+ j,N01 = j) =(
n
nxy
)
pnxy10 (1− p10− p01)n−nxy ×
2F1
(
nxy−n
2
;
nxy+1−n
2
;nxy+1;
4p10 p01
(1− p10− p01)2
)
,
with similar results for the other sum. Since 2F1(a;b;c;0) = 1,
Nxy follows a Binomial distribution with parameters p10 and n
when p01→ 0 . This is as expected, because in this case P(N10 =
n10,N01 = 0) is Binomial, and there is only one term contributing
to the sums in Equation (2). Similarly, for p10→ 0 the distribution
P(N10 = 0,N01 = n01) is a Binomial with parameters p01 and n,
and Nxy has the same Binomial distribution, just mirrored at nxy =
0.
Finally, we can obtain the mean and variance of Nxy from the
multinomial distribution of N10 and N01 (Equation (1)):
(4)
E[Nxy] = n(p01− p10)
Var[Nxy] = n(p10(1− p10)+ p01(1− p01)+2p10 p01) .
2.2.2 Alternative parametrization
Instead of the parameters (p11, p10, p01, p00) we can use
the success probabilities of the Bernoulli trials Xi and Yi,
plus their correlation. Define p := p11 + p10 and q := p11 +
p01, and let the correlation between the two trials be ρ :=
Cov[Xi,Yi]/
√
Var[Xi]Var[Yi]. In this parameterization admissible
values of ρ depend on p and q. Intuitively, it is clear that not all
correlation coefficients can be admissible. For instance, if the tri-
als have different success probabilities they cannot at the same
time be perfectly correlated. If we assume 0 ≤ p ≤ q ≤ 12 then
ρ− ≤ ρ ≤ ρ+ with
(5)
ρ− =−pq/
√
p(1− p)q(1−q)
ρ+ = (1−q)p/
√
p(1− p)q(1−q),
so that our model can fully be specified by the success probabil-
ities of the Bernoulli trials and an admissible correlation coeffi-
cient. We note that the variance of Nxy is maximal at ρ = ρ− (i.e.,
p11 = 0), not at ρ = 0 (i.e., p11 = pq), which corresponds to inde-
pendent trials. Further, the variance of Nxy is minimal at ρ = ρ+
(i.e., p11 = min(p,q)).
2.2.3 Different length sequences
In most situations, even with homologous sequences, the
lengths of x and y will not be identical. Suppose without loss
of generality that x is the longer sequence so that kx ≥ ky. Our
strategy for modifying P(Nxy = nxy) to account for the length dif-
ference is to treat the first ky nucleotides as in Equation (2) and
to derive the distribution for the number of motifs in the remain-
ing nucleotides of x. First, note that Nxy = N1 +N2, where N1 is
a random variable representing the number of motifs in the first
ky − l + 1 nucleotides of x minus the number of motifs in the
corresponding nucleotides of y, and N2 represents the number of
motifs in the remaining kx−ky possible motif start positions in x.
Then, N1 has the distribution defined in Equation (2) with length
parameter ky (i.e., n = ky− l + 1). It is easy to see that N2 only
depends on x and is Binomially distributed with success prob-
ability p10 + p11 and kx− ky trials, as expected for the remain-
ing Bernoulli trials. If ky > kx, we leave the definition of N1 un-
changed, but instead treat the excess trials in x as negative counts
of motifs that are subtracted from the count for the same-length
segment of length ky. In this case, N2 is Binomially distributed
with success probability p01 + p11 and ky− kx trials. Thus, for
different length sequences the difference in numbers of motifs is
distributed as the convolution of the distributions for N1 and N2:
(6)
P(Nxy = nxy) =
kx−ky
∑
j=0
Ps(N1 = nxy− j)Bin(N2 = j) for kx ≥ ky
ky−kx
∑
j=0
Ps(N1 = nxy+ j)Bin(N2 = j) for kx < ky,
where Bin(·) is the probability mass function of the Binomial dis-
tribution with parameters given above, and Ps denotes the proba-
bility mass function of Nxy in the case of equal-length sequences
(Equation (2)). We get the mean and variance of Nxy for different
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length sequences from Equation (4) and the Binomial distribu-
tion:
E[Nxy] = ky(p10− p01)+(kx− ky)p
Var[Nxy] = ky
(
p10(1− p10)+ p01(1− p01)+2p10 p01
)
+
(kx− ky)p(1− p),
(7)
where again kx ≥ ky without loss of generality. Unlike Equation
(2), which depends only on p10 and p01, the distribution of Nxy for
unequal length sequences (Equation (6)) depends on p11 as well
(via p = p11 + p10) and makes full use of the parametrization of
(Xi,Yi).
2.2.4 Computing P(Nxy = nxy) and P(Nnx ≥ nxy)
Our main application is to compute a p–value for an observed
difference in motifs (nxy) between two sequences x and y. Thus,
we are interested in computing a tail probability of the probability
mass function of Nxy (Equation (6)). To test if nxy is significantly
larger compared to what we expect under a null hypothesis we
need to obtain P(Nxy ≥ nxy). Similarly, we need P(Nxy ≤ nxy) to
test for significantly fewer motifs in x compared to y.
To numerically evaluate P(Nxy = nxy), we perform the convo-
lution in Equation (6) using the fast Fourier transform. A prereq-
uisite for this is the probability mass function Ps(Nxy = nxy) for
the symmetric case (kx = ky), which we get from Equation (2)
and evaluate up to a pre-specified error ε ≥ 0. More specifically,
let Ps(Nxy = nxy) =∑ j S j, where the summands S j are taken from
Equation (2). Further let w j := S j+1/S j. Then there exists j− such
that for j+ with j− < j+ ≤ b n−nxy2 c (Appendix):
(8)
Ps(Nxy = nxy) =
j+
∑
j=0
S j + ε( j+)
with 0≤ ε( j+) < S j+
(1−w n−nxy2 − j+j+
1−w j+
−1
)
.
We evaluate this error bound after each additional term in the sum
and stop when a desired precision has been achieved. Addition-
ally, in order to obtain Ps(Nxy = nxy) for a series of values for nxy
the following recurrence relation (Appendix) is useful:
(9)
(n−nxy)p10Ps(Nxy = nxy) =
(1− p10− p01)(nxy+1)Ps(Nxy = nxy+1)+
p01(n+nxy+2)Ps(nxy+2).
The fast Fourier transform evaluates P(Nxy = nxy) over an entire
range of values for nxy, which enables us to compute tail proba-
bilities P(Nxy ≥ nxy), and thereby p–values, by direct summation.
2.2.5 Estimating model parameters
Up to this point, we have treated the model parameters
(p10, p01, p11), or alternatively (p,q,ρ), as known. In practice
they must be estimated from data before one can compute p–
values for an observed difference nxy in the number of motif
hits between two sequences. The process of predicting TF mo-
tifs (Section 2.1) suggests several properties that could influence
the shape of the probability mass function of Nxy:
(i) Sequence length. More predicted motifs can be expected in
longer sequences. Also, the larger the length-difference be-
tween two sequences, the larger the difference in motifs is
expected to be. Both of these effects are explicitly included
in our model (via kx and ky), and we assume that these se-
quence lengths are known.
(ii) Motif information content. Low information content (i.e.,
weak or uninformative) PSPMs can lead to more pre-
dicted motif instances compared to high information content
PSPMs. This effect can be taken into account via the choice
of the log odds score threshold t (Section 2.1). For example,
selecting a value of t for each TF that controls the Type I
error will make motif counts comparable across TFs.
(iii) Threshold for predicting motifs. A loose threshold t for pre-
dicting motifs will result in more motif predictions. In our
model, the expected number of motifs will be reflected in
the parameters p and q.
(iv) Sequence composition. For a given background distribution,
the probability of a motif prediction will depend on the sim-
ilarity of the nucleotides favored in the PSPM compared to
the nucleotide composition of the sequence. For instance,
for a GC-rich motif we expect more motifs in a GC-rich se-
quence compared to an AT-rich sequence. The parameters
p and q account for the sequence composition of x and y,
respectively. While effects of sequence composition can be
further mitigated by using sequence-dependent prediction
thresholds {txy} (e.g., corresponding to sequence-dependent
background distributions Bi), this is not desirable if a consis-
tent threshold is sought for a collection of jointly analyzed
sequences.
(v) Relationship of the two sequences. If the two sequences
are homologous, we may expect fewer differences in mo-
tifs compared to the case of two independent sequences. As
described above, we model the relationship between x and
y via a correlation parameter ρ , which allows us to accom-
modate both correlated (ρ > 0) and uncorrelated (ρ = 0)
sequences.
Taking these issues into account, we propose the following ap-
proaches to parameter estimation.
Independent sequences: Assume x and y are independent
and that motifs are equally likely in both sequences. Then, we can
estimate pˆ = qˆ := (nx+ny)/(kx+ ky) (which implies pˆ10 = pˆ01).
With respect to the correlation parameter ρ we have two options.
First, we can choose ρˆ = 0, reflecting the independence of Xi and
Yi. In this case, our model is fully specified. An alternative choice
for ρˆ is to leverage the relationship between in-sequence depen-
dence (see Section 2.1) and the dependence between x and y that
is reflected in ρ (Appendix). Specifically, λx := P(Xi = 1|Xi−1 =
1) may be different from P(Xi = 1|Xi−1 = 0), and such a correla-
tion (λx 6= p) influences the variance of Nx [20]. A similar effect
holds for λy := P(Yi = 1|Yi−1 = 1) 6= q and the variance of Ny.
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Numerical estimates for λx and λy can be obtained (Appendix),
and we can then choose an estimator of the between-sequence
correlation ρ in such a way that the variance of Nxy reflects the
in-sequence Markov dependence quantified by the numerical es-
timates λˆx and λˆy:
(10) ρˆ =
−1
max(nx,ny)
(
A(pˆ, λˆx,nx)+A(qˆ, λˆy,ny)
)
,
where A(·) quantifies the effect of the in-sequence dependence on
the variance of Nx and Ny (Appendix, [20]).
Dependent sequences: If x and y are homologous se-
quences, we propose to estimate model parameters using an
evolutionary model that quantifies the probability of nucleotide
changes between x and y. We will focus on evolutionary mod-
els for cross–species data based upon continuous time Markov
chains (CTMCs), but population genetics models for genotypes
within species could also be used.
Like in the case of independent sequences we estimate pˆ =
qˆ := (nx + ny)/(kx + ky). But we estimate the between-sequence
correlation ρ via an estimate for p11 derived from the evolution-
ary model. More specifically, suppose there is a motif at posi-
tion i in x (i.e., Xi = 1). Consider the probability p1→1 that the
congruent, homologous sub-sequence of y also contains a motif.
We then obtain a numerical estimate pˆ1→1 based on the sequence
composition of x and y, an evolutionary model, the PSPM, the
background model and the score cutoff t used to predict motifs
(Appendix). Finally, an estimate of the probability of a motif in
both sequences is pˆ11 = pˆpˆ1→1, and the resulting estimator of ρ
takes the form:
(11) ρˆ =
(
pˆ11− pˆ2)/
(
pˆ(1− pˆ)).
Note that ρˆ = 0 for independent sequences ( pˆ11 = pˆ2), and ρˆ > 0
for positively correlated sequences pˆ1→1 > pˆ. Negative between-
sequence correlation is typically not accounted for in evolution-
ary models, so for homologous sequences we have ρˆ ≥ 0.
3. SOFTWARE PACKAGE
We implemented statistical tests for differences in the num-
ber of motifs between two sequences in an open source software
package, called motifDiverge, which is written in the R pro-
gramming language. The package includes functions for predict-
ing motifs in sequences and computing p–values based on an es-
timate of the distribution of motif differences between two se-
quences. The difference distribution and p–value account for se-
quence lengths, nucleotide composition of the sequences and the
motif, the total number of motifs, and the similarity of the two
sequences. The motifDiverge package is freely available by re-
quest from the first author.
4. SIMULATION STUDY
We performed a study on simulated data to assess whether the
model in Equation (6) describes differences in the number of an-
notated motifs between two sequences well. In order to assess
the model and our proposed heuristics for parameter estimation,
we compare the shape of estimated histograms for P(Nxy = nxy)
to the true distribution under different scenarios. We also assess
the distribution of p–values obtained from data simulated under
the null hypothesis. These analyses make use of generative phy-
logenetic models for pairs of DNA sequences. We simulate in-
dependent sequence pairs (x,y), as well as correlated sequences
where transitions between corresponding nucleotides in x and y
are modeled by a continous time Markov chain (CTMC).
4.1 Simulation Approach
We use a phylogenetic hidden Markov model (phyloHMM)
[21] to generate pairs of sequences (x,y). Let τ denote the evo-
lutionary time separating x and y. When τ is small, x and y
are correlated (e.g., homologous), while τ → ∞ generates inde-
pendent sequences. To simulate motif instances, our phyloHMM
consists of three states: a background (BG) and two motif states
(M1,M2, which are reverse complements of each other). The
transition probabilities between these states are 1− ζ for BG
to BG, M1 to BG, or M2 to BG, and ζ/2 for BG to M1, BG
to M2 or between M1 and M2 (Appendix). The parameter ζ
encodes motif prevalence. The background state consists of a
CTMC with a strand-symmetric and time-reversible rate ma-
trix estimated from neutrally evolving sites in primate genomes
(46-way Conservation track from the UCSC Genome Browser,
http:// genome.ucsc.edu). It emits two corresponding nu-
cleotides (one in sequence x and one in sequence y) separated
by evolutionary distance τ (i.e., there are τ expected substitu-
tions between x and y per nucleotide). The motif state consists
of a similar CTMC except that the equilibrium probabilities of
each position equal the probability distribution given by the TF’s
PSPM (or its reverse complement). Each motif state emits two
sequences of motif-length (one for x and one for y).
We repeatedly generated sequence pairs (x,y) and predicted
motifs for the transcription factor Nkx2-5 using a log odds score
threshold t with a false positive rate (Type I error, see section 2.1)
for motif hits of 1%. Sequence pairs were generated with different
lengths (kx,ky), between sequence correlation parameters τ , and
motif-prevalence parameters ζ . To simulate kx 6= ky, we generate
two sequences of the longer length and then delete the excess
nucleotides from the shorter sequence. In most simulations, the
motif prevalence is the same in x and y, so that we are simulating
data reflecting P(Nxy = nxy) under the null hypothesis of no motif
differences between x and y.
For each simulation scenario, we computed three estimates of
P(Nxy = nxy): maximum likelihood estimation of the full distri-
bution, a Gaussian distribution with mean and variance estimated
from the simulated data, and the same Gaussian estimator with
continuity correction. We also estimated p–values using different
estimates for the model parameters (see Section 2.2.5) and using
a counting method (Appendix).
4.2 Simulation Results
First, we show that the proposed estimators of P(Nxy = nxy)
describe differences in motif hits well. Figure 1 shows results for
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Figure 1. P(Nxy = nxy) describes differences in motif hits
well. The rows show different between-sequence dependence,
the columns different sequence lengths.
three combinations of (kx,ky) (columns) and four combinations
of (τ,ζ ) (rows). For each scenario, we simulated 100,000 data
sets. Each plot shows a hanging rootogram [22] of the differences
in the number of observed Nkx2-5 motifs. That is, the vertical
axis denotes the square root of the probability, and the horizontal
axis the difference in motif counts. The solid circles correspond
to the maximum likelihood fit of P(Nxy = nxy) to the simulated
data. The blue dashed lines correspond to a Gaussian approxima-
tion with the estimated mean and variance, and the blue vertical
bars are the corresponding Gaussian values with continuity cor-
rection. These should be compared to the lengths of the black ver-
tical bars, which correspond to the true frequencies of nxy in the
simulation. The first two rows show simulations for independent
sequences (τ → ∞) for different values of ζ , while in the sec-
ond two rows x and y are related (τ = 0.2 expected substitutions
per nucleotide). Across these different scenarios, we find that all
three estimators of P(Nxy = nxy) very accurately capture the ob-
served distribution of motif-count differences in our simulations.
In other words, the black vertical bars nearly all end at zero; the
blue bars are often similar in length to the black bars, and the dot-
ted blue density in general matches the other three distributions
fairly closely.
Next, we looked at the accuracy of our estimated p–values.
We simulated 1,000 sequence pairs with τ = 0.02, ζ = 0.02, and
three combinations of sequence lengths (kx,ky). Figure 2 summa-
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Figure 2. Partial empirical CDF of 1,000 p–values computed
using different parameter estimates for data simulated under
the null hypothesis. Panels A to C show different sequence
lengths.
rizes the results. Each panel shows the (partial) empirical cumu-
lative distribution function (CDF) of p–values obtained from dif-
ferent parameter estimates. The blue lines represent model-based
estimates, whereas the red lines represent count-based estimates
(see Appendix for definitions of different parameter estimates).
The solid lines treat the sequence-pairs as homologous (which
is how the data was generated), whereas the dotted lines assume
independence between x and y. We find that our p–values are
mostly conservative, and that for longer sequences they become
approximately uniformly distributed for smaller p. We also see
that model-based p–values that take between-sequence correla-
tion into account correspond to lower false positive rates com-
pared p–values based on other parameter estimates. This im-
plies they appropriately leverage the between-sequence depen-
dence present in the simulated sequence pairs. Interestingly, the
estimates assuming uncorrelated sequence pairs are very simi-
lar for count-based and for model-based parameter estimates. In
light of the greater computational effort for model-based esti-
mates this may suggest the usage of count-based estimates for
non-homologous sequences.
Finally, to assess the model fit of P(Nxy = nxy) when motif
prevalence is different between x and y, we simulated 100,000
sequence pairs in the following way. Sequence x was simulated
from a phyloHMM with ζx → 0 and sequence y from a model
with ζy = 0.02. Taking single sequences from two different phy-
loHMMs corresponds to τ → ∞. Figure 3 is analogous to Figure
1 and shows the result. We find that even when motif prevalence
is different, our estimators of P(Nxy = nxy) accurately capture the
properties of the true, simulated distribution of Nxy.
5. MOTIF DIVERGENCE IN GENE
REGULATORY ENHANCERS DURING
CARDIAC DEVELOPMENT
To illustrate the use of motifDiverge on genome sequence
data, we analyze a collection of gene regulatory elements identi-
fied via ChIP-seq for the active enhancer-marking histone mod-
ification histone 2 lysine 27 acetylation (H3K27ac) by Wamstad
et al. [9]. This study identified genomic sequences marked by
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Figure 3. P(Nxy = nxy) for TF motif differences for sequences
with different motif prevalence (ζx vs. ζy).
H3K27ac in mouse embryonic stem cells (ESCs) and at sev-
eral subsequent developmental time points along the differen-
tiation of ESCs into cardiomyocytes (CMs), which are beating
heart cells. Our analysis uses these cell type specific enhancer se-
quences to illustrate applications of motifDiverge to both non-
homologous and homologous sequences. Tissue development is
a useful system for illustrating our approach, because active reg-
ulatory elements and TFs that are important for regulating gene
expression differ across cell types and between species.
5.1 Motif divergence between mouse and
human enhancer sequences
We first explored the use of motifDiverge to quan-
tify motif differences between homologous sequences. For
each of the 8,225 H3K27ac-marked enhancers from mouse
CMs, we identified the homologous human sequence (if any)
using the whole-genome, 100-way vertebrate multiple se-
quence alignments available from the UCSC Genome Browser
(http://genome.ucsc.edu), which are based on the hg18 and
mm9 genome assemblies. It is interesting to compare CM gene
regulation between these two species, because there are a num-
ber of structural and electrophysiological differences between
their hearts. We identified 1,345 orthologous human-mouse se-
quence pairs that were at least 20 nucleotides long. For each
enhancer pair, we predicted motifs in the human and mouse se-
quence with JASPAR PSPMs (http://jaspar.genereg.net)
for all 34 TFs expressed in mouse CMs (fragments per kilobase
per million sequenced (FPKM) > 10) and a log odds score thresh-
old that corresponds to a Type I error rate of 1%. Then we tested
for TFs with significant differences in motif counts between hu-
man and mouse in each CM enhancer region.
After adjusting for multiple testing using the Benjamini-
Hochberg false discovery rate (FDR) controlling procedure [23],
we found that most enhancers (74%) show evidence of signifi-
cant differences in motif counts for at least one TF (FDR< 5%).
Slightly more than half of CM enhancers (55%) have significant
differences in motif counts for multiple TFs, and several have sig-
nificant differences for fifteen or more TFs. Conversely, most TFs
only have significant differences in counts between human and
mouse for a small percentage of CM enhancers. The TFs with
the largest percentage of enhancers showing significant differ-
ences are listed in Table (1). These TFs are promising candidates
Transcription factors with more motifs in mouse
TF Proportion of CM enhancers
Prrx2 0.29
Cad 0.23
Mef2a 0.23
Arid3a 0.18
Sp1 0.15
Transcription factors with more motifs in human
TF Proportion of CM enhancers
Sp1 0.19
Egr1 0.19
Btd 0.12
Fhl1 0.083
Id1 0.080
Table 1. Transcription factors with the most enhancers
showing significant divergence in motif counts between
human and mouse sequences.
for understanding differences in CM gene regulation between hu-
mans and mice. Interestingly, Sp1 has many enhancers with sig-
nificantly more motifs in human (19%) and nearly as many with
more motifs in mouse (15%), suggesting that it may target quite
different sets of enhancers–and potentially different genes–in the
two species.
5.2 Differences in motifs between enhancers
active in different cell types
Next, we used motifDiverge to compare motif counts be-
tween non-homologous sequence pairs. This application also il-
lustrates how motifDiverge can be applied to perform a single
test to compare two sets of sequences. We concatenated the se-
quences of the 10,338 H3K27ac-marked regions in CMs to cre-
ate a single, long sequence containing all the active enhancers
for this cell type. Then, we generated a similar concatenation of
all 7,162 enhancers from ESCs. Any genome sequence marked
by H3K27ac in both ESCs and CMs was removed from both
data sets, so that the resulting two ESC and CM enhancer se-
quences were non-overlapping. We predicted motifs in the ESC
and CM sequences as described above with PSPMs for all 49 TFs
expressed in either cell type. Then we tested for TFs with signifi-
cant differences in motif counts between the combined enhancer
regions of the two cell types. At FDR< 5%, we found several TFs
with significantly different numbers of motifs in ESC versus CM
enhancers (Table (2)).
To better understand the biological meaning of these results,
we used RNA-seq data from these two cell types to quantify the
expression of each TF. Several TFs are only highly expressed
in one cell type. For example, motif count and expression are
some times both elevated in one cell type compared to the other.
For instance, Cad is more highly expressed and has significantly
more motifs in ESCs, suggesting a possibly important role in
pluripotency. In other cases, such as Ctcf and Rest, the TF is ex-
pressed in both cell types, but at a lower level in the one with
more motifs. For these TFs, the larger number of motifs in one
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cell type may be necessary to compensate for their reduced ex-
pression. Finally, RNA-seq data can help us filter out significant
motif differences that are not biologically meaningful. For ex-
ample, Nkx2-5 has significantly more motifs in ESC compared
to CM enhancer sequences. However, Nkx2-5 is not expressed
in ESCs, making it unlikely that the additional motifs affect ESC
gene regulation. Similarly, Pou5f1 (also known as Oct4) has more
motifs in CM enhancers but is not expressed in CMs, which
make sense since this TF plays an important role in pluripotency
(http://www.genecards.org).
These analyses show how motifDiverge can be used to ana-
lyze data from ChIP-seq experiments and how RNA-seq data can
be used to filter and interpret motifDiverge findings, leading to
robust conclusions about the role of sequence differences in gene
regulation.
6. CONCLUSION
In this paper, we propose a new model for the difference in
counts between two correlated Bernoulli trials representing num-
bers of TF motifs in a pair of DNA sequences. Our major results
are the model derivation, accurate methods for parameter estima-
tion, and a software package called motifDiverge that can be
used to predict TF motifs and to perform tests comparing motif
counts in two sequences. We illustrate the use of motifDiverge
to discover TFs with significant differences in motifs (i) between
two species, or (ii) between two cell types. These applications
demonstrate the power of our methodology for discovering spe-
cific genes and regulatory mechanisms involved in species diver-
gence and tissue development through careful analysis of ChIP-
seq data.
Sequence divergence is usually measured in numbers of DNA
substitutions or model-based estimates of rates of substitutions.
These measures do not account for whether or not substitutions
create or destroy TF motifs and are not well suited to quan-
tify functional divergence [12]. Our tests capture how changes to
DNA sequences affect their TF motif composition, and therefore
they provide a more meaningful measure of divergence for regu-
latory regions. Hence, our model will be useful for understanding
when non-coding mutations affect or do not affect the function of
regulatory sequences. This information will enable, for example,
identification of causal mutations in genomic regions identified as
associated with diseases or other phenotypes. Since the majority
of these genome-wide association study (GWAS) hits are outside
of protein-coding regions [24], motifDiverge has the potential
to have a large impact on human genetics research.
In future work, it would be interesting to extend our approach
to model the joint distribution of multiple correlated Bernoulli
trails and univariate summary statistics (e.g., sums, differences)
of this distribution. As with two sequences, the main challenge is
modeling correlations between the sequences. The phylogenetic
tree models we used here can measure relationships between mul-
tiple homologous, but not equally related, DNA sequences; there-
fore they could provide a natural solution to this problem.
We focus on comparing counts of TF motifs in two (possibly
homologous) sequences, but our model is not specific to motifs in
Transcription factors with more motifs in ESC
FDR adjusted ESC CM
TF p–value Expression Expression
Arid3a < 1e-15 4.60 14.16
Cad < 1e-15 74.56 23.44
Prrx2 2.4e-10 3.80 33.15
Id1 2.3e-9 72.81 70.79
Nkx2-5 5.2e-6 0.96 161.63
Foxd3 0.021 17.50 0.066
Transcription factors with more motifs in CM
FDR adjusted ESC CM
TF p–value Expression Expression
Ctcf < 1e-15 38.26 13.36
Egr1 < 1e-15 17.21 167.44
Esrrb < 1e-15 105.10 0.58
Gabpa < 1e-15 20.43 10.57
Klf4 < 1e-15 34.51 5.34
Myc < 1e-15 20.68 2.47
Mycn < 1e-15 136.69 11.86
Nfil3 < 1e-15 2.75 24.077
Nfkb1 < 1e-15 9.90 13.93
Nfya < 1e-15 6.99 15.41
Pou5f1 < 1e-15 688.11 0.13
Rela < 1e-15 10.15 17.00
Rest < 1e-15 44.21 12.90
Rfx1 < 1e-15 13.37 7.59
Srf < 1e-15 21.90 29.67
Stat3 < 1e-15 10.34 39.50
Tead1 < 1e-15 13.95 25.53
Ttk < 1e-15 18.02 2.13
Yap1 < 1e-15 30.55 37.28
Zfp423 < 1e-15 13.045 2.50
Nfe2l2 < 1e-15 24.40 22.24
Fhl1 2.82e-13 30.42 36.011
Pbx1 9.61e-11 3.33 22.94
E2f1 9.93e-11 21.093 5.48
Tbp 1.27e-08 19.075 6.62
Usf1 8.52e-08 30.35 19.79
Max 6.00e-05 27.013 16.61
Irf1 0.00023 20.89 4.25
Mef2a 0.00094 2.81 29.53
Sp1 0.033 22.83 15.57
Table 2. Transcription factors with significant differences in
TF motif counts between ESCs and CMs. Expression values
are fragments per kilobase per million fragments sequenced
(FPKM).
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any way. The random variables Nx and Ny could represent other
features of interest in two related DNA sequences, such as counts
of microRNA binding sites, repetitive elements, polymorphisms,
or experimentally measured events (e.g., ChIP-seq peaks). In fact,
the two Bernoulli trials do not need to measure events on se-
quences, and our model could be applied to many other types
of correlated count data.
APPENDIX
Derivation of Equation (3)
P(Nxy = nxy) is a hypergeometric function for kx = ky
The probability mass function of Nxy for equal length se-
quences (Equation (2)) can be written as a sum: P(Nxy = nxy) =
∑ j S j, with the summands S j given by Equation (1). Taking the
ratio of two successive summands we get:
(12)
S j+1/S j =
(n−nxy−2 j)(n−nxy−2 j−1)
( j+nxy+1)( j+1)
p10 p01
(1− p10− p01)2 =
( j+ nxy−n2 )( j+
nxy+1−n
2 )
( j+nxy+1)( j+1)
4p10 p01
(1− p10− p01)2 .
We note that this is a rational function in j, nxy and n and identifies
the arguments (nxy− n)/2, (nxy− n+ 1)/2 and (nxy + 1) of the
Gaussian hypergeometric function in Equation (3) [19].
Derivation of Equation (8)
Error bound for evaluating P(Nxy = nxy) for kx = ky
Let w j := S j+1/S j. From Equation (12), we get that increasing
j decreases the numerator S j+1 and increases the denominator
S j, so that w j is decreasing in j. Therefore, there exists j−, with
w j− < 1 (i.e., the summands S j are decreasing for j ≥ i−). The
error ε( j+) of truncating the sum over j at j+ ≥ j− is then:
(13)
ε( j+) =
b n−nxy2 c
∑
j= j++1
S j =
b n−nxy2 c
∑
j= j++1
w j−1w j−2 . . .w j+S j+ <
b n−nxy2 c− j+
∑
j=1
w jj+S j+ = S j+
1−wb n−nxy2 c− j+j+
1−w j+
−1
 ,
where we have used the following: (i) S j = (S j/S j−1)S j−1 =
w j−1S j−1, (ii) S j are decreasing for j ≥ j−, (iii) S j ≤ 1 are non-
negative multinomial probabilities (see Equation (2)), and (iv) the
geometric sum. Thus, to estimate the probability mass function
of Nxy to a desired precision ε , ∑ j S j an be truncated at the first
j+ ≥ j− for which ε( j+)≤ ε .
Derivation of Equation (9)
Recurrence relation for P(Nxy = nxy) for kx = ky
Let P(Nxy = nxy) = ∑ j S( j,nxy,n), where the summands
S( j,nxy,n) are taken from Equation (2). Recurrence relations in
n and nxy can be obtained via the Zeilberger algorithm [19], for
instance as implemented in the computer algebra system Maxima
(http://sourceforge.net/projects/maxima). For a recur-
rence in nxy, the Maxima code is:
(%1) Sj : n!/((n_{xy}+j)!*i!*(n-n_{xy}-2*j)!)
*p10^(n_{xy}+j)*p01^j*(1-p10-p01)^(n-n_{xy}-2*j) $
(%2) load(zeilberger) $
(%3) Zeilberger(Sj,j,n_{xy});
(%o3) [[-(j*(n+n_{xy}+2)*p10)/(n_{xy}+j+1),
[(n-n_{xy})*p10,(n_{xy}+1)*(p10+p01-1),
-(n+n_{xy}+2)*p01]]]
This output defines the following quantities:
a0(nxy,n) = (n−nxy)p10
a1(nxy,n) =−(nxy+1)(1− p10− p01)
a2(nxy,n) =−(n+nxy+2)p10
R( j,k,nxy) =− j(n+nxy+2)p10nxy+ j+1 ,
which satisfy the recurrence relation
(14)
a0(nxy,n)S( j,nxy,n)+a1(nxy,n)S( j,nxy+1,n)+
a2(nxy,n)S( j,nxy+2,n) =
R( j+1,nxy,n)S( j+1,nxy,n)−R( j,nxy,n)S( j,nxy,n).
Summing Equation (14) over j gives the recurrence for P(Nxy =
nxy). We confirm that the right hand side is zero:
a0(nxy,n)P(Nxy = nxy)+a1(nxy,n)P(Nxy = nxy+1)+
a2(nxy,n)P(Nxy = nxy+2) =
b n−nxy2 c
∑
j=0
(R( j+1,nxy,n)S( j+1,nxy,n)−R( j,nxy,n)S( j,nxy,n)) =
R
(
bn−nxy
2
c+1,nxy,n
)
S
(
bn−nxy
2
c+1,nxy,n
)
−
R(0,nxy,n)S(0,nxy,n) = 0.
That R(0,nxy,n) = 0 follows straight from the definition, and that
S(b n−nxy2 c+ 1,nxy,n) = 0 follows via S j+1 = (S j+1/S j)S j and
Equation (12).
Derivation of Equation (10)
In-sequence and between-sequence correlation
As mentioned in the main text, PSPM based annotation of
motifs generates in-sequence dependence that is not per-se ac-
counted for in our model. Suppose there is a first order (Markov)
dependence of Xi on Xi−1, quantified by the parameter λx (and
likewise for Yi). Under these assumptions the expected value for
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Nx is still kx p, but for the variance we find [20]:
(15)
Var(Nx) =
kx p(1− p)+ 2p(1− p)(λx− p)1−λx ×[
(kx−1)− λx− p1−λx
(
1−
[
λx− p
1− p
]kx)]
,
and an equivalent expression for Ny. For Nxy = Nx−Ny we then
find (assuming no between-sequence dependence)
(16)
Var(Nxy) = kx p(1− p)+A(p,λx,kx)+
kyq(1−q)+A(q,λy,ky)
where A(·, ·, ·) represents the second term in the variance formula
in Equation (15) and Cov(Xi,Yi) = 0. Comparing Equation (16)
with Equation (7), substituting p = p11 + p10 and q = p11 + p01
we arrive at Equation (10) after some algebra. Note that a neg-
ative correlation between Xi and Xi+1 decreases the variance in
Nx = ∑i Xi, and similarly for Ny. If both sequences have negative
correlation between subsequent successes, the variance of Nxy de-
creases. This is the same effect a correlation between Xi and Yi has
on the variance of Nxy.
Parameter estimates contributing to ρˆ in
Equations (10) and (11)
Count-based and model-based parameter estimates
Here we describe estimates for the parameters λx = λy =: λ
and p1→1, which in our model quantify in-sequence and between-
sequence dependencies, respectively (λ = P(Xi = 1|Xi−1 = 1)
and p1→1 = P(Yi = 1|Xi = 1), see Section 2.2.5 in the main
text). We assume that the in-sequence dependence is the same
in x and y, that motif gains and losses are time-reversible (i.e.,
P(Yi = 1|Xi = 1) = P(Xi = 1|Yi = 1) and present count-based
estimates as well as estimates based on a phylogenetic hidden
Markov model (phyloHMM).
Count-based estimates: For a count-based estimate for λ ,
we count the number of adjacent motif hits in both x and y,
and then divide it by the number of overall motif hits in both
sequences. This is analogous to the estimate pˆ for the success
probability of the two Binomial trials X and Y , as described in
the main text. Correspondingly, for pˆ1→1 we count the number
of congruent motif hits in x and y, and then divide the result by
the overall motif hits in x. The advantage of these estimates is
that they do not take much effort to calculate. The downside is
that typically p is small (for instance because a strict Type I error
cutoff t in motif prediction, see Section 2.1). This, in turn, means
that (especially for short and intermediate length sequences) not
many adjacent or congruent motif hits will be observed. This, in
turn, can make these count-based estimates very variable in those
situations.
Model-based estimates: To overcome the variability in the
count-based estimates described above to some extent, we as-
sume a phyloHMM as an underlying, generative model for the
two sequences x and y. We fit this model to our observation (the
sequences x and y, plus the corresponding motif hits) and then de-
rive the parameters of interest as large sample properties from the
fitted model. As described in the main text, the phyloHMM con-
sists of three states: a background state (corresponding to a neu-
tral evolutionary model), a motif state, and a state for the reverse
complement of the motif. First, we model the transition prob-
abilities to be ζ/2 for background-to-motif and motif-to-motif
transitions, and 1− ζ for background-to-background and motif-
to-background transitions. We then fix the ζ in such a way that
(17) EO [PS∼O(T (S)> t)] = pˆ,
where pˆ is our estimate of the success probability, S is a nu-
cleotide sequence of motif-length (with log odds score T (S))
emitted by the phyloHMM Ψ as either of the two sequences,
and O is the state-path of motif-length generated by the Markov
chain in Ψ that underlies the emission of S. Note that the LHS
in Equation (17) depends on ζ because the probability for each
state-path depends on the transition probabilities; but the LHS
is independent of τ , because the Ψ is time-reversible and S is a
“marginalized” single sequence, not a sequence-pair. To evaluate
the expectation in Equation (17) we enumerate all possible state-
paths O and calculate (i) their Type I motif-hit error according to
the PSPM and background distribution used for motif annotation
(see Section 2.2), and (ii) their probability of occurrence from
the equilibrium frequencies of the Markov chain. This yields an
estimate ζˆ .
Next, to obtain an estimate for τ we maximize the likelihood
of the sequences x and y:
τˆ = argmaxτ L((x,y)|Ψ(τ, ζˆ )),
where L() denotes the likelihood of jointly observing x and y.
Overall this procedure yields a fully specified (fitted) phyloHMM
Ψ(τˆ, ζˆ ).
Finally, we use this fitted phyloHMM to obtain estimates for
λ and p1→1. To that end we generate two very long (100,000
nucleotides or longer) sequences and take (i) λˆ to be the fraction
of adjacent motif hits, and (ii) pˆ1→1 the to be the fraction of motif
hits that is congruent between the two generated sequences. We
note that it is straight forward to obtain PAC bounds for these
estimates via Binomial tail inversion [25].
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