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ABSTRACT
We assess the systematic uncertainties in stellar evolutionary calculations for low- to intermediate-mass, main-sequence stars. We
compare published stellar tracks from several different evolution codes with our own tracks computed using the stellar codes stars
and mesa. In particular, we focus on tracks of 1 and 3 M⊙ at solar metallicity. We find that the spread in the available 1 M⊙ tracks
(computed before the recent solar composition revision by Asplund et al.) can be covered by tracks between 0.97-1.01 M⊙ computed
with the stars code. We assess some possible causes of the origin of this uncertainty, including how the choice of input physics and
the solar constraints used to perform the solar calibration affect the tracks. We find that for a 1 M⊙ track, uncertainties of around 10%
in the initial hydrogen abundance and initial metallicity produce around a 2% error in mass. For the 3 M⊙ tracks, there is very little
difference between the tracks from the various different stellar codes. The main difference comes in the extent of the main sequence,
which we believe results from the different choices of the implementation of convective overshooting in the core. Uncertainties in the
initial abundances lead to a 1-2% error in the mass determination. These uncertainties cover only part of the total error budget, which
should also include uncertainties in the input physics (e.g., reaction rates, opacities, convective models) and any missing physics (e.g.,
radiative levitation, rotation, magnetic fields). Uncertainties in stellar surface properties such as luminosity and effective temperature
will further reduce the accuracy of any potential mass determinations.
Key words. stars: evolution, stars: interiors, stars: low-mass
1. Introduction
Stellar evolution codes are a lot like religions: there are many
of them to choose from, they possess many similarities, and it
is not obvious which of them (if any) is correct. The outputs of
these codes, in the form of evolutionary tracks and isochrones,
are used in several fields of astrophysics, ranging from the study
of extra-solar planets (exoplanets) to stellar populations. Many
grids of tracks and isochrones, computed with different stellar
evolution codes, are freely available and are used to derive fun-
damental properties of stars (e.g., mass, radius, age) and star
clusters (e.g., age, distance) on the basis of observables (e.g.,
magnitudes, effective temperature, surface gravity, luminosity,
chemical composition). When comparing observations to stel-
lar evolution tracks one often considers only the observational
uncertainties in the error budget. This neglects the systematic
theoretical uncertainties in the stellar codes (see below), some
of which are difficult to quantify.
In the exoplanet field, evolutionary tracks are commonly
used to derive the mass and radius of planet-hosting stars on
the basis of properties measured from spectra and transit light
curves (e.g., effective temperature, surface gravity, and average
density). The stellar parameters are then used to directly de-
rive the planet mass and radius, and age of the system; as a
consequence, systematic uncertainties in the stellar parameters
propagate to the planet parameters as well. It is important to
note that small systematic uncertainties in the stellar parame-
ters may be strongly significant in terms of planet properties,
for example for planets in the 5–10 M⊕ transition region be-
tween gaseous and rocky planets. For these planets underes-
timating the uncertainty of their mass and/or radius may lead
to dramatically wrong conclusions: a planet presumed to be a
super-Earth in the habitable zone may instead by an uninhabit-
able gaseous planet. This is particularly relevant because many
planet-finding facilities, which are about to begin their opera-
tions (e.g., NGTS [Wheatley et al. 2013], TESS [Ricker et al.
2014], and CHEOPS [Broeg et al. 2013]), are designed to have
their maximum efficiency in finding mini-Neptunes and super-
Earths orbiting nearby late-type stars.
With the “Confronting Uncertainties in Stellar Physics”
(CUSP) project we intend to estimate the systematic uncertain-
ties involved in the calculation of stellar evolution tracks, for ex-
ample to evaluate their impact in terms of planet parameters. For
this task, we will use bonnsai1 (Schneider et al. 2014), which, to
the best of our knowledge, is the only publicly available tool al-
lowing one to derive stellar parameters (e.g., mass, radius, age)
from a set of observational parameters (e.g., effective temper-
ature, surface gravity, luminosity), using Bayesian statistics to
properly account for the observational uncertainties. In its cur-
rent status, bonnsai contains evolutionary tracks only for massive
stars (M>5 M⊙; Brott et al. 2011; Ko¨hler et al. 2015). We wish
to extend the model database to lower mass stars from 0.8 to
10 M⊙ on the basis of grids calculated using the stars (Eggleton
1971; Stancliffe & Eldridge 2009) and mesa (Paxton et al. 2011,
2013, 2015) stellar evolution codes.
In the first paper of this series (Stancliffe et al. 2015), we
used a set of 12 eclipsing binaries, with component masses be-
tween 1.3 and 6.2 M⊙, to constrain the convective core over-
shooting parameter to be adopted for the model grids. We con-
1 The bonnsai web-service is available at
www.astro.uni-bonn.de/stars/bonnsai.
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cluded that the majority of the analysed systems can be well
described with a mass-independent overshooting parameter cor-
responding to an extension of the mixed region above the core
of about 0.1–0.3 pressure scale heights. In this work, we aim
at increasing the awareness of users (observers in particular) of
grids of stellar evolution models and isochrones on the presence
of theoretical uncertainties and systematics. We also highlight
caveats present when converting stellar atmospheric parameters
(i.e., effective temperature, surface gravity, and metallicity) into
fundamental parameters (i.e., mass, radius, and age). We do this
here by investigating the uncertainties in main-sequence, low-
mass stellar evolution tracks, based on comparisons between
tracks for 1 and 3 M⊙ models (comparisons for high-mass stars
have recently be carried out by Martins & Palacios 2013 and
Jones et al. 2015). We limit ourself to the main sequence phase
of evolution, because it is the one which is most intensively con-
sidered in terms of stellar spectroscopic analysis and conversion
of the atmospheric parameters into stellar mass, radius, and age
(e.g., the vast majority of the known planet-hosting stars are on
the main sequence). We will consider uncertainties in later stages
of evolution in future work.
Uncertainties in stellar modelling can be divided into two
groups: physical uncertainties and computational/numerical un-
certainties. The former group includes uncertainties in measured
quantities used as inputs for computations, such as reaction rates
and opacities. It also includes our ignorance of physical pro-
cesses such as the efficiency of mixing processes and the na-
ture of mixing at convective boundaries (Viallet et al. 2015). The
second group relates to how the equations of stellar structure
and evolution are solved. It includes issues related to spatial
and temporal resolution in models, the use of simultaneous or
non-simultaneous solution of the equations of stellar structure
(Stancliffe 2006), the choice of solution scheme (Meynet et al.
2004), and the algorithmic treatment of mixing at convective-
radiative boundaries (Gabriel et al. 2014) to name a few exam-
ples.
We have collected stellar tracks from various publicly avail-
able sources, as well as computing tracks with two other codes.
This is by no means an exhaustive list of what is available, but
we believe it provides a representative range of current stellar
evolution calculations. The codes used are:
– mesa. This code is described extensively by Paxton et al.
(2011), Paxton et al. (2013) and Paxton et al. (2015). We use
revision 7503 of the code.
– stars. The stars stellar evolution code was originally devel-
oped by Eggleton (1971) and has been updated by many au-
thors (e.g. Pols et al. 1995). The code is freely available for
download2. This code solves the equations of stellar struc-
ture and chemical evolution in a fully simultaneous manner,
iterating on all variables at the same time in order to con-
verge a model (see Stancliffe 2006, for a detailed discussion).
The version employed here is that of Stancliffe & Eldridge
(2009) which was developed for doing binary stellar evo-
lution. The code treats all forms of mixing by means of a
diffusive formalism (Eggleton 1972).
– Y2. Tracks from the Yonsei-Yale collaboration are available
online3. Details of the code and its calibration can be found
in Yi et al. (2001).
2 http://www.ast.cam.ac.uk/∼stars
3 http://www.astro.yale.edu/demarque/yystar.html
– BASTI. Tracks from BASTI are taken from the BASTI web-
site4. Details of the code are described in Pietrinferni et al.
(2004).
– Padova. The Padova tracks have been taken from their web-
site5. Details of the code and the models are described in
Bertelli et al. (2008).
– Dartmouth. The Darmouth stellar evolution code is de-
scribed in Bjork & Chaboyer (2006) and Dotter et al. (2007).
The models used here come from the work of Dotter et al.
(2008) and are available online6.
– Geneva. These models are taken from the work of
Mowlavi et al. (2012) and are available from the Geneva
website7.
– PARSEC. This is an updated version of the Padova code and
is described in Bressan et al. (2012). Tracks may be obtained
online8.
– Victoria-Regina. This code is described in VandenBerg et al.
(2012) and references therein. The tracks present here come
from the work of VandenBerg et al. (2014), and are available
for download9.
Many of these codes and grids are massively used, mostly by ob-
servers, to convert spectroscopically derived stellar atmospheric
parameters into fundamental parameters. This conversion is of-
ten done without considering the physics included by the differ-
ent grids, whether the adopted input parameters (e.g., reaction
rates) are up to date, the calibration procedures, and the true
meaning of some of the basic parameters (e.g., present-day vs
initial metallicity). Given the large amount and quality of obser-
vational data already available, for example from large spectro-
scopic surveys, and soon to come, for example from GAIA, it is
imperative that the different communities are fully aware of the
presence and size of the systematic uncertainties associated with
stellar evolution calculations.
It should be stressed that this paper is not intended to rep-
resent a code comparison, that is to say, a test of the mechanics
of the various stellar evolution codes. Such comparisons have
been performed by many groups (e.g. at The Aarhus Red Giants
Workshop10). The most important aspect of a code comparison
is to completely standardize the input physics and then compare
the outputs, and thus assess whether the machinery of the stellar
codes works the same way. However, for the various published
tracks produced by different groups the choices of input physics
is not the same. At some point, choices have to be made (for ex-
ample, for the inclusion of diffusion as will be discussed below)
and it is these choices that lead to the differences between the
calculations made by different groups. Although we are mak-
ing no assertions in this work as to which choices are correct,
users of published stellar models should critically examine how
well the available grids satisfy empirical constraints (e.g. the so-
lar calibration, binary stars) and the extent to which they take
into account recent advances in stellar physics (e.g. updated re-
action rates, opacities). This represents (some of) the theoretical
uncertainties inherent in stellar modelling. Our aim is to put our-
selves in the perspective of someone who needs to derive e.g.,
the mass of a star on the basis of spectroscopically-derived atmo-
spheric parameters, and to estimate the uncertainties involved in
4 http://basti.oa-teramo.inaf.it/index.html
5 http://stev.oapd.inaf.it/YZVAR/
6 http://stellar.dartmouth.edu/models/index.html
7 http://obswww.unige.ch/Recherche/evol/-Database-
8 http://stev.oapd.inaf.it/cgi-bin/cmd
9 http://www.canfar.phys.uvic.ca/vosui/#/VRmodels
10 http://users-phys.au.dk/victor/rgwork/
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this process caused simply by choosing one set of tracks instead
of another. We will address the issue of uncertainties in ages in
a separate paper.
2. Comparison of 1 M⊙ tracks
In Fig. 1, we plot evolutionary tracks for a 1 M⊙ model com-
puted with the evolution codes listed above. We have separated
the tracks into two groups based on their metallicity: those plot-
ted with an ‘old’ solar metallicity are shown in the upper panel,
while those with the Asplund et al. (2009) metallicity are plot-
ted in the lower panel. As a shorthand, we will use the term ‘old’
to refer to pre-Asplund et al. (2009) solar models, and ‘new’ to
refer to models computed with the Asplund et al. (2009) abun-
dances. Perfect agreement with the Sun should not be expected
as we are plotting 1 M⊙ evolutionary tracks computed for grids
of stellar models which are not necessarily the solar calibration
tracks themselves. The exceptions here are stars and mesa, as
these are our own solar-calibration tracks. In some cases, e.g.
BASTI, the solar calibration is performed with diffusion, but the
publicly available track is computed without. For the ‘old’ Sun,
most of the codes give effective temperatures within 20-30 K of
the solar value of 5777 K (Christensen-Dalsgaard et al. 1996).
In all cases, luminosity variations are extremely small. The box
drawn in Fig. 1 shows what we consider to be typical post-GAIA
uncertainties. The error bar on the luminosity has been derived
assuming that the whole uncertainty is in the bolometric correc-
tion (0.05 mag; see e.g., Flower 1996). The uncertainty on the
effective temperature is the average one typically expected from
state-of-the-art analysis of high quality, high resolution spectra
of solar-like stars (70 K; see e.g. Ryabchikova et al. 2016). All
these tracks would lie comfortably within the estimated post-
GAIA errors. The spread in temperatures between the tracks at
the solar age is comparable to the initial spread in temperatures
at 500 Myr, which is around 80 K. At the 10 Gyr point, the spread
in temperatures is much larger, around 150 K which is about the
size of the whole error box. The spread in luminosity remains
small at around 0.03 dex. The spread in the stellar tracks repre-
sents the uncertainty in the calculation of a 1 M⊙ star. The hottest
track is roughly reproduced by a 1.01 M⊙ starsmodel, while the
coolest requires a 0.97 M⊙ model. Thus if we were to observe a
star with the Sun’s luminosity and temperature (and metallicity),
the error on the mass we determine by fitting a 1 M⊙ track to it
would be around ±0.02 M⊙.
Much of the spread between the various ‘old’ solar tracks
comes from the variety of input physics. We list some of these in
Table 1. Not everyone calibrates the Sun using the same physics.
There are a variety of choices of present-day solar abundances,
which affects the bulk metallicity and initial hydrogen mass frac-
tion. Gravitational settling/diffusion11 of elements is considered
by many, but not all codes. On top of this, not everyone uses
the same set of constraints for the calibration. In addition to us-
ing the current solar luminosity and radius, some codes also use
the depth of the solar convection zone. We shall discuss the ef-
fects of these different choices below. In the case of the ‘new’
solar model, the agreement between codes is far better (see the
lower panel of Fig. 1) presumably as a result of a much more
homogenous set of input physics: all the codes use very similar
abundances and all include the effects of diffusion, although the
Victoria-Regina code only applies diffusion to helium.
The inclusion of diffusion in stellar codes presents some
issues. From a purely physical perspective, diffusion is
11 We shall use these two terms interchangeably.
Fig. 1. Evolutionary tracks for a 1 M⊙ model for various stellar
evolution codes. The box represents the estimated post-GAIA
uncertainties of the luminosity and effective temperature. Top:
Models comuputed with a metallicity of Z≈ 0.02. The inset
shows a zoomed in region around the solar luminosity and tem-
perature, with the box displaying the uncertainties of the solar
luminosity and effective temperature. Bottom: Models comput-
ing using the abundances of Asplund et al. (2009). The Padova
track, which is intermediate in metallicity is included in both
panels.
a process that should be included in stellar calculations.
Christensen-Dalsgaard et al. (1993) showed that the inclusion of
helium settling has a significant effect on the structure and os-
cillation frequencies of the Sun. However, diffusion alone is too
efficient at depleting materials and an additional mixing process
seems to be necessary. Brun et al. (1999) showed that for the
Sun, turbulent mixing can inhibit settling by 25% and that this
leads to a significant improvement in the solar sound speed pro-
file. At low metallicity, diffusion together with turbulent mix-
ing may present an explanation for the uniform Li abundances
observed in unevolved stars (the so-called Spite plateau) which
solves the cosmic lithium problem without the need for any ex-
otic physics during Big Bang nucleosynthesis (see Richard et al.
2005, and references therein). A similar conclusion is reached by
Korn et al. (2006) from the observation of lithium in the metal-
3
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Code solar Z0 X0 αMLT diffusion
abundance
stars GN93 0.0184 0.7012 2.090 yes
A09 0.0142 0.7293 2.025 yes
mesa GS98 0.0185 0.7101 1.877 yes
A09 0.0149 0.7193 1.783 yes
Y2 GNS96 0.0181 0.7149 1.7432 He only
BASTI GN93 0.198 0.7068 1.913 yes
Padova GS98 0.017 0.723 1.68 no
Dartmouth GS98 0.0188 0.7063 1.938 yes
Geneva A05 0.014 0.7200 1.6467 yes
PARSEC GS98+C11 0.0177 0.7027 1.74 yes
Victoria- A09 0.0133 0.7367 2.007 He only
Regina
Table 1. Details of the parameters for the solar calibra-
tions of the various codes included in this study. The ab-
breviations for the choice of solar abundances are: GN93,
Grevesse & Noels (1993); GNS96, Grevesse et al. (1996);
GS98, Grevesse & Sauval (1998); A05, Asplund et al. (2005);
A09, Asplund et al. (2009); C11, Caffau et al. (2011). Note that
the quoted values for mesa are based on the calibration with
L, Teff and Z/X alone.
poor globular cluster NGC 6397. The behaviour of heavier ele-
ments in this same cluster is also consistent with stellar models
including diffusion and turbulent mixing (Lind et al. 2008). In
addition to these surface effects, the inclusion of diffusion may
reduce the age of a low-mass star at a given turn-off luminos-
ity (Proffitt & Vandenberg 1991) and is therefore an important
consideration if one wishes to determine stellar ages.
It therefore seems that one should prefer stellar tracks com-
puted with the inclusion of diffusion. However, there is an im-
portant caveat. First, the above evidence points to the need for
more than just diffusion alone. An additional mixing processes
is required to inhibit the effects of diffusion. No physical cause
for this mixing has been identified and so the prescriptions used
are entirely ad hoc. Additionally, most of the codes presented
here do not employ such turbulent mixing. Both the Dartmouth
and PARSEC codes inhibit the action of diffusion in an ad
hoc way, but with different prescriptions. The Victoria-Regina
code adds a turbulent diffusion coefficient which is similar in
form to the Richard et al. (2005) prescription (VandenBerg et al.
2012). None of the codes describe here includes the effects of
radiative levitation, which is the counterpart of gravitational set-
tling, though it typically only influences the heavier elements
(Richard et al. 2002). There is clearly more to the issue of set-
tling than we currently understand. For this reason, we do not
dismiss codes that do not include it. We shall see below the po-
tential error that may be introduced by not including diffusion.
Diffusion also provides the observer with another headache:
which composition should the stellar tracks used for compari-
son have? Theorists label their tracks by initial abundance, but
an observer sees only the present-day surface abundance. If set-
tling has substantially altered the latter, it no longer reflects the
former. For the Sun, the current surface metallicity is thought to
be around 10% lower than the initial metallicity (Asplund et al.
2009). We are able to estimate this because we know the solar
age and hence we know the Sun’s evolutionary state. For a given
field star, this information is not available and we have to live
with the consequences of our ignorance.
X ˜X σX Reference
log L/L⊙ 0.0 4 × 10−4 Fro¨hlich & Lean (2004)
Teff 5777 K 5 K Scott et al. (2015)
Z/X 0.0231 or 0.0181 0.002 GS98, A09
He 0.2485 0.0034 Basu & Antia (2004)
Rcz/R⊙ 0.713 10−3 Basu & Antia (1997)
δcs 0.0 10−4 Rhodes et al. (1997)
Table 2. Observed values used for the mesa calibration. The
value of Z/X depends on the use of the GS98 (0.0231) or A09
(0.0181) abundances.
2.1. The effects of the choice of solar calibration
To calibrate stellar evolutionary tracks, it is typical to calibrate
a code’s mixing length parameter using a single reference point,
namely the Sun. It is well known that with the current avail-
able input physics and the Asplund et al. (2009) abundances a
1 M⊙ star at the current age of the Solar System does not give
a structure consistent with helioseismic measurements (see e.g.
Villante et al. 2014, and references therein). Specifically, one
cannot produce a model that fits the current radius and luminos-
ity of the Sun which also has the correct depth of the convective
envelope.
To test the effects of the choice of calibration constraints,
we perform the following tests using the mesa code. We first
calibrate the solar model using only the solar luminosity, tem-
perature and Z/X. We then repeat the calibration adding addi-
tional constraints. First, we add the depth of the solar convection
zone Rcz, followed by the helium abundance in the solar convec-
tion zone. Lastly, we consider the RMS deviation of the model’s
sound speed profile δcs from that deduced from helioseismol-
ogy (Rhodes et al. 1997). The values used are given in Table 2.
In each case a χ2 minimisation is used to determine the best fit
model, i.e.
χ2 =
1
n
∑
i
(
¯Xi − ˜Xi
σXi
)2
(1)
where n is the number of observables, Xi is a given observ-
able, ¯Xi its value for the model, ˜Xi its observed value, and σXi
the observed uncertainty. This is evaluated at the solar age of
4.57 Gyrs (Bahcall et al. 1995). We use the simplex algorithm
(Nelder & Mead 1965) implemented in mesa to minimize the χ2
and stop the calibration once changes in the initial parameters no
longer affect the obtained χ2. The code is free to change the ini-
tial metallicity, hydrogen abundance and mixing length parame-
ter. We perform this calibration for both the Grevesse & Sauval
(1998) and the Asplund et al. (2009) solar abundances, using OP
opacities (Badnell et al. 2005) and including gravitational set-
tling. The results of this calibration are shown in Fig. 2 and the
details of the best fit models are presented in table A.1.
For the GS98 abundances, the calibrations all give extremely
similar results. This is not particularly surprising – it is well es-
tablished that the ‘old’ solar abundances were extremely well
reconciled with helioseismic measurements. The exact choice of
calibration should not be crucial when using ‘old’ solar abun-
dances. For the ‘new’ Sun, the choice of calibration constraints
has a noticeable effect. When the depth of the solar convection
zone is added, the track no longer has a luminosity and effective
temperature that fit the Sun: the model is 20 K too hot and has
log L/L⊙ = −4 × 10−4 (i.e. about 0.1% below the solar luminos-
ity). When we include the sound speed profile in the calibration,
4
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Fig. 2. The effect of different calibrations for the Sun using
MESA. The solid line indicates the track for calibration per-
formed using just the solar luminosity, temperature and Z/X. The
dashed line additionally includes the depth of the solar convec-
tion zone. The dotted line includes all constraints including the
RMS sound speed. The red point represents the Sun. The upper
panel shows tracks computed with the GS98 abundances, while
the lower one shows tracks computed with the A09 abundances.
the fit in the HR diagram is much improved. However, this is
achieved at the expense of the surface Z/X, which is 0.0246 and
thus clearly incompatible with the Asplund et al. (2009) abun-
dances. This model cannot be considered a reasonable calibra-
tion.
2.1.1. Settling
Here we illustrate the difference between models calibrated with
gravitational settling and those without. In Fig. 3, we show 1 M⊙
tracks for both the ‘old’ and ‘new’ Sun computed with and
without settling. These tracks have been calculated using the
stars code. The calibration for the models without diffusion (Z0,
X0, αMLT) give (0.0132, 0.7279, 1.900) for the ‘new’ Sun and
(0.0171, 0.7000, 1.965) for the ‘old’ Sun. The calibrations have
more of an effect on temperature than they do on luminosity.
Close to the ZAMS, the effective temperatures of the four mod-
els differ by about 20 K. By 10 Gyr, this spread has grown to
around 80 K. At the hottest point, the spread in temperature is
around 30 K. Prior to the solar calibration point, models without
gravitational settling are cooler than those that include settling.
-0.2
-0.1
 0
 0.1
 0.2
 0.3
 0.4
 5600 5650 5700 5750 5800 5850 5900
lo
g 1
0 
L/
L 

Teff (K)
Fig. 3. Calibrated evolutionary tracks for the ‘old’ (red) and
‘new’ (black) Sun. The solid lines were computed using grav-
itational settling while the dashed lines were computed without.
Pluses mark ages of 500 Myr, 4.57 Gyr and 10 Gyr. The red cir-
cle represents the location of the Sun.
Once the calibration point is passed, the situation is reversed and
the models without settling are hotter than those with settling.
One additional point to consider here is the effect of using
an α value that has been calibrated using diffusion and then
applied to a grid where diffusion is not considered. The use
of gravitational settling becomes problematic at higher masses.
As the size of the convective envelope decreases, the surface
layers can more readily be depleted, leading to models whose
abundances are clearly inconsistent with observations. For this
reason, the Geneva grid produced by Mowlavi et al. (2012) ne-
glects settling for stars above 1.1 M⊙, while the BASTI grid does
not use settling even though it is included in the solar calibra-
tion (Pietrinferni et al. 2004). In Fig. 4 we show tracks for both
the ‘old’ and ‘new’ Sun, whose calibrations have been made
with gravitational settling included. Alongside these, we include
tracks for the same initial conditions, but without settling in-
cluded. At the solar age, the models without settling are around
30 K hotter than those with settling. By 10 Gyr the spread in tem-
perature has increased to around 100 K (which is still smaller
than our estimated GAIA errorbox)12. This presumably explains
why the BASTI track is somewhat hotter than other models.
2.2. Uncertainties in input physics
We now turn our attention to how small changes in the input
physics can affect the stellar tracks. We use the stars model
with A09 abundances and settling included as a baseline. We
will first deal with the effects of changes in the assumed abun-
dances. When one applies a stellar track to a given observa-
tion, any uncertainty in the object’s composition will impact the
fit of the stellar model. In Fig. 5, we show evolutionary tracks
where we have altered the initial hydrogen abundance by ±0.01.
Decreasing the hydrogen abundance by 0.01 (and thus increasing
the helium abundance by the same amount) makes the star hotter
and more luminous. For comparison, we have also plotted tracks
for stars of 0.98 M⊙ and 1.02 M⊙. These tracks are extremely
similar to our tracks with modified initial abundances. This sug-
gests that the use of a stellar track whose hydrogen abundance is
12 We find similar results when we perform this test using mesa.
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Fig. 4. Evolutionary tracks for the ‘old’ (red) and ‘new’ (black)
Sun for the initial conditions listed in Table 1. The solid lines
were computed using gravitational settling while the dashed
lines were computed without. The red circle represents the lo-
cation of the Sun.
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Fig. 5. Evolutionary tracks for a 1 M⊙ model showing the ef-
fect of a small change in the hydrogen abundance. The solid
line indicates the calibrated model, while the dotted and dashed
lines show models where the initial hydrogen abundances has
been increased and decreased by 0.01 (a change of 14% from
the calibrated value) respectively. Pluses mark ages of 500 Myr,
4.57 Gyr and 10 Gyr. The red circle represents the location of the
Sun. Red lines mark stellar tracks with masses of 0.98 M⊙ and
1.02 M⊙.
off by 0.01 (about 14%) can lead to a 2% error in the determina-
tion of the stellar mass.
In Fig. 6 we show the effects of a 10% variation in the ini-
tial metallicity. Note for these models that we have not included
any scaling of the helium abundance with Z as is typically done
when constructing grids of models over large metallicity ranges.
Because we have kept the initial hydrogen abundance constant,
our 10% change in metallicity corresponds to less than a 1%
change in the initial helium abundance. The effect of metallicity
changes is slightly more pronounced that changes in the initial
hydrogen abundance. For our three age markers, the luminosity
varies by about 7-15% while the temperature differs by no more
than 2%. Comparison of the modified metallicity tracks to our
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Fig. 6. Evolutionary tracks for a 1 M⊙ model showing the effect
of a small change in the total metallicity, Z. The solid line in-
dicates the calibrated model, while the dotted and dashed lines
show models where Z has been decreased and increased by 10%
respectively. Pluses mark ages of 500 Myr, 4.57 Gyr and 10 Gyr.
The red circle represents the location of the Sun. Red lines mark
stellar tracks with masses of 0.98 M⊙ and 1.02 M⊙.
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Fig. 7. Evolutionary tracks for a 1 M⊙ model showing the effect
of a small change in the mixing length parameter, α. The solid
line indicates the calibrated model, while the dotted and dashed
lines show models where α has been set to 2.00 and 2.05 respec-
tively. Pluses show mark ages of 500 Myr, 4.57 Gyr and 10 Gyr.
The red circle represents the location of the Sun.
0.98 M⊙ and 1.02 M⊙ (shown in grey in the figure) suggest that
a 10% error in Z amounts to an error of over 2% in the mass
determination.
In Fig. 7, we show the effects of small changes in the mixing
length coefficient α. While the range of α given in Table 1 varies
from 1.65 to 2.09, such a large variation in α would produce
tracks that are clearly inconsistent with the solar calibration. We
adopt a change of the order of 0.05 to represent a not unreason-
able error in the solar calibration. The luminosity of each of the
three age markers on our tracks is scarcely changed by the ≈ 1%
change in α and they vary at the level of ≈ 0.05%. Changes in
the temperature of these 3 time points are also small, at the level
of ≈ 0.1%.
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Fig. 8. Evolutionary tracks for a 3 M⊙ model of Z ≈ 0.02. The
box represents the estimated post-GAIA error on luminosity and
effective temperature.
3. 3 M⊙ models
In Fig. 8 we compare evolutionary tracks for 3 M⊙ models of
solar metallicity. BASTI’s canonical tracks do not go up to
this mass, so we have instead plotted a 3 M⊙ track from the
Binary Evolution Code (BEC, see Brott et al. 2011 and refer-
ences therein for a description of this code). The tracks fall into
two groups: the majority of codes show extremely close agree-
ment for most of the main sequence. The Dartmouth and stars
tracks are hotter and more luminous than this group, though the
two tracks agree extremely well with each other. We currently
have no explanation for this difference. While the mesa track
initially begins close to the first group, its subsequent evolution
becomes close to the stars and Dartmouth tracks, though the ul-
timate extent of its main sequence is somewhat longer. The sim-
ilarity to the stars track is not surprising, given our recent recal-
ibration of the overshooting in both codes using the same set of
eclipsing binaries (Stancliffe et al. 2015). The CESAM track is
an outlier because it is not computed with the inclusion of con-
vective overshooting. Considering points of fixed age, the dif-
ferences between the tracks fall within the expected post-GAIA
error box estimated with the same assumptions adopted in Sect.
2 with uncertainties of 0.1 mag in the bolometric correction (see
e.g. Landstreet et al. 2007) and of 300 K in effective temperature
(see e.g. Fossati et al. 2009, for a best case scenario).
Differences between the codes start to appear once the star
approaches the end of the main sequence. This is most likely due
to the treatment of convective overshooting, which affects the
size of the convective core and hence the availability of hydrogen
for fusion. More extensive overshooting raises the star’s lumi-
nosity and the main sequence is extended (see Fig. 9). Different
codes apply overshooting in different ways. Some simply extend
the size of the convective region by a fixed fraction of the local
pressure scale height (e.g. Dartmouth, Y2). mesa adopts an expo-
nentially decaying mixing coefficient based on conditions close
to the formal convective boundary (see Freytag et al. 1996, for a
discussion of this formalism). The Padova group sets the bound-
ary of the convective core at the location where convective ve-
locities go to zero, based on the method of Bressan et al. (1981).
Finally, stars applies a modification to the criterion for convec-
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Fig. 9. Evolutionary tracks for a 3 M⊙ model showing the effects
of a small change in the overshooting parameter, δov. The solid
line indicates the base model with δov = 0.15, while the dotted
and dashed lines have δov = 0.12 and 0.18 respectively. Pluses
mark ages of 30, 200 and 300 Myr.
tive stability (Schro¨der et al. 1997), such that a region is defined
to be convective unstable if ▽rad > ▽ad − δ, where
δ =
δov
2.5 + 20ζ + 16ζ2 (2)
and ζ is the ratio of radiation to gas pressure and δov is a con-
stant that must be determined. Despite the different formalisms
(as well as the different methods to calibrate the free parameters
that such formalisms necessitate), all the codes give very similar
extents to the main sequence.
As with our 1 M⊙ models, we also show the effects of small
variations in both the initial hydrogen abundance (Fig. 10) and
the total metallicity (Fig. 11). Again, these models are computed
with the stars code. For a change of 0.01 in X, the luminosity
at our three age markers (30, 200 and 300 Myr) varies between
3 and 8% while the effective temperatures do not vary at these
points by more than 1%. The variations in hydrogen abundance
are comparable to changing the mass by 1-2%. Similar variations
are found when we modify the initial metallicity by 10%. Unlike
the 1 M⊙ models, the 3 M⊙ models are extremely insensitive to
variations in the mixing length: tracks computed with α = 1.5
are indistinguishable from those computed with α = 2.025 for
the whole of the main sequence through the Hertzsprung Gap.
This is because these stars do not have deep convective en-
velopes while on the main sequence. Note that as the stars evolve
to the giant branch one would expect to see differences once the
surface convective region becomes more extensive.
4. Discussion
Three physical inputs that we have not so far discussed and
which also contribute to the uncertainties in stellar calculations
are: reaction rates, opacities and the equation of state. Reaction
rates are perhaps of the least concern as a source of error. The en-
ergetically important reactions for hydrogen burning (i.e. those
that will affect the stellar structure) are (mostly) all well de-
termined. As an example, the CNO cycle bottleneck reaction
14N(p, γ)15O as measured by Imbriani et al. (2005) (the recom-
mended rate given in both the JINA REACLIB [Cyburt et al.
2010] and Starlib [Sallaska et al. 2013] reaction rate libraries)
7
R. J. Stancliffe et al.: CUSP II – stellar tracks
 1.85
 1.9
 1.95
 2
 2.05
 2.1
 2.15
 2.2
 2.25
 2.3
 8500 9000 9500 10000 10500 11000 11500 12000 12500 13000
lo
g 1
0 
L/
L 

Teff (K)
Fig. 10. Evolutionary tracks for a 3 M⊙ model showing the ef-
fects of a small change in the initial hydrogen abundance. The
dashed and dotted lines indicate models in which the initial hy-
drogen abundances has been reduced and increased by 0.01, re-
spectively. Evolutionary tracks for models of 2.94 and 3.06 M⊙
are shown in red. Pluses mark ages of 30, 200 and 300 Myr.
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Fig. 11. Evolutionary tracks for a 3 M⊙ model showing the ef-
fects of a small change in the initial metallicity. The dashed and
dotted lines indicate models in which the initial Z has been re-
duced and increased by 10%, respectively. Evolutionary tracks
for models of 2.94 and 3.06 M⊙ are shown in red. Pluses mark
ages of 30, 200 and 300 Myr.
has an uncertainty13 of around 10% in the range of tempera-
tures pertinent to main sequence stars. Varying this rate between
the upper and lower limits produces no discernible change in
the evolutionary track of our 3 M⊙ model computed with the
stars code. Note that revisions to energetically important reac-
tion rates can have a significant impact on stellar ages. Revisions
of the 14N(p, γ)15O rate by Formicola et al. (2004) led to an
increase in the predicted age of the oldest globular clusters
(Imbriani et al. 2004), in addition to altering the lifetimes and
luminosities of advanced evolutionary phases of low-mass stars
(Pietrinferni et al. 2010). When utilising a given set of tracks,
one should always check that the reaction rates used are up-to-
date.
13 See Sallaska et al. (2013) for a detailed discussion concerning the
meaning and determination of reaction rate uncertainties.
Above a temperature of around 104 K two sets of opac-
ities are commonly used in stellar evolution computations:
the OPAL data (Iglesias & Rogers 1996) and the OP data
(Badnell et al. 2005). At lower temperatures, the tables of
Alexander & Ferguson (1994) or Ferguson et al. (2005) are
used. The latter are to be preferred as they are an updated and
expanded version of the former. The choice of low temperature
opacity tables will affect the effective temperature predicted for
stars on the red giant branch, or for very low-mass stars at the
beginning of the main sequence. The OPAL and OP data, which
are relevant for the majority of stellar interiors considered here,
generally differ at the level of 5-10% (Badnell et al. 2005). This
rises to around 30% in the high temperature wing of the Z-bump,
because the OP data places this bump at a slightly higher tem-
perature (Badnell et al. 2005). We have used mesa to compute
calibrated 1 M⊙ tracks using both OP and OPAL opacity data for
solar composition of Grevesse & Sauval (1998). The OP opacity
is used by default in the calculations presented above. When the
OPAL data is used, the parameters required are X0 = 0.7095, Z0
= 0.0186 and α = 1.8917 (cf. the values in Table 1). The evolu-
tionary tracks are almost indistinguishable, showing a difference
of no more than 3 K at the hottest point, with the OPAL model
being the cooler of the two.
The final piece of input microphysics that remains to be dis-
cussed is the choice of equation of state (EoS). Most of the codes
listed employ the OPAL equation of state (Rogers et al. 1996),
whereas stars employs the Eggleton, Faulkner, & Flannery
(1973) EoS (hereinafter EFF), with additional physics added
by Pols et al. (1995), and the Dartmouth code uses an ideal gas
EoS with the Debye-Hu¨ckel correction for masses above 0.8 M⊙
(Chaboyer & Kim 1995). Da¨ppen (1992) compared the OPAL
and EFF EoSs for conditions relevant to the solar hydrogen and
helium ionisation zones, finding differences of the order of 1%
(see also Rogers et al. 1996). These differences were attributed
to the lack of a Coulomb-pressure term (Da¨ppen 1992), which
was subsequently added by Pols et al. (1995). The differences
should presumably now be much smaller, however we cannot
confirm this as we know of no recent comparisons of the various
available EoSs. To test the effects of using different equations of
state, we have used mesa to compute two 3 M⊙ model sequences,
one using the OPAL EoS, and one using FreeEoS14. At 30 Myr,
the difference in effective temperature between the two models
is about 80 K, with the OPAL model being the hotter of the two.
The treatment of convection is perhaps still the Achilles’
Heel of stellar evolution calculations. The mixing-length theory
(Bo¨hm-Vitense 1958) is still the most widely used of all the con-
vective theories currently available (and indeed it is used in all
the codes we have looked at here). From the computational view-
point, it has the advantage of being a completely local theory
so that one only needs to know about the conditions at the cur-
rent mesh point. It has also worked extremely well (once prop-
erly calibrated) for a very long time. However, MLT does have
more ‘free’ parameters than just the mixing length as in the for-
mulation of MLT one must make choices about such things as
the energy exchange a blob makes with its surroundings. Not
all formulations of MLT choose the same parameters and one
can legitimately wonder what effect these choices may have.
Salaris & Cassisi (2008) compared the effects of using the stan-
dard treatment of MLT used in most stellar evolution codes to
the treatment commonly used in modelling white dwarf atmo-
14 The FreeEoS fortran libraries are available from
http://freeeos.sourceforge.net/. This equation of state is
a substantially modified version of the EFF EoS.
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spheres. They showed that with appropriate calibration, the two
treatments give extremely similar results. This confirms earlier
work by Pedersen et al. (1990), who also found that with appro-
priate calibration evolutionary tracks are uniquely defined, re-
gardless of the MLT implementation used. Recently, Arnett et al.
(2010) proposed a modified MLT, in which the free parameters
of MLT are replaced by comparison of the relevant quantities
with hydrodynamical simulations of convection. To the best of
our knowledge, this has never been employed in a stellar evo-
lution calculation though Wood & Arnett (2011) did apply it to
models pulsation in asymptotic giant branch stars.
It should be noted that one of the assumptions of MLT the-
ory is that the mixing length obtained by calibration to the Sun
is applicable to all convective situations, regardless of stellar
mass, metallicity or evolutionary state. There is some observa-
tional evidence to suggest that this may not be the case (e.g.
McSaveney et al. 2007, require high mixing lengths to repro-
duce the colours of their asymptotic giant branch stars). In ad-
dition, radiation hydrodynamics simulations of convective en-
velopes also suggest that the mixing length should be a func-
tion of Teff , log g and [Fe/H] (e.g. Trampedach & Stein 2011;
Trampedach et al. 2014; Magic et al. 2015). For a more com-
plete discussion, we refer the interested reader to the work of
Salaris & Cassisi (2015).
Among the alternative theories of convection is the so-called
full spectrum of turbulence (FST) model of Canuto & Mazzitelli
(1991). While MLT assumes (essentially) only one large eddy,
the FST model includes the contributions of turbulent eddies
of all sizes. At high convective efficiencies, the FST model
may produce convective fluxes that are 10 time larger than pre-
dicted by MLT (Canuto & Mazzitelli 1991). By fixing the mix-
ing length of the FST model to be the distance to the top of the
convection zone, Canuto & Mazzitelli (1991) found they were
able to produce a viable solar model without recourse to free
parameters. More recently, Pasetto et al. (2014) have also pro-
duced a parameter-free theory of convection, but it has yet to be
tested in full stellar evolution models. Most recently, Arnett et al.
(2015) have produced a 1D convective theory based on 3D hy-
drodynamical simulations of convection. The implementation of
such convective theories and their effect on stellar models is be-
yond the scope of the present work.
One area in which there is considerable variation in stellar
evolution codes is the choice of boundary conditions. The sur-
face temperature and pressure of the star are usually set close to
the photosphere, either through the use of a T-τ relation, or via
the use of pre-computed model atmospheres. Dotter et al. (2007)
show the effects of the choice of T-τ relation on a 1 M⊙ model,
together with models computed using PHOENIX model atmo-
spheres. They find that while the location of the red giant branch
can be substantially affected by the choice of the relation, the
main sequence is not strongly influenced. Similar results are also
found by VandenBerg et al. (2008), who also included MARCS
model atmospheres. In each case, when properly calibrated, the
main sequence portion of the tracks are virtually identical, with
substantial differences only appearing when the giant branch is
reached.
5. Conclusions
We have attempted to quantitatively assess the theoretical un-
certainties in current stellar evolution tracks. We have compared
1 M⊙ tracks for eight different stellar evolution codes. We find
that the spread they cover in the Hertzsprung-Russell diagram
corresponds roughly to models of between 0.97-1.01 M⊙ com-
puted with the stars code. 3 M⊙ tracks from seven different
codes have also been compared. Here, exceptional agreement is
found between four of the codes, while two codes agree with
each other very well despite being different from the majority
group. Variations in the initial Z or X of around 10% lead to
shifts in the stellar tracks at around the 2% level. These differ-
ences amount to a change in the initial mass of 1-2%. Thus, if
the composition of a star is not known to better than 10%, a fit
of an evolutionary track to the star’s position in the HR diagram
cannot give the star’s mass to better than 1-2%, even if its lumi-
nosity and effective temperature are known exactly.
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Appendix A: mesa solar calibration
In table A.1, we present the details of the various solar calibra-
tions carried out with mesa.
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Abundances Observables used for χ2 ¯Teff(K) log ¯L/L⊙ ¯Z/ ¯X ¯He ¯Rcz/R⊙ c¯sound χ2 [Fe/H] Y α
GS98 {L,Teff} 5777 5.12(-10) 2.302(-2) 0.2454 - 1.565(-3) 1.66(-11) 5.535(-2) 0.2714 1.877
GS98 {L,Teff, Z/X} 5777 -3.73(-7) 2.303(-2) 0.2454 - 1.563(-3) 4.23(-4) 5.5371(-2) 0.2714 1.877
GS98 {L,Teff,Rcz} 5782 9.35(-5) 2.311(-2) 0.2456 7.140(-1) 4.159(-3) 6.48(-1) 5.680(-2) 0.2716 1.893
GS98 {L,Teff,Rcz,Z/X,He} 5781 -7.409(-5) 2.320(-2) 0.2459 7.141(-1) 3.652(-3) 5.16(-1) 5.842(-2) 0.2719 1.892
GS98 {L,Teff,Rcz,Z/X,He,cs} 5776 5.723(-5) 2.536(-2) 0.2526 7.133(-1) 6.257(-4) 7.01 9.694(-2) 0.2788 1.907
A09 {L,Teff} 5777 -3.481(-9) 1.848(-2) 0.2403 - 3.737(-3) 7.78(-11) -3.512(-2) 0.2672 1.790
A09 {L,Teff, Z/X} 5777 -1.924(-6) 1.812(-2) 0.2389 - 3.995(-3) 4.35(-5) -4.313(-2) 0.2658 1.783
A09 {L,Teff,Rcz} 5796 -4.033(-4) 1.860(-2) 0.2407 7.167(-1) 1.469(-2) 9.94 -3.439(-2) 0.2670 1.848
A09 {L,Teff,Rcz,Z/X,He} 5797 -9.791(-4) 1.846(-2) 0.2401 7.164(-1) 1.600(-2) 7.75 -3.747(-2) 0.2663 1.847
A09 {L,Teff,Rcz,Z/X,He,cs} 5776 1.171(-4) 2.4573(-2) 0.2610 7.150(-1) 8.914(-4) 17.91 8.475(-2) 0.2883 1.886
Table A.1. Details of the best fit models for the various solar calibrations performed with mesa. Numbers are given in the format n(m) = n × 10m for concision.
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