A test for stationarity in the presence of a structural break is proposed. An unknown break point is endogenously determined at the value minimizing the test statistic. The break point can be estimated reasonably well under the null hypothesis of stationarity, especially when the magnitude of the break is large.
I . INTRODUCTION
The pioneering work of Perron (1989) illustrates the need to allow for a structural break when testing for a unit root in economic time series. Since Perron's break point is given exogenously, subsequent literature has incorporated an endogenous break point. Allowing for a break point endogenously determined from the data, Zivot and Andrews (1992) , and others, consider a minimum unit root statistic for which a break point is determined at the level giving the minimum t-statistic. These tests examine the null hypothesis of a unit root in the presence of a structural break. Lee et al. (1997) have shown that tests examining the null of stationarity are also affected by the presence of a structural break. They show that the stationarity tests of Kwiatkowski et al. (1992, hereafter denoted KPSS) diverge in the presence of an unaccounted for structural break. This finding illustrates the need for developing stationary tests that allow for a structural break. This paper proposes a version of the minimum test for the null hypothesis of stationarity in the presence of a structural break. To determine an unknown break point endogenously from the data, a minimum statistic is considered for which the break point is selected at the value minimizing the test statistic. The performance of the test is then investigated, and as to how well it can detect an unknown break point is examined. This task is more meaningful when testing for stationarity than when testing for a unit root, since the null hypothesis of the former implies a stationary process involving a break, while the null distribution of the latter is shown not to depend on the break point. Throughout the paper, '→' indicates weak convergence as T → ∞.
I I . TEST STATISTICS WITH A FIXED BREAK POINT I I I . TEST STATISTICS WITH AN UNKNOWN BREAK POINT
In practical estimation, one rarely knows the break point T B a priori. To determine an unknown break point endogenously from the data, a minimum stationarity test is considered. The estimation scheme for the minimum stationarity test is to choose a break point that gives the most favorable result for the null of stationarity around a break. This means that the estimate of λ is obtained at the value that minimizes the stationarity statistic . This scheme diOEers in principle from that of the minimum unit root test that adopts the least favourable result for the null hypothesis. Both the minimum stationarity test and the minimum unit root test share the notion of taking the minimum of the statistics over a range of λ between 0 and 1. It appears obvious that a supreme test is not appropriate for testing stationarity, because it tends to maximize the error sum of squares. Therefore, we consider minimum level and trend stationarity statistics with an endogenous break as follows:
When testing for stationarity, a break point cannot be consistently estimated under the alternative hypothesis of a unit root. Nunes et al. (1995) provide evidence of the difficulty of obtaining a precise ML estimate of a break point when an integrated process is involved. The same is true for the minimum stationarity test under the alternative unit root hypothesis. However, the difficulty of estimating λ does not negate the validity of the minimum stationarity test, since the test statistic simply diverges under the alternative. Thus, stationarity tests have power to reject the null of stationarity if the DGP implies the alternative hypothesis. Simply put, we can say that it is only the estimated break point that is not reliable when the stationary null hypothesis is rejected.
IV. PERFORMANCE V. SUMMARY
In this paper a minimum stationarity test in the presence of a structural break has been proposed. An unknown break is endogenously determined at the point minimizing the stationarity test statistic. It is shown that the minimum stationarity test performs reasonably well in identifying the unknown break point especially when the magnitude of the structural break is large. Under the alternative hypothesis of a unit root, the minimum stationarity test cannot detect the break point precisely, but this difficulty does not negate the validity of the test. The test is shown to have sufficient power to reject the null hypothesis of stationarity, whether or not the break point is precisely estimated.
NOTES
1 Recently, the assumption of no structural break under the null of a unit root for the Zivot and Andrews test has been criticized by Lee et al. (1998) . This assumption might be necessary to have the null distribution free of λ Since the null hypothesis does not include a break, rejection of the null hypothesis does not imply rejection of a unit root, but implies rejection of a unit root without break, potentially leading to spurious rejections of the unit root null.
2 See Lee (1996a) for further discussion.
3 Results using other sample sizes are not reported here, but are available upon request.
