Recent reports of inflated false positive rates (FPRs) in FMRI group analysis tools by Eklund et al. (2016) have become a large topic within (and outside) neuroimaging. They concluded that: existing parametric methods for determining statistically significant clusters had greatly inflated FPRs ("up to 70%," mainly due to the faulty assumption that the noise spatial autocorrelation function is Gaussianshaped and stationary), calling into question potentially "countless" previous results; in contrast, nonparametric methods, such as their approach, accurately reflected nominal 5% FPRs. They also stated that AFNI showed "particularly high" FPRs compared to other software, largely due to a bug in 3dClustSim. We comment on these points using their own results and figures and by repeating some of their simulations. Briefly, while parametric methods show some FPR inflation in those tests (and assumptions of Gaussian-shaped spatial smoothness also appear to be generally incorrect), their emphasis on reporting the single worst result from thousands of simulation cases greatly exaggerated the scale of the problem. Importantly, FPR statistics depend on "task" paradigm and voxelwise p-value threshold; as such, we show how results of their study provide useful suggestions for FMRI study design and analysis, rather than simply a catastrophic downgrading of the field's earlier results.
Introduction
Reports [1, 2] of greatly inflated false positive rates (FPRs) for commonly used cluster-threshold based FMRI statistics packages (SPM, FSL, AFNI) caused a stir in both technical and semi-popular publications. In large part, this was due to dramatic summary statements about the collective previous approaches that, "Alarmingly, the parametric methods can give a very high degree of false positives (up to 70%, compared with the nominal 5%) for clusterwise inference," and 1 , "These results question the validity of some 40,000 fMRI studies and may have a large impact on the interpretation of neuroimaging results" [2] . They hypothesized that a major factor for the problematic inflation was the mistaken assumption across the softwares that "spatial autocorrelation functions ... follow the assumed Gaussian shape." They contrasted these results with the output of nonparametric permutation tests, which they summarized simply as producing "nominal results for voxelwise as well as clusterwise inference." Additionally, Eklund et al. stated that a 15-year-old bug in 3dClustSim of the AFNI software package (which we maintain) resulted in "cluster extent thresholds that are much lower compared with SPM and FSL" and "particularly high FWE rates" [2] (FWE = family-wise error).
Published responses to these findings ranged from saying that there is nothing new here ("tests based upon spatial extent become inexact at low thresholds" [4] ), to cautious-but-concerned commentary [5] , to inflated and conflated hyperbole about invalidating 15 years of research due to a software bug [6, 7] .
Here, we comment on several of these main points, not only by re-running simulations using some of the same "null" resting state FMRI data from the 1000 Functional Connectomes Project (FCON-1000 [8] ), but also by examining closely the results from their own study (with paper [2] often referred in this text as "ENK16", for convenience). Eklund et al. did a vast amount of work in their study, running tens of thousands of simulations with several software packages, as well as making the data and scripts publicly available for further testing. Although they have raised an important issue that needs to be addressed, it must be noted that several of their extreme summarizing claims do not appear to be accurate characterizations of their own results.
The AFNI team takes the question of the inflated FPRs very seriously, but does not consider that the FMRI "apocalypse" has arrived. Rather than summarizing previous methods' results based on typical or average results, Eklund et al. repeatedly referred to the single worst result in over 3,000 simulations when summarizing parametric output ("up to 70% FPR"). We note that their own permutation method, under similar criterion, should be characterized as providing "up to 40% FPR" (both results come from ENK16- Fig. S9 ). While noting an upper limit of results may have some utility, in no case is that value a representative characterization of the method's typical performance. It would be much clearer and more informative to use median values and/or ranges to summarize and compare distributions of results; however, in ENK16, this was only done for their own nonparametric method.
This report comprises three themes. First, looking to the past, we repeat a subset of the Eklund et al.
simulations using AFNI to show that the effect of the erstwhile bug within 3dClustSim, while not negligible, was not large and did not lead to "particularly high" FPRs. Looking at the present, we discuss modifications that have been made in clustering functionality with AFNI (as of 30 Jan 2017, version AFNI_17.0.03) in order to address the inflated FPRs in these tests. First, assumptions of spatial smoothness are evaluated and a new approach for estimating a non-Gaussian spatial autocorrelation function (ACF) is implemented, leading to greatly reduced FPRs in 3dttest++'s parametric approach, though in many cases still above the nominal 5%; then, we present a new permutation/randomizationbased approach (generating cluster-size thresholds from the residuals at the group level) that is now implemented in AFNI, which shows FPRs clustered tightly about 5% across all voxelwise p ≤ 0.01 thresholds. These methods, first outlined at the 2016 OHBM meeting [9] , are demonstrated on sets of simulations following those in ENK16. Finally, looking to the future, an extension and generalization of this new approach to allow for spatially variable cluster-size thresholding shows promise in controlling FPRs while allowing for spatially variable smoothness in the FMRI noise. Throughout, we refer to various specific results of Eklund et al. from their main text, Supplementary Information, and tabular data they made available on GitHub. As in ENK16, all discussion of FPR refers to cluster counts at the whole brain level (as opposed to voxelwise p-values).
Methods: Simulations
For simulations performed here, we repeated the steps carried out in [1, 2] using the 198 Beijing-Zang datasets from the FCON-1000 collection [8] . The detailed AFNI processing for individual subjects was somewhat different than in ENK16, since we ran with our most up-to-date recommendations for preprocessing (e.g., despiking, using 3dREMLfit with generalized least squares and ARMA (1, 1) prewhitening to allow for temporal correlation, AnatICOR for denoising, and 3dQwarp for nonlinear registration; see the Supplementary Information for the complete alignment and afni_proc.py commands), but the results are quite comparable. The group analyses, using 1000 random subcollections of the resting state FMRI Beijing datasets, were carried out using 3dttest++ in the same way as described in ENK16.
In ENK16, various combinations of simulation parameters produced widely varying levels of agreement or disagreement with the nominal 5% setting for FPRs for all software tools tested. To present a broad description, the comparisons presented here are for the set of basic scenarios put forth in ENK16. This includes investigating the four values of Gaussian smoothing applied (Full-Width at Half-Maximum (FWHM) of 4, 6, 8 and 10 mm) and two different voxelwise p-value thresholds (0.01 and 0.001; here, we also include the intermediate p=0.005). Four separate pseudo-stimulus timings were used in analysis of these null (resting-state) FMRI datasets: blocks of 10 s ON/OFF ("B1") and 30 s ON/OFF ("B2"), and event-related paradigms of (regular) 2 s task with 6 s rest ("E1") and (random) 1-4 s task with 6 s rest ("E2"). Each subject had the same stimulus timing for each case (as in ENK16).
Results
The Past, I: 3dClustSim and "The Bug"
One problem with past results was particular to AFNI: there was a bug in 3dClustSim. This program works by generating a 3D grid of independent and identically distributed N(0,1) random deviates, smoothing them to the level estimated from the residuals of the FMRI data model at the individual level, carrying out voxelwise thresholding, and finally clustering to determine the rate at which contiguous clumps of different sizes occur at the various voxelwise thresholds. The bug, pointed out by the ENK16 authors in an email, was a flaw in how 3dClustSim rescaled the simulated 3D noise grid after smoothing in order to bring the variance of the values back to 1.0 (for ease of later p-value thresholding). This rescaling was off due to improper allowance for edge effects (effectively, zeros "outside" the grid were included in the smoothing), with the result being that the cluster-size thresholds computed were slightly too small, so that the FPR would end up somewhat inflated. During part of the work leading to [1, 2] , this bug was fixed in May 2015, and noted in the regular and publicly available log of AFNI software changes: Results comparing the pre-and post-fix versions of the standard 3dClustSim ("buggy" and "fixed", respectively) are shown in Fig. 1 (first two columns), which presents FPRs from re-running the twosample t-tests (40 subjects total per each of 1000 3D tests) of ENK16. Comparing column heights for identical parameters, the size of inflation due to the bug (ΔFPR = FPRbuggy FPR -fixed) was modest, particularly for p=0.001 where the inflation was ΔFPR < 1-2%. At the less stringent voxelwise p=0.01, where FPRs had been noticeably more inflated for most software packages, the difference was greatest for the largest smoothing (understandably, given the problem within the program), with approximately ΔFPR < 3-5%. In each case, the difference between the "buggy" and "fixed" values was small compared to the estimated FPR, meaning the bug had only a relatively minor impact (contrary to the statements in ENK16). Similar magnitudes of changes were found with one-sample t-test simulations.
(Some differences between the "buggy" results herein and those in ENK16 are likely due to the improved time series regression procedures that we used; however, we did not systematically investigate the magnitude or details of this potential effect.) At p=0.001, the "fixed" results for the event-related stimulus timings are not far from the nominal 5% FPR (Fig. 1, lower panel) ; however, the corresponding "fixed" results for the block-design stimulus timings are still somewhat high. The p=0.01 results are all still far too high in the "fixed" column ( FPR. We also note that the oft-cited "up to 70% FPR" result was not produced by AFNI. . This particular clustering method is "ad hoc" at best, and absolutely unfounded when carried out under differing conditions (particularly spatial resampling).
In summary, we simply cannot understand the conclusion from Eklund et al.'s Results section that AFNI's FPR was "particularly high" compared to other software. The plotting of their own results (ENK16- Fig. 2) shows similar performance across all parametric software packages. This is more comprehensively observable in Fig. 2 here, which presents the medians and typical ranges of FPR values from all of the simulations performed in ENK16, and which provides a much better characterization of the results than using (some) extrema.
The Present, I: Updating "The Flaw" and assumptions about spatial smoothness
The second problem in determining cluster-size threshold is much more widespread (to date) across the tools most used in the FMRI community: it is the flawed assumption that the shape of the ACF in the FMRI noise is Gaussian in form. That is, it has been generally assumed that, for voxels separated by Euclidean distance r, the spatial correlation between noise values has the form
where it is traditional to specify the parameter b, and therefore the full shape of Eq. (1), by the related width parameter:
In fact, as pointed out in ENK16, the empirical ACF shape (computed from the model residuals and averaged across the whole brain) has much longer tails than the Gaussian shape in Eq. (1). The heavytailed nature of spatial smoothness within the brain, which had been largely ignored previously, has significant consequences for thresholding clusters in FMRI analyses. Fig. 3 illustrates the problem, along with the current solution adopted in AFNI. The empirical correlation falls off rapidly with r at first, but then tails off much slower than the Gaussian function.
We found that the empirical ACF estimates are typically well fit by a function that mixes the Gaussian and mono-exponential form To illustrate that the long tails in the spatial ACF can make a difference in cluster thresholding, we used 3dClustSim to compute the cluster-size threshold for a nominal 5% FPR using the 198 sets of estimated ACF parameters from the Beijing cohort. The voxelwise thresholds were taken as p=0.010 and 0.001 (left and right panels, respectively, of Fig. 4 ), from the NN=2 one-sided thresholding tables output by 3dClustSim. For each subject, 3dClustSim was run twice: once using a Gaussian ACF model with the FWHM estimated from the ACF mixed model (cf. FPRs from re-running the two-sample two-sided t-tests of ENK16, using this new "mixed ACF" model option in 3dClustSim, are also shown in Fig. 1 (third column). For the voxelwise threshold of p=0.01, the impact of the bug fix is much smaller than that of the long tail "fix" provided in the mixed ACF model. For the voxelwise threshold p=0.001, the impact of the bug fix is about the same as that of the long tails in the mixed ACF model, as these estimates were closer to the nominal 5% rate already. In each case the bug fix reduced the FPR values, as did the change to the mixed ACF model. Extensive further results, using several variations on this type of cluster analysis, with one-and two-sample, oneand two-sided t-tests, are given in Appendix B.
For the block designs (B1 and B2, 10 and 30 s blocks of "task"), the FPRs are still somewhat high even with the mixed ACF model. Preliminary investigations indicate this bias is partly due to the fact that the spatial smoothness of the FMRI noise is a function of temporal frequency that is, the FMRI noise -at lower temporal frequencies is somewhat smoother than at higher frequencies. We do not know if that effect accounts for most of the disparity between the block and event-related designs.
The Present, II: A nonparametric approach to cluster-size thresholding
A second approach to adjusting the FPR in cluster-size thresholding has been implemented in the AFNI program 3dttest++ (which is also capable of incorporating between-subjects factors and covariates, in addition to carrying out the simple voxelwise t-tests implied by its name; perhaps it should have been named 3dOLStest). The procedure is straightforward:
• Compute the residuals of the model at each voxel at the group level;
• Generate a null distribution by randomizing among subjects the signs of the residuals in the test (and permuting subject datasets between groups, if doing a two-sample test without covariates), repeat the t-tests (with covariates, if present), and iterate 10,000 times;
• Take the 10,000 3D t-statistic maps from the randomization and use those as input to 3dClustSim
(with no additional smoothing or random deviate generation): threshold the maps at a large number of p-values (e.g., 0.01, 0.005, 0.001, etc.), cluster-ize them, then record the maximum cluster size for each p-value from each t-map, accumulate statistics across the 10,000 t-maps, and thence determine the cluster-size threshold to achieve a given FPR, for each p-value.
All these steps are carried out by using the 3dttest++ program with the command line option
The output is a we prefer two-sided t-statistic thresholding in AFNI, as providing more transparency into the analysis results given the types of questions typically asked by researchers, but we do allow the user to opt for one-sided thresholding when appropriate 6 .) These tables are saved in text format, and also stored in the header of the output statistics dataset for use in interactive thresholding in the AFNI GUI.
For comparison here, the 1000 two-sample t-tests described above were re-run for the 16 cases (4 blurring levels times 4 stimulus timings) with this new '-Clustsim' option, and tested against each of the 6 combinations of thresholding-sidedness and clustering-neighborliness possible in AFNI, over a range of voxelwise p-value thresholds. The results were similar across all 96 cases (and across sets of other tests, including one-sample, paired, and with covariates). The results for the one-sided t-test NN=1 nearest neighbor clustering approach are shown graphically in Fig. 5 ; all FPRs are within the "nominal" 95% confidence interval for the FPR (3.65-6.35%) over the collection of voxelwise p-value thresholds tested. At this time, the use of this option is one of our recommendations, for cases where the group analysis can be carried out via a simple general linear model (GLM) with or without covariates.
The Future, I: A third problem with cluster-threshold detection tools-inhomogeneous smoothness
A third standard assumption (present in AFNI, as well as the random field theory used in SPM and FSL [11] ) also makes the idea of using a global cluster-size (or other cluster figure of merit) threshold somewhat non-optimal. The spatial smoothness of the FMRI noise is not spatially stationary it is -significantly smoother in some brain regions (e.g., the precuneus and other large areas involved in the standard default mode network and also strongly affected by respiration artifacts) than in others; this inhomogeneity is also noted in [1, 2] . The presence of variable smoothness means that the density of false positives for a fixed cluster-size threshold will differ across the brain, especially since the FPR is strongly nonlinear in the cluster-size threshold and in the noise smoothness. Using the same clustersize threshold everywhere in such brain data will result in higher FPRs than expected in the smoother areas and lower FPRs than expected in the less-smooth areas.
A new AFNI program, 3dLocalACF, has been written to estimate the (a,b,c) parameters from Eq. ×FHWM. An example of the FWHM and FWQM smoothness estimates for one subject are shown in Fig. 6 . We can only speculate as to the precise causes of this nonuniformity in spatial smoothness. It is possible that high-resolution FMRI methods can reduce this size of this problem [12] .
A better approach to cluster-level detection must take into account this inhomogeneity. One approach would be to adaptively blur the data to make the spatial smoothness more homogeneous. An alternative approach is to adapt the cluster thresholding technique to deal with the spatial smoothness as it appears. It is this latter approach that we have chosen to develop first, through the randomization/permutation approach, as described in the next section. Another method, as yet unexplored, would be to generate synthetically non-stationary noise samples using the results from 3dLocalACF, and use those to compute spatially variable cluster-size threshold maps.
The Future, II: Equitable Thresholding And Clustering (ETAC)
Thresholding test statistics in realistic cases requires judgment, not just mathematics. Even in a simple case of testing a one-parameter alternative hypothesis (e.g., "mean = 0" vs. "mean ≠ 0"), one must judge between a one-sided test ("mean > 0") or two-sided ("mean < 0 or mean > 0"). In the latter case, one also has to judge whether it is necessary to give equal weight to both sides; that is, one could threshold so that under the null hypothesis of mean = 0, there is a 4% chance of a false positive (stating "mean > 0") and a 1% chance of a false negative (stating "mean < 0"). A principle of equity could reasonably force one to admit equal FPRs of either sign once the decision for a two-sided test has been made but this principle is not required by the mathematics or statistics of the situation (and could be -contravened, given unbalanced external costs between the two types of outcomes).
Here, we define equity to mean that one treats equally situations that do not have important a priori relative differences. In this way, the number of arbitrary choices is reduced. A method for such balanced or equitable thresholding is under development in AFNI. It is an extension of the randomization of residuals approach described earlier, in the "-Clustsim" option of program 3dttest++. The new method produces a set of maps of the cluster-size threshold to use, one for each member of a range of voxelwise p-value thresholds. A voxel is "accepted" if it passes any one (or more) of the individual voxelwise p plus cluster-size threshold tests. The cluster-threshold levels are chosen to be balanced, so that each cluster-threshold map (for one given p) contributes individually at the same FPR at each voxel, say α. In this way, no particular p-value and no particular location is specially favored: small high-intensity clusters are balanced with large low-intensity clusters; lowsmoothness regions will get smaller cluster-size thresholds than high-smoothness regions. The global FPR is chosen by adjusting the individual map-wise α to get the desired final 5% rate. These calculations are implemented, using sign-randomization/permutation simulated t-test volumes generated via 3dttest++, in the new program 3dXClustSim, which generalizes the older 3dClustSim to derive voxel-specific cluster-size thresholds, as well as allowing the simultaneous use of several voxelwise p-thresholds.
Preliminary results from the Beijing subset (198 subjects) of the FCON-1000 collection are shown in 
Discussion and Conclusions

A note on "The Bug" and on bugs in general
Of the many points considered here, we first commented on one of the least important and most publicly highlighted ones: the bug in the older versions of 3dClustSim (and its precursor AlphaSim).
As shown here and noted before, this is actually a minor feature and the effect of the bug on FPR is relatively small. Correcting the underlying problem did indeed reduce the false positive rates in these tests, but the change in results cannot be considered a major factor in the overall FPR inflation. Both before and after the bug fix, 3dClustSim performed comparably to the other software tools being investigated. This is not to say that the presence of the bug was not unfortunate, but by itself, it could not "have a large impact on the interpretation" [2] of FMRI results. In order to make significant FPR changes in the results of 3dClustSim, new methods were required, which were also presented herein and which are discussed further below.
Reproducibility has been a major topic in the field of FMRI, with several proposals of "best practices" put forth in various forms. It is obvious that the presence of bugs in software (as well as misuses of software settings inappropriate in the context and incorrect methods implementations) damages the validity and reproducibility of reported results, and there is no greater concern for those writing software particularly when it is intended for public use than preventing bugs. Much of the discussion --surrounding ENK16, particularly in comments to and take-aways chosen by the popular press, focused on the bug that was present in 3dClustSim. The discovery of this bug was highlighted and hyped as a major component for rejecting 15 years of brain studies and (up to) 40,000 peer-reviewed publications on the brain, under the tacit or explicit assumption that the reported results would be unreproducible.
However, rather than being evidence for "a crisis of reproducibility" within the field of FMRI, the advertisement of the bug is itself an important verification of the reproducibility of FMRI analysis. In this imperfect world, the philosophy for maintaining AFNI has always been to correct any bugs and to update the publicly available software as soon as practicable, often posting on the public Message
Board for significant changes. The AFNI group maintains a permanent and public list of updates/changes/bugs online, which we view as an important resource for users and an aid for supporting reproducibility.
While certainly an annoying moment for the researchers who used 3dClustSim (and for those who maintain the software), the knowledge and dissemination of this bug is part of the reproducibility process. The existence of software bugs is unfortunate but inevitable. Even huge distributions such as Python, Windows, Mac, and Linux release bug fixes regularly. Clarity of description and speed of repair are the best tools for combating their effects once discovered.
The state of clustering
There were many valuable points raised in the work of ENK16. Several of these were important for general consideration within the FMRI field, such as the assumption of most clustering approaches that spatial smoothness was well-enough approximated by a Gaussian shape. To address this point, we have shown how an updated approach within AFNI using an estimated non-Gaussian ACF greatly improves the FPR controllability within the test datasets. Additionally, there is also a new nonparametric method for clustering within AFNI that shows promise; however, this type of approach in general currently appears to be limited by practical considerations (that hold across software implementations) to relatively basic group analyses that can be performed through univariate GLM.
A permutation and/or randomization approach seems able to provide proper FPR control with few apparent assumptions; so why not use this approach for everything in FMRI group analysis?
Permutation tests of complex models (e.g., complex AN(C)OVA or LME) can become extremely computationally expensive, especially when coded in an interpreted language such as Matlab, Python, or R, where not all statistics are easily re-computable hundreds or thousands of times [13] . Nor is permutation/randomization easily implemented in complex situations with nesting and/or covariates.
Issues of smoothness inhomogeneity of the noise structure in brain images present significant challenges for the development of a parametric method for spatial thresholding but such a method -would be very useful. Considering the overall complexity of the problem, it appears unlikely that a "gold standard" prima facie correct method for spatial thresholding of neuroimaging data will appear soon.
Additionally, a permutation test is neither always required nor uniformly advantageous, as it may sacrifice power unnecessarily in some cases. For example, a fixed number of permutations would set a lower bound for the p-value that could be achieved (or require distributional extrapolation [14] ), leading to failure to detect a small cluster with a potentially very high significance level that would survive through a parametric approach or a much larger number of permutations. While permutation testing may be useful and even necessary in some situations, a general rule for determining those cases is not clear, and, as noted above, it may be computationally or methodologically prohibitive to use (e.g., in the common case of including covariates, missing data, mixed effects, etc.). Further work is required on this important issue for the field.
Final (for now) thoughts on statistics in FMRI and some recommendations -
Certainly, when using a clusterwise FPR value, one would hope that a method would reliably reflect the nominal rates. But, in conjunction with other trending discussions in the statistics literature, p-value thresholds are not sacred boundaries so that results around them live or die by tiny fractions above or below them; instead, thresholds are a convenience for focusing on reporting, but they are only part of the story. Our point here ties into discussions of reducing 'p-hacking' and emphasizing effect sizes in results reporting for FMRI [15] . One beneficial "side effect" of the equitable clustering method, as shown in Fig. 7 , is that results depend less sensitively on user-optional parameters such as blurring radius, NN value, and p-value(s) used for decision making.
Statistical testing and reporting is far from the end of a neuroscientific FMRI paper; in fact, these steps are just the technical prelude to the neuroscientific interpretation. At present, the conclusions of a study depend strongly on previous work and knowledge, rather than relying solely on statistical arguments from the current data alone. It is very hard to decide without close examination if a weakly "active" (or "connected") cluster in a brain map is actually critical to forming the paper's conclusions.
Despite being over 25 years since the first BOLD FMRI experiments were carried out, the mapping of human brain activity and connectivity is still evolving in both methodology and interpretation. Many nontrivial mathematical models have been designed to describe the diverse phenomena observed in neuroimaging research, yet most remain without "gold standard" verification. While improvements to methodology can help the situation (e.g., by increasing the reliability and specificity of characterization), authors, editors, and reviewers should continue to use statistical thresholding as a source of information, but not as the final authority.
One option for somewhat reducing the cluster size threshold in group analyses is to use accurate nonlinear alignment to a template, and then perform clustering within a slightly inflated gray matter mask instead of a whole brain mask. In the analyses shown herein, a whole brain mask comprising 74,397 3x3x3 mm 3 voxels was used. In a few simulations, we ran parallel analyses within a gray matter mask of 43,824 voxels in order to get a feel for the subsequent change in cluster size thresholds; on average, their sizes were reduced by about 25% (more at p=0.010, less at p=0.001). Since most FMRI-detectable activation or long-distance correlation occurs in gray matter, this approach has the potential for increasing statistical power without inflating FPR. It does depend strongly on the accuracy of the alignment to the template: affine or low order nonlinear alignment is not adequate for this purpose. Use of such a mask needs to be carefully vetted in any particular application, to ensure that all brain regions of potential interest are included, and that the subjects' alignments are all carried out to the needed precision.
At the time of writing, our recommendations for AFNI users are the following:
• When carrying out a group analysis via one-or two-sample testing, or GLM with between-subjects factors/covariates, one can have cluster-size thresholds determined by nonparametric analysis (using program 3dttest++ with the "-Clustsim" option); this has been tested extensively and gives very wellbehaved FPR, as shown herein.
• Group analysis can also be carried out via Monte-Carlo simulations (using 3dClustSim) with the new mixed model ACF option ("-acf") to account for the noise smoothness structure; for instance, in the case of more complex models (e.g., Linear Mixed Effects [13] , 3dLME), this likely must be the method used, at present, due to modeling limitations with GLM. The cluster parameters should be In the near future, we hope to release the ETAC (3dXClustSim) method for general use with 3dttest++;
however, further testing, development, and documentation are required before ETAC is fully ready.
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The authors declare no competing financial interests. blocks, a reduction of FPR is also seen with two-sample testing, though with the (longer) B2 it is much less apparent. Again we note that, while there are differences in software results for the various parameters, the parametric methods tend to perform quite similarly for most subsets of parameters.
Appendix A. Additional parsing and plotting of Eklund et al.'s FPR results
The notable patterns of FPR results for a given p-value, statistical test and stimulus may be useful in guiding further studies.
○ CS-FWHM-sub (3dClustSim using the mean across the tested subjects of the FWHM estimated from the mixed model applied to the subject's time series residuals).
In total, 1536 (=4×4×4×2×2×6) FPR estimates were generated by these simulations. These results are shown in Figs. B-1 through B-16.
In general, the permutation/randomization approaches (ETAC, CT-RT-res) provide good FPR control at the desired 5% rate. Some cases are too conservative (e.g., p=0.010, one-sample, one-sided for the E2 stimulus), and some are too liberal (ETAC for p=0.010, one-sample, two-sided for various stimuli/blur combinations); these results reiterate the benefits of using lower voxelwise p-values, as well as the preference for two-sample testing (particularly in this simulation setup, where the resting state "null" is known to not be structure-free noise). But none of these cases for these two methods are dramatically wrong, and most are consistently accurate for a range of experimental designs, blurring, p-value, etc.
For the methods where a parametric (Gaussian or mixed model ACF) approach is used to calculate the cluster-size threshold, the results vary much more dramatically. It is clear that the Gaussian ACF is always more liberal than the mixed model ACF, as it should be since the two approaches have the same FWHM by construction and the mixed model allows for longer range correlations. Somewhat surprisingly, it appears to be generally true that using the subject mean mixed model ACF parameters is more conservative than using the ACF parameters estimated directly from the t-test residuals. For this method (CS-ACF-sub), the FPR estimates are "reasonable" for the smaller p-values (0.001 and 0.002), and for the larger smoothing levels (8 and 10 mm). These results form the basis for our recommendations at the end of the main text of this paper. Figure 1 . False Positive Rates (FPRs) for various software scenarios in AFNI, with 1000 two-sample 3D t-tests (as in [1, 2] ) using 20 subjects' data in each sample. "buggy" and "fixed" means that the cluster-size thresholds were selected using the Gaussian shape model with the FWHM being the median of the 40 individual subject's values: "buggy" and "fixed" via 3dClustSim before and after the bug fix, respectively. "mixed ACF" means that the cluster-size threshold was selected using Eq. (3) This plot is automatically generated in program 3dFWHMx. Cluster-size thresholds are taken from the NN=2, one-sided tests table output from 3dClustSim (which also output tables for NN=1 and NN=3, and for two-sided tests). 
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Supplementary Information for "FMRI Clustering in AFNI: False Positive Rates Redux" †
Processing scripts
Here we include the commands used to preprocess the data when re-running simulations for the present comparisons. First, the anatomical volume was processed and aligned to the standard space template using nonlinear warping (Script_1.warper.csh). Because many simulations were run for a given subject, this step was performed just once per subject and the results were used in each subject's afni_proc.py command, saving a large amount of time in this relatively slow step. Then, the functional data were processed using the results of the anatomical-to-standard-space alignment (Script_2B.regress.csh for block designs and Script_2E.regress.csh for event-related designs). The full processing pipeline was specified with a single afni_proc.py command (based on the help file's Example 11), which creates a full processing pipeline, given the user's choices of methods and parameters. It also generates a set of quality control scripts to view alignment, motion estimates, etc. The group analyses were carried out with a separate scripts (which will be made available online along with the data used, for convenience), which generates a random collection from the analyzed datasets from Script_2*.regress.csh, and runs 3dttest++ and 3dClustSim to produce thresholded "activation" maps. 
# run afni_proc.py to create a single subject processing script afni_proc.py -subj_id $subj \ -script proc.$subj -scr_overwrite \ -blocks despike tshift align tlrc volreg \ blur mask scale regress 
# run afni_proc.py to create a single subject processing script afni_proc.py -subj_id $subj \ -script proc.$subj -scr_overwrite \ -blocks despike tshift align tlrc volreg \ blur mask scale regress Data used in Figures 1 and 4 of the main text.
Supplementary Table 1 provides the FPR values (as decimals) for the simulation results in Fig. 1 Fig. 5 of the main text. Table 1 . FPRs for various software scenarios, with 1000 two-sample t-tests (as in [1, 2] ) using 20 subjects' data in each sample. "buggy" and "fixed" means the cluster-size thresholds selected using the Gaussian shape model with the FWHM being the median of the 40 individual subject's values; "buggy" is using 3dClustSim before the bug fix, "fixed" is using 3dClustSim after the bug fix, "mixed ACF" means the cluster-size threshold selected using Eq. (1) model for spatial correlation of the noise, with the a,b,c parameters being the median of the 40 individual subject's values (estimated via program 3dFWHMx). Two different per-voxel p-value thresholds (one-sided tests, as used in [2] 
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