We present an experimental validation over different fiber types of an analytical model for nonlinear propagation in uncompensated optical transmission links. An ultra-dense WDM scenario was analyzed, transmitting a comb of ten 120-Gb/s PM-QPSK signals. 
Introduction
Recently, various analytical models for the evaluation of the impact of non-linear propagation in coherent uncompensated transmission (UT) links have been proposed, such as [1] - [6] . Some of these models are based on a frequency-discrete perturbative approach [1] - [4] , others on truncated Volterra-series [5, 6] . Most of them bear substantial similarities in their assumptions and analytical results. In this paper we concentrate on [1] , whose very good accuracy vs. simulation results was shown both with polarization-multiplexed quadrature phase-shift keying (PM-QPSK) at the Nyquist limit [1] (i.e., at baud-rate channel spacing with rectangular spectra) and at wider channel spacings with various PM-QAM (quadrature-amplitude modulation) formats [7] .
The goal of this work is to provide a first experimental validation of this analytical model. Specifically, we compare the model predictions with the results obtained in a multi-span experiment in which a wavelength-division multiplexing (WDM) comb composed of ten 30-Gbaud (120 Gb/s) PM-QPSK channels, spaced 33 GHz, is transmitted over a multi-span optical link. Three different fiber types are tested, in order to assess the validity of the model with substantially different loss, dispersion and non-linearity parameters. A good matching is found in all three analyzed cases, suggesting that the analytical model could be accurate enough to be used as an efficient tool for performance estimation in long-haul experiments over uncompensated fiber links.
Experimental set-up
The experimental setup is shown in Fig.1 . Five CW wavelengths spaced 66 GHz were modulated using a Nested Mach-Zehnder (NMZ) modulator to generate a 5-channel signal, with each channel carrying 60Gb/s. This WDM signal was then narrow-filtered using a reconfigurable Finisar optical Waveshaper™ filter, with -3dB bandwidth equal to 32GHz. All five 66-GHz-spaced QPSK channels were then launched into an optical frequency-doubler, comprising a pass-through branch and a frequency-shifter (FS) branch. The latter includes a NMZ modulator operated as a FS, configured to shift the five input channels by 33 GHz. The pass-through and FS branches were delayed for decorrelation and then combined to form a 10-channel, 33-GHz spaced QPSK signal. This signal was then polarization-multiplexed to form a 10-channel PM-QPSK signal with 33 GHz spacing, whose power spectrum is shown in Fig. 2a . Each PM-QPSK channel carries 120 Gb/s. Further details about the transmitter (Tx) setup can be found in [8] . The WDM signal was then launched into a re-circulating fiber loop, including a dual-stage EDFA which completely recovered the span losses. Three different types of fiber were used: standard single-mode (SSMF), pure silica-core (Z-plus™ PSCF) and non-zero dispersion shifted (NZDSF). The fiber parameters (span length L s , loss coefficient , total span loss A span , dispersion D, nonlinearity coefficient ) are reported in Table I . The value of A span includes the fiber loss plus all other extra-losses present between the input of the fiber and the input of the EDFA 1 st stage. A gain-flattening filter, the loop acousto-optic switch and the 3dB coupler were inserted between the EDFA first and second stage. The equivalent noise figure F eq of the loop was accurately characterized in different operating conditions of the dual-stage EDFA as a function of the power P in at the input of the 1 st stage amplifier. The values of F eq as a function of P in are shown in Fig. 2b .
The receiver (Rx) had a standard set-up for coherent reception [8] and used linear-amplified dual-balanced photodetectors with 30 GHz bandwidth. Channel selection was performed exclusively by tuning the local oscillator (LO). The four photodetectors electrical signals were digitized at 50 GSamples/s using a Tektronix DPO71604 realtime scope with -3 dB electrical bandwidth equal to 16 GHz. The Rx digital signal processing (DSP) consisted of a CD-compensation first stage followed by a 25-taps MIMO stage adjusted through a decision-driven CMA algorithm, followed in turn by frequency estimation and a Viterbi&Viterbi stage. Tx and LO lasers were two distinct, externalcavity lasers (ECL), with linewidth of about 100 kHz. 
Back-to-back results
According to [1] - [6] , the performance of an optical link can be estimated using a generalized optical signal-tonoise ratio, defined as: OSNR=P Tx,ch /(P ASE +P NLI ), where P Tx,ch is the power per channel launched into the fiber, P ASE =N s F(A span -1)hB n is the ASE noise power, N s is the number of spans, F is the amplifier noise figure, h is Plank's constant, v is the center frequency of the center channel and B n is the noise reference bandwidth. P NLI is the power of the non-linear interference (NLI), that we evaluate using Eq. (4) in [1] . In the absence of cross-talk or other Tx impairments and assuming to operate with a Rx whose transfer function is matched to the transmitted pulses, the back-to-back (btb) bit error rate (BER) for PM-QPSK modulation is given by [9] : , where R s is the baud-rate. As well-known, however, actual systems suffer from various Tx and Rx impairments that change such dependence. These impairments need to be calibrated out in btb, to be able to then isolate the non-linear propagation effects. Fig. 3a shows the back-to-back (btb) performance in terms of BER measured on the 5th channel of the WDM comb. The penalty of btb performance with respect to the ideal curve (shown in Fig. 3a as dasheddotted line) can be ascribed to two different categories of impairments: 1) Non-perfect matching between Rx filtering and transmitted pulses, which induces a rigid translation of the BER vs. OSNR curve. It can be modeled inserting a factor k in the BER formula:
2) Cross-talk between adjacent channels and/or electrical non-idealities at the Tx, which is responsible for an error floor at high OSNR values. It can be modeled as an additive noise term XT P Tx,ch proportional to the signal power:
Taking both impairments into account, we found the following best-fitting values for the btb performance:
k=1.26 and  XT =0.045 (corresponding to an error floor of 1.7·10 -6 ). Fig. 3a shows an excellent matching between the obtained analytical curve and the btb experiment. We also set up a simulative model of the system. After careful btb modeling, we were able to reproduce the experimental curve with simulations as well, again to excellent accuracy, as shown in Fig 3a. The number of simulated symbols was equal to 2 16 , thus the estimated BER values were reliable down to about BER=2·10 -4 (which corresponds to ~50 bit errors). Fig. 3b shows the transmission results in terms of BER, over the 5 th channel, vs. launch power per channel. The number of recirculations (20, 30 and 8 for SSMF, PSCF and NZDSF, respectively) was chosen in order to obtain approximately the same predicted minimum BER value (about 10 -3 ) for all fibers. The fiber parameters used in both simulations and analytical calculations are shown in Table I . The measured values of the equivalent loop noise figure (shown in Fig. 2b) were taken into account. PDL in the loop was reduced by an optimized choice of in-loop components and was constantly monitored from the Rx adaptive equalizer coefficients [10] . Its maximum estimated impact on the OSNR is 0.5 dB in linearity. The experimental results are shown as blue points in Fig. 3b , where a good agreement can be observed with the prediction of the analytical model (solid blue lines), obtained using Eqs.
Transmission results and conclusions
(1) and (2), with P NLI estimated by numerical integration of Eq. (4) in [1] . Simulations (dashed red lines in Fig. 3b ) also show almost coincident results with both analytical model and experiment, further reinforcing model validation.
In conclusion, we have shown a first experimental validation of the non-linear propagation model described in [1] , carried out over three fiber types spanning very different attenuation, dispersion and non-linearity parameters, also resulting in quite different predicted propagation distances. In all cases, the model could accurately estimate the optimum launch power, as well as the impact of non-linearity and resulting BER values. In general, our results hint at the fact that most perturbative models which assume that non-linearity can be modeled as an additive Gaussian noise disturbance, such as [1] - [6] , are accurate enough to successfully predict uncompensated system performance. 
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