Abstract The use of high-level abstraction models can facilitate and improve not only system development but also runtime system evolution. This is the idea of this work, in which behavioural models created at design time are also used at runtime to evolve system behaviour. These behavioural models describe the routine tasks that users want to be automated by the system. However, users' needs may change after system deployment, and the routine tasks automated by the system must evolve to adapt to these changes. To facilitate this evolution, the automation of the specified routine tasks is achieved by directly interpreting the models at runtime. This turns models into the primary means to understand and interact with the system behaviour associated with the routine tasks as well as to execute and modify it. Thus, we provide tools to allow the adaptation of this behaviour by modifying the models at runtime. This means that the system behaviour evolution is performed by using high-level abstractions and avoiding the costs and risks associated with shutting down and restarting the system. Communicated by Prof.
Introduction
The defining characteristic of model-driven development (MDD) is that models rather than computer programs are the primary focus of software development. Traditionally, the key premise behind MDD has been the use of these models during development activities to improve software development or even to systematically generate a concrete implementation of the modelled software system. However, the need for fast runtime adaptation required for newer generations of software systems has led a growing number of MDD researchers to also explore the use of models at runtime. Models can provide a richer semantic base than system code for runtime decision-making. Thus, the idea is to use models at runtime to represent the part of the system that should be dynamically evolved during system execution.
In this work, we propose the use of models at runtime to evolve the behaviour of Ambient Intelligence (AmI) systems. AmI is a computer paradigm that tries to make the vision of Weiser [1] a reality, where environments are electronically enriched to make them sensitive to user needs. One of the most important goals of building such environments is to serve people in their everyday lives and free them to a large extent from tedious routine tasks. To achieve these goals, AmI systems must automate these routine tasks when needed. Routine tasks, which are also known as user behaviour patterns, are characterized by habitual repetition in similar contexts. Some examples of user behaviour patterns are reactions to things that happen around us, such as closing windows and lowering every blind when it starts to rain; others are determined by our lifestyle, such as reading electronic mail and opening certain web pages as soon as we have access to internet; others are determined by our timetable, such as getting up at 8.00 a.m., having a shower, having breakfast, going to work, etc.
Note that many of these behaviour patterns can be known at design time. Thus, in [2] , we proposed a context model and a context-adaptive task model to describe these patterns at a high level of abstraction. Some of them might never change in a user's lifetime; however, most of them will. Users' context and circumstances usually change over time, and behaviour patterns must evolve to adapt to these changes. Even though the proposed models specify the patterns to be automated in such a way that their execution adapts to context, changes in the user behaviour patterns cannot be anticipated at design time; therefore, the evolution of user behaviour pattern is an aspect that must be considered in order to properly automate them.
Considering the environments where AmI systems are deployed (e.g. homes, hospitals, educational centres, etc.), this evolution should be done in a non-traumatic way for users, i.e., without requiring stopping the system to reinstall it. In this work, we confront this problem by reusing the proposed models at runtime. We developed a Modelbased behaviour pattern Automation Engine (MAtE) [2] that is in charge of automating the behaviour patterns by directly interpreting the models. MAtE uses a context monitor to detect changes in the system context. Thus, when the context changes, MAtE interprets the models at runtime and executes the functionality required to support the user behaviour patterns. Note that this strategy turns models into the only representation of user behaviour patterns. Therefore, if models are evolved at runtime, MAtE immediately reinterprets them making the system behaviour evolve automatically. This is the premise on which the evolution proposed in this paper is based:
The evolution of the system behaviour is achieved by updating the models at runtime.
In this work, we focus specifically on evolving the system behaviour that is in charge of automating user behaviour patterns. This is achieved by confronting two of the most important challenges identified in software evolution:
1. Supporting evolution at high levels of abstraction (e.g. design models) [3] [4] [5] . 2. Supporting post-deployment runtime evolution [6, 7] .
It is worth noting that evolution can be handled either automatically by the system itself (it is the system that detects changes in user behaviour and adapts the automated behaviour patterns to those changes), or manually by humans (the automated behaviour patterns are evolved by humans after analysing the new automation requirements). In this work, we focus on the second possibility since an automatic evolution of behaviour patterns in AmI systems may be very intrusive if there is a mismatch between end-users' expectations and system behaviour. Therefore, we present two tools for facilitating the manual evolution of the system: (1) a tool for designers, which allows them to analyse and evolve the patterns by graphically modifying the models; (2) a tool for end-users, which allows them to evolve the automated behaviour patterns by using intuitive graphical interfaces that guide the end-users step by step.
To sum up, the contributions of this paper are the following:
• A novel approach that makes it easier to evolve the behaviour patterns that are automated by an AmI system. To achieve this, patterns are automated by interpreting behavioural models at runtime.
• Mechanisms and tools that allow the runtime evolution of the automated behaviour patterns at a high level of abstraction.
The remainder of the paper is organized as follows. Section 2 introduces the AmI system concept and motivates and characterizes the evolution that we confront in this work. Section 3 presents an overview of our approach. Section 4 introduces the proposed models for specifying behaviour patterns. Section 5 explains how the models are used at runtime to automate the specified behaviour patterns. Section 6 describes the high-level mechanisms provided for evolving the automated behaviour patterns at runtime. Section 7 presents the tools developed to allow the AmI system behaviour to be evolved at a high level of abstraction after deployment. Section 8 evaluates the presented approach. Section 9 discusses the related work. Section 10 presents the most important benefits of the proposal. Finally, Sect. 11 explains the conclusions and future work.
Motivation: evolution of user behaviour patterns
AmI systems focus on providing smart environments to users. According to Weiser [1] , a smart environment is a "physical world that is richly and invisibly interwoven with sensors, actuators, displays, and computational elements, embedded seamlessly in the everyday objects of our lives, and connected through a continuous network". In this context, several terms are used in the published literature for talking about similar concepts. The main differences depend on the context of use: Academy vs. Industry and USA vs. Europe. While researchers in the USA were working on the vision of ubiquitous computing, industry, led by IBM, coined the term pervasive computing. At the same time, the European Union began promoting a similar vision for its research and development agenda through the notion of AmI. Although subtle distinctions could be made between these terms based on their etymological meanings (ubiquitous does not imply intelligence, nor does intelligence imply pervasiveness, etc.), we can state, in general terms, that the main idea or vision behind them is the same. Therefore, in this work, they are considered equivalent concepts. In a nutshell, the main goal of AmI systems is to control devices in order to provide users with complex behaviours. To achieve this, an AmI system provides a set of services. There are services in charge of interacting with devices to provide the environment with active behaviours (such as those to turn lights on, raise blinds, play a movie on a television, or activate an alarm); and there are other services in charge of interacting with devices to sense the state of the environment (such as those to sense the lighting intensity, to detect people's presence, or to obtain climatological information). It is important to note that services in AmI are not considered in isolation; instead, they are considered in conjunction with the rest of services that are provided to control the existing devices. In our approach, a behaviour pattern can be viewed as a specific coordination of these services that begins when specific conditions are fulfilled in order to provide the user with an automated behaviour. Thus, each user behaviour pattern that must be supported by the system is designed as the execution of a coordination of services. Figure 1 represents this notion graphically.
As a motivation example, we present a set of AmI services that are in charge of interacting with different objects of a smart home. In order to better understand them, rather than presenting technology implementations, we show the services from a conceptual point of view by means of a UML class diagram, as shown in Fig. 2 . In this example, we consider pervasive services as classes with operations that allow interaction with the physical environment. Note, however, that other strategies (e.g. considering them as web services or distributed components), could be used.
The service operations presented in Fig. 2 allow us to individually interact with different objects. For instance, we can turn the radio on and off, switch the light of the bedroom on and off, or know if a person has been detected in the kitchen. However, these service operations must be executed in a coordinated way in order to support user behaviour patterns. Figure 3 shows an example of a pseudo-code representation of the execution of a behaviour pattern to support the user when she/he wakes up. As shown, at 7.50 a.m. on a working day, the system switches on the bathroom heating; ten minutes later, when the user must get up, the system turns the radio on. Then, if it is a sunny day, the system raises the bedroom blinds; otherwise, the system switches on the bedroom light. Afterwards, when the user enters the kitchen, the system makes a coffee. Let us suppose now that the user's preferences change after deployment and she/he prefers orange juice for breakfast rather than coffee; or the user prefers to raise blinds when it is not raining rather than only on sunny days; or the user prefers to apply this behaviour pattern on weekends rather than on working days. These simple changes require stopping and redeploying the system if ad hoc solutions (such as the one shown in Fig. 3 ) are used. To avoid this, we require engineering solutions that allow us to perform this type of post-deployment evolution without stopping the system.
Evolution characterization
In this section, we characterize the evolution supported in this work by following the taxonomies published in [8, 9] . Lientz and Swanson classify software evolution by answering the question why. They describe three intentions for software evolution: to perfect the system (perfective), to adapt the system (adaptive), and to correct the system (corrective). Buckley et al. complete the taxonomy of Lientz and Swanson by answering the questions: when, where, what, how, and who. The when dimension characterizes evolution from two main aspects: (1) the phase of the software life cycle in which it is performed, which determines three types of evolution: at compile time (static), at load time, and at runtime (dynamic); and (2) the anticipation of the required evolution, which determines two types of evolution: anticipated, if evolution can be foreseen at design time; and unanticipated, if evolution needs arise from using the system. The where dimension characterizes the software artefacts where changes are made (requirements, architecture, design, source code, documentation, or test suites). The what dimension characterizes evolution from the point of view of the system attributes that may have influenced it. These attribute properties can be the following: availability (whether the software system has to be permanently available or not); activeness (evolution is either reactive if system changes must be driven by an external agent or proactive if the system is able to self-change by using the information received from monitors); openness (whether or not the system must allow for extensions); and safety (whether or not safety aspects must be considered at compile time and/or at runtime). The how dimension characterizes evolution from the point of view of the degree of automation and formalism that is introduced in the mechanisms provided to support it. Finally, even though the who dimension does not have a concrete taxonomy due to its great variety, it determines the stakeholders involved in software evolution.
In this work, we propose designing user behaviour patterns in models and interpreting the models at runtime. Thus, user behaviour patterns are evolved by evolving the models. Taking into account the dimensions introduced above, this evolution is characterized as follows:
• Why: user behaviour patterns need to be evolved to adapt to new users' needs and circumstances. Therefore, this evolution has to be adaptive.
• When: it is dynamic and unanticipated. It is dynamic because user behaviour patterns should be evolved at runtime, without stopping the system. It is unanticipated because the way in which user behaviour patterns must change cannot be foreseen at design time. These changes can be produced by modifications in users' habits due to personal reasons, bad experiences with the system behaviour, unplanned alterations of the physical environment, and so on.
• Where: the only runtime artefacts that represent user behaviour patterns are the models. Therefore, models are where changes are made to evolve the user behaviour patterns.
• What: AmI systems must always be available in order to evolve user behaviour patterns. Note that users may need them at any time. In addition, user behaviour patterns should be evolved in a proactive way. Note that AmI sys-tems can be self-adapted by analysing user behaviour and predicting a required evolution. However, it is desirable to confirm the predicted evolution with users before applying it so that it is not intrusive [10] . AmI systems can be considered as open systems because they are developed in such a way that new services can be plugged in to support new devices. Finally, user behaviour evolution must provide behavioural safety in order to avoid system behaviour that is not desired by users.
• How: the mechanisms proposed to evolve the system are the models. Models are formalized by metamodels. Thus, the evolution is driven by the restrictions defined in the metamodels, which make the mechanisms perform evolution with a high degree of formalism. Behaviour patterns must be evolved on users' demand whenever required. Thus, evolution is not automated.
• Who: the evolution of the automated behaviour patterns should be driven by developers and by the end-users themselves. Note that some AmI environments such as hospitals or educational centres require a flexible evolution that can be done in a non-traumatic way by the end-users.
Approach overview
In this section, we introduce an overview of how behaviour pattern automations are evolved at runtime using our approach.
First of all, we have to consider that behaviour patterns are described in a task model and a context model (both presented in the next section). These models are interpreted at runtime by a MAtE, which executes the corresponding behaviour patterns according to the current context (see Fig. 4 ). When a context changes (e.g. a user enters a room), MAtE checks whether there is any pattern that has to be executed. If so, MAtE retrieves the pattern instance from the models and executes the corresponding pervasive services as specified in the pattern, taking into account the context conditions defined over properties of the context model.
Thus, the evolution of automations can be done by simply updating the models. This evolution is applied the next time that the modified information is interpreted from the models, resulting in the evolved system behaviour. For instance, if a new behaviour pattern is added, it is executed the next time that a context change triggers the execution of the pattern; if a behaviour pattern is modified, the next time it is executed, the changes are considered; if a behaviour pattern is deleted, it is not executed anymore.
In order to update models at runtime, we provide two different tools aimed to be used by designers and end-users. These tools provide interfaces that, by abstracting the Java implementations that update models, allow pattern automations to be evolved in a graphical way. Thus, the process followed in order to evolve the behaviour patterns is as follows:
1. Designers or end-users use the provided graphical tools to update the models. With these tools, behaviour patterns can be added, updated, or deleted from models. 2. When the context changes, MAtE reinterprets the models (considering the changes made in the previous step) and loads the patterns that must be executed. 3. MAtE searches for the pervasive services that must be executed to carry-out each pattern and executes them according to the pattern descriptions. 4. The pervasive services are executed taking the changes performed in Step 1 into account. Therefore, modifications in models result in the evolution of the system behaviour at runtime, without stopping the system.
It is important to note that when a behaviour pattern is being executed, its current execution cannot be modified; the changes performed to a pattern will be applied the next time the pattern has to be executed.
Although this work is focused on AmI environments, note that the approach proposed to evolve system behaviour can be generalized to other domains. To do so, we need models that describe the behaviour to be evolved, tools for editing them, an engine that interprets the models, and mechanisms that allow the engine to look up the functionality that supports the behaviour described in the models.
Finally, it is worth remarking that the main contribution of the presented work is the adaptation of system behaviour by directly evolving the models at runtime. We combine the research areas of models at runtime, user task automation, and AmI systems to build an approach for automating behaviour patterns by interpreting at runtime the models where the patterns are specified. As Sect. 5 will show, this approach makes the evolution of the behaviour patterns at runtime easier and at a high level of abstraction: since MAtE interprets the models and executes the routines as specified, the routines can be evolved by directly modifying the models at runtime. To facilitate this evolution, in Sects. 6 and 7, we present appropriate mechanisms and tools for developers, designers, and end-users.
Modelling user behaviour patterns
To specify the user behaviour patterns that users want to be automated, we proposed a domain specific modelling language (DSML) composed by two models: a context model (to specify the context on which the behaviour patterns depend) and a context-adaptive task model (to specify the behaviour patterns according to the context described in the context model).
The context model
A suitable model for handling, sharing, and storing context is essential for automating user behaviour patterns in an unobtrusive manner. Different context models have been proposed to capture context in Pervasive Computing. Some of the most important examples are object-oriented models such as the ones proposed by the CORTEX [11] and Hydrogen [12] projects; key-value models such as the one used by Dey in the Context Toolkit [13] ; graphical models such as ContextUML [14] and CML [15] ; etc. However, several studies [16] [17] [18] state that the use of ontologies to model context is one of the best choices. Therefore, we use the context ontological model proposed in [2] to semantically describe the required context. The concepts provided by this model and their main attributes and relationships are shown in Fig. 5 . This model allows the following to be represented: users, locations, environment properties, policies, temporal properties, system services, and events (which could be, for instance, context changes or task execution).
The model is specified in the Ontology Web Language (OWL) [19] . OWL is an ontology markup language that greatly facilitates knowledge-automated reasoning and is a W3C standard. Therefore, the classes of the ontology are defined as OWL classes, the attributes as data properties, and the relationships as object properties. The context specific to the system is defined as OWL individuals, which are instances of these classes. Figure 5 shows also some context instances of the example presented in Sect. 2. For instance, Bob is defined as an individual of the User class, Kitchen is defined as an individual of the Location class, Temperature is defined as an individual of the EnviromentProperty class, etc. To create the context model easily, we used the EODM plugin 1 of the Eclipse platform, which allows an OWL model to be visualized and edited using a tree editor (as shown in Fig. 5) , and OWL code.
The context-adaptive task model
The proposed context-adaptive task model is based on the Hierarchical Task Analysis (HTA) technique [20] , which breaks tasks down hierarchically into other tasks. We chose a HTA-based model instead of other task models because it provides us with more facilities to describe user behaviour patterns [2] . Specifically, we proposed defining a task hierarchy for each behaviour pattern. The root task (depicted by an ellipse, see Fig. 6 ) represents the behaviour pattern and has an associated context situation (depicted with a note associated with the root task). This context situation defines the context conditions whose fulfilment enables the execution of the behaviour pattern. This root task can be broken down into composite tasks (which are intermediate tasks) and/or system tasks (which are leaf tasks). Composite tasks (depicted by ellipses, see Fig. 6 ) are used for grouping subtasks that share a common behaviour or goal. System tasks are depicted by ellipses with a blue border and are associated with pervasive services that are in charge of implementing the functionality that performs the tasks. These services can be developed by using any development method; the only restriction is that they must be implemented in Java/OSGi 2 in order to be used by the infrastructure presented in the following sections. Additional information about service implementation can be found in [21] .
Both composite and system tasks can have a context precondition, which is depicted between brackets within the task ellipse (see Fig. 6 , tasks turn on bathroom heating, raise bedroom blinds, and switch bedroom lights on). This precondition defines the context situation that must be fulfilled so that a task is performed (if the precondition is not fulfilled, the task will not be executed). Child tasks inherit the context preconditions of their parent task.
In order to break down a behaviour pattern or a composite task into simpler tasks, we propose two task refinements: the exclusive refinement (represented by a solid line) and the temporal refinement (represented by a broken line). The exclusive refinement decomposes a task into a set of subtasks in such a way that only one subtask will be executed (disabling the others). The temporal refinement also decomposes a task into a set of subtasks; however, this refinement provides constraints for ordering the execution of these subtasks. These constraints are depicted by means of arrows between the related tasks. A complete description of these operators can be found in [2] .
As example, Fig. 6 shows the modelling of the WakingUp pattern 3 . It is initiated at 7.50 a.m. on a working day (see context situation associated with the root task). The root task is refined into four tasks by temporal refinements in such a way that they must be executed following the specified constraints. According to the first task (the one situated on the left side), the system starts by turning on the bathroom heating. Ten minutes later (see temporal association between both tasks), the system must turn on the radio. This second task is related to the lighting task by means a concurrent task temporal operator (|=|), which indicates that the execution order of the turn on the radio and lighting tasks is not relevant.
The Lighting task is a composite task that is refined in two tasks (raise bedroom blinds and switch bedroom light on) by exclusive refinements in such a way that only one of these tasks will be executed (depending on whether or not it is a sunny day). After the lighting task is executed, the system completes the behaviour pattern by making coffee when the user is in the kitchen (see temporal restriction between tasks).
To conclude this section, we formalize the elements that can appear in the task model (i.e. its abstract syntax) by defining its metamodel, which is shown in Fig. 7 . The main element of this metamodel is the Task class, which can be system or composite. The composite tasks can be refined into more specific tasks, using a Temporal Refinement or an Exclusive Refinement, until they can be considered system tasks (i.e. executable tasks). Each system task is related to a service that can execute the task. This service is specified by its identifier and the name of the method that should be specifically executed to carry out the task. When a composite task has been refined by using the temporal refinement, its subtasks are related by means of a temporal relationship. A Behaviour Pattern is defined as a subtype of composite task. Each Behaviour Pattern has to be related with a context situation element, which is a context condition that must be fulfilled to activate the behaviour pattern. Temporal relationships can also be related to a context condition. In the same way, tasks can also have a context precondition, which is a subtype of context condition. Additional information about the model and its metamodel can be found in [2] .
Automating user behaviour patterns through model interpretation
In this section, we present a software infrastructure that interprets the models presented above at runtime in order to automate the specified behaviour patterns. To do this, we first justify why model interpretation has been chosen; next, the developed software infrastructure is explained discussing the architectural decisions taken; finally, we introduce an overview of some implementation issues.
Why model interpretation?
The models presented in the previous section describe the behaviour patterns that have to be automated in order to satisfy user needs. These models are not only abstract representations of the behaviour patterns, but they are also machineprocessable artefacts with enough precision to be used as executable models [2, 22] . In order to turn executable models into a reality, two strategies can be applied: code generation, in which models are executed by means of translating them into an equivalent system code (such as in [23, 24] ); and model interpretation, in which models are executed by using an interpreter/engine that directly executes what is specified (such as in [25, 26] ). Code generation is usually better, for instance, when the use of system resources is critical for the system: code generation usually needs less system memory (in model interpretation, models are managed in memory, which produces a higher usage of it), and it provides a better system response time (in model interpretation, the interpreter needs to analyse the models, which may impact on the response time).
However, the objective of this work is to automate behaviour patterns in smart homes in such a way that the patterns can be evolved after system deployment, even by end-users. In this context, the use of system resources is not critical: system performance and memory usage are not a problem for the size of the models managed in this domain (see Sect. 8.2 for more detail). In addition, with a focus on facilitating this evolution at runtime, model interpretation provides more benefits than code generation [28] . These benefits are the following [27] :
• It enables faster changes: changes in the model do not require an explicit regeneration, rebuild, retest, and redeploy step. This will lead to a significant reduction in the turnaround time.
• It enables changes at runtime: because the model is available at runtime, it is even possible to change the model without stopping the part of the system that provides the functionality that is changed.
• It is easier to update and scale: it is easier to change the interpreter and restart it with the same model. It is not necessary to generate the code again using the updated generator. The same can hold for scaling: scaling an application means initializing more instances of the interpreter that executes the same model; thus, parallel behaviour could be performed. For instance, it may be necessary to apply parallel instances of MAtE in health care applications, where many behaviour patterns should be performed at the same time, context is changing quickly, and the time response is critical.
• It is more secure: The model interpreter provides an additional layer of security when modifications should be made in aspects captured by models. When applications are generated from models, they are deployed in a specific system, and modifications may require accessing the file system or other system resources. When models are interpreted, modifications are made by updating models, and the rest of the system is abstracted by the interpreter. In this way, the interpreter provides an additional layer on top of the infrastructure, and everything underneath is abstracted away. This also makes it possible to decouple the models from the automation platform (OSGi environment, interpreter and pervasive services), which can then be offered as a service, following the Platform as a Service (PaaS) principle. Thus, any user could have a pervasive system that automates his/her behaviour patterns by deploying his/her models (i.e. context-adaptive task model and context model) in the cloud, without the cost of developing the software required to automate the patterns.
For these reasons, we have applied a model interpretation strategy. The automation of behaviour patterns is carried out by an engine that directly interprets the models at runtime. This allows the models to become the only representation of the automated behaviour patterns, which enables the automated behaviour patterns to be evolved by directly updating the models at runtime.
Finally, it is important to note that in the end, the use of one technique or another will depend on the system domain and its requirements. We have chosen model interpretation because it provides us with more benefits for dealing with evolution in smart home systems.
Software infrastructure
AmI systems are deployed in active environments whose context properties are continuously changing. These properties constitute the context in which the system is executed and become a key element in deciding when to execute one behaviour pattern or another. Thus, to carry-out the behaviour patterns as specified in the models, two important things have to be considered: (1) the opportune context in which each behaviour pattern has to be triggered; and (2) the tasks to be executed in each behaviour pattern, taking into account their execution order and the context in which they have to be executed.
The context properties in which each behaviour pattern has to be triggered are specified in the task model as a context situation that is related to each behaviour pattern (see Sect. 4.2).
Thus, in order to automate a behaviour pattern as specified in the models, the following steps must be performed:
1. It must be determined whether the value of the context properties specified in the context model change. To do this, context should be continuously monitored. 2. When context changes (i.e. a sensor detects a change or a service is executed), the context model must be properly updated. 3. The context-adaptive task model must be interpreted to detect whether the new context satisfies the context situation of some behaviour pattern. 4. If the context situation of a behaviour pattern is fulfilled, the behaviour pattern must be performed. To do this, the corresponding behaviour pattern instance stored in the context-adaptive task model must be retrieved. The retrieved information must be interpreted and the appropriate system tasks of the pattern must be executed according to its specification and the current context stored in the context model.
Therefore, considering the service orientation of the AmI system architecture (see Sect. 2), where services are provided to control the devices that exist in the environment, we provide two additional architectural elements in order to automate user behaviour patterns through model interpretation (see Fig. 8 ):
1. A context monitor, which is in charge of monitoring the execution of services in order to capture context changes (step 1). When a change in context is detected, the monitor adds the corresponding Event instance to the context model and updates its corresponding context properties at runtime (step 2). Once the context model has been updated, the context monitor informs the engine described below about this change (step 3). 2. A Model-based Automation Engine (MAtE), which is in charge of executing the specified behaviour patterns in the appropriate context. To do this, when the context monitor informs MAtE about a context change, MAtE checks the context situations specified in the task model (step 4). If the context situation of a behaviour pattern is fulfilled, MAtE automatically executes that pattern (step 5). To do this, MAtE executes the appropriate system tasks of the behaviour pattern by taking into account their relationships, their refinements, and the current context. To execute a system task, MAtE executes the pervasive service that is associated with the task.
Therefore, the architecture of our proposal is made up of the following elements: (1) the physical environment in which a set of devices (sensors and actuators) are installed; (2) the services that are in charge of controlling these devices; (3) the context and context-adaptive task models that are in charge of describing how the AmI services should be automated in order to satisfy the user needs; (4) a context monitor, which is in charge of monitoring the service execution in order to detect changes in the environment properties and updating the context model accordingly; and (5) the MAtE engine, which is in charge of interpreting the context-adaptive task model in order to execute AmI system services according to the desired user behaviour patterns.
Implementation issues
Both the context monitor and MAtE have been developed using Java/OSGi technology. We have chosen OSGi because it is widely used for developing AmI systems due to the numerous important benefits that it provides: (1) it provides a service-oriented architecture; (2) it allows device discovery using low-level protocols such as EIB, Lonworks, or UPnP; (3) it provides dynamic bundle loading and updating, and service lookup; (4) it acts as a bridge to the final device drivers in order to provide a software representation of devices; (5) there is a dynamic coupling of services and devices, which guarantee a high level of robustness; etc. The OSGi framework allows services to be registered by publishing their interfaces using the framework's service registry. This registration makes the services discoverable so that a certain service can be searched for when needed. The framework also manages dependencies among services to facilitate the coordination among them. These dependencies are implemented using wire objects. A wire object acts like a communication canal between a producer service and a consumer service. When a wire is created, the producer service can produce information to be used by the consumer service. To achieve this, the producer service must implement the OSGi producer interface, while the consumer service must implement the OSGi consumer interface. Wire objects implement methods to store and manage the interchanged values. The consumer interface contains methods to add wire objects to the consumer and to retrieve them, while the producer interface contains methods to add wire objects to the producer, to update the wire values, and to notify changes to consumers.
The components of the software infrastructure have been connected as follows (see Fig. 9 ): MAtE and the context monitor are developed as Java OSGI services. They are connected by an OSGi wire. In this wire, the context monitor plays the role of producer because it informs MAtE about context changes; while MAtE plays the role of consumer because it needs to know the context changes detected by the context monitor. The context monitor is also connected with each one of the services of the AmI system by a wire. In these wires, the services act as producers because they provide the context monitor with information about context; while the context monitor acts as a consumer because it uses the information produced by the services to update the context model and notify MAtE. In addition, all services provided by the AmI system are published in the OSGi registry so that MAtE can discover them when they must be executed. To execute a service, MAtE uses the Java reflection capabilities. When this happens, MAtE interprets the context-adaptive task model to check whether some context situation is fulfilled and carry-out the behaviour patterns whose context situation is fulfilled. To carry-out a behaviour pattern, MAtE searches for the services that need to be executed using the service registry and executes them as specified in the task model.
High-level mechanisms for evolving the behaviour patterns
As said, the models are the unique representation of the automated behaviour patterns. These models are directly interpreted at runtime to execute the behaviour patterns as specified. For this reason, when the models are changed, the next time they are interpreted by MAtE, the changes will be applied. Thus, in order to allow developers to evolve the automated behaviour patterns, we provide them with highlevel mechanisms to manage the models at runtime. We now present these mechanisms and analyse the different types of evolution that can be performed using them.
Mechanisms for managing the models at runtime
We designed and developed the following mechanisms for managing the models at runtime: OCean, which allows the context model to be updated at runtime; MUTate, which allows the task model to be updated at runtime; and a concurrency module, which ensures that the evolutions are performed in a consistent manner. OCean and MUTate are developed as java APIs so that they provide the same vocabulary defined in the ontology and the task model metamodel, respectively. This facilitates that they can be used by thirdparty systems in any software platform. These APIs provide the same high-level abstraction concepts used in the modelling language so that the models can be managed using the same concepts. In addition, these APIs ensure that the changes are syntactically correct because they have to be in accordance with the context ontology and the task metamodel definition. To develop these APIs, we have applied the best practices on API development recommended in the literature [28, 29] .
Ontology-based context model management mechanisms: OCean
OCean allows the context model to be managed using the vocabulary established in the context ontology. Since context is captured in the context model as OWL individuals, the OCean API allows the creation, retrieval, modification, and deletion of any individual of the context model. To achieve this, the API provides a Factory class for creating new individuals in the context model and getting those that have already been created. Also, the API provides an implementation class (and its corresponding Java interface) for each one of the OWL classes defined in the context ontology. Each class allows its individuals to be obtained, modified, and deleted. To achieve this, each of these classes provides:
• An attribute for each one of the properties and relationships of its OWL class; e.g., the Person OWL class has Name and preference as attributes.
• Get and set methods for each one of these attributes; e.g., getPreference, setName.
• Add and remove methods for the attributes whose type is a List. These methods allow an element to be directly added to the list; they also allow all the elements of the list to be removed; e.g., addPreferences, removePreferences methods.
To generate this API from the context ontology, we have used the Jastor 4 tool. We have extended this generated API with a Model class that allows a context model to be opened and saved. To make the update of the context model according to context changes easier, this class also provides a more generic API that allows us to manage the individuals of the ontology independently of their class. Specifically, this Model class provides methods such as setProperty or getProperty to update and obtain a property of any individual, or addRelatedInstance to relate an individual to another individual. Furthermore, this Model class provides facilities for querying the model using SPARQL, 5 which is a graphmatching query language recommended by the W3C that allows queries to be built to search for certain individuals in the context model. Specifically, the class provides the method checkCondition to check whether or not a context condition is fulfilled.
To implement this class, we used Jena 2.4, 6 the OWL API 2.1.1, 7 and the Pellet reasoner 1.5.2. [30] . Jena is a Java framework for building Semantic Web applications that provides a programmatic environment for OWL and SPARQL and includes a rule-based inference engine. We used Jena to open the OWL model and save the performed changes in it. The OWL API is an open-source API that provides facilities for creating, examining, and modifying an OWL ontology. We used the OWL API to access and modify the individuals of the context model. Pellet is an open-source tool that provides reasoning services for OWL ontologies. Pellet facilitates accessing the information stored in the ontology and allows us to launch a SPARQL query against the context model using Jena.
Model-based user task management mechanisms: MUTate
Similar to OCean, MUTate allows the task model to be managed using the vocabulary established in the task model metamodel. Specifically, we used the Eclipse Modelling Framework (EMF) plugin of the Eclipse Platform, which provides us with many benefits for managing an XMI model at runtime. From the metamodel of the task model in Ecore (see Fig. 7 ), we used EMF to generate the MUTate API for managing a task model. This API provides a Factory class for creating new instances of the task model metamodel elements and getting those that have already been created. In addition, MUTate provides a Java interface and an implementation 4 http://jastor.sourceforge.net/.
5 http://www.w3.org/TR/rdf-sparql-query/. 6 http://jena.sourceforge.net/.
7 http://owlapi.sourceforge.net/.
class for managing the instances of each one of the classes of the metamodel (e.g. BehaviourPattern class, Task class, TemporalRelationship class, etc. See Fig. 7) . Each of these classes provides:
• An attribute for each one of the properties and relationships of the metamodel element that the class represents; e.g., the BehaviourPattern class has name and subTasks as attributes.
• Get and set methods for each one of these attributes; e.g., getName.
• An add method for the attributes whose type is a list. This method allows an element to be directly added to the list; e.g., addSubTask method.
Some of these Java classes represent context conditions, such as ContextSituation or ContextPrecondition. These classes provide the checkCondition method as well, which queries the context model to check the corresponding context condition by using OCean. In order to get additional information about these two APIs, their complete specification can be downloaded from http://www.pros.upv.es/art/.
Concurrency Management MUTate and OCean can be used for managing the models at runtime. However, to do this at the same time that MAtE and the context monitor interpret the models, concurrency mechanisms are needed to maintain the consistency of the models. For instance, at the same time that we are evolving the models, MAtE can be interpreting the task model to automate behaviour patterns (or the context monitor can be updating the context model). Therefore, during partial modifications, MAtE or the context monitor could access an inconsistent model. Note that one of the objectives of this work is to evolve the configured automations without stopping the system. In order to deal with this problem, we have integrated MUTate and OCean with a module that controls the access to models by following a strategy that is commonly used in the management of concurrency in databases: Multiversion Concurrency Control (MCC) [31] . The main advantage of using the MCC model of concurrency control is that reading operations or reading and writing operations do not block each other.
Basically, the MCC strategy proposes the use of multiple versions of the models, although only one is considered the master copy. As shown in Fig. 10 , when the models have to be updated, the concurrency module makes a dirty copy where the changes will be made. When all the changes are finished, the concurrency module updates the master copy accordingly. This is done in a transactional environment in order to guarantee the isolation of this action with respect to others. To do this, we use the transaction facilities provided by EMF for the task model and the transaction facilities provided by Jena for the context model. Thus, we achieve that the models that are interpreted are always consistent.
Supported evolution
Using these high-level mechanisms, any change that respects the task metamodel and context ontology syntaxes can be performed to evolve the automated user behaviour patterns. These mechanisms allow new behaviour patterns to be created and also allows those that are already specified to be modified or deleted. According to the model interpretation process (see Sect. 5.2), when a behaviour pattern is changed, these changes are applied the next time it has to be executed.
Next, we show how these mechanisms can be directly used to perform different types of evolution. These mechanisms can be also used to build graphical tools that facilitate to perform these evolutions. In Sect. 7, we present two different tools and show how the same evolutions can be performed by using them.
In order to show the effects that evolving the contextadaptive task model has in the runtime system behaviour, we show a trace of the executed services. To do this, we use the WakingUp user behaviour pattern presented throughout the paper. In order to simulate a real interaction with sensors, we have used a device infrastructure built for simulation purposes. This infrastructure contains several devices, such as presence detectors, lighting intensity sensors, weather stations, blind controllers, and so on. This infrastructure is shown in Fig. 11 . In order to simulate the interaction with devices that are difficult to have in an academic environment (e.g. a smart coffee maker), we have used a device simulator. This simulator was presented in [24] and allows developers to define virtual devices and control them using an intuitive user interface.
Evolving the executed services New tasks may be required to be automated in a behaviour pattern. Other tasks may not be needed anymore, and some tasks may need to be slightly modified. For instance, in the WakingUp pattern, the user may want the system to inform her/him about the weather when she/he is in the kitchen. The user may not want the lights of the bedroom to be automatically switched on, and, instead of waking up with the radio, she/he may want to be woken up with relaxing music. To perform evolutions of this type, the tasks of a behaviour pattern can be changed. Figure 12 shows how to modify which services are executed in the WakingUp behaviour pattern using OCean and MUTate. As shown, the turn on the radio task has been modified to turn on relaxing music. The lighting task and its subtasks have been removed; therefore, it will not be executed anymore in the pattern. And a new task named inform about the current weather has been created in the pattern and has been related to the make coffee task using a temporal relationship of the enabling type. Modifying context conditions The conditions where the services must be executed may change over time. For instance, the user may want to be woken up a half an hour later (his/her timetable may change) and may want the heating to be turned on in the bathroom for 15 min instead of 10 (so that the bathroom is warmer when she/he takes a shower). To perform this type of evolution, the context conditions used in the specification of a behaviour pattern can be changed. Figure 13 shows how to change the context conditions of the WakingUp behaviour pattern using OCean and MUTate. As shown, the context situation of the pattern has been changed to be enabled at 8.15 and the temporal restriction of the relationship between the two first tasks of the pattern has been changed to 15 min.
Evolving the service execution plan The user may want the services of a behaviour pattern to be carried out in another order. For instance, the user may want to have breakfast before taking a shower and the coffee to be made just before the radio is turned on so that the coffee is not so hot when she/he drinks it. To perform this type of evolution, the relationships between the tasks of a behaviour pattern can be changed. Thus, the first task to be automated should be the make coffee task. Then, the user must be woken up and after that, the bathroom heating must be switched on (the time spent for having breakfast is enough for the bathroom to be warm up). Figure 14 shows how to change the execution sequence of the services executed in the WakingUp behaviour pattern using OCean and MUTate. As shown, the first task is moved in order to be executed as the last task, and the last task is moved in order to be executed as the first task. The relationships of these tasks have also been changed. In addition, the context situation of the pattern has also been changed because the pattern must start when the user must be woken up. 
Tools for evolving the automated behaviour patterns
We present two tools that, using the mechanisms presented in the previous section, allow user behaviour patterns to be graphically evolved at a high level of abstraction and without stopping the system after deployment. One tool was developed to be used by designers, while the other tool was developed to be used by the end-users of the system. Both tools can be downloaded from http://www.pros.upv.es/art/. Finally, we analyse the different types of evolution that can be performed with these tools.
Tool for designers
In this section, we present a tool that allows designers to graphically update the context-adaptive task model. This tool can be viewed as a realization of the concrete syntax of the task model (presented in Sect. 4.2) that corresponds to the abstract syntax defined in the task model metamodel (see Sect. 4.2). The tool implements a model-view-controller architecture and has been developed using the EMF and GMF plugins of the Eclipse platform. 8 From the metamodel of the context-adaptive task model specified in Ecore format (which 8 Eclipse Platform: www.eclipse.org.
is included in the EMF framework), we have generated java reusable classes to build an editor for the model. The view and controller parts of the tool have been implemented using these classes and the facilities provided by GMF.
This tool is integrated with the mechanisms presented in Sect. 6. They constitute the model part of the model-viewcontroller architecture. Therefore, the changes that designers graphically perform using this tool are automatically reflected in the models at runtime. They ensure that the changes are syntactically correct because these changes have to be in accordance with the metamodel definition. Note that designers can also use this tool to create the models at design time. Figure 15 shows a snapshot of the developed tool.
Tool for end-users
In this section, we present a tool that allows end-users to evolve the automated behaviour patterns. Specifically, this tool allows users to perform the following actions in a userfriendly way: -Context Specification: the tool shows users the context information for which they have permission. It also allows a user to add new individuals that correspond to his/her information, modify them, or delete them if they are not used in the task model. -Pattern Specification: the tool allows users to add, modify, or delete behaviour patterns by facilitating the information necessary to do this. In addition, if users do not want certain patterns to be executed for a period of time, the tool also allows them to be enabled or disabled.
The concrete syntax used in this tool is based on wizards for end-users. The primitives used in the wizards are in accordance with the abstract syntax defined in the context model ontology and the task model metamodel. We have built the wizards following the guidelines of visual programming approaches [32, 33] and good practices in enduser development [34] [35] [36] [37] . To develop these wizards, we have designed graphical interfaces, using the SWT (Standard Widget Toolkit) library. All the interfaces (see examples in Figs. 16 and 17) share a similar structure and are displayed using a grid layout to facilitate user interpretation of the information shown. The different steps that should be performed in order to achieve the corresponding goal are shown at the top of the interface. Thus, the user has an overview of all the steps and is guided step by step until the goal is completed. This design and the guidance provided improve the learning and memorization of the steps to be performed and keeps users from missing important ones [36] .
The rest of the interface is divided into three frames:
1. The instruction area, which is shown at the top, provides users with instructions to help them to complete each step; 2. The working area, which is the area where users perform the corresponding step. The information that users need to complete the step is collected using pop-up forms when needed. Thus, end-users just need to complete the information requested in the forms. These forms provide auto- completion to reduce errors and user effort. The working area also provides warning messages to warn users about errors committed when introducing the information (e.g. the user sets a text value rather than a numeric value) or to warn them about necessary information that has not been introduced. 3. The information area, which is shown at the bottom, provides users with feedback information in natural language about what the user is doing.
Following this design, we have developed interfaces for context specification and for pattern specification.
As representative examples, Figs. 16 and 17 show the two steps that have to be accomplished to create a new behaviour pattern: context situation specification and task specification. Figure 16 shows the interface for specifying the context situation whose fulfilment will trigger the execution of the pattern. Specifically, the figure shows a snapshot of the building of the context situation of the WakingUp behaviour pattern. The working area shows the specification of the first condition: the WorkingDay property is equal to true. Once the user has specified the context situation of the pattern, the user must navigate to the task specification step, which is shown in Fig. 17 . The working area allows users to specify the tasks that the pattern must execute. It shows the tasks that must be executed in the WakingUp pattern. The information area shows an explanation about the created tasks.
By using these interfaces, end-users can carry-out the changes that they need. However, to preserve software quality characteristics, these changes are validated before they are applied to the system. We have developed a prototypical tool that validates the consistency of the performed changes. Up to date, this tool validates the following: the concordance of types, that all the system tasks have an associated service, that all the composite tasks have subtasks, etc. If any error is detected, the tool notifies the user about the possible mistakes so that they can be corrected. In the future, we plan to extend this tool to also check that there are no loops in the execution of the patterns and there are no inconsistencies with other patterns. To check whether the execution of the services of a behaviour pattern can cause a loop (e.g. by making the context situation of the same pattern (or other patterns) to be satisfied again), the services provided by the AmI system should provide information about which operations perform contradictory tasks and also which context properties are modified by each service operation. Furthermore, we plan to provide the end-user tool with simulation capacities so that users can simulate the Fig. 18 Evolving the executed services using the designer tool Fig. 19 Evolving the executed services using the end-user tool execution of the changed behaviour patterns to check beforehand whether or not these patterns actually do what the users want.
Supported evolution
With these tools, any change that respects the task metamodel and context ontology syntaxes can be performed to evolve the automated user behaviour patterns. Thus, new behaviour patterns can be created and those that are already specified can be modified and deleted. Next, using the same examples described in Sect. 6.2, we show how the user behaviour pattern can be modified with these tools. Evolutions for creating new behaviour patterns or deleting them are performed in an analogous way. Figures 18 and 19 show how the executed services of the WakingUp behaviour pattern are changed: a new task named inform about the current weather has been created; the lighting task and its subtasks have been removed; and the turn on the radio task has been modified to turn on relaxing music. Figure 20 shows how the behaviour pattern is executed before and after performing these evolutions. Figures 21 and 22 show how the context situation of the specified behaviour pattern is changed to be enabled at 8:15 and how the temporal restriction of the relationship between the two first tasks of the pattern has been changed to 15 min. Figure 23 shows how the behaviour pattern is executed after performing these evolutions. Figures 24 and 25 show how the service execution plan of the specified behaviour pattern is changed: the last task is now executed as the first task, and the first task is executed as the last task; the context situation of the pattern has been changed to start at 8:00. Figure 26 shows how the behaviour pattern is executed after performing these evolutions.
Evolving the executed services

Modifying context conditions
Evolving the service execution plan
Evaluation of the proposal
We have performed several evaluations in order to consolidate our proposal. First, we tested the completeness and correctness of the automation and evolution of user behaviour patterns. Then, we evaluated the performance of the system when using our approach in terms of time response and 24 Evolving the service execution plan using the designer tool memory usage. Afterwards, we performed an experiment to compare our MDD approach with an ad hoc solution. Finally, we evaluated the impressions of end-users when they used the end-user tool within several case studies.
Completeness and correctness
To do these validations, we used computers with the following features: Intel Core 2 Duo P8400, 2.26 GHz processor and 4 GB RAM with Windows 7 Enterprise and Java 1.5 installed. In addition, we used an Equinox distribution as the implementation of OSGi.
In order to evaluate the completeness of the architecture, we need to check that MAtE executes all the services required by a behaviour pattern before and after evolving it. In the same way, we must evaluate that all the behaviour patterns that must be triggered when a context situation is fulfilled are triggered before and after their evolution. In order to evaluate the correctness of the approach, we need to check that the services required by a behaviour pattern are all executed in the correct order and under the correct conditions. In the same way, we need to check that behaviour patterns are triggered if and only if the proper context situation is fulfilled.
To perform this, we took advantage of the fact that the context monitor registers each service execution in the ontology (see Sects. 4 and 5.2), storing a history. Thus, the proposed validation consists in: (1) simulating the fulfilment of specific context conditions in order to trigger the execution of several behaviour patterns, and (2) checking that the context monitor properly registers the execution of all the services that must be executed (completeness) and in the correct order (correctness) before and after an evolution. It is therefore clear that we must previously validate other aspects: that MUTate and OCean properly retrieve and save data and that the context monitor properly registers the execution of the services.
In order to perform all these evaluationsm, we used JUnit 9 tests. We developed a set of JUnit tests that allows us to evaluate: the proper behaviour of Ocean and MUTate; the correct behaviour of the context monitor; and the completion and correctness of MAtE. For instance, Fig. 27 shows the JUnit method that evaluates the completeness of a behaviour pattern execution as a representative example. For this evaluation, we obtained the execution plan derived from the leaf tasks of the behaviour pattern according to the current state of the ontology. To do this, we use the getExecutionPlan() method that constitutes 9 www.junit.org. one of the EMF facilities provided by MUTate. Then, we executed the behaviour pattern through the method executeBehaviourPattern(bp). Afterwards, we retrieved the last registered automated operations from the ontology (i.e. we retrieved the individuals of the AutomaticOperation class) by interacting with OCean. We retrieved the same number of automated operations as the number of tasks in the plan. Finally, we created an equal assertion to check whether the automated operations retrieved from the ontology were the same as the tasks that the plan contained.
These JUnit tests were applied to different user behaviour patterns and different scenarios. First, we evaluated that the behaviour patterns, triggered independently, were correctly automated. Then, we evolved them; for each evolution, we applied the JUnit tests again and checked the correct execution of the evolved patterns. We then evaluated several scenarios, combining the execution and evolution of several patterns (an example of these scenarios is shown in http://www.pros.upv.es/art). By analysing the results of the tests that failed, we identified and corrected some mistakes. For instance, we realized that the behaviour patterns that were dependent on time were executed repeatedly for one minute. This was because the system updated time every second and the smallest time unit considered in the behaviour patterns was minutes. Consequently, the context situation of these patterns was continuously fulfilled until a minute went by. To solve this problem, we needed to use the same time unit in both cases. Taking into account that updating the context model every second could overload the system, we updated the context monitor so that time was updated every minute.
System performance
Models are manipulated at runtime by MAtE. This manipulation is subject to the same efficiency requirements as the rest of the system. Specifically, we evaluated how model operations impact overall system performance in terms of system response and memory usage.
System response Model operations have to be efficient enough so that the system response is not drastically affected. In order to validate whether our approach scales to large systems, we quantified the temporal cost of the operation performed with randomly generated large models.
To test these operations, we used the context model presented in Sect. 4.1 and an empty task model to be randomly populated by means of an iterative process. The context model was populated with 100 new context individuals in each iteration, while the task model was populated with one new pattern whose task structure formed a binary tree, varying the depth and width of the first level of the tree each iteration.
For each iteration, we tested all the model operations of MAtE 20 times and calculated the average temporal cost of each one. As an example, the operation of OCean with the highest temporal cost was the operation to get a context individual, which took 7 ms with 100 individuals and took 10 ms with 6,000 individuals. This operation has an initial cost caused by the access to the ontology (which explains the small time difference between 100 and 6,000 individuals) and executes a SPARQL query whose time depends on the Figure 28 shows the temporal cost of the model operations with the highest cost. At the top of the figure, we show the time required to add a behaviour pattern according to the number of tasks. This operation took less than 50 ms to add a pattern of 2,296 tasks. At the bottom, we show the temporal cost of the operations for getting, updating, and deleting a task. These costs are very similar since all of them run the same query to obtain the corresponding task. Even with a model population of 45,612 tasks, these model operations provided a fast response (250 ms). These results show that the response time is not drastically affected as the size of the models increases.
Memory usage
In order to interpret user behaviour patterns, MAtE needs to load them into memory. Thus, we measured the usage of memory in order to demonstrate that it is not excessive. To do so, we followed a strategy similar to the one used in the previous evaluation: we randomly generated behaviour patterns with a task structure that formed a binary tree, varying the depth and width of the first level of the tree. Then, we made MAtE load them, and we created memory snapshots to measure the size of the created behaviour patterns using the YourKit Java Profiler 10 tool.
We measured the memory needed by behaviour patterns with a width from 1 to 10 and a depth from 2 to 6. We selected these values after evaluating different case studies developed during our research. Note that the larger pattern (width 10 and depth 6) includes 311 tasks, 159 temporal relationships, and 320 refinements. This pattern is extremely large and very unlikely to be created in a smart home system. In the case studies that we have developed in this domain, we created patterns with a maximum width of the first level of 6 and a maximum depth of 4. Figure 29 shows the memory usage of the patterns with different width and depth. As an example, the larger pattern (width 10 and depth 6) measures about 110 Kbs. In a system with 50 patterns of this size, less than 5 Mb of memory is needed to manage the task model at runtime. We found this 10 http://www.yourkit.com/.
result to be acceptable considering that all smart home systems analysed and developed as case studies needed models that contain on average 15 patterns with a width of 5 and a depth of 3. In addition, note that smart home systems are currently deployed in powerful gateways that have from 256 Mb to 1 Gb of RAM memory, making the memory needed to manage task models be a non-critical aspect for this domain.
Finally, it is worth nothing that performance evaluation has been focused in the area of smart home systems. The performance of our approach in other domains may be different and may require some improvements as stated in Sect. 10.2.
Usefulness of our MDD approach
This section introduces the experiment that we have performed to show the usefulness of our MDD method in the development and evolution of automated user behaviour patterns. The aim of the experiment was to compare the usefulness measure obtained by our MDD approach over tradi-tional development (i.e. hand-coding development). In this experiment, we asked several subjects to develop and evolve user behaviour patterns by using both our MDD approach and ad hoc development in Java/OSGi technology. Thus, the evaluation focused only on computer engineers since most end-users do not have the knowledge and the skills required to use the Java/OSGi technology.
For this experiment, we followed the guidelines presented by Kitchenham et al. [38] and Wohlin et al. [39] . We present each experimental element below.
Objectives According to the Goal/Question/Metric template [40] , the objective of the experiment was to: The following hypotheses were derived from this objective:
• Null hypothesis 1, H10. The usefulness of our MDD approach for developing and evolving automated user behaviour patterns is the same as traditional development.
• Alternative hypothesis 1, H11. The usefulness of our MDD approach for automated user behaviour patterns is greater than traditional development.
Identification of variables We identified two types of variables:
• Dependent variables Variables that correspond to the outcomes of the experiment. In this work, usefulness was the target of the study, which was measured in terms of the following software quality factors: learning time; development time; deployment time; correcting errors time; and maintenance and evolution time [41] .
• Independent variables Variables that affect the dependent variables. The development method was identified as a factor that affects the dependent variable. This variable had two alternatives: (1) our MDD approach and (2) traditional development.
Experimental context
The context of the experiment is the following:
• Experimental subjects Ten subjects participated in the experiment, all of whom were researchers in software engineering. Their ages ranged between 25 and 40 years. The subjects had an extensive background in Java programming and modelling tools; however, they did not have experience in task modelling. Some subjects had knowledge about OSGi technology.
• Objects of study The experiment was conducted using the WakingUp user behaviour pattern as the case study (see Fig. 6 ). In order to shorten the evaluation process for both development approaches, and to achieve similar implementations from user to user, we guided the development by providing the subjects with an example pattern already implemented. This pattern was the Shopping pattern, which (1) addresses the shopping automatically if home delivery service is available, or (2) provides subjects with information about the items that they need to buy and about the supermarket where the items can be bought otherwise. Specifically, we provided the subjects with a traditional implementation of the pattern as well as its modelling using our MDD approach and with the drivers for the devices and services needed to develop the WakingUp pattern.
• Instrumentation The instruments that were used to carryout the experiment were:
• A demographic questionnaire: a set of questions to determine the level of the subjects' experience in Java/OSGi programming, modelling tools, and task modelling.
• Work description: the description of the work/activities that the subjects should carry-out in the experiment by using our MDD approach and the traditional one. These activities were the following: (1) the development of the WakingUp routine; and (2) the modification of the Shopping routine (evolving the executed services by adding a new one, modifying the service execution plan, and changing the context conditions).
• A form: a form was created to capture the start and completion times of each activity. Some space was left after the completion time of each activity for additional comments by the subjects about the performed activity. If some activities were performed with interruptions, the subjects wrote down the times every time they started and stopped carrying out the activity; thus, the total time was derived using these start and completion times.
Validity evaluation
The various threats that could affect the results of this experiment and the measures that we took were the following:
• Conclusion validity This validity concerns the relationship between the treatment and the outcome. Our experiment was threatened by the random heterogeneity of subjects. This threat appears when some subjects within a group have more experience than others. This threat was minimized with a demographic questionnaire that allowed us to evaluate beforehand the knowledge and experience of each subject. This questionnaire revealed that most subjects had experience in Java programming and modelling techniques. This threat was also minimized by providing the subjects with the Shopping behaviour pattern, which helped and guided them in the development of the WakingUp behaviour pattern. Also, our experiment may be threatened by the reliability of our measures; however, we used time measures, which are objective measures that are more reliable than subjective measures. In addition, the precision of the measures may have been affected because the activity completion time was measured manually by the subjects using the computer clock. To reduce this threat, we observed subjects while they were performing the different activities in order to guarantee their exclusive dedication to the activities and to monitor the times that they wrote down.
• Internal validity This type of validity concern is related to the influences that can affect the factors with respect to causality, without the researcher's knowledge. Our evaluation had the maturation threat: the effect that subjects react differently as time passes (because of boredom or fatigue). We solved this threat by dividing the experiment into different activities.
• Construct validity Threats to construct validity refer to the extent to which the experimental setting actually reflects the construct under study. Our experiment was threatened by the hypothesis guessing threat: when people might try to figure out what the purpose and intended result of the experiment are, and are likely to base their behaviour on their guesses. We minimized this threat by hiding the goal of the experiment.
• External validity This type of validity concern is related to conditions that limit our ability to generalize the results of the experiment to industrial practice. Our experiment might suffer from interaction of selection and treatment: the subject population might not be representative of the population that we want to generalize. To deal with this threat, we used a confidence interval of 95 %. This means that if conclusions followed a normal distribution, the results would be true 95 % of the times the evaluation is repeated.
Experimental design and procedure
We follow a withinsubjects design where all subjects were exposed to every treatment/approach (MDD and traditional development).
The main advantage of this design was that it allowed statistical inference to be made with fewer subjects, making the evaluation much more streamlined and less resource heavy [39] . To minimize the effect of the order in which the subjects applied the approaches, the order was assigned randomly to each subject. However, in order to have a balanced design, the same number of subjects was assigned to start with each approach. In this way, we minimized the threat of learning from previous experience. The study was initiated with a short presentation in which general information and instructions were given. Then, the experiment started with a demographic questionnaire to capture the subjects' backgrounds. Afterwards, the work description and the form were given to the subjects and they started to develop the WakingUp behaviour pattern following the two kinds of development (MDD and traditional) in the order indicated for each subject. For each activity of the development, the subjects filled in a form to capture the development times. Once the subjects had developed the WakingUp behaviour pattern, they started to modify the Shopping behaviour pattern to evaluate the maintenance and evolution. For these activities, they also filled in the form to capture the maintenance time. Specifically, the activities carried out in each part were the following:
• Traditional development Prior to implementing the case study, we provided the subjects with the necessary tutorials and tools to learn the basics of the OSGi technology needed to develop the case study. The subjects also participated in a session where they implemented some guided examples in order to gain experience with the technology. Then, from the case study description, they started the implementation of the WakingUp routine taking the Shopping routine as example. Generally, they implemented the classes to support the routine functionality and the context management (sense the context from the devices and check context conditions). Then, the subjects deployed the system in the OSGi server. Once they had achieved the execution of the code, they spent some time detecting and correcting code errors. Finally, we provided a set of requirement changes for the Shopping routine in order to evaluate the maintenance and evolution. In this activity, the subjects changed the provided implementation to support the new requirements. Then, the subjects deployed the changed routine and corrected the errors.
• Our MDD approach Prior to implementing the case study, we provided the subjects with a tutorial where the modelling language and the designer tool were explained. The subjects also worked with some examples in order to gain experience with the model and the tool. Following the model-driven development presented in this paper, the subjects first designed the WakingUp behaviour pattern according to the case study description. They then linked each task with the appropriate pervasive service. Then, the subjects saved the created models in the specific folder of the OSGi server where the software infrastructure was deployed. Once they had achieved the execution of the models, they detected and corrected some modelling errors. Finally, the subjects applied the required changes into the design of the Shopping routine. To perform the changes, they opened the provided models with the designer tool and performed the changes according to the new requirements.
Analysis and interpretation of results
In this subsection, we analyse and compare the usefulness of both approaches based on the time used for learning, development, deployment, correcting errors, and maintenance. The results have been studied based on a mean time comparison and the standard deviation. Table 1 presents the descriptive statistics for each of the studied quality factors, and Fig. 30 shows the mean comparison of the obtained measures for each approach.
Next, we provide a further analysis of the results for each measured software quality factor:
• Learning time The learning activity in the traditional development took the subjects between 18 and 25 h (dis- Fig. 30 Mean time comparison of the usefulness of the development methods tributed over several days). The subjects commented that having the implementation of the Shopping behaviour pattern helped them in this learning activity. Nonetheless, they needed to continue learning throughout the development of the case study. Following our MDD approach, this activity took the subjects from 10 to 14 h (also distributed over several days). Having the Shopping behaviour pattern modelling as an example also helped them to understand the modelling language. Therefore, the learning time was significantly higher in the traditional development. This is because technologies like OSGi are complicated and learning them takes longer than learning our modelling language. The MDD approach provides technology-independent, high-level primitives to specify the system. Also, more dispersion was found in the learning time following the traditional development (std. deviation = 2.45) because the subjects that had knowledge about OSGi took much less time than the subjects without this background. It is worth noting that this activity was performed with interruptions since it took a significant amount of time for some subjects.
• Development time Following the traditional development, the development time differed according to the implementation experience of the subjects, ranging from 3.25 (the most experienced subject) to 5 h. Following the MDD approach, the development activity ranged from 75 min to 2.20 h. The difference between the two approaches was great since developing the routine traditionally was more complex and difficult for the subjects (because they had to hard-code all the user behaviour logic manually). The MDD approach allowed subjects to focus on satisfying user behaviour requirements instead of solving technological problems. Note that, by following this approach, none of the subjects had to implement anything to manage the context information since it is automatically managed by our software infrastructure and the context ontology. The standard deviation was low for both development approaches (see Table 1 ), indicat-ing that development times tended to be close for each development approach.
• Deployment time In this activity, the subjects deployed the system in the OSGi server. In the traditional development, the subjects that had already worked in OSGi deployed the routines in a few minutes (from 5 to 10 min). However, for the rest of subjects, the deployment took more time (from 40 to 70 min). Although they had worked with this issue in the preliminary workshop, they still had little expertise in packaging the code into bundles and starting them in the OSGi server in the appropriate order. The standard deviation was 0.65. The deployment of the system using the MDD approach consisted of saving the models and pressing the run button. For this reason, the standard deviation was very low (0.17).
• Correct errors time In the traditional development, the subjects spent from 3 to 6 h to detect and correct errors in the code. The most common errors were having infinite loops or wrong conditions in the temporal operators of a task. For example, one subject specified that the WakingUp pattern should start when WorkingDay was false. The right condition was WorkingDay=true, but it took that subject quite a long time to detect this error. Conversely, with the MDD approach, the subjects spent from 15 to 30 min to detect and correct some modelling errors.
Five subjects had problems in the creation of the task hierarchy because they created more tasks than needed. Eight subjects had errors in the context conditions associated with the tasks and the temporal relationships. This was because the names of the context properties have to be the same as the names specified in the context ontology. However, most of the subjects commented that the correction of faults and the performance of changes in the user behaviour patterns could be carried out more easily using the graphical models than analysing the code since they could intuitively locate what to change. The obtained standard deviation shows more dispersion following the traditional development (see Table 1 ), indicating that some subjects had greater difficulty than others for correcting the errors.
• Evolving time With regard to the traditional development, most of the subjects commented that it was not easy to modify code that they had not implemented. This activity took them from 2 to 4 h. Changing the models following the MDD method was easier and quicker for the subjects since they already knew the semantics of the models. This activity took less than 15 min for all the subjects (very low standard deviation obtained). This is because updating a user behaviour pattern (such as adding, modifying, or deleting tasks or context information) is as easy as modifying the specified pattern in the graphical tool to make it fit the new requirements.
With our MDD approach, the subjects took 1.95 h to develop the case study (without counting the learning time), whereas, with the traditional development, the subjects took 12.47 h. Therefore, the process for automating and evolving user behaviour patterns is more efficient using our MDD approach than using the traditional one. In order to verify whether we can accept the null hypothesis, we performed a statistical study called paired T-test using the IBM SPSS Statistics V20 11 at a confidence level of 95 % (α = 0.05). This test is a statistical procedure that is used to make a paired comparison of two sample means, i.e., to see whether the means of these two samples differ from one another. For our study, this test examines the difference in mean times for every subject for the different approaches to test whether the means of the traditional development and our MDD approach are equal. When the critical level (the significance) is higher than 0.05, we can accept the null hypothesis because the means are not statistically significantly different. For our experiment, the significance of the paired T-test for the total mean times is 0.000 (calculated using the IBM SPSS Statistics), which means that we can reject the null hypothesis H10 (the usefulness when using our design method for designing behaviour patterns is the same as when using the traditional design). Based on this test, we have given strong evidence that the kind of development influences usefulness. Specifically, the usefulness of our MDD approach is significantly better than the traditional one, i.e., the mean values for all the measures are lower when using the MDD approach. Therefore, the alternative hypothesis H11 is fulfilled: the usefulness of our approach for designing behaviour patterns is greater than when the usefulness of the traditional design.
End-user tool evaluation
This evaluation consists in measuring the satisfaction of using the end-user tool presented in Section 7. We proposed to 18 subjects (10 men and 8 women, ranging in age from 26 to 57 years ) to participate in the evaluation of the end-user tool presented in Sect. 7.2. All of these end-users had actively participated as clients in the model specification of the case studies used in the previous evaluation. These subjects covered a wide variety of professions including engineers, administrative staff, teachers, housewives, nurses, farmers, and students. Ten of them had a medium-high level of computer knowledge and eight had basic computer knowledge.
In order to evaluate the end-user tool, we used the PostStudy System Usability Questionnaire (PSSUQ) published by IBM in [42] . This questionnaire is a 19-item instrument for assessing user satisfaction with system usability. In addition, the items of the questionnaire ask subjects the following: if the tool was easy to learn to use, which allows us to measure the learnability of the tool (i.e. how easy it is to learn to use the tool); and if they were able to efficiently complete the tasks and scenarios using this tool, which allows us to evaluate the applicability of the tool (i.e. how easy is to evaluate the models once a person knows how to use the tool).
The subjects evaluated the prototype by developing a series of scenarios that had been previously designed for using the end-user tool. These scenarios included the following tasks:
• enable/disable a behaviour pattern;
• delete a behaviour pattern;
• add a new preference and change its value;
• modify the context situation of a behaviour pattern;
• modify the tasks of a behaviour pattern (service in charge of executing them, waiting time between tasks, etc.); • add a new simple behaviour pattern (without composite tasks): create the context situation and specify the tasks to be executed; • add a new complex behaviour pattern (with composite tasks): create the context situation and specify the tasks from more complex to simpler.
For instance, the subjects were asked to carry-out the scenarios described in Sects. 6.2 and 7.3. We arranged several sessions in which the subjects first explored the tool to get a feel for its functionality and then carried out these scenarios under our supervision. Once the subjects had completed the scenarios, they filled out the PSSUQ. According to the questionnaire, whose scores were on a scale of 1 (the highest score) to 7 (the lowest score), the main results obtained from this evaluation were the following: -With regard to the learnability of the tool, the subjects of the experiment commented that the tool was easy to learn to use. Specifically, 55.55 % of the subjects gave the tool a 1 (the highest score) and the rest a 2. They said that the organization of the interfaces and the guided steps helped them to easily learn how to perform the activities. -With regard to the applicability of the tool, 66.67 % of the subjects involved in the evaluation perceived the evolution of the automated patterns as very easy, giving this item a 1. However, the subjects with basic computer knowledge (22.22 %) gave this item a 3 and the rest a 4. These subjects commented that modifying a pattern was not very difficult because they had participated in the modelling of the behaviour patterns and they were familiar with them. However, they found the activity of creating a new complex behaviour pattern difficult because it took them a lot of effort to organise the task hierarchy using context conditions. During the development of the scenarios, we also observed that designing the context conditions was more difficult for some subjects than what we had previously expected. In spite of this, the interface design helped them to correctly specify the conditions. -With regard to the usability of the tool, the PSSUQ revealed that the tool was clear to use. Most subjects found the interface to be friendly and easy to use. The worst score obtained from the questionnaire was for the questions that determine the information quality of the message errors. The subjects commented that the help messages that were shown in the interfaces helped them to complete the tasks; however, when they committed an error, the error messages were not clear enough to correct them. To improve this aspect, we are currently working to make these messages clearer for subjects by showing examples of solutions to correct the possible errors.
Regarding what subjects did not like or what they would change, some subjects (essentially those with basic computer knowledge) commented that designing the context conditions was still difficult for them. They stated that they would like to have a list of predefined conditions in which they could change some parameters (i.e. when it is -day of week-, at -time-, in a working day, when nobody is at home, etc.). After explaining in-depth to them how a condition is formed, we observed that the interface design helped them to correctly specify the conditions since it provided all the context properties and the operators that they could use and helped the subjects to fill the values. However, we plan to extend the tool to support predefined conditions. In addition, some subjects mentioned that they preferred forms instead of filling out tables, because they said that forms would facilitate changing the behaviour patterns. We plan to support this aspect in further work. -With regarding to the overall satisfaction of the tool, the average score of the subjects was 2.158, which is quite an acceptable score.
Related work
In this section, we revisit some of the most popular and relevant related works found in the literature and compare them with our approach. We present two kinds of related works: proposals to automate and evolve user behaviour patterns, and proposals that perform evolution by using models at runtime.
Behaviour pattern automation research
In this work, we have presented an approach for automating and evolving user behaviour patterns by using contextadaptive task descriptions. Previous approaches for dealing with this challenge can be grouped into: machine-learning approaches, rule-based context-aware systems, and taskoriented computing systems. Machine-learning approaches use algorithms to infer user behaviour patterns from historical data and to automate them. Some outstanding examples are: MavHome [43] and iDorm [44] . The MavHome project, extended by the CASAS project [45] , uses prediction algorithms to identify common sequential patterns from data captured from the sensors of a smart home. From this learning, Mavhome and CASAS built a Markov model of user behaviour in which patterns are specified through a series of states linked by transitions with certain probabilities. If changes in user behaviour are detected by the algorithms or user feedback, the Markov model can be extended with new states or the system can be rebooted to obtain an improved Markov model using a new set of observations. The iDorm project predicts user behaviour by learning fuzzy rules that map sensor state to actuator readings representing inhabitant action. If changes in the user behaviour are detected by the algorithms, rules can be added, modified, and deleted as necessary. Thus, the evolution of these models is performed by rebooting the system or at a low level of abstraction. In contrast, in this work, the evolution can be performed at runtime and at the modelling level using concepts of a high level of abstraction, such as task or behaviour pattern, instead of adding states or rules as the approaches presented above. In addition, these approaches have some limitations:
1. They require a great amount of training data (the coldstart problem) [46] [47] [48] ; 2. Lack of knowledge about tasks performed by the users and their desires may lead to automating tasks for which the users may not want automation or reach generalizations in such a way that the automation becomes a burden on the user; 3. They can only reproduce the actions that users have executed in the past in the same way the users executed them.
In our approach, we tackle these problems. We provide the system with a set of tasks that are automated from the moment the system starts to run, providing a solution for the coldstart problem (see [48] for more detailed information). In addition, tasks to be automated are analysed previously by analysts with user participation. Therefore, only those tasks that users do want automated are automated. Moreover, both the desires of the users as well as time and energy concerns can be taken into account; and tasks can also be automated regardless of whether or not the users have performed them in the past. Rule-based, context-aware approaches program rules to automate user actions when a certain context condition arises. Some outstanding examples are [49] and [50] . In [49] , the system is composed of independent agents, each of which comprises a set of rules that encode reactions to context states. Each rule follows the template W hen triggers , i f conditions , then action . In [50] , the authors propose situation and preference abstractions that are used by ECA rules to automatically trigger certain actions. Both works allow users to configure the specified rules by modifying user preferences; however, these approaches do not support the evolution of the rules or favour user participation in the design of the rules. In contrast, in our approach, the automated routine tasks are described and managed by using the task model. This model facilitates the participation of users in its design and evolution by using concepts that are close to them [51] . Also, rule-based techniques generally require large numbers of rules that have to be manually programmed [52] and that are not appropriate for automating complex tasks like the behaviour patterns described in Sect. 4.2.
Task-oriented computing systems use task modelling to facilitate the interaction of users with the system since the concept of task is more understandable for end-users [51] . These systems have proved that task modelling is effective in several fields such as: user interface modelling [53] [54] [55] , and assisting end-users in the execution of tasks through service provisioning and resource allocation [56] [57] [58] . These works show an increasing use of task modelling and its remarkable results and possibilities to model system behaviour. However, they do not attempt to automate user behaviour patterns. Therefore, the proposed task models do not provide enough expressiveness (such as specific relationships between tasks, context situations, etc.) or runtime support for their execution and evolution.
9.2 Software evolution by using models at runtime In our approach, we confront system behaviour evolution by evolving models at runtime. In this section, we study some of the most important works that use models at runtime for software evolution.
Oreizy et al. [59] were pioneers in their adoption of an architecture-based model to support runtime software evolution. Their approach emphasizes the role of software connectors in supporting runtime change in the system configuration. Connectors are explicit architectural entities that bind components together and act as mediators between them. The runtime architectural model describes the interconnections between components and connectors as well as their mappings to implementation modules. To perform system reconfiguration (adding, removing, or reconnecting a component), they alter the connector bindings that mediate component communication, maintaining the correspondence between the model and the implementation.
Floch et al. [60] promote the use of architecture models to support the development of adaptive mobile applications.
They use adaptation policies expressed as high-level goals to be achieved. At runtime, the configuration of the system is optimized with respect to these goals. This reconfiguration is determined by comparing the actual running system with new architectural variant models based on a utility function.
Morin et al. [61] propose a combination of model-driven and aspect-oriented techniques to support dynamic runtime reconfiguration. They dynamically compose aspects to produce a set of configuration models and then use these models to generate the scripts needed to adapt a running system from one runtime configuration to another.
Cetina et al. [62] propose the reuse of design variability models at runtime to support the self-configuration of systems when triggered by changes in the environment. A context monitor checks if certain context conditions are fulfilled. If so, the models are interpreted to generate the needed reconfiguration actions to modify the system architecture. Afterwards, the variability models are updated accordingly to reflect the changes in the system architecture.
Garlan and Schmerl [63] use architecture-based models during runtime for system monitoring, problem detection, and repair. Their approach monitors the runtime behaviour of an executing system. The extracted information is abstracted and related to architectural properties and elements in an architectural model. If there are changes in the architectural model, a rule evaluation is triggered to determine whether the system is operating within an envelope of acceptable ranges. Violations of rules are handled by a repair mechanism that adapts the architecture. Finally, architectural changes are propagated to the running system.
Blumendorf et al. [64] focus on the development of adaptive user interfaces and their adaptation at runtime combining multiple models. These models are self-contained to ensure executability. This approach allows developers to monitor, maintain, manipulate and extend interactive applications at runtime and thereby manage the continuously changing requirements of user interface development.
None of the above approaches deal with the evolution of behavioural models. In addition, to be able to evolve the system, most of these approaches need either to synchronize models and the code that implements these models or to synchronize different models by performing model-to-model transformations. In contrast, we support the evolution of the automated behaviour patterns through the evolution of the task model and the context model at runtime. Since these models are the only representation of the automated behaviour patterns, we do not need to synchronize any other software artefact.
Unlike to the above approaches, MOCAS [65] deals with building self-adaptive component-based systems. It specifies the structure of the components using a UML profile, whereas their behaviour is specified using UML state machines that are also used to describe adaptation policies. This approach deals with component-based systems whose behaviour and adaptation can be described by UML state machines. In addition, it is more focused on self-adaptation, and, therefore, does not provide evolution tools that allow designers or endusers to evolve the system behaviour.
In [66] , the authors present a Graph-based Runtime Adaptation Framework (GRAF) to facilitate software behaviour adaptation by using runtime models that reflect the current state of the adaptable software's source code. This approach also takes advantage of model interpretation to facilitate adaptation. However, the main purpose of their approach is to provide runtime adaptation to Java applications that are already implemented, which differs from the purpose of our work, in which the adaptive components (the behaviour patterns) are only represented in the models (not in the source code). Unlike our work, this approach requires reification and reflection capabilities to modify compiled code at runtime in order to synchronize it with models.
Discussion
The use of models at runtime [67] is an emerging paradigm within MDD that promotes the use of models as runtime software artefacts. Models are proposed to be used at runtime to monitor and verify particular aspects of runtime behaviour, implement self-capabilities (e.g. adaptation technologies used in self-healing, self-managing, self-optimizing systems), and support human-driven adaptation. In this work, we use models at runtime in order to adapt the execution of AmI services to user behaviour patterns.
To be able to use models at runtime, we must provide software infrastructures that interact with the models at runtime. To achieve this, we have developed MAtE, which is in charge of interpreting models and executing services accordingly. Throughout the paper, we have presented some tools that show how MAtE allows us to evolve the behaviour of AmI systems by evolving models at runtime. Below, we summarize the main benefits of this approach and the challenges that the use of the execution of models raises.
Advantages of the presented approach
The approach presented in this work provides the following main advantages:
Evolution at a high level of abstraction As the above sections explain, the system behaviour that is in charge of automating the execution of AmI services can be evolved by using concepts such as user behaviour patterns, tasks, or context situations. For instance, in order to make sure that an automated behaviour pattern executes one service instead of another, we just need to replace the corresponding task; in order to change the order in which services must be executed, we just need to modify temporal relationships; in order to change the situations in which services must be executed, we just need to change a context condition. By following ad hoc solutions, this evolution must be done by re-encoding complex logic structures, which constitutes a time-consuming and error-prone activity.
Post-deployment evolution without stopping the system The proposed models are the only runtime artefacts that represent the user behaviour patterns to be automated. This ensures that as soon as models are evolved, the system behaviour is evolved. In this paper, we have shown how this aspect facilitates the creation of tools that allow us to evolve the models (and then the system behaviour) at runtime, without stopping the system. In addition, models are decoupled from the implementation of pervasive services since the models just use identifiers to reference the services. This also facilitates the evolution of the implemented services since the models are independent of their internal implementation.
Controlled evolution
The software evolution proposed in this paper is performed at the modelling level. This means that any evolution that can be done must satisfy the restrictions defined in the metamodels (i.e. we can evolve the coordination of AmI services according to the actions that are allowed by the metamodels). For instance, we cannot create a task that does not belong to a behaviour pattern. This provides a valuable mechanism to guarantee that evolution is done in a safe way according to specific syntactical restrictions. For semantic restrictions, we are working on developing simulation tools to verify that evolutions produce the results that are expected.
Support to develop evolution tools
We have presented MUTate and OCean, which provide high-level Java constructors that facilitate the evolution of the context model and the context-adaptive task models at runtime. These mechanisms, together with the concurrency module, facilitate the development of tools to evolve user behaviour patterns.
End-user evolution This benefit is closely related to the previous one. As a proof of concept, we have developed an application that makes use of MUTate and OCean to evolve the system behaviour. This tool is focused on allowing the end-users to perform the evolution on their own.
Challenges
Throughout the development and validation of the proposed architecture, we detected some challenges to being able to correctly support system behaviour evolution at runtime.
Model checking and validation
The use of model-based techniques provides great facilities for evolving system behaviour at runtime. However, to achieve the evolution of the system while at the same time ensuring consistent system behaviour, the changes that have to be applied should be validated before performing them.
To perform these validations in our approach, modelchecking techniques can be applied. For instance, the developed tools already apply model checking by validating constraints that the models should fulfil, such as the following one: when a task is refined, only one type of refinement can be used to obtain child tasks (a full description of the model constraints that are checked can be found in [22] ). In OCL:
Context CompositeTask
Inv: self.refinements -> forAll(t1, t2 | t1.type = t2.type) However, it is important to note that the presented task models are adaptive models, which makes their behaviour more complex to validate since they change at runtime in response to context changes. Therefore, more complex validations are needed. For instance, it would be necessary to ensure that the modelled patterns do not produce loops when they are executed or that a simultaneous execution of two patterns does not produce undesired behaviour. To verify and validate these aspects, model-checking approaches specifically proposed for such models can be applied, such as the one presented in [68] .
Model-based Simulation
Even though model-checking techniques are very powerful tools for validating the syntactic correctness of the changes applied to models, other validation techniques are needed to validate the semantic correctness (i.e. to check beforehand if the changed patterns actually do what the users want). To do this, model-based simulations can be performed: they can allow end-users to observe the behaviour without taking any risks.
As explained in Sect. 7.2., we plan to provide the end-user tool with simulation capacities so that users can simulate the execution of the changed behaviour patterns. An outstanding example that could be applied in our work for that purpose is the one presented in [26] . It uses workflows to control the device operations and the interactions among the devices of a household. These workflows are executed by a workflow engine, similar to the way that MAtE executes the contextadaptive task models. Each workflow, the devices involved in it, and their environmental effects are modelled using Petri Nets. These Petri Nets are updated with environmental parameters that are obtained via real sensors and/or interrogating devices for their observable states at runtime. Thus, the Petri Nets act as mirror models for reasoning and predicting the effects of the workflow execution. Users or designers can run the Petri Net simulation to predict environmental effects before (or while) a workflow is (being) executed.
Performance Improvements In the evaluation of our approach, we have validated that the performance of model manipulation is acceptable when compared to the performance of the devices and communication networks usually found in the smart home domain. However, we may need to improve this performance if the approach is applied in other domains that require faster system response or less memory usage, such as industrial systems or larger systems.
With regard to system response, parallelism techniques can be applied to improve it so that multiple instances of MAtE can be executed to interpret behaviour patterns in parallel. However, this should deal with the problem of accessing models using two or more engines in a concurrent way. The concurrency module presented in this work should be improved to consider this point.
With regard to memory usage, a lazy load strategy can be implemented if memory is a critical resource. With this strategy, user behaviour patterns should not be completely loaded into memory. Only the root tasks (which represent the behaviour pattern), and the context situations (which indicate when a behaviour pattern should be executed), are required to be loaded initially. When a behaviour pattern has to be executed, the rest of its tasks, refinements, and temporal relationships can be loaded, interpreted, and executed. Once the pattern has been executed, its definition can be removed from memory.
Conclusions and future work
In this work, we have presented and evaluated a novel approach for confronting the challenge of evolving automations that are related to user behaviour patterns. This approach is based on model interpretation at runtime, which allows us to evolve system behaviour based on the premise that the automated user behaviour patterns are evolved by evolving the models.
This way of dealing with the problem of system evolution allows us to provide mechanisms to: (1) evolve automations by means of high-level concepts at runtime; and (2) to help designers and end-users perform the required evolution.
To achieve this, we have proposed a context model and a context-adaptive task model that allow behaviour patterns to be specified in an abstract way. These models are interpreted at runtime by MAtE, an engine that is capable of executing the behaviour patterns as specified in the models. To evolve these automations we provide: (1) High-level mechanisms that allow models to be evolved by using their own modelling language. (2) A toolkit that allows designers to specify and evolve the automated behaviour patterns by graphically modifying the models.
(3) A toolkit that allows end-users to evolve their automated behaviour patterns by using user-friendly interfaces. Thus, if user behaviour patterns undergo changes after system deployment, end-users can evolve them on their own without having to stop the system.
As future research, we plan to work on extending our approach to support the use of machine-learning algorithms. We believe that these algorithms can automate considerably the evolution process. When the system is running, the context monitor stores the user actions in the context model. Machine-learning algorithms can use this information to automatically infer new behaviour patterns. To achieve this, we are extending the context monitor to provide an adequate Java interface that allows these algorithms to properly obtain this information from the context model. In order not to be disruptive to users, we also plan to extend the end-user tool so that it periodically shows them the inferred behaviour patterns and allows them to simulate the execution of the patterns. Users can then modify the patterns and add them to the system if they so desire.
With regard to application domains, our approach can be applied in a wide variety of smart environments because our software infrastructure is implemented using Java and OSGi. We are currently developing a case study for automating and improving irrigation and fertilization in an orange field. Using our approach, these tasks could be performed automatically and in a more efficient way. Some of the behaviour patterns that have been identified to be automated are the following: periodicIrrigation and periodicFertilization, to periodically irrigate and fertilize the land according to its humidity and the season; and frostSecurity, to irrigate the land when a frost has been predicted in order to prevent the oranges from freezing.
