We study linear and nonlinear biLaplacian problems with hinged boundary condi- 
Introduction

7
Once a not too smooth source datum f is prescribed, the concepts of weak and very weak 8 solutions must be introduced in order to solve the boundary value problem Most of the theory on very weak solutions available in the literature deals with second 23 order equations, for which recent results have been obtained when f ∈ L 1 ( : δ), with 24 δ = dist (x,∂ ). This idea was originally introduced in [2] by Haïm Brezis in the seventies 25 (see also [4] ). More recently, for higher order equations, in [7] some new results proving that Green function associated to the nonlinear problem. In the previous paper [8] In the case of the problem (P ϕ ), the following notion of very weak solution can be introduced:
64
We point out that the integral of the right hand side in Definition 2.1 is well justified since
65
it is well-known that any ζ ∈ W
66
We shall need the following quite weak assumption on the domain : 
once we know the existence (and positivity) of the Green function G [13, 18] .
75
In the proof of the forthcoming main result we use the following lemma. 
where (a), (b), (c) are the properties: Then, for any f ∈ L 1 ( : δ) there exists a unique very weak solution of (P ϕ ). Moreover,
and if D(g) = v then the following weak maximum principle holds:
and so
Moreover, if we assume additionally that ϕ is locally Lipschitz continuous, i.e., for any
then we have the estimate homogeneous Dirichlet boundary conditions on .
101
Moreover u is smoother than said at Definition 2.1 since, at least, u ∈ W 1,s 
the very weak solution satisfies that
for a.e. x ∈ , and
for a.e. x ∈ , and for some positive constant C independent of f.
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+∞ then it can not exist any very weak solution of (P ϕ ).
118
Proof Consider the auxiliary problem
Since f ∈ L 1 ( : δ), it is well know that
Moreover, we can apply the results in prove the uniqueness let v be any very weak solution associated to a given g ∈ L 1 ( : δ),
128
and let m g =ϕ(− v).Since
then we know, again, that
Thus, we have
In particular, since ϕ is strictly increasing
implies the uniqueness of the very weak solution.
137
In order to get the quantitative estimate (2.5) we can adapt the argument already used in we get that
So, we can apply the Lemma 2.3. Thus, to prove the Then, thanks to (2.10) and the weak maximum principle we get (b) of Lemma 2.3 which
But we know that u(x) = ϕ −1 (m(x)) and v(x) = ϕ −1 (m g (x) ). Then, since 
Finally, applying the same arguments than before but now for u and v instead m
153
and m g we get the estimate (2.5) for some positive constant
155
The additional regularity of part (a. and the rest follows as in the proof of part (a.1).
162
The proof of the strong maximum principle uses the following estimate: if
with F ∈ L 1 ( : δ) and F ≥ 0, then there exists a positive constant C such that it again, now to (2.11), we conclude estimate (2.8).
169
In order to prove part (c), and more specifically the complete blow up (in the whole domain
170
)w h e n f / ∈ L 1 ( : δ),w et r u n c a t e f generating the sequence f n (x) = min( f (x), n).
171
Now, if u n is the associated solution
, for a suitable increasing function α such that α( f n L 1 ( :δ) ) ր+∞as 173 n ր+∞, which implies that u n (x) ր+∞a.e. x ∈ . The proof is now completed. 
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Indeed, arguing as in [9] it can be shown that 0 ≤ m(x) ≤ δ(x) θ for some θ>0, a.e. x ∈ ,
178
and thus a growth assumption on ϕ of the type 179 |r | ω ≤ C 1 |ϕ(r )|+C 2 for any r ∈ R, and for some ω>1, (2.12) 
for some a, b ≥ 0. This fact was 186 mentioned in the one-dimensional case in [8] although the proof is exactly the same for the 187 n-dimensional case. For some results on a singular perturbation problem, although for the 188 case of Dirichlet boundary conditions, see [14] . is to follow the steps of the theoretical proof, so that we decompose problem (P ϕ ) into two
196
recursive second order problems with homogeneous Dirichlet boundary conditions:
200
Note that the previous decomposition has already been used in the frame of elastohydrody- 
In practice, we show the numerical results for ǫ small 205 enough.
206
For the numerical discretization of problems (P 1 ϕ ) and (P mesh, an additional refining step (by subdivision into two or three subtriangles) has to be 220 performed.
221
In practice, for the computation of the integrals we have employed numerical quadrature 222 formulae over the triangles, the quadrature nodes being the vertices for all the examples. approximate f = f 0 in the form:
with ǫ = 10 −14 . We note that "formally" f behaves as 
234
Moreover, for k = 1 we know that ∇m ∈L 
and f / ∈ L 1 ( ), while Test 5 corresponds to k = 2, in which f / ∈ L 1 ( : δ).
238
Notice that although in the literature there are available many equivalent expressions for 239 the Green function G (mentioned in Theorem 2.2), we shall not use any one of them in our 240 numerical methods. given by:
with ǫ = 10 −14 . Figure 8 shows the results in case of adaptive refinement, more reasonable 
