Outliers due to technical errors in water-quality data from in situ sensors can reduce data quality and have a direct impact on inference drawn from subsequent data analysis. However, outlier detection through manual monitoring is unfeasible given the volume and velocity of data the sensors produce. Here, we proposed an automated framework that provides early detection of outliers in water-quality data from in situ sensors caused by technical issues.The framework was used first to identify the data features that differentiate outlying instances from typical behaviours. Then statistical transformations were applied to make the outlying instances stand out in transformed data space. Unsupervised outlier scoring techniques were then applied to the transformed data space and an approach based on extreme value theory was used to calculate a threshold for each potential outlier. Using two data sets obtained from in situ sensors in rivers flowing into the Great Barrier Reef lagoon, Australia, we showed that the proposed framework successfully identified outliers involving abrupt changes in turbidity, conductivity and river level, including sudden spikes, sudden isolated drops and level shifts, while maintaining very low false detection rates. We implemented this framework in the open source R package oddwater.
Introduction
Water-quality monitoring traditionally relies on water samples collected manually. The samples are then analyzed within laboratories to determine the water-quality variables of interest. This type of rigorous laboratory analysis of field-collected samples is crucial in making natural resources management decisions that affect human welfare and environmental conditions. However, with the rapid advances in hardware technology, the use of in situ water-quality sensors positioned at different geographic sites is becoming an increasingly common practice used to acquire real-time measurements of environmental and water-quality variables. Though only a subset of the required water-quality variables can be measured by these sensors, they 4 Baptista & Leen 2003) . Early detection of these technical outliers will limit the use of corrupted data for subsequent analysis. For instance, it will limit the use of corrupted data in real-time forecasting and online applications such as on-line drinking water-quality monitoring and early warning systems (Storey, Van der Gaag & Burns 2011) , predicting algal bloom outbreaks leading to fish kill events and potential human health impacts, forecasting water level and currents etc. (Glasgow et al. 2004; Archer, Baptista & Leen 2003; Hill & Minsker 2006) . However, because data arrive near continuously at high speed in large quantities, manual monitoring is highly unlikely to be able to capture all the errors. These issues have therefore increased the importance of developing automated methods for early detection of outliers in water-quality data from in situ sensors (Hill, Minsker & Amir 2009 ).
Different statistical approaches are available to detect outliers in water-quality data from in situ sensors. For example, Hill & Minsker (2006) addressed the problem of outlier detection in environmental sensors using regression-based time series models. In this work they addressed the scenario as a univariate problem. Their prediction models are based on four data-driven methods: naive, clustering, perceptron, and Artificial Neural Networks (ANN). Measurements that fell outside the bounds of an established prediction interval were declared as outliers.
They also considered two strategies: anomaly detection (AD) and anomaly detection and mitigation (ADAM) for the detection process. ADAM replaces detected outliers with the predicted value prior to the next predictions whereas AD simply uses the previous measurements without making any alteration to the detected outliers. These types of data-driven methods develop models using sets of training examples containing a feature set and a target output.
Later, Hill, Minsker & Amir (2009) addressed the problem by developing three automated anomaly detection methods using dynamic Bayesian networks (DBN) and showed that DBNbased detectors using either robust Kalman filtering or Rao-Blackwellized particle filtering, outperformed that of Kalman filtering.
Another common approach for detecting outliers in environmental sensor data is based on residuals (the differences between predicted and actual values). Due to the ability of ANNs to model a wide range of complex non-linear phenomena, Moatar, Fessant & Poirel (1999) used ANN techniques to detect anomalies such as abnormal values, discontinuities, and drifts in pH readings. After developing the pH model, the Student t-test and the cumulative Page-Hinkley test were applied to detect changes in the mean of the residuals to detect measurement error occurring over short periods of time. The work was later expanded to a multivariate scenario with some additional water-quality variables including dissolved oxygen, electrical conductivity, pH and temperature (Moatar, Miquel & Poirel 2001) . Their proposed algorithm used both A feature-based framework for detecting technical outliers in water-quality data from in situ sensors Talagala, Hyndman, Leigh, Mengersen, Smith-Miles: 12 February 2019 5 deterministic and stochastic approaches for the model building process. Observed data were then compared with the model forecasts using a set of classical statistical tests to detect outliers, demonstrating the effectiveness and advantages of the multimodel approach. Later, Archer, Baptista & Leen (2003) proposed a method to detect failures in the water-quality sensors due to biofouling based on a sequential likelihood ratio test. Their method also had the ability to provide estimates of biofouling onset time, which was useful for the subsequent step of outlier correction.
A common feature of all of the above methods is that they are usually employed in a supervised or semi-supervised context and thus require training data pre-labeled with known outliers or data that are free from the anomalous features of interest. In many cases, however, not all the possible outliers are known in advance and can arise spontaneously as new outlying behaviors during the test phase. In such situations, supervised methods may fail to detect those outliers. Semi-supervised methods are also unsuitable for certain applications due to the unavailability of training data containing only typical instances that are free from outliers (Goldstein & Uchida 2016) . The data sets that we consider in this paper suffer from both of these limitations highlighting the need for a more general approach.
Our key objective of this research was therefore to propose an unsupervised framework to detect technical outliers in high frequency water-quality data measured by in situ sensors. In this work we mainly focus on outliers involving abrupt changes in value, including sudden spikes, sudden isolated drops and level shifts. First, we propose an unsupervised framework that provides early detection of technical outliers in water-quality data from in situ sensors. Rule-based methods were also incorporated into the proposed framework to flag occurrence of impossible, out-of-range, and missing values. Second, we provide a comparative analysis of the efficacy and reliability of both density-and nearest neighbor distance-based outlier scoring techniques.
Third, we introduce an R (R Core Team 2018) package, oddwater that implements the proposed framework and related functions.
Our proposed framework has many advantages: (1) it can take the correlation structure of the water-quality variables into account when detecting outliers; (2) it can be applied to both univariate and multivariate problems; (3) the outlier scoring techniques that we consider are unsupervised, data-driven approaches and therefore do not require training data sets for the model building process, and can be extended easily to other time series from other sites; (4) the outlier thresholds have a probabilistic interpretation as they are based on extreme value theory; (5) the framework can easily be extended to streaming data such that it can provide A feature-based framework for detecting technical outliers in water-quality data from in situ sensors Talagala, Hyndman, Leigh, Mengersen, Smith-Miles: 12 February 2019 6 near-real-time support; and (6) the proposed framework has the ability to deal with irregular (unevenly spaced) time series.
Materials and Methods
Our proposed framework for detecting outliers in water-quality data from in situ sensors has six main steps (Figure 1) , and the structure of this section is organised accordingly. 
Study region and data
To evaluate the effectiveness of our proposed framework we considered a challenging real-world problem of monitoring water-quality using in situ sensors in a natural river system. This is challenging because the system is susceptible to a wide range of environmental, biological and human impacts that can lead to variation in water-quality and affect the technological performance of the sensors. For comparison, we evaluated two study sites, Sandy Creek and Pioneer River (PR), both in the Mackay-Whitsunday region of northeastern Australia (Mitchell, Brodie & White 2005) . These two rivers flow into the Great Barrier Reef lagoon, and have catchment areas of 1466 km 2 and 326 km 2 , respectively. In this region, the wet season typically occurs from December to April and is dominated by higher rainfall and air temperatures, whereas the dry season typically occurs from May to November with lower rainfall and air temperatures (McInnes et al. 2015) . The sensors at these two sites are housed within a monitoring station on the river banks. Water is pumped from the rivers to the stations approximately every 60 or 90 minutes to take measurements of various water-quality variables that are logged by the sensors. Here we focused on three water-quality variables: turbidity (NTU), conductivity (µS/cm) and river level (m).
The water-quality data obtained from in situ sensors located at Sandy If a sensor reading was outside the corresponding sensor detection range it was marked as an outlier. Negative readings are also inaccurate and impossible for river turbidity, conductivity and level. We therefore imposed a simple constraint on the algorithm to filter these values and mark them as outliers. Missing values are also frequently encountered in water-quality sensor data (Rangeti et al. 2015) . We detected missing values by calculating the time gaps between readings. If a gap exceeded the maximum allowable time difference between any two consecutive readings, the corresponding time stamp was then marked as an outlier due to missingness. Here, the maximum allowable time difference was set at 180 minutes, given that the water-quality measurements were set to be taken at least every 90 minutes.
Identify data features
After removal of out-of-range, impossible and missing values, we then identified common characteristics or patterns of the possible types of outliers in water-quality data that would differentiate them from typical instances or events. For turbidity, for example, "extreme" deviations upward are more likely than deviations downwards (Panguluri et al. 2009 ). The opposite is true for conductivity (Tutmez, Hatipoglu & Kaymak 2006) . Further, in a turbidity time series a sudden isolated upward shift (spike) is a point outlier (a single observation that is surprisingly large or small, independent of the neighboring observations (Goldstein & Uchida 2016) ), but if the sudden upward shift is followed by a gradually decaying tail then it becomes part of the typical behavior. For river level, rates of rise are often fast compared with fall rates. In general, isolated data points that are outside the general trend are outliers. Further, natural water processes under typical conditions generally tend to be comparatively slow; sudden A feature-based framework for detecting technical outliers in water-quality data from in situ sensors Talagala 
Apply statistical transformations
After identifying the data features, different statistical transformations were applied to the time series to highlight different types of outliers, focusing on sudden isolated spikes, sudden isolated drops, sudden shifts, and clusters of spikes ( Table 1 ) that deviate from the typical characteristics of each variable (Leigh et al. 2018 ). To separate spikes from typical upward trends.
To separate isolated drops from typical downward trends.
Rate of change (yt y t 1 )/yt High or low variability in the data.
To detect change points in variance.
Relative difference yt (1/2)(y t 1 + y t+1 ) Natural processes are com-To detect sudden changes paratively slow. Sudden (both upward and downchanges (upward or down-ward movements) ward movements) typically correspond to outlying instances.
In this work we considered the outlier detection problem in the multivariate setting. By applying different transformations on water-quality variables we converted our original problem of outlier detection in the temporal context to a non-temporal context through a high dimensional data space ( Figure 2 ). Different transformations were applied on both horizontal and vertical axes resulting in different data patterns. We evaluated the performance of the transformations (Dang & Wilkinson 2014 ) using the maximum separability of the two classes: outliers and typical points.
For example, in the data obtained from Sandy Creek, the one sided derivative transformation clearly separated most of the target outlying points from the typical points (Figure 2(e) ).
When the transformation involves both the current value Yt and the lagged value Yt−1 (as in the first difference, first derivative, and one sided derivatives), the neighboring points can emerge as outliers instead of the actual outlying point. For an example, if an outlier occurs at time point t, then the two values derived from the first derivative transformation ((yt − yt−1) and (yt+1 − yt)) get highlighted as outlying values because they both involve yt. That is each outlying instance is now represented by two consecutive values under the first derivative transformation. The goal of the one sided derivative transformation is to filter one high value for each outlying instance.
However the high values obtained could correspond to either the actual outlying time point or the neighboring time point, because each transformed value is derived from two consecutive observations. If the primary focus of detecting technical outliers is to alert managers of sensor failures, then it will be inconsequential if the alarm is triggered either at the actual time point corresponding to the outlier or at the next immediate time point. However if the purpose is different, such as producing a trustworthy dataset by labeling or correcting detected outliers, then additional conditions should be imposed to ensure that the time points declared as outliers correspond to the actual outlying points and not to their immediate neighboring points.
Calculate outlier scores
We considered eight unsupervised outlier scoring techniques for high dimensional data, involving nearest neighbor distances or densities of the observations. Methods based on k-nearest neighbor distances (where k ∈ Z + ) were the HDoutliers algorithm (Wilkinson 2018) , KNN-AGG and KNN-SUM algorithms (Angiulli & Pizzuti 2002; Madsen 2018) and Local Distance-based Outlier Factor (LDOF) algorithm (Zhang, Hutter & Jin 2009 ), which calculate the outlier score under the assumption that any outlying point (or outlying clusters of points) in the data space is (are) isolated; therefore the outliers are those points having the largest k-nearest neighbor distances. In contrast, the density based Local Outlier Factor (LOF) (Breunig et al. 2000) , Connectivity-based Outlier Factor (COF) (Tang et al. 2002) , Influenced Outlierness (INFLO) (Jin et al. 2006 ) and Robust Kernel-based Outlier Factor (RKOF) (Gao et al. 2011 ) algorithms calculate an outlier score based on how isolated a point is with respect to its surrounding neighbors, and therefore the outliers are those points having the lowest densities (see Supplementary materials A feature-based framework for detecting technical outliers in water-quality data from in situ sensors Talagala, Hyndman, Leigh, Mengersen, Smith-Miles: 12 February 2019
Figure 2: Bivariate relationships between transformed series of turbidity and conductivity measured by in situ sensors at Sandy Creek. In each scatter plot, outliers determined by water-quality experts are shown in red, while typical points are shown in black. (a) Original series, (b) Log transformation, (c) First difference, (d) First derivative, (e) One sided derivative, and (f) Rate of change, (g) Relative difference (for original series), (h) Relative difference (for log transformed series).
for detail). Each algorithm assigns outlier scores for all the data points in the high dimensional space that described the degree of outlierness of the individual data points such that outliers are those points having the largest scores (Kriegel, Kröger & Zimek 2010; Shahid, Naqvi & Qaisar 2015) . This step allowed us to set a domain specific threshold (Section 2.6) to select the most relevant outliers (Chandola, Banerjee & Kumar 2009 ).
Calculate outlier threshold
Following Schwarz (2008), Burridge & Taylor (2006) and Wilkinson (2018) , we used extreme value theory (EVT) to calculate an outlier threshold and assign a bivariate label for each point either as an outlier or typical point. The threshold calculation process started from a subset of data containing the 50% of observations with the smallest outlier scores, under the assumption that this subset contained the outlier scores corresponding to typical data points and the remaining subset contained the scores corresponding to the possible candidates for outliers. Following
Weissman's spacing theorem (Weissman 1978) , the algorithm then fit an exponential distribution to the upper tail of the outlier scores of the first subset, and computed the upper 1 − α (in this work α was set to 0.05) points of the fitted cumulative distribution function, thereby defining an outlying threshold for the next outlier score. From the remaining subset the algorithm then selected the point with the smallest outlier score. If this outlier score exceeded the cutoff point, all the points in the remaining subset were flagged as outliers and searching for outliers ceased.
Otherwise, the point was declared as a non-outlier and was added to the subset of the typical points. The threshold was then updated by including the latest addition. The searching algorithm continued until an outlier score was found that exceeded the latest threshold (Schwarz 2008 ). We performed this threshold calculation under the assumption that the distribution of outlier scores produced by each of the eight unsupervised outlier scoring techniques for high dimensional data was in the maximum domain of attraction of the Gumbel distribution which consists of distribution functions with exponentially decaying tails including the exponential, gamma, normal and log-normal (Embrechts, Klüppelberg & Mikosch 2013) .
Performance evaluation
We performed an experimental evaluation on the accuracy and computational efficiency of the proposed framework with respect to the eight outlier scoring techniques, using the different transformations and different combinations of variables (turbidity, conductivity and river level) (Table 1) To evaluate the performance of our proposed framework we incorporated additional steps after detecting the outlying time points using the outlying threshold based on EVT. This was done because the time points declared as outliers by the outlying threshold could correspond to either the actual outlying points or to their neighbors. Once the time points were declared as outliers, the corresponding points in the high dimensional space were further investigated by comparing their positions with respect to the median of the typical points declared by our proposed framework. This step allowed us to find the most influential variable for each outlying point. For example, in Figure 2 (e) the isolated point in the first quadrant is an outlier in the two dimensional space due to the outlying behavior of the conductivity measurement. In contrast, the four isolated points in the third quadrant are outliers due to the outlying behavior of the turbidity measurement. After detecting the most influential variables for each outlying instance, further investigations were carried out separately for each individual outlying instance to see whether the outlying instance was due to a sudden spike or a sudden drop by comparing the direction of the detected points with respect to the mean of its two immediate surrounded neighbors and itself. These additional steps in the algorithm allowed us to make the necessary corrections if the neighboring points were declared as outliers instead of the actual outliers.
Using the outlier threshold, our proposed framework assigns a bivariate label (either as outlier or typical point) to each observed time point and thereby creates a vector of predicted class labels. That is, if a time point is declared as an outlier by the proposed algorithm, then that could be due to at least one variable in the data set. We also declared each time point as an outlier or not based on the labels assigned by the water quality experts. At a given time point, if at least one variable was labeled as an outlier by the water quality experts then the corresponding time point was marked as an outlier and thereby creating a vector of ground-truth labels. Then the performance measures were calculated based on these two vectors of ground-truth labels and predicted class labels.
Software implementation
The proposed framework was implemented in the open source R package oddwater , which provides a growing list of transformation and outlier scoring methods for high dimensional data together with visualization and performance evaluation techniques.
Version 0.5.0 of the package was used for the results presented herein and is available from Github (github.com/pridiltal/oddwater). The datasets used for this article are also available A feature-based framework for detecting technical outliers in water-quality data from in situ sensors 
Results

Analysis of water-quality data from in situ sensors at Sandy Creek
A negative relationship was clearly visible between the water-quality variables: turbidity and conductivity and also between conductivity and river level measured by in situsensors at Sandy Creek ( Figures 3 and 4(a,c) ). Further, no clear separation was observed between the target outliers and the typical points in the original data space (Figure 4(a-c) ). However, a clear separation was apparent between the two sets of points once the one sided derivative transformation (an appropriate transformation for unevenly spaced data) was applied to the original series (Figures 4(d-f) and 5 ). Based on OP values, the one sided derivative transformation outperformed the first derivative transformation ( Table 2 , rows 1-5 compared to rows 6-10). Further, the distance-based outlier detection algorithms HDoutliers, KNN-AGG and KNN-SUM outperformed all others (Table 2, Only KNN-SUM and KNN-AGG assigned high scores to most of the targeted outliers in turbidity, conductivity and level data transformed using the one-sided derivative ( Figure 6(a,b) ). For each outlying instance however, the next immediate neighboring point was assigned the high outlier score instead of the true outlying point. After determining the most influential variable using the additional steps of the proposed algorithm (Section 2.7), adjustments were made to correct this to the actual outlier. The outlier scores produced by LOF and COF ( Figure 6 (d,f))
were unable to capture the outlying behaviors correctly and demonstrated high scattering. With respect to both accuracy and computational efficiency, the KNN-SUM algorithm maintained the greatest balance between false positive and false negative rates (Figure 7 ).
Analysis of water-quality data from in situ sensors at Pioneer River
Some of the target outliers in the data obtained from the in situ sensors at Pioneer River only deviated slightly from the general trend (Figure 8 ), making outlier detection challenging. A negative relationship was clearly visible between turbidity and conductivity ( Figure 9(a) ), however the relationship between level and conductivity was complex (Figure 9(c) ). Most of the target outliers were masked by the typical points in the original space (Figure 9(a-c) ). Similar to Sandy Creek, data obtained from the sensors at Pioneer River showed good separation between outliers and typical points under the one sided derivative transformation (Figures 9(d-f) and 10).
However, the sudden spikes in turbidity labeled as outliers by water-quality experts could not be separated from the majority by a large distance and were only visible as a small group (micro cluster (Goldstein & Uchida 2016) ) in the boundary defined by the typical points (Figure 9(d, e) ).
From the performance analysis it was observed that turbidity and conductivity together produced better results (Table 3 , rows 1-3) than when combined with level, which tended to reduce the performance (i.e. generating lower OP and NPV values) while increasing the false negative rate (Table 3 , rows 4-5). KNN-AGG and KNN-SUM (Table 3 , rows 1-3) had the highest accuracy
Figure 6: Classification of outlier scores produced from different algorithms as true negatives (TN), true positives (TP), false negatives (FN), false positives (FP). The top three panels (i, ii, iii) correspond to the original series (turbidity, conductivity and river level) measured by in situ sensors at Sandy Creek. The target outliers (detected by water-quality experts) are shown in red, while typical points are shown in black. The remaining panels (a-h) give outlier scores produced by different outlier detection algorithms for high dimensional data when applied to the transformed series (one sided derivative) of the three variables:
turbidity, conductivity and level. 
Figure 7: Classification of turbidity (T), conductivity (C), level (L) observations measured by in situ sensors at Sandy Creek by KNN-SUM algorithm as true negatives (TN), true positives (TP), false negatives (FN), false positives (FP) when applied to the TCL combination with one sided derivative transformation.
Figure 9: Top panel (a-c): Bi-variate relationships between original water-quality variables (turbidity (NTU), conductivity (µS/cm) and river level (m)) measured by in situ sensors at Pioneer River. Bottom panel (d-f): Bi-variate relationships between transformed series (one sided derivative) of turbidity (NTU), conductivity (µS/cm) and river level (m) measured by in situ sensors at Pioneer River. In each scatter plot, outliers determined by water-quality experts are shown in red, while typical points are shown in black. Neighboring points are marked in green.
Figure 10: Transformed series (one sided derivatives) of turbidity (NTU), conductivity (µS/cm) and river level (m) measured by in situ sensors at Pioneer River. In each plot, outliers determined by water-quality experts are shown in red, while typical points are shown in black.
Figure 11: Classification of outlier scores produced from different algorithms as true negatives (TN), true positives (TP), false negatives (FN), false positives (FP). The top two panels (i and ii) correspond to the original series (turbidity and conductivity) measured by in situ sensors at Pioneer River. The target outliers (detected by water-quality experts) are shown in red, while typical points are shown in black. The remaining panels (a-h) give outlier scores produced by different outlier detection algorithms for high dimensional data when applied to the transformed series (one sided derivative) of the two variables:
turbidity and conductivity. 
Discussion
We proposed a new framework for the detection of outliers in water-quality data from in situ sensors, where outliers were specifically defined as due to technical errors that make the data unreliable and untrustworthy. We showed that our proposed framework, with carefully selected data transformation methods derived from data features, can greatly assist in increasing the performance of a range of existing outlier detection algorithms. Our framework and analysis using data obtained from in situ sensors positioned at two study sites, Sandy Creek and Pioneer
River, performed well with outlier types such as sudden isolated spikes, sudden isolated drops, and level shifts, while maintaining low false detection rates. As an unsupervised framework, our approach can be easily extended to other water-quality variables, other sites and also to other outlier detection tasks in other application domains. The only requirement is to select suitable transformation methods according to the data features that differentiate the outlying instances from the typical behaviors of a given system.
Studies have shown that transforming variables affects densities, relative distances and orientation of points within the data space and therefore can improve the ability to perceive patterns in the data which are not clearly visible in the original data space (Dang & Wilkinson 2014) . This was the case in our study, where no clear separation was visible between outliers and typical data points in the original data space, but a clear separation was obtained between the two sets of points once the one-sided derivative transformation was applied to the original series.
Having this type of a separation between outliers and typical points is important before applying unsupervised outlier detection algorithms for high dimensional data because the methods are usually based on the definition of outliers in terms of distance or density ).
Most of the outlier detection algorithms (KNN-SUM, KNN-AGG, HDoutliers, COF, LOF and INFLO) performed least well with the untransformed original series, demonstrating how data transformation methods can assist in improving the ability of outlier detection algorithms while maintaining low false detection rates.
Although outlying points were clearly separated from their majority, which corresponded to the typical behaviors, the individual outliers were not isolated and were surrounded by the other outlying points. Because HDoutliers has the additional requirement of isolation in addition to clear separation between outlying points and typical points, it performed poorly in comparison to the two KNN distance-based algorithms (KNN-AGG and KNN-SUM) which are not restricted to the single most nearest neighbor ). For the current work k was set to 10, the maximum default value of k in Madsen (2018) , because too large a value of k could skew the focus towards global outliers (points that deviates significantly from the rest of the data set)
alone (Zhang, Hutter & Jin 2009 ) and make the algorithms computationally inefficient. On the other hand, too small a value of k could incorporate an additional assumption of isolation into the algorithm, as in HDoutliers algorithm where k = 1. Among the analysis using transformed series, LOF with the first derivative transformation performed the least well, which could also be due to its additional assumption of isolation (Tang et al. 2002) .
We took the correlation structure between the variables into account when detecting outliers as some were apparent only in the high dimensional space but not when each variable was considered independently (Ben-Gal 2005) . A negative relationship was observed between conductivity and turbidity and also between conductivity and level for the Sandy Creek data. However, for
Pioneer River, no clear relationship was observed between level and the remaining two variables, turbidity and conductivity. This could be one reason why the variable combination with river level gave poor results for the Pioneer River data set, while results for other combinations were similar to those of Sandy Creek.
The one-sided derivative transformation outperformed the derivative transformation. This was expected because in an occurrence of a sudden spike or isolated drop the first derivative assigns high values to two consecutive points, the actual outlying point as well as the neighboring point, and therefore increases the false positive rate (because the neighboring points that are declared to be outliers actually correspond to typical points in the original data space). Our goal was to detect suitable transformations, combinations of variables, and the algorithms for outlier score calculation for the two study sites. Results may depend on the characteristics of the time series (site and time dependent for example), and what is best for one site may not be the best for another site. Therefore care should be taken to select transformations most suitable for the problem in hand. According to (Dang & Wilkinson 2014) , any transformation used in an analytic must be evaluated in terms of a figure of merit. For our work of detecting outliers, the figure of merit was the maximum separability of the two classes generated by outliers and typical points. However, we acknowledge that the set of transformations that we used for this work was relatively limited and influenced by the data obtained from the two study sites. Therefore, the set of transformations we considered (Table 1) should be viewed only as an illustration of our proposed framework for detecting outliers. We expect that the set of transformations will expand over time as the framework is used for other data from other study sites and for applications from other fields.
Not surprisingly, HDoutliers algorithm required the least computational time given the outlying score calculation only involves searching for the single most nearest neighbors of each test point (Wilkinson 2018) . The mean computational time of KNN-AGG was twice as high as that of KNN-SUM because the KNN-AGG algorithm has the additional requirement of calculating weights that assign nearest neighbors higher weight relative to the neighbors farther apart (Angiulli & Pizzuti 2002) . LOF and its extensions (INFLO, COF and LDOF) required the most computational time; all four algorithms involve a two step searching mechanism at each test point when calculating the corresponding outlying score. This means that at each test point each algorithm searches its k nearest neighbors as well those of the detected nearest neighbors for the outlier score calculation (Breunig et al. 2000; Tang et al. 2002; Jin et al. 2006; Zhang, Hutter & Jin 2009 ).
We hope to expand the ability of our proposed framework so that it can detect other outlier types not previously targeted but commonly observed in water quality data (Leigh et al. 2018 ).
We also hope to extend our multivariate outlier detection framework into space and time so that it can deal with the spatio-temporal correlation structure along branching river networks. .
Acknowledgments and Data
We considered the following outlier scoring techniques for the framework presented in this paper. The proposed framework can be easily updated with other unsupervised outlier scoring techniques.
HDoutliers algorithm
The HDoutliers algorithm (Wilkinson 2018 ) is an unsupervised outlier detection algorithm that searches for outliers in high dimensional data assuming there is a large distance between outliers and the typical data. Nearest neighbor distances between points are used to detect outliers. However, variables with large variance can bring disproportional influence on Euclidean distance calculation. Therefore, the columns of the data sets are first normalized such that the data are bounded by the unit hyper-cube. To deal with data sets with a large number of observations, the Leader algorithm (Hartigan 1975 ) is used to form several clusters of points in one pass through the data set. This is done with the aim of handling micro clusters (Goldstein & Uchida 2016) . After forming small mutually exclusive clusters, a representative member is selected from each cluster. The nearest neighbor distances are then calculated for the selected representative members. Using extreme value theory, an outlying threshold is calculated to differentiate outliers from typical points (see Section 2.6 for detail).
KNN-AGG and KNN-SUM algorithms
The HDoutliers algorithm uses only nearest neighbor distances to detect outliers under the assumption that any outlying point (or outlying clusters of points) present in the data set is isolated. For example, if there are two outlying points (or two outlying clusters of points) that are close to one another, but are far away from the rest of the valid data points, then the two outlying points (or two outlying clusters of points) become nearest neighbors to one another and give a small nearest neighbor distance for each outlying point (or each outlying cluster of points). Because the HDoutlier algorithm is dependent on the nearest neighbor distances, and the two outlying points (or two outlying clusters of points) do not show any significant deviation from other typical points with respect to nearest neighbor distance, the HDoutliers algorithm now fails to detect these points as outliers. 
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point. The k-dimensional tree (kd-tree) algorithm (Bentley 1975 ) is used to identify the k nearest neighbors of each point in a fast and efficient manner. A weight is then calculated using the k nearest neighbor distances and the observations are ranked such that outliers are those points having the largest weights. For KNN-SUM, the weight is calculated by taking the summation of the distances to the k nearest neighbors. For KNN-AGG, the weight is calculated by taking a weighted sum of distances to k nearest neighbors, assigning nearest neighbors higher weight relative to the neighbors father apart.
LOF algorithm
The Local Outlier Factor (LOF) algorithm (Breunig et al. 2000) calculates an outlier score based on how isolated a point is with respect to its surrounding neighbors. Data points with a lower density than their surrounding points are identified as outliers. The local reachable density of a point is calculated by taking the inverse of the average readability distance based on the k (user defined) nearest neighbors. This density is then compared with the density of the corresponding nearest neighbors by taking the average of the ratio of the local reachability density of a given point and that of its nearest neighbors.
COF algorithm
One limitation of LOF is that it assumes that the outlying points are isolated and therefore fails to detect outlying clusters of points that share few outlying neighbors if k is not appropriately selected (Tang et al. 2002) . This is known as a masking problem (Hadi 1992) , i.e. LOF assumes both low density and isolation to detect outliers. However, isolation can imply low density, but the reverse does not always hold. In general, low density outliers result from deviation from a high density region and an isolated outlier results from deviation from a connected dense pattern. Tang et al. (2002) addressed this problem by introducing a Connectivity-based Outlier Factor (COF) that compares the average chaining distances between points subject to outlier scoring and the average of that of its neighboring to their own k-distance neighbors.
INFLO algorithm
Detection of outliers is challenging when data sets contain adjacent multiple clusters with different density distributions (Jin et al. 2006) . For example, if a point from a sparse cluster is close to a dense cluster, this could be misclassified as an outlier with respect to the local neighborhood as the density of the point could be derived from the dense cluster instead of the sparse cluster itself. This is another limitation of LOF (Breunig et al. 2000) . The Influenced Outlierness (INFLO) algorithm (Jin et al. 2006 ) overcomes this problem by considering both the k nearest neighbors (KNNs) and reverse nearest neighbors (RNNs), which allows it to obtain A feature-based framework for detecting technical outliers in water-quality data from in situ sensors Talagala 27 a better estimation of the neighborhood's density distribution. The RNNs of an object, p for example, are essentially the objects that have p as one of their k nearest neighbors. Distinguish typical points from outlying points is helpful because they have no RNNs. To reduce the expensive cost incurred by searching a large number of KNNs and RNNs, the kd-tree algorithm was used during the search process.
LDOF algorithm
The Local Distance-based Outlier Factor (LDOF) algorithm (Zhang, Hutter & Jin 2009 ) also uses the relative location of a point to its nearest neighbors to determine the degree to which the point deviates from its neighborhood. LDOF computes the distance for an observation to its k-nearest neighbors and compares the distance with the average distances of the point's nearest neighbors. In contrast to LOF (Breunig et al. 2000) , which uses local density, LDOF now uses relative distances to quantify the deviation of a point from its neighborhood system. One of the main differences between the two approaches (LDOF and LOF) is that LDOF represents the typical pattern of the data set by scattered points rather than crowded main clusters as in LOF (Zhang, Hutter & Jin 2009 ).
RKOF algorithm with Gaussian kernel
According to Gao et al. (2011) , LOF is not accurate enough to detect outliers in complex and large data sets. Furthermore, the performance of LOF depends on the parameter k that determines the scale of the local neighborhood. The Robust Kernel-based Outlier Factor (RKOF) algorithm (Gao et al. 2011) tries to overcome these problems by incorporating variable kernel density estimates to address the first problem and weighted neighborhood density estimates to address the second problem
