I. INTRODUCTION

I'
I the process of hearing, sound waves travel to the eardrum (tympanic membrane) through the external ear and ear canal. The sound pressure acting on the tympanic membrane produces mechanical yibrations that are transmitted via the ossicular chain in the middle ear to the inner ear (cochlea). The cochlea, which is encased in a bony shell, consists of three fluid-filled canals: scala vestibuli, scala media, and scala tympani. A thin membrane (Reissner's membrane) running the length of the cochlea separates the scala vestibuli from the scala media (middle canal). The basilar membrane forms the base of the middle canal, separating it from the scala tympani. The cochlea is coiled: there are 4; turns in the guinea pig hlanuscripr received September 6. 1992; revised Augu~l 30, 1993 . This work was supported by the Oftice of Naval Re5earch under Grant N00014-92- cochlea. The coil diameter is widest at the base of the cochlea and narrowest at the apex. There are two openings in the bony shell near the base: i) the oval window, through which the stapes drives the fluid in the scala vestibuli, and ii) the round window, which is covered by a thin membrane that accommodates the movement of fluid i n the cochlea. The sensory organ of hearing (the organ of Corti) is located on the scalamedia side of the basilar membrane. It consists of several types of specialized cells that are organized in precise transverse and longitudinal arrangements. The transverse morphological arrangement is the same from base to apex, although the width and stiffness of the basilar membrane and the dimensions of most of the cells change from base to apex [l] , [ 2 ] .
In the past, it has been possible only to measure vibrations at the basilar membrane. More recently, however, the use of a slit confocal microscope has made it possible to conduct vibration measurements at arbitrary positions within the organ of Corti [2] in the third and fourth turns of a special guinea pig temporal-bone preparation. This preparation is excised from the animal and kept alive by immersion in an oxygenated tissue culture medium [3] . The velocity of vibration of individual cells, selected as desired, is measured with a specially designed confocal heterodyne interferometer in response to sound applied to the ear canal. The details of the measuring and stimulus-generation techniques have been previously described P I .
This measurement technique elucidates the role of individual cells in the complex mechanical transduction process carried out in the organ of Corti. The measurements show that sensory cells (outer and inner hair cells) play an important role in this process. Measurements at the reticular lamina (which contains the tops of the sensory cells) display two types of response:
i~ Cells vibrate at frequencies that are related to the frequency of the applied signal with no net displacement. This is the ac response. The magnitude of the vibration velocity is frequency dependent, displaying a band-pass characteristic. The frequency of maximum velocity is defined as the characteristic frequency (CF) of the cell. The CF is highest at the base of the cochlea and lowest at the apex [ 2 ] . In the third turn of the guinea pig cochlea, the cells respond maximally to frequencies in the range 500-900 Hz, whereas in the fourth turn, the maximum response occurs for frequencies below 500 Hz.
ii) The outer hair cells change their length when a tone is applied to the ear and retain that length as long as the tone is present. This length change is called the motile or dc response. The magnitude of the motile response is dependent both on signal level and signal frequency. For a constant signal level, the length change is largest at the same frequency at which the ac response is maximum (the CF); however, the frequency bandwidth over which a motile response is observed is far narrower than the ac passband [2], [4]- [8] .
A suitable method for studying the motile response is to use amplitude modulated (AM) acoustic waves with a sinusoidal carrier and low-frequency modulation. This provides an opportunity for studying the change in the cell length over a broad range of carrier levels as the envelope increases and decreases. The use of an AM format is called for because the heterodyne interferometer can measure the velocity of an object but not its absolute position.
An AM stimulus is a time-varying signal; accordingly, special analysis techniques are required to examine the response. This paper describes the application of time-frequency and time-scale representation techniques for the analysis of cellular velocity data such as that described above. The relative advantages of the two techniques are compared for several data sets. Two types of input stimuli were used: i) an AM acoustic signal with a modulation depth of unity and a modulation frequency fixed at 2.44 Hz. the carrier frequency ranging from 24 to 1800 Hz and the total duration of each collected data set fixed at 0.4096 s (representing 2048 samples at 200 ps intervals) and ii) a sinusoidal acoustic signal. with a frequency that ranged from 24 to 1489 Hz, turned on at its positive zero crossing for a duration of 41 ms (1024 samples at 40 ps intervals). These stimuli are well suited for investigating nonlinear dynamical behavior.
To provide a complete analysis of these signals, we have examined three representations (magnitude, squared magnitude, and phase) of both the short-time Fourier transform (STFT) and the octave-band-based continuous wavelet transform (CWT). We have compared the transfomx for the different representations on selected data sets and found that the STFT magnitude was most effective in discriminating the various frequency components elicited by AM stimuli. For transient responses, the spectrogram (which is the squared magnitude of the STFT) and the scalogram (which is the squared magnitude of the CWT) both proved equally effective.
Phase maps of the STFI and CWT were also examined over a small section of one of the A. M responses. The resulting CWT phase map proved more readable than the magnitude or squared magnitude of the CWT. However, the STFT phase map provided information that was essentially equivalent to that offered by the magnitude or squared magnitude of the STFT. In the Discussion (Section IV), we consider some of the differences between the two transforms and identify cases where one transform might be preferred over the other.
We clearly ascertain that the nonlinear dynamical characteristics of cellular motion in the cochlea [9] can be elucidated by using both STFT-and CWT-based analyses. The character of the cell's nonlinear response is found to depend significantly on the carrier frequency of the applied AM signal, relative to the innate tuning characteristics of the cell. We show that a simple nonlinear system (the negative-stiffness Duffing oscillator) exhibits some of the features seen in our experimental data, although it is clearly too idealized to serve as a model for cellular dynamics in the cochlea. We have previously reported preliminary results pertaining to the use of the STFT in the analysis of cellular velocity data [lo]-[ 121, and we have also presented a preliminary version of our octave-band-based CWT analysis [13] .
ANALYSIS TECHNIQUES
An AM tone with a low modulation frequency is a wave of slowly varying amplitude.
The AM stimulus is useful in investigating nonlinear dynamics because it permits us to observe, in a single experiment, the cell's response for a continuous and large range of acoustic intensities. The AM tone is, however. a nonstationary stimulus over the time scale of the experimental recording; a suitable representation of the response in the spectral domain must therefore be used. Although it is useful in highlighting the broad spectral features of the response, the averaged periodogram for the entire signal duration is an incomplete representation for such a signal. Similarly. the response to the step turn-on of a sinusoidal tone is clearly nonstationary.
Accordingly, we have made use of various time-frequency representations (TFR's) and time-scale representations to capture the time-varying spectral character of the cellular response. A commonly used TFR is the spectrogram (SPEC) [14] , [15] . which is defined as SPECZ(t, f ) = ISTFTqjt. , f)12, (1) with the STFT defined as S T F T~(~. f) = J_, z(u)g*(u -t)exp (-jaafu) A Gaussian window [ g ( t ) = exp( -t 2 ) ] provides a reasonable choice for the window function since it minimizes the timefrequency uncertainty product [14] . Specifically, a sampled version of the STFT, which is often referred to as the discrete STFT, was calculated using a summation approximation of (2): We present the STFT magnitude and the spectrogram in two visual formats. The first is a 3-D representation, which is often referred to as a 3-D spectral plot. In this format, time and frequency form the bottom plane and the STFT magnitude or spectrogram is represented on a linear axis in the third dimension. The second format provides 2-D contour plots on which contours of equal STFT magnitude or spectrogram are traced on a time-frequency plane. The choice of whether to examine the STFT magnitude or the spectrogram is signal dependent. The magnitude of the STFT allows both strong and weak components to be effectively shown on the same plot; this is generally desirable for our class of signals. For other types of signals, however, plotting the spectrogram allows a weak signal component to be readily distinguished from the noise floor.
The CWT provides an alternative representation with the flexibility of trading time and frequency resolution. This flexibility can provide a more useful representation for certain signals, e.g., those with a mix of short-term impulsive events and long-term harmonic components [16] . We analyzed our data using the basic wavelet h(,t) = exp(jct)esp(-t2/2), which is often referred to as the Morlet wavelet [17] . Although strictly speaking this is not an admissible wavelet basis (since (9) where IV integer sufficiently large to provide good sampling of the basis function at the smallest scale used (a = 1) a scale index V number of voices per octave.
The choice of c = 5.0 for the Morlet wavelet gives an analysis wavelet that is octave-band in nature, i.e., the frequency width of the wavelet's Fourier transform at a given frequency f o is of the order of f o itself. Such octave-band wavelet bases arise naturally in wavelets derived using twoscale equations or from orthogonal perfect-reconstruction filter banks [ 161.
By choosing a fixed number of voices per octave, we can consider frequency increments expressed as fractions of an octave. For example. if we decide to examine four voices per octave, that is equivalent to considering the set of frequencies f o . 2 a f o . 2 2 f o , 2 i f 0 . and 2 2 f 0 , which correspond to the fractional octave frequencies defined above.
From (9) , it is apparent that L, which is the number of samples of the basis function. increases with a. This is equivalent to saying that the wavelet basis function is stretched by increasing the scale (Le., by increasing a). These longer basis functions correspond to filters with lower center frequencies and narrower bandwidths (maintaining constant relative bandwidth however), reflecting the fact that the loss in time resolution is accompanied by an increase in frequency resolution at larger scales. We have adopted the convention that an increase in scale corresponds to a decrease in fre- The CWT magnitude and scalogram are also presented in both 3-D and contour formats, as described earlier for the STFT and spectrogram. The phases associated with the STFT and the CWT of a data set provide additional representations, as will be illustrated subsequently in one of our examples.
RESULTS
A. Response of n Third-Turn Outer Hair Cell to AM Stimuli
To examine the behavior of the velocity response of cochlear sensory cells for stimuli of different frequencies, AM acoustic signals (with unity modulation depth and a fixed modulation frequency of 2.44 Hz) were applied to the ear canal, using different stimulus carrier frequencies. This allowed us to examine the nonlinear velocity response of a given cell as the carrier frequency was altered from well below to well above the CF. The sampling frequency was fixed at 5 kilosamples/s in recording the responses to AM stimuli. Fig. I shows the velocity tuning curve of a second-row outer hair cell in the third turn of the guinea pig temporal-bone preparation. The measured peak velocity of the cell per unit applied sound pressure is shown over frequencies ranging from 70 to 2000 Hz. This tuning curve displays a peak at 850 Hz. Fig. 2 shows the response of this cell when an AM tone with a carrier frequency f c = 415 Hz (below CF) is applied to the ear.
The velocity response of the cell during one cycle of the modulation envelope is displayed in Fig. 2(a) . The response does not follow precisely the shape of the input envelope: a slight flattening is apparent near the center of the time waveform.
In this and other such curves, the reconstructed waveform has been upsampled by a factor of 64 and interpolated by sinc functions to reduce the artifact known as "false modulation." The velocity-response STFT magnitude, which is shown in 3-D and 2-D formats in Fig. 2(b) and (c). respectively. reveals the time behavior of the spectral components. The STFT shows six spectral components at multiples of the carrier frequency. At the beginning and end of the modulation cycle, when the magnitude of the envelope is displays the peak velocity in centimeters per second per unit sound pressure low, the response closely follows the input. and the response is mainly at the carrier frequency (this is most clearly seen in Fig. 2(c) ). As the magnitude of the envelope increases, spectral components at f c , 2f,, 3f,. 4fc. sfc, and Gf, appear.
The higher spectral components do not follow the time course of the input envelope precisely.
The STIT magnitude at the carrier frequency and at three of its harmonics is plotted in yet another way in Fig. 2 
(d).
The magnitude of the second harmonic is generally greater than that of the third or fourth harmonic. Harmonic generation clearly indicates the presence of nonlinearity in the cellular response. The generation of multiple harmonic components for carrier frequencies below CF is typical of the 24 cells we have examined. Fig. 3 shows the response of the same cell when an AM tone with a carrier frequency fc = 706 Hz (near CF) is applied. The velocity response of the cell over one modulation cycle is displayed in Fig. 3 (a). Its magnitude is substantially greater than that shown in Fig. 2 (a) since the carrier frequency is now near the CF of the cell. The response envelope does not follow the shape of the input envelope. The central portion of the time waveform is highly irregular in appearance. The STFT magnitude of the velocity response (Figs. 3(b) and (c)) again shows the presence of multiple spectral components, but the behavior is far more complex than that seen in Fig. 2 (b) and (c). At low magnitudes of the modulation envelope, the response is only at the carrier frequency, as in Fig. 2 . At higher magnitudes of the modulation envelope, harmonic components are clearly visible at fc. 2fc, and 3f,.
At the highest values of the stimulus envelope, however, something unusual occurs. Components are seen at three halfharmonic frequencies (3fc/2, 5fc/2, and 7 f c / 2 ) , as reported previously [lo] , [12] , [18] . [19] . In some cells, there is also a component present at f c / 2 [ 121, but this feature is more-orless absent in this particular data set. It is of interest to note that Davis er al. [20] presence of half-harmonic components in guinea pig cochlearmicrophonic potentials and in the sound field in front of the tympanic membrane when high-intensity pure-tone stimuli were applied to the ear canal. Dallos et al. [23] also showed the presence of odd-fractional harmonics (which they determined to be rare in guinea pigs).
A component at dc (or possibly at nearby low frequencies) can also be clearly seen in the STFT magnitude in Fig. 3 (b) and (c) near the center of the AM waveform. The dc component corresponds to the nonvibratory tnotile behavior of the cell in response to the envelope of the AM stimulus, as discussed earlier. Related observations have been made both in isolated outer hair cells and in the guinea pig temporal-bone preparation by Brundin et al. [5] - [8] .
The STFT magnitude for the carrier, the second and third harmonics, and four half-harmonic frequencies is shown in Fig. 3 (d) as a function of time. The amplitude of the second harmonic no longer increases monotonically with the arnplitude of the stimulus. The magnitude of the third harmonic is greater than that of the second harmonic. This is opposite to the condition observed at a lower frequency ( Fig. 2(d) ). The harmonic curves are asymmetrical in time. Furthermore, the half-harmonics appear at times delayed with respect to the peak of the input waveform; as the amplitude of the stimulus is decreasing. (at,? and 3f,) , at three half-harmonic components of the canier (3fC/2,5 fc/2. and 7fr/2j, as well as at dc; LC) same STFT magnitude as shown in (b), but in contour format with 20 equally spaced (in STFT magnitude) contour lines joining points of consrant magnitude. Each contour curve represents 0.0634 units of STFT magnitude; (d) STFT magnitude as a function of time at the carrier frequency fc, its second and third harmonics, and at four half-harmonics, which are denoted j f , / 2 (fC/2-solid curve, 3fC/2-dash-dot curve, 5 fr/2-dashed curve, i f,/%dotted curve). The shapes of the carrier and each of the harmonic and half-harmonic curves are quite different. They also differ from those observed in Fig. 2 (dj If,. = 415 Hz). There, the second harmonic was greater in magnitude than the third; this condition is now reversed for fc = 706 Hz. The half-harmonics are present principally between 200 and 300 m$ asymmetrically with respect to the time of the peak input stimulus.
cycle of the modulation envelope is displayed in Fig. 4(a) . and 13 Hensen's cells) that we have examined thus far using The response follows the shape of the input envelope with time-frequency representations.
We have previously presented little distortion. The STFT magnitude of the velocity response similar plots for other third-turn outer hair cells [10]-[12] and ( Fig. S(b) and (c)) shows the presence of only two spectral for a fourth-turn Hensen's cell [12] . In all cases, the response components: at f c and at 2 f , . Both of these components follow is reasonably, but not entirely, symmetric in time about the the time course of the input envelope rather faithfully. The center of the stimulus envelope, indicating the presence of STFT magnitudes for the carrier and its second harmonic limited memory effects
are shown as a function of time in Fig. 4(d) . The second The CWT of a signal will in general display the same harmonic curve is asymmetrical around the time axis.
As we information as the STFT but with a different distribution move to yet higher camer frequencies (which are not shown), of time-frequency resolutions (a) Time waveform of the velocity response (in crnis) of the cell, The slight scalloping apparent in this time waveform is due to false modulation; (b) STFT magnitude of the velocity response shown in (a). This plot shows spectral components only at the carrier frequency f,. and at the second harmonic 2f,.. Higher harmonic components may have been present but remained undetected because the sampling rate and filtering of the measuremenr apparatuq restricted the maximum observable frequency to 2500 Hz; ( c j same STFr magnitude as shown in (b) but in contour format with 20 equally spaced (in STFT magnitude) contour lines joining points of constant magnitude. Each contour curve represents 0.0502 units of STFT magnitude; id) STFT magnitude as a function of time curve is asymmetrical in time. This response \%as recorded with an upper frequency limit of 1500 Hz so that third and higher harmonics could not be obsened. at the carrier frequency f c and at its second harmonic. The shapes of the carrier and the second harmonic curves are quite different. The second harmonic waveform shown in Fig. 3(a) (.fc = 706 Hz) are compared in Fig. 5 . The particular segment of the time waveform analyzed is shown in Fig. 5(a) .
The STFT magnitude for this time series is shown in a 3-D plot (Fig. 5(bj) and in contour format (Fig. 5(c) ). The STFT shows energy primarily at the carrier frequency and at two harmonics (Zfc and 3f,j, but discernible spectral components are also present at 3f,/2.5fr/2, 7j,./2. and 0 (dc) . The component at sfc is considerably larger than that at 2f,, but the component at 2f, is seen to increase significantly during the time course of the signal.
The octave-band based CWT magnitude for the same time series is shown in Fig. 5 In areas where the CWT magnitude falls below a certain threshold. the phase is not plotted. This appears as gray areas on the figure. Comparison with the CWT-magnitude contour plot in (e) reveals that the thresholded phase map provides a crisper representation for this data set; (g) phase of the STFT of the velocity response shown in a gray-scale format. A5 III cf). the phase is mapped to the range [-T, x], which again corresponds to the transition from absolute black (-x) to ahsolute white (a). In areas where the STET magnitude falls below a certain threshold, the phase is not plotted. These appear as gray areas on the figure. The thresholded STFT phase map shown here contains essentially the same information as the STFT magnitude contour plot shown in (c), clearly illustrating the time course of the seven frequmcy components present.
706 Hz. which is the applied carrier frequency. This difference arises because the scale index is quantized to integer values, and a scale index of 10 corresponds to the frequency nearest to the actual frequency of the signal (a scale index of nine maps to a frequency of 807 Hz, which lies farther from the carrier frequency than 679 Hz). The use of more voices per octave in calculating the CWT would allow a more precise estimate of the frequency of vibration to be obtained but at the expense of added computational complexity.
The discriminability provided by the octave-band-based CWT magnitude plots in Fig. 5(d) and (e) is clearly seen to be inferior to that provided by the STFT magnitude plots presented in Fig. 5(b) and (c), respectively. This issue will be discussed further in Section IV.
Since we have used a complex wavelet for calculating the CWT, it is also of interest to examine what information may be discerned from the phase of the CWT for this time series. The phase is shown in Fig. 5 shows up clearly at a scale index 01 = 10. It registers as a set of bands spaced at time intervals equal to the period of the carrier component. For smaller scales (higher frequencies), the component at 3fc is also readily visible (scale index u = 3), with a periodicity that is one third of the fundamental period (i.e., there are three phase transitions from -T to T at this scale for every transition at the carrier frequency). Components at frequencies between f c and 3fc are also discernible, starting at a time of about 230 ms. This feature, corresponding to the appearance of components between f r and 3 f c , was not readily visible in the octave-band-based CWT magnitude plots. Indeed, the CWT phase map is more useful than the CWT magnitude alone, inasmuch as it combines some magnitude information (determined by the chosen threshold) with phase information. Nevertheless, we cannot clearly distinguish the three separate frequency components at 3 f c / 2 . Zf,., and 5 f , / 2 , which are evident in the STFT's shown in Fig. 5(b) and ( C h In Fig. 5(f) ? the bands in the phase map corresponding to the fundamental component at fc are seen to be spread over five scale indices. ranging from 8 to 12. At any fixed time, the phase of this signal transform remains essentially constant across these five scale indices. To understand why this occurs, (5) It should be noted that the data used to calculate the CWT was upsampled and interpolated in order to stretch out the scale axis. This is permissible since the original signal was well bandlimited at 2500 Hz.
For completeness, we display the phase associated with the STFT of the same time series in Fig. 5(g) . Again, --7i is plotted as absolute black and T as absolute white, and an STFT-magnitude threshold is selected. below which the phase is not plotted. The STFT phase plot retains the behavior of the STFT-magnitude contour plot shown in Fig. 5(c) , clearly distinguishing and exhibiting the time course of the seven significant frequency components. The presence of the white bar at zero frequency indicates that the dc component of this signal has a phase of x. reflecting the negative mean of the time waveform in Fig. 5 
STFT:(t.fj = e -J 2 i T f t X('U)G*(U -f ) e x p ( j Z~u t ) d 7~ (13) where X ( u ) and G ( P I )
are the continuous-time Fourier transfornu of x ( t ) and g ( t ) , respectively. The prefactor e -J Z T f t . which is present in (13) but not in (12), shows that the phase of the transform varies linearly with frequency at any fixed time t.
From all of the measures presented in Fig. 5 , it is apparent that the STFT is superior to the octave-band-based CWT that we have used. as is explained further in Section IV.
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B. Response of a Third-Turn Hensen's Cell to the Step Turn-On of n Tone
To examine the behavior of the transient velocity response of cochlear sensory cells for stimuli of different frequencies, step-onset tones were applied to the ear canal. The response of a nonlinear system to a transient stimulus provides complementary information to that provided by the response to an AM tone. The sampling frequency was fixed at 25 ksamplesls in recording the responses to step-onset stimuli. We proceed to detail the response of a Hensen's cell in the third turn of the guinea pig temporal-bone preparation using both CWT and STFT analysis techniques. Fig. 6 shows the velocity tuning curve for this cell.
It is broadly peaked with its maximum value at 562 Hz (CF). The three frequencies for which the time waveforms are shown are as follows: below CF (fstim = 122 Hz: Fig. 7(a) ), at CF (fstio, = 562 Hz; Fig. 8(a) ), and above CF (fStim = 1489 Hz; Fig. 9(a) ). The transient response time of the sound-generation system is negligibly short at these low frequencies.
As we have reported previously [24] , the qualitative characteristics of the transient response change with frequency. When the stimulus frequency is below the CF of the cell, the transient vibration amplitude monotonically approaches its final value, while its instantaneous frequency decreases toward the stimulus frequency. When the stimulus frequency is well above the CF, there is a substantial amplitude overshoot, while the instantaneous vibration frequency starts out low and then increases to the stimulus frequency. Finally, for stimulus frequencies in the vicinity of CF, there may be either a slight overshoot or a steady approach to the final amplitude (both are observed). and the instantaneous frequency remains relatively constant.
These observations can be made clearer by examining the CWT magnitude, the CWT phase, or the scalogram of the transient responses, Since there is little difference in these representations for the transient data, we chose the latter for diversity. The octave-band-based scalograms are displayed in 3-D format in Figs. 7-9(h) and in contour format in Figs. 7-9(c) [ 131. In these figures, the scalogram is constructed over six octaves with V = 3 voices per octave so that an increase of 4 in the scale index is equivalent to a halving in frequency. The value of AV (the length, in samples, of the lowest-scale wavelet basis function) was set equal to 40. We use the same scale-index axis as in Fig. 5(d) -(f), as the same parameters are used to calculate the CWT in both cases.
The scalogram clearly shows how energy is diverted into frequencies that are pulled toward the CF at the onset of vibration before reaching steady-state behavior when the energy remains concentrated at the stimulus frequency. In Fig. 7(b) and (c), for example, the stimulus frequency is at 122 Hz, but there is an initial concentration of response at &OO Hz. This corresponds to the decrease in instantaneous frequency observed in the time waveform. A similar pattern is observed in Fig. 9(b) and (c), in which the early transient displays a concentration of the response close to 750 Hz (again in the vicinity of the CF) for a driving frequency of 1489 Hz. The substantial magnitude of the scalogram for this peak, in comparison with its eventual steady-state value at the stimulus frequency, reflects the overshoot evident in the time waveform. It is also apparent from the tuning curve in Fig. 6 that the steady-state response at 750 Hz far outweighs that at 1489 Hz. Finally, the response to a stimulus of 562 Hz, which is shown in Fig. 8(b) Fig. 9(d) and (e). These figures are quite similar in character to the scalogram shown in Fig. 9 (b) and (c); both display an initial burst of energy at a frequency pulled towards the CF. Although the scalogram and spectrogram provide approximately equivalent performance for this example, the scalogram provides a more compressed view of the signal's behavior because of the manner in which frequency is mapped to a logarithmic scale. Nevertheless, from Fig. 9(cj and (e) , it is clear that in this case, both yield a good estimate of the center frequency of the cell's initial vibration (750 Hz). For the particular octave-band-based wavelet that we have used, the scalogram has slightly better frequency resolution (and slightly worse time resolution) than the spectrogram.
There is an important distinction between the CWT (or scalogram) and the STFT (or spectrogram) in mapping sinusoidal signals. Unlike the STFT, the CWT does not map equalmagnitude sinusoidal components of different frequencies to transforms of equal magnitude. For instance, comparing the ratio of the roughly steady-state sinusoidal waveforms in Fig. 8 (a) and 9(a) (which is zU. 35/0.(11 = 35) to the ratio of the scalograms of these steady-state components in Fig. 8 (b) and 9(b) (which is ~: 4 @ / 0 . 0 1 = 4000) illustrates that the scalogram magnitudes do not reflect the square of the timewaveform magnitude ratio (since 3000 # (35)'). This can be understood in terms of the scale-dependent prefactors in ( 5 ) and (12).
The attentive reader will notice the absence of the harmonic and half-harmonic frequencies in the transient response. These were observed when AM stimuli were used (see Section III-A). The reason is straightforward: the sound pressure levels used in recording the transient responses were considerably lower than the values used in the AM experiments. Nonlinear effects are more pronounced at higher acoustic intensities.
C. The Negative-Stiffnem Dufing Oscillator as a Model of Cochlear Dynamics
In an attempt to characterize the nonlinear mechanisms responsible for the unusual behavior detailed above and elsewhere [9]-[12] , [18] , [19] , [25] , we can consider analogies to other well-studied nonlinear systems. Keilson et al. [26] - [28] have already analyzed the responses of a class of bilinear oscillators and compared the results with experimental findings P I .
Here. we consider a negative-stiffness Duffing oscillator model [29] - [31] defined by the equation Fo is a constant. The characteristic frequency of the (small-amplitude, undamped) velocity response for the system was set at 850 (as suggested by the experimental tuning curve of Fig. 1 ) by choosing u = 2000. ,3 = 1.43 x lo', and -, = 7.13 x lo', Fo was set equal to 4.6 x lo6. The response does not follow the shape of the input very closely, and a sudden irregularity appears in the time waveform at time t = 210. Indeed. the model response shown here bears some qualitative similarity to the corresponding data shown in Fig. 3(a) . The STFT magnitude of this velocity response (Fig. IO(b) , (c), and (d)) shows the presence of multiple spectral components, not unlike those seen in the data (compare with Fig. 3(b) , (c), and (d)). The time development of the fundamental and harmonic components are particularly similar. However. in the vicinity of time t = 210. the model response jumps somewhat suddenly and briefly to encompass a large range of frequencies particularly centered about the half-harmonic frequencies at f J 2 , 3 f C / 2 , and 5 fJ2. This is a consequence of the subharmonic cascade (period-doubling [32] ) route to chaos that the Duffing oscillator system exhibits. As the magnitude of the driving force increases further, the spectrum broadens. and the system is driven towards chaotic behavior. Similar features are also present in the cellular velocity data at very large acoustic intensities (see Fig. 3(b) and (c) and [9] , [lo] . [12] , [18] . [19] ). However, the data do not generally exhibit quite as broad a range of frequencies as the model, at least for the model parameters illustrated. In addition. the data exhibit a dc displacement in response to the stimulus envelope that is absent in the Duffing model.
The behavior of the Duffing model was studied over a range of carrier frequencies and driving intensities. For carrier frequencies well below the CF, multiple harmonic components are generated that are similar to those seen in Fig. 2 . For carrier frequencies well above the CF, the response is mostly at the carrier frequency as in Fig. 4 . Fig. 1 l(a) shows the velocity response x of the model system to the step turn-on of a tone with frequency fstim = 1489. The driving function was of the form
where fitim stimulus frequency ,u(t) unit step function to measured time delay for the production of experiFo a constant.
mental data ( 1 ms)
The characteristic frequency of the (small-amplitude, undamped) velocity response was set at 562 (as suggested by the experimental tuning curve of Fig. 6 ) by choosing a = 2000, 3 = 6 x 10'. and ^v = 3 x 10'. Fo was set equal to 4.6 x 11)".
Except for the driving frequency. these parameters are not too different from those used to generate Fig. 10 . The scalogram of this time waveform is shown in Fig. 1 l(b) and (c). Fig. ll(c) shows an initial peak of energy at a frequency of about 700. which is pulled substantially away from the stimulus frequency of 1489 toward the CF. These plots should be compared with those in Fig. 9 (b) and (c). Some features are shared in common; however, the principal distinction is that in Fig. ll(b) and (c), the scalogram magnitude of the initial low-frequency transient peak is far lower than at the stimulus frequency. whereas in Fig. 9 (b) and (c). the opposite is true. This reflects the significant overshoot in the time waveform shown in Fig. 9(a) , which is absent in the model response shown in Fig. ll(a) . This feature is a result of the broader bandwidth of the model's tuning in comparison with the cellular system.
The modified Duffing oscillator does not seem to be a terribly good model for cellular dynamics in the cochlea; it is clearly too simple and too idealized. Kevertheless, some features of its behavior, such as the presence of harmonic and half-harmonic spectral components and spectral broadening at high acoustic intensities, suggest that a reasonable model of cochlear dynamics may contain some of the features of the Duffing system, but then again, many other nonlinear systems with quite different characteristics also share these features. More work is clearly needed to describe in detail the nature of the nonlinearities in the cochlea and to develop more appropriate models.
IV. D~s c r s s~o n -
We have already seen in Fig. 5 that the STFT and the octave-band-based CWT have quite different frequency-and time-resolution characteristics. It is these characteristics that determine the relative advantages of their use for the analysis of a given signal.
In the STFT analysis of the AM responses presented here, the frequency resolution (which is defined as the full width at l/e-maximum of the window's Fourier transform) was 99.5 Hz at all frequencies from 0 to 2500 Hz (the Nyquist frequency), whereas the time resolution (which is defined as the full width at l/e-maximum of the window function in time) was 12.8 ms at all frequencies. Consequently, events taking place within a time scale shorter than this resolution time could not be clearly distinguished. The spectrogram also has a characteristic time-frequency resolution.
The time and frequency resolutions of the CWT do, in contrast, vary with scale, though, as for the STFT, the product of the time and frequency resolutions remains fixed. The frequency resolution is worst at small scales and improves (i.e., decreases in width) with increasing scale (whatever the choice of wavelet basis). Since scale is proportional to inverse frequency (see (IO) ). this means that CWT frequency resolution is best for low frequencies. This is, of course, the fundamental difference between the STFT and the CWT. For the STFT, the time and frequency resolutions are constant for all frequencies, whereas for the CWT, the time and frequency resolutions are continuously changing as functions of frequency. The choice of window length is critical when implementing the STFT, inasmuch as it fixes the time-frequency resolution thereafter. For a particular data set, there is usually an optimum choice, which can generally be found by trial and error. For the Morlet waveletbased CWT, on the other hand, the critical choice is the frequency at which a desired time or frequency resolution is achieved, as governed by the choice of the parameter c in (7).
For an octave-band-based CWT, we can estimate the magnitudes of these frequency resolutions by considering the relation between the CWT and its discrete counterpart, the discrete wavelet transform (DWT). In the DWT. a signal is divided into octave bands using filter banks composed of high-and low-pass half-band filters [16] . The lowest scale of the transform corresponds to extracting those signal components whose digital frequencies lie in the range The frequency resolution at the lowest scale is essentially ~/ 2 (which is the width of the corresponding frequency band at the lowest scale), the frequency resolution at the next highest scale is ~/ 4 (the width of the band [~, ' 4 , ; r / 2 ] ) , and so on. Since an octave-band-based CWT interpolates between the octave scales of the DWT, the frequency resolution of the CWT improves in a similar manner, but gradually rather than in discrete jumps as for the DWT. Not surprisingly then, the frequency resolution of an octave-band-based CWT is essentially one spectral component per octave of frequency, as implied by the name. The scalogram also has a characteristic time-frequency resolution.
The effect of the diminished frequency resolution at high frequencies is evident in our analysis of the cellular velocity responses to .4M stimuli, where there are multiple spectral components present within the same octave hand. Consider the results presented in Fig. 5 . where we have explicitly compared the STFT and CWT for the same data. The STFT magnitude (Fig. S(b) and (c)) clearly shows the presence of three significant spectral components (at 706. 1412, and 21 18 Hz) since the separation of these components is much larger than the 99.5-Hz frequency resolution of our STFT analysis. The octave-band-based CWT of the same data, which is shown in Fig. 5(d) and (e).
does not clearly distinguish between the components at 1412 and 21 18 Hz. This is because the frequency separation of these spectral components is comparable with the frequency resolution of the CWT at these scales (the full width at l/e-maximum of the wavelet basis function's Fourier transform is IS90 Hz at a scale index equal to 4. which corresponds to a frequency of 1920 Hz according to (10)). Of course, the benefit of the CWT is that the time resolution at low scales is greatly enhanced. For instance, the time resolution (which is defined as the full width at Ilrmaximum of the wavelet basis function) at scale index 4 is 0.8 ms, which is a substantial improvement over the 12.8 ms for the STFT at the same frequency. For AM responses, however, this increased time resolution provides no significant advantage since it turns out that there are no brief events in the observed time waveform within those time scales. Note that the product of the frequency and time resolutions is 4 /~ = 1.27' for both the Morlet wavelet-based CWT and the STFT.
As we show elsewhere, the usefulness of the CWT analysis technique for our class of AM responses can be enhanced enormously by relaxing the restriction that it be based on octave-band wavelets. This approach turns out to be particularly useful for investigating low-frequency subharmonic components that emerge as the cell is driven harder, and its vibration undergoes period-doubling behavior en route to chaos [33]-[35] .
For the analy>is of transient responses, the scalogram will often provide a superior measure to the spectrogram because of its improved time resolution. In our examples, nevertheless, the performance of both is rather similar since only one impulsive event (the initial transient response to the step tumon) occurs within the time resolution of the spectrogram. If the response featured two or more impulsive events separated by less than the time resolution of the spectrogram, the ability of the scalogram to provide finer time resolution would make it particularly useful. It is worthy of mention that both the scalogram and the spectrogram provide a good estimate of the characteristic frequency of the initial response of the cell, which is something that could not he readily discerned from the time waveform alone.
V. CONCLUSION
The different time-frequency resolution characteristics for the STFT and the octave-band-based CU'T make the STFT more suitable for analyzing the responses to AM signals, which change relatively slowly in time. In this paper, we have restricted our comparison to octave-band-based CWTs; harmonics as a function of the STFT magnitude at fc, for fc = TO6 Hz (data obtained from Fig. 3(d) ); (c) STFT magnitude of the second harmonic as a function of the STFT magnitude at fc,, fur fL, = 1013 Hz (data obtained from Fig. 4(d) ).
we consider elsewhere the use of more general wavelet bases in analyzing this class of data [33]-[35] . For transient responses, the scalogram is generally a superior tool to the spectrogram. although in the examples we have illustrated, they are about equally useful. The response to the step turn-on of a tone allows us to generate a scalogram that acts as a 'signature' for the system under investigation.
We have also used the scalogram as a visual tool for comparing various model responses. We conducted a preliminary investigation comparing the scalograms of transient responses from different driven oscillator models with the scalograms of the observed transients. We have found that the damped linear oscillator produces scalograms that are markedly different from those we have observed experimentally. The behavior of a damped nonlinear oscillator, such as the modified Duffing model, also differs from our measured results but matches them far more closely than the damped linear oscillator, particularly at frequencies above the CF.
Analysis of the AM velocity responses with the STFT has allowed us to both confirm and extend earlier findings based on the FFT analysis of pure-tone responses [ 2 ] , as detailed below. These observations are based on 60 AM data set taken from outer hair cells and Hensen's cells in both the third and fourth turns of the guinea pig cochlea. For carrier frequencies below the CF, multiple harmonic components are present in the response waveform
[ 2 ] , [9]-[12] , [33]-[35] . In both third-and fourth-turn measurements, the component at the stimulus frequency usually has the largest peak magnitude: however, in many data sets, harmonic components above the carrier frequency achieve higher peak magnitudes. For camer frequencies near the CF, the spectrum is once again dominated by the component at the stimulus frequency, and multiple harmonic components are present. We previously showed that in the fourth turn, for puretone stimuli at sound pressure levels of the order of 100 dB, even harmonic components are usually greater than their neighboring odd harmonics [36] . The STFT analysis of our AM responses augments this earlier result. At lower sound pressure levels (where the AM envelope is small), even harmonics are indeed more pronounced, but at higher sound pressure levels, the odd harmonics become dominant (see Figs For carrier frequencies above the CF, the spectral component at the carrier frequency is dominant for both third-and fourth-turn cells. Harmonic and half-harmonic components generally diminish as the camer frequency increases relative to the CF. In some sensory cells, in both the third and fourth turns, low-level steady components can sometimes be discerned. These components arise from spontaneous cellular vibrations that occur both in the absence of a stimulus [12] , [37] . [38] , and in its presence [25] . In addition to confirming earlier pure-tone results. the STFT offers a dramatic picture of both the time-and level-dependent dynamics of these cells, which remain hidden when using more conventional FFT-based analyses. Fig. 3 Fig. 12(a)-(c) . respectively. The magnitude of the harmonics for the same carrier level differs, depending on whether the AM envelope is increasing or decreasing, i.e., there is considerable hysteresis in the response. Furthermore, the STFT magnitude of a given harmonic, for a fixed value of the STFT magnitude at jC, is dependent on the value of fc. For example, for an STFT magnitude of 1 at fc. the second-harmonic magnitude is slightly higher for f c = 706 Hz (Fig. 12(b) ) than for fc = 1013 Hz (Fig. 12(c) ).
CARRIER FREQUENCY = 706 The same sort of plot for the Duffing oscillator model shown in Fig. 13 differs from the cellular results in that the third harmonic curve lies below the second harmonic curve, and it exhibits hysteresis principally at high signal levels.
As a final indication of the value of the STFT, we reiterate that the four half-harmonic components illustrated in Fig. 3(d) do not appear symmetrically in time with respect to the peak of the envelope but rather appear just after the peak acoustic intensity has been reached. This shows the time-dependent nature of the response and rules out the possibility of a static, memoryless nonlinearity as a suitable model for understanding cellular nonlinear dynamics.
In short. time-frequency and time-scale techniques provide a powerful set of tools for observing the spectrum of the cellular velocity response as a function of time for different acoustic intensities and carrier frequencies. This in turn helps us achieve an increased understanding of cochlear dynamics and places constraints on the types of systems that can be used to model cochlear function. Dr. Brundin has been the coauthor of numerous scientific publications, one of which was awarded the Alvarenga Prize by the Swedish Association for Physicians for the best scientific paper in the field of Medicine for the year 1990. She has presented oral and poster contributions at national and cians, the Scandinavian Physiological Society, the Swedish Otolaryngological international meetings. She is a member of the Swedish Association for PhysiSociety. and the lnner Ear Biology Group.
