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Abstract
Employing comparison of integrals on a fast time scale, we offer a new criterion and simple proofs of
the averaging principle for time-varying ordinary differential equations. The method allows straightforward
extensions and generalizations. Comparisons with available criteria and estimates, along with examples and
applications, are offered.
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1. Introduction
The Averaging Principle in the perturbation analysis of differential equations has attracted
the attention of scientists for centuries, starting with very applied considerations, through ad hoc
mathematical derivations and theories, and culminating in modern abstract developments and
applications. The theory allows to replace a time-varying small perturbation acting on a long
time interval, by a time-invariant perturbation, while introducing only a relatively small error.
Estimating what this error might be is a prime goal of the theory. Enlightening historical accounts
along with mathematical developments and examples can be found in Arnold [1], Lochak and
Meunier [6], Sanders and Verhulst [9], Verhulst [11,12].
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ordinary differential equations. Within the general field of averaging it corresponds to single
phase fast systems, allowing, however, a general dependence on time. Our approach differs from
the standard one in two respects: the gauges we introduce rely on local averaging and the es-
timation of the errors employs a comparison of integrals, rather than state diffeomorphism or
differential and integral inequalities (elaboration on the literature is offered in the body of the
text). In addition, the estimates rely on a rather soft argument, namely, the Banach contraction
principle in an appropriate space of functions. With this at hand we offer simple proofs of avail-
able results, show how they hold under conditions much broader than what is usually assumed
and display new results and estimates. In particular, we compare our gauge to two estimates
available in the literature and, via an appropriate counterexample, we point out an error in the
literature.
The paper is organized as follows. In Section 2 we offer three results, variations of known
ones, which form the basis of the estimates that follow. In Section 3 we display our estimate. The
classical case of periodic averaging is a particular case, and it is displayed in Section 4. A com-
parison with a classical estimate is offered in Section 5. A comparison with a newer estimate
is given in Section 6, including the counterexample to a result stated and used in the literature.
Extensions and applications of our general estimate are displayed in the last two sections: in Sec-
tion 7 we point out possible relaxation of the conditions of the main result and the corresponding
estimates; some examples and results whose proofs require modifications of the method, are
displayed in the closing section.
2. Preliminaries
Throughout the paper we examine solutions of differential equations in a certain region in
the n-dimensional Euclidean space Rn (considerations on solutions in a Banach space appear
in the last two sections). Thus, the properties required from the differential equation or from its
solutions should hold in that region only. We suppress, however, the reference to the region in
the statements of the results and in the proofs. When referring to a function as a mathematical
entity, say to x(t) : [0,1] → Rn, we use the notation x(·).
In this section two simple observations and a corollary are displayed, the latter on the distance
between solutions of two differential equations. Proofs are given in detail for completeness and
for documenting the relevant constants; these appear later in the estimates we provide. The first
observation is trivial; it concerns a complete metric space M with its metric d(·,·). Recall that a
mapping S :M → M is a contraction, with contraction factor ρ, if ρ < 1 and d(S(v), S(w)) 
ρd(v,w) for all v and w in M .
Lemma 2.1. Let S0 :M → M be a contraction, with a contraction factor ρ < 1. Let S1 :M → M
be another mapping such that d(S0(v), S1(v))  for every v ∈ M . Then the distance between
every fixed point v1 of S1 and the unique fixed point v0 of S0 is less than or equal to ε(1 − ρ)−1.
Proof. The proof is based on the triangle inequality of the distances among v0, v1 and S0(v1).
Indeed, since v0 is the fixed point of S0, it follows from the contraction property of S0 that
d(v0, S0(v1))  ρd(v0, v1). Since v1 is a fixed point of S1 it follows from the bound on
the distance between the values that d(S0(v1), v1)  ε. The triangle inequality d(v0, v1) 
d(v0, S0(v1)) + d(S0(v1), v1) verifies the claim. 
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deed, this will be the spirit of its application to averaging.
The next result concerns a differential equation
dx
ds
= f (s, x), x(0) = x0, (2.1)
with x ∈ Rn and the right-hand side continuous. We consider the equation on a finite interval,
say on [0,1]. It is well known that a mapping x(s) : [0,1] → Rn is a solution of (2.1) if and only
if it is a fixed point of the mapping S(x(·)) from C([0,1],Rn) to itself (here C([0,1],Rn) is the
space of continuous mappings from [0,1] to Rn) given by
S
(
x(·))(s) = x0 +
s∫
0
f
(
σ,x(σ )
)
dσ. (2.2)
Furthermore, if the function f (t, x) is bounded, say by r , then solutions of (2.1) are Lipschitz
with respect to the time variable with Lipschitz constant r , or r-Lipschitz. In particular, in this
case it is enough to examine fixed points of (2.2) among the r-Lipschitz mappings satisfying
x(0) = x0.
In general, the mapping S(x(·)) given in (2.2) is not a contraction when C([0,1],Rn) is
equipped with the max norm. When the right-hand side of (2.1) is Lipschitz, the mapping can
be made a contraction when the max norm is replaced by another norm, equivalent to it; this is
the content of the next observation. The result is documented in the literature; for a variant see
Reid [8, p. 56]. Here and throughout |z| stands for the Euclidean norm of the vector z and ‖z(·)‖
stands for the max norm of the function z(·).
Lemma 2.2. Consider Eq. (2.1) and assume that the right-hand side is Lipschitz in x, say
|f (s, x) − f (s, y)|  K|x − y|. Then the mapping S(x(·)) given in (2.2) is a contraction with
respect to the norm
∥∥x(·)∥∥

= max
s∈[0,1]
∣∣x(s)∣∣e−Ks. (2.3)
This norm is equivalent to the sup norm. An estimate of the contraction factor is ρ = 1 − e−K .
Proof. The norm ‖S(x(·)) − S(y(·))‖ is equal, for some s in the interval, to
e−Ks
∣∣∣∣∣
s∫
0
(
f
(
σ,x(σ )
)− f (σ,y(σ )))dσ
∣∣∣∣∣. (2.4)
By the Lipschitz condition on f (s, x) the expression (2.4) is less than or equal to
e−Ks
s∫
K
∣∣x(σ ) − y(σ )∣∣dσ, (2.5)0
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e−Ks
∥∥x(·) − y(·)∥∥

s∫
0
KeKσ dσ. (2.6)
Carrying out the integration in the latter expression and taking the worst case (namely s = 1)
verifies that the operator is a contraction with a factor ρ = 1 − e−K . The, obvious, inequalities
∥∥x(·)∥∥


∥∥x(·)∥∥ eK∥∥x(·)∥∥

(2.7)
verify the equivalence of the two norms. 
Here is a consequence of the two lemmas; it will play a major role in the estimates carried out
in the rest of the paper.
Corollary 2.3. Consider two differential equations of the form (2.1) with right-hand sides
f1(s, x) and, respectively, f2(s, x), both on the unit interval. Let Si(x(·)) for i = 1,2 be the
corresponding integral operators, namely,
Si
(
x(·))(s) = x0 +
s∫
0
fi
(
σ,x(σ )
)
dσ. (2.8)
Suppose that f1(s, x) is K-Lipschitz in the state x and that both f1(s, x) and f2(s, x) are
bounded, say by r . Furthermore, assume that the estimate
∣∣S1(x(·))(s) − S2(x(·))(s)∣∣ ε (2.9)
holds for every r-Lipschitz function x(·) : [0,1] → Rn satisfying x(0) = x0. Then the maximal
distance between the unique solution of (2.1) with right-hand side f1(s, x) and any solution
of (2.1) with right-hand side f2(s, x), is a constant (independent of ε) times ε, namely of the
order ε. A constant for which the estimate holds is e2K .
Proof. The result is a direct consequence of Lemmas 2.1 and 2.2, when M is the space of r-
Lipschitz functions from [0,1] to Rn with the norm given by (2.3), which makes S1 a contraction.
Indeed, the first inequality of (2.7) implies that (2.9) holds for the ‖ · ‖-norm as well, namely,
|S1(x(·))(·) − S2(x(·))(·)|  ε. This sets the order of the approximation. The specific estimate
follows from the estimate given in Lemma 2.1 and the second inequality in (2.7), between the
sup-norm and the ‖ · ‖-norm defined in (2.3). 
3. A criterion for general averaging
We are concerned with an equation
dx = εf (t, x), x(0) = x0, (3.1)
dt
150 Z. Artstein / J. Differential Equations 243 (2007) 146–167where x ∈ Rn, t ∈ [0,∞), and where f (t, x) is continuous. Along with (3.1) we consider the
time-independent average of (3.1), if it exists, denoted
dy
dt
= εf 0(y), y(0) = x0, (3.2)
where
f 0(y) = lim
T→∞
1
T
t0+T∫
t0
f (t, y) dt, (3.3)
where the limit in (3.3) is assumed uniform in t0  0.
Notice that the time-independent average may not exist. When an equation has a time-
independent average we look for nonnegative numbers Δ(ε) and η(ε) with the property
ε
Δ(ε)
∣∣∣∣∣
t0+Δ(ε)/ε∫
t0
(
f (t, x) − f 0(x))dt
∣∣∣∣∣ η(ε), (3.4)
where in (3.4) the inequality holds for all 0  t0  ε−1(1 − Δ(ε)), and for all x (namely, for
all x in the prescribed region to which the discussion is confined). We shall often use (3.4) when
expressed in the time scale s = εt . For convenience we mark down the expression in this time
scale:
1
Δ(ε)
∣∣∣∣∣
s0+Δ(ε)∫
s0
(
f (s/ε, x) − f 0(x))ds
∣∣∣∣∣ η(ε), (3.5)
which should hold for all 0 s0  (1−Δ(ε)), and for all x in the relevant region. We refer to the
pair (Δ(ε), η(ε)) as a rate of averaging of the equation. It is clear that when an equation has a
time-independent average, a finite rate of averaging can be determined; in the following general
result, smaller bounds yield better estimates.
Theorem 3.1. Assume that the function f (t, x) is K-Lipschitz in the state variable x and
bounded by r . Suppose that the equation has a time-independent average f 0(y) and let
(Δ(ε), η(ε)) be a rate of averaging. Then the distance |x(t) − y(t)| between the solutions x(·)
of (3.1) and y(·) of (3.2) is bounded by e2K((K + 2)rΔ(ε) + η(ε)) namely, it is of order
max(Δ(ε), η(ε)), this uniformly for t in the interval [0, ε−1].
Proof. First we apply the change of time scale s = εt to both Eqs. (3.1) and (3.2), resulting in
dx
ds
= f (s/ε, x), x(0) = x0 (3.6)
and
dy = f 0(y), y(0) = x0. (3.7)
ds
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x(·) : [0,1] → Rn the following estimate holds:
∣∣∣∣∣
s∫
0
(
f
(
σ/ε, x(σ )
)− f 0(x(σ )))dσ
∣∣∣∣∣ (K + 2)rΔ(ε) + η(ε) (3.8)
for all s ∈ [0,1]. A simple way to establish the inequality is to divide the interval [0, s] to subin-
tervals, say Ij , each of length Δ(ε), except possibly the last one which may be of shorter length.
Consider now the piecewise constant function z(·) whose value on a subinterval Ij is x(s′) where
s′ is the middle point of Ij . Since both f (s, x) and f 0(x) are K-Lipschitz functions in x, and
since on an interval Ij the distance between x(σ ) and z(σ ) is less than or equal to rΔ(ε)/2 (and
since s  1), it follows that
∣∣∣∣∣
s∫
0
(
f
(
σ/ε, x(σ )
)− f (σ/ε, z(σ )))dσ
∣∣∣∣∣Kr
Δ(ε)
2
(3.9)
and
∣∣∣∣∣
s∫
0
(
f 0
(
x(σ )
)− f 0(z(σ )))dσ
∣∣∣∣∣Kr
Δ(ε)
2
. (3.10)
Since (Δ(ε), η(ε)) is the rate of averaging of f (t, x) and since z(·) is constant on the intervals Ij
of length Δ(ε), it follows from (3.5) that
∣∣∣∣∣
s∫
0
(
f
(
σ/ε, z(σ )
)− f 0(z(σ )))dσ
∣∣∣∣∣ η(ε) + 2rΔ(ε); (3.11)
indeed, on the intervals of length Δ(ε) the average of the integrand in (3.11) is less than η(ε),
which contributes the term η(ε) in the right-hand side of (3.11); the last interval, may not be of
length Δ(ε), but then it is shorter than Δ(ε) and the integrand is bounded by 2r , which con-
tributes the term 2rΔ(ε) in (3.11). Employing the triangle inequality while combining the three
inequalities in (3.9), (3.10) and (3.11) verifies our claim. 
Remark 3.2. We recall a well-known property of averaging, namely, in addition to offering
estimates, the method establishes the existence of solutions. Specifically, under the framework
of Theorem 3.1, suppose that the estimates r and K hold for, say, |x| b. If the solution of dy
ds
=
f 0(y), y(0) = x0 (namely, Eq. (3.2) in the fast time scale) is defined on s ∈ [0,1] and is strictly
bounded there by b, then for ε small enough the system (3.1) has a solution on t ∈ [0, ε−1].
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desirable to get the smallest Δ(ε) such that η(ε) in (3.4) or (3.5) can be replaced by cΔ(ε) with c
independent of ε. Criterion (3.5) takes then the following form:
1
Δ(ε)
∣∣∣∣∣
s0+Δ(ε)∫
s0
(
f (s/ε, x) − f 0(x))ds
∣∣∣∣∣ cΔ(ε). (3.12)
We exploit this observation in the examples that follow. We say then that the scalar Δ(ε) is a rate
of averaging of the equation.
4. Periodic averaging
The classical periodic averaging becomes a particular case of our general estimate, and the
proof is simpler (in the author’s eye at least). For available approaches see Arnold [1, Section 17],
Guckenheimer and Holmes [4, Theorem 4.1.1], Sanders and Verhulst [9, Theorem 3.2.10] (an
elaborate comparison is displayed in the sequel).
The differential equation we examine is (3.1) with the assumption that f (t, x) is periodic in x,
say with period T ; then the right-hand side of the averaged equation (3.2) becomes f 0(y) =
1
T
∫ T
0 f (t, y) dt .
Theorem 4.1. Assume that the function f (t, x) is periodic with period T , bounded by r and
K-Lipschitz in the state variable x. Then the distance |x(t) − y(t)| between the solutions x(·)
of (3.1) and y(·) of (3.2) is bounded by εrT (2 + K)e2K , namely, it is of order ε, this uniformly
for t in the interval [0, ε−1].
Proof. Follows from Theorem 3.1 with (Δ(ε), η(ε)) = (εT ,0). 
5. A comparison with a classical gauge
We examine again Eq. (3.1) and its averaged Eq. (3.2). A classical gauge to estimate the
distance between their solutions is the inequality
∣∣∣∣∣
1
T
t0+T∫
t0
f (t, x) dt − f 0(x)
∣∣∣∣∣
c
T α
(5.1)
for some nonnegative constant c and α ∈ [0,1], and for all t0  0 and T > 0.
It is clear that if (5.1) holds for some function f 0(x) then the latter satisfies (3.3) and, in partic-
ular, forms the right-hand side of the averaged equation. A classical result (see e.g., Bogoliubov
and Mitropolsky [2, Section 27], Sastry and Bodson [10, Section 4.2]) employs a stronger condi-
tion, namely: the function f (t, x) is smooth and the estimate expressed in (5.1) is satisfied also
by the time-varying partial derivative ∂
dx
f (t, x); then the rate of approximation in the averaging
method is εα . The method of proof relies on state diffeomorphism which makes (3.1) an appro-
priate perturbation of (3.2). In particular, the change of variables pushes the time dependence to
a higher order. One needs, though, conditions additional to what we work under, and, in partic-
ular, this estimate may not hold without the additional condition on the function ∂ f (t, x) as,dx
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offered in this paper, namely criterion (3.5), yields, when the additional condition on the partial
derivatives may not hold and in the non-smooth case, the following estimate.
Theorem 5.1. Assume that the function f (t, x) is K-Lipschitz in the state variable x and
bounded by r . Suppose that (5.1) holds. Then the distance |x(t)−y(t)| between the solutions x(·)
of (3.1) and y(·) of (3.2) is bounded by e2K(K + 2)(c+ 1)rε α1+α namely, it is of order ε α1+α , this
uniformly for t in the interval [0, ε−1].
Proof. Inequality (5.1) expressed in the fast time scale s = εt has the form
∣∣∣∣∣
1
S
s0+S∫
t0
f (σ/ε, x) dσ − f 0(x)
∣∣∣∣∣
cεα
Sα
. (5.2)
Plugging S = ε α1+α in the inequality (5.2) reveals that condition (3.5) is satisfied with
(Δ(ε), η(ε)) = (ε α1+α , cε α1+α ). Now the claim follows from Theorem 3.1. 
Remark 5.2. The estimate ε
α
1+α is sharp, as, indeed, demonstrated in Example 6.6; see Re-
mark 6.8.
6. A comparison with a contemporary gauge
In this section we compare the general result and estimates offered in Section 3 with a general
result suggested in the literature, specifically, for instance, in Sanders and Verhulst [9, Chapter 3].
The equation is again (3.1) and the averaged equation is (3.2), but the definition of f 0(y) is
relaxed to be
f 0(y) = lim
T→∞
1
T
T∫
0
f (t, y) dt. (6.1)
We use the same notation, namely f 0(y), as in the time-independent limit (3.3) since the latter is
a particular case of the average of the form (6.1). Indeed, it is easy to see that when (3.3) is valid
then so is (6.1) and the averages coincide. There are, however, equations where the limit (6.1)
holds while (3.3) is not satisfied. We show, however, in Proposition 6.1 that adopting the limit
in (3.3) does not narrow the scope of the applications when estimates of the approximation as
ε → 0 are sought.
The gauge proposed in the aforementioned literature for generating an estimate of the distance
between solutions of (3.1) and (3.2) is the function δ(ε) defined by
δ(ε) = sup
x
sup
t∈[0,1/ε)
ε
∣∣∣∣∣
t∫
0
(
f (τ, x) − f 0(x))dτ
∣∣∣∣∣. (6.2)
Under conditions similar to those of our main result, namely Theorem 3.1, the estimate induced
by the gauge δ(ε), on the distance between the solutions of (3.1) and (3.2), is δ(ε) 12 . See Sanders
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Section 11], [12, Section 11]. We shall shortly re-derive this estimate using the considerations of
the present paper.
Our first observation is that if (6.1) determines the average and the gauge (6.2) applies, namely,
δ(ε) → 0 as ε → 0, then the average in the form (3.3) is valid.
Proposition 6.1. Suppose that f 0(y) is determined by (6.1) and suppose that δ(ε) → 0 as ε → 0.
Then f 0(y) is also the time-independent average of the equation, namely (3.3) holds; further-
more, (Δ(ε), η(ε)) = (δ(ε) 12 ,2δ(ε) 12 ) determines a rate of averaging of the equation.
Proof. Suppose f 0(y) is defined through (6.1). Let Δ(ε) be arbitrary and let t0 ∈ [0, ε−1(1 −
Δ(ε))]. Then for every x the inequalities
ε
∣∣∣∣∣
t0∫
0
(
f (τ, x) − f 0(x))dτ
∣∣∣∣∣ δ(ε) (6.3)
and
ε
∣∣∣∣∣
t0+Δ(ε)/ε∫
0
(
f (τ, x) − f 0(x))dτ
∣∣∣∣∣ δ(ε) (6.4)
hold. Combining the latter two inequalities with the triangle inequality yields
ε
∣∣∣∣∣
t0+Δ(ε)/ε∫
t0
(
f (τ, x) − f 0(x))dτ
∣∣∣∣∣ 2δ(ε). (6.5)
Plugging Δ(ε) = δ(ε) 12 in (6.5) and dividing the two sides of the inequality by δ(ε) 12 verifies
that (3.4) holds with (Δ(ε), η(ε)) = (δ(ε) 12 ,2δ(ε) 12 ). The convergence of δ(ε) to 0 implies that,
indeed, (3.3) is valid. This completes the proof. 
The preceding estimate together with our main result recover the aforementioned approxima-
tion estimate provided by the δ(ε)-gauge (the result here incorporates the explicit estimates on
the coefficients that follow from our derivations).
Corollary 6.2. Suppose that (6.1) determines the average f 0(y) and suppose that δ(ε) → 0 as
ε → 0. Suppose that the function f (t, x) is bounded, say by r , and is K-Lipschitz in the state
variable x. Then the distance |x(t) − y(t)| between the solutions x(·) of (3.1) and y(·) of (3.2)
in that region is bounded by e2K(K + r + 2)δ(ε) 12 , this uniformly on the interval [0, ε−1].
Proof. The result follows from Proposition 6.1 and Theorem 3.1. 
The preceding result shows that the rate of approximation according to the gauge offered in
the present paper, namely Δ(ε), is as good as the rate offered by the δ(ε)-gauge, namely δ(ε) 12 .
We show now, and through examples in the sequel, that Δ(ε) may be strictly better than δ(ε) 12 .
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periodic case yields the correct rate. As was already noted in Sanders and Verhulst [9], the rate
derived from the δ(ε) 12 criterion for the periodic case is ε 12 , and a special argument has to be
applied in order to derive the right order, namely ε.
Remark 6.4. As noted earlier, the estimate in this paper, namely Δ(ε), is at most of the order
δ(ε)
1
2 , which is the rate guaranteed by the δ(ε)-gauge. The converse inequality may not hold.
It is easy to see that when (Δ(ε), cΔ(ε)) is a rate of averaging of the equation (see (3.12)) and
f (t, x) is bounded, say by r , then δ(ε)  (c + r)Δ(ε). When the δ(ε)-gauge is then used, the
guaranteed rate of approximation is δ(ε) 12 which may be strictly bigger than Δ(ε). One example
is displayed next, where we refer to the classical condition mentioned in the previous section.
We later display explicit examples where δ(ε) may indeed be even of the same order of the rate
of averaging Δ(ε); in particular, for these examples the Δ(ε) estimate established in this paper
is strictly smaller than δ(ε)
1
2 , namely the estimate given by the δ(ε)-gauge.
Example 6.5. Consider Eq. (3.1) with f (t, x) bounded by r and K-Lipschitz in the state vari-
able x. Suppose that (5.1) holds. In order to employ the δ(ε)-gauge we write (5.1) in the form
∣∣∣∣∣ε
t0+T∫
t0
f (t, x) dt − f 0(x)
∣∣∣∣∣
εcT
T α
. (6.6)
The value of δ(ε) is the maximum of (6.2) over T ∈ [0, ε−1) (and over x). In particular, the max-
imum could be attained at T = ε−1 (for instance, when f (t, x) = min(1, t−α) for 0 < α < 1);
in such a case the estimate on δ(ε) provided by (6.6) is cεα . The resulting estimate on the rate
of the approximation of the solution of (3.1) by the solution of (3.2) is δ(ε) 12 = ε α2 . Recall the
estimate derived in Section 5, based on the gauge offered in this paper, namely ε
α
1+α ; it is strictly
better when α < 1.
We quoted the estimate δ(ε) 12 derived from the gauge (6.2) under a Lipschitz condition
on f (t, x). A stronger approximation rate, namely, the rate δ(ε), is displayed in Verhulst [11,
Theorem 11.3], [12, Theorem 11.3] relying on Sanders and Verhulst [9, Theorem 3.4.5.], and
recalled in Lochak and Meunier [6, p. 34]; this holds under the additional assumption that the
differential equation has a smooth right-hand side. This estimate, however, seems to be incorrect
as the following counterexample suggests.
Example 6.6. The estimates in this example are delicate, hence the construction is concrete and
presented in detail. In Remark 6.7 we display the geometrical idea behind the construction. The
variable x is scalar and is considered in the neighborhood of [0,1].
We start with a definition of an auxiliary function. For every fixed γ > 0, consider a real-
valued function g(τ, γ ) defined for τ in the real line as follows:
g(τ, γ ) = γ when τ ∈ [−2γ,2γ ],
g(τ, γ ) = −γ when τ ∈ [2γ + γ−1,6γ + γ−1],
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−γ  g(τ, γ ) γ otherwise. (6.7)
We also demand that for each fixed γ the function g(τ, γ ) is C∞ (namely, it possesses continuous
derivatives of all orders) and that its first derivative is of order γ 2, say bounded by 3γ 2; in
addition we require that
∞∫
−∞
g(τ, γ ) dτ = 0. (6.8)
It is easy to see that g(τ, γ ) with the displayed properties exists, namely, it is easy to extend
g(τ, γ ) from the intervals on which it is already defined to the entire real line while satisfying all
the conditions.
The function f (t, x) is defined for all t and x. The counterexample, namely, showing that
the rate δ(ε) does not hold, is established for a specific sequence εk → 0 as k → ∞ given by
ε1 = 1/8, and εk+1 = ε2k for k > 1. The sequence plays a role in the construction of f (t, x).
The explicit definition of f (t, x) depends on the interval t belongs to, among the intervals
I0 = [0, ε−11 ) and Ik = [ε−1k , ε−1k+1) for k = 1,2, . . . . (Notice that although the sequence εk helps
in the definition of f (t, x), the latter does not depend on the parameter ε.) The function f (·, x)
is determined by a shift of g(·, εk), and is given by
f (t, x) = 1 + w(t)g(t − ε−1k+1x, εk) when t ∈ Ik, (6.9)
where w(t) is a smooth function on the entire line with the following properties:
(1) w(t) = 1 outside the intervals [ε−1k − 1, ε−1k + 1] for k = 1,2, . . . ,
(2) 0w(t) 1 for all t ,
(3) w(t) and all its derivatives vanish at the points t = ε−1k , k = 1,2, . . . , and,
(4) there is a uniform bound, say 2, for the first derivative w′(t) of w(t).
It is clear that such a function w(·) exists.
The role of w(·) is to smooth out the otherwise discontinuous (at the points ε−1k ) mapping.
We explain later why the shift parameter ε−1k+1x is so chosen.
The function f (t, x) is bounded by 1 + 1/8; indeed, on Ik+1 the absolute value of f (t, x) is
less that εk .
Since g(τ, γ ) and w(t) are smooth functions it follows that f (t, x) is smooth. The time deriv-
ative of f (t, x) on the interval Ik is bounded by a constant independent of k. Indeed, |w′(t)| 2
and |g′(τ, εk)| 3ε2k ; hence the time derivative of f (t, x) is bounded by, say, 3. The partial deriv-
ative of f (t, x) with respect to x is also bounded by a constant independent of k. Indeed, on Ik it
is bounded by |g′(τ, εk)|ε−1k+1  3ε2kε−1k+1, which, by the choice ε2k = εk+1, is bounded by 3. Note
that the latter is a uniform Lipschitz constant in the state variable x of f (t, x).
The time-independent average f 0(x) of f (t, x) is easy to compute; indeed, it follows
from (6.8) that the right-hand side of the averaged equation is f 0(x) ≡ 1.
We compute now a rate of averaging of the function f (t, x) as defined in (3.4), and then
compute an estimate for the gauge suggested in (6.2).
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that for t0  ε−1k the difference f (t, x) − f 0(x) is bounded by εk ; see (6.9) and (6.7). Hence,
plugging Δ(εk+1) = εk in (3.4), yields for t0  ε−1k the inequality
εk
∣∣∣∣∣
t0+ε−1k∫
t0
(
f (t, x) − f 0(x))dt
∣∣∣∣∣ εk. (6.10)
When t0 = 0, condition (6.8) and property (1) of w(·) imply that the integration of f (t, x) −
f 0(x) on the interval [0, ε−1k ) differs from 0 only due to the introduction of w(t) in (6.9). The
latter, in turn, changes the integral by at most 2(ε1 + ε2 + · · · + εk), which, by the choice of the
sequence εk , is bounded by, say, 27 ; thus, when t0 = 0 the right-hand side of (6.10) is bounded by,
say, 32εk . When t0 ∈ [0, ε−1k ), further correction may be needed on, possibly, [t0, t0 + 2]; indeed,
t0 may be on one of the intervals on which the integral is equal to zero. The worst case is when
the length of such an interval is 2ε−1j + 4εj for some j  k. The absolute value of the integrand
there is bounded by εj , thus the correction to the right-hand side is bounded by, say, 52εk . All in
all, a crude estimate shows that
εk
∣∣∣∣∣
t0+ε−1k∫
t0
(
f (t, x) − f 0(x))dt
∣∣∣∣∣ 4εk, (6.11)
this time for all t0. In particular, since εk+1 = ε2k , it follows (see (3.4)) that (Δ(ε), η(ε)) =
(ε
1
2 ,4ε
1
2 ) is a rate of averaging for the differential equation in our example for ε = εk in the
given sequence.
In order to compute δ(εk+1) we point out that for t  ε−1k , condition (6.8) implies (as in
the previous paragraph) that the integration (before multiplying the integral by εk+1) in (6.2) is
bounded by, say, 3. In the interval [ε−1k , ε−1k+1] the quantity f (t, x) − f 0(x) may differ from 0
only on an interval of length less than 4ε−1k . Its value on this interval is bounded by εk . All in all
we get that δ(ε) 7ε when ε = εk is one of the prescribed points.
To sum up: we found that on the sequence εk the rate of averaging is of order ε
1
2 while the
gauge δ(ε) is of order ε.
We now find what is really the distance between the solutions of the original equation and
its averaging in the present example. To this end consider now Eqs. (3.1) and (3.2) with the
right-hand sides constructed in the present example and with the initial condition x(0) = 0.
The solution y0(t) of the averaged equation is
y0(t) = εt. (6.12)
(Here we see why the shift εk+1x in (6.9) is so determined; indeed, it shifts g(τ, γ ) by the
solution of the averaged equation.)
We estimate now the difference between the solution x0(t) = εt in (6.12) and the solu-
tion xε(t) of the time varying equation with ε = εk+1. On the interval [0, ε−1k ] the perturbation
f (t, x) − f 0(x) is bounded by 1 ; hence |x0(t) − xεk+1(t)|  1εk on this interval. Now, on8 8
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tion is equal to 1 + εk . In particular, on this interval xεk+1(t) deviates from the trajectory x0(t)
at the pace of εk+1εk . Given that at the beginning of the interval the distance between the two
is at most (1/8)εk , and that the length of the interval is ε−1k+1 − ε−1k , we conclude that at the end
of the interval the distance is at least 68εk ; namely, since εk+1 = ε2k , the distance between the
trajectories is at least 68 (εk+1)
1
2
.
Conclusion of the example. A direct computation shows that when the prescribed sequence ε = εk
of small parameters is considered, the distance between the solution of the time-varying equation
and the averaged equation on the interval [0, ε−1] is of order ε 12 , namely, identical with the
upper bound our main estimate offers. It is larger than order ε, which is the order claimed in the
aforementioned references.
Remark 6.7. The geometrical idea behind the example is simple. The best way to understand it is,
in my opinion, to resort to the time scale s = εt . Indeed, the interval [0, ε−1] is squeezed then to
the interval [0,1] on which all the solutions xε(s) are defined. When εk+1 is small, the t-interval
[0, ε−1k ) is mapped into an almost negligible part of the s-interval in [0,1]. What determines then
the evolution are the values of the time-varying equation versus those of the averaged equation
around the solution of the averaged equation. In particular, what drives the dynamics is the local
average where the dynamics occurs, and that is what the counterexample takes advantage of.
Remark 6.8. Example 6.6 is a telling example in regard to the classical gauge alluded to in
Section 5. First, it shows that the additional condition assumed in the literature, namely, the
assumption on the averaging rate of the time-varying partial derivative ∂
dx
f (t, x), cannot be
dropped. Indeed, the computations carried out while verifying the claims show that for the ex-
ample the right-hand side of (5.1) is of the form c
T
. With the assumption on averaging of the
partial derivatives the approximation rate would be of order ε while in our example it is only ε 12
(it is indeed easy to see that the partial derivatives, though bounded and continuous, stay bounded
away from zero, say of order 3, on long intervals while the partial derivative in the averaged equa-
tion vanishes). The second observation is that the bound verified in Theorem 5.1 is sharp. Indeed,
the latter bound guarantees a rate of ε
α
1+α , which is our case, since α = 1, amounts to ε 12 ; it is
identical to the rate of approximation in the example.
7. Extensions
The method presented in Section 3 can easily be applied, at times with minor modifications,
under more general conditions, in particular, conditions more general than is usually assumed in
the literature. This section contains a partial list of such cases.
Remark 7.1 (The Banach space case). The derivations of the preliminaries in Section 2 and
the averaging rates in Section 3 did not employ any finite-dimensional arguments. In fact, the
key to the estimates is employing the integral form (2.2) of the differential equation, which
is valid in the Banach space framework as well, see, e.g., Martin [7, Chapter 6]. Hence, the
analysis applies and the results (including the approximation estimates) hold in the case where
the equation is in a Banach space. An analysis and examples of Banach space equations which
satisfy a Lipschitz condition can be found in Deimling [3]; the corresponding arguments for
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method; in Example 8.5 we display an explicit application of the derived estimates.
Remark 7.2 (Measurability conditions). Since the estimates offered in this paper are based on
comparison of integrals, they apply to differential equations with right-hand side f (t, x) which
is only measurable in the time variable t . Thus, all the results, including the approximation es-
timates, hold when the continuity of f (t, x) in t is replaced by measurability (on differential
equations with measurable dependence on time see, e.g., Reid [8, Chapter 2]).
Remark 7.3 (Non-Lipschitz perturbations). A close examination of the proof of Theorem 3.1
reveals that the estimates rely on two arguments: the contraction principle and the estimation of
the values of the integrals. For the contraction argument to hold it is enough that only one of
the equations be Lipschitz; see Lemma 2.1. An estimate of the integration part can be obtained
when the Lipschitz condition is weakened. We display now such a generalization; an example is
provided in the next section.
In the following result we refer again to the differential equation (3.1) and its averaged ver-
sion (3.2), but this time without assuming the Lipschitz condition. Instead, we employ the mod-
ulus of continuity of the right-hand side. Recall that the nondecreasing function m(r) : [0,∞) →
[0,∞] is a modulus of continuity of the continuous function h(x) :Rn → Rn if for all x and y
in Rn the inequality |h(x) − h(y)|m(|x − y|) holds.
Theorem 7.4. Assume that the function f (t, x) is bounded by r , measurable in t and has a
modulus of continuity m(·) in x which is independent of t . Suppose that the equation has a time-
independent average f 0(y) and let (Δ(ε), η(ε)) be a rate of averaging of the equation. Suppose
also that f 0(y) is K-Lipschitz in x. Then the distance |x(t) − y(t)| between the solutions x(·)
of (3.1) and y(·) of (3.2) is bounded by e2K(m(rΔ(ε)/2) + (K/2 + 2)rΔ(ε) + η(ε)), namely,
the convergence rate is max(m(rΔ(ε)/2),Δ(ε), η(ε)), this uniformly on the interval [0, ε−1].
Proof. The proof is along the lines of the proof of Theorem 3.1. We apply the change of time
scale s = εt to both Eqs. (3.1) and (3.2), resulting in (3.6) and, respectively, (3.7). The proof
follows from Corollary 2.3 once we verify that for any r-Lipschitz function x(·) : [0,1] → Rn
the following estimate holds:
∣∣∣∣∣
s∫
0
(
f
(
σ/ε, x(σ )
)− f 0(x(σ )))dσ
∣∣∣∣∣m
(
rΔ(ε)
2
)
+
(
K
2
+ 2
)
rΔ(ε) + η(ε) (7.1)
for all s ∈ [0,1]. A simple way to establish the inequality is to divide the interval [0, s] to subin-
tervals, say Ij , each of length Δ(ε), except possibly the last one which may be of shorter length.
Consider now the function z(·) which is piecewise constant, whose value on a subinterval Ij is
the value x(s′) where s′ is the middle point of Ij . Since m(·) is a modulus of continuity of f (s, x)
in the variable x, and since on an interval Ij the distance between x(σ ) and z(σ ) is less than or
equal to rΔ(ε)/2, it follows that
∣∣∣∣∣
s∫ (
f
(
σ/ε, x(σ )
)− f (σ/ε, z(σ )))dσ
∣∣∣∣∣m
(
r
Δ(ε)
2
)
(7.2)0
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interval Ij the distance between x(σ ) and z(σ ) is less than or equal to rΔ(ε)/2, it follows that
∣∣∣∣∣
s∫
0
(
f 0
(
x(σ )
)− f 0(z(σ )))dσ
∣∣∣∣∣Kr
Δ(ε)
2
. (7.3)
Since (Δ(ε), η(ε)) is a rate of averaging of f (t, x) and since z(·) is constant on the intervals Ij
of length Δ(ε), it follows from (3.5) that
∣∣∣∣∣
s∫
0
(
f
(
σ/ε, z(σ )
)− f 0(z(σ )))dσ
∣∣∣∣∣ 2rΔ(ε) + η(ε); (7.4)
indeed, on the intervals of length Δ(ε) the average of the integrand in (7.4) is less than η(ε); the
last interval, which may not be of length Δ(ε), is then shorter than Δ(ε) and the integrand there
is bounded by 2r . Combining the last three inequalities with the triangle inequality verifies the
claim. 
Remark 7.5 (Integrable Lipschitz condition). The considerations apply to equations satisfying a
uniformly integrable (rather than uniformly bounded) Lipschitz condition, as follows. The deriva-
tions are similar to what has been done so far, therefore the proofs are given with less details.
Recall that a non-negative real function, say K(·) on [0,∞), is uniformly integrable if there
exists a gauge (the modulus of uniform integrability) E(T ) : [0,∞) → [0,∞), continuous at
T = 0 and E(0) = 0 such that E(T ) is sub-additive and
t0+T∫
t0
K(t) dt E(T ) (7.5)
for every t0. When K(·) is uniformly integrable on [0,∞) with modulus E(·) we denote
KT = 1
T
E(T ) (7.6)
and
K∞ = lim
T→∞KT . (7.7)
The limit exists, in fact, KT is not increasing since E(·) is sub-additive.
In the following result we refer again to the differential equation (3.1) and its averaged ver-
sion (3.2), this time without assuming a uniform bound on the Lipschitz constant.
Lemma 7.6. For every t ∈ [0,∞) let f (t, x) be Lipschitz in x with a Lipschitz constant K(t).
Suppose that K(·) is uniformly integrable and let E(·) be its modulus of uniform integrability.
Suppose that f (t, x) has a time-independent average f 0(x). Then f 0(x) is Lipschitz in x with
Lipschitz constant K∞.
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lim inf
T→∞
1
T
T∫
0
∣∣f (t, x) − f (t, y)∣∣dt K∞|x − y| (7.8)
(implied by (7.5) and the definition of K∞). 
Theorem 7.7. Assume that the function f (t, x) is bounded by r , measurable in t , Lipschitz
in x for each fixed t with a uniformly integrable Lipschitz constant K(t) and let E(Δ) be
the corresponding modulus of uniform integrability. Suppose that the equation has a time-
independent average f 0(y) and let (Δ(ε), η(ε)) be a rate of averaging of the equation. Then
the distance |x(t) − y(t)| between the solutions x(·) of (3.1) and y(·) of (3.2) is bounded by
e2K(rΔ(ε)( 12Kε−1 + 12K∞ + 2)+η(ε)), namely (since Kε−1 → K∞ as ε → 0), the convergence
rate is max(Δ(ε), η(ε)), this uniformly on the interval [0, ε−1].
Proof. We apply again the change of time scale s = εt to both Eqs. (3.1) and (3.2), resulting
in (3.6) and, respectively, (3.7). We divide the interval [0, s] to subintervals, say Ij , each of
length Δ(ε), except possibly the last one which may be of shorter length. Consider now the
function z(·) which is piecewise constant, whose value on a subinterval Ij is the value x(s′)
where s′ is the middle point of Ij . Since on an interval Ij the distance between x(σ ) and z(σ ) is
less than or equal to rΔ(ε)/2, it follows that
∣∣∣∣∣
s∫
0
(
f
(
σ/ε, x(σ )
)− f (σ/ε, z(σ )))dσ
∣∣∣∣∣ r
Δ(ε)
2
s∫
0
K(σ/ε)dσ. (7.9)
The latter expression, in turn, is less than or equal to
r
Δ(ε)
2
Kε−1 . (7.10)
Since f 0(x) is K∞-Lipschitz in x, and on an interval Ij the distance between x(σ ) and z(σ ) is
less than or equal to rΔ(ε)/2, it follows that (7.3) holds with K on its right-hand side replaced
by K∞. Since (Δ(ε), η(ε)) is a rate of averaging of f (t, x) and since z(·) is constant on the
intervals Ij of length Δ(ε), it follows from (3.5) that (7.4) holds in the present case as well.
Combining (7.9)–(7.10) with the two inequalities and the triangle inequality, and taking into
account Corollary 2.3, verifies our claim. 
Notice that when the Lipschitz constant is uniformly bounded then the estimate in the previous
result agrees with the one in Theorem 3.1.
Remark 7.8 (Dependence on the small parameter). The method of this paper extends in a natural
way to systems with the right-hand side depending on ε, namely,
dx = εf (t, x, ε), x(0) = 0. (7.11)
dt
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average of (7.11) is the equation
dy
dt
= εf 0(y,0), y(0) = x0 (7.12)
determined by the limit
f 0(y,0) = lim
ε→0,T→∞
1
T
t0+T∫
t0
f (t, y, ε) dt (7.13)
assumed uniform in t0  0 (compare with (3.3)). The rate of averaging is defined similarly to the
ε-independent case (3.4), namely, the inequality
ε
Δ(ε)
∣∣∣∣∣
t0+Δ(ε)/ε∫
t0
(
f (t, x, ε) − f 0(x,0))dt
∣∣∣∣∣ η(ε), (7.14)
makes (Δ(ε), η(ε)) a rate of averaging of the equation. Any of the results displayed in this section
can be extended to the case of ε-dependent right-hand side. Theorem 7.10 below displays one
such an extension, namely, an extension of the core result.
Remark 7.9. Although many of the results in this paper present rates of approximation as ε → 0,
it should be pointed out that the derivations of our main result in Section 3, and the previous ex-
tensions in the present section, apply to each ε separately. In particular, they are applied to (7.11)
when the averaged system is determined when ε is fixed, namely an average of the form f 0(y, ε)
obtained as in (3.3) for a right-hand side depending on ε.
On the other hand, the definition (7.13) of the averaged equation in the ε-dependent case
does not assume the existence of an averaged system, say f 0(y, ε), for a fixed ε; neither does it
assume that the function f (t, x, ε) is defined for ε = 0. Additional assumptions on the existence
of f 0(y, ε) and the regularity of the dependence on ε of f (t, x, ε) would enable to deduce the
rate of averaging (7.13) from the rates of averaging to f 0(y, ε) for each ε, and, possibly, deduce
the next result directly from the one already displayed.
Theorem 7.10. Assume that the function f (t, x, ε) is bounded by r and is K-Lipschitz in the
state variable x. Suppose that the equation has a time-independent limit average f 0(y,0) and
let (Δ(ε), η(ε)) be a rate of averaging. Then the distance |x(t)−y(t)| between the solutions x(·)
of (7.12) and y(·) of (7.13) is bounded by e2K((K + 2)rΔ(ε) + η(ε)), namely, it is of order
max(Δ(ε), η(ε)), this uniformly for t in the interval [0, ε−1].
Proof. The proof is similar to the proof of Theorem 3.1. Applying the change of time scale
s = εt to (7.12) and (7.13) results in the differential equations (3.6) and (3.7) with right-hand side
depending on ε and, respectively, 0. A simple way to verify the estimates is to divide the interval
[0, s] to subintervals, say Ij , each of length Δ(ε), except possibly the last one which may be of
shorter length. For an r-Lipschitz function x(s) : [0,1] → Rn consider the function z(·) which
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point of Ij . Since both f (s, x, ε) and f 0(x,0) are K-Lipschitz functions in x, and since on an
interval Ij the distance between x(σ ) and z(σ ) is less than or equal to rΔ(ε)/2, it follows that
(3.9) and (3.10) hold when the integrand depends on ε and, respectively, on 0. Since (Δ(ε), η(ε))
is the rate of averaging of f (t, x, ε) to f 0(x,0) and since z(·) is constant on the intervals Ij
of length Δ(ε), it follows that (3.11) holds when the two parts of the integrand depend on ε
and, respectively, 0. Combining the three estimates with the triangle inequality, and taking into
account Corollary 2.3, verifies our claim. 
Remark 7.11. What has been recalled in Remark 3.2, namely, that the averaging method implies
existence of solutions to the perturbed equation, is valid in all the extensions displayed in this
section. Furthermore, in the case of Theorem 7.4 the solution to the time-varying equation need
not be unique. Then the existence argument implies that any solution can be prolonged to the
entire interval [0, ε−1], while satisfying the constraints.
Further generalizations of the method, including the analysis of slow time perturbations and
applications to control systems, will appear in subsequent papers.
8. Further extensions, applications, examples
We collect in this section further extensions, examples, illustrations and applications of the
method, results and estimates offered in this paper.
At times there is a need to modify the details of the general argument in order to reach the
desired estimate. We display such an example now, and then comment on the relation to the
general theory. Recall that when for a certain x the function f (t, x) is periodic with period T (x)
then the averaged system is determined by f 0(y) = 1
T (y)
∫ T (y)
0 f (t, y) dt , and if f (t, x) = f (x)
is time-invariant for a certain x then at that x the averaged system is given as f 0(y) = f (y).
Theorem 8.1. Assume that for each x and each ε the function f (t, x, ε) is periodic with pe-
riod T (x, ε), where T (x, ε) is uniformly bounded, say by T , and is continuous in the x variable.
Suppose also that f (t, x, ε) is bounded by r and is K-Lipschitz in the state variable x on the
interval [0, ε−1]. Then the distance |x(t) − y(t)| between the solutions x(·) of (3.1) and y(·)
of (3.2) (where the functions in the right-hand side of both equations depend now on ε) is
bounded by r(K + 2)T e2Kε, namely, it is of order ε, this uniformly for t in the interval [0, ε−1].
Proof. Without loss of generality we may assume that the period T (x, ε) is bounded away from
zero. Indeed, a point T0 < 14T can be specified, and with each x for which T (x, ε) < T0 we can
associate as a period the first instance greater than or equal to T0 which is a period, and associate
T0 as the period of those x such that f (t, x, ε) is time-invariant.
Now the proof is based on a modification of the proof of Theorem 3.1. We apply the change
of time scale s = εt resulting in Eqs. (3.6) and (3.7) (with the aforementioned dependence
on ε). The proof will follow from Corollary 2.3 once we verify that for any r-Lipschitz func-
tion x(·) : [0,1] → Rn the estimate
∣∣∣∣∣
s∫ (
f
(
σ/ε, x(σ ), ε
)− f 0(x(σ ), ε))dσ
∣∣∣∣∣ εrT (2 + K) (8.1)0
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tervals, say via the partition 0 = s0 < s1 < · · · < sk < s, such that εT (x(s′i ), ε) = si+1 − si for
i = 0, . . . , k − 1 where s′i is the middle point in the interval [si , si+1], and s − sk  εT . The
assumptions concerning T (x, ε) allow an easy inductive construction of such a partition. Con-
sider now the function z(·) which is piecewise constant, whose value on the subinterval [si , si+1]
is x(s′i ). Since both f (s, x, ε) and f 0(x, ε) are K-Lipschitz functions in x in the relevant inter-
val, and since on a sub-interval in the partition the distance between x(σ ) and z(σ ) is less than or
equal to εr T2 , it follows that (3.9) and (3.10) are valid with Krε T2 at their right-hand side. Since
f 0(x, ε) is the average of f (t, x, ε) on intervals of length T (x, ε) in the t time scale and since
z(·) is constant on intervals of length εT (x, ε) except possibly on one interval of shorter length
and on that interval the integrand is bounded by 2r , it follows that (3.11) holds with 2rεT at its
right-hand side. Combining the three estimates with the triangle inequality verifies our claim. 
Remark 8.2. Applying the general estimate displayed in Section 3 in the case of state dependent
period, would not lead to a rate of order ε. It is easy to see that the resulting rate would be ε 12 .
(Likewise when the gauge δ(ε) is applied. Indeed, δ(ε) would be of order ε but the general the-
ory implies an estimate of order δ(ε) 12 . See the discussion in Section 6.) Thus, the modification
offered in the proof of Theorem 8.1 amounts to a consideration of an averaging rate which de-
pends on the state and on the parameter ε; indeed, when the function f (t, x) does not depend
on ε, a Lipschitz condition common to all t implies that the periods T (x) coincide. A similar
generalization can be carried out in the general case of Theorem 3.1. It was not developed here
since at this time I am not aware of a convincing application of such a general technique.
A further refinement of the method is possible, namely, having the rate of averaging depending
on time, say (Δ(ε, s0), η(ε, s0)), namely dependence on the fast time s = εt . An example follows,
but we do not elaborate on this possibility since at this time I am not aware of a convincing
application of such a general argument.
Example 8.3. Let g(t, x) be periodic with period T and consider the system (3.1) with f (t, x) =
g(h(t)t, x) where h(t) is piecewise constant, bounded and bounded away from zero, and such
that makes the right-hand side piecewise periodic where the periods are determined by a time-
varying factor. Clearly, the averaged system is determined by the average of the periodic func-
tion g(t, x). A minor modification of the method of proof of Theorem 3.1, rather, its application
to the periodic case, Theorem 4.1, would show that the approximation rate established in the the-
orem, namely ε, is valid also in this case. Indeed, the gauge Δ(ε) should be chosen in accordance
with s0, namely Δ(ε) = Δ(ε, s0), such that g(h(t), x) completes a full period of g(t, x) over the
interval [s0ε−1, (s0 +Δ(ε, s0))ε−1]. Then Δ(ε, s0) is of order εT and the arguments of the proof
of Theorem 3.1 apply.
We comment now on the possible rates of convergence. The next example shows that rates
different from the ones we encountered, namely ε and ε 12 , are possible; in fact, any rate slower
than ε may be chosen. Also, the example has the property that the averaging rate Δ(ε) and the
gauge δ(ε) (see Section 6) are of the same order. Since the general theory which employs the
gauge δ(ε) guarantees the order δ(ε) 12 , it follows that for this example the theory of the present
paper provides a strictly better estimate.
Z. Artstein / J. Differential Equations 243 (2007) 146–167 165Example 8.4. Consider the function
f (t) =
∞∑
i=1
αi sin(βi t) (8.2)
with αi and βi determined as follows. We choose a rate, say α(ε), of convergence to 0 slower
than ε, namely, εα(ε)−1 → 0 as ε → 0. Define ε1 = 12 and εi = 2−mi such that the following two
properties hold:
(1) The sum of α(εj ) for j > i is less than α(εi)2, and
(2) 4ε−1i−1εi  α(εi);
it is clear that the two conditions can easily be satisfied. In (8.2) we insert αi = α(εi) and let
βi = 12π2−mi . With this choice the period, say Ti , of the ith element in the series (8.2) is equal
to 4ε−1i ; in particular, this ith element is monotone over the interval [0, ε−1i ] and assumes the
value α(εi) at the end of the interval. Consider the differential equation
dx
dt
= εf (t), x(0) = 0 (8.3)
with f (t) is given in (8.2). The equation is almost periodic, and its time-independent average
exists, namely, it is the equation dx
dt
= 0, x(0) = 0. The difference between the solution of (8.3)
and the function x(t) ≡ 0, namely, ∫ t0 f (τ) dτ for t ∈ [0, ε−1], can be computed directly. It is
easy to see that for ε = εi its maximum is of order αi . It is also easy to see that (Δ(εi), η(εi)) =
(4ε−1i−1εi,2αi) is a rate of averaging for the equation; hence, in view of condition (2) above and
Theorem 3.1, the claimed rate is verified. (Continuing the comparison of Section 6 we observe
that for this example δ(εi) is of order αi , which guarantees only the strictly bigger rate α
1
2
i .)
We conclude with applications of and illustrations to some of the results in previous sections.
Example 8.5. As mentioned in Remark 7.1 the main result is valid in a Banach space setting.
We illustrate it here with a delay equation; averaging of functional differential equation, delay
equations in particular, is discussed in Hale [5]. The type of estimates derived here seems to be
new. Consider the delay equation
dx
dt
= εf (x(t), x(t − h(t))) (8.4)
with x ∈ Rn and h(t) : [0,∞) → [0, h0]. The initial value associated with (8.4), say at t = 0,
is a function, say ψ0 defined on [−h0,0]. As explained in Hale [5], the dynamics induced
by (8.4) is infinite-dimensional, say in the space C = C([−h0,0],Rn) of continuous functions
from [−h0,0] into Rn with the sup norm. In particular, for a function x(t) : [−h0,∞) → Rn and
t  0 we identify the delay as a function in C, namely, denote xt (τ ) = x(t + τ) for τ ∈ [−h0,0].
If we write
F(t,ψ) = f (ψ(0),ψ(−h(t))) (8.5)
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Then (8.4) is written as
dx
dt
= εF (t, xt ), x0 = ψ0. (8.6)
Suppose now that h(t) is periodic with period T . It is clear then that (8.6) is periodic with
period T . The averaged system is then determined by F 0(xt ) = 1T
∫ T
0 F(τ, xt ) dτ . The equation
may, in fact, be expressed as a delay equation, namely,
dy
dt
= ε 1
T
T∫
0
f
(
y(t), y
(
t − h(τ)))dτ. (8.7)
We exploit this structure in order to derive the following estimate.
Proposition 8.6. Suppose f (x, y) in (8.4) is K-Lipschitz and bounded, say by r . Suppose that
h(t) is periodic with period T . Suppose that the initial condition ψ0 is continuous. Then the
distance |x(t) − y(t)| between the solutions x(·) of (8.4) and y(·) of (8.7), is bounded by
(2 + K)rT e2Kε, namely, it is of order ε, this uniformly for t in the interval [0, ε−1].
Proof. The proof follows from our result (Theorem 3.1) concerning periodic equations, and the
observation (Remark 7.1) that the result holds in a Banach space setting, this provided we show
that the Banach space setting (8.6) satisfies the conditions of the theorem. To this end we point out
that the discussion can be confined to the subspace of C of functions xt which are r-Lipschitz
for t  h0. On this subspace the evolution is determined by an ordinary differential equation
with a bounded right-hand side, and the bound in the sup norm is indeed r . It is also easy to see
that F(t, xt ) is K-Lipschitz with respect to the sup norm. Hence the conditions of Theorem 3.1
hold. 
Example 8.7. Consider the scalar equation
dx
dt
= ε(1 + x2 cos t), x(0) = 2. (8.8)
The averaged equation is, clearly
dx
dt
= ε, x(0) = 2. (8.9)
The solution of (8.9) is x(t) = 2+εt , and it exists for all t . In fact, on the s-time scale the solution
of (8.9) is x(s) = 2 + s. On, say, [0,1] the latter solution is bounded by 4. In the region |x| 4
the function 1 + x2 cos t is bounded by 17 and the Lipschitz constant with respect to x is 8. By
Theorem 4.1 solutions of (8.8) which exist on [0, ε−1] and are bounded there by 4 are uniformly
close to x(t) = 2 + εt ; an estimate for the difference is 340πe34ε (it can easily be improved, of
course). But note (see Remark 3.2) that for ε small enough (specifically, when 340πe34ε < 1)
the averaging implies that the solution indeed exists in this region. Note that on the face of it, the
solution may blow up; indeed, without the cos t term the solution blows up within an interval of
length 1ε−1.2
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dx
dt
= ε|x| 12 cos t, x(0) = 0. (8.10)
The averaged equation is
dx
dt
= 0, x(0) = 0. (8.11)
The solution of (8.11) is x(t) ≡ 0. The perturbed equation does not satisfy the Lipschitz con-
dition; in fact, the solution to (8.10) is not unique. We employ the extension presented in
Theorem 7.4. The modulus of continuity of the equation is, clearly, m(r) = r 12 . For |x|  1,
the right-hand side of the equation is bounded by 1. An averaging rate for the equation in this
region is (2π,0). By Theorem 7.4, if a solution x(·) of (8.10) satisfies |x(t)| 1 then its distance
from 0 is less than (επ)
1
2 + 4επ . The existence result (Remark 7.11) implies that for ε small
enough (specifically, when (επ) 12 + 4επ  1) any solution of (8.10) is defined on [0, ε−1] and is
bounded there by the displayed estimate.
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