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A SHORT PROOF OF TWO SHUFFLING THEOREMS FOR
TILINGS AND A WEIGHTED GENERALIZATION
SEOK HYUN BYUN
Abstract. Recently, Lai and Rohatgi proved a shuffling theorem for
lozenge tilings of doubly-dented hexagon, which generalized earlier work
of Ciucu. Later, Lai proved an analogous theorem for centrally symmet-
ric tilings, which generalized some other previous work of Ciucu. In this
paper, we give a unified proof of these two shuffling theorems. Our
arguments do not use the graphical condensation method. Fulmek in-
dependently found a proof of Lai and Rohatgi’s shuffling theorem that
does not use graphical condensation. Our proof also gives a combinato-
rial explanation for Ciucu’s recent conjecture relating the total number
and the number of centrally symmetric lozenge tilings.
1. Introduction
The enumeration of lozenge tilings of a region on a triangular lattice has
received a lot of attention during the last three decades. In particular, peo-
ple have tried to find regions whose number of lozenge tilings is expressed
as a simple product formula. In [3], Ciucu defined a structure called a fern,
which is an arbitrary string of triangles of alternating orientations that touch
at corners and are lined up along a common axis. He considered a hexagon
with a fern removed from its center and proved that the ratio of the number
of lozenge tilings of two such regions is given by a simple product formula.
In [4], Ciucu proved that the ratio of the number of centrally symmetric
lozenge tilings of two such regions is also given by a simple product for-
mula. In particular, he showed that the ratio for the centrally symmetric
lozenge tilings is equal to the square root of the ratio for the total number of
lozenge tilings. From this observation, he conjectured that this square root
phenomenon holds in a more general setting.
Recently, Lai and Rohatgi [11] found and proved a shuffling theorem for
lozenge tilings of doubly-dented hexagon, which generalized the work of
Ciucu [3]. Later, Lai showed that a similar theorem also exists for reflec-
tively symmetric tilings [9] and centrally symmetric tilings [10]. In [10], he
generalized the work of Ciucu and proved Ciucu’s Conjecture in [4]. The
proof in [10] and [11] were based on Kuo’s graphical condensation method
(Kuo’s original recurrence [8] for [11], and Ciucu’s extension [4] for [10]).
The goal of this paper is to give a unified and shorter proof for these
two shuffling theorems. Our arguments do not use the graphical condensa-
tion method. Fulmek [6] independently found a proof of Lai and Rohatgi’s
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Figure 2.1. Left-, vertical- and right-lozenge (from left to right)
shuffling theorem [11] that does not use graphical condensation. Our proof
also gives a combinatorial explanation for Ciucu’s recent conjecture relating
the total number and the number of centrally symmetric lozenge tilings of
regions with removed ferns.
2. A shuffling theorem
In this paper, we are dealing with bounded regions on a triangular lattice
and their lozenge tilings. A lozenge-shaped tile (or lozenge for short) is a
union of two adjacent unit triangles on the triangular lattice, and a lozenge
tiling of a region is a collection of lozenges that cover the entire region
without overlapping. We will always draw the lattice so that one family
of lattice lines is horizontal. There are three kinds of lozenges that we can
use. According to their orientation, let us call them left-, vertical- and right-
lozenge, respectively (see Figure 2.1). For any region G on the triangular
lattice, let M(G) be the number of its lozenge tilings. We now describe the
region we are interested in.
For non-negative integers a, b and c, let Va,b,c be the hexagon of side
lengths a, b, c, a+ b− c, c, b (clockwise from top). Let ` be the horizontal
diagonal of Va,b,c. This diagonal has length a + b. Label the unit segments
on it from left to right by 1, . . . , a+ b.
For any subsets X, Y of [a+ b] := {1, 2, . . . , a+ b}, let Va,b,c(X,Y ) be the
region obtained from Va,b,c by removing up-pointing unit-triangles whose
bases are along the unit segments of ` labeled by the elements of X, and
down-pointing unit triangles whose bases are along the unit segments of `
labeled by the elements of Y (two examples are shown in Figure 2.2).
Without loss of generality, we may assume the following two conditions:
(i) c ≤ a+ b, and
(ii) 0 ≤ b− |X| = c− |Y | ≤ |[a+ b] \ (X ∪ Y )|.
Indeed, (i) follows because the bottom side of our hexagon has length
a+ b− c. All the statements in (ii) follow from the assumption that a tiling
exists (which we can clearly assume without loss of generality). Indeed,
the first inequality in (ii) follows by encoding lozenge tilings by families of
non-intersecting paths of lozenges (if |X| > b, the |X| paths starting at the
right sides of removed up-pointing triangles do not have enough room to
end on the northeastern side of the hexagon). The equality in (ii) follows
from the requirement that Va,b,c(X,Y ) contains the same number of up- and
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Figure 2.2. Two figures V3,8,4({2, 3, 5, 8, 9, 11}, {3, 7}) (left) and
V6,5,7({3, 7, 9}, {2, 3, 5, 8, 11}) (right). The figure on the right is ob-
tained from the left figure by flipping 4 of the removed up-pointing
unit triangles (indexed by 2, 5, 8 and 11), 1 of the removed down-
pointing unit triangle (indexed by 7) and moving up the horizontal
diagonal 3(= 4− 1) units while preserving the height and width of
the hexagon.
down-pointing unit triangles (a necessary condition for the existence of a
tiling). The last inequality in (ii) again follows by encoding lozenge tilings
by families of non-intersecting paths of lozenges (if c > |Y |+|[a+b]\(X∪Y )|,
the c paths starting at the southwestern side of the hexagon would not have
enough room to go through `).
Therefore, we will assume that conditions (i) and (ii) hold for all regions
that we will encounter in this paper.
Definition 2.1. For any finite subsets of the integers X, X ′, Y , and Y ′,
we say that a pair (X ′, Y ′) is a shuffling of (X,Y ) if the following two
conditions hold:
1)X ∪ Y = X ′ ∪ Y ′
2)X ∩ Y = X ′ ∩ Y ′.
In particular, if X and Y record the positions of the removed up- and
down-pointing unit triangles along `, and we are allowed to freely flip re-
moved up-pointing unit triangles down, and removed down-pointing unit
triangles up — with the one restriction that pairs of removed unit trian-
gles that form a vertical-lozenge are preserved — , then the pair (X ′, Y ′)
recording the new positions of the removed unit triangles is a shuffling of
(X,Y ).
In the first part of this paper, we give a short proof of the following
theorem of Lai and Rohatgi presented in [11].
Theorem 2.1. [11, Theorem 2.1] Let a, b, c be non-negative integers and
X,Y be subsets of [a+ b] satisfying conditions (i) and (ii) above. Consider
the region Va,b,c(X,Y ). While preserving removed unit triangles that form
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a vertical-lozenge, freely flip d of the removed up-pointing unit triangles
along ` down and u of the down-pointing up, so that their new positions
are recorded by the sets X ′ and Y ′. Modify the boundary of Va,b,c(X,Y ) so
that the height and width of the hexagon are preserved, but ` is moved up
d− u units (see Figure 2.2). This leads to the region Va′,b′,c′(X ′, Y ′), where
(X ′, Y ′) is a shuffling of (X,Y ), and
• a+ b = a′ + b′, b+ c = b′ + c′
• a+ b ≥ c, a′ + b′ ≥ c′
• b − x = c − y = b′ − x′ = c′ − y′ ≥ 0, where x, x′, y, and y′ are the
cardinalities of X,X ′, Y, and Y ′, respectively.
For these two regions, we have
(2.1)
M(Va′,b′,c′(X
′, Y ′))
M(Va,b,c(X,Y ))
=
H(b)H(c)
H(b′)H(c′)
∆(X ′)∆(Y ′)
∆(X)∆(Y )
where ∆(S) :=
∏
s,s′∈S,s<s′
(s′ − s) and H(n) := ∆([n]) =
n−1∏
i=0
i!.
We point out that given a region Va,b,c(X,Y ), the region Va′,b′,c′(X
′, Y ′)
is completely determined by the shuffling (X ′, Y ′) of (X,Y ).
The rest of this paper is organized as follows. In section 3, we give a
short proof of the above shuffling theorem. In section 4, we state and prove
a weighted generalization. We end the paper by stating and giving a short
proof of a shuffling theorem for centrally symmetric tilings.
3. Proof of the shuffling theorem
This argument was presented before in the authors earlier work [2]. We
present it here in a clearer form.
One readily sees that each tiling of Va,b,c(X,Y ) must contain precisely
b − |X| (= c − |Y |) vertical-lozenges crossing the horizontal diagonal `.
Similarly, for Va′,b′,c′(X
′, Y ′), the corresponding number is b′ − |X ′| (= c′ −
|Y ′|). Note that the lengths of the horizontal diagonals in Va,b,c(X,Y ) and
Va′,b′,c′(X
′, Y ′) are the same. Furthermore, b− |X| = b′ − |X ′|.
Partition the set of tilings of Va,b,c(X,Y ) — and also the set of tilings
of Va′,b′,c′(X
′, Y ′) — in classes, according to the positions of the b − |X|
(= b′ − |X ′|) vertical-lozenges that straddle the diagonal `. The proof will
follow from the simple fact that the ratio of the cardinalities of corresponding
classes in these two partitions is equal to a concrete simple product, which
— crucially — turns out to be the same for all classes of the partitions.
This follows from the following result, which is the lozenge tilings inter-
pretation given by Cohn, Larsen, and Propp [5] of a classical result due to
Gelfand and Tsetlin [7].
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Figure 3.1. A region T8,5({1, 4, 5, 9, 12})
Proposition 3.1. For non-negative integers m and n, let Tm,n be the trape-
zoid on the triangular lattice of side lengths m, n, m + n, n (clockwise
from top). Label the unit segments on the bottom from left to right by
1, . . . ,m+ n. For any subset S = {s1, s2, . . . , sn} ⊂ [m+ n], let Tm,n(S) be
the region obtained from Tm,n by removing the up-pointing unit triangles
whose bases have labels in S (see Figure 3.1 for an example). Then
(3.1) M(Tm,n(S)) =
∆(S)
∆([n])
=
∆(S)
H(n)
Proof of Theorem 2.1. A set of lozenge tilings of Va,b,c(X,Y ) can be
partitioned according to the positions of b− x vertical-lozenges crossing the
horizontal diagonal `. Let Z be an index set for positions of the vertical-
lozenges. If we fix these vertical-lozenges, the remaining region to be tiled is
Va,b,c(X ∪Z, Y ∪Z). Furthermore, since tilings of Va,b,c(X ∪Z, Y ∪Z) have
no vertical-lozenges along `, tilings of Va,b,c(X∪Z, Y ∪Z) is in bijection with
a pair of tilings, one from a tiling of Ta,b(X ∪Z) and the other from a tiling
of Ta+b−c,c(Y ∪Z)(a+b) where (Y ∪Z)(a+b) := {a+ b+ 1− y|y ∈ Y ∪Z} (see
Figure 3.2). Hence,
(3.2)
M(Va,b,c(X,Y )) =
∑
Z
M(Va,b,c(X ∪ Z, Y ∪ Z))
=
∑
Z
M(Ta,b(X ∪ Z))M(Ta+b−c,c(Y ∪ Z)(a+b))
where Z runs over all subsets of [a+ b] \ (X ∪ Y ) whose cardinality is b− x.
By Proposition 3.1, we have
(3.3)
M(Ta,b(X ∪ Z))M(Ta+b−c,c(Y ∪ Z)(a+b)) =
∆(X ∪ Z)
H(b)
∆((Y ∪ Z)(a+b))
H(c)
=
∆(X ∪ Z)
H(b)
∆(Y ∪ Z)
H(c)
Hence, by (3.2)-(3.3), we have
(3.4) M(Va,b,c(X,Y )) =
∑
Z
∆(X ∪ Z)∆(Y ∪ Z)
H(b)H(c)
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Figure 3.2. A lozenge tiling of V3,8,4({2, 3, 5, 8, 9, 11}, {3, 7}) with
vertical lozenges at positions {1, 10} (left) and corresponding pair
of lozenge tilings of two subregions (right). In this paper, pink
lozenges represent lozenges crossing the horizontal diagonal.
Similarly, M(Va′,b′,c′(X
′, Y ′)) can be written as follows:
(3.5) M(Va′,b′,c′(X
′, Y ′)) =
∑
Z
∆(X ′ ∪ Z)∆(Y ′ ∪ Z)
H(b′)H(c′)
where the summation is taken over all subsets of [a′ + b′] \ (X ′ ∪ Y ′)(=
[a+ b] \ (X ∪ Y )) whose cardinality is b′ − x′(= b− x).
Thus, we have
(3.6)
Va′,b′,c′(X
′, Y ′)
Va,b,c(X,Y )
=
H(b)H(c)
H(b′)H(c′)
∑
Z
∆(X ′ ∪ Z)∆(Y ′ ∪ Z)∑
Z
∆(X ∪ Z)∆(Y ∪ Z)
Observe that summations in numerator and denominator are taken over
the same sets Z. For any such Z, the ratio of corresponding summands is
(3.7)
∆(X ′ ∪ Z)∆(Y ′ ∪ Z)
∆(X ∪ Z)∆(Y ∪ Z) =
∆(X ′)∆(X ′, Z)∆(Z)∆(Y ′)∆(Y ′, Z)∆(Z)
∆(X)∆(X,Z)∆(Z)∆(Y )∆(Y, Z)∆(Z)
=
∆(X ′)∆(Y ′)
∆(X)∆(Y )
where ∆(S, T ) :=
∏
s∈S,t∈T
|t− s| for finite disjoint subsets S, T ⊂ Z+.
The right-hand side of (3.7) does not depend on the set Z. Hence,
(3.8)
Va′,b′,c′(X
′, Y ′)
Va,b,c(X,Y )
=
H(b)H(c)
H(b′)H(c′)
∆(X ′)∆(Y ′)
∆(X)∆(Y )
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Figure 4.1. A tiling of V5,4,2({1, 3, 7}, {6}) with weighted
lozenges. Weight of this tiling is q33.
This completes the proof. 
4. A weighted shuffling theorem
For any set X = {x1, x2, . . . , xn} ⊂ Z+ of positive integers, where el-
ements are written in increasing order, let λ(X) be the partition (xn −
n, . . . , x2 − 2, x1 − 1), which may contain 0 as a part. Also, for any fi-
nite disjoint subsets S, T ⊂ Z+, let ∆q(S) :=
∏
s,s′∈S,s<s′
([s′]q − [s]q) and
∆q(S, T ) :=
∏
s∈S,t∈T,s<t
([t]q − [s]q)·
∏
s∈S,t∈T,t<s
([s]q − [t]q), where [n]q := 1−qn1−q
denotes the q-analogue of n ∈ Z+.
For any bounded region G on the lattice, we give weight qk to each right-
lozenge (recall Figure 2.1) whose distance between the bottom side of the
lozenge and top side of G (= highest horizontal line that intersects with the
closure of the region G) is k
√
3
2 , and give weight 1 to all vertical- and left-
lozenges (see Figure 4.1). When a certain weight is given on lozenges and a
lozenge tiling of the region is also given, the weight of the tiling is a product
of weights of all tiles that the given tiling contains. Also, a tiling generating
function of the region G is the sum of weights of tilings of G where the sum
is taken over all lozenge tilings of the region G. We will consider a tiling
generating function under the weight described above and will denote it by
M(G; q). Note that if we take q → 1, M(G; q) becomes M(G).
The following is a weighted generalization of Theorem 2.1. Lai and Ro-
hatgi also provided the weighted generalization (see Theorem 2.4 of [11].
Their statement is stronger than ours — it involves a concept of “barrier”,
which gives restriction on available vertical-lozenges that cross the horizontal
diagonal —, and the weight they used is different. However, our argument
can also provide a proof of their version of weighted generalization). The
arguments in Section 3 can be adapted to provide a short proof of it.
7
Theorem 4.1. For the same regions Va,b,c(X,Y ) and Va′,b′,c′(X
′, Y ′) as in
Theorem 2.1, we have
(4.1)
M(Va′,b′,c′(X
′, Y ′); q)
M(Va,b,c(X,Y ); q)
= qα
∆q([b])∆q([c])
∆q([b′])∆q([c′])
∆q(X
′)∆q(Y ′)
∆q(X)∆q(Y )
where α :=
[ ∑
i′∈X′
i′ − (b′ + c′)
∑
j′∈Y ′
j′ − b
′(b′ + 1)
2
+ (a′ + b′ + 1)(b′ + 1)c′ −
(b′ + 1)c′(c′ + 1)
2
+
(a′ + b′ + 1)c′(c′ − 1)
2
]
−
[∑
i∈X
i−(b+c)
∑
j∈Y
j− b(b+ 1)
2
+
(a+ b+ 1)(b+ 1)c− (b+ 1)c(c+ 1)
2
+
(a+ b+ 1)c(c− 1)
2
]
.
Our strategy is almost the same as that of the unweighted case, except we
need the following identity involving Schur function instead of Proposition
3.1.
Lemma 4.2. Let X, X ′, Y and Y ′ be any sets of positive integers whose
cardinalities are x, x′, y and y′, respectively, so that a pair (X ′, Y ′) is a
shuffling of (X,Y ). Also, let Z be any finite set of positive integers disjoint
from X ∪ Y (= X ′ ∪ Y ′) whose cardinality is z. Then we have
(4.2)
sλ(X′∪Z)(1, q, . . . , qx
′+z−1)sλ(Y ′∪Z)(1, q, . . . , qy
′+z−1)
sλ(X∪Z)(1, q, . . . , qx+z−1)sλ(Y ∪Z)(1, q, . . . , qy+z−1)
=
∆q([x+ z])∆q([y + z])
∆q([x′ + z])∆q([y′ + z])
∆q(X
′)∆q(Y ′)
∆q(X)∆q(Y )
where sλ represents a Schur function associated to a partition λ.
It can be easily deduced from the following proposition from Stanley [12].
Proposition 4.3. [12, (7.105)] For any set X = {x1, x2, . . . , xn} of positive
integers, where elements are written in increasing order, we have
(4.3) sλ(X)(1, q, . . . , q
n−1) =
∆q(X)
∆q([n])
Proof of Lemma 4.2. By Proposition 4.3, for any such set Z, we have
(4.4)
sλ(X′∪Z)(1, q, . . . , qx
′+z−1)sλ(Y ′∪Z)(1, q, . . . , qy
′+z−1)
sλ(X∪Z)(1, q, . . . , qx+z−1)sλ(Y ∪Z)(1, q, . . . , qy+z−1)
=
∆q([x+ z])∆q([y + z])
∆q([x′ + z])∆q([y′ + z])
∆q(X
′ ∪ Z)∆q(Y ′ ∪ Z)
∆q(X ∪ Z)∆q(Y ∪ Z)
We can simplify terms containing Z on right hand side of (4.4) as follows:
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(4.5)
∆q(X
′ ∪ Z)∆q(Y ′ ∪ Z)
∆q(X ∪ Z)∆q(Y ∪ Z) =
∆q(X
′)∆q(X ′, Z)∆q(Z)∆q(Y ′)∆q(Y ′, Z)∆q(Z)
∆q(X)∆q(X,Z)∆q(Z)∆q(Y )∆q(Y,Z)∆q(Z)
=
∆q(X
′)∆q(Y ′)
∆q(X)∆q(Y )
Hence, by (4.4) and (4.5),
(4.6)
sλ(X′∪Z)(1, q, . . . , qx
′+z−1)sλ(Y ′∪Z)(1, q, . . . , qy
′+z−1)
sλ(X∪Z)(1, q, . . . , qx+z−1)sλ(Y ∪Z)(1, q, . . . , qy+z−1)
=
∆q([x+ z])∆q([y + z])
∆q([x′ + z])∆q([y′ + z])
∆q(X
′)∆q(Y ′)
∆q(X)∆q(Y )
This completes the proof. 
The above identity will be used in the proof of Theorem 4.1 via the follow-
ing well-known relation between Schur function and weighted enumeration
of lozenge tilings of the trapezoidal region with some dents. For the refer-
ence, we state the version of Ayyer and Fischer in [1] (in [1], they stated
it in terms of matching generating function of a certain graph, which is
equivalent).
Theorem 4.4. [1, Theorem 2.3] Consider the region Tm,n(S) that we de-
scribed in Proposition 3.1. On this region, we give weight tk to each right-
lozenge whose distance between the bottom side of the lozenge and top side
of the region is k
√
3
2 , and give weight 1 to all vertical- and left-lozenges. Let
M(Tm,n(S); (t1, t2, . . . , tn)) be a tiling generating function of Tm,n(S) under
this weight. Then we have
(4.7) M(Tm,n(S); (t1, t2, . . . , tn)) = sλ(S)(t1, t2, . . . , tn)
Recall that Schur functions are symmetric and homogeneous. Theorem
4.4 allows us to convert these properties of Schur functions into following
properties of tiling generating functions:
M(Tm,n(S); (t1, t2, . . . , tn)) = M(Tm,n(S); (tσ(1), tσ(2), . . . , tσ(n))),∀σ ∈ Sn
M(Tm,n(S); (qt1, qt2, . . . , qtn)) = q
|λ(S)|M(Tm,n(S); (t1, t2, . . . , tn))
Note that for any bounded region G whose height is n
√
3
2 , we have
M(G; (q, q2, . . . , qn)) = M(G; q)
By using Lemma 4.2 and above properties of tiling generating functions,
we can now give a simple proof of Theorem 4.1.
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Figure 4.2. A lozenge tiling of V3,8,4({2, 3, 5, 8, 9, 11}, {3, 7}) with
vertical lozenges at positions {1, 10} (left) and corresponding pair
of lozenge tilings of two subregions (right). Note that each lozenge
has weight.
Proof of Theorem 4.1. By the same partitioning as we did in the proof of
Theorem 2.1, we have
(4.8) M(Va,b,c(X,Y ); q) =
∑
Z
M(Va,b,c(X ∪ Z, Y ∪ Z); q)
where Z runs over all subsets of [a+ b] \ (X ∪Y ) with cardinality b−x, and
(4.9)
M(Va,b,c(X ∪ Z, Y ∪ Z); q)
= M(Ta,b(X ∪ Z); q)M(Ta+b−c,c(Y ∪ Z)(a+b); (qb+c, qb+c−1, . . . , qb+1))
(see Figure 4.2).
Also, by Theorem 4.4 and properties of tiling generating functions,
(4.10)
M(Ta,b(X ∪ Z); q) = M(Ta,b(X ∪ Z); (q, q2, . . . , qb))
= q|λ(X∪Z)|M(Ta,b(X ∪ Z); (1, q, . . . , qb−1))
= q(
∑
i∈X i+
∑
k∈Z k−
∑b
l=1 l)sλ(X∪Z)(1, q, . . . , qb−1)
and similarly
(4.11)
M(Ta+b−c,c(Y ∪ Z)(a+b); (qb+c, qb+c−1, . . . , qb+1))
= M(Ta+b−c,c(Y ∪ Z)(a+b); (qb+1, qb+2, . . . qb+c))
= q(b+1)|λ((Y ∪Z)(a+b))|M(Ta+b−c,c(Y ∪ Z)(a+b); (1, q, . . . qc−1))
= q(b+1){(a+b+1)c−
∑
j∈Y j−
∑
k∈Z k−
∑c
l=1 l}sλ((Y ∪Z)(a+b))(1, q, . . . , q
c−1)
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By Proposition 4.3, we have
(4.12)
sλ((Y ∪Z)(a+b))(1, q, . . . , q
c−1)
=
∆q((Y ∪ Z)(a+b))
∆q([c])
=
1
∆q([c])
∏
i,j∈(Y ∪Z)(a+b),i<j
([j]q − [i]q)
=
1
∆q([c])
∏
i,j∈Y ∪Z,j<i
([a+ b+ 1− j]q − [a+ b+ 1− i]q)
=
1
∆q([c])
∏
i,j∈Y ∪Z,j<i
qa+b+1−i−j([i]q − [j]q)
=
( ∏
i,j∈Y ∪Z,j<i
qa+b+1−i−j
)
∆q(Y ∪ Z)
∆q([c])
= q{(a+b+1)
c(c−1)
2
−(c−1)(∑y∈Y y+∑k∈Z k)}sλ(Y ∪Z)(1, q, . . . , qc−1)
Thus, by (4.9)-(4.12),
(4.13)
M(Va,b,c(X ∪ Z, Y ∪ Z); q)
= qα(Z)sλ(X∪Z)(1, q, . . . , qb−1)sλ(Y ∪Z)(1, q, . . . , qc−1)
where α(Z) :=
∑
i∈X i− (b+ c)
∑
j∈Y j + (1− b− c)
∑
k∈Z k− b(b+1)2 + (a+
b+ 1)(b+ 1)c− (b+1)c(c+1)2 + (a+b+1)c(c−1)2 .
Similarly, we also have
(4.14) M(Va′,b′,c′(X
′, Y ′); q) =
∑
Z
M(Va′,b′,c′(X
′ ∪ Z, Y ′ ∪ Z); q)
where Z runs over all subsets of [a′ + b′] \ (X ′ ∪ Y ′)(= [a + b] \ (X ∪ Y ))
whose cardinality is b′ − x′(= b− x), and
(4.15)
M(Va′,b′,c′(X
′ ∪ Z, Y ′ ∪ Z); q)
= qα
′(Z)sλ(X′∪Z)(1, q, . . . , qb−1)sλ(Y ′∪Z)(1, q, . . . , qc−1)
where α′(Z) :=
∑
i′∈X′ i
′−(b′+c′)∑j′∈Y ′ j′+(1−b′−c′)∑k∈Z k− b′(b′+1)2 +
(a′ + b′ + 1)(b′ + 1)c′ − (b′+1)c′(c′+1)2 + (a
′+b′+1)c′(c′−1)
2 .
One can readily check that summations in (4.8) and (4.14) are taken over
the same sets Z. For any such Z, by (4.13), (4.15) and Lemma 4.2, ratio of
corresponding summands is
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(4.16)
M(Va′,b′,c′(X
′ ∪ Z, Y ′ ∪ Z); q)
M(Va,b,c(X ∪ Z, Y ∪ Z); q)
= qα
′(Z)−α(Z) sλ(X′∪Z)(1, q, . . . , q
b′−1)sλ(Y ′∪Z)(1, q, . . . , qc
′−1)
sλ(X∪Z)(1, q, . . . , qb−1)sλ(Y ∪Z)(1, q, . . . , qc−1)
= qα
∆q([b])∆q([c])
∆q([b′])∆q([c′])
∆q(X
′)∆q(Y ′)
∆q(X)∆q(Y )
where α = α′(Z) − α(Z) = [∑i′∈X′ i′ − (b′ + c′)∑j′∈Y ′ j′ − b′(b′+1)2 + (a′ +
b′+ 1)(b′+ 1)c′− (b′+1)c′(c′+1)2 + (a
′+b′+1)c′(c′−1)
2 ]− [
∑
i∈X i− (b+ c)
∑
j∈Y j−
b(b+1)
2 + (a+ b+ 1)(b+ 1)c− (b+1)c(c+1)2 + (a+b+1)c(c−1)2 ].
Expression in the right hand side of (4.16) does not depend on a set Z.
Therefore, by (4.8), (4.14) and (4.16),
(4.17)
M(Va′,b′,c′(X
′, Y ′); q)
M(Va,b,c(X,Y ); q)
= qα
∆q([b])∆q([c])
∆q([b′])∆q([c′])
∆q(X
′)∆q(Y ′)
∆q(X)∆q(Y )
This completes the proof. 
5. Centrally symmetric shuffling theorem
A region G is centrally symmetric if it is invariant under rotation by
180◦ with respect to a certain point (=center). A lozenge tiling of a cen-
trally symmetric region is centrally symmetric if the tiling is invariant under
rotation by 180◦ with respect to a center. For any centrally symmetric re-
gion G, let M(G) be the number of its centrally symmetric lozenge tilings.
Also, for any positive integer k, two sets X,Y ⊂ [k] are k-symmetric if
Y = {k + 1 − x|x ∈ X} (or equivalently X = {k + 1 − y|y ∈ Y } ) holds,
and denote this relation by Y = X(k) (or X = Y(k)). Obviously, if two sets
are k-symmetric to each other, then they have the same cardinality. Note
that the region Va,b,c(X,Y ) is centrally symmetric if and only if b = c and
Y = X(a+b) (two examples are shown in Figure 5.1.)
In [10], Lai presented a shuffling theorem for centrally symmetric tilings.
By using the simple argument that we have used in the proof of previous
theorems, we can also give a short proof of it. Like a weighted shuffling the-
orem discussed in the previous section, the original version of this theorem
involves a concept of “barrier.” However, since the proof is basically the
same, we show the simple case when there is no barrier.
Theorem 5.1. [10, Theorem 1.2] Let a and b be any non-negative integers
and let X be a subset of [a + b] of cardinality x satisfying |[a + b] \ (X ∪
X(a+b))| ≥ b−x ≥ 0. Consider a centrally symmetric region Va,b,b(X,X(a+b)).
While preserving removed unit triangles that form a vertical-lozenge, freely
flip removed up- and down-pointing unit triangles in (a+ b)-symmetric way
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Figure 5.1. Two regions V5,9,9({2, 4, 6, 8, 11}, {4, 7, 9, 11, 13})
(left) and V5,9,9({4, 8, 9, 11, 13}, {2, 4, 6, 7, 11}) (right): Both re-
gions are centrally symmetric. The region on the right is obtained
from the left figure by flipping two removed up-pointing unit tri-
angles (indexed by 2 and 6) and two removed down-pointing unit
triangles (indexed by 9 and 13).
(which means flipping removed up-pointing triangle whose position is in-
dexed by i and removed down-pointing triangle whose position is indexed
by (a+ b+ 1− i) at the same time), so that their positions are recorded by
the sets X ′ and X ′(a+b). This leads to the region Va,b,b(X
′, X ′(a+b)), where
(X ′, X ′(a+b)) is a shuffling of (X,X(a+b)). For these two regions, we have
(5.1)
M(Va,b,b(X ′, X ′(a+b)))
M(Va,b,b(X,X(a+b)))
=
√
M(Va,b,b(X ′, X ′(a+b)))
M(Va,b,b(X,X(a+b)))
=
∆(X ′)
∆(X)
Note that first equality in (5.1) implies the Ciucu’s conjecture on centrally
symmetric lozenge tilings. To prove this shuffling theorem for centrally
symmetric tilings, we need a following simple lemma.
Lemma 5.2. Let k be a positive integer, and let X, X ′ be subsets of [k]
such that a pair (X ′, X ′(k)) is a shuffling of (X,X(k)). Also, let Z be any
subset of [k] with cardinality z disjoint from X ∪X(k)(= X ′ ∪X ′(k)) with a
property that Z is k-symmetric with itself (Z = Z(k)). Then we have
(5.2)
∆(X ′ ∪ Z)
∆(X ∪ Z) =
∆(X ′)
∆(X)
The proof of Lemma 5.2 is analogous to that of Lemma 4.2. Additionally,
we have to use k-symmetric relation between sets.
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Figure 5.2. A centrally symmetric lozenge tiling of
V5,9,9({2, 4, 6, 8, 11}, {4, 7, 9, 11, 13}) with vertical lozenges at
positions {1, 5, 10, 14} (left) and a corresponding lozenge tiling of
its subregion T5,9({1, 2, 4, 5, 6, 8, 10, 11, 14}) (right).
Proof of Lemma 5.2. By shuffling condition and k-symmetric relation
between sets, we have
(5.3)
∆(X,Z) =
√
∆(X,Z) ·∆(X(k), Z(k)) =
√
∆(X,Z) ·∆(X(k), Z)
=
√
∆(X ′, Z) ·∆(X ′(k), Z)
=
√
∆(X ′, Z) ·∆(X ′(k), Z(k))
= ∆(X ′, Z)
Then, by (5.3), we have
(5.4)
∆(X ′ ∪ Z)
∆(X ∪ Z) =
∆(X ′)∆(X ′, Z)∆(Z)
∆(X)∆(X,Z)∆(Z)
=
∆(X ′)
∆(X)
This completes the proof. 
Proof of Theorem 5.1. Again, we partition a set of centrally symmetric
lozenge tilings of the region Va,b,b(X,X(a+b)) according to (b − x) vertical-
lozenges crossing the horizontal diagonal. Let Z be an index set for positions
of the vertical-lozenges. Then, this set Z should be (a+ b)-symmetric with
itself (Z = Z(a+b)). If we fix these vertical-lozenges, remaining region to
be tiled is Va,b,b(X ∪ Z,X(a+b) ∪ Z(a+b)) and one can readily see that its
centrally symmetric lozenge tilings are in bijection with lozenge tilings of its
subregion above the horizontal diagonal Ta,b(X∪Z) (see Figure 5.2). Hence,
(5.5) M(Va,b,b(X,X(a+b))) =
∑
Z
M(Ta,b(X ∪ Z)) =
∑
Z ∆(X ∪ Z)
H(b)
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where the sum is taken over all (b−x)-element sets Z ⊂ [a+b]\(X∪X(a+b))
such that Z = Z(a+b) holds. By exactly the same argument,
(5.6) M(Va,b,b(X ′, X ′(a+b))) =
∑
Z
M(Ta,b(X
′ ∪ Z)) =
∑
Z ∆(X
′ ∪ Z)
H(b)
where the sum is taken over all (b − x)-element sets Z ⊂ [a + b] \ (X ′ ∪
X ′(a+b))(= [a+ b] \ (X ∪X(a+b))) such that Z = Z(a+b) holds.
Note that summations in (5.5) and (5.6) are taken over the same sets Z.
For any such Z, Lemma 5.2 says the ratio of corresponding summands is
(5.7)
∆(X ′ ∪ Z)
∆(X ∪ Z) =
∆(X ′)
∆(X)
This ratio does not depend on a set Z. Thus, by (5.5)-(5.7), we have
(5.8)
M(Va,b,b(X ′, X ′(a+b)))
M(Va,b,b(X,X(a+b)))
=
∑
ZM(Ta,b(X
′ ∪ Z))∑
ZM(Ta,b(X ∪ Z))
=
∆(X ′)
∆(X)
Remaining part of the theorem is clear from Theorem 2.1 and two facts
∆(X) = ∆(X(a+b)) and ∆(X
′) = ∆(X ′(a+b)), which can be easily deduced
from (a+ b)-symmetric relation between sets. This completes the proof. 
It is clear from the proof that the ratio between the number of centrally
symmetric tilings of two regions is equal to the square roots of that of the
total number of tilings. This is because centrally symmetric tilings are
determined by lozenges above the horizontal line, while both lozenges above
and below the horizontal line contribute in the other case.
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