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ABSTRACT 
Curiosity can be defined as the “urge to know more” that manifests behaviorally in 
questioning and exploration. Curiosity is associated with a host of positive youth 
outcomes, including academic achievement, school engagement, and deeper learning, yet 
studies indicate that few teachers foster curiosity in their classrooms, possibly due to a 
lack of pedagogical techniques focused on inspiring student curiosity. Many scholars 
suggest directly teaching questioning to cultivate student curiosity; yet, relatively few 
empirical studies on the role of questioning in fostering curiosity have been conducted. 
Accordingly, the present study conducted a quasi-experimental, longitudinal investigation 
to examine the relationship between exposure to the Question Formulation Technique 
(QFT), a classroom-based intervention that seeks to teach students how to ask their own 
questions, and scores on curiosity and related strengths in a sample of Northeast high 
school students. Participating English/Language Arts faculty at four high schools (N = 
2,217 students; 42 teachers) were randomly assigned to either a fall or spring start 
condition. The study utilized student self-report questionnaires and teacher fidelity 
  ix 
checks at three time points (fall, winter, and spring) across schools in order to consider 
the potential impact of the QFT on students’ curiosity, divergent thinking, school 
engagement, and self-efficacy. In light of prior research, it was hypothesized that the 
QFT would have a significant positive treatment effect on the study constructs, and 
would positively impact growth in these attributes. In addition, higher teacher fidelity of 
implementation of the intervention was expected to lead to greater growth in these 
attributes. Furthermore, positive and reciprocal mediational paths between curiosity, 
cognitive engagement, and self-efficacy were proposed. Multilevel modeling revealed the 
QFT to have a positive absolute treatment effect on students’ curiosity, but not an impact 
on students’ curiosity growth. In addition, high teacher fidelity, but not dosage, led to 
increases in students’ curiosity growth over the school year. No other overall positive 
treatment effects were found, although fidelity and dosage were related positively to 
growth on several variables. In addition, multiple-group structural equation path models 
revealed several complex indirect and direct pathways between the four variables of 
interest. Most surprising, cognitive engagement served as predictors of all other variables 
in the model. Qualitatively, teachers discussed the impact of the QFT on student 
responsiveness, described adaptations they made to the intervention, and noted the need 
for professional development. Limitations of the current study and implications for future 
research are discussed. 
 Keywords: Curiosity, interest, deeper learning, character strengths  
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Cultivating classroom curiosity: A quasi-experimental, longitudinal study investigating 
the impact of the Question Formulation Technique on adolescent intellectual curiosity 
Chapter 1 
Scholars have reported that American adolescents demonstrate insufficient critical 
thinking skills for the knowledge economy (Ritchhart & Perkins, 2005; Trilling & Fadel, 
2012). Indeed, 65% of college professors believe that high school students are not 
prepared for college (Wagner, 2008) and American students lag far behind their cohorts 
in similar industrialized nations in regard to math, science, and problem solving skills. 
For example, in 2003, only 12% of US students scored a three (a high score) on the 
Program in International Student Assessment (PISA) test’s problem solving tasks, while 
over 30% or more of students in countries such as Finland, Japan, and Korea scored a 
level three in problem solving (Wagner, 2008). Rampey and colleagues (2016) likewise 
found that adults (between the ages of 16 and 65) in the U.S. perform below the 
international average in numeracy and problem solving on the OECD Survey of Adult 
Skills (PIACC) international assessment. In fact, the U.S. adult score in problem solving 
in technology-rich environments was nine points lower than the international average, 
and the U.S. came in last behind 22 other countries in problem solving on the assessment 
(Rampey et al., 2016). In addition, the College Learning Assessment found that only 55% 
of students end their sophomore year of college having improved on measures of critical 
thinking, complex reasoning, and writing, and that only 64% of students have improved 
on such measures by the end of four years of college (Arum & Roksa, 2010; Ritchhart, 
2015).  
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Moreover, students are unprepared for the workforce. A 2006 survey of over 400 
employers found that 42.4% of employers said that high school students were “deficient” 
in workplace readiness skills (Conference Board, 2006). Importantly, employers believed 
that students were most deficient in applied skills more than academic preparedness—
they said that 80.9% of applicants were deficient in written communication, 70.3% were 
deficient in professionalism, and 69.6% were deficient in critical thinking skills 
(Conference Board 2006). Bronson and Merryman (2010) similarly noted that American 
students’, particularly elementary students’, creativity scores on the Torrance Creativity 
Test have been declining since the 1990s, what they have termed the “creativity crisis.” 
In 2010, Darling-Hammond (2010) noted that if trends continued towards students 
lacking necessary workforce skills, then “by 2012, America will have 7 million jobs in 
science and technology fields, ‘green’ industries, and other fields that cannot be filled by 
U.S. workers who have been adequately educated for them” (p. 3). Trilling and Fadel 
(2012) also noted that almost $200 billion a year is lost in trying to find adequate talent 
for the American workforce.  
Ultimately, educators, scholars, and public figures agree that if students are to 
succeed and thrive in today’s knowledge economy they need to learn higher order 
thinking and applied skills (Heckman & Kautz, 2013; Levy and Murnane, 2004; Trilling 
& Fadel, 2012). Thus, although the Common Core Standards have placed “an 
unprecedented emphasis on critical thinking” (Mehta & Fine, 2015, p. 2), several scholars 
and public figures have called for students to engage in “deeper learning” (American 
Institutes for Research, 2014; Berger, 2014; Mehta & Fine, 2015) in response to the need 
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to prepare students for the changed, and continually changing, economy,  
Deeper learning includes a variety of elements, but essential to the idea is the 
ability for students to “think critically and creatively” (Martinez & McGrath, 2014, p. 3). 
Mehta and Fine (2015) defined deeper learning, or learning for understanding, as the 
intersection of mastery, identity, and creativity. They argued that deeper learning is about 
learning to transfer knowledge and learning to see patterns and connections among 
discrete pieces of information, but that educators must keep in mind that fostering deeper 
learning cannot be separated from “warmer” qualities like passion and interest (Mehta & 
Fine, 2015). Similarly, the National Research Council (NRC, 2012) has defined deeper 
learning as “the process through which an individual becomes capable of taking what was 
learned in one situation and applying it to new situations (i.e., transfer)” (American 
Institutes for Research, 2014, p. 2). The William and Flora Hewlett Foundation (2013, as 
cited in American Institutes for Research, 2014) includes six other core components of 
deeper learning in their definition of deeper learning, including: mastery of core 
academic content, critical thinking and problem solving, effective communication, ability 
to work collaboratively, learning how to learn, and academic mindsets. This expanded 
definition suggests that deeper learning includes both the ability to transfer information as 
well as a focus on developing students’ skills, dispositions, and mindsets.  
Several frameworks of deeper learning have highlighted the need to encourage 
students’ curiosity and questioning. In discussing deeper learning, prominent education 
figure Wagner (2008) has argued that students need to be taught certain “survival skills” 
for the 21st century, which include critical thinking and problem solving, collaboration, 
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adaptability, entrepreneurialism, communication, analyzing information, and curiosity 
and imagination. Wagner (2008) highlighted the importance of curiosity and questioning, 
indicating that “in one form or another, the ability to ask good questions has been a 
recurrent theme in almost all of my conversations about core competencies and skills for 
success in today’s workplace” (p. 14). As a result, he urges educators to teach students 
how to question and notes that schools need to engage in authentic, problem-based 
learning (Wagner, 2008).  
Similarly, the Partnership for 21st Century Skills, a coalition of businesses and 
scholars, identified a number of 21st century skills that they see as integral to learning for 
the knowledge economy. For them, “21st century skills” include learning and innovation 
skills, critical thinking and problem solving, communication and collaboration, creativity 
and innovation, information and technology skills, and life and career skills (Trilling & 
Fadel, 2012). Trilling and Fadel (2012) likewise promoted the use of questioning and 
problem-based and inquiry learning to foster the development of these 21st century skills 
in students. Importantly, they too highlighted the importance of curiosity and questioning 
for deeper learning, noting that “questions and problems are also the natural motivators 
for learning: Why? Is a favorite question of curious young children, and persistence in 
asking why? well into adulthood can lead to deeper insights and to further questions that 
inspire lifelong searches for answers to mysteries still unsolved” (p. 93).   
Thus, woven throughout these scholars’ various definitions and descriptions of 
deeper learning outcomes is a focus on the need to foster students’ intellectual curiosity. 
Although numerous scholars have examined the concept of curiosity under a number of 
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names, including interest, novelty-seeking, openness to experience, exploration, need for 
cognition, inquiry, questioning, and task absorption (Kashdan, 2004; Tishman, Jay, & 
Perkins, 1993), there is no consensual definition of curiosity (Markey & Loewenstein, 
2014). The present study grounds itself in intellectual character/virtues theory (Baehr, 
2013, 2015), and adopts a character strengths conceptualization of curiosity (e.g., Baehr, 
2015a; Silvia & Kashdan, 2009). Accordingly, for the present study, curiosity is 
operationally defined curiosity as an “urge to know more” (Engel, 2011, p. 627) 
manifested behaviorally in questioning and exploration (Engel, 2011, 2015; Grossnickle, 
2016). In addition, the present study explored the related character strengths of open-
mindedness and divergent thinking (i.e., creativity; Ritchhart, 2002), as well as the key 
outcomes of school engagement (Fredricks, Blumenfeld, & Paris, 2004) and self-efficacy 
(Bandura et al., 1996). Literature on each of these constructs is reviewed more fully in 
Chapter 2.  
Several scholars have argued that curiosity can be cultivated (Engel 2015; 
Kashdan, Steger, & Breen, 2007; Silvia & Kashdan, 2009). Historically, researchers 
believed that curiosity was fostered through interactions between a person and his/her 
environment (Berlyne, 1960; Kashdan, 2004). “Collative variables” such as novelty, 
complexity, uncertainty, and conflict are thought to induce curiosity (Berlyne, 1960; 
Kashdan, Steger, and Breen, 2007) as they alert an individual to a gap in their knowledge, 
which the individual desires to alleviate (Loewenstein, 1994; Silvia, 2006). Others have 
argued that contextual elements such as life themes, mystery, and controversy can also 
lead to curiosity-based behaviors (Engel, 2015; Lowry & Johnson, 1981). In addition, 
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several researchers have argued that curiosity should be cultivated in a social 
environment through methods such as discussion and modeling (Engel & Randall, 2008; 
Engel, 2011, 2015; Kashdan, 2004; Ritchhart, 2002; 2015). Studies have also linked a 
safe, warm, and caring environment to curiosity behaviors (Engel, 2015), given that 
several theories of curiosity argue that anxiety and curiosity are inversely related 
(Berlyne, 1960; Spielberger & Starr, 1994).  
Although a growing body of scholarship continues to investigate the ways in 
which to cultivate students’ curiosity, observational studies have indicated that too few 
teachers help foster curiosity in their classrooms (Engel, 2006; Engel & Randall, 2008; 
Hestenes, Cassidy, & Niemeyer, 2004). Indeed, several studies have corroborated the 
almost complete lack of student questioning, particularly higher-order questioning, in the 
classroom (e.g., Ciardiello, 1998, Dillon, 1988; Engel, 2015; Tizard & Hughes, 1984). 
Although some scholars (e.g., Markey & Lowenstein, 2014) suggest that curiosity needs 
to be allowed to develop naturally, wherein educators need to simply “get out of the 
way,” Bergin (1999) noted that one possible reason for this lack of curiosity in the 
classroom is that teachers need more information regarding curriculum and pedagogical 
strategies they can use to foster student curiosity. Indeed, several scholars have argued 
that curiosity should be cultivated through direct instruction, particularly through the 
teaching of questioning (Baehr, 2015a; Engel 2006, 2011, 2015). However, relatively 
little research has investigated the impact of direct instruction in inquiry methods on 
students’ curiosity change (Hmelo-Silver, Duncan, & Chinn, 2007). Given the 
importance placed on curiosity for success in the knowledge economy (Wager, 2008), 
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more research is needed exploring how to foster student curiosity—a key facet of deeper 
learning (Trilling & Fadel, 2012; Wagner, 2008).  
The Present Study 
Although many scholars have suggested teaching students to question as a method 
for fostering student curiosity, relatively little extant research has empirically examined 
the impact of this suggestion on adolescents’ curiosity. The Right Question Institute’s 
Question Formulation Technique (QFT) is a classroom-based question brainstorming 
intervention that seeks to teach students how to ask their own questions about the content 
they are learning and, in so doing, aims to promote student curiosity and associated 
strengths, such as open-mindedness and divergent thinking (Rothstein & Santana, 2011).  
This study employed a quasi-experimental, longitudinal research design (with delayed 
treatment to the control groups) to investigate the potential impact of the Right Question 
Institute’s Question Formulation Technique (QFT) intervention (Rothstein & Santana, 
2011) on participating adolescents’ curiosity. Specific questions guiding this study 
include:  
1. How does the QFT impact students’ curiosity and associated thinking dimensions, 
such as open-mindedness and divergent thinking, and key outcomes, such as 
school engagement and self-efficacy?   
2. How does teacher fidelity of implementation of the QFT impact these outcomes? 
3. What is the relationship between curiosity and additional key student outcomes 
such school engagement and self-efficacy?  
The study consisted of ninth through twelfth grade students in general education 
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English/Language Arts (ELA) classes of participating ELA teachers at four 
comprehensive public high schools in the Northeast (N = 2,217 students and 43 faculty). 
In all participating schools, I assigned the ELA teaching faculty to participate in a simple, 
low-cost professional development (PD) training around using the QFT. This 
professional development training took the form of a teacher-led book club using RQI’s 
Make Just One Change (Rothstein & Santana, 2011) that met one time, with half of the 
schools being randomly assigned to complete the PD and to start using the intervention in 
the fall and half to the spring.  
In addition, in order to accurately assess potential treatment effects, I conducted 
fidelity checks1 at the beginning (September, 2015), middle (January, 2016) and 
conclusion (May, 2016) of the study in all schools. Teachers were asked to fill out a self-
report measure that included questions about the teacher’s implementation of the QFT, 
including adherence to the prescribed steps and frequency of use. Teachers were also 
asked to nominate one lesson during which they would be utilizing the QFT method for 
observation (N = 31).  
All ninth through twelfth grade students in participating teachers’ participating 
classrooms completed a questionnaire at the beginning (September, 2015), middle 
(January, 2016), and conclusion (June, 2016) of the 2015-2016 academic year that 
                                                
1 Fidelity of implementation (FOI) “refers to the extent to which core components of a program are 
delivered as intended by program developers” (Abry, Rimm-Kaufman, Larsen, & Brewer, 2013, p. 
440 ) and includes adherence and frequency domains evaluating how closely prescribed program 
components are being maintained and how often the program or process is administered. Research has 
established a positive relationship between FOI and measured outcomes, wherein “programs 
implemented with high levels of fidelity garner effect sizes two to three times greater, on average, 
compared to programs implemented with low levels of fidelity” (Abry et al., 2013, p. 440). 
  
9 
included the eight-item curiosity sub-scale from the Values in Action Inventory for Youth 
(Park & Peterson, 2006), a previously validated character self-report questionnaire for 
youth ages 10 to 17, as well as previously validated psychological measures of open-
mindedness, divergent thinking, self-efficacy, and school-engagement.  
The primary goal of data analysis was to investigate the association between the 
QFT and curiosity and related outcomes in participating students. In light of prior 
research, it was hypothesized that the QFT would have a significant positive treatment 
effect on the study constructs, and would positively impact growth in these attributes. In 
addition, higher teacher fidelity of implementation of the intervention was expected to 
lead to greater growth in these attributes. Furthermore, positive and reciprocal 
mediational paths between curiosity, cognitive engagement, and self-efficacy were 
proposed. Multilevel modeling revealed the QFT to have a positive absolute treatment 
effect on students’ curiosity, but not an impact on students’ curiosity growth. In addition, 
high teacher fidelity, but not dosage, led to increases in students’ curiosity growth over 
the school year. No other overall positive treatment effects were found, although 
cognitive engagement, emotional engagement, and self-regulatory efficacy all exhibited 
overall negative treatment effects.  In addition, fidelity and dosage were related positively 
to growth on several variables. Multiple-group structural equation path models revealed 
several complex indirect and direct pathways between the four variables of interest. 
Contrary to expectations, only Time 2 curiosity served as a predictor of Time 3 cognitive 
engagement. Instead, cognitive engagement at Time 1 and Time 2 served as predictors of 
all other variables in the model. Furthermore, whereas achievement efficacy was found to 
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positively predict curiosity, self-regulatory efficacy was found to have a negative 
relationship with curiosity.  
Qualitative answers from the teacher fidelity of implementation checks, as well as 
classroom observations, were thematically coded drawing on Braun and Clarke’s (2013) 
Thematic Analysis approach to qualitative analysis looking primarily for Durlak’s 
(2016a, 2016b) eight areas of fidelity of implementation. I employed an 
inductive/deductive, etic/emic approach to coding, allowing for in-vivo codes when 
possible (Maxwell, 2013). Three primary themes regarding fidelity of implementation 
emerged: student responsiveness, adaptation, and professional development. In all, 
teachers felt that students responded to the intervention differently at different levels, 
believed the “no judging” rule contributed to student growth, teachers adapted the 
intervention by setting goals for student questioning and debating the meaning of closed 
and open-ended questions, and several teachers called for more professional 
development.  
Significance 
Recently, there has been a burgeoning interest in U.S. society regarding the 
importance of deeper learning (e.g., Mehta & Fine, 2015), and, more specifically, the 
importance of curiosity and questioning (e.g., Wagner, 2008) in creating the self-learners 
and self-starters needed for the knowledge economy (Berger, 2014). Indeed, 2014 alone 
saw a surge of publications on these topics, including Leslie’s (2014) Curious: The desire 
to know and why your future depends on it and Berger’s (2014) A more beautiful 
question: The power of inquiry to spark breakthrough ideas. Last year saw the 
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publication of Baehr’s (2016) edited volume on intellectual virtues in education, which 
includes discussions of curiosity and inquisitiveness. The widespread enthusiasm about 
deeper learning and curiosity suggests a wide audience of educators interested in 
fostering this strength in students (Mehta & Fine, 2015, 2017; Ritchhart, 2015; Wagner, 
2008).  
 Yet, despite research by Engel (2011) suggesting that teachers want to promote 
curiosity in their students, many teachers may not feel they have the time nor the tools to 
promote student questioning, curiosity, and related strengths and outcomes in the 
classroom (e.g., Berger, 2014; Bergin, 1999; Wagner, 2008). This study addresses this 
audiences by providing them with an easy-to-implement, empirically tested method for 
fostering curiosity in the classroom.  
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Chapter 2 
Literature Review  
Curiosity2, the “urge to know more” (Engel, 2011, p. 627), manifested 
behaviorally in questioning and exploration, is a multi-dimensional (Ainley, 2006, 2007; 
Grossnickle, 2016; Hidi & Renninger, 2006; Renninger & Hidi, 2016; Silvia & Kashdan, 
2009) concept including both cognitive and affective components that drives an 
individual’s attention, engagement, and learning (Ainley, 2006, Renninger & Hidi, 2011). 
There is still no universally agreed upon definition of curiosity (Grossnickle, 2016; Jirout 
& Klahr, 2012; Markey & Loewenstein, 2014), and Engel (2015) noted that curiosity is 
“a particularly slippery phenomenon” (p. 7). Although much of the historical work on 
curiosity and related attributes viewed these constructs as a traits or a states (e.g., 
Spielberger & Starr, 1994), the proposed study adopts a character strengths understanding 
of curiosity, and the related thinking dimensions of open-mindedness and divergent 
thinking, grounded in intellectual virtues theory (Baehr, 2013, 2015).  
Below, I first outline the theoretical background of the study, briefly reviewing 
intellectual virtues theory (Baehr, 2013, 2015b; Ritchhart, 2002, 2015). Next, given the 
primary focus of this study on the strength of curiosity, I review several historical and 
contemporary theories of curiosity and then turn to this study’s character strengths 
conceptualization of curiosity. I then offer broad reviews of each of the other four 
                                                
2 Although other psychological constructs are certainly intertwined with curiosity (e.g., need for 
cognition, openness to experience, mastery goals, flow, intrinsic task value; see Deci & Ryan, 2000; 
Kashdan, 2004; Renninger, 2000), this review primarily draws from the curiosity, interest, and 
intrinsic motivation literatures.  
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primary constructs examined in the study: open-mindedness, divergent thinking, self-
efficacy, and school engagement. Subsequently, I turn to the literature on how to foster 
these attributes. I begin with a review of the theoretical and empirical literature on 
curiosity, with an understanding that the intellectual character literature suggestions 
theoretically apply broadly to numerous intellectual character strengths. I then again 
broadly review suggestions in the literature for open-mindedness, divergent thinking, 
self-efficacy, and school engagement. Next, as the present study is concerned with the 
potential impact an explicit questioning intervention on curiosity and related strengths, I 
review literature specifically on questioning and its relationship with positive outcomes. 
Finally, I turn to the literature on fidelity of implementation (e.g., Durlak, 2016a, 2016b), 
as the present study explores the ways in which teachers’ application of the intervention 
in the classroom (both adherence and dosage) related to student outcomes. I conclude 
with an overview of the study intervention, the Question Formulation Technique 
(Rothstein & Santana, 2011).  
Theoretical Framework 
Intellectual Character and Virtues Theory  
 Broadly, intellectual character refers to one’s array of thinking habits, or one’s 
motivation to engage in certain patterns of thinking or thinking behaviors (Ritchhart, 
2002, 2015; Tishman, 1995a, 1995b). Ritchhart (2002), an educational psychologist, 
defined intellectual character as the “umbrella term” covering “those dispositions 
associated with good and productive thinking” (p. 18) whereas Baehr (2015b), a 
prominent intellectual virtues philosopher, succinctly noted, “intellectual virtues are the 
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character traits of a good thinker or learner” (p. 16). Within intellectual virtues 
epistemology—the philosophical study of intellectual character strengths—scholars 
contend that intellectually virtuous people must have a “love of epistemic goods” (Baehr, 
2013, p. 249) and be intrinsically committed to pursuing truth and understanding for its 
own sake, rather than due to external motivation (Baehr, 2013; Battaly. 2006). Ritchhart 
(2002) argued that thinking dispositions “should always lead toward better and more 
powerful thinking” (p. 22). 
Within this context, Tishman (1995b) and others have argued that intellectual 
character strengths encompass how typically inclined an individual is to enact a certain 
pattern of thinking in a situation (motivation), how sensitive they are to situations in 
which to enact a certain pattern of thinking (sensitivity), and whether or not they have the 
ability to enact the pattern of thinking (capacity) (Baehr, 2015a; Perkins, Tishman, 
Ritchhart, Donis, & Andrade, 2000; Tishman, 1995a, 1995b). Baehr (2015a) expanded 
this framework, arguing that intellectual virtues are comprised of four dimensions—
motivation, affective, competence, and judgment dimensions. First, someone is being 
intellectually virtuous if they are motivated to pursue the truth out of a “love” of 
epistemic goods (i.e., motivation; Baehr, 2015a). Second, specific emotions, typically 
pleasure, accompany being intellectually virtuous (i.e., affect; Baehr, 2015a). Third, each 
intellectual virtue leads to a specific cognitive activity (e.g., curiosity leads to asking 
thoughtful and insightful questions), so that people must be competent in the virtue’s 
“trademark” cognitive activity or skill in order to be intellectually virtuous (i.e., 
competence; Baehr, 2015a). Fourth, people are intellectually virtuous only if they are 
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able to judge when, and to what extent, it is appropriate to be intellectually virtuous (i.e., 
judgment; Baehr, 2015a). Elsewhere, Baehr (2015b) noted that the affect dimension is 
not as central to the concept of an intellectual virtue as the other three dimensions of 
ability, motivation, and judgment; thus, his conceptualization broadly aligns with 
Tishman’s (1995b) triadic conception of intellectual character.  
Although their work is primarily focused on moral character strengths and 
development, further theoretical and empirical support for the notion of skill development 
as important for character development can be found in Lapsley and Narvaez’s social-
cognitive theory of virtue (Lapsley, 2016; Narvaez & Bock, 2014; Narvaez & Lapsley, 
2005). This theory argues that character is a result of schema accessibility and coherence, 
with those schemas that have been more recently primed in a domain being the most 
accessible to an individual (Lapsley, 2016). Accordingly, Lapsley and colleagues argue 
that the process of schema accessibility occurs automatically “as the result of repeated 
experience, instruction, intentional coaching, and socialization” (Laplsey, 2016, p. 46).  
Indeed, Narvaez and Lapsley (2005) argued that much of character relies on tacit, 
intuitive information and processes that individuals learn that they then incorporate into 
their everyday processing often unconsciously. As a result, they argued that this calls on 
educators to help foster moral and character expertise in children so that children act with 
character by intuition (Narvaez & Bock, 2014; Narvaez & Lapsley, 2005; Narvaez, 
2008). In order to inculcate such expertise, Narvaez and Lapsley (2005) argued that 
students must encounter a well-structured environment wherein behaviors are rewarded, 
they are explicitly coached in theory-predicated strategies and metacognitive strategies, 
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and they are encouraged to practice repeatedly, with some putting forth a necessary 
10,000 hours of deliberate practice to become an expert in a domain (Ericsson & Pool, 
2016). Accordingly, Narvaez and Lapsley (2005) have argued for similar procedures for 
character development, noting “character development can be described as a skill-
developing activity in which one becomes more expert through practice and 
apprenticeship” (p. 154). Similarly, Narvaez and Bock (2014) similarly noted, in arguing 
for adaptive expertise, that:  
A virtuous person is like an expert who has highly cultivated skills—sets of 
procedural, declarative, and conditional knowledge—that are applied 
appropriately in the circumstance. In other words, moral exemplars in the fullest 
sense demonstrate moral (knowing the good) and practical wisdom (knowing how 
to carry it out in the situation). Moral expertise is applying the right virtue in the 
right amount in the right way at the right time (p. 142).  
Thus, both theories support the notion that being able to perform the ability, or skill, 
associated with a form of character is necessary in order to display a character strength. 
There are numerous taxonomies of thinking dispositions and intellectual character 
strengths (see Baehr 2015b; Perkins et al., 2000; Ritchhart, 2002 for reviews), such as 
Dewey’s (1922) habits of mind, Facione and colleagues’ (1995) critical thinking 
dispositions, and Tishman, Jay, and Perkins (1993) seven key intellectual dispositions, 
amongst others. Tishman (1995a) argued that most thinking dispositions fall into three 
categories: dispositions concerning reasoning and deliberation (e.g., to seek evidence), 
dispositions concerning inquiry, innovation, and imagination (e.g., to think broadly), and 
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metacognitive dispositions (e.g., to be self-evaluative). Baehr (2015b) organized the 
intellectual virtues into three clusters based on their role in inquiry. The first group, 
including strengths such as curiosity, wonder, and intellectual humility, is involved in 
motivating the learning process. The second group, consisting of intellectual 
attentiveness, carefulness, thoroughness, and others, is important for helping the learning 
process proceed well. The third group, including open-mindedness and intellectual 
courage, is relevant for when challenges and obstacles come up within the process of 
learning (Baehr, 2015b). Moreover, Ritchhart (2002), in analyzing a variety of existent 
taxonomies, separated intellectual character into three areas after concluding that “all the 
lists show a general concern with promoting creativity, encouraging curiosity, and 
developing deep understanding” (p. 27). Accordingly, he separated intellectual character 
into creative thinking (including open-mindedness and curiosity), reflective thinking 
(including metacognition), and critical thinking (including seeking truth and 
understanding, strategic thinking, and skeptical thinking) (Ritchhart, 2002). The present 
study uses Ritchhart’s (2002) taxonomy as a guide, and focuses on the role of questioning 
in developing creative intellectual character—curiosity, open-mindedness, and divergent 
thinking as well as potential direct or mediational effects on students’ school engagement 
and self-efficacy.   
Curiosity 
 Historically, curiosity has a long tradition of research (Loewenstein, 1994; 
Markey & Loewenstein, 2014). Early work in the psychology of curiosity defined it first 
as instinct, later as a drive similar to hunger, and then as a secondary, or learned, drive 
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(Loewenstein, 1994; Silvia, 2006). Building off of early drive-based theories of curiosity, 
Berlyne (1960), in his seminal work on curiosity, demonstrated that situational 
“collative” variables, such as novelty, ambiguity, and complexity, are responsible for 
eliciting the “curiosity drive” in an individual. Berlyne (1960, 1966) working from an 
optimal stimulation framework, argued that individuals are attempting to achieve an 
optimal level of arousal between curiosity and fear (Spielberger & Starr, 1994). Within 
his model, Berlyne (1960, 1966) distinguished between four types of curiosity: sensory 
curiosity, which includes curiosity about perceptual stimuli; diversive exploration, which 
includes novelty-seeking behaviors akin to Zuckerman’s (1994) conceptualization of 
sensation-seeking; specific curiosity, which includes curiosity brought about by 
inadequate information; and epistemic curiosity, which similarly includes curiosity 
brought about by “problems” in one’s environment that leads to exploratory behaviors 
specifically aimed at “acquiring knowledge” (p. 31) that help to lower arousal 
(Spielberger & Starr, 1994). Several factor analysis studies supported the 
diversive/specific curiosity distinction (Kashdan, 2004; Langevin, 1971; Olson & Camp, 
1984; Starr, 1992 as cited in Spielberger & Starr, 1994). Spielberger and Starr (1994) 
proposed a similar optimal arousal/dual theory conceptualization of curiosity, wherein 
curiosity leads to increased exploration whereas anxiety decreases exploration, with an 
optimal interaction of the two resulting in curiosity (Spielberger & Starr, 1994; Silvia, 
2006).   
Much of the early work on curiosity considered individual differences between 
“trait” and “state” curiosity. Trait curiosity generally represented a stable “individual 
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difference in the capacity to experience curiosity” (Naylor, 1981, p. 173), whereas state 
curiosity represented a more temporary desire to explore one’s environment (Spielberger 
& Starr, 1994). Additional work in individual differences in curiosity found two weak 
factors-- a breadth factor, capturing those interested in diverse experiences, and a depth 
factor, capturing those interested in exploring a subject deeply (Ainley, 1987, 1998; 
Langevin, 1971).  
Context and Curiosity 
Traditionally, curiosity has been viewed as a transactional variable that results 
from person-by-context interactions (Berlyne, 1960; Kashdan, 2004).  
Information Gap Theories  
 Early incongruity theories of curiosity (e.g., Berlyne, 1960; Hebb, 1955; Hunt, 
1963, 1965; Kagan, 1972), in line with Gestalt psychology traditions, argued that 
curiosity results from individuals’ desires to make sense of their world whenever their 
expectations are violated (Loewenstein, 1994). This violation of expectations then 
motivates the individual to seek out information to help them assimilate the information 
into their cognitive schemas (Loewenstein, 1994). Importantly, Kagan (1972) noted that 
more than simply violations of expectations can motivate exploration—individuals may 
become motivated to seek out information when they become aware of incompatible 
ideas, when they become aware of the incompatibility of ideas and behavior, or when 
they are unable to predict the future (Loewenstein, 1994).   
Building off of incongruity theories of curiosity, Loewenstein (1994) argued for 
an information-gap theory of curiosity, noting that curiosity arises “when attention 
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becomes focused on a gap in one’s knowledge. Such information gaps produce the 
feeling of deprivation labeled curiosity. The curious individual is motivated to obtain the 
missing information to reduce or eliminate the feeling of deprivation” (p. 87). Thus, for 
Loewenstein, curiosity depends upon an individual’s previous knowledge (“what one 
knows”) as well as what one desires to find out (Markey & Loewenstein, 2014). 
Furthermore, Loewenstein (1994) argued that the saliency of an information gap becomes 
more prominent as an individual acquires more knowledge in a domain, so that 
knowledge leads to more curiosity. In addition, how important the information from an 
information gap is to a person, how salient the information gap is to an individual, and 
how surprising the information gap is also all matter in piquing or suppressing an 
individual’s curiosity (Golman & Loewenstein, 2012, as cited in Markey & Loewenstein, 
2014). 
Like Berlyne (1960, 1966) before him, Loewenstein argued that curiosity is 
aversive, wherein the satisfaction comes from satisfying curiosity, rather than from 
seeking out curiosity experiences. Accordingly, Loewenstein (1994; Markey & 
Loewenstein, 2014) argued that individuals will not voluntarily seek out experiences 
wherein they cannot satisfy their curiosity or wherein it takes a long time before they are 
able to fill an information gap.  Given Loewenstein’s (1994) continued conceptualization 
of curiosity as aversive, he has not fully been able to explain the oftentimes positive 
relationship between curiosity and enjoyment (Silvia, 2006).  
In attempting to address the sometimes positive relationship between curiosity 
and positive affect, Litman and Jimerson’s (2004) interest/deprivation model built upon 
  
21 
Loewenstein’s (1994) information gap theory and argues that curiosity can be 
experienced in two distinct ways—one more affective (Interest or I-type) and one more 
cognitive (Deprivation or D-type). Affectively, I-type curiosity is experienced when there 
is a desire for new experiences or information that is expected to “increase pleasurable 
feelings of situational interest” (Lauriola et al., 2015, p. 202; Litman, 2005, 2008) and is 
positively correlated with free exploration and positive affect. Conversely, D-type 
curiosity can be experienced as a “motive to reduce unpleasant experiences of feeling 
deprived…of new knowledge” (Lauriola et al., 2015, p. 202) and is positively associated 
with rigorous information seeking and negative affect. Several confirmatory factor 
analysis studies have confirmed the presence of the both I- and D- type curiosity across 
cultures (e.g., Litman & Mussel, 2013) and age levels (e.g., Litman, Crowson, & 
Kolinski, 2010: Piotrowski, Litman, & Valkenburg, 2014). Moreover, in a study of 
medical students, Richards, Litman, and Roberts (2013) found that I and D type curiosity 
were positively related to students’ deep learning strategies, with high I-type curiosity 
being positively associated with deep learning motives, whereas D-type curiosity was 
positively associated with deep learning strategies, such as spending enough time to fully 
understand a concept.  
Notably, little consensus has been reached in the empirical research regarding the 
role of knowledge and information gaps in the stimulation of curiosity or situational 
interest (see Schraw & Lehman, 2001; Tobias, 1994 for reviews). Specifically, in support 
of information gap theories of curiosity, Rotgans and Schmidt (2011, 2014) found 
situational interest to, after an initial increase, decrease with additional knowledge, 
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which, they argued, provides strong evidence for the deprivation/information gap theory 
of curiosity. Loewenstein, Adler, Behrens, and Gillis (1992) found that curiosity 
increased as individuals obtained more information and knowledge regarding a task (as 
cited in Kashdan & Fincham, 2004). Moreover, although Loewenstein (1994) argued that 
individuals do not need to be consciously aware of an information gap to become curious, 
other research by Rotgans and Schmidt (2014, Study 2) suggests that students do need to 
be consciously aware of a gap to induce situational interest (akin to curiosity, see below). 
However, within this theory, relationship between personal characteristics (i.e., 
knowledge), environmental factors (i.e., salient information gaps), and curiosity is still 
unknown. 
Silvia’s Appraisal Theory of Curiosity  
Drawing on appraisal theories of emotion (Ellsworth & Scherer, 2003), which 
argue that emotions result from an individual’s perceptions (i.e., cognitive appraisals) of 
his/her environment, Silvia (2005) put forth an appraisal theory of interest/curiosity. 
Although the distinction between situational interest and curiosity is still debated (e.g., 
Renninger & Hidi, 2016), Silvia (2006; Silvia & Kashdan, 2009) essentially equated the 
two terms, making his appraisal theory of interest also an appraisal theory of curiosity. 
Within his model, Silvia (2005, 2006) argued that curiosity can be predicted on the basis 
of appraisals of novelty, including whether something is “new, ambiguous, complex, 
obscure, uncertain, mysterious, contradictory, unexpected, or otherwise not understood” 
(Silvia, 2005, p. 90), as well as appraisals of coping potential, or one’s “resources, power, 
abilities, and control in relation to an event” (Silvia, 2005, p. 57). Specifically, Silvia 
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(2005) has argued for a sequential process appraisal theory, wherein appraisals of novelty 
precede appraisals of coping potential. Thus, for Silvia (2006), “the events that people 
find interesting can probably be described thematically as events that are not understood 
but understandable” (p. 58). According to this model, feelings of interest end when either 
component is reappraised, such as an interesting movie becoming uninteresting when an 
individual feels unable to understand it (Silvia, 2005).   
Although still in its infancy, empirical support for Silvia’s appraisal theory of 
interest appears promising. In a study where subjects had to pick the “most interesting” 
visual polygon and then rated their appraisal of ability to understand abstract art, Silvia 
(2005) found that an individual’s appraisal of ability to understand was predictive of 
interest but not enjoyment. Moreover, individuals who had a high appraisal of ability 
were more likely to rate more complex polygons as interesting than those with lower 
ability appraisals. In a follow up study, Silvia (2005, Study 2) manipulated his 
participants’ appraisals of interest. In both conditions participants read an original, 
complex poem, but in the low-ability condition participants were given no additional 
information before completing the post-task questionnaire, whereas in the high-ability 
group participants were given information to help make the poem more comprehensible. 
As expected, participants in the high ability condition found the poem more interesting 
than those in the low-ability group and self-reported appraisal of ability mediated the 
effects of the manipulation on interest (Silvia, 2005). In several other follow up studies 
(e.g., Turner & Silvia, 2006), Silvia has confirmed his theory, finding that 
comprehensibility particularly impacts interest when complexity is high (Silvia, 2005, 
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Study 3) and that the theory can also be confirmed with a viewing time behavioral 
measure of interest (Silvia, 2005, Study 4).  
Self-determination theory and Intrinsic Motivation 
 Self-determination theory and work on intrinsic motivation is a large body of 
work that will not be fully reviewed here (see Deci & Ryan, 2000 for a review). 
However, Deci and Ryan’s (2000) self-determination theory of intrinsic motivation 
argues that an individual’s feelings of autonomy, relatedness, and competence impact an 
individual’s experience of intrinsic motivation, which includes interest, curiosity, a desire 
to learn, playfulness, enjoyment, and a variety of other related constructs. Thus, within 
their model, Deci and Ryan (2000) intrinsic motivation is often conflated with interest 
and curiosity, as they argue that intrinsic motivation “concerns active engagement with 
tasks that people find interesting” (p. 233), and that these types of tasks are induced by 
Berlyne’s (1960) collative variables—those he identified as inducing curiosity in 
individuals. A large body of work has found that fostering students’ feelings of 
autonomy, competence, and relatedness in the classroom impacts their feelings of 
intrinsic motivation, interest, and/or curiosity (e.g., Anderson, Manoogian, & Reznick, 
1976; Deci, Schwartz, Sheinman, & Ryan, 1981; Denissen, Zarrett, & Eccles, 2007; Jang, 
Reeve, Ryan, & Kim, 2009; Miserandino, 1996; Moore & Bulbulian, 1976; Ryan & 
Grolnick, 1986; Tsai, Kunter, Ludtke, Trautwein, & Ryan, 2008).   
Interest Models 
One cannot consider curiosity without considering interest. Several scholars (e.g., 
Izard, 2007; Silvia, 2006; Silvia & Kashdan, 2009) use the terms “curiosity” and 
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“interest” or, more specifically, “situational interest,” interchangeably and scholars have 
suggested that the two constructs share neurobiological roots (Renninger & Hidi, 2016). 
In addition, the terms are often used interchangeably colloquially (Renninger & Hidi, 
2016).  
The most prominent theory (Knogler et al., 2015) of interest-- Hidi and 
Renninger’s (2006) four-phase model of interest development—argues that the first phase 
of interest development includes triggered situational interest, which involves both the 
arousal of affect, both positive and negative, as well as a focusing of attention (see also 
Ainley, Hidi, & Berndorff, 2002). At this stage, the individual may also be drawing on 
past knowledge, experiences, individual interests, and curiosity.  An individual’s interest 
may be triggered by collative variables as well as a variety of other potential themes 
(Renninger & Hidi, 2016). As the individual continues to explore, new thoughts and 
feelings that arise “become part of the developing interest scheme” (Ainley, 2012, p. 
290). If the interest inducing situation is maintained for a period of time, or situational 
interest is triggered repeatedly, this triggered situational interest develops into maintained 
situational interest, which involves “a more stable organization of feeling, knowledge, 
and experience” (Ainley, 2012, p. 290). Many researchers also argue that a sense of value 
comes into play during maintained situational interest (Knogler et al., 2015). Importantly, 
Hidi and Renninger (2006) have argued that if an individual continues to engage and 
have positive experiences, and thus positive emotions, maintained situational interest 
develops first into an emerging individual interest and, ultimately, a well-developed 
individual interest; emerging and well-developed individual interests include feelings of 
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positive affect, a sense of content knowledge, and a feeling of personal value (Ainley, 
2012).  
Renninger, within her individual theory of interest development, strongly supports 
the role of knowledge in interest development (Hidi & Renninger, 2006; Renninger, 
2000). Although Renninger (2000) noted that situational interest includes attention, 
enjoyment and curiosity, but not necessarily any requisite knowledge, she argued that 
individual interest “includes a more enriched kind of value than does situational interest, 
as well as an increasingly consolidated base of discourse knowledge” (p. 373). Thus, 
Renninger defined an individual interest as “an individual’s consolidated knowledge of 
and value for particular subject content” at any point in time (Renninger, 2000, p. 378). 
Renninger (2000) has argued that in order for individuals to form an individual interest 
they must have enough stored knowledge in order to ask “curiosity questions.” Aligning 
with information gap theories of curiosity (e.g., Loewenstein, 1994), Renninger (2000) 
has supported the idea that curiosity questions allow a person to pinpoint areas of their 
knowledge that are missing that may need to be filled. In fact, she argued that these 
questions are “rooted both in what is known and in what still needs to be figured out” 
(Renninger, 2000, p. 376). Given the importance of knowledge in fostering curiosity 
questions and interest, Renninger (2000) noted that, if interest is to continue to develop, 
individuals need to continue to engage in optimally cognitively challenging experiences 
that spark the formation of new curiosity questions.  This continuing interplay between 
knowledge, questioning, and challenge then leads to a deepening of interest over time 
(Renninger, 2000).  
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Curiosity as a Character Strength 
The present study is guided most strongly by Engel’s broad definition of curiosity 
as an “urge to know more” (Engel, 2015) that manifests behaviorally in children’s 
question-asking behavior and exploration. However, as noted above, the study is also 
guided by the intellectual character strengths literature, which similarly defines an 
intellectually curious person as being one who asks questions and who engages in 
sustained exploration. In fact, Baehr (2015a) described curiosity as “the fundamental 
motivating virtue” (p. 59). Being a curious person, Baehr (2015a) has argued, includes 
being inclined to ask questions, wonder at the world, investigate, search for deeper 
meanings, and to generally seek learning. Ritchhart (2002) similarly conceptualized 
curiosity as a motivating character strength that propels individuals to question and seek 
out information about their worlds, yet he went even further than Baehr to note that 
individuals who are intellectually curious are able to find the “interesting and the 
puzzling in the everyday, the mundane, and the ordinary, as well as in the unexpected” 
(p. 28). Tishman, Jay, and Perkins (1993) likewise noted that the intellectually curious 
have a “zest for inquiry” (p. 148), are aware of incongruities in their environments, and 
ask questions. Furthermore, Grossnickle (2016) conducted a review of 39 articles on 
curiosity, and ultimately similarly defined curiosity as “the desire for knowledge or 
information in response to experiencing or seeking out collative variables, which is 
accompanied by positive emotions, increased arousal, or exploratory behavior” (p. 16).  
Within the Values in Action (VIA) positive psychology framework, curiosity is 
listed as one of the five “wisdom” character strengths (in addition to creativity, open-
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mindedness, love of learning, and perspective) and is defined as “one’s intrinsic desire 
for experience and knowledge” (Kashdan, 2004, p. 94).  McGrath (2015), in updated 
factor analytic work on this framework, similarly found that curiosity falls within the 
“inquisitive” character strengths (as well as creativity, zest, and bravery), and noted that 
such attributes are character strengths in so much as they are likely to be applied morally 
and for the good of society. Silvia and Kashdan (2009) likewise put forth a character 
strengths conceptualization of curiosity that argued that “curious people” are individuals 
who pursue knowledge, are open to new experiences, and engage in information seeking 
and exploratory behaviors. Within Kashdan and colleagues’ (Kashdan, Rose, & Fincham, 
2004) personal growth facilitation framework, curiosity “is the foundation for enhancing 
personal and interpersonal capital” (Kashdan, 2004, p. 129).  Indeed, Kashdan has found 
curiosity to be positively related to socially beneficial outcomes, such as need to belong 
and reporting positive relationships with others (Kashdan et al., 2009; Kashdan, 2009); 
similarly, he found curiosity to be associated with higher open-mindedness in individuals 
reading “personally threatening” essays about how humans are basically animals 
(Kashdan, Afram, & Brown, 2011). In sum, curiosity as an intellectual character strength 
is associated with asking questions, engaging in sustained exploration, open-mindedness, 
and personal growth (Battaly, 2006; Baehr, 2015a; Kashdan, 2004; Tishman, 1995b).  
Curiosity Outcomes 
A wide and growing body of research supports the notion that curiosity (when 
characterized broadly as curiosity and interest) is associated with positive youth and life 
outcomes and the development of a flourishing life (Kashdan, 2004, 2009). Most 
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pertinent to the present study, research suggests there are numerous reasons to teach for 
curiosity in America’s schools, particularly in efforts to prepare students to contribute to 
America’s economy and democracy in the 21st century (Baehr, 2013; Darling-Hammond, 
2010; Mehta & Fine, 2015; Wagner, 2008). Indeed, a relatively large body of work 
suggests that curiosity is associated with arousal, attention, concentration, approach, 
inspection, exploration, questioning, increased willingness to learn, broadened cognition, 
task absorption, and engagement (e.g., Ainley 2006; 2007; 2012; Ainley, Buckley, & 
Chan, 2009; Engel, 2011; Hidi, Renninger & Krapp, 2004; Kashdan & Fincham, 2004; 
Ryan & Deci, 2013; Silvia, 2006). Schiefele, Krapp, and Winteler (1992), for example, in 
a meta-analysis of interest and achievement, found that interest accounts for 10% of the 
variance in academic learning and performance for 5th to 12th grade students. Other 
studies have found that students are able to use interest-enhancing strategies in order to 
self-regulate their learning. For example, students, when presented with an uninteresting 
task, may reorganize the task in a way that makes it ambiguous or uncertain, thereby 
enhancing their interest and/or persistence (Sansone & Thoman, 2005; Sansone & 
Harackiewicz, 1996, Sansone, Wiebe, & Morgan, 1999).  
Several studies have also linked curiosity to increased memory retention 
throughout the lifespan (Begus & Southgate, 2012; Berlyne, 1954; Hidi & Baird, 1986; 
Kang, Hsu, Krajbich, Loewenstein, McClure, Wang, & Camerer, 2009; Renninger & 
Wozniak, 1985; Ross & Killey, 1977; Silvia, 2006). For example, Kang and colleagues 
(2009) used fMRI techniques to show that curiosity increases activation in the brain’s 
memory areas, and, in a follow up study, found that when individuals were more curious 
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about a trivia item they were better able to recall the answers to that item up to two weeks 
later. Hidi, Renninger, and Krapp (2004) have suggested that it is curiosity’s impact on 
attention that mediates the relationship between interest and learning. Specifically, they 
have argued for a spontaneous attention function of interest, wherein interesting 
information can be recognized instantaneously without more complicated cognitive 
evaluations allowing for more efficient processing. In line with this theory, Shirley and 
Reynolds (1988) found that adults spend less time reading interesting sentences. More 
recently, McDaniel, Waddill, Finstad, and Bourg (2000) found that reaction time was 
slower for less interesting narratives in comparison to high interest narratives. 
Several other studies have found relationships between curiosity and cognitive, 
affective, and behavioral engagement (Fredricks, Blumenfeld, & Paris, 2004; Skinner, 
Furrer, Marchand, & Kindermann., 2008). Emotional engagement includes a student’s 
affective reaction to a task, including emotions such as interest, boredom, happiness, 
sadness, and anxiety. Cognitive engagement embodies how invested a student is in 
material and how willing they are to exert the necessary effort (Fredricks, Blumenfeld, & 
Paris, 2004). Finally, behavioral engagement includes participation, following rules, an 
absence of disruptive behaviors, involvement in learning tasks, and/or participating in 
school-related activities. Behavioral engagement is often likened to on-task behavior 
(Fredricks, Blumenfeld, & Paris, 2004).  
Looking at academic engagement as a whole, Rathunde and Csikszentmihalyi 
(1993) found that “undivided interest” (or flow) predicted students’ academic 
engagement and achievement, with highly engaged students reporting twice as much 
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undivided interest as disengaged students (see also Silvia, 2006). Similarly, Chih-Yuan 
Sun and Rueda (2012) found that interest was associated with behavioral, emotional, and 
cognitive engagement for distance-education learners. 
There is disagreement in the literature regarding whether interest is an aspect of 
emotional or cognitive engagement (Ainley, 2012). According to Ainley (2006), interest 
is one aspect of emotional engagement in the classroom that mediates the relationship 
between curiosity and behavioral engagement. Aligning with this argument, Schiefele 
(1996) found that interest impacts emotional engagement, including activation and 
happiness, in tasks.  
 Conversely, interest also appears to be one variable responsible for cognitive 
engagement in the classroom (Schraw & Lehman, 2001).  In support of this assertion, 
Ainley, Hidi, and Berndorff (2002) found that initial pre-task interest was predictive of 
persistence on a reading task. Specifically, Ainley and colleagues (2002) found that both 
general curiosity and individual interest for specific domains significantly predicted the 
level of topic (situational) interest triggered by four different texts, with the strongest 
pathway being topic interest leading to an affective response, which ultimately led to 
persistence, which, in turn, led to higher test scores. Ainley, Corrigan, and Richardson 
(2005) found a similar model linking topic interest, affect and persistence, wherein 7th 
and 8th grade students who felt strong interest as they engaged in a task were more likely 
to continue engaging in the task when given the chance to quit. Similarly, Fisher and 
Noble (2004), using an experience-sampling methodology, found that interest is 
predictive of individuals’ effort at work.  
  
32 
 Alternatively, Rotgans and Schmidt (2011) found that situational interest is 
predictive of achievement related classroom behaviors, such as participation, teamwork, 
presentation skills, and self-directed learning, which, in turn, impacted students’ 
academic achievement. Thus, their results suggest that perhaps it is the impact of interest 
upon both cognitive and behavioral engagement that leads to academic achievement.   
Open-Mindedness 
Open-mindedness is almost universally valued as a main attribute of good critical 
thinking (Baron, 1991; 1993; 2008; Stanovich & West, 1997; 1998; 2007; Wilson, Ottati 
& Price, 2017). From an intellectual virtues account, two definitions of open-mindedness 
have been put forward: the first, by Hare (1979), argues that open-mindedness is an 
attitude towards one’s beliefs, in that “a person who is open-minded is disposed to revise 
or reject the position he holds if sound objections are brought against it…he is disposed 
to make up his mind in the light of available evidence” (p. 9); the second, championed by 
Gardner (1993), contends that open-mindedness is an attitude towards oneself as a 
believer, in that an open-minded person consistently doubts the veracity of their own 
beliefs (Taylor, 2016). Taylor (2016) has attempted to merge these two perspectives in 
arguing that to be open-minded includes a motivation to “give due regard to available 
evidence and argument when forming new beliefs and understandings and when maintain 
or revising already established beliefs and understandings,” but that, to do so, one must 
also be intellectually humble, intellectually courageous, and intellectually diligent.  
In addition, numerous definitions of open-mindedness have arisen within the 
educational and psychological literatures. The present research draws upon the character 
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strengths conceptualization put forth by the Character Lab, which states that people 
engaged in open-minded thinking “actively search for questions and answers and 
…evaluate information in a manner that resists the limits of one’s own biases” (Character 
Lab, 2014). Hence, Character Lab also proposes being able to question as an innate skill 
inherent to open-mindedness. More comprehensively, though, Price and colleagues 
(2015) defined open-minded cognition as “a willingness to consider a variety of 
intellectual perspectives, values, attitudes, opinions, or beliefs, even those that contradict 
the individual’s prior opinion. Open-minded individuals attend to a variety of viewpoints, 
consider numerous competing perspectives, and elaborate upon information in an 
unbiased manner” (p. 1488). Likewise, the similar concept of actively open-minded 
thinking (Baron, 1993) allows for flexibility of thought, the generation of alternative 
ideas and explanations, the search for new possibilities, and a fair treatment of 
possibilities regardless of one’s own biases (Baron, 2008; Elik et al., 2010; Ritchhart, 
2002).  In addition, Stanovich and West (1997) have characterized open-minded thinking 
as allowing for a willingness to perspective switch and a tendency to weigh alternative 
evidence and opinions. My-side bias, which occurs when people evaluate situations or 
information biased towards their prior beliefs or attitudes, (Stanovich et al., 2013; 
Stanovich & West, 2007) is also associated with the construct of open-mindedness. Those 
with less my-side bias “tend to favor active open-mindedness” (Baron, 2008, p. 213; 
Stanovich et al., 2013). Finally, Kruglanski and colleagues (Kruglanski, Peri, & Zakai, 
1991) have completed a fairly robust body of work on the Need for Closure (NFC), 
which generally refers to an individual’s need for a firm answer and a lack of ambiguity 
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(Zheng, 2016), or the opposite of open-mindedness. Alternatively, the need for openness 
has been defined as an “individual’s desire for ambiguity, uncertainty, and judgment 
uncommitment. It could arise from individuals perceiving benefits in gaining a richer 
understanding or arriving at an accurate judgment…. [or] if individuals expect validating 
evaluations by others” (Zheng, 2016, p. 196).  
Open-mindedness is associated with a variety of positive outcomes (Baron, 2008) 
including problem-solving (Baron, 2008; West et al., 2008), analytical reasoning (Kokis,	MacPherson,	Toplak,	West,	&	Stanovich,	2002), argument evaluation (Stanovich & 
West, 1997), personal efficacy (Perkins et al 2000; Ritchhart & Perkins, 2000), empathic 
concern (Nelson, Klein & Irvin, 2003; Price, Ottati, Wilson, & Kim, 2015), motivation 
(Ritchhart & Perkins, 2000), and heightened information search (Hart et al., 2012; 
Scholten, Knippenberg, Nijstad, & De Dreu, 2007). For example, Stanovich and West 
(1997) found that students who scored higher on active open-mindedness were better able 
to evaluate arguments, even after considering individual’s cognitive abilities. Likewise,	students with less my-side bias have scored better on tests of logical syllogisms, the 
Wason four-card problem,	and	tests	of	general	ability (Baron, 2008). Notably, although 
oftentimes associated with tolerance (Hess, 2009), Price and colleagues (2015) did not 
find an associated between individuals’ open-mindedness and political tolerance, which, 
they argue, indicates that “tolerance regarding the expression of opinion is not 
synonymous with openly considering a wide range of opinions” (p. 1498). Furthermore, 
Hart and colleagues (2012) found that individuals with a low NFC are more likely to 
select information that challenges their views, whereas those with a high NFC are more 
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likely to select decision supportive information. Particularly relevant to the present study, 
in a sample of high school students ranging from 15 to 19 years old, Harlow, DeBacker, 
and Crowson (2011) examined whether NFC—measured as preferences for structure and 
certainty—was related to cognitive engagement (measured as deep and shallow strategy 
use), and whether this relationship was mediated by the students’ mastery or performance 
goal orientations (see Dweck, 2006). They found that a preference for structure was 
related to both mastery and performance goals as well as both deep and shallow strategy 
use (Harlow et al., 2011) whereas preference for certainty (i.e., low open-mindedness), 
was negatively related to mastery goals and deep cognitive engagement and positively 
related to performance avoidance goals within this population. This led the researchers to 
suggest that a high preference for certainty can lead to learning issues for students 
(Harlow et al., 2011). Likewise, in samples of adults, DeBacker and Crowson (2008) 
found significant negative correlations between both the preference for structure and 
certainty scales and self-efficacy and need for cognition.  
Divergent Thinking 
Like many intellectual character strengths, creativity is a multi-dimensional 
concept of which there is no set upon definition (Runco, Illies, & Eisenman, 2005). 
Indeed, Runco and colleagues (2005) noted, “Originality is the only aspect of creativity 
on which everyone seems to agree” (p. 138). Despite this debate, many scholars argue 
that divergent thinking, generally assessed as the ability to produce multiple or alternative 
answers in order to solve a problem, is a main element of creative thinking (Cropley, 
2006; Kwon et al 2006). Divergent thinking involves “the generation of options, different 
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points of view, and perceptions of facts and ideas without any critical judgment” 
(Basadur et. al, 1999, p. 77).  
Notably, Runco (2007; Runco & Acar, 2012) argued that divergent thinking is 
only a component of creative thinking, in that creative thinking includes two components 
representing two ends of a continuum—a generation of novel ideas through divergent 
thinking, and the evaluation of these ideas through convergent thinking. Accordingly, the 
present study situates itself within the two-step process of creative thinking put forth by 
Basadur, Graen, and Green (1982), entitled “ideation-evaluation.” Ideation includes “the 
generation of ideas without evaluation” (Basadur & Finkbeiner, 1985, p. 38), whereas 
evaluation is “the application of judgment to the ideas so generated” (Basadur & 
Finkbeiner, 1985, p. 38). Specifically, Basadur and Finkbeiner (1985) noted that ideation 
includes a suspension of judgment and a focus on divergent, imaginative thinking that is 
most commonly found in brainstorming: deferring judgment, striving for quantity, 
welcoming freewheeling, and hitchhiking (i.e., adding on to ideas). Cropley (2006) noted 
that a two-step process of creativity is “now widely accepted” (p. 398), with the first step 
involving the novel generation of ideas (divergent thinking) and the second step 
involving the evaluation of those ideas as either acceptable or workable (convergent 
thinking).  
A growing body of scholarship has focused on “appropriateness” within creativity 
research. Runco and colleagues (2005) have argued that creative people “are more than 
original; they also solve a problem or…are in one way or another fitting or appropriate” 
(p. 138).  Several other scholars have similarly argued the perspective that to be truly 
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creative one’s ideas must be constrained to the task at hand or else one is simply being 
original (Cropley, 2006; Sternberg & Lubart, 1999). Yet, the relationship between 
originality and appropriateness remains unclear. Runco and Charles (1993), in a sample 
of college undergraduates, found a strong relationship between originality and creativity, 
yet originality of ideas was negatively related to appropriateness. Furthermore, some 
scholars (Baer, 2010) argue that divergent thinking is domain specific, in that it takes 
different skills to create a creative paining versus a creative novel.  
Creativity is an important predictor of positive student outcomes, and, as noted 
above, often named as one of the main “survival skills” needed by students for the 21st 
century (Wagner, 2008). Gajda, Karwowski, and Beghetto (2016), in a meta-analysis of 
120 studies on creativity and academic achievement, found a positive correlation of .22 
between creativity and student academic achievement; this correlation was stronger when 
using creativity tests over self-report measures, and when using standardized tests versus 
student GPAs. Similarly, Barron and Harrington (1981) found approximately 70 studies 
that showed a significant relationship between divergent thinking abilities and creative 
achievement. For example, Schacter, Thum, and Zifkin (2006) found that an eight-lesson 
creativity program for elementary school students produced significant achievement 
gains in students’ language, mathematics, and reading scores. Likewise, Freund and 
Holling (2008) found creativity to predict student GPA, although with considerable 
classroom variability. In addition, Narvaez (2013, 2014; Lovat & Fleming, 2015) has 
linked creativity (via her focus on “imagination”) with individuals’ ability to engage in 
critical reasoning.  
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Several scholars have noted links between creativity and intrinsic motivation or 
curiosity. Beghetto (2010), for example, noted that “creativity generally flourishes under 
conditions that support intrinsic motivation” (p. 456). Accordingly, he suggested that 
extrinsic motivators, such as rewards, should be avoided when trying to encourage 
students’ creativity. Baer (2013) similarly noted that evaluative feedback hurts both 
students’ intrinsic motivation (i.e., curiosity) as well as their creative thought. Amabile 
and colleagues’ (1996) work echoes this call for a focus on intrinsic motivation in the 
classroom in order to foster student creativity. In addition, although Davis, Rimm, and 
Siegle (2011) define fluency (the ability to produce many ideas), flexibility (the ability to 
produce many approaches), originality (uniqueness) and elaboration as the four main 
components of creativity, they also noted that curiosity is an important part of creative 
thinking, again indicating an overlap between the two concepts (Wadaani, 2015). 
Self-Efficacy 
 Self-efficacy beliefs include judgments individuals make about their own 
capabilities to execute specific actions needed to achieve their goals (Bandura, 1997; 
Caprara et. al, 2011; Chih-Yuan Sun & Rueda, 2012; van Dinther et. al, 2011). Based in 
Bandura’s social cognitive theory, self-efficacy is often considered the result of 
interactions between a person’s behavior, his/her internal thoughts and beliefs, and the 
environment (van Dinther et. al, 2011). Given this interaction, efficacy beliefs vary by 
domains of functioning; individuals can hold varying perceived academic, collective, 
social, creative, and self-regulated learning efficacy beliefs about themselves, amongst 
others (Beghetto, 2010; Bandura et. al, 1996).  
  
39 
 Although the differences between academic self-concept and academic self-
efficacy continue to be debated (Bong & Skaalvik, 2003), the majority of studies that 
examine students’ academic self-efficacy focus on aspects of achievement efficacy, or 
what this study defines as students’ beliefs regarding their ability to achieve within 
certain academic domains or ability to master specific academic skills (e.g., learning a 
language) (Putwain, Sander, & Larkin, 2013). Less well researched has been students’ 
academic self-regulatory efficacy, or, as defined in this study, their belief in their ability 
to regulate school-related achievement behaviors and skills (Bandura et al., 1996; 
Pastorelli et al., 2001; Putwain et al., 2013). Putwain and colleagues (2013) have 
suggested a four-factor model of self-regulatory efficacy encapsulating beliefs around 
getting good grades, engaging in studying, attendance, and communication. Altogether, 
both forms of perceived academic self-efficacy are considered main elements of self-
regulated learning theories (Putwain et al., 2013; Schunk, 2005).  
A large body of scholarship has shown that self-efficacy beliefs, particularly 
academic self-efficacy beliefs, influence individual’s pro-social behavior, motivation, 
engagement, learning, and academic performance (Alivernini & Lucidi, 2011; Bandura et 
al., 1996; Caprara et al., 2011; Chih-Yuan Sun & Rueda, 2012; van Dinther et al., 2011). 
Caprara and colleagues (2011) report that self-efficacy beliefs account for 14% of the 
variance in academic achievement. Robbins, Lauver, Le, Davis, Langley, and Carlstrom 
(2004) found moderate effect sizes, with academic self-efficacy predicting both college 
retention and GPA. Richardson and colleagues (2012) found similar results. Furthermore, 
van Dinther and colleagues (2011) argue that self-efficacy influences motivation and 
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cognition through affecting students’ interest, persistence, goals, and cognitive choices 
regarding metacognition and self-regulatory strategies. Indeed, students higher in self-
efficacy show increased behavioral engagement and interest in school (Skinner et. al, 
2008). Likewise, Bandura and colleagues (1996) noted that academic efficacy heightens 
student motivation and promotes strategic thinking. Some studies have found higher 
academic self-efficacy to be associated with the use of deeper learning strategies (Ferla, 
Valcke, & Schuyten, 2008). Alivernini and Lucidi (2011) pointed out that self-efficacy 
beliefs influence a student’s self-determined motivation, which in turn is the best 
predictor of a student’s intention to drop out of school. In addition, students with strong 
perceived self-efficacy also hold higher goal aspirations (Bandura et al., 1996). 
Like several of the aforementioned constructs, several scholars contend that self-
efficacy and curiosity are related (e.g., Hidi, 2006). For example, Ainley, Buckley, and 
Chan (2009) found a positive association between interest, self-efficacy, and positive 
emotional reactions. Similarly, Tracey (2002) and Niemivirta and Tapola (2007) both 
found a bi-directional relationship between interest and self-efficacy. This relationship 
appears to be maintained across domains. In a meta-analysis of 60 studies examining 
vocational self-efficacy beliefs and interest, Rottinghaus, Larson, and Borgen (2003) 
found a moderate correlation between self-efficacy and interest.  In addition, several 
studies have found that on-task interest mediates the relationship between pre-task self-
efficacy and post-task self-efficacy (see Ainley et al., 2009; Hidi, Ainley, Berndorff, & 
Favero, 2007). In addition, Silvia (2003) investigated the intersections of self-efficacy, 
task difficulty, and interest, and found that self-efficacy increased as interest increased, 
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but that when self-efficacy was very high interest declined, suggesting that high self-
efficacy and low task difficulty lead to boredom. Relatedly, Putwain and colleagues 
(2013) linked academic self-efficacy, in the form of self-regulatory efficacy, as a 
predictor of learning-related emotions, such as interest, which, in turn, they said would 
predict academic achievement. Importantly, they also noted the reciprocal nature between 
these constructs. They found that students’ self-regulatory efficacy for independent 
studying was positively related with academic performance over both academic 
semesters, and that self-efficacy showed a small indirect effect on pleasant learning-
related emotions, which, in turn, predicted academic performance.  
Likewise, in line with self-determination theory (Ryan & Deci, 2013), positive 
competence beliefs—beliefs that one can effectively interact with his/her environment—
support curiosity and intrinsic motivation (Deci & Ryan, 2000; Kashdan & Fincham, 
2004; Ryan & Deci, 2013). Supporting this claim, Miserandino (1996) found that 
students with high ability but low perceived competence reported lower curiosity and 
grades than those with high ability and perceived competence. Similarly, Denissen, 
Zarrett, and Eccles (2007), in a longitudinal study tracking students’ self-concept of 
ability (SCA), interest, and achievement from grade 1 through 12, found the strongest 
relationship between interest and self-concept of ability. Denissen and colleagues (2007) 
found that the relationship between SCA and interest increased over time and was 
stronger for men.  Marsh and colleagues (2005) similarly found a reciprocal relationship 
between academic self-concept and interest, although the path from SCA to interest was 
stronger than the reverse. Notably, McGeown and colleagues (2014) found that students’ 
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generalized self-efficacy was a significant predictor of students’ desire to engage in 
challenging and independent tasks, whereas personality (e.g., Big Five traits) was more 
predictive of students’ curiosity. In all, there is a growing body of correlational evidence 
supporting the importance of self-efficacy and competency beliefs in fostering interest 
and curiosity.  
School Engagement 
School engagement is a meta-construct that includes behavioral, emotional, and 
cognitive engagement (Fredericks, Blumenfeld, & Paris, 2004). Behavioral engagement 
includes participation, following rules, an absence of disruptive behaviors, involvement 
in learning tasks, and/or participating in school-related activities. Behavioral engagement 
is often likened to on-task behavior (Fredricks, Blumenfeld, & Paris, 2004). Emotional 
engagement includes a student’s affective reaction to a task, often operationalized to 
include emotions such as interest (i.e., curiosity), boredom, happiness, sadness, and 
anxiety. Finally, cognitive engagement embodies how invested a student is in material 
and how willing they are to exert necessary effort in order to understand ideas. 
Cognitively engaged students are self-regulated and attempt to use appropriate 
metacognitive and deep learning strategies to accomplish their tasks (Fredricks, 
Blumenfeld, & Paris, 2004; Fredricks et al., 2016). It is important to note that, although 
related, school engagement and motivation are distinct concepts (Fredricks et al., 2016). 
As Nakkula and Toshalis (2012) have pointed out, “engaging is what students do when 
they move from being motivated to actively learning” (p. 16); that is, engagement is the 
process by which motivation becomes learning incarnate.  
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Notably, Fredricks and colleagues (2016) equate cognitive engagement with self-
regulated learning, whereas other scholars (e.g., Wolters & Taylor, 2012) have argued 
that self-regulated learning and school engagement as a whole are like constructs. Indeed, 
Wolters and Taylor suggest that the multi-dimensional concept of school engagement 
aligns with the sub-processes operating within the four-phase model of self-regulated 
learning proposed by Pintrich (2004), wherein students move throughout a planning 
phase, to a monitoring phase, a control/management phase, and a reflection phase. Within 
this model, students must regulate their cognitions and use of cognitive strategies, they 
must regulate their motivational processes, they must regulate their overt behaviors, and 
they must regulate their context and environments (Wolters & Taylor, 2012). 
Accordingly, Wolters and Taylor (2012) argued that these processes primarily align with 
cognitive engagement, emotional engagement, and behavioral engagement, respectively. 
Importantly, intrinsic to this system of self-regulation and engagement is a process of 
goal setting and assessment—individuals consistently self-judge whether they are making 
consistent and sufficient progress towards their goals (Schunk & Zimmerman, 2003). 
Schunk and Zimmerman (2003) noted that if goal progress is not being made, individuals 
continue to engage as long as the individual feels efficacious about succeeding or feels he 
or she has strategies that will aid success. Otherwise, disengagement or a lack of 
motivation may result (Schunk & Zimmerman, 2003). For example, Pintrich and 
DeGroot (1990) found that individuals higher in self-efficacy were more likely to use 
cognitive strategies, metacognitive strategies, and persist at boring or uninteresting tasks. 
Pintrich and DeGroot (1990) also found interest and intrinsic value to be associated with 
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cognitive strategies and persistence regardless of level of self-efficacy.  
Researchers have become increasingly interested in the concept of school 
engagement over the past ten years. A number of studies have found that there are steep 
declines in student engagement across grade levels (Brewster & Fager, 2000; Fredricks, 
Blumenfeld, & Paris, 2004), with school engagement suffering the most during the 
middle school and high school transitions; by high school, some reports place 
approximately 40 to 60 percent of students as chronically disengaged (Conner, 2009; 
Fredricks et. al, 2011; Skinner et. al, 2008). Research suggests that disengagement is 
most prominent in boys, students of color, and students from low socioeconomic status 
groups (Skinner et. al, 2008).  
School engagement is associated with a host of academic success constructs. 
Indeed, school engagement is correlated with high academic achievement and lower 
levels of student boredom and dropout, particularly in urban areas and/or schools with 
large populations of students of color (Brewster & Fager, 2000; Fredricks, Blumenfeld & 
Paris, 2004; Lerner & Lerner, 2013). Skinner, Furrer, Marchand, and Kindermann (2008) 
argued that academic engagement is a main predictor of student success and predicts 
attendance, retention, graduation, and academic resilience.  Likewise, Appleton and 
colleagues (2006) stated that engagement is the most promising intervention for reducing 
school dropout. Lerner and colleagues (2013), in their longitudinal study of the effects of 
4-H participation on positive youth development, found that students who were highly 
engaged in school had higher grades and lower levels of delinquency, depression, and 
substance use.  
  
45 
Cultivating Curiosity and its Related Strengths 
Several extant studies have found that curiosity dips when children enter formal 
schooling (Engel, 2006, 2015). For example, Tizard and Hughes (1984) found that 
children reduce their questions from twenty-six an hour to two per hour upon entrance 
into formal education systems. Engel (2011, 2015) similarly found that there were only 
2.36 curiosity episodes-- defined as episodes of questioning, intent and directed gazing, 
or object manipulation-- per every two-hour stretch in a kindergarten classroom, and this 
dropped to .48 episodes in a two hour stretch by fifth grade. Notably, a lack of student 
questioning is similarly found at the high school and college levels. Dillon (1988) found 
that, on average, students in a high school class collectively ask two information-seeking 
questions per hour. Moreover, of the 721 high school students in his sample, only 1% 
asked information-seeking questions, or what might be considered curiosity questions 
(Chouinard, 2007). Engel has argued that the most likely explanation for this dip is that 
adults in formal education systems are not encouraging curiosity (Engel, 2009).
 Notably, as these studies often rely on the verbalization of questions, they may 
not be capturing questions adolescents have but do not verbalize, nor those expressed via 
technology (Leslie, 2014).  
Many educators consider curiosity to be an important educational goal. For 
example, Hackmann and Engel (2002) reported that 75% of teachers circle curiosity 
when asked to circle the five qualities they most want to nurture in their students (as cited 
in Engel, 2011). Similarly, the National Educational Goals Panel (1993, as cited in Jirout 
& Klahr, 2012) found that kindergarten teachers believe curiosity to be a more important 
  
46 
indicator of whether a child is ready to enter formal schooling than abilities such as 
counting or the ability to recite the alphabet. Many other national curricula, including the 
University of Chicago Laboratory School Science Curriculum and the National Science 
Teachers curriculum, argue for the importance of curiosity (Markey & Loewenstein, 
2014).  
However, given the declining rates of student questioning and exploration in 
America’s classrooms, it remains unclear whether curiosity is being fostered in many of 
America’s students. Notably, although Hackmann and Engel (2002) found that teachers 
want to nurture curiosity in their students, when teachers are asked to come up with five 
qualities on their own, few include curiosity (as cited in Engel, 2011). As Engel (2011) 
noted, “Teachers may passively endorse curiosity…however, they don’t seem to think of 
it as something they need to actively encourage, nurture, or guide” (p. 638). Several 
observational studies confirm that teachers may not be encouraging, and in some 
instances may be actively discouraging, student curiosity. For example, Engel (2006) 
found that teachers ask more questions in classrooms than students, and that teachers 
sometimes discourage their students from inquiry with statements such as, “Ok, kids. 
Enough of that. I’ll give you time to experiment at recess. This is time for science” or “I 
can’t answer questions right now. Now it’s time for learning” (Engel, 2015, p. 100). 
Wagner (2008) similarly noted, “I have observed that the longer our children are in 
school, the less curious they become” (p. xxiii). Through his observations of hundreds of 
classrooms, Wagner (2008) concluded, “There is no strong evidence that any of the 
Seven Survival Skills [including curiosity] are being taught at any grade level in 
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American public schools. Instead, class time is narrowly focused on teaching only the 
skills and content that will be tested” (p. 72). In line with Wagner’s observation, there is 
comparable data that creative thinking (Kim, 2011), school engagement (Brewster & 
Fager, 2000; Fredricks et al., 2004), and self-efficacy (Caprara et al., 2008; Pintrich & 
Schunk, 2001), all decline throughout the high school years.  
It is possible that Wagner’s (2008) explanation of the primacy of testing is the 
most probable explanation for why curiosity and its related strengths are not fostered in 
students, yet another possible explanation is that teachers may not know how to teach for 
intellectual curiosity, nor have the most effective means to do so (Bergin, 1999).  In fact, 
how to teach for curiosity and related character strengths continues to be an area of much 
theoretical debate, yet relatively little empirical scholarship (Ritchhart & Perkins, 2005). 
In particular, scholars continue to debate the role of direct teaching in fostering curiosity. 
On the one hand, some scholars argue that educators should stop “getting in the way” of 
children’s curiosity (Markey & Loewenstein, 2014). Indeed, Ritchhart (2015) has 
proposed that intellectual character strengths such as curiosity do not need to be explicitly 
taught, but rather that children acquire strengths such as curiosity from the informal 
culture of their surroundings via “enculturation.” He noted, “We are socialized into ways 
of thinking by the environment. We learn what counts as good and acceptable thinking” 
(Ritchhart, 2002, p. 45).  
On the other hand, scholars have argued that curiosity should be directly taught or 
modeled for students. Engel (2011), for example, commented, “Curiosity doesn’t thrive 
merely because it’s tolerated or allowed now and then. It must be encouraged, facilitated, 
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and guided” (p. 642). Similarly, within the intellectual character field, many scholars 
argue that strengths such as curiosity are acquired through habit formation via imitating 
and practicing the activities and skills associated with such character strengths (Battaly, 
2006). Indeed, Baehr (2013, 2015b) argued, “we develop specific virtues by repeatedly 
practicing the activities characteristic of these virtues. As the activities become 
sufficiently internalized or ingrained in our character, we eventually come to possess the 
virtues in question” (p. 375). Thus, one becomes curious primarily by teaching and 
practicing the actions associated with being curious—questioning and exploring one’s 
environment (Baehr, 2015a).  
As noted above, given this continuing debate, below I outline the myriad ideas 
within the extant intellectual character and curiosity scholarship, both suggested 
theoretically and investigated empirically, for fostering curiosity. I again highlight that 
the theoretical suggestions apply to both curiosity and its related intellectual character 
strengths. As there is no consensus on whether curiosity should be directly or indirectly 
fostered, I review strategies relevant to both indirect methods of “enculturation” 
(Ritchhart, 2015; Tishman et al., 1995) as well as methods of direct teaching. I then turn 
to suggested methods for fostering the related constructs investigated within this study. 
Subsequently, I review the literature on questioning and its impact on positive outcomes 
and then close with my discussion of fidelity of implementation and the study 
intervention, the Question Formulation Technique.   
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Fostering Curiosity 
Classroom Goals and Expectations  
Baehr (2013) has argued that inherent in being an intellectually virtuous person is 
the idea that one is searching for the truth; therefore, intellectually virtuous people are not 
satisfied with “junk knowledge,” but instead are interested in understanding underlying 
causes and having a firm grasp of basic principles. Thus, teaching for intellectual 
character involves teaching for rigor and helping students to achieve deep understanding 
(Baehr, 2013, 2015b). Accordingly, those wishing to educate for intellectual character 
should focus on depth over breadth, inquiry, questions, explanations, explorations, risk 
taking, and multiple perspectives (Baehr, 2015a). Ritchhart (2002, 2015), like Baehr 
(2015a), has particularly noted the importance of fostering expectations for deeper 
learning and growth mindsets (Dweck, 2006) as part of creating a culture of thinking.  
Extant research within the student motivation and engagement literature has found 
that classroom goal framing can influence students’ own goal structures (Vansteenkiste, 
Lens, & Deci, 2006). Intrinsic goal framing, in comparison to extrinsic goal framing, 
tends to be associated with higher individual intrinsic motivation and longer persistence 
at tasks (Vansteenkiste et al., 2006).  
In an experiment specifically investigating goal framing on student curiosity, 
Engel and Randall (2009) primed teachers to help a student either “learn about science” 
(mastery goal) or “complete a worksheet” (performance goal). They found that teachers 
who had been primed to help students “learn about science” allowed for curiosity and 
deviations from the prescribed task, whereas teachers primed to “complete a worksheet” 
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were less likely to allow students’ displays of curiosity (Engel & Randall, 2009). Thus, 
classrooms focused on mastery goals may be associated with higher displays of student 
curiosity. It is important to note, though, that Harackiewicz and Elliot (1993) found that 
low achievement oriented individuals display higher curiosity when focusing on mastery 
goals, whereas high achievement individuals display higher curiosity when focusing on 
performance goals, suggesting that classroom expectations surrounding both mastery and 
performance may be related to student displays of curiosity. In another study, 
Harackiewicz, Barron, Tauer, and Elliot (2002) found that college students’ mastery goal 
orientation at the beginning of an Introductory Psychology class was the strongest 
predictor of their interest in Psychology, as measured by their continued choice of 
psychology classes over a four to seven-year period.  
Creating a Safe Space  
Numerous scholars have focused on the importance of positive relationships in 
fostering character strengths (e.g., Berkowitz & Bier, 2014, 2016; Lerner & Callina, 
2014b), and curiosity more specifically. Baehr (2013; 2015b) argued that teaching for 
intellectual character is a relational process, so that teachers must place a premium on 
developing trusting and caring relationships with their students. Likewise, Ritchhart 
(2002, 2015) argued that positive classroom relationships are important for fostering 
students’ intellectual character, noting that such relationships serve as a motivating and 
engaging space in which students can take risks.  Similarly, Markey and Loewenstein 
(2014) argued that one of the primary ways of fostering curiosity is through creating a 
“safe and welcoming environment in which children feel comfortable taking risks” (p. 
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235). In particular, Markey and Loewenstein (2014) have argued that a supportive 
environment increases children’s feelings of self-efficacy, which, in turn, increases their 
feelings of being able to close information gaps, and thereby their curiosity. The presence 
of a caring adult is often part of creating a safe environment (Markey & Loewenstein, 
2014; Wentzel, 2009). For example, Hutt (1966) found that children were more nervous 
about the presentation of a novel object when an adult was missing from the room. 
Similarly, Henderson, Charlesworth and Gamradt (1982) found that children at a science 
museum were more likely to explore novel objects in the presence of their parents.   
Another factor in creating a safe and caring environment appears to be building a 
positive, welcoming environment wherein anxiety is reduced and positive mood is 
strengthened. Even rats, when injected with an anxiety reducing drug, are more likely to 
explore a novel environment (Pellow et al, 1985). Rodrigue, Olson and Markley (1987) 
found that inducing a negative mood in subjects reduced their desire to learn new 
information. Likewise, Peters (1978) found that college students high in “trait” curiosity 
ask five times as many questions as those with low trait curiosity in school environments 
that are considered non-threatening, again indicating that low-threat, positive 
environments may impact expressions of curiosity. Similarly, Moore and Bulbulian 
(1976) also found that children playing with a toy farm set in an “aloof-critical condition” 
where the adult criticized their play were less likely to explore and took more time to 
begin exploration than those in the “approve” condition. Hackman and Engel (as cited in 
Engel, 2015) found that third grade students were just as likely as kindergarten students 
to explore a curiosity box (a box with multiple small drawers filled with items in it) 
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placed in a classroom, but that the students’ exploration depended on whether the teacher 
smiled and encouraged the children’s curiosity.  
Research has shown that feelings of connectedness and validation of emotions do 
increase intrinsic motivation and/or curiosity and that there is a bidirectional relationship 
between curiosity and relatedness (Kashdan & Fincham, 2004). For example, Anderson, 
Manoogian, & Reznick (1976) found that children had lower levels of intrinsic 
motivation when in the presence of adults who ignored their attempts to speak and 
interact with them. Likewise, Ryan and Grolnick (1986) found students to have higher 
intrinsic motivation when they found their teachers to be warm and caring.  
Satisfying Students’ Needs for Autonomy and Competence 
In order to foster positive relationships that support curiosity development, 
Ritchhart (2015) has encouraged teachers to support the idea of a “teacher as a learner” 
and to gradually handover responsibility to students in efforts to both support student 
autonomy and promote student voice (Ritchhart, 2002, 2015). As noted above, in line 
with Deci and Ryan’s (2000) self-determination theory of intrinsic motivation, many 
scholars have found autonomy to be important for fostering students’ curiosity and 
intrinsic motivation. For example, Arnone and Grabowski (1992) found that first grade 
students who were given more autonomy in exploring a virtual art museum showed 
greater curiosity and interest in looking at the art. Similarly, Deci, Schwartz, Sheinman, 
and Ryan (1981) found that students assigned to an autonomy supportive teacher reported 
greater intrinsic motivation than those assigned to a controlling teacher. Scholars have 
found this relationship between autonomy and intrinsic motivation cross-culturally as 
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well. Jang, Reeve, Ryan, and Kim (2009) found that intrinsic motivation of South Korean 
high school students was associated with perceived classroom autonomy support, 
whereas Tsai, Kunter, Ludtke, Trautwein, and Ryan (2008) found that, even after 
controlling for individual interest, German seventh graders’ perception of teacher 
autonomy support predicted their interest. Mouratidis, Vansteenkiste, Lens, and Sideridis 
(2011) found similar results in Belgium. Thus, significant empirical evidence 
corroborates the importance of feelings of autonomy in supporting student intrinsic 
motivation and interest. Similarly, positive competence beliefs—beliefs that one can 
effectively interact with his/her environment—support curiosity and intrinsic motivation 
(Deci & Ryan, 2000; Kashdan & Fincham, 2004; Ryan & Deci, 2013). Supporting this 
claim, Miserandino (1996) found that students with high ability but low perceived 
competence reported lower curiosity and grades than those with high ability and 
perceived competence.  
Social Interactions 
Numerous scholars have acknowledged that social interactions are a key element 
of character growth (Baehr, 2015a; Berkowitz & Bier, 2007, 2014; Lerner & Callina, 
2014b; Ritchhart, 2002, 2015). For example, Tishman, Jay, and Perkins (1993) have 
argued that both teacher to student and student to student co-actions, wherein students get 
to explain and help each other with their thinking, or discussions focused on explicating 
student thinking and reasoning, can help students to develop strengths such as curiosity 
(Tishman et al., 1995). Many other scholars have similarly argued that curiosity is 
expressed in the context of social interactions (e.g., Engel, 2015). Engel, for instance, 
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noted, “what may begin as purely social quickly becomes, in addition, a chance to find 
something out about the world” (p. 93). For example, when Hackmann and Engel placed 
a curiosity box in an elementary classroom, they found that students were more likely to 
explore the box in groups than alone (as cited in Engel, 2015).  
Engel and Silver (as cited in Engel, 2015) conducted a “Curious George in the 
classroom” study to see if curiosity spreads through children in a classroom. Using Jirout 
and Klahr’s (2012) “fish task,” which uses the amount of uncertainty an individual is 
comfortable with as a measure of the person’s curiosity, they found that “children who 
got a low score the first time around did in fact become more curious after interacting 
with a very curious child. But so did the incurious children who were partnered with 
another incurious child” (p. 127). Moderately curious children did not increase their 
curiosity after interacting with a highly curious child. They concluded that “social 
engagement, and the external embodiment of curiosity (asking one another questions, 
goading one another on…) trigger curiosity in children whose curiosity seems somewhat 
dormant” (Engel, 2015, p. 127). Building off of this work, Engel (2015) has argued that 
using discussion is a key way of fostering curiosity because children are natural 
conversationalists and use questions to build their curiosity.  
A growing body of work is considering the ways in which curiosity can be 
fostered in social environments (Bergin, 1999; Hidi & Harackiewicz, 2000; Kashdan, 
2004). For example, in early work on situational interest, Mitchell (1993) found group 
work to be particularly interesting to the adolescents in his sample given their pre-
disposition to be social and the fact that the group format allowed students to discuss 
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problems with each other. Furthermore, students in his sample were more willing to ask 
questions of other students and reported that classmates were able to explain things in an 
easier manner than the teacher, thereby increasing their interest. Mitchell (1993) noted, 
“the process of communication seems to be crucial” (p. 427). Similarly, Isaac, Sansone, 
and Smith (1999) found that people who are high in interpersonal orientation are more 
likely to find a task interesting when they perform it with other people. Carr and Walton 
(2014) also found that when subjects were exposed to social cues indicating that they 
were either working with others or in parallel with others on a puzzle task, those who 
thought they were “working together” were more likely to work harder on the task 
because they found it interesting. Together, these studies suggest that when working in 
groups, individuals may have higher situational interest than when working alone.  
 Other research has more specifically found that conversations can have an impact 
on individuals’ interest or curiosity. For example, Thoman, Sansone, and Pasupathi 
(2007) found that an individual becomes more interested in a past event after discussing it 
with another individual. In related research, Thoman and colleagues (2012) found that 
peer responsiveness to students’ posts on an online class discussion board influenced the 
students’ level of interest in the class. Palmer (2009) found that 14% of the ninth-grade 
students in his sample described social involvement, such as talking and working with 
other people, as an important source of their interest. Several other studies have found 
that conversations with parents serve as an important support for young children’s 
interest development (e.g., Alexander et al.; 2012; Crowley & Jacobs, 2002; Leibham et 
al., 2005).   
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Direct Instruction  
Baehr (2015a) has argued that “direct instruction” should include “teaching 
students what intellectual virtues (and vices) are, how intellectual virtues are related to 
the other (e.g., moral) dimensions of personal character, how the various intellectual 
virtues are related to each other, and why intellectual virtues are important for learning 
and living well” (p. 306). Through such instruction, Baehr (2015a) has suggested that 
students become more motivated to learn about particular character strengths, such as 
curiosity, because they see their greater relevance and that students become more aware 
of when to use their intellectual character strengths, building the “sensitivity” or 
“judgment” aspect of intellectual character (Baehr, 2015b; Tishman et al., 1995). 
 Ritchhart (2015) has argued that thinking routines are a hybrid explicit strategy 
intervention and instructional routine that support students’ intellectual character 
development by making thinking visible and that they are “used to activate certain types 
of thinking” (p. 193) and they “direct and guide mental action” (Ritchhart, 2002, p. 89). 
Examples of thinking routines include brainstorming, Know-Want to Know-Learned 
charts (KWL), Say What-Say Why-Say other things to Try, or even statements such as 
“What makes you say that?” (Ritchhart, 2002; Ritchhart, Church, & Morrison, 2011).  
Moreover, these scholars proposed that opportunities to practice the intellectual character 
strengths must be provided along with direct instruction, given that opportunities for 
practice allow students to develop the habits associated with each of the intellectual 
character strengths, and also help students to practice cultivating their sensitivity towards 
when to engage in each of the intellectual character strengths (Baehr, 2015a; Battaly, 
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2006; Ritchhart, 2002).  
Yet, most research on direct instruction and curiosity has focused on the impact of 
direct instruction on children’s exploration. For example, Bonawitz and colleagues 
(2011) found that children were less likely to explore a contraption when an adult offered 
information about how it worked “suggesting that instruction can limit exploration” 
(Engel, 2015, p. 167). van Schijndel and colleagues (2010) similarly found that children 
were more likely to explore a rolling cylinder when an adult simply smiled and nodded or 
slightly scaffolded a science exhibit than when a coach explained the exhibit. 
Alternatively, Coie (1974) observed first and third grade students in four situations—in 
the first two situations the students were given a puzzling object and encouraged to 
explore. In the second two situations the children were told to wait for the examiner. 
Overall, Coie (1974) found that boys were more likely to explore when it was not 
explicitly sanctioned, but that there were no differences between the genders when 
exploration was explicitly sanctioned. He noted that the data make clear the importance 
of explicitly sanctioning exploration within the classroom environment. Alternatively, 
Henderson (1984) found that children high in exploration are more likely to have parents 
who offer them a lot of information when they are in a room with novel toys compared to 
children low in exploration.  
“Catch” versus “Hold” Facets  
Other research on curiosity has focused on the types of stimuli that educators can 
use to stimulate, or “catch” (Mitchell, 1993), student curiosity (e.g., Berlyne’s (1960) 
“collative variables”) versus those stimuli that “hold” (Mitchell, 1993), or maintain, 
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student curiosity. Seductive details, ambiguity, complexity, the unexpected, the irregular, 
living things, natural environments, controversy, mystery, uncertainty, stories, and 
intellectual exotica have all been described as situational stimuli for catching students’ 
curiosity (Engel, 2015). Stigler and Stevenson (1991), for example, described how 
Japanese teachers build mystery into their lessons in order to incite curiosity. In line with 
these findings, Engel (2015) has argued that teachers need to help students see that “not 
knowing things, at least temporarily, feels good” (p. 177) and that curricula should be set 
up around cliffhangers in order to build a sense of drama and surprise into learning. Other 
scholars have found that students must be made aware of the saliency of information 
gaps. For example, Bonawitz and colleagues (2011) found that children who were made 
aware of an information gap about a toy were more likely to explore the toy. Thus, if 
information is portrayed as being complete, then there is no room for curiosity (Markey 
& Loewenstein, 2014).  
 Other scholars have suggested that the meaningfulness, or relevance, of content 
must be made evident to students in order to “hold” (Mitchell, 1993) student curiosity 
and interest (Kashdan & Fincham, 2004). Although the exact definition of “relevance” is 
still debated, many scholars draw on the idea of utility-value encompassed in the 
expectancy-value theory of motivation (Wigfield & Cambria, 2010). Drawing on this 
model, Durik and Harackiewicz (2007) found that that an intervention intended to foster 
students’ situational interest in math using “catch facets” only had positive effects for 
those with a low level of individual interest; students with a high level of individual 
interest had their interest undermined. Conversely, these students’ interest was enhanced 
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when the meaningfulness of the task was foregrounded, but the interest of students with a 
low level of individual interest was undermined. In addition, Harackiewicz and Hulleman 
(2010) found that a utility value intervention, where they emphasized the relevance of a 
task, heightened the interest of students with previously low levels of achievement and 
competence.   
Feedback 
Baehr (2013) argued that students must self-reflect on their intellectual character 
strengths and make explicit connections between their learning and intellectual character. 
Accordingly, several scholars have argued that strengths such as curiosity should be 
integrated into informal school assessments and written and verbal feedback (Baehr, 
2013, 2015; Ritchhart, 2015; Tishman et al., 1995).  However, Battaly (2006) noted that 
many intellectual virtues philosophers argue that intellectual character strengths, such as 
curiosity, must be intrinsically motivated. Consequently, Battaly (2006) has urged 
educators to focus on ways to encourage intellectual character strengths in students for 
their own sake instead of for extrinsic reward.  
The majority of extant research on feedback and curiosity has focused on the 
impact of feedback on students’ feelings of competence and intrinsic motivation. Several 
studies on feedback have found that positive feedback enhances intrinsic motivation in 
comparison to a control group (Deci, 1971), whereas negative feedback leads to reduced 
intrinsic motivation relative to a control no feedback group (Deci & Cascio, 1972). Deci 
and Ryan (2000) noted that positive feedback signifies how effectual someone is and 
therefore satisfies the need for competence. Vallerand and Reid (1984) similarly found a 
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mediational relationship between positive versus negative feedback, perceived 
competence, and intrinsic motivation. In a study with Israeli 7th grade students Katz, 
Assor, Kanat-Maymon, and Bereby-Meyer (2006) did not find a main effect for positive 
feedback on intrinsic motivation, yet they did find that, for boys with moderate interest, a 
lack of positive feedback was associated with decreased intrinsic motivation. Grades, 
another form of feedback, can also play a role (Ryan & Deci, 2013). Harackiewicz, 
Barron, Tauer, and Elliot (2002) found that students’ final grades in a psychology course 
moderated the relationship between the students’ initial and future interest and curiosity, 
with those receiving higher grades more likely to continue in psychology, indicating that 
“competency beliefs and task curiosity had cyclical effects on enduring curiosity 
behaviors” (Kashdan & Fincham, 2004, p. 497). Notably, Markey and Loewenstein 
(2014) have also argued that using feedback effectively in the classroom could help to 
spark students’ curiosity through sparking students’ surprise when they realize that they 
were wrong about a topic. 
Modeling  
In line with a conceptualization of intellectual character as being developed 
through imitation and practice, Battaly (2006) argued that “exemplars” are a large part of 
how to inculcate strengths such as curiosity in students. Yet, Battaly (2006) proposed that 
exemplars are not mere models, instead they “explicitly direct their students to size up 
situations in particular ways…to have particular emotions…and to perform particular 
actions… exemplars must provide explanations of their behavior, which students can then 
use to improve their own attempts at approximating that behavior” (p. 205). Tishman, 
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Jay, and Perkins (1993) similarly proposed that, “cultural exemplars consist of artifacts 
and people in the environment modeling or otherwise exemplifying culturally meaningful 
activities and values” (p. 150). Within their model, cultural exemplars can include 
teachers modeling intellectual character strengths themselves or bringing in other models 
of intellectual character—such as writings of artists reflecting on their creative process 
(Tishman et al., 1993). Interestingly, they also noted that visual examples can serve as 
cultural exemplars, such as a girl with a thought-bubble above her head serving as a 
model of metacognition (Tishman et al., 1993). Baehr (2015a) similarly noted that 
schools can identify real and fictional role models who exemplify intellectual character 
strengths for students (Baehr, 2015a). 
 Baehr (2015a) has argued that “authentic modeling” is second only to allowing 
for “opportunities to practice” as one of the top strategies for fostering intellectual 
character strengths in students. Specifically, Baehr noted that authentic modeling does 
not have to be spontaneous, instead he argues that it can be deliberate and intentional. 
Simultaneously, though, he noted that teachers need to be aware that any time that they 
are in the presence of their students they are modeling, whether intentionally or not 
(Baehr, 2015a). Conversely, Ritchhart (2015) proposed four forms of classroom 
modeling —dispositional apprenticeships—modeling intellectual character strengths; 
cognitive apprenticeships—modeling thinking strategies and making thinking visible; 
gradual release of responsibility—modeling independence; and interactive modeling—
providing examples and practice. For Ritchhart (2015), dispositional apprenticeships 
include teachers, and peers, modeling intellectual character strengths in an implicit, 
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informal, often unconscious process.  
Engel (2015) has similarly argued that “children…learn from the adults around 
them what kind of stance they can or should take toward the objects and events they 
encounter as the day unfolds” (p. 75) and that this includes whether or not to take a 
“curiosity stance.” Evidence of a modeling effect on curiosity is evident from a very 
young age. For example, infants more often approach an object that their parents have 
previously shown delight in over ones that they have shown disgust in (Moses et al., 
2001). Several other studies have found that children whose parents model exploration, 
such as physically exploring a novel object, are more likely to explore and ask questions 
themselves (Endsley, Hutcherson, Garner, & Martin, 1979; Johns & Endsley, 1977). Saxe 
and Stollak (1971) similarly found that mothers’ expressions of curiosity were positively 
correlated with their first-grade sons’ expressions of novel curiosity. At a more basic 
level, the acquisition of question language, Rowland, Pine, and Lieven (2003) found that 
the order in which children acquire wh-questions (what, when, where, etc.) is determined 
by the frequency of their parents’ use of these question formats. Similarly, Hart and 
Risley’s (1992) study examining parental language suggested that parents’ question 
asking is causally linked to their children’s level of question asking. Tizard and Hughes 
(1984) similarly found that parents who ask a lot of questions have children who also ask 
a lot of questions.  
Extant research does suggest that an adult model besides a child’s parent can 
affect children’s curiosity. For example, Engel (2015) reported that when a child saw an 
experimenter deviate from a prescribed task in order to satisfy her curiosity (e.g., 
  
63 
dropping a skittle to see if it floated instead of the prescribed raisin), children were more 
likely to explore the study materials than when no deviation had been modeled. Some 
scholarship has also indicated that models other than parents can specifically influence 
children’s question asking behavior. Lempers and Miletic (1983), in a study investigating 
children’s question asking in response to ambiguous or inappropriate messages, found 
that seven-year-olds, but not four or five-year-olds, increased their questioning when both 
general and selective questioning behaviors were modeled by adults. Moreover, the 
specific type of questioning modeled also impacted this group—those who saw a model 
ask specific questions were more likely to do so themselves over the general modeling 
and control conditions (Lempers & Miletic, 1983). Similarly, Zimmerman and Pike 
(1972) conducted an experiment wherein a teacher modeled question asking and praised 
students’ questions while reading a story to second graders. Compared to a baseline 
control group and a praise group without modeling, children in the modeling-plus-praise 
group had significantly higher question asking levels. 
Fostering Related Attributes and Outcomes 
As noted above, many of the strategies mentioned within the intellectual character 
literature apply equally to curiosity as well as related strengths such as open-mindedness 
and creativity (Baehr, 2015b; Ritchhart, 2015). However, here, I briefly review the 
literature on how to foster each of the other four constructs explored within the present 
study: open-mindedness, divergent thinking/creativity, self-efficacy, and school 
engagement.  
Scholars have argued that open-minded thinking can be cultivated (Baron, 2008). 
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Specifically, Ritchhart and Perkins (2000) argue that mindfulness, associated with open-
mindedness, can be increased through encouraging students to look closely, explore 
various perspectives, and through ambiguity. In particular, they argue that students must 
become sensitive to situations that call for open-mindedness, and, to do so, students must 
be given time to explore. Time pressure has continually been linked to an increase in 
NFC (Zheng, 2016). In fact, Zheng (2016) found that even prompting individuals to enter 
a discussion with an open-mind, and focusing on accuracy over time constraints, can lead 
participants to see discussion partners as less biased, and ultimately more open to hearing 
their arguments and reasoning. In addition, Ritchhart and Perkins (2000) promote the use 
of conditional instruction, wherein information is presented in an open, rather than 
absolute, format. Furthermore, numerous scholars have suggested that adolescents 
develop open-mindedness through engaging with diverse perspectives (e.g., Flanagan, 
2013; Hess, 2009). Indeed, Flanagan (2013) noted, “In the very act of engaging in 
deliberations with others, adolescents are forced to reflect on their own position and to 
ask, ‘Where do I stand?’ This process—of grappling with different points of view on 
issues—should shape the adolescent’s disposition toward open-mindedness and 
tolerance” (p. 233). Scholars have found that engaging students in controversial 
conversations focused on diverse viewpoints in the classroom is associated with growth 
in students’ open-mindedness (Hess, 2009). Indeed, Schkade, Sunstein, and Hattie (2006) 
found that when individuals are asked to discuss a controversial issue with those who are 
ideologically similar to themselves, group members become even more ideologically 
aligned, a phenomenon entitled ideological amplification (as cited in Hess, 2009). 
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Alternatively, when individuals engage in “cross-cutting talk” (Mutz, 2006) with those 
who are ideologically opposed to themselves, people become more tolerant and open-
minded (Hess, 2009; Mutz, 2006).  
Previous studies have shown that divergent thinking and creativity can be 
cultivated. Fleith and colleagues (2002) conducted a study with 217 third through fifth 
grade students in fourteen classrooms investigating the impact of Renzulli’s (1986) “The 
New Directions in Creativity,” which promotes both verbal and fluid creativity. 
Classrooms were randomly assigned to either implement the intervention (six 
classrooms) or act as controls (eight classrooms), and students were pre- and post-tested 
on three verbal and three figural subtests of the Torrance Tests of Creative Thinking. 
They found that effect sizes of the difference between pre- and post-test means in 
divergent thinking were larger for the treatment group than the control group, suggesting 
“that training has some impact on creativity” (p. 381). Cliatt and colleagues (1980) 
reported similar results with kindergarten students. Likewise, a study by Basadur and 
colleagues (1986) found that changing the attitudes of engineers towards the use of 
divergent thinking led to behavioral changes in the use of divergent thinking and creative 
problem solving. Surprisingly, Runco and Okuda (1988) found that allowing adolescents 
flexibility in their problem solving led to low scores on original ideas. In line with an 
understanding of divergent thinking as representing both originality and appropriateness, 
Runco and colleagues (2005) have likewise investigated whether explicit instruction can 
be used to manipulate individuals into giving both original and appropriate ideas. In a 
sample of college students, students were randomly assigned to one of four groups—one 
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group was assigned to give as many ideas as they could, another was assigned to give as 
many original ideas as they could, another group was assigned to give appropriate ideas, 
and a fourth was assigned to give creative ideas. Both groups received a test with either 
realistic or unrealistic tasks and were asked to generate ideas or solve a problem, and the 
measures were scored for fluency (number of ideas), originality (unique ideas), flexibility 
(number of themes), and appropriateness (feasible ideas). They found that the unrealistic 
tasks led to higher originality, regardless of instruction, whereas the realistic tasks led to 
higher appropriateness scores for each instructional group. Runco and colleagues (2005) 
noted that such results suggest that “educators …should probably not expect their charges 
to think both originally and appropriately at the same time” (p. 144).  
A large and growing body of work has examined how to promote creativity in the 
K–12 classroom. Similar to the work in curiosity, de Souza Fleith (2000) found that 
teachers and elementary school students report that autonomy supportive classrooms 
where self-efficacy is promoted and different ideas are accepted promotes creativity, 
whereas excessively structured, controlling classrooms inhibit creativity. Beghetto (2010) 
has likewise argued that convergent teaching practices, particularly teachers lecturing 
students and using IRE patterns (Cazden, 2001) of discourse, suppression of student ideas 
and disruptions, and standardized testing all serve as barriers to student creativity in the 
classroom. Furthermore, Beghetto (2010) specifically noted that “creativity generally 
flourishes under conditions that support intrinsic motivation” (p. 456), including elements 
such as interest and enjoyment, and, by extension, curiosity. Moreover, although some 
studies have found a positive effect of rewards on creativity (Eisenberger & Cameron, 
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1998; Eisenberger & Shanock, 2003), generally scholars contend that rewards and 
external motivators hinder creative expression (Beghetto, 2010). Rather than external 
rewards, Beghetto (2010) has argued that the most appropriate manner for teachers to 
develop their students’ creativity is through offering feedback to students regarding their 
creative potential and abilities, which, in turn, helps to develop students’ creative self-
efficacy (their beliefs regarding their ability to engage in creative behavior). Supporting 
this recommendation, in a study with middle school students, Beghetto (2006) found 
teacher feedback to be the strongest predictor of students’ beliefs regarding their own 
creativity. However, despite this work, and similar to arguments made regarding 
curiosity, Sternberg (2015) has noted that researchers will find few classrooms teaching 
creativity due to the prevalence of standardized testing, entrenched views of education, 
and the lack of teacher education regarding how to teach for creativity.  Beghetto (2010) 
has likewise noted that cultivating creativity is often only implemented for gifted 
students.  
Like open-mindedness and creativity, self-efficacy beliefs are malleable. van 
Dinther and colleagues (2011) report that 80 percent of self-efficacy intervention 
programs at the higher education level have been successful. Individuals increase their 
self-efficacy beliefs through mastery experiences, observing others, positive feedback, 
and positive moods (van Dinther et. al, 2011). Studies have shown mastery experiences to 
be the most powerful method for increasing students’ self-efficacy beliefs as they help 
learners gain competence and confidence (Caprara et. al, 2011; van Dinther et. al, 2011). 
In addition, helping learners to self-regulate and monitor their learning builds a sense of 
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efficacy (Caprara et. al, 2011). Also, environments high in autonomy have been shown to 
foster self-efficacy beliefs (Alivernini & Lucidi, 2011).  
Like self-efficacy, school engagement is the result of a relationship between 
individuals and their environments. Drawing on Ryan and Deci’s self-determination 
theory (2000), students are most engaged when their environments meet their 
psychological needs for autonomy, competence, and relatedness (Brewster & Fager, 
2000; Conner, 2009). Hafen and colleagues (2012), for example, found that autonomy 
supportive practices increased both observed and student reported engagement in a high 
school classroom. In autonomy supportive classrooms, students are given choice and are 
involved in shared decision making with the teacher (Fredericks et. al, 2004). Brewster 
and Fager (2000) argued that techniques such as the “mystery” approach, wherein 
students are given only partial information to a problem and are meant to develop their 
own hypotheses, are particularly adept at promoting student engagement because they 
induce curiosity and allow students autonomy. As noted above, several scholars have 
argued that schoolwork that engages students’ interest and curiosity is particularly 
important for fostering student engagement, and strong relationships between curiosity 
and school engagement have been found (Conner, 2009; Fredericks et. al, 2004).  
In addition, students are more engaged when they are in a caring and supportive 
environment that meets their needs for relatedness. In particular, cognitive engagement is 
fostered when students are able to work with their peers on meaningful tasks (Fredericks 
et. al, 2004). Relatedly, Shernoff and colleagues (2016) explored the impact of complex 
learning environments, ones that provided high challenge and support, on students’ 
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school engagement, and found environmental support to be more strongly related to 
students’ engagement than environmental challenge. Accordingly, they suggested that 
providing a high supportive classroom environment in the form of positive social 
relationships, constructive feedback, and intrinsic motivation, may best support students’ 
engagement (Shernoff et al., 2016). Furrer and Skinner (2003) similarly found relatedness 
to be highly related to students’ behavioral and emotional engagement for 3rd through 6th 
grade students, over and above students’ perceived levels of control; moreover, teacher 
relatedness was an especially predictive measure for boys (see also Furrer, Skinner, & 
Pitzer, 2014).  
Questioning 
As noted above, few students in U.S. schools engage in questioning (Dillon, 1988; 
Engel, 2015), particularly in higher-level cognitive questioning (Ciardiello, 1998), and 
the asking-of-questions declines as children age. Children between approximately the 
ages of two and five ask an enormous amount of questions, approximately 107 per hour 
when in conversation with adults, most commonly their parents (Chouinard, 2007). Yet, 
although children ask many questions of their parents at home, question asking becomes 
virtually non-existent in children once they enter formal schooling and, in general, 
curiosity decreases between the ages of 5 and 12 (Engel, 2015). Indeed, as noted above, 
Tizard and Hughes (1984) found that all children, regardless of social class, ask few 
questions at preschool; although they reported an average of 26 questions per hour when 
the children were at home, these same children dropped to an average of two questions 
per hour when in preschool. They noted, “children often took part in long and sustained 
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discussions at home, but showed little evidence of this with the teachers” (Tizard & 
Hughes, 1984, p.xv). Susskind (1969) likewise reported an average of two questions per 
hour in elementary school classrooms.   
The Right Question Institute found a similar decline in children’s questioning 
with age using information from the 2009 U.S. “Nation’s Report Card”, finding that 
students’ question asking percentage rises steeply until age three, and then appears to 
drop off a sharp cliff at age three and decline from there on (as cited in Berger, 2014). By 
middle school, student questioning has almost completely stopped (Bronson & 
Merryman, 2010; Chouinard, 2007). Concurrently, student motivation and engagement 
decline as students progress from elementary school to middle school to high school 
(Bronson & Merryman, 2010),  again supporting a link between children’s question 
asking, curiosity, and school engagement (Berger, 2014). Moreover, this drop in 
questioning is seen in later life. Scholars report that students collectively ask a total 
average of 3.3 questions in an hour of a college class (Pearson & West, 1991). Overall, 
teachers tend to overestimate the number of question students ask in the classroom, and 
underestimate the number of questions they, themselves, ask (Daly, Kresier, & Roghaar, 
1994; Susskind, 1969). Accordingly, Engel (2015) concluded, “though children are 
curious, students are not” (p. 89).  
This drop in student questioning with age is somewhat to be expected (Berger, 
2014), mostly because children have more highly developed mental models of the world 
as they grow older, and therefore do not have the need to ask as many questions in order 
to find out new information (Berger, 2014). Yet, scholars have also noted that 
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questioning in America’s classrooms has traditionally been the domain of the teacher 
(Berger, 2014), so much so that West and Pearson (1994) argued that “teachers are often 
considered the ‘professional question askers’ in the classroom” (p. 306). Indeed, 
Ritchhart (2015) has argued that teachers need to re-think traditional discourse patterns 
within the classroom in efforts to foster students’ intellectual character. Traditionally, 
classrooms focus on the QRE pattern of discourse (Question, Response, Evaluation), also 
known as the IRE (Initiate, Respond, Evaluate) pattern of discourse (Cazden, 2001). 
Engel (2006, 2011, 2015), for example,  in her study of kindergarten and elementary 
classrooms, found that teachers asked twice as many questions as children, and that, for 
the most part, teacher questions were either rhetorical questions or questions that the 
teacher already knew the answer to. Rowe (1987) in her seminal studies on teacher wait-
time, found that teachers ask between three and five questions per minute in the 
classroom. In response to such findings, Ritchhart (2015) has argued that teachers need to 
move from this typical teacher to student “ping pong” style of interaction to a more 
“basketball” style of interaction, wherein ideas are passed back and forth among students 
and built off of one another. As part of this updated discourse style, Ritchhart (2015) 
noted that teachers need to “ask good questions” (p. 221), particularly constructive 
questions that advance understanding, and facilitative questions that help students 
elaborate on their thinking. 
Several scholars have also argued that questions, both teacher and student 
questions, can be used to help cultivate students’ curiosity. Markey and Loewenstein 
(2014), for example, have argued that teachers can use questions to highlight the saliency 
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of information gaps for students, thereby sparking their curiosity. In a related line of 
work, Lowry and Johnson (1981) found that focusing on controversy in the classroom 
can spark students’ curiosity. Markey and Loewenstein (2014) argued that both tactics—
questioning and controversy—are effective because they highlight information gaps for 
students. Yet, scholars have found that most of the questions posed by teachers in the 
classroom focus on shallow, rather than deep processing (Graesser et al., 1996 as cited in 
Bulgren et al., 2011). For example, Hestenes, Cassidy, and Niemeyer (2004) examined 
preschool classrooms and found that teachers tend to rely on low-level questions rather 
than changing their questions to match the ability level of the child with whom they are 
communicating. Furthermore, West and Pearson (1994), in analyzing the antecedents and 
consequences between teacher and student questioning in the college classroom, found 
that although teacher questioning can lead to student questioning and participation, it 
often leads to students’ questioning about classroom procedures or asking questions of 
clarification, rather than questions of inquiry driven by curiosity. In all, then, teachers 
appear to be dominating much of the class time given to questioning and do not seem to 
be using this time to inspire curiosity.  
Students as Questioners  
Rather than focusing on teacher questioning to inspire curiosity, several scholars 
have argued that curiosity should be cultivated through teaching student questioning 
behaviors (Baehr, 2013, 2015b; Engel 2006, 2011, 2015; Ritchhart, 2002, 2015). Indeed, 
as noted earlier, questioning is the behavior most often linked with intellectual curiosity 
(Baehr, 2015a), and intellectual character scholars argue that students must practice the 
  
73 
skills associated with intellectual character strengths in order to develop intellectual 
character strengths (Baehr, 2015a; Battaly, 2006). Given the low rates of student 
questioning in the classroom (e.g., Dillon, 1988; Tizard & Hughes, 1984), Engel (2011) 
has specifically argued that teachers interested in fostering student curiosity must teach 
their students to question, and that they should consider tracking how often their students 
question in the classroom.  
Research from the project-based/inquiry learning literature supports the 
relationship between student inquiry and questioning and positive outcomes for curiosity 
and related strengths. Trilling and Fadel (2009) noted that “The learning method based on 
the power of questions is called inquiry-based learning” (p. 94) and is often implemented 
in classrooms via problem or project based learning (PBL). In such learning, students are 
often expected to define a problem, often via a question, plan a project, do the project, 
and then reflect and review on the learning of the project (Trilling & Fadel, 2009). 
Capturing this process, Supovitz, Mayer, and Kahle (2000) defined inquiry-based 
learning as “A student-centered pedagogy that uses purposeful, extended investigations 
set in the context of real-life problems as both a means for increasing student capacities 
and as a feedback loop for increasing teachers’ insights into student thought processes” 
(p. 332, as cited in Marshall et al., 2007, p. 577). Saunders-Stewart, Gyles, and Shore 
(2012) similarly described asking questions as integral to the inquiry process, and noted 
that students are able to explore their own interests and curiosity through inquiry based 
learning.  
Although studies and reviews of inquiry learning and PBL have been completed, 
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the majority of these studies have focused on the impact of such learning on students’ 
achievement outcomes (Geier et al., 2008; Halvorsen et al., 2012; Lee, Buxton, Lewis, & 
LeRoy, 2006; Strobel & van Barneveld, 2009; Walker & Leary, 2009). Far fewer have 
examined the relationship between PBL and inquiry and students’ curiosity or related 
strengths. However, in a review of outcomes from inquiry-based instruction, Saunders-
Stewart and colleagues (2012) reported that inquiry-based instruction has been found to 
be positively associated with curiosity, motivation, creativity, problem-solving, and 
achievement, amongst other outcomes. Relatedly, Saunders-Stewart, Gyles, Shore, & 
Bracewell (2015) found that students who received the most inquiry instruction were the 
most engaged, motivated, and creatively invested in their schoolwork and that this 
outcome was associated with these students reporting a high level of autonomy in their 
work. Yet, overall relatively few studies have examined the development of curiosity 
through explicitly direct instruction, and, overall, relatively few controlled studies of 
questioning and inquiry methods exist (Hmelo-Silver, Duncan, & Chinn, 2007). The little 
empirical research on inquiry learning that does exist has been primarily within the 
science disciplines (Saunders-Stewart et al., 2015). 
Furthermore, only a few empirical studies have explicitly examined the 
relationship between curiosity and question-asking. Berlyne and Frommer (1966) saw 
questioning as a behavior that resulted from one's epistemic curiosity. In accord with this 
theory, Berlyne and Frommer (1966) found that collative variables, such as surprise, 
novelty, and incongruity, elicited more question-asking in children. Jirout (2011) found 
that children’s curiosity, defined operationally as children’s preference for uncertainty, 
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was related to their question asking behavior (as cited in Jirout & Klahr, 2012). In his 
study, Jirout (2011) found that children higher in curiosity generated more questions, 
even when controlling for verbal ability. In addition, those children higher in curiosity 
were also more able to identify questions that would be more helpful versus less helpful 
in solving a mystery (Jirout, 2011; as cited in Jirout & Klahr, 2012). As Jirout and Klahr 
(2012) noted, this suggests “that more curious children are not just asking more 
questions, but can also consider the effectiveness of questions” (p. 31). Yet, both of these 
studies examine question-asking as a behavioral marker of curiosity, rather than as a way 
of fostering curiosity. Thus, additional research is needed specifically examining the 
impact of explicitly encouraging student questioning as a way of fostering student 
curiosity.  
Explicit Training in Questioning  
Although few studies have specifically examined the impact of teaching 
questioning on students’ curiosity development, a growing body of work has found that 
teaching students to critically question can impact their critical thinking, academic 
achievement, and comprehension.  For example, Loy and colleagues (2004), in a sample 
of medical students, found that teaching students to ask critical questions increased their 
critical thinking skills as measured by the California Critical Thinking Skills Test 
(CCTST). Rosenshine, Meister, and Chapman (1996) completed the largest meta-analysis 
to date of questioning intervention studies, analyzing 26 in all, and found that teaching 
students to generate questions yields a .36 median effect size when using standardized 
tests and a .86 effect size when using comprehensions tests as the dependent measure.  
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Interestingly, Rosenshine and colleagues (1996) did not find an association 
between length of training received by students and test scores, with trainings varying 
from four to 25 sessions and from two to 12 hours when the studies achieved significant 
results. In several studies, King (1992) had groups of college and high school students 
hear a lecture and then review the lecture; she compared guided self-questioning groups 
and guided-peer questioning with two control groups (a small group study group and an 
independent control group). King (1992) found that those students in the questioning 
groups significantly improved their comprehension over time in comparison to the 
control groups. Bulgren, Marquis, Lenz, Deshler, and Schumaker (2011) explored a 
question-exploration routine in conjunction with a graphic organizer in comparison to a 
direct lecture-discussion format on seventh grade students' test scores. They found that on 
all aspects of the test, students in the question-exploration group scored higher (Bulgren 
et al., 2011). 
Furthermore, several studies have found explicit training in question asking to be 
successful in teaching students higher order questioning skills, although given that many 
of these studies did not employ control groups their results must be interpreted with 
caution. Keeley, Ali, and Gebing (1998) investigated the impact of explicit training in 
questioning skills in a college abnormal psychology class and found that students were 
able to ask significantly more critical evaluative questions by the end of the semester. As 
this study did not include a control or comparison group, the causal relationship between 
explicit instruction and critical questioning abilities remains unclear. Similarly, Beers 
(1986) found that explicit instruction in questioning also led to higher abilities in critical 
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questioning. In her study, students were instructed to write three questions based on class 
readings or discussions that were then classified using Bloom’s taxonomy of educational 
objectives. During this process, the functions and uses of the different types of questions 
were discussed. Beers (1986) found that, over the course of the semester, students wrote a 
higher proportion of evaluative questions. Again, as no control group was included, these 
results must be interpreted with caution. Given that these studies did not assess students’ 
curiosity development, the relationship between explicit questioning instruction and 
curiosity development remains unclear.   
Fidelity of Implementation 
Fidelity of implementation “refers to the extent to which core components of a 
program are delivered as intended by program developers” (Abry, Rimm-Kaufman, 
Larsen, & Brewer, 2013, p. 440 ). To date, there is a notable lack of research on the ways 
in which fidelity of implementation impacts character outcomes, including strengths such 
as curiosity. Indeed, Berkowitz and Bier (2014), in their continuing review of “what 
works in character education,” noted, “Most [character] studies and reviews do not 
include implementation strategies as independent or moderator variables” (p. 251). In 
light of such a need, this present study specifically aimed to identify the ways in which 
teacher fidelity of implementation impacts students’ curiosity change and related thinking 
dimensions.  
Fidelity of implementation generally refers to adherence and frequency domains 
evaluating how closely program components match proscribed program elements and 
how often the program or process is used (Abry et al., 2013). However, scholars have 
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identified eight additional components to program implementation (Durlak, 2016a, 
2016b): 1. fidelity, or whether or not the essential elements of a program have been 
implemented, 2. dosage, or how much or how often the program is implemented, 3. 
quality of delivery, or how well the program is implemented, 4. adaptation, any or all 
changes that are made to the program, 5. participant responsiveness or engagement, or 
how engaged participants are in the program, 6. program differentiation, or how the 
program is unique from similar programs, 7. monitoring of control conditions, or how a 
control condition might be similar to the program, and 8. program reach, or how many 
eligible participants received the program (Dane & Schneider, 1998; Durlak, 2016a, 
2016b; Durlak & Dupre, 2008; Gross, Mason, Parra, Oats, Ringle, & Haggerty, 2016). 
These elements of fidelity of implementation have previously been measured via 
participant self-report, check-list, direct interventionist observation, video recordings, and 
consulting ratings (Abry et al., 2013; Durlak, 2015b; Gross et al., 2015; Power et al., 
2005). Accordingly, Abry and colleagues (2013) called for the need for multiple methods 
of measurement of fidelity of implementation.  
In general, research has established a positive relationship between fidelity of 
implementation and desired outcomes, with those programs implemented with higher 
fidelity often achieving two to three times greater average effect sizes (Abry et al., 2013; 
Durlak, 2016a, 2016b). As Durlak (2015b) has noted, “we now know that it is not 
evidence-based programs that are effective, but it is well-implemented evidence-based 
programs that are effective” (p. 1124).  For example, in their large meta-analysis of K-12 
social-emotional learning programs, Durlak and colleagues (2011) found that programs 
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implemented without implementation problems achieved effect sizes twice as large for 
academic achievement, reduced conduct problems, and reduced anxiety/depression 
compared to programs that did report implementation issues. Likewise, Berkowitz and 
Bier (2007), in their meta-analysis of “what works” in character education, found that 16 
studies reported on the relationship between implementation and student outcomes, and 
that all 16 studies reported a positive relationship between higher fidelity and positive 
outcomes. 
As Gross and colleagues (2015) have noted, however, there remains little 
empirical support for the role of fidelity and dosage in promoting program quality and 
outcomes, nor the relationship between such variables. Indeed, in a study of a direct 
explicit instruction parenting program (Common Sense Parenting), Gross and colleagues 
(2015) found adherence to uniquely predict quality, whereas dosage was not significantly 
related to program quality. Similarly, Wilson, Basta, Bynum, DeJoy, Vandenberg, and 
Dishman (2010) investigated the impact of fidelity and dosage on students’ physical 
activity during the Move to Improve intervention, and found only a treatment effect but 
no impact of fidelity or dosage. Indeed, several studies have found only small 
correlations between fidelity of implementation variables (Domitrovich et al., 2015; 
Durlak, 2015b; Malloy et al., 2014; Williford et al., 2015).  
Furthermore, Abry, Rimm-Kaufman, and Curby (2017) have argued, that fidelity 
of implementation research needs to investigate fidelity of specific intervention 
components rather than evaluating programs as a total package, what they term 
“intervention fidelity.” For example, in a study examining four component parts of the 
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Responsive Classroom program, Abry and colleagues (2017) found that teachers’ who 
were more likely to use Morning Meeting and academic choice had higher levels of 
teacher-student interaction in the classroom, whereas rule creation and modeling were not 
related to teacher-student interaction.  
Program implementation 
In order to achieve high quality fidelity of implementation, Durlak and colleagues 
(Meyers, Durlak, & Wandersman, 2012; Durlak, 2016a, 2016b) have identified 14 steps 
within their Quality Implementation Framework that can be taken in order to achieve 
quality program implementation. Among these 14 steps, Durlak (2016a, 2016b) 
specifically highlighted the importance of assessing fit between a program and the 
environment of implementation, identifying a strong leader or figurehead, and utilizing 
quality professional development in order to achieve quality program implementation 
(Durlak, 2016a, 2016b). Indeed, many scholars have noted the importance of strong 
professional development in achieving effective program implementation. For example, 
although Durlak and colleagues (2011) found that school staff were able to effectively 
implement social-emotional learning programs, Durlak (2016a, 2016b) noted that many 
educators cannot implement programs, particularly complicated or programs of long-
duration, without professional development assistance. In a study on the Project Toward 
No Drug Abuse in high school students, Rohrbach, Gunning, Sun, and Sussman (2010) 
found that a more comprehensive training program, one that include a pre-training 
program, as well as continual coaching, assistance, and web resources, to be more 
effective in achieving results than a stand-alone pre-training professional development 
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workshop. Similarly, Ringwalt and colleagues (2003) found that teachers who reported 
that they had received more effective training or more recent training were more likely to 
implement a substance use prevention curriculum with fidelity. In all, Durlak and Dupre 
(2008) identified two essential aspects of professional development: training focused on 
helping providers to develop the skills, motivation, expectations, and efficacy to deliver 
the program, as well as “technical assistance” during implementation aimed at improving 
provider’s skills and keeping up their motivation and commitment to a new program.  
Scholars agree that sufficient time is needed for programs to become adequately 
implemented and to achieve results. For example, Fixsen and colleagues (2005) have 
suggested that at least a year must elapse for a for a new program to become effectively 
implemented, whereas others have suggested as long as three to four years (Durlak, 
2016a, 2016b; Durlak & Dupre, 2008).  Battistich, Schaps, Watson, Solomon, and Lewis 
(2000), in their study of the Child Development Project and its impact on student drug 
use, found that only five out of 12 programs had successfully implemented the program 
after three years of intervention. They noted, “With additional time, it is possible that 
more of the schools would have achieved schoolwide implementation” (Battistich et al., 
2000, p. 95).  
Inquiry programs. Ponzeulos, González, and Cañal de León (2010) investigated 
the impediments and supports needed when teachers implement inquiry based learning. 
One difficulty they found teachers encountered with implementing inquiry-based learning 
was that teachers were used to treating their inquiry units like textbooks rather than 
allowing for true inquiry. Teachers were also concerned that content was not being 
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covered during the inquiry unit. Furthermore, a lack of time was also a significant 
obstacle for teachers, as creating the materials for the inquiry unit took extra resources for 
the teachers, and inquiry units did not fit well into the traditional school-day schedule 
(Ponzeulos, González, & Cañal de León, 2010). Supportive school environments, 
consistent opportunities for collaboration and professional development, access to 
materials, and recognition for inquiry work were all found to be elements that supported 
teachers’ inquiry implementation (Ponzeulos, González, & Cañal de León, 2010). Brown, 
Abell, Demir, and Schmidt (2006) similarly found that college science professors often 
refrain from using inquiry based labs due to their perceptions that inquiry learning is too 
time-consuming, unstructured, and student-directed. Newman, Abell, Hubbard, 
McDonald, Otaala, and Martini (2004) also found that teachers find such impediments as 
lack of time, the pull between finding time for direct pedagogy and inquiry, and lack of 
training in inquiry to decrease their use of inquiry in science classes at the elementary 
school level. 
On average, elementary school teachers engage in inquiry teaching for a larger 
amount of time than teachers in higher grade levels (Marshall, Horton, Igo, & Switzer, 
2009). In addition, teachers are less likely to use inquiry methods in low-ability 
classrooms (Roehrig & Luft, 2004). In all, though, math and science teachers on average 
report a higher ideal percentage of time they believe should be engaged in inquiry 
instruction than actual amount of time they do engage in inquiry learning (Marshall et al., 
2007).  
Notably, despite offering professional development throughout the year, Crawford 
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(2007) found that prospective science teachers’ beliefs about pedagogy and the nature of 
science and learning were the most predictive factor in teachers’ choice to use inquiry 
methods. Conversely, Marshall and colleagues (2007) found that the level of support 
teachers perceive (particularly for elementary teachers) as well as their self-efficacy for 
teaching were directly related to both the actual amount of time the teacher engaged 
inquiry as well as the ideal amount of time the teacher believed students should engage in 
inquiry. Notably, they did not find a correlation between teacher background or 
demographics (such as gender, years teaching, maximum degree) and inquiry teaching 
(Marshall et al., 2007). Roehrig and Luft (2004) did find that teachers’ who held strong 
beliefs regarding the importance of student-centered learning were the most likely to use 
inquiry learning.  
The Question Formulation Technique  
In light of the relatively few studies exploring the impact of explicit instruction in 
questioning on students’ curiosity and related outcomes ((Hmelo-Silver, Duncan, & 
Chinn, 2007), as well as limited literature on fidelity of implementation and character 
outcomes (Berkowitz & Bier, 2014), the present study intended to help fill this gap 
through empirically investigating the ways in which fidelity of implementation of a 
question-brainstorming intervention, the Question Formulation Technique, impacts  
students’ curiosity and related outcomes.  
The Right Question Institute’s Question Formulation Technique (QFT) is a 
process aimed at developing students’ questioning abilities that can be implemented 
school-wide, and which seeks to foster students’ thinking abilities and character strengths 
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such as curiosity and creative thinking (Rothstein & Santana, 2011). The QFT has six 
components. First, a teacher or student presents a question focus—a prompt that is not a 
question—that serves as a starting point for student questions. Next, students aim to 
produce as many questions as possible regarding the question focus. During this process 
students have four rules to follow: 1. ask as many questions as you can; 2. do not stop to 
judge, answer, or discuss the questions; 3. write down every question as stated; and 4. 
change any statements into questions. Following this step, students work on changing 
some closed questions into open questions and vice versa, discussing throughout the 
advantages and disadvantages of each type of question. After this, the students select, 
usually, three priority questions. Finally, the teacher and students plan how they want to 
use their priority questions going forward and reflect on their learning from the QFT.   
The QFT offers a range of advantages. It is an easy, straightforward process that 
can be used in a variety of school and community settings as it is not content specific. 
Rothstein and Santana (2011) stated that, “90 percent of what is involved in using the 
QFT allows you to continue doing what you already do as a teacher” (p. 4). Moreover, 
although RQI does offer professional development, the technique can be learned without 
significant expense from Rothstein and Santana’s book Make Just One Change (2011) or 
from colleagues familiar with the technique. This ease of adoptability has already led the 
QFT to be adopted by hundreds of schools across the United States and thousands of 
individual educators. Annually, the Right Question Institute conducts approximately 15 
professional development workshops each year for school districts such as the Los 
Angeles Unified School District and statewide associations such as the New Hampshire 
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Teachers’ Association. As one teacher who uses the QFT noted, “The specificity of the 
technique, the ease, and variety with which it can fit into units makes [the QFT] 
something teachers and schools are looking for. A seemingly easy answer to many 
complex requirements” (D. Rothstein, personal communication).  
Rothstein and Santana (2011) argued that the QFT encourages important thinking 
abilities including divergent thinking, convergent thinking, and metacognition, which 
have been found to contribute to student learning and academic achievement (Landine & 
Stewart, 1998; Vrugt & Oort, 2008). Rothstein and Santana (2011) further reported 
cognitive, affective, and behavioral changes in students who have been exposed to the 
QFT, including deeper learning and thinking skills, greater confidence and ownership of 
learning, and increased school engagement and achievement. Accordingly, after initial 
conversations with RQI, the present study was undertaken to further investigate the role 
of the QFT in encouraging such strengths and outcomes, with a particular focus on the 
potential role of the QFT in fostering change in students’ curiosity and the role of 
teachers’ fidelity of implementation in this process.  
Research Questions and Hypotheses	
This study employed a quasi-experimental design (with delayed treatment to the 
comparison group) to investigate the impact of the QFT on participating students’ 
curiosity and associated thinking dimensions, as well as the relationship between 
curiosity and participating students’ engagement and self-efficacy.   
Specific questions guiding this study included:  
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1. How does the QFT impact students’ curiosity and associated thinking dimensions 
such as divergent thinking, school engagement, and self-efficacy?   
2. How does teacher fidelity of implementation of the QFT impact students’ change 
on these variables?   
3. What is the relationship between curiosity and additional key student outcomes 
such as engagement and self-efficacy?  
In regard to the first two study questions, I entered the study with the following 
hypotheses:  
Hypothesis 1a:  The QFT will have a significant positive treatment effect on eight 
of the nine variables in the study. The QFT will have a significant negative 
treatment effect on divergent evaluation. This hypothesis aligns with intellectual 
virtues theory (e.g., Baehr, 2015b), which theorizes that one must be directly 
taught the ability, or skill, that aligns with a particular character strength in order 
to demonstrate a particular character strength. Moreover, the Right Question 
Institute (Rothstein & Santana, 2011) offer anecdotal evidence supporting the 
impact of the intervention on these outcomes.  
Hypothesis 1b: The QFT will significantly positively affect the growth rates of 
eight of the nine variables in the study. The QFT will have a significant negative 
affect on the growth rate of divergent evaluation. This hypothesis is again 
couched in intellectual virtues theory (Baehr, 2015b; Ritchhart, 2002), which 
argues that direct teaching of skills leads to habit formation, and thus growth of 
intellectual virtues.  
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Hypothesis 1c: Students whose teachers implemented the intervention with higher 
fidelity will show greater positive change than their peers whose teachers reported 
lower fidelity of implementation on eight of the nine variables in the study. 
Higher fidelity will be associated with greater negative growth for divergent 
evaluation. This hypothesis is grounded in the growing body of work on fidelity 
of implementation that demonstrates significantly better outcomes from 
interventions implemented with higher fidelity (Berkowitz & Bier, 2014; Durlak, 
2016a, 2016b; Durlak & Dupre, 2008; Durlak et al., 2011; Gross et al., 2016).  
In regard to the third, and final, study question, I entered the study with the following 
hypotheses:  
Hypothesis 2a: Curiosity will have a positive direct and indirect impact on 
cognitive engagement at both T2 and T3. Several studies have found that curiosity 
predicts cognitive engagement, in the form of persistence in a task (e.g., Ainley, 
Corrigan, & Richardson, 2005).  
Hypothesis 2b: Achievement efficacy and academic self-regulatory efficacy will 
have a positive direct and indirect impact on curiosity at both T2 and T3. This 
hypothesis is grounded in the several theories that connect feelings of efficacy or 
competency with curiosity, such as Silvia’s (2006) appraisal theory of curiosity 
and Deci and Ryan’s (2000) self-determination theory.  
Hypothesis 2c: Cognitive engagement will have a positive direct and indirect 
impact on achievement efficacy and regulation efficacy at both T2 and T3. This 
hypothesis is based in theories of self-regulated learning (e.g., Wolters & Taylor, 
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2012), which bi-directionally connect students’ efficacy and cognitive learning 
and engagement.  
Hypothesis 2d: Achievement efficacy and self-regulatory efficacy will have 
positive direct and indirect impacts on cognitive engagement at both T2 and T3. 
As above, this hypothesis is based in theories of self-regulated learning (Wolters 
& Taylor, 2012), which suggest a bi-directional relationship between students’ 
efficacy beliefs and school engagement.  
Hypothesis 2e: There will be evidence of a change in rate between consecutive 
time measurements corresponding to each group’s time of treatment. As noted 
above, this hypothesis is based in intellectual virtues theory (e.g., Baehr, 2015b), 
which contends that skill development should lead to habit formation, and 
therefore growth in intellectual character strengths.  
Hypothesis 2f: There will be evidence of an absolute treatment effect 
corresponding to each group’s time of treatment. Again, this hypothesis is 
grounded in intellectual virtues theory (e.g., Baehr, 2015b), under the assumption 
that teaching students the skills associated with a particular intellectual character 
strength leads to a change in character.  
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Chapter 3 
Method 
 Below, I review the method of the study. I begin by discussing the participants, 
procedure, and measures, and then turn to a discussion of data cleaning and data analysis. 
Participants  
The study consisted of English/Language Arts (ELA) teachers and participating 
ninth through twelfth grade students within their classes at four comprehensive traditional 
public high schools on the Northeast Coast of the United States (N = 3275 students and 
42 faculty). See Table 1 for descriptions of the participating schools. 
For the present study, only students who completed both a pre- and post-
assessment prior to and after implementation of the intervention were included in 
analyses (i.e., T1 and T2 or T1 and T3 for the fall group, T1 and T3 or T2 and T3 for the 
spring group; n = 2,217).  Within this sample, there were 1,061 (47.86%) males and 
1,148 (51.78%) females; six students did not identify a gender (0.27%), and two students 
identified as gender non-conforming (0.09%) either via write-in or via selecting both 
genders. Students who identified as gender non-conforming were subsequently classified 
as missing data. Students self-identified their racial/ethnic background as: 1,617 
(72.94%) Caucasian/White, 203 (9.16%) Asian/Pacific Islander, 64 (2.89%) 
Black/African-American, 97 (4.38%) Latino/a, 148 (6.68%) Multi-racial (including 
students who selected one or more category), 74 (3.34%) “other,” and 14 (0.63%) 
unidentified. In addition, there were 500 (22.55%) ninth grade students, 547 (24.67%) 
tenth grade students, 691 (31.17%) eleventh grade students, 453 (20.43%) twelfth grade 
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students, and 26 (1.17%) unidentified students. Consent/assent was obtained from 
parents/guardians and all participants.  
 
Table 1. Descriptions of Participating schools (n = 4)3 
School Enrollment 
ELA 
Teachers 
Participating 
Context Students of Color 
Econ. 
Disadvantaged 
Expenditure 
Per Pupil 
School 1 662 9 Suburban 14.4% 4.8% $13,067.49 
School 2 1686 17 Suburban 22.7% 16.1% $17,650.16 
School 3 1172 10 Suburban 12.8% 8.4% $17,099.64 
School 4 2074 6 Suburban 36% 18.3% $13,501.01 
 
Procedure 
Data collection was completed during the 2015–2016 school year. Given that RQI 
has expressed the ease of learning and implementing the QFT (Rothstein & Santana, 
2011), this study was designed to involve a low-cost, light-touch intervention. In all 
participating schools, all ELA teaching faculty were invited to participate in a simple, 
low-cost professional development around using the QFT in the form of a teacher-led 
book club that met only one time using RQI’s Make Just One Change (Rothstein & 
Santana, 2011)  and a book guide provided by RQI. The schools were randomly assigned 
to different start times, with Schools 1 and 2 completing the professional development 
training at the beginning of the school year (August/September, 2015), whereas Schools 3 
and 4 completed the training at the beginning of the second semester (January, 2016). 
Teachers were informed they could begin using the intervention after completing the 
                                                
3 Information retrieved from the Massachusetts Department of Elementary and Secondary Education 
website (http://profiles.doe.mass.edu/). All information pertains to the 2015-2016 school year.  
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professional development training.  
As RQI expressed interest in assessing the ease of implementation of the QFT, 
teachers were not given a requisite amount of times they needed to complete the 
intervention over the course of the school year. Consequently, an evaluation of the 
amount of usage could be examined, providing a reasonable avenue to investigate the 
impact of teacher dosage. As a measure of implementation quantity and fidelity, we 
assessed how often teachers used the intervention through self-report teacher fidelity of 
implementation checks completed at the beginning (September), middle (January) and 
conclusion (June) of the study in all schools. Teachers were also asked to nominate 
lessons during which they utilized the QFT method to be observed (N = 31). 
 Ninth through twelfth grade students in the ELA classes of participating teachers 
at the participating schools completed a questionnaire at the beginning (September), 
middle (January), and conclusion (June) of the 2015-2016 academic year that included a 
previously validated survey measure of curiosity, open-mindedness, cognitive, emotional, 
and behavioral school engagement, academic and self-regulatory self-efficacy, and 
evaluative and ideation divergent thinking. See Figure 1 for the research design.  
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Figure 1. Quasi-experimental research design with delayed treatment to the comparison 
group.  
 
Measures 
Student Questionnaire. The student questionnaire contained demographic 
questions (e.g., race, gender) as well as five survey scales. For the student questionnaire, 
we adapted each measure (when needed) to be answered on a five-point scale, where 5 
represented a higher demonstration of the attribute and 1 a lower representation. Given 
my expectation that the QFT intervention would effect change in the students’ 
circumstances and scores between testing occasions, I remit reporting test-retest 
reliability coefficients here as they are not relevant to the current investigation (Card, 
2016). Cronbach’s alphas are reported as a measure of internal consistency and reliability 
(Tavakol & Dennick, 2011).  
Values in Action Inventory for Youth—Intellectual Curiosity Sub-Scale. The 
Values in Action Inventory for Youth (Park & Peterson, 2006) is a self-report 
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questionnaire for ages 10 to 17 that measures 24 character strengths. The curiosity sub-
scale includes eight items and includes questions such as “I am always curious about 
people, places, or things I don’t know about.” Responses are given on a five-point scale 
ranging from “not like me at all” to “very much like me.” Park and Peterson (2006) 
reported a Cronbach’s alpha of .77 for the curiosity subscale and a six-month test-retest 
reliability coefficient of .55. For the present study, Time 1 Cronbach’s alpha was α = .80, 
Time 2 was α = .83, and Time 3 was α = .83.  
Actively Open-Minded Thinking Scale (AOT)- Short Version. The Actively 
Open-Minded Thinking Scale (Short Version) (Haran, Ritov, & Mellers, 2013) is a 
seven-item scale adapted from Stanovich and West’s (1997; 2007) 41-item Actively 
Open-Minded thinking measure that assesses individuals’ openness and flexible thinking. 
Items include questions such as, “Changing your mind is a sign of weakness” and 
“People should take into consideration evidence that goes against their beliefs.”  
Responses are on a seven-point scale ranging from “completely disagree” to “completely 
agree”. Elik and colleagues (2010) reported a Cronbach’s alpha of 0.87 and Stanovich 
and colleagues (2007) have reported a Cronbach’s alpha of 0.83 for the full, 41-item 
AOT measure. For the present study, Time 1 Cronbach’s alpha was α = .57, Time 2 was 
α = .59, and Time 3 was α = .60.  
Basadur Ideation-Evaluation Preference Scale. The Basadur Ideation-
Evaluation preference scale (Basadur & Finkbeiner, 1985; Basadur & Hausdorf, 1996; 
Runco & Basadur, 1993) includes two sub-scales created to assess attitudes towards 
divergent thinking. The first scale, openness to divergence, includes six items such as 
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“One new idea is worth 10 old ones” that promote creative thinking. The second scale, 
tendency toward premature closure, includes eight items such as “I wish people would 
think about whether or not an idea is practical before they open their mouths” that inhibit 
creative thinking. Responses are given on a 5-point Likert scale from 1 (strongly agree) 
to 5 (strongly disagree) (Plucker, Runco, & Lim, 2006; Runco, Plucker, & Lim, 2001). 
Plucker and colleagues (2006) reported a Cronbach’s alpha estimate of .69 for the 
openness scale and .60 for the closure scale for American students. For the present study, 
for the openness (ideation) scale, Time 1 Cronbach’s alpha was α = .65, Time 2 was 
α = .67, and Time 3 was α = .69. For the second, evaluation, scale, Time 1 Cronbach’s 
alpha was α = .63, Time 2 was α = .69, and Time 3 was α = .73. 
Academic Perceived Self-Efficacy Scale. The academic perceived self-efficacy 
scale (Bandura et al., 1996; Pastorelli et al., 2001) includes 15 items measuring two 
domains of self-efficacy. The first domain measures perceived achievement self-efficacy, 
or the ability to successfully master a variety of curricular areas, and includes questions 
such as “How certain are you that you can learn English grammar?” The second domain 
measures a student’s perceived academic self-regulatory self-efficacy, or their ability to 
organize and structure their learning, and includes items such as “How certain are you 
that you can finish [your] homework assignments by deadlines?” Reponses are given on a 
five-point scale, ranging from 1 (cannot do at all) to 5 (highly certain can do). Caprara 
and colleagues (2011) reported a Cronbach’s alpha estimate of α = .89 and α = .86, for 
the sub-scales respectively. For the present study, Cronbach’s alpha for achievement 
efficacy for Time 1 was α = .81, for Time 2 was α = .82, and for Time 3 was α = .87. For 
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academic self-regulatory efficacy, Cronbach’s alpha for Time 1 was α = .87, for Time 2 
was α = .89, and for Time 3 was α = .91.  
Student School Engagement Survey (SSES). The Student School Engagement 
Survey (SSES) was developed by the National Center for School Engagement (2006) to 
evaluate the effects of a truancy intervention and includes behavioral, emotional, and 
cognitive engagement sub-scales. Responses are given on a Likert scale from “strongly 
disagree” to “strongly agree.” Emotional engagement items include questions such as “I 
feel excited by the work in school.” Cognitive engagement items include questions such 
as “When I read a book, I ask myself questions to make sure I understand.” Behavioral 
engagement items include questions such as “When I am in class, I just pretend I am 
working.” The National Center for School Engagement (2009) reported a Cronbach’s 
alpha of .81 < α < .83 for the emotional sub-scale, .77-.82 for the cognitive sub-scale, and 
.75-.78 for the behavioral subscale. Cronbach’s alpha for the cognitive engagement scale 
was .84 at Time 1, .85 at Time 2, and .84 at Time 3, for the emotional engagement scale 
was .87 at Time 1, .90 at Time 2, and .91 at Time 3, and for the behavioral engagement 
scale was .73 at Time 1, .79 at Time 2, and .81 at Time 3.  
 Teacher Fidelity of Implementation.  
 In coordination with the Right Question Institute, two measures were created for 
the purposes of this study to assess teacher fidelity of implementation of the QFT: 1) a 
teacher self-report questionnaire and 2) an observer fidelity of implementation check.  
Teacher Self-Report of Fidelity of Implementation. The teacher self-report of 
fidelity of implementation includes 26-item self-report items asking about the teacher’s 
  
96 
implementation of the QFT, including adherence to the prescribed steps and frequency of 
use (e.g., “How often did you have your students categorize their question as closed-
ended or open-ended questions?”) as well as teacher’s feedback regarding results of the 
QFT (e.g., “What did you observe about students’ questions and curiosity?”). An average 
teacher fidelity score was created for Time 2 and Time 3 based on teachers’ answers to 
the eleven questions regarding specific elements of the QFT procedure. No score was 
able to be calculated for Time 1 as teachers were not implementing the QFT at Time 1. 
Cronbach’s alpha for the teacher fidelity scale was .75 at Time 2 and .84 at Time 3. See 
Appendix A for the teacher self-report form. 
Classroom Observation Fidelity of Implementation Check. The classroom 
observation fidelity of implementation check is a 14-item observation form that outlines 
the teacher and student roles during the steps of the QFT method (e.g., QFocus, 4 Rules, 
question prioritization). All items were coded by the researcher, who has been trained by 
RQI on the QFT, on a five point Likert scale (not evident to highly evident) as to whether 
teachers and students exemplified that particular step of the QFT in accord with the 
description. As only proportions for single items were calculated from this observation 
form for the purposes of this study, a Cronbach’s alpha score was not able to be 
calculated. Field observation notes were also recorded on the form in order to capture the 
QFT process. See Appendix B for the classroom observation form.  
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Table 2. Study measures and Cronbach Alpha scores across times  
Measures Cronbach’s Alpha Coefficients 
 Time 1 Time 2 Time 3 
Curiosity .80 .83 .83 
         VIA Youth (Park & Peterson, 2006)    
Open-Mindedness  .57 .59 .60 
          AOT Short Scale (Haran et al., 2013)    
Divergent Thinking     
         Evaluation (Basadur & Finkbeiner, 1985) .63 .69 .73 
         Ideation (Basadur & Finkbeiner, 1985) .65 .67 .69 
School Engagement    
         Emotional Engagement (NCSE, 2009) .87 .90 .91 
         Cognitive Engagement (NCSE, 2009) .84 .85 .84 
         Behavioral Engagement (NCSE, 2009) .73 .79 .81 
Self-Efficacy    
        Achievement Efficacy (Bandura et al., 1996) .81 .82 .87 
        Self-Regulation Efficacy (Bandura et al., 1996) .87 .89 .91 
 
Data Cleaning and Missing Data 
Although an initial sample of 3275 students was collected from the four 
participating schools, all cases were deleted that did not respond to more than 50% of the 
questions on at least two of the pre-post intervention questionnaires. In addition, one 
wait-list control classroom had to be removed from the data set (n = 49) as the classroom 
was exposed to the QFT prior to the spring semester. This resulted in a final data set of 
2,217 students for the present study. It is important to note that while the analyses 
reported in this study were being completed, advanced data cleaning techniques were 
being applied to the data set. Future manuscripts will report on this data set.  
As can be seen in Table 3, the deleted sample tended to have significantly lower 
average scale scores on almost all variables across all three waves. Disregarding 
questions about demographics, within the retained sample, 58% responded to all 
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questions of interest across all three waves. At T1 and T2, 85% of the sample responded 
to all questions, whereas at T3 only 78% of the sample responded to all questions. At T1, 
percentage of missing data ranged between 3.05% for the students’ achievement efficacy 
average to 3.18% for both the open-mindedness and evaluation averages. At T2, missing 
data ranged from 7.72% for all averages but the evaluation and ideation averages, which 
resulted in 7.77% and 7.86% missingness respectively. Finally, at T3, missing data 
ranged from 11.74% for the achievement efficacy average to 12.09% for the ideation and 
open-mindedness averages.  
 
Table 3. Comparison of average scores for the retained and deleted samples.  
 Time 1  Time 2  Time 3  
 Deleted Retained p-value Deleted Retained 
p-
value Deleted Retained 
p-
value 
Curiosity 3.495 (.67) 
3.575 
(.65) .02 
3.609 
(.73) 
3.613 
(.68) .90 
3.512 
(.74) 
3.627 
(.67) .01 
Open-
Mindedness 
3.375 
(.50) 
3.393 
(.47) .48 
3.440 
(.53) 
3.411 
(.48) .28 
3.312 
(.50) 
3.409 
(.48) .00 
Emotional 
Engagement 
3.457 
(.65) 
3.540 
(.60) .01 
3.333 
(.70) 
3.476 
(.65) .00 
3.273 
(.77) 
3.452 
(.69) .00 
Cognitive 
Engagement 
3.628 
(.56) 
3.736 
(.46) .00 
3.560 
(.60) 
3.672 
(.49) .00 
3.506 
(.64) 
3.634 
(.51) .00 
Behavioral 
Engagement 
4.265 
(.64) 
4.421 
(.491) .00 
4.123 
(.69) 
4.319 
(.55) .00 
3.986 
(.77) 
4.200 
(.64) .00 
Evaluation 3.377 (.47) 
3.441 
(.47) .01 
3.374 
(.63) 
3.422 
(.50) .10 
3.332 
(.63) 
3.412 
(.51) .01 
Ideation 3.483 (.52) 
3.500 
(.52) .52 
3.440 
(.65) 
3.473 
(.54) .27 
3.372 
(.68) 
3.421 
(.54) .15 
Achievement  
Efficacy 
4.399 
(.57) 
4.483 
(.45) .00 
4.380 
(.67) 
4.51 
(45) .00 
4.275 
(.84) 
4.503 
(.51) .00 
Self-
Regulatory 
Efficacy 
3.948 
(.78) 
4.05 
(.62) .00 
3.856 
(.81) 
4.02 
(.67) .00 
3.797 
(.92) 
3.992 
(.71) .00 
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Quantitative Analytic Plan   
As is common in longitudinal studies (Little, 2013), the scope of this project and 
experimental design resulted in unbalanced sample sizes across all levels, including 
missing data within individuals as described above. Consequently, with three time points 
of data collection, with time nested within students, the most appropriate analysis for this 
data was multilevel analysis (Snijders & Bosker, 2011).  
Below I describe my analytic plan for my quantitative analyses. First, reliability 
of the measurement scales was assessed through running confirmatory factor analysis 
(CFA) models on each of the student survey scales. Second, multi-level models were run 
assessing the potential impact of the QFT on the nine variables in the study. Third, path 
analyses were run in order to assess the relationship of curiosity with the related thinking 
dimensions of cognitive engagement, achievement efficacy, and self-regulatory efficacy. 
Although a larger path model was considered, the more complex model between all of 
the study’s variables was broken apart in order to make the analysis more manageable. 
Curiosity, cognitive engagement, and self-efficacy were chosen as units of analysis due to 
the strong theory-predicated relationships suggested amongst these variables (e.g., 
Fredricks et al., 2004). Results of these models are then discussed in Chapter 4.  
All analyses were conducted using Stata 14.2 (StataCorp, 2015). Apart from the 
CFA analyses, averaged scale scores were used in the models for purposes of ease as well 
as comprehensibility to the widest audience (Abry, Rimm-Kaufman, & Curby, 2017).  
Confirmatory Factor Analyses  
The first step of data analysis included assessing the reliability of the student 
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survey measurements through fitting confirmatory-factor models for each measure at 
each time point (Time 1 (T1), Time 2 (T2), and Time 3 (T3)). Each CFA model was 
analyzed using maximum likelihood estimation (Acock, 2013). In light of prior research, 
an unrestricted one-factor model was specified as the baseline model for each of the 
student survey scales. Based on guidelines from Hu and Bentler (1999), models were 
assessed for goodness of fit based on their c2 (p ³.05), comparative fit index (CFI, ³0.95), 
Tucker-Lewis Index (TLI, ³0.95), standardized root means square residual 
(SRMR£0.08), and their root mean square error of approximation (RMSEA£0.06) 
(Brown, 2015). In accordance with Kline’s (2015) and Grimm, Ram, and Estabrook’s 
(2016) recommendations, SRMR values £.10, RMSEA values up to .10 and CFI and TLI 
values above .90 were considered consistent with acceptable model fit. Models were 
compared based on these goodness-of-fit statistics, and model adjustments were made 
based on theoretical assumptions, item-level fit, and modification indices (Brown, 2015). 
Once a model of best fit was confirmed for T1, this model guided model adjustments 
made at T2 and T3 so that a model of best fit could be found for all three waves. In 
Chapter 4, I report on the model comparisons and modifications that were made for the 
curiosity and open-mindedness scales. Additional information on the confirmatory factor 
analyses for the remaining seven variables in the study can be found in Appendix C.  
Multilevel Modeling 
Given the nested nature of the data—with time nested within individuals (Robson 
& Pevalin, 2016; Snijders & Bosker 2012)—multilevel analyses were performed in order 
to allow for more appropriate parameter estimation and standard errors (Robson & 
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Pevalin, 2016). In order to perform the multilevel analysis commands, data were 
reshaped into long format. Accordingly, long format resulted in 6660 observations (rows) 
and 2,217 individual subjects. Within this data set, level-one units represented 
measurement occasions (n = 3), whereas level-two units represent individual subjects (N 
= 2,217).  
For each of the variables of interest (curiosity, divergent evaluation, divergent 
ideation, emotional engagement, cognitive engagement, behavioral engagement, 
achievement efficacy, and academic self-regulatory efficacy) I calculated an averaged 
scale score that was used within that variable’s respective analyses.  
Per Acock’s (2016) recommendation, I began by visualizing a random subset 
(~20 subjects) of data for each variable to see if there was a visible growth trend. Next, I 
ran an empty model with no explanatory variables represented by the following equation:  Y"# = 	&' + )'# + *"#   (Model 1)  
wherein 
• Y"# represents the outcome variable of interest 
• &' represents the average intercept 
• )'#represents the group-dependent deviation from the average intercept  
• *"# represents the within-group individual residual effect 
Through examining the ICC and results of the likelihood ratio test of the null model 
versus a single level regression model, the decision was made to pursue additional 
multilevel models to help describe the between group (individual) variation in the 
dependent variable scores (Robson & Pevalin, 2016). I began by adding level-one fixed 
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explanatory variables to the model, including a time variable (coded 0, 1, and 2 for Times 
1, 2, and 3 respectively) and a treatment variable (coded 0 for the absence of the QFT 
intervention and 1 for the presence of the QFT intervention). Thereby the above equation 
can be represented as:  Y"# = 	&' + &+',-.*"# + &/',0*12.*32"# + )'# + *"#         (Model 2)           
wherein:  
• &' represents the overall mean of the dependent variable of interest (e.g., 
Curiosity) across all groups  
• &+' represents the effect of Time on the dependent variable of interest, restricted 
to be the same for all individuals (fixed-effect) 
• &/' represents the effect of Treatment on the dependent variable of interest, 
restricted to be the same for all individuals (fixed- effect) 
• )'# represents the group-level deviation from the overall mean, here a particular 
individual’s deviation from the overall mean 
•  *"# represents the residual, or the difference between a particular time score and 
the individual’s regression line on the dependent variable of interest (Robson & 
Pevalin, 2016; Snijders & Bosker, 2012). 
Dependent upon whether the above model resulted in a significant reduction in the 
variance in the model, the decision was made to pursue additional multilevel models to 
help describe the between group (individual) variation in the dependent variable scores 
(Robson & Pevalin, 2016). In light of prior research (e.g., Engel, 2015), I began by 
changing the level-one fixed time variable in the model to a random slope, thereby 
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changing the model from a random intercept model to a random coefficient model. 
Hence, the multilevel equation can now be represented as:  Y"# = 	&' + &+,-.*+"# + &/,0*12.*32/"# + )'# + )+#,-.*+"# + *"#  (Model 3) 
where:  
• &' represents the overall mean of the dependent variable of interest (e.g., 
Curiosity) across all groups  
• &+ represents the average effect of Time on the dependent variable of interest 
across all groups 
• &/ represents the average effect of Treatment on the dependent variable of interest 
across all groups  
• )'# represents the group-level (individual) deviation from the overall mean 
• )+# represents the deviation between each individual’s slope for Time from the 
average slope for Time 
• *"# represents the residual, or the difference between an individual student’s score 
at one Time point and the overall average individual regression line on the 
dependent variable of interest (Robson & Pevalin, 2016; Snijders & Bosker, 
2012). 
In order to further explain the within-time (Level-1) variation in the model, I explored 
adding a time x treatment interaction explanatory variable to the model via two models—
one wherein all slopes were fixed, and one wherein, like Model 3, the time slope was 
allowed to vary.  
Accordingly, Model 4 can be represented as follows:  
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Y"# = 	&' + &+,-.*+"# + &/,0*12.*32/"# + &4,0*12.*324"#×,-.*4"# + )'# + *"#  (Model 4)           
where:  
• &' represents the overall mean of the dependent variable of interest (e.g., 
Curiosity) across all groups  
• &+ represents the average effect of Time on the dependent variable of interest 
across all groups 
• &/ represents the average effect of Treatment on the dependent variable of interest 
across all groups  
• &4 represents the interactive effect of Treatment and Time on the dependent 
variable of interest  
• )'# represents the group-level (individual) deviation from the overall mean 
• *"# represents the residual, or the difference between an individual student’s score 
at one Time point and the overall average individual regression line on the 
dependent variable of interest (Robson & Pevalin, 2016; Snijders & Bosker, 
2012). 
Accordingly, I also ran a random coefficient model including the interaction between 
time and treatment and a random coefficient for time. The model can be represented as 
follows:  Y"# = 	&' + &+,-.*+"# + &/,0*12.*32/"# + &4,0*12.*324"#×,-.*4"# + )'# + )+#,-.*+"# + *"#     
 (Model 5)                   
where:  
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• &' represents the overall mean of the dependent variable of interest (e.g., 
Curiosity) across all groups  
• &+ represents the average effect of Time on the dependent variable of interest 
across all groups 
• &/ represents the average effect of Treatment on the dependent variable of interest 
across all groups  
• &4 represents the interactive effect of Treatment and Time on the dependent 
variable of interest  
• )'# represents the group-level deviation from the overall mean 
• )+# represents the deviation between each individual’s slope for Time from the 
average slope for Time 
• *"# represents the residual, or the difference between an individual student’s score 
at one Time point and the overall average individual regression line on the 
dependent variable of interest (Robson & Pevalin, 2016; Snijders & Bosker, 
2012). 
Finally, I performed likelihood ratio tests between nested models in order to 
examine whether changes between models resulted in significant improvements to the 
models (Robson & Pevalin, 2016; Snijders & Bosker, 2012).  
 Subsequently, I ran the same sequence of five models in three other variations. 
First, I added in three Level-2 categorical covariates—grade, gender, and race—in order 
to assess whether the addition of these variables helped to explain further significant 
variation within the models. The reference categories for each variable were freshmen, 
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males, and White students, respectively. Next, I ran the models with teachers’ self-
reported fidelity of implementation score in place of the treatment variable. The same 
demographic variables were included in the models. Finally, I ran the models with 
teachers’ self-reported dosage score in place of the treatment or fidelity variable. The 
same demographic variables were again included in the models. In all variations, 
likelihood ratio tests between the nested models were performed in order to examine 
which model resulted in best fit (Robson & Pevalin, 2016).  
Path Models 
 Next, I utilized multi-group structural equation path modeling in order to examine 
the potential relationships between curiosity, cognitive engagement, achievement 
efficacy, and academic self-regulatory efficacy over the course of one school year, and, in 
addition, the potential impact of a question-brainstorming intervention on these 
relationships.  
As noted above, I predicted that the QFT intervention would impact the direct and 
indirect effects between curiosity, cognitive engagement, achievement efficacy, and 
academic self-regulatory self-efficacy. Although I entered the study with certain 
hypotheses, my analyses were primarily exploratory in nature. Therefore, I built a series 
of multi-group structural equation path models in order to test whether the observed 
structural paths and means differed between intervention groups. The series of models 
included the averaged observed scores for curiosity, cognitive engagement, achievement 
efficacy, and academic self-regulatory efficacy across three waves (Time 1, Time 2, and 
Time 3). Data analysis occurred in two stages—models were first run individually within 
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intervention groups in order to establish baseline T1-T3 structural models of best fit, and 
then T1-T3 group models were combined in order to allow for multi-group structural 
invariance testing.  
During stage one of analysis, to establish the baseline models, I conducted a series 
of χ/ difference tests analyzing whether the addition or deletion of direct and indirect 
paths between the four variables of interest significantly improved or deteriorated model 
fit. In accordance with recommendations from Byrne (2012), in stage two of data analysis 
the baseline T1-T3 models from stage one were then combined into one in order to 
conduct a series of invariance tests; these tests aimed to establish which form of 
invariance could potentially be met across the two intervention groups (fall and spring). 
Four forms of invariance were tested: configural invariance, the weakest form of 
invariance wherein only the model form is held invariant across groups, metric 
invariance, wherein the structural paths were held constant between groups, metric and 
covariance invariance, wherein both the structural paths and variances were held 
constant, and scalar invariance, wherein the intercepts are held constant across groups 
(Acock, 2013; Byrne, 2012; Kline, 2015).  
Based on guidelines from several scholars (Brown, 2015; Hu and Bentler 1999; 
Kline, 2015), the path models were assessed for goodness of fit based on their 
comparative fit index (CFI, 0.95), Tucker-Lewis Index (TLI, 0.95), standardized root 
means square residual (SRMR, 0.08), and their root mean square error of approximation 
(RMSEA, 0.06). In accordance with Acock’s (2013) and Kline’s (2015) 
recommendations, CFI and TLI values above 0.90 and SRMR and RMSEA values below 
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.10 were considered consistent with acceptable model fit. In addition, the residual error 
terms of the exogenous variables were correlated in each model. Per Acock’s (2013) 
recommendations, missing data was estimated using maximum likelihood estimation.  
Qualitative Analyses   
As noted above, teachers were asked within their teacher fidelity of 
implementation checks to give feedback regarding their use and the results of the QFT in 
their classroom (e.g., “What did you observe about students’ questions and curiosity?”). 
In addition, field observations of the QFT process were recorded in 17 classrooms, for a 
total of 31 separate observations. Both of these sources of qualitative data were coded 
drawing on Braun and Clarke’s (2013) Thematic Analysis approach to qualitative 
analysis, which allows for both etic (top-down) and emic (bottom-up) coding (Maxwell, 
2013). Data were coded and analyzed in MAXQDA 12.  
Specifically, working from a top-down approach, my goal with this data was to 
explore the role of the eight elements of fidelity of implementation (Durlak, 2016a, 
2016b) in fostering curiosity and its associated character strengths. As the teacher fidelity 
of implementation survey included several five-point Likert-scale survey questions (e.g., 
“not very often” to “very often”) that directly touched on teachers’ fidelity of 
implementation, I first began by calculating the proportions of teachers who gave each 
answer for each question in order to have a better sense of how teachers reported 
implementing the QFT in their classrooms. In line with a suggestion from Miles, 
Huberman, & Saldaña (2014), in Chapter 4 I report these analyses in line with my 
qualitative findings in order to provide broader context for the study’s qualitative themes.  
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I then began by creating a list of provisional etic themes focused on broadly 
capturing these eight areas of fidelity and related literature (e.g., fidelity, adaptation, 
responsiveness, professional development; Durlak, 2016a, 2016b) as well as my nine 
thinking dimensions (e.g., curiosity, cognitive engagement) or parts of the QFT process 
(e.g., Qfocus). I then proceeded to code the data in broad portions via applying this list; 
that is, this step was focused mostly on descriptive coding capturing these broad themes 
within the data (Miles, Huberman & Saldaña, 2014).  
As I engaged in coding for these broad themes, I also engaged in open coding 
(Charmaz, 2006) for “emic themes” through noticing common emergent patterns within 
the data itself. For example, within the teacher observations, I started to see students and 
teachers consistently reminding each other “no judging!” (i.e., one of the QFT’s four 
rules). As such patterns arose, I gave these passages their own code, relying on “in vivo” 
coding when possible in order to stay close to the data and reduce researcher bias (Miles, 
Huberman & Saldaña, 2014). If subsequent areas of the data fit into previous emic codes, 
I would then code those instances with the same emic code. Alternatively, I also revised 
emic codes as new patterns emerged. For example, the initial “no judging!” in-vivo code 
subsequently became “no judging- student reminding” and “no judging- teacher 
reminding” as I consistently saw the two patterns in the data.  
As is to be expected with qualitative data (Braun & Clarke, 2013; Maxwell, 2013) 
the process of coding top-down and bottom-up was an iterative process. Thus, I engaged 
in constant comparative analysis (Charmaz, 2006; Glaser & Strauss, 1967), with the 
creation of emic codes requiring me to selectively return to the areas that I had previously 
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coded with broad themes to see if data now fit one of my new emic themes. For example, 
although I initially coded the teacher survey data with broad character strengths (e.g., 
curiosity, divergent ideation), my later coding revealed patterns describing “lack of” or 
“difficulties with” regarding the various character strengths. Therefore, previously un-
coded character areas were re-coded with more specific descriptors.  
Once the data was populated with both broader etic themes as well as more 
bottom-up, emic themes, I then used the “code relations browser” function in MAXQDA 
12 in order to assess which relationships in the data were most prominent, thereby 
allowing me to confirm broad patterns within the data between emic and etic themes 
(Miles, Huberman and Saldaña, 2014).  I used the code relations browser to populate the 
most prominent themes into conceptually clustered matrices, wherein major themes and 
participants are united in a single matrix (Maxwell, 2013; Miles, Huberman and Saldaña, 
2014). The matrices allowed me to further assess the overall relationships within my 
themes, and, moreover, to see if aspects of fidelity were related to character outcomes as 
anticipated. From this exercise, I wrote narrative description draft memos wherein I was 
able to explore the different ways in which the theme emerged within the data (Miles, 
Huberman, and Saldaña, 2014). As is common in convergent mixed-methods designs, 
validity of the qualitative results was assessed via triangulation with the study’s 
quantitative analyses (Creswell, 2014).  
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Chapter 4 
 
Results 
 
 The study’s analyses revealed several key findings. First, the CFA analyses 
indicated that a good measurement model could not be established for the open-
mindedness measure, and therefore this measure was dropped from the study. For the 
multilevel modeling analyses, only an overall positive treatment effect was found for 
curiosity. However, when fidelity-by-time and dosage-by-time interactions were 
considered in the models, positive effects were found for divergent evaluation, divergent 
ideation, cognitive engagement, emotional engagement, and self-regulatory efficacy. The 
multi-group path models demonstrated a number of complex relationships between the 
four included variables, most strikingly revealing that cognitive engagement was a main 
predictor of all variables at both T1 and T2, whereas curiosity did not serve a significant 
role in predicting the other variables in the model. The path model again indicated an 
overall positive treatment effect for curiosity, and overall negative treatment effects for 
cognitive engagement and self-regulatory efficacy. Finally, the qualitative analyses 
indicated that three main aspects of fidelity of implementation were most salient for the 
teachers and within observations: student responsiveness to the QFT, adaptations to the 
intervention, and the need for additional professional development. I review each of these 
results in more depth below.   
Descriptive Statistics 
 
The descriptive statistics (mean, standard deviations) of the measured constructs 
are presented in Table 4 broken up by intervention group (fall versus spring). The 
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correlations amongst the variables are presented in Appendix D. The descriptive statistics 
(mean, standard deviation) of the teacher fidelity-of-implementation variables are 
presented in Table 5.  
 
Table 4. Means and standard deviations of the study variables by treatment group  
    Intellectual 
Curiosity 
Open-Mindedness Divergent 
Thinking-Ideation 
 N1 N2 N3 T1 T2 T3 T1 T2 T3 T1 T2 T3 
Fall 1637 1493 1366 3.58 
(.65) 
3.65 
(.68) 
3.65 
(.68) 
3.42 
(.48) 
3.43 
(.49) 
3.43 
(.47) 
3.49  
(.51) 
3.46  
(.54) 
3.41 
(.54) 
Spring 511 552 577 3.54 
(.66) 
3.52 
(.67) 
3.59 
(.66) 
3.33  
(.47) 
3.36 
(.48) 
3.37 
(.50) 
3.52  
(.55) 
3.50  
(.55) 
3.43 
(.55) 
All 
 
2148 2045 1943 3.58  
(.65) 
3.61 
(.68) 
3.63 
(.67) 
3.40 
(.48) 
3.41  
(.49) 
3.41 
(.48) 
3.50 
(.52) 
3.47 
(.54) 
3.42 
(.54) 
 
 
 
    Divergent 
Thinking-
Evaluation 
School 
Engagement-
Emotional 
School 
Engagement-
Cognition 
 N1 N2 N3 T1 T2 T3 T1 T2 T3 T1 T2 T3 
Fall 1637 1493 1366 3.44 
(.47) 
3.43 
(.51) 
3.44 
(.51) 
3.56 
(.60) 
3.47 
(.66) 
3.46 
(.70) 
3.75  
(.46) 
3.68  
(.49) 
3.65 
(.51) 
Spring 511 552 577 3.44 
(.47) 
3.39 
(.50) 
3.35 
(.51) 
3.48  
(.62) 
3.48 
(.64) 
3.42 
(.68) 
3.70  
(.52) 
3.66  
(.52) 
3.60 
(.54) 
All 
 
2148 2045 1943 3.44 
(.47) 
3.42 
(.51) 
3.41 
(.51) 
3.54 
(.60) 
3.48  
(.65) 
3.45 
(.69) 
3.74 
(.47) 
3.67 
(.50) 
3.63 
(.52) 
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    School 
Engagement-
Behavioral 
Self-Efficacy-
Academic 
Self-Efficacy-
Self-Regulation 
 N1 N2 N3 T1 T2 T3 T1 T2 T3 T1 T2 T3 
Fall 1637 1493 1366 4.43 
(.47) 
4.32 
(.55) 
4.19 
(.64) 
4.50 
(.43) 
4.54 
(.44) 
4.53 
(.50) 
4.07  
(.60) 
4.02  
(.67) 
4.02 
(.70) 
Spring 511 552 577 4.40 
(.57) 
4.33 
(.57) 
4.22 
(.64) 
4.42  
(.50) 
4.46 
(.49) 
4.45 
(.54) 
3.99  
(.69) 
4.03  
(.69) 
3.93 
(.75) 
All 
 
2148 2045 1943 4.42  
(.49) 
4.32 
(.56) 
4.20 
(.64) 
4.48 
(.45) 
4.52  
(.45) 
4.50 
(.51) 
4.05 
(.62) 
4.03 
(.68) 
3.99 
(.71) 
 
 
Table 5. Means and standard deviations of teacher fidelity-of-implementation variables 
 N Time 1 Time 2 Time 3 
Fidelity Avg 37 . 3.62 (.77) 
3.79 
(.61) 
Dosage Avg  37 0 2 (.55) 
2.19 
(.66) 
 
 
Confirmatory Factor Analysis Results  
 
 Below, I report on the results of two of the eight confirmatory factor models run 
on the study constructs—curiosity, and open-mindedness. Similar confirmatory factor 
models were run for the other variables within the study. Fit statistics are available for 
these models in Appendix C. As can be seen below, although good model fit was found 
for the curiosity measurement model, no model of acceptable fit could be found for the 
open-mindedness data. Therefore, this construct was not pursued in additional analyses.  
Curiosity  
  
Table 6 below outlines the eight items included on the curiosity measure. For 
goodness-of-fit indices from the curiosity CFA analyses, refer to Table 7. 
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Table 6. Curiosity scale questions (Park & Peterson, 2005) 
Item  Question/Statement 
20* I don’t have many questions about things 
21 I am interested in all kinds of things 
22 I am curious about how things work  
23 I always want to know more about things 
24 I ask questions all the time 
25 I am always curious about people places or things I don’t know about  
26 I always have many questions about things  
27* I am not curious about things  
Note: Items with an * indicate that items should be reverse scored. Two parcels created: 
curparcelcur (curiosity22, curiosity25, and curiosity27), curparcelquest (curiosity20, 
curiosity24, and curiosity26) 
 
 
Table 7. Curiosity model fit statistics 
 7/ d.f. RMSEA CFI TLI SRMR 
Model 1- T1 All 988.45 20 0.150 0.818 0.745 0.077 
Model 2- T1 parceled  2.125 2 0.005 1.000 1.000 0.005 
Model 3- T2 all 1176.06 20 0.169 0.821 0.750 0.080 
Model 4- T2 parceled 1.867 2 0.000 1.000 1.000 0.004 
Model 5- T3 All 1277.86 20 0.180 0.806 0.728 0.086 
Model 6- T3 parceled  1.815 2 0.000 1.000 1.000 0.005 
Note: *p<.05, **p<.01, ***p<.001 
 
I began by running an unrestricted baseline model loading T1 curiosity20 (reverse 
coded), curiosity 21, curiosity 22, curiosity23, curiosity24, curiosity25, curiosity26, and 
curiosity27 (reverse coded) onto the latent factor of “Curiosity.” The goodness of fit 
indices of the baseline model for the curiosity latent construct suggested that the model 
did not fit the data well.  Inspection of the modification indices indicate a number of 
areas of ill-fit (e.g., largest modification index &	= 562.58 between curiosity24 and 
curiosity26) All freely estimated unstandardized parameters were statistically significant 
(ps<.05).  
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Based on the poor goodness of fit and large modification indices, the model was 
revised. In line with Acock (2013) and Little’s (2013) recommendations, we chose to 
move forward with parceling the curiosity items based on theory predicated sets. 
Parceling involves assigning items to a set, and then averaging a mean score for each set 
of items. The parceled mean score is then used as the observed variable moving forward 
in the model. As Acock (2013) noted, parceling balances out the individual sources of 
error in a model and therefore often allows for a better fitting model (see also Brown, 
2015). Accordingly, I moved forward with the creation of two parcels based on theory: 
curparcelcur, which included all questions that specifically related to curiosity 
(curiosity22, curiosity25, and curiosity27), and curparcelquest, which included all 
questions that specifically related to questioning (curiosity20, curiosity24, and 
curiosity26); curiosity21 and curiostiy23 were left as independent questions as they did 
not fit either set. This second model produced excellent fit to the data (see Table 7).	 
I repeated this procedure with the Time 2 curiosity data. The same baseline, 
unrestricted model was run and, as expected, the goodness-of-fit indices suggested that 
the model did not fit the data well. In line with the procedure above, I ran the model with 
the same curiosity parcels for the Time 2 data and found excellent fit for the model (see 
Table 7). I completed the same procedure with the Time 3 data, and again found poor 
model fit for the unrestricted baseline model. In line with Time 1 and Time 2, I then 
parceled the data using the aforementioned parcels, and ran the model again with the 
Time 3 variables. As with Time 1 and 2, the goodness-of-fit indices suggested excellent 
model fit for this model (see Table 7). Based on this information, I established the 
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following as the best fitting measurement model for curiosity: curparcelcur, 
curparcelquest, curiosity21 and curiosity23.  
Open-Mindedness 
 
As noted, as the CFA models for the open-mindedness scale proved problematic, I 
review its fit statistics more in depth here.  Table 8 below outlines the seven items 
included on the open-mindedness measure. For goodness-of-fit indices from the open-
mindedness CFA analyses, refer to Table 9. 
 
Table 8. Open-mindedness scale questions (Haran et al., 2013)  
Item Question/Statement 
28 Allowing oneself to be convinced by an opposing argument is a sign of good 
character 
29 People should take into consideration evidence that goes against their beliefs  
30 People should revise their beliefs in response to new information or evidence  
31* Changing your mind is a sign of weakness 
32* Intuition is the best guide in making decisions 
33* It is important to persevere in your beliefs even when evidence is brought to 
bear against them  
34* One should disregard evidence that conflicts with one’s established beliefs  
Note: Items with an * indicate that items should be reverse scored. Three parcels were 
created:  openparcelchange (open28 and open 31, reversed), openparcelevidpos (open29 
and open30), and openparcelevidneg (open33, reversed, and open34, reversed) 
 
 
  
  
117 
Table 9. Open-Mindedness model fit statistics 
 7/ d.f. RMSEA CFI TLI SRMR 
Model 1- T1 all 233.78 14 0.087 0.854 0.781 0.049 
Model 2- T1 parceled  33.020 2 0.086 0.949 0.848 0.030 
Model 3- T1 parcel cov. -- - --- -- --- --- 
Model 4- T1 partial parcel 108.36 5 0.099 0.854 0.709 0.045 
Model 5- T1 partial & cov.  32.20 4 0.058 0.960 0.901 0.030 
       
Model 6- T2 all 445.52 14 0.123 0.760 0.639 0.069 
Model 7- T2 parceled  37.007 2 0.093 0.942 0.826 0.033 
Model 8- T2 parceled cov -- -- -- -- -- -- 
Model 9- T2 partial parcel 190.32 5 0.135 0.763 0.526 0.065 
Model 10a- T2 partial & neg  -- -- -- -- -- -- 
Model 10b- T2 partial & pos -- -- -- -- -- -- 
       
Model 11- T3 All 633.27 14 0.152 0.678 0.516 0.091 
Model 12- T3 parceled  120.57 2 0.175 0.828 0.484 0.062 
Model 13- T3 parceled cov -- -- -- -- -- -- 
Model 14- T3 partial parcel 287.41 5 0.171 0.693 0.386 0.090 
Model 15a- T3 partial & neg -- -- -- -- -- -- 
Model 15b- T3 partial & pos -- -- -- -- -- -- 
Note: *p<.05, **p<.01, ***p<.001 
 
I began by running an unrestricted baseline model (Model 1) loading T1 open28 
open29 open30 open31 (reversed) open 32 (reversed) open 33 (reversed) and open34 
(reversed) onto the latent factor of “Open.” Although some fit indices proved acceptable 
(e.g., SRMR= 0.049), overall the goodness of fit indices suggested that the model did not 
fit the data well (see Table 9). Inspection of the modification indices indicated some areas 
of poor fit (e.g., largest modification index	&	= 49.35 between open30 and open34 
(reversed)). The freely estimated unstandardized path between open32 (reversed) and the 
latent factor “Open” was not statistically significant (p = 0.469). All other freely 
estimated unstandardized parameters were statistically significant (ps<.05).  
Based on the poor goodness-of-fit, the model was revised. As described above, 
based on theory-predicated assumptions, I parceled open-mindedness into 
  
118 
openparcelchange (open28 and open 31, reversed), as both statements deal with changing 
one’s mind, openparcelevidpos (open29 and open30), as both are positively voiced 
statements about revising beliefs based on evidence, and openparcelevidneg (open33, 
reversed, and open34, reversed), as both are negatively valenced statements regarding the 
consideration of evidence. Statement open32 was left independent.  Inspection of 
goodness-of-fit indices for Model 2 suggested that this model only had partial acceptable 
fit with the data (see Table 9). The path for Open32 (reversed) remained not statistically 
significant (p = 0.145). All other freely estimated unstandardized parameters were 
statistically significant (ps<.05). I considered rerunning the model dropping the non-
significant open32 to see if this improved model fit, but this made the model just-
identified and therefore model fit could not be assessed (Acock, 2013; Brown, 2015). 
However, examination of the modification indices indicated significant covariances 
between openparcelevidneg and items open32 and openparcelchange, and the same 
relationship between openparcelevidpos and these items. As all of the parcels have to do 
with changing one’s mind in some manner, the decision was made to rerun the model 
with a covariance specified between openparcelchange and openparcelevidneg as well as 
between openparcelchange and openparcelevidpos (Model 3). This model did not 
converge.  
Further inspection of the modification indices from Model 1 found that a strong 
covariance between items open28 and open31 was not specified, whereas there were 
significant modification indices for both the openparcelevidpos as well as the 
openparcelevidneg relationships. Accordingly, I reran the model re-specified as open28, 
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open31 (reversed), openparcelevidpos, openparcelevidneg, and open32 (reversed) 
(Model 4). Again, inspection of goodness-of-fit indices for Model 4 suggested that this 
model only had partial acceptable fit with the data (see Table 8). Examination of the 
modification indices indicated significant areas of ill-fit (e.g., between open28 and 
openparcelevidpos = 64.422). As before, all freely estimated unstandardized parameters 
were statistically significant (ps<.05) except for open 32 (reversed) (p = 0.217). 
Subsequently, the model was re-specified allowing for the covariance between open28 
and openparcelevidneg (Model 5), given the overlapping nature of the ideas of being 
convinced by an argument verses being convinced by evidence. Inspection of the 
goodness-of-fit statistics indicated that this model had good-fit with the data (see Table 
8). In this model, all freely estimated unstandardized parameters were statistically 
significant (ps<.05. However, inspection of the standardized parameter estimates 
indicated that both open32, reversed (b=.06) and open31, reversed (b = .23) had very 
weak relationships with the latent factor of “open-mindedness.” All other standardized 
parameters had acceptable loadings (bs>.04; Acock, 2013).  
I repeated this procedure with the Time 2 open-mindedness data. The same 
baseline, unrestricted model was run and, as expected, the goodness-of-fit indices 
suggested that the model did not fit the data well (Model 6; see Table 8). As above, all 
freely estimated unstandardized parameters were statistically significant (ps<.05) except 
for open 32 (reversed) (p = 0.101). In line with the procedure above, I then ran the model 
with the same open-mindedness parcels for the Time 2 data and found partial acceptable 
fit for the model (Model 7; see Table 8), with all freely estimated unstandardized 
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parameters significant (ps<.05). As above, I inspected the modification indices for areas 
of ill fit, which suggested that adding a covariance between the openparcelchange and 
openparcelevidpos error terms (disturbances) would reduce the c2 statistic by 36.471. 
Alternatively, specifying a covariance between the error terms of the openparcelevidneg 
parcel and open32 (reversed) would reduce the c2 statistic by 36.470. Given that both 
parcels deal with changing one’s mind, a covariance between the two parcels is justified, 
yet a model specifying this covariance would not converge (Model 8). Adding a 
covariance between the error term for open32 (reversed) and openparcelevidneg was not 
theoretically justifiable, and therefore this model was not specified.  
As above, the modification indices from Model 6 did not suggest a significant 
covariance between open28 and open 31 (reversed). Accordingly, I reran the model re-
specifying openparcelchange as open28 and openR31 (Model 9). As the Models 7 and 8 
were not nested within one another, a c2 difference test was not possible to test for 
significant differences between the models (Brown, 2015). Yet, examination of the 
goodness-of-fit statistics suggests that Model 9 did not improve model fit (see Table 9). 
Given that the two highest modification indices were between open28 and 
openparcelevidneg (128.93) and open28 and openparcelevidpos (160.37), I re-specified 
the model allowing for the covariance between open28 and openparcelevidneg in order to 
replicate the model found in Time 1 (Model 10). This model did not converge, nor did a 
model specifying a covariance with openparcelevidpos.  
I repeated the same procedures with the Time 3 open-mindedness data. The same 
baseline, unrestricted model was run and, as expected, the goodness-of-fit indices 
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suggested that the model did not fit the data well (Model 6; see Table 8). Accordingly, I 
ran the model with the same open-mindedness parcels for the Time 3 data and found 
continued poor fit for the model (Model 12; see Table 8), although all freely estimated 
unstandardized parameters were significant (ps<.05).  
I next explored the modification indices of Model 12 for areas of ill-fit. As above, 
the modification indices suggested the addition of a covariance between the error terms 
of openparcelchange and openparcelevidpos or between openparcelevidneg and open32 
(reversed). Both paths would reduce the model c2 by 103.14. As only the addition of the 
covariance between the parcels was theoretically justified, I added this covariance path to 
the model. Again, this model did not converge.  
As in Time 1 and Time 2, Model 11 did not suggest a covariance between open28 
and open31 (reversed). Accordingly, I reran the model without these terms parceled 
(Model 13). As the models were not nested, a c2 difference test was not possible (Brown, 
2015), but, again, examination of the goodness-of-fit statistics does not suggest improved 
model fit (see Table 8). Inspection of the modification indices suggested a covariance 
between open28 and openparcelevidpos (△ c2 =	199.25) and open28 and 
openparcelevidneg (△ c2 =	96.12). Both models were specified—neither converged.  
Given that I was unable to find a reliable measurement model for the open-
mindedness data across all three waves of data, I did not proceed with analyzing the 
open-mindedness data for the purposes of this study.  
Multilevel Modeling Results 
 For the full write-up of the study’s multilevel modeling results, see Appendix E. 
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Here, I discuss the results from the most significant models investigating the impact of 
treatment, fidelity, and dosage on the study’s variables; the significant models were 
determined based on a series of likelihood ratio tests examining significant log likelihood 
change between models (Robson & Pevalin, 2016).  
Curiosity 
 The curiosity models revealed a significant positive treatment effect, with 
treatment associated with a .07-point increase in curiosity. In addition, there was a 
significant fidelity-by-time interaction, with high fidelity implementation associated with 
a positive slope and low fidelity implementation associated with a negative time slope. 
Finally, no significant dosage effect was found for curiosity. Each model is described in 
more detail below.  
A series of likelihood ratio tests found the best treatment model to be the random 
coefficient model (Model 3.1.1). This model found the mean curiosity score for male, 
White, Caucasian students at Time 0 who received zero doses of the QFT to be 3.507.  
For this model, time, race, and gender were found to have non-significant fixed effects, 
whereas treatment had a significant positive effect on curiosity (p<.001). After 
controlling for the other variables in the model, treatment with the QFT was associated 
with a .07-point increase in curiosity (Cohen’s D = .11). In addition, juniors and seniors 
were significantly higher in curiosity than their freshman peers, with juniors .076 points 
higher in curiosity (p<.05), and seniors .123 points higher than freshman in curiosity 
(p<.01), on average.  
In addition, large variation was found within Model 3.1.1. The standard deviation 
  
123 
of the random intercept was .545 (p<.001), indicating that 95% of individuals would be 
expected to have an intercept between 2.44 and 4.58. Furthermore, the model indicated 
variation in individuals’ growth (sd = .123, p<.001), indicating that 95% of individuals 
would be expected to have a time slope between -.245 and .237. The addition of the 
covariates to the model (treatment, time, etc.) explained 10.99% of the within-group 
residual variance in the model (Brown, personal communication, 2015).   
A series of likelihood ratio tests found the best fidelity model to be the random 
coefficient model with fidelity by time interaction (Model 5.1.2). This model found a 
significant interaction between time and self-reported fidelity (p = 0.006). Assuming a 
freshman, male, Caucasian student (the reference groups), the model found that for every 
unit increase in time, the effect of teacher fidelity increases by .066. Accordingly, a 
positive time slope was found for those students who received high fidelity 
implementation, whereas a negative time slope was found for those who received low 
fidelity implementation (see Figure 2). In addition, at time 0, a one unit increase in 
teacher fidelity was not significantly associated with a .061 decrease in curiosity (p = 
.095). Furthermore, when teacher fidelity was 0, a one unit increase in time was 
associated with a .025 unit decrease in student curiosity (p = .004).  
Examination of the random parameters indicated non-significant within (sd = .30) 
and between-group (sd = .77) variation. Based on these values, 95% of individuals would 
be expected to have an intercept between 2.26 and 5.27 and a random slope between -
0.85 and .35. Given the strong negative correlation (r = -.649) between the mixed random 
slopes and intercepts, this suggests a “fanning in” effect; that is, on average, students with 
  
124 
the highest intercepts had the steepest negative slopes, whereas those with the lowest 
intercepts had the steepest positive slopes. As this correlation is non-significant, though, 
no formal pattern can be established (Robson & Pevalin, 2016). The addition of the 
covariates to the model explained 41.3% of the within-group residual variation (Brown, 
personal communication, 2015). 
 
 
Figure 2. Teacher self-report by time interaction on curiosity average score.  
 
 A series of likelihood ratio tests found the best dosage model to be the random 
intercept model (Model 2.1.3). This model found the mean curiosity score for male, 
White, Caucasian students at Time 0 who received zero doses of the QFT to be 3.55. 
Time and dosage did not demonstrate significant fixed effects within the model (ps>.05). 
However, juniors and seniors demonstrated significantly higher curiosity than their 
freshman peers, with juniors 0.112 points higher on average (p<.01) and seniors 0.127 
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points higher on average (p<.01). No other demographic effects were significant within 
the model. Aligned with previous results, there was higher between-group variation (sd = 
.56) than within-group variation (sd = .36), with an ICC of .705 indicating that 70.5% of 
the variation in curiosity can be attributed to differences between individuals. The results 
indicated that 95% of individuals would be expected to have an intercept between 2.45 
and 4.64. The addition of the covariates to the model explained 11.2% of the within-
group residual error (Brown, personal communication, 2015).  
Divergent Evaluation  
For divergent evaluation, no significant treatment or fidelity effects were found. 
Time, though, significantly decreased over the course of the semester. In addition, a 
significant dosage effect was found, with students who received high dosage 
implementation increasing in divergent evaluation and those who received low dosage 
implementation decreasing in divergent evaluation. Each significant model is covered, in 
turn, below.  
A series of likelihood ratio tests found the best treatment model to be the random 
coefficient model (Model 3.2.1). This model found the mean divergent evaluation score 
for male, White, Caucasian students at Time 0 who received zero doses of the QFT to be 
3.54. Time was significant in the model (p<.05), with a one semester increase in time 
associated with a 0.023-point decrease in divergent evaluation. Treatment was not 
significant within the model. Sophomores and seniors demonstrated lower divergent 
evaluation than their freshman peers, with sophomores 0.051-points lower on average 
(p<.05) and seniors 0.109-points lower on average (p<.001). In addition, Asian-American 
  
126 
students demonstrated significantly higher scores on divergent evaluation than their white 
peers (0.132-points, p<.001), whereas Multi-racial students demonstrated significantly 
lower divergent evaluation than their White peers (-0.099-points, p<.01). Female students 
also demonstrated significantly lower divergent evaluation than male students (-0.0995, 
p<.001).  
In addition, variation was found within the model. The standard deviation of the 
random intercept was .345 (p<.001), indicating that 95% of individuals would be 
expected to have an intercept between 2.86 and 4.21. Furthermore, the model indicated 
variation in individuals’ growth (sd = .107, p<.001), indicating that 95% of individuals 
would be expected to have a time slope between -.233 and .186. The addition of 
covariates to the model (treatment, time, etc.) explained 11.02% of the within-group 
residual variance in the model (Brown, personal communication, 2015).   
A series of likelihood ratio tests found the best fidelity-of-implementation model 
to be the random intercept model (Model 2.2.2). This model found the mean divergent 
evaluation score for male, White, Caucasian students at Time 0 who received zero doses 
of the QFT to be 3.57. Time and teacher fidelity did not demonstrate significant fixed 
effects within the model (ps>.05). However, seniors demonstrated significantly lower 
divergent evaluation than their freshman peers, with seniors 0.121-points lower than 
freshmen students, on average (p<.001). Asian-American students demonstrated 
significantly higher divergent evaluation than their White peers (0.144-points, on 
average; p<.001), whereas multi-racial students demonstrated significantly lower 
divergent evaluation than White students (0.129-points, on average; p<.01). In addition, 
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female students demonstrated significantly lower divergent evaluation than males 
(0.9044-points, on average; p<.001). Aligned with previous results, there was slightly 
higher between-group variation (sd = .401) than within-group variation (sd = .305), with 
an ICC of .633 indicating that 63.3% of the variation in divergent evaluation can be 
attributed to differences between individuals. Furthermore, the results indicated that 95% 
of individuals would be expected to have an intercept between 2.78 and 4.36. The 
addition of covariates to the model explained 17.10% of the within-group residual 
variance in the model (Brown, personal communication, 2015).   
A series of likelihood ratio tests found the best dosage model to be the random 
intercept model with dosage by time interaction (Model 4.2.3). This model found a 
significant interaction between time and self-reported teacher dosage (p = 0.036). 
Assuming a freshman, male, Caucasian student (the reference groups), the model found 
that for every unit increase in time, the effect of teacher dosage increases by .0570. 
Accordingly, a positive time slope was found for those students who received high 
dosage implementation, whereas a negative time slope was found for those who received 
low dosage implementation (see Figure 3). In addition, at time 0, a one unit increase in 
teacher dosage was associated with a .104 unit decrease in divergent evaluation (p = 
.029). Furthermore, when teacher dosage was zero, a one unit increase in time was 
associated with a .140 unit decrease in student divergent evaluation (p = .016). Similar 
demographic effects were again found: sophomores (p<.05) and seniors (p<.001) 
demonstrated significantly lower divergent evaluation than freshmen, Asian-American 
students demonstrated higher divergent evaluation (p<.001), whereas Multi-Racial 
  
128 
students demonstrated significantly lower divergent evaluation than White students 
(p<.01), and female students demonstrated lower divergent evaluation than male students 
(p<.001).  
Examination of the random parameters indicated within (sd = .306) and between-
group (sd = .401) variation, with an ICC of .633 indicating that 63.3% of variation is 
attributable to between individual effects. Furthermore, 95% of individuals would have 
an intercept between 2.97 and 4.54. The addition of covariates to the model explained 
17.10% of the within-group residual variance in the model (Brown, personal 
communication, 2015).   
 
Figure 3. Dosage by time interaction for divergent evaluation.  
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Divergent Ideation  
For divergent ideation, no significant treatment or fidelity effects were found. 
Time was significant, with divergent ideation decreasing over the course of the semester. 
Conversely, a significant dosage-by-time interaction was found, with students who 
received low dosage having a much steeper decline in divergent ideation over time than 
those who received high dosage. Each model is covered in more detail below.  
A series of likelihood ratio tests found the best treatment model to be the random 
coefficient model (3.3.1). This model found the mean divergent ideation score for male, 
White, Caucasian students at Time 0 who did not receive the QFT to be 3.433. A 
significant time effect was found in the model, with a one semester change associated 
with a 0.0394 decrease in divergent ideation (p<.001). No significant treatment effect was 
found (p>.05). Both sophomores and juniors demonstrated significantly lower divergent 
ideation than freshman, with sophomores 0.0586-points lower on average (p<.05) and 
juniors 0.0656-points lower on average (p<.05). Asian-American students (0.103-points, 
p<.01), African-American students (0.151-points, p<.01), Latino/a (0.156-points, 
p<.001), and Multi-Racial students (0.114-points, p<.01) all demonstrated significantly 
higher divergent ideation, on average, than their White peers. Female students also 
demonstrated significantly higher divergent ideation than males (0.171-points, on 
average; p<.001).  
The standard deviation of 0.395 (p<.001) for the random intercepts indicates that 
95% of individuals would be expected to have an intercept between 2.66 and 4.21. The 
standard deviation of .109 (p<.001) for the random slopes for time indicates that we 
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would expect 95% of individuals to have a time coefficient between -0.253 and 0.174. 
Thus, the small negative correlation (r= 0.125; n.s.) between the random slopes for time 
and the intercept again indicates a very slight “fanning in” effect (Robson & Pevalin, 
2016). However, as the effect is non-significant, no formal pattern can be established. 
The addition of covariates to the model explained 11.54% of the within-group residual 
variance in the model (Brown, personal communication, 2015).   
A series of likelihood ratio tests found the best fidelity-of-implementation model 
to be the random intercept model (Model 2.3.2). This model found the mean curiosity 
score for male, White, Caucasian students at Time 0 who received the QFT with no 
fidelity to be 3.471. Time was significant within the model, with a one unit increase in 
time associated with a .0472 decrease in divergent ideation (p<.001). Teacher self-
reported fidelity was not significantly associated with students’ divergent ideation 
(p>.05). However, again, juniors and seniors demonstrated significantly lower divergent 
ideation than their freshman peers (ps<.05), whereas Asian-American, Latino/a, and 
Multi-Racial students reported significantly higher divergent ideation, on average 
(ps<.05; see Appendix E for full results). Female students also demonstrated significantly 
higher divergent ideation than male students (p<.001). Aligned with previous results, 
there was higher between-group (sd = 0.416) variation than within-group variation (sd = 
0.325), with an ICC of .621 indicating that 62.1% of the variation in divergent ideation 
can be attributed to differences between individuals. The results indicated that 95% of 
individuals would be expected to have an intercept between 2.66 and 4.27. Finally, the 
addition of covariates to the model explained 15.23% of the within-group residual 
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variance in the model (Brown, personal communication, 2015).   
A series of likelihood ratio tests found the best dosage model to be the random 
intercept model with and interaction between time and dosage (Model 4.3.3). This model 
found a significant interaction between time and self-reported dosage (p = 0.032). 
Assuming a freshman, male, Caucasian student (the reference groups), the model found 
that for every unit increase in time, the effect of teacher dosage increases by .0621. 
Accordingly, those students who received low dosages of the QFT had a much steeper 
decline in divergent ideation over the three time points than those who received high 
dosages of the QFT (see Figure 4). In addition, at time 0, a one unit increase in teacher 
dosage was not significantly associated with a 0.0778 decrease in divergent ideation (p = 
.124). However, when teacher dosage was 0, a one unit increase in time was associated 
with a .177 unit decrease in student divergent ideation (p = .004). Similar to above, 
juniors were found to demonstrate significantly lower divergent ideation than freshmen 
(0.0687-points, on average, p<.05). Asian-American, African-American, Latino/a, and 
Multi-Racial students were all found to demonstrate significantly higher divergent 
ideation, on average, than White students (see Appendix E for full results). Female 
students again demonstrated significantly higher divergent ideation than male students 
(0.159-points, on average; p<.001). Examination of the random parameters indicated 
continued within (sd= .33) and between-group (sd= .41) variation. Based on these results, 
95% of individuals would be expected to have an intercept between 2.80 and 4.41. 
Finally, the addition of covariates to the model explained 13.66% of the within-group 
residual variance in the model (Brown, personal communication, 2015).   
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Figure 4. Divergent Ideation Time by Dosage Interaction  
 
Behavioral Engagement  
For behavioral engagement, treatment, fidelity, and dosage were all found to not 
be significantly associated with behavioral engagement. Behavioral engagement did 
significantly decrease with time. Each model is described, in turn, below. 
A series of likelihood ratio tests found the best treatment model to be the random 
coefficient model (3.4.1). On average, White, freshmen male students at Time 0 who had 
not received the QFT reported a behavioral engagement score of 4.550. A non-significant 
treatment effect was found along with a significant negative time coefficient. On average, 
a semester increase in time was associated with a 0.119-point decrease in behavioral 
engagement. All higher grades demonstrated significantly lower behavioral engagement 
than freshmen (ps<.001, see Appendix E). In addition, whereas Asian-American students 
were found to have significantly higher behavioral engagement scores than White 
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students, African-American and Latino/a students demonstrated significantly lower 
behavioral engagement scores than their White peers, on average (see Appendix E for full 
results). Female students were found to demonstrate significantly higher behavioral 
engagement, on average, than male students (0.0409-points; p<.05).  
The standard deviation of 0.160 (p<.001) for the random intercepts indicates that 
95% of individuals would be expected to have an intercept between 4.24 and 4.86. The 
standard deviation of .385 (p<.001) for the random slopes for time indicates that we 
would expect 95% of individuals to have a time coefficient between -0.874 and 0.636. In 
addition, the moderate positive correlation (r= 0.206; p<.01) between the random slopes 
for time and the intercept indicates a slight, significant “fanning out” effect (Robson & 
Pevalin, 2016); that is, on average, individuals with the highest mean behavioral 
engagement scores had the steepest positive slopes for time whereas those with the 
lowest mean behavioral engagement intercepts had the steepest negative slopes for time. 
The addition of covariates to the model explained 30.55% of the within-group residual 
variance in the model (Brown, personal communication, 2015).   
A series of likelihood ratio tests found the best fidelity model to be the random 
coefficient model (Model 3.4.2). This model found the mean behavioral engagement 
score for male, White, Caucasian students at Time 0 who received the QFT with no 
fidelity to be 4.500. Time was significant in the model, with a one unit increase in time 
associated with a .118-point decrease in behavioral engagement (p<.001). Fidelity did not 
demonstrate a significant fixed effect within the model (p = 0.369). However, 
sophomores, juniors, and seniors demonstrated significantly lower behavioral 
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engagement than their freshman peers (see Appendix E). In addition, Asian-American 
student demonstrated significantly higher behavioral engagement than their White peers, 
whereas African-American/Black, Latino/a, and “other” students demonstrated 
significantly lower behavioral engagement than White identifying students (see Appendix 
E for full results). Female students demonstrated significantly higher behavioral 
engagement than their male counterparts. Aligned with previous results, there was higher 
between-group variation (sd = .59) than within-group variation (sd = .26), with an ICC of 
.833 indicating that 83.3% of the variation in behavioral engagement can be attributed to 
differences between individuals. Furthermore, the results indicated that 95% of 
individuals would be expected to have an intercept between 3.36 and 5.63, although 
scores would be censored at 5, and 95% of individuals would be expected to have a time 
slope between -0.688 and 0.452. The addition of covariates to the model explained 
47.03% of the within-group residual variance in the model (Brown, personal 
communication, 2015).   
A series of likelihood ratio tests found the best dosage model to be the random 
coefficient model (Model 3.4.3). This model found the mean behavioral engagement 
score for male, White, Caucasian students at Time 0 who received no doses of the QFT to 
be 4.511. Time was significant within the model, with a one unit increase in time 
associated with a -0.116 unit decrease in behavioral engagement (p<.001). Dosage was 
not significant within the model (p>.05). However, all demographic coefficients were 
significant except for the comparison between Multi-racial students and White students. 
Whereas all grade levels (sophomores, juniors, and seniors), and all races except for 
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Asian-Americans demonstrated significantly lower behavioral engagement controlling 
for the other variables in the model, Asian-American students and female students 
demonstrated significantly higher behavioral engagement than their reference peers (see 
Appendix E for full results).  
  Aligned with previous results, there was higher between-group variation (sd = 
.58; n.s.) than within-group variation (sd = .26, n.s.), with an ICC of .833 indicating that 
83.3% of the variation in behavioral engagement can be attributed to differences between 
individuals. Furthermore, the results indicated that 95% of individuals would be expected 
to have an intercept between 3.368 and 5.654 (censored at 5) and a time slope between -
0.700 and 0.468. The moderate negative correlation between the random slopes and 
intercepts (r = -0.551; n.s.) indicates fanning in, with those with high intercepts having 
the steepest negative slopes and those with the lowest intercepts having the steepest 
positive slopes, on average. However, as the correlation is non-significant, no formal 
pattern can be established (Robson & Pevalin, 2016). The addition of covariates to the 
model explained 47.43% of the within-group residual variance in the model (Brown, 
personal communication, 2015).   
Cognitive Engagement  
Significant treatment, fidelity-by-treatment, and dosage-by-treatment effects were 
found for cognitive engagement. That is, students who received treatment were found to 
have lower cognitive engagement, but students who received high fidelity or high dosage 
implementation (one standard deviation above the mean) were associated with increases 
in cognitive engagement, whereas those who received low fidelity or dosage 
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implementation were associated with decreases in cognitive engagement.  In addition, 
cognitive engagement was found to significantly decrease with time. Each model is 
discussed in more detail below.  
 A series of likelihood ratio tests found the best treatment model to be the random 
coefficient model (Model 3.5.1). On average, White, freshmen male students at Time 0 
who had not received the QFT reported a cognitive engagement score of 3.772. 
Significant effects for time and treatment were found; one semester was associated with a 
0.0343-point decrease in cognitive engagement (p<.001) whereas, on average, treatment 
was associated with 0.0365-point lower cognitive engagement score (p<.01; Cohen’s D = 
-0.14), controlling for the other variables in the model. All higher grades were associated 
with lower cognitive engagement in comparison to freshman students (see Appendix E). 
Asian-American students and female students demonstrated significantly higher cognitive 
engagement than their reference peers (White students and males, respectively; see 
Appendix E for full results).  
The standard deviation of 0.405 (p<.001) for the random intercepts indicates that 
95% of individuals would be expected to have an intercept between 2.98 and 4.57. The 
standard deviation of .123 (p<.001) for the random slopes for time indicates that we 
would expect 95% of individuals to have a time coefficient between -0.275 and 0.207. In 
addition, the very small, negative correlation (r= -0.0559; n.s.) between the random 
slopes for time and the intercept again indicates a very slight “fanning in” effect (Robson 
& Pevalin, 2016). However, as the effect is non-significant, no formal pattern can be 
established. The addition of covariates to the model explained 27.81% of the within-
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group residual variance in the model (Brown, personal communication, 2015).   
A series of likelihood ratio tests found the best fidelity model to be the random 
intercept model with fidelity by time interaction (Model 4.5.2). This model found a 
significant interaction between time and self-reported fidelity (p<.001). Assuming a 
freshman, male, Caucasian student (the reference groups), the model found that for every 
unit increase in time, the effect of teacher fidelity increases by .0825. Accordingly, those 
students who received high fidelity implementation (one standard deviation above the 
mean) increased in cognitive engagement over time, whereas those who received low 
fidelity implementation (one standard deviation below the mean) decreased in cognitive 
engagement over time (see Figure 5). Aligning with these results, at time 0, a one unit 
increase in teacher fidelity was significantly associated with a .085 unit decrease in 
cognitive engagement (p<.001). Furthermore, when teacher fidelity was 0, a one unit 
increase in time was significantly associated with a .338 unit decrease in student 
cognitive engagement (p<.001). As above, all higher grades were associated with lower 
cognitive engagement than freshman year; Asian-American students and female students 
again demonstrated significantly higher cognitive engagement than their reference peers 
(see Appendix E for full results). Examination of the random parameters indicated within 
(sd = .239) and larger between-group (sd = .429) variation. Furthermore, based on these 
results, 95% of individuals would be expected have a cognitive engagement intercept 
between 3.19 and 4.84. The addition of covariates to the model explained 19.27% of the 
within-group residual variance in the model (Brown, personal communication, 2015).   
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Figure 5. Cognitive engagement fidelity by time interaction 
 
A series of likelihood ratio tests found the best dosage model to be the random 
intercept model with dosage by time interaction (Model 4.5.3). This model found a 
significant interaction between time and self-reported dosage (p<.001). Assuming a 
freshman, male, Caucasian student (the reference groups), the model found that for every 
unit increase in time, the effect of teacher dosage increases by .076. Accordingly, on 
average, those students who received high dosage (one standard deviation above the 
mean) increased in cognitive engagement over time, whereas those who received lower 
dosage (one standard deviation below the mean) decreased in cognitive engagement over 
time, controlling for the other variables in the model (see Figure 6). Aligning with these 
results, at time 0, a one unit increase in teacher dosage was significantly associated with a 
.132 unit decrease in cognitive engagement (p<.001). Furthermore, when teacher dosage 
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was 0, a one unit increase in time was associated with a .195 unit decrease in student 
cognitive engagement (p<.001). Again, all higher grades were associated with lower 
cognitive engagement than freshman students; Asian-American students and female 
students similarly demonstrated significantly higher cognitive engagement than their 
reference peers (see Appendix E for full results). Examination of the random parameters 
indicated within (sd = .236; p<.001) and larger between-group (sd = .434; p<.001) 
variation. Based on these results, 95% of individuals would be expected have a cognitive 
engagement intercept between 3.154 and 4.855. The addition of covariates to the model 
explained 21.28% of the within-group residual variance in the model (Brown, personal 
communication, 2015).  
 
 
 
Figure 6. Cognitive engagement time by dosage interaction  
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Emotional Engagement  
For emotional engagement, on average, treatment with the QFT was associated 
with lower emotional engagement. However, both higher fidelity of implementation and 
higher dosage (one standard deviation above the mean) were associated with increases in 
emotional engagement over time, whereas lower fidelity and dosage were associated with 
declines in emotional engagement. Each model is described in more detail below.  
A series of likelihood ratio tests found the best treatment model to be the random 
coefficient model (3.6.1). This model found the mean emotional engagement score for 
male, White, Caucasian students at Time 0 who did not receive the QFT to be 3.752. 
Time was non-significant in the model, whereas a significant treatment effect was found 
(p<.001; Cohen’s D = -0.10). On average, receiving the QFT treatment was associated 
with a 0.0593-point decrease in emotional engagement, controlling for the other variables 
in the model. In addition, all higher grade levels were found to be significantly lower in 
emotional engagement than freshman students (ps<.001; see Appendix E). African-
American students demonstrated significantly lower emotional engagement than their 
White peers (-0.150-points, on average; p<.05), and female students reported 
significantly lower emotional engagement than their male peers (-0.0952-points, on 
average; p<.001).  
The standard deviation of 0.529 (p<.001) for the random intercepts indicates that 
95% of individuals would be expected to have an intercept between 2.72 and 4.79. The 
standard deviation of .183 (p<.001) for the random slopes for time indicates that we 
would expect 95% of individuals to have a time coefficient between -0.373 and 0.344. In 
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addition, the very small, negative correlation (r = -0.0024; n.s.) between the random 
slopes for time and the intercept again indicates a very slight “fanning in” effect (Robson 
& Pevalin, 2016). However, as the effect is non-significant, no formal pattern can be 
established. The addition of covariates to the model explained 27.82% of the within-
group residual variance in the model (Brown, personal communication, 2015).   
 A series of likelihood ratio tests found the best fidelity of implementation model 
to be the random coefficient model with fidelity by time interaction (Model 5.6.2). This 
model found a significant interaction between time and self-reported fidelity (p<.001). 
Assuming a freshman, male, Caucasian student (the reference groups), the model found 
that for every unit increase in time, the effect of teacher fidelity increases by .111. 
Accordingly, a positive time slope was found for those students who received high 
fidelity implementation (on standard deviation above the mean), whereas a negative time 
slope was found for those who received low fidelity implementation (one standard 
deviation below the mean; see Figure 7). In addition, at time 0, a one unit increase in 
teacher fidelity was not significantly associated with a .122 decrease in emotional 
engagement (p<.001). Furthermore, when teacher fidelity was 0, a one unit increase in 
time was associated with a .423 unit decrease in student emotional engagement (p<.001). 
As above, sophomores, juniors, and seniors demonstrated significantly lower emotional 
engagement than their freshman counterparts (see Appendix E). In addition, African-
American students demonstrated significantly lower emotional engagement than their 
White peers and female students reported significantly lower emotional engagement than 
male students (see Appendix E for full results).  
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Examination of the random parameters indicated within (sd = .237, n.s.) and 
larger between-group (sd = .658, n.s.) variation. Based on these results, 95% of 
individuals would be expected to have an intercept between 2.782 and 5.361 (although 
censoring would cap scores at 5) and a random slope between -0.877 and .031. The 
moderate negative correlation (r = -.410, n.s.) between the mixed random slopes and 
intercepts suggests a “fanning in” effect; that is, on average, students with the highest 
intercepts having the steepest negative slopes, whereas those with the lowest intercepts 
having the steepest positive slopes. However, as this effect was non-significant, no 
formal pattern can be established (Robson & Pevalin, 2016). The addition of covariates to 
the model explained 42.35% of the within-group residual variance in the model (Brown, 
personal communication, 2015).   
 
Figure 7. Fidelity by time interaction on emotional engagement.  
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 A series of likelihood ratio tests found the best model for teacher dosage to be the 
random coefficient model with dosage by time interaction (Model 5.6.3). This model 
found a significant interaction between time and self-reported dosage (p<.001). Assuming 
a freshman, male, Caucasian student (the reference groups), the model found that for 
every unit increase in time, the effect of teacher dosage on emotional engagement 
increases by .123. Accordingly, those students who received more doses of the QFT had 
a positive time slope for emotional engagement, whereas those who received low doses 
of the QFT had a negative time slope for emotional engagement (see Figure 8). At time 0, 
a one unit increase in teacher dosage was significantly associated with a .197 decrease in 
emotional engagement (p<.001). Furthermore, when teacher fidelity was 0, a one unit 
increase in time was associated with a .274 unit decrease in student emotional 
engagement (p<.001). Again, sophomores, juniors, and seniors demonstrated 
significantly lower emotional engagement than their freshman peers (see Appendix E). In 
addition, African-American students demonstrated significantly lower emotional 
engagement than their White counterparts and female students reported significantly 
lower emotional engagement than male students (see Appendix E for full results).  
Examination of the random parameters indicated within (sd = .236, n.s.) and 
larger between-group (sd = .654, n.s.) variation, with a random slope standard deviation 
of 0.235 (n.s.). Accordingly, 95% of individuals would have an intercept between 2.781 
and 5.344 (although censoring would cap scores at 5) and a random slope between -0.734 
and .186. Again, the moderate negative correlation (r = -.403, n.s.) between the mixed 
random slopes and intercepts suggests a “fanning in” effect; that is, on average, students 
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with the highest intercepts had the steepest negative slopes, whereas those with the lowest 
intercepts had the steepest positive slopes. However, as again the effect is non-
significant, no formal pattern can be established (Robson & Pevalin, 2016). The addition 
of covariates to the model explained 43.05% of the within-group residual variance in the 
model (Brown, personal communication, 2015).   
 
Figure 8. Emotional engagement time by dosage interaction.  
 
Achievement Efficacy  
Unlike previous models, a significant treatment by time effect was found for 
achievement efficacy. Contrary to predictions, treatment was associated with negative 
growth in achievement efficacy. No fidelity or dosage effects on achievement efficacy 
were found. Each model is discussed, in turn, below.  
A series of likelihood ratio tests found the best treatment model to be the random 
coefficient model with interaction (5.7.1). This model found the mean achievement 
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efficacy score for male, White, Caucasian students at Time 0 who did not receive the 
QFT to be 4.483. A significant interaction term (p>.01), as well as significant effects for 
time (p<.05) and treatment (p<.01; Cohen’s D = .08), were all found within the model. 
Assuming a freshman, male, Caucasian student (the reference groups), the model found 
that for every unit increase in time, the effect of treatment on achievement efficacy 
decreases by 0.0482 (p<.01). Accordingly, in this model, assuming the reference 
categories of White, male, and freshman, the non-treatment group was associated with an 
intercept of 4.48 and a time slope of 0.034 whereas the treated group was associated with 
an intercept of 4.53 and a time slope of -.014. (see Figure 9). In addition, at time 0, 
treatment was significantly associated with a 0.0534-point higher achievement efficacy 
score, on average (p<.01). Furthermore, when treatment was 0, a one unit increase in 
time was associated with a 0.0337-unit increase in student achievement efficacy (p<.05).  
The standard deviation of 0.347 (p<.001) for the random intercepts indicates that 
95% of individuals would be expected to have an intercept between 3.80 and 5.16 
(although scores would be censored at 5). The standard deviation of .097 (p<.001) for the 
random slopes for time indicates that we would expect 95% of individuals to have a time 
coefficient between -0.156 and 0.224. In addition, the very slight, positive correlation (r = 
0.0669; n.s.) between the random slopes for time and the intercept again indicates a very 
slight “fanning out” effect (Robson & Pevalin, 2016). However, as the effect is non-
significant, no formal pattern can be established. The addition of covariates to the model 
explained 13.33% of the within-group residual variance in the model (Brown, personal 
communication, 2015).   
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Figure 9. Line graph representing the steeper positive slope over time for students who 
did not receive treatment in Model 5.7.1.  
 
A series of likelihood ratio tests found the best fidelity-of-implementation model 
to be the random coefficient model (Model 3.7.2). This model found the mean 
achievement efficacy score for male, White, Caucasian students at Time 0 who received 
the QFT with no fidelity to be 4.465. Time was significant within the model, with a one 
unit increase in time associated with a -0.0230 unit decrease in achievement efficacy (p = 
.048). Teacher fidelity was not significant (p>.05). Seniors demonstrated significantly 
lower achievement efficacy than their freshman peers (p = .010), and Latino/a and 
“other” students also demonstrated significantly lower achievement efficacy than White 
students. Female students demonstrated significantly higher achievement efficacy than 
male students (see Appendix E for full results). Aligned with previous results, there was 
higher between-group variation (sd = .496, n.s.) than within-group variation (sd = .235, 
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n.s.), with 95% of individuals expected to have an intercept between 3.493 and 5.437 
(censored at 5). In addition, the random time slope standard deviation of 0.273 (n.s.) 
indicates that 95% of individuals would be expected to have a time slope between -0.558 
and 0.512. The fairly large, negative correlation between the random slopes and random 
intercepts (r = -0.630, n.s.) suggests a possible “fanning in” effect; however, given that 
the correlation is non-significant, no formal pattern between the random slopes and 
intercepts can be established (Robson & Pevalin, 2016). The addition of covariates to the 
model explained 40.24% of the within-group residual variance in the model (Brown, 
personal communication, 2015).   
A series of likelihood ratio tests found the best dosage model to be the random 
coefficient model (Model 3.7.3). This model found the mean achievement efficacy score 
for male, White, Caucasian students at Time 0 who received zero doses of the QFT to be 
4.585. Neither time nor dosage were significant within the model. However, as above, 
seniors, Latinos/as, and “other” students demonstrated significantly lower achievement 
efficacy than their reference peers, whereas female students demonstrated significantly 
higher achievement efficacy than male students (see Appendix E for full results). 
Likewise, aligned with previous results, there was higher between-group variation (sd = 
0.496, n.s.) than within-group variation (sd = 0.233, n.s.). Again, this indicates that 95% 
of individuals would be expected to have an intercept between 3.612 and 5.55 (censored 
at 5). Furthermore, the random time slope standard deviation of 0.278 (n.s.) indicates that 
95% of individuals would be expected to have a time slope between -0.567 and 0.522. 
The fairly large, negative correlation between the random slopes and random intercepts (r 
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= -0.632, n.s.) suggests a possible “fanning in” effect; however, given that the correlation 
is again non-significant, no formal pattern between the random slopes and intercepts can 
be established (Robson & Pevalin, 2016). The addition of covariates to the model 
explained 41.25% of the within-group residual variance in the model (Brown, personal 
communication, 2015).   
Self-Regulatory Efficacy  
On average, treatment with the QFT was associated with a negative treatment 
effect, with students who received the QFT reporting lower self-regulatory efficacy. 
However, a positive time slope was found for those students who received high fidelity or 
high dosage implementation (defined as one standard deviation above the mean). Each 
model is discussed in more detail below.  
A series of likelihood ratio tests found the best treatment model to be the random 
coefficient model (3.8.1). The mean self-regulatory efficacy score for White freshmen 
male students at Time 0 who had not received the QFT intervention was 4.060. Time and 
race were found to have non-significant effects, whereas treatment had a significant 
negative effect on self-regulatory efficacy (p<.01; Cohen’s D = -0.06). That is, treatment 
with the QFT was associated with a 0.0529-unit lower self-regulatory efficacy score, on 
average, controlling for the other variables in the model. In addition, sophomores, juniors 
and seniors were significantly lower in self-regulatory efficacy than their freshman peers, 
whereas female students were significantly higher in self-regulatory efficacy than male 
students (see Appendix E for full results).  
The standard deviation of 0.499 (p<.001) for the random intercepts indicates that 
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95% of individuals would be expected to have an intercept between 3.08 and 5.04 
(although scores would be censored at 5). The standard deviation of .150 (p<.001) for the 
random slopes for time indicates that we would expect 95% of individuals to have a time 
coefficient between -0.296 and 0.292. In addition, the small, positive correlation (r = 
0.141; n.s.) between the random slopes for time and the intercept again indicates a very 
slight “fanning out” effect (Robson & Pevalin, 2016). However, as the effect is non-
significant, no formal pattern can be established. The addition of covariates to the model 
explained 16.43% of the within-group residual variance in the model (Brown, personal 
communication, 2015).   
 A series of likelihood ratio tests found the best fidelity-of-implementation model 
to be the random coefficient model with fidelity by time interaction (Model 5.8.2). This 
model found a significant interaction between time and self-reported fidelity (p<.001). 
Assuming a freshman, male, Caucasian student (the reference groups), the model found 
that for every unit increase in time, the effect of teacher fidelity increases by .092. 
Accordingly, a positive time slope was found for those students who received high 
fidelity implementation, whereas a negative time slope was found for those who received 
low fidelity implementation (see Figure 10). In addition, at time 0, a one unit increase in 
teacher fidelity was significantly associated with a .11 decrease in self-regulatory efficacy 
(p = .002). Furthermore, when teacher fidelity was 0, a one unit increase in time was 
associated with a .354 unit decrease in student self-regulatory efficacy (p<.001). Similar 
to above, no significant racial/ethnic differences were found in the model. Seniors were 
found to demonstrate significantly lower self-regulatory efficacy than freshmen (0.119-
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points, on average; p<.01), and female students demonstrated significantly higher self-
regulatory efficacy than male students, on average (0.168-points, on average; p<.001).  
Examination of the random parameters indicated within (sd = .300, n.s.) and 
larger between-group (sd = 717, n.s.) variation. Accordingly, 95% of individuals would 
be expected to have an intercept between 2.98 and 5.78 (censored at 5) and, in light of a 
random slope standard deviation of 0.319, 95% of individuals would be expected to have 
a time slope between -0.977 and .269. Given the moderate negative correlation (r = -
0.562, n.s.) between the mixed random slopes and intercepts, this suggests a “fanning in” 
effect; that is, on average, students with the highest intercepts had the steepest negative 
slopes, whereas those with the lowest intercepts had the steepest positive slopes. 
However, as the correlation is non-significant, a formal pattern of relationships cannot be 
established (Robson & Pevalin, 2016). The addition of covariates to the model explained 
42.61% of the within-group residual variance in the model (Brown, personal 
communication, 2015).  
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Figure 10. Self-regulatory efficacy time by fidelity interaction.  
 
A series of likelihood ratio tests found the best dosage model to be the random coefficient 
model with dosage by time interaction (Model 5.8.3). This model found a significant 
interaction between time and self-reported dosage (p = .002). Assuming a freshman, 
male, Caucasian student (the reference groups), the model found that for every unit 
increase in time, the effect of teacher dosage increases by 0.107. Accordingly, a positive 
time slope was found for those students who received high dosage implementation, 
whereas a negative time slope was found for those who received low dosage 
implementation (see Figure 11). In addition, at time 0, a one unit increase in teacher 
dosage was significantly associated with a 0.196 decrease in self-regulatory efficacy (p = 
.001). Furthermore, when teacher dosage was 0, a one unit increase in time was 
associated with a 0.237 unit decrease in student self-regulatory efficacy (p = .001). As 
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above, seniors were found to demonstrate significantly lower self-regulatory efficacy 
than freshmen (0.123-points, on average; p<.01), and female students demonstrated 
significantly higher self-regulatory efficacy than male students, on average (0.167-points, 
on average; p<.001). Unlike above, in this model, Latino/a students demonstrated 
significantly lower self-regulatory efficacy, on average, than their White peers (0.153-
points, on average; p<.05).  
Examination of the random parameters indicated within (sd = .297, n.s.) and large 
between-group (sd = .714, n.s.) variation. Accordingly, 95% of individuals would have 
an intercept between 2.99 and 5.79 (censored at 5) and, in light of the random slope 
standard deviation of 0.323 (n.s.), a random slope between -0.870 and .396. Given the 
moderate, non-significant negative correlation (r = -0.562) between the mixed random 
slopes and intercepts, this suggests a “fanning in” effect; that is, on average, students with 
the highest intercepts had the steepest negative slopes, whereas those with the lowest 
intercepts had the steepest positive slopes. However, as the correlation is non-significant, 
a formal pattern of relationships cannot be established (Robson & Pevalin, 2016). The 
addition of covariates to the model explained 43.75% of the within-group residual 
variance in the model (Brown, personal communication, 2015).   
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Figure 11. Self-regulatory efficacy time by dosage interaction.  
 
Summary of Multilevel Results  
Apart from divergent evaluation, it was hypothesized that the QFT would have a 
significant positive treatment effect on the variables in the study (Hypothesis 1a), would 
positively affect the growth of the variables in the study (Hypothesis 1b), and that higher 
fidelity of implementation (in the form of self-reported fidelity and dosage) would be 
associated with greater growth than low fidelity of implementation (Hypothesis 1c). For 
divergent evaluation, it was hypothesized that the results would be reversed as evaluative 
thinking was expected to decrease as a result of intervention. See Table 10 for a visual 
representation of the multilevel results.  
In line with predictions, a significant treatment effect was found for curiosity, with 
students who received treatment scoring .11 standard deviations higher on curiosity than 
those who did not receive treatment. Hypothesis 1b was not confirmed for curiosity—
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there was not a significant time by treatment interaction. In addition, although a non-
significant negative time slope was found, it is important to note that, due to the random 
variation in time, 48.6% of students would be expected to have a positive time slope for 
curiosity.  For curiosity, whereas teachers’ self-reported fidelity of implementation was 
significantly associated with students’ positive curiosity growth, the number of times 
students received the intervention (teacher dosage) was not. 
As is noted above, divergent thinking was explored via two scales in this study—
divergent evaluation, a scale I hypothesized to decrease if divergent thinking is 
cultivated, and divergent ideation, a scale expected to increase if divergent thinking is 
cultivated. Although divergent evaluation was found to significantly decrease over the 
school year, Hypothesis 1 a and 1b were not confirmed-- exposure to the QFT was not 
significantly associated with students’ divergent evaluation scores. As above, though, 
significant variation was found in time, with 41.3% of students predicted to increase in 
divergent evaluation over time. Hypothesis 1c was also disconfirmed. Teachers’ self-
reported fidelity of implementation scores were not significantly related to students’ 
divergent evaluation scores. However, contrary to my initial hypothesis, teachers’ self-
reported dosage was significantly related to divergent evaluation—the more exposure 
students received to the QFT the more they grew in divergent evaluation and the less 
exposure students received to the QFT the more they decreased in divergent evaluation.   
Likewise, for divergent ideation, a significant time coefficient was again found, 
with students, on average, decreasing in divergent ideation over the course of the school 
year. However, again, significant variation was found in the time coefficient, with 35.9% 
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of individuals predicted to a have a positive divergent ideation slope. Again, hypotheses 
1a and 1b were not confirmed—the QFT did not impact students’ divergent ideation. 
Furthermore, as with divergent evaluation, teachers’ self-reported fidelity of 
implementation scores was also not associated with students’ change in divergent 
ideation. However, partially confirming hypothesis 1c, how many times students received 
the intervention (dosage) attenuated the decline in students’ divergent ideation over the 
school year. That is, students who received high doses of the QFT had a less steep decline 
in their divergent ideation scores than those who received low doses of the QFT.  
In line with research that has called for more studies to assess the multi-
dimensional aspects of school engagement (Frederick, Blumenfeld, & Paris, 2004), this 
study assessed three types of school engagement: behavioral, cognitive, and emotional 
engagement. For behavioral engagement, hypotheses 1a and 1b were not confirmed—the 
QFT did not have a significant impact on students’ behavioral engagement (p>.05). 
However, students’ behavioral engagement was found to significantly decrease over the 
school year. Students, on average, began the year with high behavioral engagement and 
decreased 0.119 points per semester. Again, though, due to the variation in time slopes, 
37.9% of students would be expected to have a positive behavioral engagement slope. 
The significant positive correlation found between the random slopes and random 
intercepts suggests that those students who began with the highest behavioral engagement 
intercepts continued to grow the most positively in behavioral engagement, whereas those 
with the lowest behavioral engagement continued to grow the most negatively in 
behavioral engagement (Robson & Pevalin, 2016). Hypothesis 1c was also not 
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confirmed; that is, teachers’ self-reported fidelity and self-reported dosage did not 
significantly impact students’ behavioral engagement.  
For cognitive engagement, although a treatment effect was found, hypothesis 1a 
and 1b were not confirmed. Contrary to expectations, on average, treatment with the QFT 
was associated with lower cognitive engagement in students. Indeed, the effect size 
indicates that students who received the intervention were .14 standard deviations lower 
in cognitive engagement than those who did not receive the intervention. In addition, 
cognitive engagement was found to significantly decrease over the school year. Again, 
though, 39.0% of students would be expected to have a positive cognitive engagement 
slope due to the variation in time coefficients in the model.  
Hypothesis 1c was confirmed, complicating the negative treatment finding. Upon 
examining teachers’ self-reported fidelity of implementation, one finds that students who 
received high fidelity of implementation increased in their cognitive engagement over 
time, whereas those who received low fidelity of implementation decreased in cognitive 
engagement over time. Similar results were found with teachers’ self-reported dosage 
score—students who receive high doses of the QFT increase in cognitive engagement 
over time, whereas those who receive lower doses of the QFT decrease in cognitive 
engagement over time. 
Hypotheses 1a and 1b were similarly not confirmed for emotional engagement, 
despite a treatment effect being found. As above, a significant negative treatment effect 
was also found for students’ emotional engagement, with students who received 
treatment, on average, scoring .10 standard deviations lower on emotional engagement. 
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In addition, emotional engagement was found to non-significantly decrease over the 
school year. As before, due to random variation in time slopes, 47.0% of students were 
predicted to exhibit positive slopes.  
These effects were again complicated by the data found when examining 
teachers’ fidelity variables for hypothesis 1c was again confirmed. When accounting for 
teachers’ self-reported fidelity of implementation, on average, students who received 
higher fidelity increased in emotional engagement over time, whereas those who received 
lower fidelity implementation decreased in emotional engagement over time. Similar 
results were found for teachers’ self-reported dosage—students who received high dosage 
implementation increased in emotional engagement, whereas those who received low 
dosage implementation decreased in emotional engagement. 
As described in Chapter 3, adolescents’ academic self-efficacy was also assessed 
via two scales—achievement self-efficacy and self-regulatory self-efficacy. In regard to 
achievement self-efficacy, hypotheses 1a and 1b were not confirmed. Contrary to 
predictions, on average, I found that receiving the intervention was associated with a 
decrease in achievement efficacy over time, whereas not receiving the QFT (the control 
group) was associated with increasing in achievement efficacy over time. Although the 
overall time slope in the model was significantly positive, as with previous models, due 
to the variation in the time coefficient model, 36.4% of individuals would be predicted to 
have a negative time slope. Hypothesis 1c was not confirmed—neither teachers’ self-
reported fidelity of implementation nor self-reported dosage were significant predictors 
of students’ achievement efficacy. 
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Similar to results found for cognitive and emotional engagement, overall a 
negative treatment effect was found for self-regulatory efficacy. Thus, again, hypotheses 
1a and 1b were not confirmed. On average, students who received treatment were .06 
standard deviations lower on self-regulatory efficacy than students who did not receive 
treatment. A non-significant fixed negative time slope was also found for self-regulatory 
efficacy, although, due to the variation in the model, 49.4% of students would be 
expected to have a positive time slope for self-regulatory efficacy. As above, hypothesis 
1c was confirmed for self-regulatory efficacy, suggesting that this result is a conflation of 
teachers who administered the QFT with low and high fidelity. Indeed, when fidelity 
variables were entered into the model, those students who received high fidelity 
implementation increased in self-regulatory efficacy over time, whereas those students 
who received low fidelity implementation decreased in self-regulatory efficacy over the 
school year. Similarly, those students who received high dosage implementation 
increased in self-regulatory efficacy over the school year, whereas those who received 
low dosage implementation decreased in self-regulatory efficacy over the school year. 
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Table 10. Multilevel model effects summary 
	
 
 
Time Treatment Fidelity 
X Time 
Dosage 
X Time 
Curiosity  é é  
Evaluation  ê   é 
Ideation ê   é 
Behavioral Engage ê    
Cognitive Engage ê ê é é 
Emotional Engage  ê é é 
Achievement 
Efficacy é* ê*   
Self-Regulatory 
Efficacy   ê é é 
Note: é indicate positive significant effects (p=<.05) ê indicate negative significant 
effects (p=<.05), * indicates a time-by-treatment interaction 
 
Path Model Results  
Multi-group structural equation path models were run in order to further 
understanding of the potential relationships between curiosity, cognitive engagement, 
achievement efficacy, and academic self-regulatory efficacy over the course of one 
school year, and, in addition, to understand the potential impact of the QFT on these 
relationships. For a full discussion of the path model results, see Appendix F.  
Once models of best fit were established for both fall and spring intervention 
groups (see Appendix F), these baseline models were combined in order that the same 
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factors and factor loading patterns could be specified across groups (the configural 
model; Byrne, 2012). A series of χ/ difference tests comparing models with different 
invariance constraints—full invariance, path invariance, path and variance invariance, 
intercept and path invariance—revealed the best model across intervention groups to be 
Model P, which constrained the path coefficients to be equal across intervention groups, 
but continued to allow the intercepts and variances to vary across groups. Wald-tests 
revealed the intercepts to be different for curiosity (p<.05), cognitive engagement 
(p<.05), and self-regulatory efficacy (p<.001) at T2; achievement efficacy did not vary 
between groups at T2 (p = .46). All variables did not significantly differ at T3 (p>.05). 
As expected, the coefficients of all direct paths were fairly moderate across times, with 
direct effects between the variables themselves being stronger between T1 and T2 than 
between T2 and T3 (see Figures 12 and 13 and Table 11).  
Complex direct and indirect effects were found between the four variables across 
T1, T2, and T3 that both confirmed and disconfirmed my initial hypotheses. Recall that, 
in light of current research, it was hypothesized that: curiosity would positively directly 
and indirectly impact cognitive engagement across time (Hypothesis 2a); that 
achievement efficacy and self-regulatory efficacy would positively directly and indirectly 
impact curiosity across time (Hypothesis 2b); that cognitive engagement would positively 
directly and indirectly impact both forms of efficacy across time (Hypothesis 2c); that 
achievement efficacy and self-regulatory efficacy would positively directly and indirectly 
impact cognitive engagement across time (Hypothesis 2d); that there would be evidence 
of a treatment impact on growth rates (Hypothesis 2e); and that there would be evidence 
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of an absolute treatment effect corresponding to treatment group (Hypothesis 2f). In order 
to assess hypotheses 2e and 2f, the adjusted means were calculated in order to allow for 
interpretation of the means at T2 and T3 accounting for the mean score at which the 
intervention groups began, as well as accounting for the influence of the other model 
variables on the means at T2 and T3. Accordingly, differences in the group adjusted 
means more readily allow for visual interpretation of intervention treatment effects. 
Figures 14 through 17 display the adjusted means for each variable at T1, T2, and T3. 
Refer to Table 11 for the standardized path coefficients from Model P.  
My first hypothesis, Hypothesis 2a, stated that curiosity would have a positive 
direct and indirect impact on cognitive engagement at both T2 and T3. This hypothesis 
was only partially confirmed—curiosity exerted an effect on cognitive engagement from 
T2 to T3, but not from T1 to T2. Rather, T1 cognitive engagement predicted curiosity at 
T2 and T2 cognitive engagement predicted curiosity at T3. In addition, T1 cognitive 
engagement had a significant indirect positive impact on T3 curiosity, via its impact on 
both T2 curiosity and T2 cognitive engagement. In all, students who began the year with 
higher cognitive engagement ended the year with higher curiosity. 
Hypothesis 2b stated that achievement efficacy and academic self-regulatory 
efficacy would have a positive direct and indirect impact on curiosity at both T2 and T3; 
this hypothesis was also only partially confirmed. T1 self-regulatory efficacy negatively 
predicted T2 curiosity, but there was not a direct relationship between either type of T2 
efficacy and T3 curiosity. Instead, both T1 efficacy variables directly and indirectly 
predicted T3 curiosity (see Figure 24). Controlling for the other variables in the model, 
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students who began the year with higher achievement efficacy ended the year with higher 
curiosity, whereas students who began the year with higher self-regulatory efficacy ended 
the year with lower curiosity. 
Hypothesis 2c stated that cognitive engagement would have a positive direct and 
indirect impact on achievement efficacy and self-regulatory efficacy at both T2 and T3. 
This hypothesis was fully confirmed—T1 cognitive engagement positively predicted both 
T2 achievement efficacy and T2 self-regulatory efficacy. In addition, T2 cognitive 
engagement positively predicted both T3 achievement efficacy and T3 self-regulatory 
efficacy. That is, controlling for the other variables, students with higher cognitive 
engagement at T1 demonstrate higher efficacy at T2, and those with higher cognitive 
engagement at T2 similarly demonstrate higher efficacy at T3.  
Likewise, Hypothesis 2d stated that achievement efficacy and self-regulatory 
efficacy would have positive direct and indirect impacts on cognitive engagement at both 
T2 and T3. This hypothesis was partially confirmed; whereas T1 achievement efficacy 
positively predicted T2 cognitive engagement, conversely, T2 self-regulatory efficacy 
predicted T3 cognitive engagement. Both T1 efficacy variables exerted a significant 
indirect effect on T3 cognitive engagement (see Table 11)—achievement efficacy via 
impacting T2 cognitive efficacy, and self-regulatory efficacy via impacting T2 curiosity 
and T2 self-regulatory efficacy.  
Hypothesis 2e, which stated that the path loadings (rates of change) would vary 
depending on intervention group membership, was disconfirmed given that in the model 
the structural paths were invariant across groups.  
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Conversely, Hypothesis 2f argued for the presence of an overall treatment effect 
corresponding to each group’s time of treatment.  Although the results indicated that the 
variables related to one another invariantly across groups, the T2 and T3 variable 
intercepts and variances were allowed to differ between intervention groups. As noted 
above, the intervention group means did not significantly vary at baseline for curiosity, 
but did significantly vary at baseline on cognitive engagement, achievement efficacy, and 
self-regulatory efficacy. Moreover, the intervention group T2 intercepts significantly 
varied for all but achievement efficacy, whereas there were no significant group 
differences on T3 intercepts for any of the variables. In other words, the interventions 
groups significantly varied on all variables but curiosity at baseline, significantly varied 
on all variables but achievement efficacy at T2, and did not significantly vary on any of 
the four variables at T3. Accordingly, Hypothesis 2f was confirmed for curiosity, 
cognitive engagement, and self-regulatory efficacy, but could not be confirmed for 
achievement efficacy. Recall that in Model P it was confirmed that each of the variable 
relationships was invariant across groups, indicating that the relationships between the 
variables manifested the same regardless of whether the students were in the fall or spring 
intervention group. Therefore, the pattern of relationships displayed between the 
variables’ starting means and their T2 and T3 intercepts (which account for the groups’ 
starting means as well as the myriad direct and indirect relationships throughout the 
model) tells a story regarding the impact of the QFT intervention on each of these 
variables across time. 
As the curiosity groups began with no significant differences between the groups 
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and ended with no significant differences between groups, the differences in the group 
intercepts (and adjusted means) at T2 can be attributed to the impact of the intervention 
group; that is, the introduction of the QFT intervention for the fall group during semester 
one, and the subsequent introduction of the QFT intervention for the spring group during 
semester two (see Figure 26). This pattern of effects is consistent with that expected in a 
waitlist-control/treatment quasi-experimental design; that is, given that the path loadings 
were constrained between groups, due to the introduction of the intervention, T2 curiosity 
was significantly higher in the fall intervention group than in the spring intervention 
group, after accounting for the relationships amongst the variables. The fact that no 
intervention group differences between the T3 curiosity intercepts was found indicates 
that the spring intervention group demonstrated a sufficient T3 treatment effect to match 
that of the fall intervention group, whereas the fall intervention group demonstrated 
relatively less change. Figure 14 corroborates this suggestion.  
Hypothesis 2f was similarly confirmed for cognitive engagement and self-
regulatory efficacy, although negative treatment effects were found for both variables. 
Both variables displayed an overall decreasing trend (Figures 15 and 17). However, in 
both figures it can be seen that, by T2, cognitive engagement and self-regulatory efficacy 
had decreased in the fall intervention group, even after accounting for the groups’ 
baseline mean scores as well as the influence of the other variables in the model, whereas 
there was little change in these variables in the spring intervention group during the fall 
semester. Accordingly, as reported, the T2 intercepts for both cognitive engagement and 
self-regulatory efficacy were significantly different between intervention groups. As with 
  
165 
curiosity, the fact that the T3 intercepts between groups were not significantly different 
for either variable (after accounting for baseline mean differences and the effects of the 
other model variables) suggests that the spring intervention group demonstrated a 
sufficient T3 negative treatment effect to match that of the fall intervention group, 
whereas the fall intervention group demonstrated relatively less change between T2 and 
T3. Figures 15 and 17 corroborate this suggestion.  
Finally, recall from Chapter 4 that the mean for achievement efficacy was 
significantly different between groups at T1, and then the intercepts did not differ 
between groups at T2 and T3. In Figure 16, one can see that this trend indicates that there 
were two groups (fall and spring) who became closer together in achievement efficacy as 
the T2 and T3 means accounted for the group’s previous level of achievement efficacy as 
well as the impact of the other variables in the model. 
Summary of Path Model Results 
In sum, the multi-group structural path model examining the relationships 
amongst curiosity, cognitive engagement, achievement efficacy, and self-regulatory 
efficacy from T1 through T3 both confirmed and disconfirmed the study hypotheses. 
Curiosity did predict cognitive engagement from T2 to T3, but, contrary to predictions, 
the model revealed that cognitive engagement predicted curiosity at both T1 and T2. 
Whereas T1 self-regulatory efficacy was found to negatively predict T2 curiosity, both 
T1 efficacy variables impacted T3 curiosity. A reciprocal relationship was found between 
cognitive engagement and self-efficacy, with cognitive engagement predicting both forms 
of self-efficacy across both time points, and T1 achievement efficacy predicting T2 
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cognitive engagement, and T2 self-regulatory efficacy predicting T3 cognitive 
engagement. Finally, although the QFT intervention did not impact the rates of change 
between intervention groups, overall treatment effects were found—a positive treatment 
effect for curiosity, as well as negative treatment effects for cognitive engagement and 
self-regulatory efficacy. 
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Figure 12. Direct unstandardized constrained paths between Time 1, Time 2, and Time 3 variables (Model P)  
t3curiosityavg ε1
t3cognitiveavg ε2
t3achieveavg ε3
t3regulateavg ε4
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Figure 13. Indirect unstandardized constrained paths between Time 1, Time 2, and Time 3 variables (Model P)  
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Table 11. Standardized direct, indirect, and total effects in the final constrained model P 
Predictor Criterion Direct Effect Indirect Effect Total Effect 
T1Curiosity T2Curiosity .62*** 
.63*** 
--- .62*** 
.63*** 
T1Cognitive  .09*** 
.10*** 
--- .09*** 
.10*** 
T1Achieve  .05* 
.06* 
--- .05* 
.06* 
T1Regulatory  -.08** 
-.09** 
--- -.08** 
-.09** 
T1Cognitive T2Cognitive .70*** 
.74*** 
--- .70*** 
.74*** 
T1Achieve  .07*** 
.08*** 
--- .07*** 
.08*** 
T1Cognitive T2Achieve .14*** 
.15*** 
--- .14*** 
.15*** 
T1Achieve  .56*** 
.59*** 
--- .56*** 
.59*** 
T1Cognitive T2Regulatory .21*** 
.22*** 
--- .21*** 
.22*** 
T1Achieve  .06** 
.06** 
--- .06** 
.06** 
T1Regulatory  .47*** 
.50*** 
--- .47*** 
.50*** 
T2Curiosity T3Curiosity .48*** 
.49*** 
--- .48*** 
.49*** 
T2Cognitive  .08*** 
.09*** 
--- .08*** 
.09*** 
T1Curiosity  .27*** 
.27*** 
.30*** 
.31*** 
.57*** 
.58 
T1Cognitive  --- .10*** 
.11*** 
.10*** 
.11*** 
T1Achieve  .09*** 
.11*** 
.03** 
.04** 
.12*** 
.15*** 
T1Regulatory  .-.07** 
-.08** 
-.04** 
-.04** 
-.11*** 
-.12*** 
T2Curiosity T3Cognitive .04* 
.04* 
--- .04* 
.04* 
T2Cognitive  .57*** 
.60*** 
--- .57*** 
.60*** 
T2Regulatory  .05** 
.06** 
--- .05** 
.06** 
T1Curiosity  --- .02* 
.02* 
.02* 
.03* 
T1Cognitive  .19*** 
.21*** 
.42*** 
.46*** 
.61*** 
.67*** 
T1Achieve  --- .05*** .05*** 
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.05*** .05*** 
T1Regulatory  --- .02* 
.03* 
.02* 
.03* 
T2Cognitive T3Achieve .12*** 
.12*** 
--- .12*** 
.12*** 
T2Achieve  .33*** 
.34*** 
--- .33*** 
.34*** 
T2Regulatory  .04 
.04 
 .04 
.04 
T1Cognitive  --- .14*** 
.15*** 
.14*** 
.15*** 
T1Achieve  .30*** 
.32*** 
.20*** 
.21*** 
.50*** 
.53*** 
T1Regulatory  --- 
 
.02 
.02 
.02 
.02 
T2Cognitive T3Regulatory .14*** 
.14*** 
--- .14*** 
.14*** 
T2Regulatory  .46*** 
.46*** 
--- .46*** 
.46*** 
T1Cognitive  --- .19*** 
.21*** 
.19*** 
.21*** 
T1Achieve  .05** 
.06*** 
.04** 
.04** 
.09*** 
.10*** 
T1Regulatory  .20*** 
.21*** 
.21*** 
.23*** 
.41*** 
.45*** 
Note: Fall group reported on top, spring group reported below; *p<.05, **p<.01, ***p<.001 
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Figure 14. Curiosity adjusted means by intervention group, T1, T2, T3 (Model P) 
 
 
Figure 15. Cognitive engagement adjusted means by intervention group, T1, T2, T3 
(Model P) 
 
  
172 
 
Figure 16. Achievement Efficacy adjusted means by intervention group, T1, T2, T3 
(Model P) 
 
 
Figure 17. Self-regulatory Efficacy adjusted means by intervention group, T1, T2, T3 
(Model P) 
  
173 
Qualitative Results 
 
 As noted in Chapter 3, below I begin by presenting and discussing graphs of 
percentages of how well teachers reported implementing the steps of the QFT (Miles, 
Huberman & Saldaña, 2014). I then turn to the three main qualitative themes regarding 
fidelity that were most salient in the data—teachers’ focus on student responsiveness to 
the QFT, including differences they viewed across grades and class levels as well the 
importance of the “no judgment” rule, a variety of adaptations that were made to the 
QFT, including teacher goal setting for questioning and frequent debate regarding open 
and closed-ended questions, and, finally, teachers voicing their need for increased 
professional development.  
Fidelity and Dosage 
 
 Figures 18–22 provide a snapshot of the fidelity of the QFT intervention as 
reported by teachers within the study schools. Teachers, on average, implemented the 
QFT one to three time per semester. When doing so, the majority of teachers “very often” 
used a QFocus statement or prompt. According to these teachers, students were most 
likely to follow the “ask as many questions as you can” and “change statements into 
questions” rules, whereas they believed that students only “often” followed the “don’t 
judge” and “write down everything as stated” rules. Furthermore, although the majority 
of teachers “often” or “very often” had students categorize open and closed-ended 
questions, less teachers consistently implemented the discuss and change steps regarding 
closed and open-ended questions. Although the majority of teachers reported that they 
“sometimes” or “often” spoke about the next steps after engaging in the QFT process, 
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over 50% of respondents noted that they only sometimes engaged in reflection of the 
QFT process, and, notably, only one teacher reported “very often” engaging in reflection. 
Next, I turn to prominent themes that arose within the teacher survey data and classroom 
observations that speak to more specific areas of Durlak’s (2016b) eight areas of fidelity 
of implementation—specifically, student responsiveness, adaptation, and professional 
development.   
 
Figure 18. Bar graph representing teacher average use of the QFT during semester 2 
(spring semester).  
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Figure 19. Bar graph representing how often teachers use a QFocus statement (Semester 
2; n = 35).  
 
 
Figure 20. Bar graph representing how often teachers perceive students follow the rules 
of the QFT (n = 37).  
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Figure 21. Bar graph representing how often teachers have students categorize, discuss, 
and change closed and open-ended questions  
 
 
Figure 22. Bar graph representing how often teachers discuss next steps and reflect on 
the QFT process (n = 37).  
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Student Responsiveness  
Two prominent themes arose within the data regarding student responsiveness to 
the QFT. First, teachers converged in their opinion that the QFT varies by level of 
student. Secondly, the importance of the “no judging” rule for the QFT process was 
reiterated both by teachers as well as within classroom observations.    
Differences Across Levels. One continuous theme that emerged within the 
teacher data was teachers’ comments that students’ curiosity, open-mindedness, divergent 
thinking, engagement, and efficacy varied either by their grade level or their class level 
(e.g., college prep compared to honors level classes). While there were 9 instances of 
teachers commenting that younger students (9th or 10th graders) somehow performed 
better than their older peers, there were no instances of teachers commenting that 11th or 
12th grade students performed better than their younger classmates. Comments included 
statements such as, “Freshmen were more curious than juniors,” and “My 9th grade 
enjoyed the activity more than 11th. The 9th grade questions improved in complexity 
during the time given for brainstorming questions. My 11th grade students were not very 
curious.” 
Teachers were split on whether students in lower-level classes performed “better” 
than those in upper-level classes. There were 7 instances of teachers commenting on the 
superior performance of students in lower-level classes. For example, teachers 
commented: “Lower-level kids were better at it” and “The advanced and honors kids self-
censor to the point of insanity. The college prep kids enjoyed it, were good at it, and got 
something out of it.” Alternatively, there were also 7 instances of teachers commenting 
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on the superior performance of students in higher-level classes. One teacher noted, 
“Depended on the level of class. Honors students really took the task/method seriously; 
college prep students needed more prompting/guidance/motivation.” Another stated, “At 
the lower levels, the engagement did not change as much as I hoped. At the higher level, 
forming questions clearly affected the engagement level.” Although the teachers’ 
comments diverged, together the comments make clear teachers’ experiences of varying 
function of the QFT by grade and class level.  
No judging rule. Secondly, several teachers believed that the “no judgment” rule 
influenced student responsiveness to the QFT. On one hand, two teachers reported that, 
of the four rules inherent in the QFT, judging was the rule that students had the hardest 
time following. One teacher noted, “The juniors had more trouble not critiquing each 
other’s ideas.” Another commented, “Students like/love to pose questions—they struggle 
a great deal with not answering/debating/judging those questions.” This teacher further 
elaborated: “Hard at times for them not to judge questions because we ask that of them so 
often (or ask them to be analytical or answer questions so often).” Classroom 
observations corroborated these accounts, as there were several instances of students 
offering judgments on each other’s questions. Comments included those such as, “that’s a 
good one” (Field notes, 11-18-15), “that’s too simple!” (Field notes, 12-10-15), “that’s an 
interesting question” (Field notes, 2-16-16) and “these are such surface questions” (Field 
notes, 4-1-16).  
More so, though, five teachers reported that the “no judgment” rule allowed for 
increased student participation and, specifically, growth of the students’ various thinking 
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dimensions. For example, one teacher stated, “Left to themselves, they became more 
willing to move beyond the obvious, to explore. The ‘no judging’ rule encouraged more 
divergent thinking.” Another teacher commented, “[open-mindedness] rose since there 
was no judgements” and a third reported, “the fact that questions wouldn’t be judged 
helped their confidence.”  Finally, one teacher summed up, noting “students felt 
comfortable asking questions without being judged.”  
Notably, student and teacher reminders regarding the “no judgment” rule was one 
of the most common themes seen within the classroom observations. One teacher stated 
to his students “I don’t want to hear ‘that’s a good question’” and “Noooo judgment! 
Resist judgment people!” (Field notes, 4-1-16). At another school, the teacher reminded 
her students “Some of you have trouble with this, you do ‘Oh that’s a good one- there’s 
judgment implied— ‘ooh I don’t know, is mine good?’ No judgment at all!” (Field notes, 
2-16-16). Her colleague similarly reiterated to students, “Are we following rule #2? Are 
we stopping to judge?” (Field notes, 2-16-16). Students were also likely to remind their 
classmates regarding the no judgment rule. For example, one student noted, “Are you 
trying to judge my questions? That’s against the rules” (Field notes, 2-12-16). Other 
student statements included “Guys, no judgment!” (Field notes, 2-16-16), “No judging!” 
(Field notes, 12-12-15), and “Are you judging?” (Field notes, 11-20-15). Thus, “no 
judging” became a salient rule that both students and teachers appeared to feel was 
important for the process.  
Adaptation 
 Two prominent themes arose in regard to adaptations made to the QFT process. 
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First, many teachers set questioning goals for their students during the intervention. 
Second, teachers and students consistently debated the categorization of open and closed-
ended questions.   
 Teacher Goal Setting. Four teachers in the sample commented that many of their 
students “hit a wall” in their question production. For example, one teacher noted: “They 
usually hit a wall after a strong start.” Another stated, “Students often needed to be 
pushed to think past their first/initial set of questions.” Perhaps to deal with this wall, a 
common theme that arose during observations was for teachers to set a goal for their 
students’ questioning, such as “let’s get to three questions each.” For example, one 
teacher at School 3 noted to her students “Right now I’m walking around to make sure 
everybody’s contributing, you should make a goal of each contributing at least two 
questions” (Field notes, 2-16-16). She later upped the goal, noting “So eight questions 
guys” and finally settled on, “one more minute please, see if you can’t get 10 questions, 
most of you look close to that” (Field notes, 2-16-16). Throughout the class, there was a 
focus on this goal, with the teacher repeating, “Do you have 10? Do you have 10?” (Field 
notes, 2-16-16).  
 Another teacher at the same school also set a goal for her students. During one 
observation she noted, “Let’s do another minute…if you can generate even twenty of 
them that’ll be good…this is a hot topic, so many ways you can go with this…” After 
about four minutes of question production time, the teacher noted, “How many people 
have 10 questions? These two guys are winning! Everybody’s winning…10? 10?” (Field 
notes, 5-5-16). Her colleague, as well, often checked in with her class regarding their 
  
181 
number of questions. For example, in one class she noted, “One more minute, get out a 
couple more, make a goal for three or four more” (Field notes, 2-16-16).  
 Teachers at Schools 1 and 2 similarly checked in with students regarding their 
number of questions. For example, at School 2, one teacher noted, “We have nine 
questions so far guys” (Field notes, 12-15-15). Another teacher commented, “The goal is 
to get three questions from each group” (Field notes, 4-1-16). At School 1, a teacher 
likewise commented, “How many you got over there? 8? 7? Shoot for 10…. Give me a 
few more… you have to give me two more! Two more…go for an even 10” (Field notes, 
2-16-16). Across schools, teachers appeared to feel it was necessary to set a goal for their 
students’ question production.  
 Debate Regarding Closed and Open-Ended Questions. Debate about what 
constitutes an open or closed-ended question was a noticeable theme that arose 
throughout classroom observations. For example, one teacher commented, “They only 
really argued about closed/open ended questions.” In one class a teacher noted, “T: [last 
class] said a lot of their questions were ‘clopen’” (Field notes, 10-21-15), indicating that 
the students were not able to decide if a question was closed or open, so had termed the 
questions “clopen.” A classroom exchange exemplifies this typical debate:   
T: …. What is the American Dream… if it gets one definition, then it’s closed…  
S: I think it’s mostly a closed question, if you ask someone they’ll just give their 
opinion, and they’ll only have one view of it, so they won’t discuss other parts of 
it…  
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T: one answer definitions… might be phrasing again, you can get one 
definition…  
S: can I challenge that? I don’t think it’s closed because it’s not a black and white 
answer, it’s an opinionated answer because not everybody has the same opinion 
and not everybody view the dream the same…” (Field notes, 5-5-16) 
Similarly, another teacher at School 3 also had students debate the meaning of closed and 
open-ended questions:  
 T: Did anyone have trouble and have a couple that you’re not quite sure 
about…not a test of we don’t understand, this is like some questions are like 
‘meh’ 
 S: We have like ‘Where the baseball is’ but we don’t know where it is but it’s only 
one answer 
 T: No debate about it, the baseball is someplace…same question as who’s John’s 
father, there’s an answer, but nobody knows but it’s a mystery that will drive the 
plot for a while 
 S: But what if we don’t know if we’re going to find it out?  
 T: Mysteries close themselves. There is one thing that doesn’t close itself.  
 S: So we’re assuming everything gets closed? 
 T: Assume the closed questions get answers, which makes them feel open (Field 
notes, 2-3-16).  
Thus, deciding how to classify questions as closed or open remained a considerable topic 
of debate within many classrooms.  
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Professional Development 
 A final prominent theme within the teacher survey data was teachers speaking to 
their need for more information as to how to move forward with the QFT process. 
Indeed, there were 7 instances of teachers asking “what to do next.” One teacher noted: 
“QFT takes a long time to get going and carry through. The structured session can take 
over a full period to complete, and the actual end product or result is unclear…many 
teachers did not know what to do with the questions after they were generated.” Another 
commented, “I liked the activity but was not sure how to build upon it or use it for more 
than just creating overarching questions.” Another mentioned, “The ‘What next’ part is 
hard- not sure what to do with the questions always.”  
 Although teachers did not specifically call for professional development 
opportunities, one teacher noted that it was his lack of instruction that inhibited his ability 
to use the QFT. Indeed, he noted, “Was unable to become as familiar with the instruction 
practice as I wanted to be in order to implement it.” Another teacher commented that he 
or she was specifically interested in obtaining “more ideas on how to use questions after 
students have developed them.” A third questioned, “Where do we go next?” In all, these 
teachers expressed a clear sense that there was a need for additional ideas and training 
regarding how to implement and use the QFT in their classrooms. 
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Chapter 5 
 
Discussion  
As noted earlier, there is a growing interest regarding how deeper learning 
strengths such as curiosity can help prepare students to contribute to the knowledge 
economy and democracy of the 21st century (Berger, 2014; Mehta & Fine, 2015, 2017; 
Wagner, 2008). Yet, despite its association with a host of positive outcomes (Kashdan, 
2004, 2009; Renninger & Hidi, 2016), we still know very little about how to cultivate 
curiosity in students. Although some scholars (e.g., Markey & Loewenstein, 2014) have 
argued that curiosity should be allowed to develop naturally in students, several others 
have argued that curiosity should be directly cultivated through the use of direct 
instruction, specifically in questioning (e.g., Baehr, 2015a, Engel, 2006, 2011, 2015). 
Moreover, relatively little research has explored the relationship between curiosity and 
related character strengths and outcomes, such as school engagement and self-efficacy 
(Wigfield & Cambria, 2010), and the way direct-teaching in questioning might impact 
such relationships. Accordingly, the present study employed a quasi-experimental, 
longitudinal, waitlist-control design in order to explore the potential impact of a question-
brainstorming intervention, the Question Formulation Technique (QFT), on students’ 
curiosity, related thinking dimensions, and positive outcomes. Below, I explore key 
takeaways from the study’s results.  
Direct teaching of questioning impacts curiosity  
 Extant research suggests that teaching children how to question can have 
important educational outcomes (e.g., Rosenshine et al., 1996), yet, despite calls for 
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teaching children to question in order to foster their curiosity (e.g., Baehr, 2015a; Engel, 
2015), relatively little empirical scholarship to date has explored this question. This study 
extends current scholarship by demonstrating to educators that an easy-to-implement, 
direct-teaching questioning intervention (the QFT) can directly impact adolescents’ 
curiosity in the classroom. 
 As reviewed in Chapter 4, a key finding of this research was that the QFT 
demonstrated a positive treatment effect on students’ curiosity. Accordingly, as Ritchhart 
(2002) and Tishman and colleagues have noted (1993), this result suggests that directly 
teaching intellectual character strengths and skills should be considered an important 
element in enculturating students’ character strengths (Ritchhart, 2002; Tishman et al., 
1993, 1995). Indeed, the finding supports the intellectual virtues theory argument that 
students should be directly educated in the key ability—here questioning-- associated 
with a particular character strength—here curiosity—in order to develop that particular 
character strength (Baehr, 2015b).  
Moreover, both Tishman (1995) and Baehr (2015a) have noted that one must 
demonstrate a sensitivity, an ability, and a motivation towards engaging in the actions 
associated with particular intellectual character strengths. Given that the QFT focuses 
both on developing the ability to form questions, as well as reflecting on when one might 
use certain forms of questions (e.g., closed versus open-ended questions; Rothstein & 
Santana, 2011), it is possible that the intervention changed not only students’ ability to 
question, but also their sensitivity towards when to use questioning, which, in turn, 
furthered their curiosity. As over 50% of the teacher sample reported “often” or “very 
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often” discussing open and closed-ended questions with their students, this seems a 
potential explanation.   
 This finding offers further support for those philosophers, educators, and 
researchers who support the use of direct teaching for fostering students’ curiosity. As 
noted throughout, there is debate regarding whether curiosity (and other character 
strengths) should be allowed to develop naturally (e.g., Markey & Loewenstein, 2014) or 
be directly taught (e.g., Engel, 2015). Although small, the effect of directly teaching 
students to question through the QFT on students’ curiosity was significant, with students 
who receive the QFT .11 standard deviations higher in curiosity than peers who do not 
receive the QFT. Although small, this effect size is comparable in magnitude with those 
found in other character and social-emotional learning literature on interventions. As an 
example, Taylor, Oberle, Durlak, and Weissberg (2017), in a meta-analysis of 82 
elementary through high school social-emotional intervention studies, found an effect 
size of .17 on students’ social and emotional outcomes. Furthermore, this study’s results 
add to the small, but growing body of quasi-experimental studies on inquiry learning that 
investigates the impact of inquiry on non-achievement oriented outcomes (e.g., Saunders-
Stewart, Gyles, Shore, & Bracewell, 2015). Furthermore, this study extends the growing 
body of literature that has found direct teaching in student questioning to have a 
significant impact on student outcomes (e.g., Rosenshine et al., 1996). To date, both 
bodies of literature have primarily focused on the impact of inquiry learning and 
questioning on students’ achievement outcomes (e.g., grades, standardized testing). This 
study moves forward such scholarship through demonstrating that directly teaching 
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questioning also has positive significant effects for students’ “non-cognitive,” character 
outcomes.  
 In the classroom, this result suggests that educators should use interventions such 
as the QFT in order to directly educate students in the skill of questioning, and not rely 
solely on non-direct forms of “enculturation” for promoting student curiosity (Ritchhart, 
2015; Tishman et al., 1995). That is, although the literature on curiosity surely suggests 
that elements of school and classroom culture are indispensable for fostering student 
curiosity (e.g., autonomy, safety, collaboration), directly teaching the skill of questioning, 
as demonstrated here, also can boost curiosity scores. In part, the QFT appears to serve as 
a form of direct-instruction thinking routine (Ritchhart, 2002, 2015), in that it serves an 
explicit strategy and an instructional routine that is “used to activate certain types of 
thinking (Ritchhart, 2002, p. 193) while simultaneously allowing for students’ autonomy 
and collaboration, which have both been proposed as elements highly related to 
expressions of curiosity (e.g., Deci & Ryan, 2000; Mitchell, 1993).   
One potential critique of the QFT is that it does not offer students an expert 
example, or model, of questioning to follow. As reviewed in Chapter 2, both intellectual 
virtues theory (Baehr, 2015) and the social-cognitive theory of virtues (Lapsley, 2016) 
argue that character skill development includes direct teaching as well as modeling and 
coaching of the virtues by an expert-other. Moreover, several studies on modeling and 
questioning have found that observing a model can promote students’ questioning (e.g., 
Zimmerman & Pike, 1972). Observing competent others is also considered one of the 
four primary ways of fostering self-efficacy (van Dinther et al., 2011). However, given 
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that students often are grouped together to produce questions (although not always) in the 
QFT, it seems possible that peers are able to serve as models for one another during the 
QFT process. Educators may want to consider this element when thinking about grouping 
their students together for the intervention, as it may be helpful for more expert students 
to serve as models for less expert students. Given Engel and Silver’s (as cited in Engel, 
2015) related finding that low curiosity students are particularly impacted by high 
curiosity peers, this form of grouping could potentially be particularly impactful for 
students who are low in curiosity and struggle with question formulation.  
Finally, although the study identified significant negative overall treatment effects 
for certain constructs, this does not indicate that teaching questioning necessarily results 
in negative outcomes for students. As will be discussed more below, in the present study, 
it may be that poor fidelity resulted in circumstances that effected these negative 
outcomes.  
 Future research. Many questions remain regarding the impact of the QFT, as a 
direct instruction method, on curiosity. For example, additional studies are needed in 
order to tease apart exactly what element of intellectual character the QFT fosters—is it 
the ability, sensitivity, or motivation dimension, or all three aspects?  
Furthermore, as the study did not include a highly autonomous and collaborative 
control group not focused on the direct teaching of questioning, this study cannot fully 
tease apart the components of the intervention that were most efficacious, which would 
be a prime task for follow-up research. Yet, since the present study saw a positive effect 
of fidelity (as described below) it seems as if the steps specified by RQI are contributing 
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to positive changes in students’ character. However, given that the QFT is a purposefully 
student-centered, highly autonomous process (Rothstein & Santana, 2011), future 
research might more fully consider how the impact of autonomy during the QFT process 
influences students’ curiosity. Certainly, highly autonomous experiences are linked to 
higher curiosity (e.g., Deci & Ryan, 2000); if restrictions on student autonomy were 
imposed during the QFT process, it is possible this might hinder student outcomes. In 
addition, is student collaboration necessary for the presence of a curiosity effect? Some 
teachers in this study chose to have students brainstorm questions individually before 
coming together to prioritize questions as a class—how does the peer collaboration 
element impact students’ curiosity within the QFT intervention (e.g., Thoman et al., 
2012)?  
Finally, the results of the multi-group path models suggest the potential presence 
of a logarithmic growth curve within the curiosity data; future studies with additional 
data points might more fully consider whether such a growth curve better fits the 
curiosity data and reveals a treatment-by-time interaction (Grimm et al., 2016).  
Fidelity matters 
 A second key take-away from the Results was that fidelity-of-implementation 
(both fidelity and dosage) matters greatly for students’ character growth and positive 
outcomes. Positive fidelity and/or dosage effects were found in the multilevel models for 
curiosity, divergent evaluation and ideation, cognitive and emotional engagement, and 
self-regulatory efficacy—that is, all but behavioral engagement and achievement 
efficacy. Notably, these results occurred even when cognitive engagement, emotional 
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engagement, and self-regulatory efficacy all demonstrated overall absolute negative 
treatment effects. In addition, it is important to note that positive dosage effect was found 
for divergent evaluation. Although this result was contrary to expectations, this result 
aligns with RQI’s conjecture that the QFT fosters both divergent and convergent thinking 
(see Rothstein & Santana, 2011; Cropley, 2006). Although the divergent evaluation scale 
is not a direct scale of convergent thinking, the two concepts highly overlap (Cropley, 
2006).  In all, then, this work aligns with and extends contemporary fidelity-of-
implementation studies in continuing to show that “it is not evidence-based programs that 
are effective, but it is well-implemented evidence-based programs that are effective” 
(Durlak, 2015b, p. 1124). Given that very few studies have examined the impact of 
fidelity-of-implementation on character and related outcomes (Berkowitz & Bier, 2014), 
this study moves the field forward in showing that both adherence to proscribed 
intervention steps (fidelity) and/or the number of times implementing an intervention 
(dosage) can impact students’ curiosity, divergent evaluation and ideation, cognitive and 
emotional engagement, and self-regulatory efficacy.  
 Thus, this study offers preliminary evidence that teachers need to consider 
implementing the QFT with high fidelity as well as with high dosage should they want to 
achieve the best outcomes with their students. Certainly, divergences were seen across 
the study’s outcomes; for example, fidelity positively impacted curiosity growth whereas 
dosage did not, a result that will be discussed more below. Dosage impacted both 
divergent thinking attributes, whereas fidelity did not. Such findings align with those of 
Gross and colleagues (2015), who have found adherence and dosage to differentially 
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impact program quality and outcomes. However, if a teacher is interested in achieving 
both character growth and key outcomes with his/her students, this study’s data highlight 
that a focus on both high fidelity and high dosage is warranted.  
Further evidence for the importance of high fidelity and high dosage can be found 
in the fact that three of the study’s attributes demonstrated overall negative treatment 
effects, but positive fidelity and dosage interactions. With positive fidelity and dosage 
interactions, the average teacher in the study must have implemented the QFT with 
somewhat poor fidelity and/or low dosage to find these overall negative treatment effects. 
This claim is corroborated by the fact that the teachers’ average fidelity scores ranged 
from 3.62 to 3.79, with teachers implementing the QFT only 1–3 times per semester. In 
the qualitative data, teachers frequently reported skipping steps of the QFT; over 30% of 
teachers reported that they only “sometimes” had their students change closed-ended and 
open-ended questions from one to the other, and almost 50% of the sample reported only 
“sometimes” having their students reflect on the QFT process. Accordingly, teachers can 
take from these findings that they should value fidelity of implementation both to 
improve outcomes and to avoid negative effects.  
However, the qualitative data from this study also shed light on the elements of 
the QFT that teachers felt were particularly important for fidelity of implementation. As 
noted, several teachers mentioned that, although the “no judgment” rule was particularly 
hard for students, they felt that this rule, in particular, contributed to students’ growth 
during the QFT process. Indeed, students and teachers reminded the classroom 
throughout observations to keep to this rule. This finding is in alignment with 
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brainstorming scholarship, as deferral of judgment is a typical technique common in 
brainstorming activities and interventions often associated with creative productivity 
(Osborn, 1957; Rickards, 1999). Moreover, this finding aligns with scholarship that has 
found that students need to feel safe and experience low anxiety and high relatedness in 
order to express curiosity and related character strengths and outcomes within the 
classroom (e.g., Furrer & Skinner, 2003; Peters, 1978; Ritchhart, 2015). In light of Abry 
and colleagues (2013) call for more work on “intervention fidelity”—looking at specific 
elements of interventions that lead to successful outcomes—this finding suggests that the 
“no judgment” rule of the QFT is one element that may need to be present in order for the 
QFT to lead to successful character change and outcomes for adolescents.  
Beyond drawing conclusions about the effective implementation of the QFT, the 
qualitative findings on “no judgment” have implications for the classroom environment 
more broadly.  Several scholars have argued that character strengths such as curiosity are 
best fostered in classrooms focused on mastery goals where risk-taking and mistake 
making are not judged (Baehr, 2015; Ritchhart, 2015). Although relatively less literature 
has specifically focused on the role of a culture of error in fostering curiosity, a growing 
body of research suggests that a classroom “error climate,” wherein, amongst other 
aspects, classmates and teachers do not react negatively to students “taking the error 
risk,” is particularly important for promoting a host of self-regulative learning strategies 
(Steuer, Rosentritt-Brunn, & Dresel, 2013; Steuer & Dresel, 2015), such as questioning in 
the classroom.  
On the other hand, the qualitative data also revealed elements of the QFT that 
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were open to adaptation. Contrary to Rothstein and Santana’s (2011) stated goals for the 
QFT, teachers set goals for their students’ questioning and spent time debating the 
meaning of closed and open-ended questions. Several scholars have noted that adaptation 
is inevitable when bringing an intervention into a new environment (e.g., Durlak, 2016a, 
2016b). Indeed, Hansen and colleagues (2013) found, in a study of the All Stars drug 
prevention program, that teachers made, on average, six adaptations per lesson. 
Moreover, when the adaptations were done well, they lead to positive results from the 
intervention (Hansen et al., 2013). Thus, the fact that teachers made this adaptation is not 
inherently bad. Moreover, calls have been heard for a focus on integrity of 
implementation over fidelity of implementation (e.g., Reimers, Chopra, Chung, Higdon & 
O’Donnell, 2016), with integrity-of-implementation referring to how to adapt 
interventions to local environments without losing the effectiveness of a program’s main 
ideas (Reimers, et al., 2016). Yet, it is unclear if the adaptations seen in this study meet 
these standards of remaining true to the intervention’s main goals.  
Curiosity is inherently an intrinsic experience sparked by one’s environment (e.g., 
Grossnickle, 2016). Expecting students to create a certain number of questions rather than 
allowing students to come up with questions on their own shifts the onus of the activity 
from what Ryan and Deci (2000) might consider an activity that allows for integrated 
regulation, if not entirely intrinsic motivation, to one that becomes more externally 
motivated. As several studies have demonstrated, extrinsic rewards (such as “winning” 
questioning) deplete intrinsic motivation (Deci, Koestner, & Ryan, 1999). Furthermore, 
several studies contend that performance goals are not associated with interest and 
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intrinsic motivation due to their focus on evaluation (Hidi & Harackiewicz, 2000; 
Wigfield & Cambria, 2010). Thus, if teachers are implementing the QFT with the 
intention of cultivating student curiosity, this adaptation appears contradictory to these 
intended aims.  
The other prominent adaptation theme within the data was the debate that 
occurred during the intervention regarding what questions could be considered closed or 
open-ended questions, resulting, for example, in one class deciding to label questions 
“clopen.” Again, adaptations are not necessarily adverse (Durlak, 2015b), and RQI 
considers giving the definition of, and discussion regarding, open and closed-ended 
questions an integral step in the QFT process (Rothstein & Santana, 2011). However, in 
Make Just One Change, Rothstein and Santana (2011) described the purpose of 
discussion of closed and open-ended question as a step towards convergent thinking—
they noted that discussion should center on the advantages and disadvantages of each 
type of question so that students can begin to realize the ways in which some forms of 
questions will lead them to certain types of knowledge. They do not describe this step as 
one focusing on debating the nature of closed and open-ended questions (Rothstein and 
Santana, 2011). This adaptation, then, raises issues of quality of implementation, wherein 
quality refers to a subjective interpretation of how well the steps of the process were 
implemented (Gross et al., 2015); if students and teachers spend time during the 
intervention disagreeing on the meaning of closed and open-ended questions, it remains 
unclear how this will impact students’ understanding of questioning as a skill, and, 
furthermore, the intervention’s desired outcomes. In addition, although not systematically 
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recorded during study observations, it is likely that such debates could add significant 
time to the intervention. Given that many teachers already shy from inquiry learning due 
to the amount of time it takes (e.g., Ponzuelos et al., 2010), any adaptations that adds 
significant time to an inquiry intervention should be considered with caution without the 
requisite evidence of increased benefits.  
In light of the growing body of research on the need for quality program 
implementation (Meyers et al., 2012), it is clear that achieving high fidelity and high 
dosage without adaptation is not always easily achieved, wanted, or feasible. Indeed, the 
final qualitative theme that arose in the data was teachers’ desire for more professional 
development—teachers were unclear on how best to move forward with the QFT process, 
whereas others felt ill-prepared to implement the QFT. This finding aligns with the wide 
body of literature that argues that professional development is an integral part of the 
implementation process (Durlak & DuPre, 2008; Durlak, 2015b, 2016a, 2016b). As 
noted, this study was a purposefully light touch intervention study, wherein teachers were 
only provided with the Make Just One Change book and a reader guide. Yet, this data 
suggest that more professional development may be needed to achieve higher fidelity. In 
fact, Durlak (2015b) has argued that “technical assistance and consultation once the 
program begins are necessary although not sufficient conditions for achieving high levels 
of implementation” (p. 1126), suggesting that limited professional development training, 
such as that used in this study, is almost always insufficient for achieving high quality 
fidelity of implementation.  
The need for professional development in order to achieve fidelity becomes even 
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more important when one considers that only a significant fidelity-by-time interaction 
was found for curiosity, whereas dosage was not significant for curiosity. It seems 
possible, then, that promoting adherence to the entire process of the QFT—thereby 
helping students to develop a form of expertise in and sensitivity to questioning (Narvaez 
& Lapsley, 2005)—is important for curiosity cultivation. This study does not posit that 
dosage is not important for students’ curiosity cultivation; rather, it seems likely that 
increased dosage was needed in order to have seen a significant dosage result on curiosity 
within this study. Indeed, scholars have argued that it takes at least a year for a new 
program to take effect, and perhaps up to three years (Durlak, 2016a, 2016b). In fact, this 
idea was anecdotally echoed within the teacher survey data, with one teacher 
commenting, “[The QFT] probably needs to be used more frequently to have serious 
effects.”  Alternatively, the null association might be explained by the small variation 
seen within the dosage data; the majority of the sample only completed the QFT one to 
three times per semester. In all, it remains notable that a positive treatment effect was 
found for curiosity regardless of fidelity and dosage, suggesting that mere exposure to a 
questioning intervention can positively change students’ curiosity; however, higher 
fidelity of implementation was associated with positive growth in students’ curiosity over 
the school year.  
Furthermore, the fact that several teachers reported not completing the “next 
steps” or “reflection” steps of the QFT also raises implications for promoting fidelity 
during professional development. This finding is particularly concerning in light of 
Loewenstein’s (1994) argument that curiosity is an aversive state and that, if left 
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unsatisfied, can lead to disengagement. It is during these steps of the QFT that teachers 
should be able to provide direction and notify students about where they will be going 
with their prioritized questions; for example, some might use them for an essay prompt or 
for a PBL project. Regardless of the use of the questions, the “next steps” and 
“reflection” steps can potentially offer students some assurance that they will have a 
chance to answer their questions, and thus satisfy their curiosity. Further supporting the 
need for these steps is the negative overall treatment effect found for  cognitive 
engagement within the study; if taken within the context of a goal-directed, self-regulated 
understanding of cognitive engagement (Wolters & Taylor, 2012), it seems possible that 
the QFT may have heightened students’ curiosity, but then, if students were not given 
outlets to express or answer their curiosity in their traditional academic setting, thereby 
potentially thwarting their self-regulated learning goal, their willingness to engage in 
their academics may have been hindered. Given that several teachers highlighted that 
they needed additional training on what to do with the questions produced from the QFT, 
this again emphasizes the need for more professional development training for teachers, 
with a particular focus on making sure teachers provide a direction for, and opportunity 
to answer, students’ questions.  
Discussion of next steps and reflection may also have been needed in order to 
build students’ self-efficacy. It is notable that a positive treatment effect was found for 
curiosity, but a negative time by treatment interaction was found for achievement 
efficacy and an overall negative treatment effect was found for self-regulatory efficacy, 
suggesting that the QFT may actually be giving rise to two forms of questions. The first, 
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a curiosity type question (Silvia, 2006), is embodied in teachers in the study who used the 
QFocus to evoke surprise and, potentially, curiosity, in their students (e.g., “I placed a 
potted flower in a cardboard box”). The second, a comprehension monitoring, or 
metacognitive, question (Rosenshine et al., 1996) is embodied by teachers in this study 
who provided prompts focused on generating study questions and strategies that that 
might foster comprehension and self-efficacy (e.g., generating potential quiz questions 
about a passage in Macbeth; King, 1992, Rosenshine et al., 1996). Although scholars 
have suggested a positive relationship between questioning, self-efficacy, and self-
regulated learning (Landine & Stewart, 1998), this study’s results suggest that teaching 
students to question can result in students feeling less confident in their achievement 
skills and in their ability to regulate their own learning. In light of Azevedo, Behnagh, 
Duffy, Harley, and Trevors’ (2012) suggestion that metacognitive monitoring strategies 
(such as questioning) can affect students’ feelings-of-knowing, and, in turn, impact their 
judgment of their learning, one possible explanation for such a result is that if students 
are not provided with opportunities to reflect on and answer their questions, they may be 
left feeling less efficacious (Rosenshine et al., 1996; Schraw, 1998; Schunk & 
Zimmerman, 2003; Wolters & Pintrich, 1998). Therefore, again, the need for teachers to 
provide time for students to both know how their questions will be used (“next steps”) as 
well as reflect on their feelings regarding and knowledge learned from the QFT process 
(“reflection”) is imperative.  
Given the importance of fidelity and dosage in this study’s results, it calls on 
educators and schools to consider how they are making space in the curriculum for 
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inquiry education. Indeed, a lack of time is often cited as one of the reasons teachers do 
not engage in inquiry learning (Brown et al., 2006; Ponzeulos et al., 2010). However, in 
this study, increases in dosage in the QFT were associated with growth in five of the 
study’s outcomes, indicating that finding the time to explore questioning with students 
via the QFT repeatedly in the curriculum could lead to significant change for students. 
Considering Marshall and colleagues’ (2007) result that both the support teachers 
perceive in their school for inquiry learning and their own self-efficacy for teaching are 
directly related to time spent in inquiry instruction, this again calls on schools to consider 
the ways in which they are fostering a supportive environment for inquiry instruction.  
Finally, the importance of teacher fidelity for student outcomes further suggests 
that teacher training programs may need to further prepare teachers to engage in inquiry 
education. As noted above, Crawford (2007) found that teachers’ beliefs regarding 
pedagogy and the nature of science were more important than professional development 
for teachers’ choice to use inquiry methods. Marshall and colleagues (2007) found 
teachers’ self-efficacy to be predictive of their use of inquiry methods, whereas Roehrig 
and Luft (2004) found that teachers’ who hold strong beliefs regarding the importance of 
student-centered learning are the most likely to use inquiry learning. In all, these findings 
suggest that teacher preparation programs may have a key role to play in creating 
teachers who are confident and ready to implement inquiry interventions such as the 
QFT.  
Future scholarship. As can be seen throughout the quantitative analyses, this 
study’s results indicated that, apart from behavioral engagement and achievement 
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efficacy, it behooves educators to administer the QFT with high fidelity and dosage in 
order to achieve maximum outcomes on curiosity and its related strengths. Although 
fidelity of implementation research is still relatively new within the field of social-
emotional learning and character education, fidelity/adherence and dosage are the two 
most studied aspects of fidelity of implementation (Durlak, 2015b). As noted, future 
studies might more fully consider what Abry and colleagues (2013) term “intervention 
fidelity,” or the role that specific elements of an intervention play in bringing about 
certain desired outcomes. For example, it is possible that had more teachers engaged in 
the reflection step of the intervention, the intervention would have “stuck” with more 
students (Brown, Roediger, & McDaniel, 2014). In addition, as noted above, this 
intervention was purposefully a “light touch” intervention wherein teachers were given 
freedom to decide how many times to implement the intervention. Aligning with the 
findings of Rosenshine and colleagues (1996), who did not find a relationship between 
length of training in questioning and student outcomes, this study similarly found no 
direct relationship between dosage and curiosity. However, given research that has 
suggested that programs can take up to three years to become fully implemented, had the 
study been implemented for a longer period of time, or followed students after the 
intervention ended, additional relationships between dosage and study outcomes may 
have been observed (e.g., Domitrovich et al., 2015).  
Teachers identified the “no judgment” rule as particularly important to the QFT 
process. Future research might further consider the role that classroom and school-wide 
error-climates play in facilitating the “no judgment” aspect of the QFT process. 
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Furthermore, given that Steuer and colleagues’ (2013, 2015) found that a positive error 
climate in the classroom is a unique predictor of self-regulation learning strategies above 
and beyond students’ perception of their classroom’s perceived goal structure (i.e., 
mastery goal versus performance goal structure), further research might consider the 
pathways amongst classroom error climate, classroom goal structure, students’ theory of 
intelligence, adoption of the “no judgment” rule, and QFT outcomes, such as curiosity.  
In addition, considering this study’s finding that feeling “no judgment” was 
particularly important for students in order for them to participate and grow through the 
QFT process, additional research is needed examining exactly what constitutes “no 
judgment” in the classroom. For example, is it just that fellow students and the teacher 
are not allowed to offer negative feedback on a student’s question?  Or, as Engel (2015) 
found, is smiling an important part of offering “no judgment”? Given the fair number of 
studies that have shown an association between positive feedback and intrinsic 
motivation, curiosity, creativity, student engagement, and self-efficacy (e.g., Beghetto, 
2006; Deci, 1971; Shernoff et al., 2016; Vallerand & Reid, 1984), it remains unclear from 
the teachers’ qualitative feedback whether it was simply the removal of negative 
feedback or the actual presence of positive encouragement that helped promote students’ 
growth during the QFT process.  
This study has found that ELA teachers can use the book Make Just One Change 
in order to learn the QFT process and implement the intervention in their classroom with 
success. Yet, as seen in the qualitative data, teachers were unclear of how to continue 
with the QFT process, and many were unclear on what to do with the questions students 
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developed from the intervention. The need for more professional development is strong, 
yet, as noted above, the majority of fidelity research has found that successful 
professional development involves technical assistance and consultation/coaching 
throughout implementation of the intervention (Durlak, 2015b). In keeping with RQI’s 
desire for the QFT to remain a light-touch intervention, further research is needed on how 
to best implement ongoing professional development for teachers using this intervention. 
Moreover, in light of research suggesting that teachers’ personal beliefs regarding 
teaching may be more important than ongoing professional development in predicting 
their use of inquiry learning in the classroom (Crawford, 2007), it may be more fruitful to 
engage teacher education programs in finding ways to foster beliefs regarding the 
importance of inquiry learning in new teachers. Some researchers suggest “induction 
programs” (e.g., Luft et al., 2003) in order to achieve such aims (Roehrig & Luft, 2004); 
whether induction programs might result in greater and higher fidelity use of the QFT 
remains to be seen.  
Relationships revealed between variables    
 Extant research suggests that there is a continued lack of understanding regarding 
the relationship between curiosity and related variables (e.g., Wigfield & Cambria, 2010). 
As noted in Chapter 4, the present study, utilizing multi-group structural path modeling, 
both confirmed and disconfirmed several of the study’s hypotheses, and, in so doing, 
revealed complex relationships between cognitive engagement, curiosity, achievement 
efficacy, and self-regulatory efficacy over the study’s three time points.  
Perhaps the most significant finding in the model was that, contrary to 
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predictions, cognitive engagement served as a significant predictor of all variables in the 
model at both time points. That is, students who began the year with higher cognitive 
engagement ended the year with higher curiosity, achievement efficacy, and self-
regulatory efficacy. First, these results run contrary to previous work that has mostly 
concentrated on a predictive relationship between curiosity and cognitive engagement. 
Recall from Chapter 2 that studies such as Ainley, Corrigan, and Richardson’s (2005) 
found a model linking topic interest, affect and persistence, wherein, unlike the present 
model, students’ interest led to a higher likelihood of continued engagement with the task 
when given a chance to quit. The present study extended such prior research through 
demonstrating the role of cognitive engagement as a predictor of curiosity as well as by 
confirming that curiosity is a partial mediator of cognitive engagement. Given that 
numerous scholars argue for the presence of reciprocal relationships between 
motivational constructs (e.g., Wigfield & Cambria, 2010) and, moreover, note that both 
curiosity and cognitive engagement result from the fulfillment of students’ needs for 
autonomy, competence, and relatedness (e.g., Appleton, Christenson, & Furlong, 2008; 
Deci & Ryan, 2000), it seems likely that these results point towards the presence of a 
reinforcing relationship between these two constructs. Future additional longitudinal data 
may be able to confirm such a relationship.  
Secondly, this model confirmed the reciprocal relationship between efficacy and 
cognitive engagement. These findings align with those of previous scholars who have 
found self-efficacy, particularly achievement self-efficacy, to be a positive predictor of 
cognitive engagement (e.g., Greene & Miller, 1996; Greene et al., 2004; Liem, Lau, & 
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Nie, 2008; Pintrich & DeGroot, 1990; Schunk & Mullen, 2012). Moreover, Schunk and 
Mullen (2012) noted that students who are self-efficacious are engaged learners, and 
being an engaged learner fosters self-efficacy through allowing for mastery and 
competency experiences. Notably, the predictive relationship between cognitive 
engagement on self-efficacy was stronger in the model than the reverse (see Table 11).  
These findings call on educators to find new ways to draw specifically on student 
cognitive engagement in the classroom as an important method for fostering a variety of 
positive character attributes (Fredricks, Blumenfeld, & Paris 2004). Jang, Kim, and 
Reeve’s (2016) study of autonomy support on Korean high school students’ behavioral, 
emotional, cognitive and agentic engagement, found that perceived autonomy support led 
to increases in students’ engagement over time (one academic year), whereas perceptions 
of teacher control in the classroom led to increases in student disengagement over time 
(one academic year). Jang and colleagues (2016) argued that participation in evidence-
based interventions that promote student autonomy are one of the most reliable ways of 
promoting autonomy supportive teaching practices in the classroom. As noted above, 
implementing the QFT with high fidelity and/or dosage is one such potential method for 
impacting students’ cognitive engagement. In addition, though, this calls on teachers to 
continue considering ways in which to fulfill students’ needs for autonomy, competence, 
and relatedness in the classroom, as students are most engaged when these psychological 
needs are met (Brewster & Fager, 2000; Conner, 2009). Although not considered in the 
present study, research has found teacher support and relatedness to be associated with 
student engagement, especially for boys (Skinner 2003; see also Furrer, Skinner, & 
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Pitzer, 2014). Accordingly, teachers must attend to the relational context they create with 
their students should they hope to foster their students’ cognitive engagement (Wentzel 
2009; Wentzel et al., 2017).  
In addition, contrary to predictions, the path model revealed complex findings 
regarding the relationship between efficacy and curiosity. Whereas previous research has 
supported a positive, reciprocal relationship between self-efficacy and curiosity (e.g., 
Niemivirta & Tapola, 2007), the current model found that, controlling for the other 
variables in the model, students who began the year with higher achievement efficacy 
ended the year with higher curiosity, whereas students who began the year with higher 
self-regulatory efficacy ended the year with lower curiosity. Curiosity did not predict 
either form of self-efficacy.  
As discussed above, a large amount of the work regarding self-efficacy and 
curiosity (and/or interest) has focused on self-efficacy of achievement, self-concept of 
ability, or competency beliefs (e.g., Denissen, Zarrett, & Eccles, 2007; Marsh et al., 2005; 
Miserandino, 1996; Niemivirta & Tapola, 2007). These variables tend to focus on 
people’s beliefs regarding their own knowledge or their ability to succeed in a particular 
domain or at a particular task (Bong & Skaalvik, 2003). Aligning with this previous 
research, the present study’s results suggest that beliefs regarding one’s competency 
within a particular domain of study is positively related to curiosity within the classroom. 
This aligns with curiosity research that suggests that as one obtains knowledge within a 
domain, one’s curiosity increases regarding that domain as one has more questions to ask 
and/or feels more efficacious in receiving answers to one’s questions (Loewenstein, 
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1994; Markey & Loewenstein, 2014; Silvia, 2006). Conversely, few studies have focused 
on the relationship between academic self-regulatory efficacy as a predictor of curiosity 
(Putwain et al., 2013), whereas several studies have found curiosity to be a positive 
predictor of self-regulated behavior (e.g., Sansone & Thoman, 2005; Sansone & 
Harackiewicz, 1996, Sansone, Wiebe, & Morgan, 1999). However, in the present study, 
students higher in their beliefs regarding their ability to regulate their schoolwork were 
more likely to be lower in curiosity across the school year. One potential explanation for 
this finding is that, given the focus in today’s classrooms on test-taking and lack of focus 
on curiosity and questioning (Wagner, 2008), students who report feeling efficacious 
about their ability to self-regulate in such an environment may be the ones best oriented 
toward such activities, that is, students who feel most prepared to take tests and not ask 
questions. 
Alternatively, recall that Silvia (2003) found that self-efficacy, task difficulty, and 
interest intersect, with high self-efficacy associated with a decline in interest when there 
was low task difficulty. McGeown and colleagues (2014) also found that students with 
higher self-efficacy have a desire to engage in challenging tasks. Thus, another potential 
explanation for the negative relationship between self-regulatory efficacy and curiosity is 
that students with higher self-regulatory efficacy may not have found the QFT a 
sufficiently challenging activity to pique their curiosity. Certainly, self-regulatory 
efficacy was one of the variables with a higher mean average of the eight constructs 
examined within the study. Accordingly, although grouping students who may already be 
comfortable questioners with students who are less comfortable may be an effective 
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strategy for providing peer modeling for students, teachers may also want to consider the 
implications such groupings might have on such students’ experiences of challenge 
during the QFT intervention.  
Future scholarship. In light of Sansone and Smith’s (2000) self-regulation 
model—which, amongst other elements,  proposes that individual’s mastery or 
performance orientations influence their goal adoption, subsequent utility/value 
assessments, curiosity/interest, and, ultimately, self-regulated behavior—future  
scholarship might further investigate the impact of self-regulatory efficacy on potential 
mediating variables, such as motivational orientation or mastery/performance goal 
adoption, that might potentially explain the negative relationship found between 
academic self-regulatory efficacy and curiosity. In addition, it is possible that a more 
specific model of self-regulatory efficacy may have produced different results. For 
example, Putwain and colleagues (2013) found a positive mediational relationship 
between independent studying efficacy (a form of self-regulatory efficacy) and academic 
achievement that was slightly mediated by a relationship with learning-related emotions, 
such as interest. Additional research is needed further exploring the concept of academic 
self-regulatory efficacy.  
In addition, although shared method variance may perhaps explain the reason that 
achievement efficacy predicted cognitive engagement at T1 whereas self-regulatory 
efficacy predicted cognitive engagement at T2, in light of previous research particularly 
focusing on achievement efficacy and cognitive engagement, further research is needed 
to investigate the reciprocal relationship between self-regulatory efficacy and cognitive 
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engagement. Moreover, recall the path model of best fit included shared variance 
between cognitive engagement and the two self-efficacy variables (Model P). Although 
shared variance between the two efficacy variables is expected, given that both are 
efficacy beliefs and come from the same overall scale, the shared variance between 
cognitive engagement and efficacy was less expected given that curiosity and cognitive 
engagement both share a firm base in Deci and Ryan’s (2000) self-determination theory 
(see also Fredricks et al., 2004). Further analyses utilizing confirmatory factor analysis 
(Brown, 2015) may be able to elucidate the areas of greatest overlap between these two 
concepts.  
 Scholarship is needed to understand the role that autonomy supportive practice 
might play in mediating the relationship between the QFT, students’ cognitive 
engagement, and related character outcomes. For example, as noted in the qualitative 
results, several teachers in this sample set goals for their students’ questions, which might 
have been perceived as teacher control. How might variation in this practice specifically 
impact students’ cognitive engagement?  
Finally, the path model (Figures 14-17) again suggests the presence of potential 
logarithmic curves for curiosity, cognitive engagement, and each of the self-efficacy 
variables (Grimm et al., 2016). Future scholarship should explore whether such a curve 
would provide better fit for comparable data.  
Teacher versus student conceptions of curiosity  
 The present study found that juniors and seniors demonstrated higher curiosity 
than their freshman peers. This is a notable divergence from other research which has 
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found curiosity to generally decrease across students’ formal schooling (e.g., Berger, 
2014; Engel, 2015). However, many of these studies cite observations of students’ 
questioning behavior in the classroom as measurement of their curiosity across the school 
years (e.g., Tizard & Hughes, 1984). It is possible that this study’s self-report measure 
captures a broader conceptualization of adolescents’ curiosity through asking about 
students’ questioning, curiosity, and interest.  
Furthermore, as noted in the qualitative data, teachers disagreed about whether 
younger students were “better” at the QFT (and more curious) or if older students were 
better at the intervention. These two findings together raise important questions regarding 
measurement of character strengths, as there is a divergence here between some teachers’ 
views and the student data. Notably, Park and Peterson (2006) found the VIA curiosity 
subscale to only have a .22 correlation with teachers’ ratings of students’ curiosity. Other 
work has found that teachers primarily rate the most intelligent students as the most 
curious ones (Maw & Maw, 1975). Spektor-Levy, Baruch, and Mavarech (2011) also 
found that science elementary teachers have a wide variety of views on what constitutes a 
“curious” child, ranging from a need for sensory exploration, to expressing wonderment, 
to sharing with one’s surroundings.  
Thus, it seems possible that the teachers who rated freshman and sophomore 
students’ curiosity highly in this study may have been conceptualizing curiosity in a 
different manner than how students conceptualized their own curiosity. If this supposition 
is right, then educators need to be mindful of what this finding means for students 
manifesting curiosity in the classroom—that is, for example, teachers may think that they 
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are promoting curiosity by allowing students time to explore objects within the 
classroom, whereas students want more time to think and ask questions (Spektor-Levy et 
al., 2011). 
With growing attention being given to technology, the internet, and, more 
specifically, online personalized learning programs in classrooms (Chen, 2008; Leslie, 
2014), teachers may also need to begin paying particular attention to non-verbal forms of 
curiosity and questioning. As Stephens-Davidowitz’s (2017) book, Everybody Lies, 
revealed, many people reserve some of their questions for the anonymity of Google. 
Although promoting an error climate and allowing for “no judgment” appears to 
encourage and promote student questioning in the classroom, teachers should not 
preclude online and non-verbal forms of curiosity as part of their potential 
conceptualization of a student’s curiosity. Moreover, in light of the research suggesting 
that teachers are less likely to use inquiry methods in low-ability classrooms (Roehrig & 
Luft, 2004) and that teachers associate curiosity with intelligence (Maw & Maw, 1975), 
this calls on educators to think of new and different ways in which they might 
conceptualize and/or capture student curiosity in the classroom.  
Future Scholarship. To date, a very limited body of research had explored 
student and teacher conceptualizations of curiosity (Chak, 2007; Spektor-Levy et al., 
2011). More research is needed in order to understand if “on the ground,” lay 
conceptualizations of curiosity match that presented in the theoretical and curiosity 
measurement literature. 
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Limitations  
This study had several limitations. A primary limitation of the study is that, 
although this study’s findings support main contentions of intellectual virtues theory 
(Baehr, 2013, 2015b), particularly that teaching expertise in skills can be an important 
avenue towards fostering character, this study did not get to explore character as part of a 
reciprocal, mutually beneficial system. According to Relational Developmental Systems 
(RDS) metatheory, curiosity and related character strengths are attributes that result from 
mutually beneficial person ßà context relations (Lerner & Callina, 2014b). The current 
study engaged in what Overton (2015) defines as the opposites of identity (see also 
Lerner & Callina, 2014b). Lerner and Callina (2014b) note that, “This moment allows 
one, in effect, to hold the other parts of the integrated system in abeyance and focus on 
one part of the system” (p. 327). For this study, in order to more fully understand the role 
of the QFT on students’ outcomes, I focused on the impact of one classroom contextual 
element, the QFT, how it was implemented, and its impact on students. In order to work 
towards Overton’s (2015) synthesis of wholes, wherein one considers the processes of a 
system within its entire multi-level ecology, future research must more fully consider the 
identity of opposites (Lerner & Callina, 2014b; Overton, 2015), or the ways in which 
person and context are fused and bi-directionally influence one-another. For example, 
despite the growing body of literature noting the influences of social interactions on 
students’ curiosity growth (e.g., Thoman et al., 2007, 2012), the present study paid little 
attention to the role of social dynamics during implementation of the QFT on study 
outcomes.  
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Future studies might explore how student grouping during the QFT process 
impacts student outcomes; for example, if students are encouraged to first produce 
questions alone and then come together to prioritize, as was seen in some classrooms, 
does this impact desired outcomes? Future studies could also consider the systemic 
relationship between student engagement on teacher fidelity of implementation and 
subsequent increases or decreases in student engagement; indeed, research has suggested 
that individuals respond differentially to students depending on their level of engagement 
(Fredricks et al., 2016; Kindermann, 2007; Skinner & Belmont, 1993; Skinner & Pitzer, 
2012). In all, the positive results seen from this study suggest that the QFT could be an 
intervention that positively transforms the culture within a classroom, and, potentially, 
even a school. However, more research is needed on such recursive relationships before 
such claims can be established.   
Another main limitation of the study was that the survey measures were not 
designed to be change-sensitive measures (Duckworth & Yeager, 2015; Lerner et al., 
2015; Meier, 2004; Vermeersch, Lambert & Burlingame, 2000). Although variation was 
found across the school year on the included measures, due to the fact that many of these 
scales were designed to measure stable constructs (Duckworth & Yeager, 2015; Lerner et 
al., 2015) future mixed-methods research is needed considering what is meant by 
capturing intraindividual change using such measures, and, moreover, future researchers 
should consider development of such change-sensitive character measures and also 
drawing on qualitative methods in order to further understand intraindividual change in 
students’ curiosity and related constructs (Lerner & Callina, 2014b; Lerner et al., 2015). 
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The decision to study the effects of the intervention over the course of the school 
year was largely pragmatic and was not theory-predicated. As noted above, it is possible 
that with a longer timespan we may have seen more change amongst the study variables. 
Furthermore, as noted, teacher dosage was intentionally not controlled within this study 
design in order to give teachers the most flexibility when conducting the intervention. 
However, moving forward, controlling the number of doses of the intervention would 
have allowed for firmer claims regarding the impact of the intervention over time.  
Although this study did ask teachers to report in their fidelity of implementation 
self-report on other practices they used to encourage student questioning, another 
limitation of the study is that control classrooms were not observed. Scholars have 
suggested that measuring the difference between a program and control implementation 
is an essential aspect of fidelity of implementation (Durlak, 2016; Durlak & Dupre, 
2008), and that it cannot be assumed that “business as usual provides an uncontaminated 
comparison condition” (Abry et al., 2013, p. 440–441; Hulleman & Cordray, 2009).  
Given that some teachers did not report on whether or not they encouraged student 
questioning in other ways, the presence of an “uncontaminated” control group in this 
study remains unclear. Future research should consider including classroom observation 
fidelity checks of the comparison group prior to intervention in order to further establish 
this difference between groups (Abry et al., 2013, p. 440–441; Durlak & Dupre, 2008; 
Hulleman & Cordray, 2009). 
There were several other threats to the study’s internal validity. As is common in 
educational research, it is possible that uncontrolled environmental influences may have 
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confounded the study’s results (Baltes, Reese & Nesselroade, 1988). The study relied on 
three waves of questionnaire data that were collected by classroom teachers in the 
traditional United States high school classroom environment. This method of survey 
collection led to little control over exogenous variables that could have affected 
participants’ responses. Second, testing and instrumentation effects were not controlled, 
posing a threat to internal validity (Baltes et al., 1988). As Baltes and colleagues (1988) 
suggested, simply the act of taking a test a number of times may affect participants’ 
scores. Thus, it is possible that having students complete the study questionnaire three 
times could have confounded participants’ scores. In addition, all measures within this 
study were self-report and therefore shared potential inflated relationships due to 
common method variance (Podsakoff et al., 2012; Richardson et al., 2009; Spector, 
2006). Furthermore, response bias, or the tendency to respond favorably on self-report 
measures (Podsakoff, MacKenzie, Lee, & Podsakoff, 2003), may have invalidated 
participants’ responses on the measures in this study. Future research might engage 
additional mixed-methods (i.e., student and teacher interviews, participant ratings) to 
further triangulate the results of this study. Additional research might also consider 
employing multi-level confirmatory factor analysis models in order to account for 
common method and error variance (Grimm et al., 2016).   
This study also could not account for possible selection bias threats, given that it 
drew on naturally existing groups and, therefore, randomization was not possible. 
Although the participating schools in the study were randomly assigned to fall or spring 
start times and equated within 10 to 15% on demographics, students could not be 
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randomly assigned to the participating schools. Due to this lack of random assignment, 
the study cannot fully account for all exogenous variables influencing the change in 
students’ curiosity and related strengths (Baltes et al., 1988) and therefore cannot make 
causal claims regarding the impact of the QFT on students’ curiosity. Propensity score 
matching was considered as a method for addressing the issue of non-random 
assignment, but was rejected based on strong critiques (e.g., King & Nielsen, 2016; Pearl, 
2009; Smith & Todd, 2005). In future research, scholars might consider implementing a 
full randomized-control trial in order to further elucidate the causal impact of the QFT on 
students’ curiosity development. Relatedly, only a selection of ELA faculty chose to 
participate in the study at the spring start schools, versus the entire ELA faculty at the fall 
start schools. Accordingly, it is possible that only more motivated or curious teachers at 
these schools participated, again posing a threat to the study’s internal validity due to 
issues of selection bias (Baltes et al., 1988). Research by Marshall, Horton, Igo, and 
Switzer (2007) suggests, though, that teachers’ backgrounds do not predict their reported 
or actual amount of time engaged in inquiry teaching. Whether such a result extends to a 
question brainstorming intervention remains to be explored.  
Participant attrition and disingenuous responding also may have threatened the 
study’s internal validity. As noted in Chapter 3, students who were deleted from the 
sample due to attrition had significantly lower mean scores than the retained, matched 
sample. Had these students been retained the study results may have differed (Baltes et 
al., 1988). Furthermore, there may have been significant disingenuous responding in the 
study’s responses that could have also skewed results (Robinson-Cimpian, 2014). As 
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noted above, advanced data cleaning procedures are currently being applied to the data to 
account for potential disingenuous responses; future manuscripts will report on this data.  
This study also has limits to its external validity. This study was conducted with a 
medium sized sample of high school students and a small sample of teachers in four 
traditional high schools in the Northeast of the United States. Therefore, it is unclear if 
the study’s results can be generalized to other samples in other areas of the country, 
different forms of schooling, other age groups, and different generational cohorts.  
Conclusions 
As students prepare to participate in the knowledge economy, more and more 
scholars and educators are calling for students to engage in “deeper learning,” a concept 
which includes developing a variety of “21st century” or “non-cognitive” skills such as 
curiosity and related strengths (Mehta & Fine, 2015; 2017; Trilling & Fadel, 2012; 
Wagner, 2008). However, despite many teachers believing in the importance of curiosity 
for student success (Engel, 2011), scholars have noted that teachers may not have 
appropriate interventions or pedagogical methods for fostering student curiosity (e.g., 
Bergin, 1999).  
In all, this study found that an explicit question-brainstorming intervention (the 
QFT) can successfully impact students’ curiosity. More so, though, in an age when 
standardized-testing and teacher entrenchment have been continually linked to decreases 
in students’ curiosity, creativity, and a host of related “21st century skills” (e.g., 
Sternberg, 2015; Wagner, 2008), it is hoped that providing teachers insights into an easy 
to implement, empirically validated, concrete method for cultivating adolescent curiosity 
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and related strengths in the classroom can help overcome some of these barriers to 
implementation. 
However, considering the importance fidelity and dosage demonstrated in 
promoting growth in the study’s outcomes, these results promote educators throughout 
the nation to continue finding time to bring inquiry education into schools across the 
lifespan—both time to adhere to inquiry intervention steps and goals as well as overall 
number of times presenting inquiry education to students.    
In all, through investigating an easily implemented questioning intervention that 
resulted in positive youth outcomes, I am hopeful that teaching students to question may 
be one process teachers, themselves, may become curious to implement.  
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Appendix A 
QFT Teacher Fidelity of Implementation Self-Report Scale  
 
Please CHECK OR CIRCLE your responses where appropriate 
 
Grades I teach: 
______________________________________________________________    
 
Courses I teach (please list period as well for each class):  
 
 
 
 
 
FAMILIARITY WITH THE QFT:   
1. Are you familiar with the Question Formulation Technique?  
 
Yes No 
  
 
2a. If no, do you use other specific techniques for students to ask questions? Please 
describe below.  
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2b. If yes, how did you learn the QFT? Please check all that apply.  
 
o From reading Make Just One Change  
o From an RQI presentation 
o From professional development offered at your school   
o From a colleague  
o Other: _______________________________________ 
 
 
 
All remaining questions are in regards to previous use of the QFT method in your 
classroom. If you have not previously used the QFT, you have completed this 
questionnaire. Thank you for your participation!  
 
3. How often did you use the QFT this past semester in your classroom?   
 
0 Times 1–3 Times 4–6 Times 7–10 Times More than 10 
times 
     
 
3b. If you did not use the QFT in your classroom over the past semester, why not?  
 
 
 
 
 
 
  
220 
4. Which of your classes have you previously used the QFT in? (e.g., All, only English 9, 
etc. Please list period for each class as well as number of times you have used the QFT in 
that class this year; for example, ENGLISH 9, PERIOD A, 4 TIMES) 
 
 
 
 
 
 
 
 
 
USE OF THE QFT:  
 
When you have used the QFT over the past semester…  
 
5. When in a unit or lesson did you most often use the QFT?  
 
__ at the beginning     __ in the middle     __ at the end      __ at different points in 
unit/lesson   
 
6. How did the students primarily use the questions they produced?  (Check all that 
apply).  
 
o To conduct research 
o For a Socratic seminar or debate  
o To write a paper or essay 
o For individual projects 
o To develop a group project 
o To prepare for a presentation/interviews 
o To gather information 
o Other __________________________________________________________ 
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7. How often did you use a Qfocus? It could have been a statement, a visual or aural aid 
in any medium related to the content. 
 
Never Rarely Sometimes Often Very often 
     
 
Example of a Qfocus I used: 
_____________________________________________________ 
 
 
THE FOUR ESSENTIAL RULES  
 
When you have used the QFT over the past semester…  
 
8. How often would you say your students followed each of the following four essential 
rules:  
 
Rule 1. Ask as many questions as you can;  
 
Never Rarely Sometimes Often Very often 
     
 
Rule 2. Do not stop to discuss, judge, or answer questions;  
 
Never Rarely Sometimes Often Very often 
     
 
Rule 3. Write down every question exactly as it is stated;  
 
Never Rarely Sometimes Often Very often 
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Rule 4. Change any statements into questions;   
 
Never Rarely Sometimes Often Very often 
     
 
CLOSED- AND OPEN-ENDED QUESTIONS  
 
When you have used the QFT over the past semester…  
 
9. How often did you have students categorize their questions as closed-ended questions 
or open-ended questions?  
 
Never Rarely Sometimes Often Very often 
     
 
10. How often did you discuss the value of closed- and open-ended questions?  
 
Never Rarely Sometimes Often Very often 
     
 
11. How often did you have your students change closed-ended questions to open-ended 
questions and vice versa?  
 
Never Rarely Sometimes Often Very often 
     
 
PRIORITIZING THE QUESTIONS 
 
When you have used the QFT over the past semester…  
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12. How often did you have students prioritize their questions?  
 
Never Rarely Sometimes Often Very often 
     
 
13. What were your instructions to guide students’ prioritization of the questions?  
 
 
 
 
 
 
 
 
14. How many questions did you usually have your students prioritize?  
 
1 2 3 4 More than 4 
     
NEXT STEPS & REFLECTION 
 
When you have used the QFT over the past semester…  
15. How often did you and your students discuss next steps, or how the questions were 
going to be used?  
 
Never Rarely Sometimes Often Very often 
     
16. How often did you and your students reflect on the QFT process?  
 
Never Rarely Sometimes Often Very often 
     
  
224 
OUTCOMES OF THE QFT  
 
When you have used the QFT over the past semester…  
17. How did the QFT help accomplish your teaching and learning goals? 
 
 
 
 
18. What did you observe about student questions and curiosity? 
 
 
 
 
 
19. What did you observe about your students’ divergent thinking (or their ability to 
generate a wide range of ideas)?  
 
 
 
 
20.  What did you observe about your students’ open-mindedness?  
 
 
 
 
21.  What did you observe about student engagement? 
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22. What did you observe about student self-efficacy or self-confidence?  
 
 
 
 
 
23. What did you observe about student grades and attendance?  
 
 
 
 
 
24. Is there anything else you would like to add about your use of the QFT with your 
students?  
 
 
 
 
THANK YOU FOR YOUR PARTICIPATION! 
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Appendix B  
QFT Classroom Observation Fidelity Check
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Appendix C 
Confirmatory Factor Analysis Fit Statistics 
 
Below, find the model goodness-of-fit statistics for the confirmatory factor 
analysis models run for each of the additional seven variables in the study (see Chapter 4 
for the curiosity and open-mindedness scales). As noted previously, based on guidelines 
from Hu and Bentler (1999), models were assessed for goodness of fit based on their c2 
(p ³.05), comparative fit index (CFI, ³0.95), Tucker-Lewis Index (TLI, ³0.95), 
standardized root means square residual (SRMR£0.08), and their root mean square error 
of approximation (RMSEA£0.06) (Brown, 2015). In accordance with Kline’s (2005, 
2015) and Grimm, Ram, and Estabrook’s (2017) recommendations, SRMR values £.10, 
RMSEA values up to .10 and CFI and TLI values above .90 were considered consistent 
with acceptable model fit. For the scales, asterisks indicate that answers should be reverse 
coded.  
 
Divergent Evaluation 
 
Table C1. Divergent evaluation scale (Basadur & Finkbeiner, 1985)  
Item Question/Statement 
66 I should do some pre-judgment of my ideas before telling them to others 
67 We should cut off ideas when they get ridiculous and get on with it 
70 Quality is a lot more important than quantity in generating ideas 
71 A group must be focused and on track to produce worthwhile ideas 
72 Lots of time can be wasted on wild ideas 
75 Judgment is necessary during idea generation to insure that only quality ideas are developed 
76 You need to be able to recognize and eliminate wild ideas during idea generation  
79 I wish people would think about whether or not an idea is practical before they open their mouth  
Note: Two parcels were created—divergeparcelqual (divergent66, divergent70, 
divergent75) and divergeparcelwild (divergent72, divergent76)  
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Table C2. Divergent-Evaluation model fit statistics 
 !" d.f. RMSEA CFI TLI SRMR 
Model 1- T1 all 262.99 20 0.076 0.844 0.781 0.052 
Model 2- T1 parceled  72.961 5 0.080 0.930 0.859 0.040 
Model 3- T1 parcel cov. Parcelqual *div71 23.194 4 0.048 0.980 0.950 0.022 
       
Model 4- T2 all 322.68 20 0.087 0.864 0.809 0.055 
Model 5- T2 parceled  101.98 5 0.098 0.936 0.873 0.046 
Model 6- T2 parceled cov Parcelqual *div71 21.20 4 0.046 0.989 0.972 0.020 
       
Model 7- T3 All 497.66 20 0.112 0.819 0.071 0.759 
Model 8- T3 parceled  163.08 5 0.128 0.905 0.809 0.058 
Model 9- T3 parceled cov Parcelqual *div71 49.46 4 0.077 0.973 0.931 0.030 
Note: *p<.05, **p<.01, ***p<.001 
 
 Based on the above fit statistics, the final measurement model of best fit was 
determined to be divergeparcelqual, divergeparcelwild, divergent67, divergent71, and 
divergent79 loading onto the latent factor of “Evaluation,” with a covariance between the 
error terms of divergeparcelqual and divergent71.  
Divergent Ideation.  
 
Table C3. Divergent ideation scale (Basadur & Finkbeiner, 1985)  
Item Question/Statement 
68 
I feel that people at school ought to be encouraged to share all their ideas, 
because you never know when a crazy-sounding one might turn out to be the 
best 
69 One new idea is worth ten old ones  
73 I think everyone should say whatever pops into their head whenever possible  
74 I like to listen to other people’s crazy ideas since even the wackiest often leads to the best solution  
77 I feel that all ideas should be given equal time and listened to with an open mind regardless of how zany they seem to be 
78 The best way to generate new ideas is to listen to others then add on 
Note: One parcel created—divergeparcellisten (divergent74, divergent77, divergent78)  
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Table C4. Divergent-Ideation model fit statistics 
 !" d.f. RMSEA CFI TLI SRMR 
Model 1- T1 all 115.01 9 0.075 0.928 0.881 0.039 
Model 2- T1 parceled  21.885 2 0.068 0.977 0.932 0.024 
Model 3- T1 parcel cov. Div68 * Div73 0.069 1 0.000 1.000 1.006 0.002 
       
Model 4- T2 all 206.84 9 0.104 0.892 0.820 0.051 
Model 5- T2 parceled  90.153 2 0.147 0.921 0.764 0.048 
Model 6- T2 parceled cov Div68 * Div73 0.612 1 0.000 1.000 1.002 0.005 
       
Model 7- T3 All 138.85 9 0.087 0.934 0.891 0.042 
Model 8- T3 parceled  40.836 2 0.100 0.965 0.895 0.033 
Model9- T3 parceled cov Div68 * Div73 0.506 1 0.000 1.000 1.003 0.004 
Note: *p<.05, **p<.01, ***p<.001 
 
Based on the above fit statistics, the final measurement model of best fit was 
determined to be divergent 68, divergent69, divergent73, and divergeparcellisten loading 
onto the latent factor of “Ideation,” with a covariance between the error terms of 
divergent 68 and divergent 73. 
Emotional School Engagement.  
 
Table C5. Emotional school engagement scale (NCSE, 2006)  
Item Question/Statement 
35 I am happy to be at my school 
36 The teachers at my school treat students fairly  
38 I like most of the teachers at my school  
39 The discipline at my school is fair 
40 Most of my teachers care about how I’m doing 
43 Most of my teachers know the subject matter well 
46 There is an adult at school that I can talk to about my problems 
48 I respect most of my teachers 
52 Most of my teachers understand me 
55 I feel excited by the work in school 
56 My classroom is a fun place to be  
59 I enjoy the work I do in class  
60 I feel I can go to my teachers with the things that I need to talk about  
86 When I first walked into my school I thought it was…. Bad/good 
87 When I first walked into my school I thought it was … Unfriendly/friendly 
88 When I first walked into my school I thought it was … Dirty/clean  
Note: Four parcels created: emotionparcelteachers (school36, school38, school40, school43, 
school48, school52), emotionparcelhappy (school35, school55, school56, school59), 
emotionparcelgoto (school46, school60), emotionparcelwheni (school86, school87, school88)  
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Table C6. Emotional School Engagement model fit statistics 
 !" d.f. RMSEA CFI TLI SRMR 
Model 1- T1 all 2461.62 104 0.105 0.803 0.772 0.065 
Model 2- T1 parceled (happy & teachers) 623.35 20 0.120 0.866 0.813 0.064 
Model 3- T1 parcel all four 76.730 5 0.082 0.975 0.949 0.028 
       
Model 6- T2 all 2581.34 104 0.109 0.823 0.796 0.064 
Model 7- T2 parceled all four 78.087 5 0.085 0.980 0.960 0.026 
       
Model 8- T3 all 3251.65 104 0.126 0.801 0.770 0.071 
Model 9- T3 parceled all four 79.443 5 0.088 0.981 0.961 0.026 
Note: *p<.05, **p<.01, ***p<.001 
 
Based on the above fit statistics, the final measurement model of best fit was 
determined to be emotionalparcelhappy, emotionparcelteachers, emotionparcelgoto, 
emotionparcelwheni, and school39 loading onto the latent factor of “Emotion.”  
 
Cognitive School Engagement.  
 
Table C7. Cognitive school engagement scale (NCSE, 2006) 
Item Question/Statement 
37 When I read a book, I ask myself questions to make sure I understand what it is about 
41 I learn a lot from my classes 
44 I am interested in the work I get to do in my classes 
45 I study at home even when I don’t have a test 
50 I talk with people outside of school about what I am learning in class 
54 I check my schoolwork for mistakes 
57 If I don’t know what a word means when I am reading, I do something to figure it out, 
like look it up in the dictionary or ask someone  
61 I want to go to college 
62 If I don’t understand what I read, I go back and read it over again 
63* Most of my classes are boring 
64 I try my best at school 
65 I get good grades in school 
89 How important do you think an education is? Very unimportant<->Very important 
90 How important do you think it is to get good grades? Very unimportant<->Very 
important 
91 How important do you think the things you are learning in school are going to be to 
you later in life? Very unimportant<->Very important 
92 How important do you think it is to have a good job or career after finishing school? 
Very unimportant<->Very important 
Note: Four parcels were created: cogparcelinterest (school44, school63 (reversed)), 
cogparceldont (school57, school62), cogparcelhowimp (school89, school90, school91, school92), 
cogparcelread (school37, school57, school62).  
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Table C8. Cognitive School Engagement model fit statistics 
 !" d.f. RMSEA CFI TLI SRMR 
Model 1- T1 all 2441.41 104 0.104 0.736 0.695 0.077 
Model 2- T1 parcel (int., don’t, how imp) 979.44 44 0.101 0.837 0.796 0.061 
Model 3- T1 parcel + cov school64 * 65 727.892 43 0.087 0.881 0.847 0.054 
Model 4- T1 parcel + cov school64 * 65, + 
school41 * cogparcelinterest 581.64 42 0.078 0.906 0.877 0.050 
Model 5- T1 parcel (int, read, how imp) 820.59 35 0.103 0.850 0.807 0.059 
Model 6- T1 parcel + cov school64 * 65 581.00 34 0.088 0.896 0.862 0.051 
Model 7- T1 parcel + cov school64 * 65, + 
school41 * cogparcelinterest  447.53 33 0.077 0.921 0.892 0.046 
Model 8- T1 parcel + cov school64 * 65, + 
school41 & cogparcelinterest + school61 * 
cogparcelhowimp 
370.82 32 0.071 0.935 0.909 0.043 
Model 9- T1 parcel + cov school64 * 65, + 
school41 & cogparcelinterest + school61 * 
cogparcelhowimp + school45 * 61 
332.71 31 0.068 0.942 0.916 0.041 
       
Model 10- T2 all 2694.01 104 0.111 0.713 0.668 0.083 
Model 11- T2 parcel (int., don’t, how imp) 999.37 44 0.103 0.831 0.789 0.063 
Model 12- T2 parcel + cov school64 * 65 772.34 43 0.091 0.871 0.835 0.056 
Model 13- T2 parcel + cov school64 * 65, + 
school41 * cogparcelinterest 650.74 42 0.085 0.892 0.859 0.054 
Model 14- T2 parcel (int, read, how imp)   834.82 35 0.106 0.844 0.800 0.061 
Model 15- T2 parcel + cov school64* 65 625.18 34 0.093 0.885 0.848 0.054 
Model 16- T2 parcel + cov school64 * 65, + 
school41 * cogparcelinterest 520.42 33 0.085 0.905 0.870 0.051 
Model 17- T2 parcel + cov school64 * 65, + 
school41 * cogparcelinterest + school61 * 
cogparcelhowimp 
426.22 32 0.078 0.923 0.892 0.047 
Model 18- T2 parcel + cov school64 * 65, + 
school41 & cogparcelinterest + school61 * 
cogparcelhowimp + school45 * 61 
365.03 31 0.073 0.935 0.906 0.043 
       
Model 19- T3 all 3600.44 104 0.133 0.650 0.596 0.096 
Model 20- T3 parcel (int., don’t, how imp) 1280.19 44 0.121 0.786 0.733 0.072 
Model 21- T3 parcel + cov school64 * 65 957.48 43 0.105 0.842 0.798 0.064 
Model 22- T3 parcel + cov school64 * 65, + 
school41 * cogparcelinterest 773.10 42 0.095 0.873 0.834 0.060 
Model 23- T3 parcel (int, read, how imp)   1126.34 35 0.128 0.795 0.736 0.072 
Model 24- T3 parcel + cov school64* 65 819.40 34 0.110 0.852 0.804 0.064 
Model 25- T3 parcel + cov school64 * 65, + 
school41 * cogparcelinterest 647.82 33 0.099 0.884 0.842 0.058 
Model 26- T3 parcel + cov school64 * 65, + 
school41 * cogparcelinterest + school61 * 
cogparcelhowimp 
513.81 32 0.089 0.909 0.872 0.054 
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Model 27- T3 parcel + cov school64 * 65, + 
school41 & cogparcelinterest + school61 * 
cogparcelhowimp + school45 * 61 
433.09 31 0.092 0.924 0.890 0.049 
Note: *p<.05, **p<.01, ***p<.001 
 
Based on the above fit statistics, the final measurement model of best fit was 
determined to be school41, school45, school54, school61, school64, school65, 
cogparcelinterest, cogparcelread, and cogparcelhowimp loading onto the latent factor of 
“Cognitive,” with covariances specified between the error terms of school64 and 
school65, school41 and cogparcelinterest, school61 and cogparcelhowimp, and school45 
and school61.  
 
Behavioral School Engagement.  
 
Table C9. Behavioral school engagement scale (NCSE, 2006) 
Item Question/Statement 
42* I skip (cut) the entire school day 
47 I follow the rules at school 
49* I get in trouble at school 
51* I try to stay home from school 
53* I skip (cut) classes during school 
58* When I am in class, I just pretend I am working 
93* How often have you thought about dropping out? Not often <-> Very often  
Note: One parcel was created: behparcelskip (school42 (reversed), school51 (reversed), 
school53 (reversed)) 
 
Table C10. Behavioral School Engagement model fit statistics 
 !" d.f. RMSEA CFI TLI SRMR 
Model 1- T1 all 301.74 14 0.099 0.903 0.855 0.049 
Model 2- T1 parceled  60.86 5 0.073 0.967 0.934 0.032 
Model 3- T1 parcel + cov school 47* 49 17.86 4 0.041 0.992 0.980 0.019 
       
Model 4- T2 all 383.59 14 0.114 0.905 0.858 0.052 
Model 5- T2 parceled 154.10 5 0.121 0.941 0.882 0.043 
Model 6- T2 parcel + cov school 47* 49 40.136 4 0.067 0.986 0.964 0.024 
       
Model 7- T3 all 286.16 14 0.101 0.934 0.902 0.045 
Model 8- T3 parceled 84.996 5 0.092 0.967 0.934 0.034 
Model 9- T3 parcel + cov school 47* 49 28.221 4 0.057 0.990 0.975 0.022 
Note: *p<.05, **p<.01, ***p<.001 
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Based on the above fit statistics, the final measurement model of best fit was 
determined to be behparcelskip, school47, school49 (reversed), school58 (reversed), and 
school93 (reversed) loading onto the latent factor of “Behave,” with a covariance 
specified between the error terms of school47 and school49.  
 
Achievement Self-Efficacy.  
 
Table C11. Achievement self-efficacy scale (Bandura et al., 1996) 
Item Question/Statement 
1 Learn general mathematics 
2 Learn algebra 
3 Learn science 
4 Learn biology 
5 Learn reading, writing, and language skills 
6 Learn to use computers 
7 Learn a foreign language  
8 Learn social studies 
9 Learn English grammar  
Note: Three parcels were created: achieveparcelmath (efficacy1, efficacy2), 
achieveparcelscience (efficacy3, efficacy4), achieveparcelenglish (efficacy5, efficacy9)  
 
Table C12. Achievement Efficacy model fit statistics 
 !" d.f. RMSEA CFI TLI SRMR 
Model 1- T1 all 1537.48 27 0.162 0.761 0.682 0.088 
Model 2- T1 parceled (math, sci, eng) 277.40 9 0.118 0.902 0.837 0.049 
Model 3- T1 parcel + cov parcelmath * 
parcelsci 116.41 8 0.079 0.961 0.926 0.033 
       
Model 4- T2 all 1603.051 27 0.169 0.751 0.668 0.085 
Model 5- T2 parceled 193.36 9 0.100 0.932 0.886 0.040 
Model 6- T2 parcel + cov parcelmath * 
parcelsci 65.45 8 0.059 0.979 0.960 0.025 
       
Model 7- T3 all 1618.28 27 0.174 0.808 0.744 0.073 
Model 8- T3 parceled 148.46 9 0.089 0.964 0.940 0.031 
Model 9- T3 parcel + cov parcelmath * 
parcelsci 58.98 8 0.057 0.987 0.975 0.022 
Note: *p<.05, **p<.01, ***p<.001 
 
Based on the above fit statistics, the final measurement model of best fit was 
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determined to be achieveparcelmath, achieveparcelscience, achieveparcelenglish, 
efficacy6, efficacy7, and efficacy8 loading onto the latent factor of “Achieve,” with a 
covariance specified between the error terms of achieveparcelmath and 
achieveparcelscience.   
 
Self-Regulation Self-Efficacy.  
 
Table C13. Self-regulatory self-efficacy scale (Bandura et al., 1996) 
Item Question/Statement 
10 Finish my homework assignments by deadlines 
11 Get myself to study when there are other interesting things to do  
12 Always concentrate on school subjects during class  
13 Take good notes during class instruction  
14 Use the library to get information for class assignments  
15 Plan my schoolwork for the day  
16 Organize my schoolwork 
17 Remember well information presented in class and textbooks 
18 Arrange a place to study without distractions  
19 Get myself to do school work  
Note: Two parcels were created: regparceldowork (efficacy10, efficacy19) and 
regparcelorganize (efficacy15, efficacy16)  
 
Table C14. Self-Regulatory Efficacy model fit statistics 
 !" d.f. RMSEA CFI TLI SRMR 
Model 1- T1 all 630.18 35 0.089 0.926 0.905 0.042 
Model 2- T1 parceled (do & organize) 208.87 20 0.066 0.970 0.958 0.029 
Model 3- T1 parcel + cov dowork * 
efficacy14 149.48 19 0.057 0.979 0.969 0.024 
       
Model 4- T2 all 714.23 35 0.098 0.925 0.903 0.042 
Model 5- T2 parceled (do & organize) 272.40 20 0.079 0.963 0.949 0.031 
Model 6- T2 parcel + cov dowork * 
efficacy14 177.92 19 0.064 0.977 0.966 0.026 
       
Model 7- T3 all 862.52 35 0.110 0.919 0.896 0.043 
Model 8- T3 parceled (do & organize) 336.58 20 0.090 0.959 0.943 0.032 
Model 9- T3 parcel + cov dowork * 
efficacy14 244.86 19 0.078 0.971 0.957 0.028 
Note: *p<.05, **p<.01, ***p<.001 
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Based on the above fit statistics, the final measurement model of best fit was 
determined to be regparceldowork, regparcelorganize, efficacy11, efficacy12, 
efficacy13, efficacy14, efficacy17, and efficacy 18 loading onto the latent factor of 
“Regulate,” with a covariance specified between the error terms of regparceldowork and 
efficacy14.    
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Appendix D 
Pairwise Correlations 
 
Table D1. Pairwise Correlations Amongst RQI Measures 
  1 
 
2 
 
3 
 
4 
 
5 
 
6 
 
7 
 
8 
 
9 
 
10 
 
11 
 
12 
1- Curiosity T1 -          
2- Curiosity T2 0.6698* -         
3- Curiosity T3 0.6226* 0.6975* -          
4- Open T1 0.1736* 0.1290* 0.1335* -         
5- Open T2 0.1611* 0.1730* 0.1578* 0.6110* -        
6- Open T3 0.1667* 0.1609* 0.1887* 0.5897* 0.6518* -       
7- Eval T1 0.0476* -0.0028 0.0461* 0.0379 0.0283 0.0553* -      
8- Eval T2 0.0446* 0.0480* 0.0454 0.0233 0.0406 0.0381 0.5225* -     
9- Eval T3 0.0355 0.0301 0.0331 0.0558* 0.0490* 0.0583* 0.4900* 0.6383* -    
10- Ideation T1 0.2579* 0.2172* 0.1890* -0.0113 -0.0285 -0.0158 -0.1255* -0.1415* -0.1532* -   
11- Ideation T2 0.1890* 0.2380* 0.1728* -0.0814* -0.0340 -0.0102 -0.0836* -0.1304* -0.1532* 0.5774* -  
12- Ideation T3 0.1375* 0.1722* 0.2360* -0.0311 -0.0046 0.0044 -0.0628* -0.1561* -0.0989* 0.5154* 0.6226* - 
13- Cognitive T1 0.4018* 0.3181* 0.3234* 0.0813* 0.0618* 0.0916* 0.2125* 0.1860* 0.1658* 0.2598* 0.1832* 0.1933* 
14- Cognitive T2 0.3222* 0.3801* 0.3348* 0.0445* 0.0739* 0.0948* 0.1896* 0.2446* 0.1865* 0.1883* 0.2674* 0.2104* 
15- Cognitive T3 0.2777* 0.3357* 0.4072* 0.0442 0.0864* 0.1209* 0.1781* 0.1995* 0.2228* 0.1384* 0.2022* 0.2643* 
16- Emotion T1 0.2579* 0.2203* 0.2058* 0.0197 0.0274 0.0275 0.1468* 0.1433* 0.1147* 0.2069* 0.1580* 0.1599* 
17- Emotion T2 0.2042* 0.2725* 0.2440* 0.0202 0.0592* 0.0582* 0.1257* 0.1735* 0.1207* 0.1467* 0.2197* 0.1933* 
18- Emotion T3 0.1709* 0.2366* 0.2798* 0.0144 0.0841* 0.0721* 0.1188* 0.1339* 0.1594* 0.1179* 0.1898* 0.2337* 
19- Behave T1 0.1897* 0.1416* 0.1319* 0.0344 0.0653* 0.0641* 0.1939* 0.1808* 0.1459* 0.1073* 0.0769* 0.0804* 
20- Behave T2 0.1759* 0.2140* 0.1986* 0.0388 0.1176* 0.1073* 0.1750* 0.2184* 0.1741* 0.0950* 0.1272* 0.1054* 
21- Behave T3 0.1308* 0.1734* 0.2091* 0.0475* 0.0902* 0.1947* 0.1458* 0.1782* 0.1288* 0.0646* 0.0994* 0.0821* 
22- Achieve T1 0.2732* 0.2193* 0.2686* 0.1330* 0.1353* 0.1505* 0.0904* 0.1065* 0.0894* 0.0699* 0.0652* 0.0707* 
23- Achieve T2 0.2342* 0.2623* 0.2568* 0.1123* 0.1329* 0.1406* 0.0872* 0.1207* 0.1028* 0.0762* 0.0980* 0.0458 
24- Achieve T3 0.2136* 0.2351* 0.3322* 0.1056* 0.1276* 0.1739* 0.0884* 0.1270* 0.1211* 0.0799* 0.1579* 0.1757* 
25- Regulate T1 0.2296* 0.1511* 0.1579* 0.0061 0.0131 0.0372 0.1737* 0.1553* 0.1349* 0.1328* 0.1190* 0.0824* 
26- Regulate T2 0.2079* 0.2545* 0.2072* 0.0026 0.0268 0.0369 0.1652* 0.1711* 0.1492* 0.1246* 0.1723* 0.1140* 
27- Regulate T3 0.1792* 0.2202* 0.2800* 0.0336 0.0521* 0.0753* 0.1511* 0.1341* 0.1629* 0.0664* 0.1163* 0.1305* 
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Table D1. Pairwise Correlations Amongst RQI Measures (continued) 
  
13 
 
14 
 
15 
 
16 
 
17 
 
18 
 
19 
 
20 
 
21 
 
22 
 
23 
 
24 
1- Curiosity T1           
2- Curiosity T2           
3- Curiosity T3           
4- Open T1           
5- Open T2           
6- Open T3           
7- Eval T1           
8- Eval T2           
9- Eval T3           
10- Ideation T1           
11- Ideation T2           
12- Ideation T3           
13- Cognitive T1 -          
14- Cognitive T2 0.7421* -         
15- Cognitive T3 0.6607* 0.7728* -          
16- Emotion T1 0.6683* 0.5608* 0.5028* -         
17- Emotion T2 0.5063* 0.6816* 0.5963* 0.7433* -        
18- Emotion T3 0.4473* 0.5711* 0.6962* 0.6656* 0.8196* -       
19- Behave T1 0.5754* 0.4739* 0.4285* 0.4859* 0.3787* 0.3529* -      
20- Behave T2 0.4919* 0.5759* 0.5376* 0.4126* 0.4698* 0.4238* 0.6254* -     
21- Behave T3 0.4366* 0.4837* 0.5135* 0.3824* 0.4227* 0.4258* 0.5770* 0.6994* -    
22- Achieve T1 0.3634* 0.3374* 0.3136* 0.2770* 0.2585* 0.2349* 0.2877* 0.2869* 0.2509* -   
23- Achieve T2 0.3573* 0.4158* 0.3690* 0.2785* 0.3208* 0.2877* 0.2818* 0.3615* 0.2788* 0.6130* -  
24- Achieve T3 0.3274* 0.3886* 0.4389* 0.2300* 0.3086* 0.3387* 0.2643* 0.3483* 0.3760* 0.5656* 0.6074* - 
25- Regulate T1 0.6241* 0.5132* 0.4621* 0.4673* 0.3488* 0.3202* 0.4850* 0.4118* 0.3499* 0.4993* 0.3948* 0.3539* 
26- Regulate T2 0.5364* 0.6422* 0.5412* 0.4076* 0.4690* 0.3967* 0.4053* 0.4643* 0.3865* 0.3689* 0.5255* 0.4084* 
27- Regulate T3 0.4814* 0.5557* 0.6367* 0.3720* 0.4281* 0.4862* 0.3848* 0.4340* 0.4250* 0.3830* 0.4298* 0.5603* 
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Table D1. Pairwise Correlations Amongst RQI Measures (continued) 
  
25 
 
26 
 
27 
1- Curiosity T1    
2- Curiosity T2    
3- Curiosity T3    
4- Open T1    
5- Open T2    
6- Open T3    
7- Eval T1    
8- Eval T2    
9- Eval T3    
10- Ideation T1    
11- Ideation T2    
12- Ideation T3    
13- Cognitive T1    
14- Cognitive T2    
15- Cognitive T3    
16- Emotion T1    
17- Emotion T2    
18- Emotion T3    
19- Behave T1    
20- Behave T2    
21- Behave T3    
22- Achieve T1    
23- Achieve T2    
24- Achieve T3    
25- Regulate T1 -   
26- Regulate T2 0.6541* -  
27- Regulate T3 0.6084* 0.7025* - 
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Table D2. Pairwise Correlations Amongst RQI Measures for Fall Intervention Group 
 1 2 3 4 5 6 7 8 9 10 11 12 
1- Curiosity T1 -          
2- Curiosity T2 0.6742* -         
3- Curiosity T3 0.6253* 0.6954* -          
4- Open T1 0.1666* 0.1136* 0.1151* -         
5- Open T2 0.1439* 0.1586* 0.1371* 0.6116* -        
6- Open T3 0.1520* 0.1516* 0.1842* 0.5907* 0.6440* -       
7- Eval T1 0.0255 -0.0251 0.0161 0.0455 0.0173 0.0559* -      
8- Eval T2 0.0585* 0.0461 0.0452 0.0446 0.0280 0.0219* 0.5149* -     
9- Eval T3 0.0472 0.0336 0.0145 0.0518 0.0275 0.0210 0.4899* 0.6431* -    
10- Ideation T1 0.2601* 0.2257* 0.1809* -0.0058 -0.0247 -0.0317 -0.1416* -0.1316* -0.1484* -   
11- Ideation T2 0.1987* 0.2403* 0.1874* -0.0794* -0.0136 0.0173 -0.0750* -0.1127* -0.1396* 0.5621* -  
12- Ideation T3 0.1262* 0.1881* 0.2383* -0.0219 0.0291 0.0050 -0.0828* -0.1732* -0.1261* 0.4958* 0.6263* - 
13- Cognitive T1 0.4329* 0.3280* 0.3306* 0.1093* 0.0765* 0.0898* 0.1793* 0.1659* 0.1630* 0.2522* 0.1863* 0.1700* 
14- Cognitive T2 0.3455* 0.3902* 0.3390* 0.0543* 0.0854* 0.1042* 0.1580* 0.2198* 0.1792* 0.1813* 0.2774* 0.1948* 
15- Cognitive T3 0.2977* 0.3449* 0.4086* 0.0417 0.1004* 0.1122* 0.1468* 0.1890* 0.2293* 0.1209* 0.2242* 0.2529* 
16- Emotion T1 0.2638* 0.2143* 0.1918* 0.0267 0.0342 0.0032 0.1253* 0.1132* 0.0951* 0.2004* 0.1604* 0.1432* 
17- Emotion T2 0.2161* 0.2719* 0.2397* 0.0227 0.0694* 0.0571* 0.1019* 0.1463* 0.1015* 0.1464* 0.2264* 0.1750* 
18- Emotion T3 0.1682* 0.2210* 0.2587* 0.0017 0.0957* 0.0533* 0.0915* 0.1074* 0.1431* 0.1001* 0.1935* 0.2109* 
19- Behave T1 0.1961* 0.1367* 0.1235* 0.0377 0.0534* 0.0408 0.1896* 0.1716* 0.1519* 0.0994* 0.0651* 0.0532* 
20- Behave T2 0.1876* 0.2266* 0.2081* 0.0430 0.1236* 0.0962* 0.1596* 0.2038* 0.1849* 0.0814* 0.1293* 0.0793* 
21- Behave T3 0.1170* 0.1799* 0.1991* 0.0344 0.0678* 0.1776* 0.1302* 0.1765* 0.1259* 0.0347 0.0928* 0.0358 
22- Achieve T1 0.2830* 0.2172* 0.2629* 0.1270* 0.1211* 0.1350* 0.0723* 0.0944* 0.0980* 0.0582* 0.0893* 0.0664* 
23- Achieve T2 0.2483* 0.2474* 0.2572* 0.1107* 0.1339* 0.1272* 0.0700* 0.0900* 0.1019* 0.0735* 0.1167* 0.0372 
24- Achieve T3 0.2203* 0.2214* 0.3059* 0.1017* 0.0922* 0.1416* 0.0829* 0.1265* 0.0959* 0.0576* 0.1780* 0.1395* 
25- Regulate T1 0.2416* 0.1575* 0.1600* 0.0013 0.0009 0.0290 0.1531* 0.1475* 0.1424* 0.1275* 0.1238* 0.0548* 
26- Regulate T2 0.2131* 0.2487* 0.1979* 0.0081 0.0311 0.0480 0.1497* 0.1556* 0.1565* 0.1183* 0.1800* 0.1004* 
27- Regulate T3 0.1953* 0.2234* 0.2655* 0.0359 0.0526 0.0659* 0.1292* 0.1311* 0.1593* 0.0534* 0.1301* 0.1028* 
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Table D2. Pairwise Correlations Amongst RQI Measures for Fall Intervention Group (continued)  
 
  
13 
 
14 
 
15 
 
16 
 
17 
 
18 
 
19 
 
20 
 
21 
 
22 
 
23 
 
24 
1- Curiosity T1           
2- Curiosity T2           
3- Curiosity T3           
4- Open T1           
5- Open T2           
6- Open T3           
7- Eval T1           
8- Eval T2           
9- Eval T3           
10- Ideation T1           
11- Ideation T2           
12- Ideation T3           
13- Cognitive T1 -          
14- Cognitive T2 0.7257* -         
15- Cognitive T3 0.6188* 0.7583* -          
16- Emotion T1 0.6465* 0.5378* 0.4702* -         
17- Emotion T2 0.4941* 0.6684* 0.5884* 0.7368* -        
18- Emotion T3 0.3985* 0.5440* 0.6804* 0.6413* 0.8141* -       
19- Behave T1 0.5616* 0.4463* 0.3753* 0.4791* 0.3747* 0.3222* -      
20- Behave T2 0.4802* 0.5665* 0.5381* 0.4130* 0.4708* 0.4396* 0.6589* -     
21- Behave T3 0.4045* 0.4649* 0.4817* 0.3656* 0.4256* 0.4158* 0.5677* 0.6864* -    
22- Achieve T1 0.3662* 0.3460* 0.3137* 0.2766* 0.2716* 0.2275* 0.2849* 0.2834* 0.2582* -   
23- Achieve T2 0.3609* 0.4117* 0.3711* 0.2781* 0.3186* 0.2798* 0.2836* 0.3536* 0.2597* 0.5932* -  
24- Achieve T3 0.3239* 0.3987* 0.4329* 0.2224* 0.3226* 0.3246* 0.2556* 0.3536* 0.3740* 0.5503* 0.5819* - 
25- Regulate T1 0.6176* 0.5036* 0.4311* 0.4541* 0.3508* 0.2928* 0.4602* 0.3973* 0.3223* 0.5022* 0.3848* 0.3455* 
26- Regulate T2 0.5303* 0.6384* 0.5312* 0.3997* 0.4621* 0.3844* 0.3941* 0.4519* 0.3781* 0.3725* 0.5088* 0.4137* 
27- Regulate T3 0.4455* 0.5409* 0.6154* 0.3488* 0.4253* 0.4684* 0.3459* 0.4155* 0.3993* 0.3805* 0.4142* 0.5651* 
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Table D2. Pairwise Correlations Amongst RQI Measures for Fall Intervention Group continued  
 
  
25 
 
26 
 
27 
1- Curiosity T1    
2- Curiosity T2    
3- Curiosity T3    
4- Open T1    
5- Open T2    
6- Open T3    
7- Eval T1    
8- Eval T2    
9- Eval T3    
10- Ideation T1    
11- Ideation T2    
12- Ideation T3    
13- Cognitive T1    
14- Cognitive T2    
15- Cognitive T3    
16- Emotion T1    
17- Emotion T2    
18- Emotion T3    
19- Behave T1    
20- Behave T2    
21- Behave T3    
22- Achieve T1    
23- Achieve T2    
24- Achieve T3    
25- Regulate T1 -   
26- Regulate T2 0.6455* -  
27- Regulate T3 0.5840* 0.6964* - 
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Table D3. Pairwise Correlations Amongst RQI Measures for Spring Intervention Group 
 
  
1 
 
2 
 
3 
 
4 
 
5 
 
6 
 
7 
 
8 
 
9 
 
10 
 
11 
 
12 
1- Curiosity T1 -          
2- Curiosity T2 0.6545* -         
3- Curiosity T3 0.6151* 0.6997* -          
4- Open T1 0.1902* 0.1590* 0.1811* -         
5- Open T2 0.2076* 0.1960* 0.1962* 0.6040* -        
6- Open T3 0.2000* 0.1696* 0.1939* 0.5839* 0.6650* -       
7- Eval T1 0.1179* 0.0659 0.1271* 0.0145 0.0619 0.0532* -      
8- Eval T2 -0.0006 0.0434 0.0388 -0.0503 0.0668 0.0650 0.5459* -     
9- Eval T3 -0.0010 0.0034 0.0689 0.0507 0.0821 0.1296* 0.4933* 0.6248* -    
10- Ideation T1 0.2540* 0.1999* 0.2118* -0.0231 -0.0357 0.0244 -0.0778 -0.1678* -0.1626* -   
11- Ideation T2 0.1642* 0.2440* 0.1478* -0.0824 -0.0813 -0.0600 -0.1090* -0.1746* -0.1749* 0.6192* -  
12- Ideation T3 0.1685* 0.1454* 0.2341* -0.0494 -0.0731 0.0068 -0.0120 -0.1165* -0.0323 0.5615* 0.6139* - 
13- Cognitive T1 0.3139* 0.2841* 0.3071* -0.0124 0.0134 0.0887* 0.3087 0.2371* 0.1625* 0.2849* 0.1801* 0.2517* 
14- Cognitive T2 0.2573* 0.3561* 0.3266* 0.0130 0.0424 0.0749 0.2776* 0.3076* 0.2005* 0.2080* 0.2450* 0.2436* 
15- Cognitive T3 0.2261* 0.3095* 0.4017* 0.0432 0.0500 0.1332* 0.2558* 0.2169* 0.2014* 0.1814* 0.1629* 0.2931* 
16- Emotion T1 0.2353* 0.2285* 0.2405* -0.0201 -0.0026 0.0780 0.2152* 0.2277* 0.1510* 0.2314* 0.1558* 0.2077* 
17- Emotion T2 0.1683* 0.2800* 0.2569* 0.0141 0.0329 0.0624 0.1996* 0.2515* 0.1670* 0.1479* 0.2012* 0.2341* 
18- Emotion T3 0.1767* 0.2692* 0.3299* 0.0450 0.0538 0.1108* 0.1929* 0.1915* 0.1935* 0.1651* 0.1853* 0.2902* 
19- Behave T1 0.1742* 0.1528* 0.1514* 0.0195 0.0935* 0.1073* 0.2087* 0.2042* 0.1294* 0.1292* 0.1077* 0.1395* 
20- Behave T2 0.1437* 0.1856* 0.1777* 0.0317 0.1051* 0.1293* 0.2211* 0.2594* 0.1510* 0.1324* 0.1213* 0.1613* 
21- Behave T3 0.1704* 0.1662* 0.2369* 0.0908* 0.1434* 0.2378* 0.1875* 0.1854* 0.1420* 0.1373* 0.1117* 0.1885* 
22- Achieve T1 0.2428* 0.2106* 0.2826* 0.1303* 0.1606* 0.1758* 0.1436* 0.1317* 0.0529 0.1070* 0.0118 0.0879* 
23- Achieve T2 0.1902* 0.2842* 0.2480* 0.1018* 0.1149* 0.1534* 0.1363* 0.1891* 0.0860* 0.0883 0.0626 0.0698 
24- Achieve T3 0.1931* 0.2471* 0.3870* 0.1026* 0.1850* 0.2309* 0.1014* 0.1189* 0.1612* 0.1348* 0.1302* 0.2599* 
25- Regulate T1 0.1932* 0.1232* 0.1509* 0.0032 0.0376 0.0463 0.2341* 0.1727* 0.1059* 0.1516* 0.1111* 0.1500* 
26- Regulate T2 0.1948* 0.2741* 0.2287* -0.0095 0.0161 0.0144 0.2113* 0.2134* 0.1346* 0.1415* 0.1523* 0.1431* 
27- Regulate T3 0.1355* 0.2031* 0.3092* 0.0173 0.0420 0.0866* 0.2054* 0.1345* 0.1609* 0.0996* 0.0949* 0.1949* 
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Table D3. Pairwise Correlations Amongst RQI Measures for Spring Intervention Group (continued) 
 
 13 14 15 16 17 18 19 20 21 22 23 24 
1- Curiosity T1           
2- Curiosity T2           
3- Curiosity T3           
4- Open T1           
5- Open T2           
6- Open T3           
7- Eval T1           
8- Eval T2           
9- Eval T3           
10- Ideation T1           
11- Ideation T2           
12- Ideation T3           
13- Cognitive T1 -          
14- Cognitive T2 0.7845* -         
15- Cognitive T3 0.7531* 0.8025* -          
16- Emotion T1 0.7266* 0.6247* 0.5795* -         
17- Emotion T2 0.5472* 0.7187* 0.6174* 0.7688* -        
18- Emotion T3 0.5682* 0.6312* 0.7330* 0.7320* 0.8343* -       
19- Behave T1 0.6070* 0.5389* 0.5368* 0.5068* 0.3957* 0.4269* -      
20- Behave T2 0.5310* 0.6005* 0.5370* 0.4176* 0.4673* 0.4183* 0.6450* -     
21- Behave T3 0.5232* 0.5242* 0.5896* 0.4358* 0.4161* 0.4531* 0.6133* 0.7282* -    
22- Achieve T1 0.3477* 0.3172* 0.3091* 0.2667* 0.2313* 0.2522* 0.2916* 0.3082* 0.2466* -   
23- Achieve T2 0.3416* 0.4260* 0.3602* 0.2722* 0.3339* 0.3038* 0.2764* 0.3879* 0.3271* 0.6553* -  
24- Achieve T3 0.3282* 0.3707* 0.4470* 0.2388* 0.2873* 0.3680* 0.2790* 0.3403* 0.3897* 0.5934* 0.6436* - 
25- Regulate T1 0.6365* 0.5371* 0.5283* 0.4983* 0.3480* 0.3873* 0.5411* 0.4584* 0.4264* 0.4846* 0.4136* 0.3645* 
26- Regulate T2 0.5597* 0.6528* 0.5633* 0.4358* 0.4882* 0.4250* 0.4385* 0.4966* 0.4047* 0.3720* 0.5732* 0.4026* 
27- Regulate T3 0.5587* 0.5852* 0.6793* 0.4234* 0.4386* 0.5258* 0.4641* 0.4723* 0.4886* 0.3828* 0.4524* 0.5456* 
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Table D3. Pairwise Correlations Amongst RQI Measures for Spring Intervention Group (continued) 
 
 
  
25 
 
26 
 
27 
1- Curiosity T1    
2- Curiosity T2    
3- Curiosity T3    
4- Open T1    
5- Open T2    
6- Open T3    
7- Eval T1    
8- Eval T2    
9- Eval T3    
10- Ideation T1    
11- Ideation T2    
12- Ideation T3    
13- Cognitive T1    
14- Cognitive T2    
15- Cognitive T3    
16- Emotion T1    
17- Emotion T2    
18- Emotion T3    
19- Behave T1    
20- Behave T2    
21- Behave T3    
22- Achieve T1    
23- Achieve T2    
24- Achieve T3    
25- Regulate T1 -   
26- Regulate T2 0.6853* -  
27- Regulate T3 0.6610* 0.7179* - 
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Appendix E 
Full Multilevel Modeling Results 
 
Multilevel Modeling Results 
 
Curiosity  
 
Figure E1 below appears to suggest that curiosity may slightly decrease in 
students at Time 2, and then rise again by time 3. It also appears that there was far more 
variability in student scores at Time 2 than at Time 1 or Time 3. Notably, some people 
appear to have very flat trajectories, while others had large increases. Given the evident 
individual variability in the data, I proceeded with multilevel modeling.  
 
 
 
Figure E1. Selected individual growth trajectories for curiosity between Time 1 and Time 
3 
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Table E1. Curiosity Multilevel Models without grade, race, and gender 
 (1.1) (2.1) (3.1) (4.1) (5.1) 
Fixed Effects Null 
Model 
+ time (f) & 
treatment (f) 
+ time (r) & 
treatment (f) 
+ time (f) & 
treatment (f) & 
time x 
treatment (f) 
+ time (r) & 
treatment (f) & 
time x 
treatment (f) 
      !"= Time  -0.00440 -0.00415 0.000902 0.00119 
  (0.0124) (0.0121) (0.0209) (0.0201) 
      !#= Treatment  0.0705*** 0.0696*** 0.0747** 0.0739** 
  (0.0207) (0.0198) (0.0248) (0.0236) 
      !$= Treatment x Time    -0.00746 -0.00753 
    (0.0238) (0.0226) 
      !%=Intercept 3.605*** 3.570*** 3.570*** 3.569*** 3.569*** 
 (0.0126) (0.0140) (0.0138) (0.0143) (0.0141) 
Random Effects      
Sigma_int 0.545*** 0.546*** 0.545***  0.546*** 0.545***  
 (0.00980) (0.00979) (0.0120)  (0.00979) (0.0120)  
      
Sigma_error 0.389*** 0.387*** 0.367*** 0.387*** 0.367*** 
 (0.00439) (0.00437) (0.00598) (0.00437) (0.00598) 
      
Sigma_time   0.122***  0.122*** 
   (0.0144)  (0.0144) 
      
Corr(int,time)   -0.0646  -0.0648 
   (0.0694)  (0.0693) 
N 6147 6147 6147 6147 6147 
icc 0.663 0.665 0.688 0.665 0.688 
ll -4972.8 -4953.5 -4940.8 -4953.4 -4940.8 
Standard errors in parentheses 
* p < 0.05, ** p < 0.01, *** p < 0.001 
 
See Table E1 for results for Models 1.1–5.1. I first ran the empty model with no 
explanatory variables. According to the empty (null) model (Model 1.1), the mean 
curiosity score across time for the total sample was 3.605. For curiosity, examination of 
the within group and between group standard deviations indicated that there was more 
between-group deviation (sd = .545) than within-group deviation sd = (.389). The ICC 
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indicates that 66.3% of the variation in curiosity scores can be attributed to the grouping 
variable—individuals. In addition, the likelihood ratio test comparing the empty curiosity 
model to an ordinary regression model was significant (p<.001) indicating that there is a 
group effect influencing curiosity scores and that additional multilevel models should be 
pursued (Robson & Pevalin, 2016).  
Based on the ICC and results of the likelihood ratio test described above, I added 
the level-one fixed explanatory variables to the model. According to Model 2.1, the mean 
curiosity score was 3.57 for students at Time 0 who had not received the QFT 
intervention (all students). In addition, although no significant effect of time was found 
within the model, there was a significant effect of treatment, indicating that receiving the 
QFT intervention was associated with a .071 average increase in curiosity score 
controlling for time. (Cohen’s D=.11) That is, we would anticipate an individual at Time 
2 who has received treatment to have a curiosity score of 3.57 + -.004(2) + .071(1) = 
3.633. A likelihood ratio test of the log likelihood change between models found that 
Model 2.1 is a significant improvement over the empty, or null, model (χ#(2) = 38.62, 
p<.001). As with the null model, examination of the within group and between group 
standard deviations indicated that there was more between-group deviation (sd = .546) 
than within-group deviation (sd = .387) and that addition of the fixed time and treatment 
variables had little effect on the Level 2 and Level 1 variances (1 and 2% change, 
respectively). The ICC indicates that now 66.5% of the variation in curiosity scores can 
be attributed to the grouping variable—individuals—indicating that there is a continued 
group effect influencing curiosity scores and that additional multilevel models should be 
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pursued (Robson & Pevalin, 2016).  
As the above model did not result in a reduction in the ICC, the decision was 
made to pursue additional multilevel models to help describe the between group 
(individual) variation in the dependent variable scores (Robson & Pevalin, 2016). As 
described above, I changed the level-one fixed time variable in the model to a random 
slope. Results from Model 3.2 can be seen above in Table XX. The fixed portion of this 
output indicates that the coefficient for Time is not significant. The intercept, or constant, 
indicates that the average curiosity score for students at Time 0 and without receiving the 
QFT intervention is 3.57 across groups (p<.05). Similar to above, receiving the QFT 
intervention is associated with a significant average increase of .0696 in students’ 
curiosity scores (p<.001), controlling for time. Examination of the random standard 
deviations indicates continued individual and group variation within the model.  The 
standard deviation of the random intercept was .546, indicating group variation within 
starting mean intercepts. Indeed, 95% of individuals would be expected to have an 
intercept between 2.50 and 4.63. In addition, the residual standard deviation of .367 
indicates continued variance at Level 1. However, examination of the random slope 
standard deviation of .122, as well as its confidence interval of .095 to .152 indicates 
fairly small inter-individual variation in random time slopes. Indeed, the model indicates 
that 95% of individuals would be expected to have a time slope between -.243 and .235. 
The model’s indication of a very small negative correlation between the random slope for 
time and the random intercepts further indicates a very small “fanning in” effect, with, on 
average, those individuals with the highest intercepts having the steepest negative slopes, 
  
249 
and those with the lowest intercepts having the steepest positive slopes (Robson & 
Pevalin, 2016).  A likelihood ratio test of the likelihood change between models found 
that the random coefficient model (Model 3.1) is a significant improvement over the 
random intercept model (Model 2.1) (χ#(2) = 25.34, p<.001).  
As described above, I explored adding a time by treatment interaction explanatory 
variable to the model via two models. See Table E1 for results from Model 4.1. I looked 
to the interaction effect of the model, which indicated that there was not a significant 
interaction between time and treatment (p = .674). In addition, a likelihood ratio test of 
the log likelihood change between models found that Model 4.1 was not a significant 
improvement over the random intercept model (Model 2.1) (χ#(1) = .10, p = .754). 
Therefore, this model was not pursued further.  
Accordingly, I also ran the random coefficient model including the interaction 
between time and treatment and a random coefficient for time (Model 5.1). See Table E1 
for results. As before, there was a non-significant interaction between time and treatment 
(p = .656), indicating that time and treatment did not significantly co-vary. A likelihood 
ratio test of the log likelihood change between models found that Model 5.1 (the random 
coefficient model with interaction) is a significant improvement over the fixed random 
intercept model with interaction (Model 4.1) (χ#(2) = 25.35, p<.001) and the original 
random intercept model (Model 2.1; χ#(3) = 25.45, p<.001). Conversely, a likelihood 
ratio test indicates that Model 5.1 is not a significant improvement over the random 
coefficient model not including the time x treatment interaction (Model 3.1; χ#(1) = 0.11, 
p = .7393). Therefore, this model was not pursued further.  
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Additional Covariates 
Table E2. Curiosity Multilevel Models WITH grade, race, and gender 
 (1.1.1) (2.1.1) (3.1.1) (4.1.1) (5.1.1) 
Fixed Effects Null 
Model 
+ time (f) & 
treatment 
(f) 
+ time (r) & 
treatment (f) 
+ time (f) & 
treatment (f) 
& time x 
treatment (f) 
+ time (r) & 
treatment (f) 
& time x 
treatment (f) 
      !"= Time  -0.00453 -0.00441 -0.00107 -0.000874 
  (0.0125) (0.0123) (0.0212) (0.0204) 
      !#= Treatment  0.0723*** 0.0716*** 0.0751** 0.0745** 
  (0.0210) (0.0200) (0.0250) (0.0238) 
      !$= Freshmen  -- -- -- -- 
      !'= Sophomores  0.0337 0.0276 0.0338 0.0278 
  (0.0370) (0.0369) (0.0370) (0.0369) 
      !(= Juniors  0.0804* 0.0757* 0.0803* 0.0756* 
  (0.0351) (0.0350) (0.0351) (0.0350) 
      !)= Seniors  0.124** 0.123** 0.124** 0.123** 
  (0.0388) (0.0387) (0.0388) (0.0387) 
      !*= White  -- -- -- -- 
      !+= Asian-American  -0.0137 -0.0137 -0.0136 -0.0136 
  (0.0446) (0.0446) (0.0446) (0.0446) 
      !,= African-American  -0.0723 -0.0752 -0.0723 -0.0752 
  (0.0764) (0.0763) (0.0764) (0.0763) 
      !"%= Latino/a  -0.0495 -0.0512 -0.0498 -0.0516 
  (0.0627) (0.0627) (0.0627) (0.0627) 
      !""= Multi-Racial  0.0558 0.0570 0.0558 0.0570 
  (0.0512) (0.0512) (0.0512) (0.0512) 
      !"#= “Other”  -0.0235 -0.0142 -0.0236 -0.0143 
  (0.0712) (0.0711) (0.0712) (0.0712) 
      !"$= Female  0.0151 0.0160 0.0152 0.0160 
  (0.0255) (0.0255) (0.0255) (0.0255) 
      !"'= Treatment x Time    -0.00486 -0.00498 
    (0.0240) (0.0228) 
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!%=Intercept 3.605*** 3.504*** 3.507*** 3.503*** 3.506*** 
 (0.0126) (0.0316) (0.0315) (0.0318) (0.0317) 
      
Random Effects      
Sigma_int 0.545*** 0.544*** 0.545***  0.544*** 0.545***  
 (0.00980) (0.00987) (0.0121)  (0.00988) (0.0121)  
      
Sigma_error 0.389*** 0.387*** 0.367*** 0.387*** 0.367*** 
 (0.00439) (0.00441) (0.00604) (0.00441) (0.00604) 
      
Sigma_time   0.123***  0.123*** 
   (0.0144)  (0.0144) 
      
Corr(int,time)   -0.0778  -0.0779 
   (0.0685)  (0.0685) 
N 6147 6018 6018 6018 6018 
icc 0.663 0.664 0.689 0.664 0.689 
ll -4972.8 -4844.3 -4831.9 -4844.3 -4831.8 
Standard errors in parentheses 
* p < 0.05, ** p < 0.01, *** p < 0.001 
 
As described above, I then ran Models 2 through 5 with the additional fixed 
covariates of grade, race, and gender added to the models in order to help describe 
additional individual variation. Results are described in Table E2.  
In Model 2.1.1 the mean curiosity score for Caucasian freshmen male students at 
Time 0 who had not received the QFT intervention was 3.504. As expected, although 
there was not a significant fixed effect of time (p>.05), a significant treatment effect was 
found (p≤.001). In addition, students in junior and senior year, on average, had 
significantly higher curiosity scores than those in 9th grade (p = .028 and p = .002 
respectively). No significant differences for race or gender were found. As above, I found 
the between-group standard-deviation (sd = .544) to be larger than the within-group 
standard deviation (sd = .387), with an ICC of .664. Notably, the addition of these 
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covariates decreased the level 2 variation only by 0.1%, whereas Level-1 variation 
decreased by 0.2%.  
As can be seen above, Model 3.1.1—the random coefficient model for time—
resulted in similar results. Time, race, and gender were found to have non-significant 
fixed effects, whereas treatment had a significant positive effect on curiosity (p<.001). In 
addition, juniors and seniors were significantly higher in curiosity than their freshman 
peers.  Examination of the random parameters indicates that adding the additional 
covariates did not produce large reductions in variation within the model. In fact, the ICC 
increased from .664 within Model 2.1.1 to .689 within Model 3.1.1, an increase of 2.5%. 
A likelihood ratio test of the likelihood change between models found that the random 
coefficient model (Model 3.1.1) is a significant improvement over the random intercept 
model (Model 2.1.1) (χ#(2) = 24.96, p<.001). 
Model 4.1.1 reproduced the results of Model 4.1—no significant interaction effect 
between time and treatment was found. A likelihood ratio test revealed that Model 4.1.1 
was not a significant improvement over Model 2.1.1 (χ#(1) = 0.04, p = 0.8398).  
Finally, Model 5.1.1 reproduced similar results: a non-significant interaction term. 
Likelihood ratio tests indicated the Model 5.1.1 was a significant improvement over the 
interaction model without a random effect (Model 4.1.1; χ#(2) = 24.97, p<.001) as well 
as the initial random intercept model (Model 2.1.1; χ#(3) = 25.01, p<.001). Model 5.1.1 
was not a significant improvement over Model 3.1.1—the random coefficient model 
without intercept (χ#(1) = 0.05, p = 0.8275).  
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Fidelity  
Table E3. Curiosity Multilevel Models with Fidelity 
 (1.1) (2.1.2) (3.1.2) (4.1.2) (5.1.2) 
Fixed Effects Null Model 
+ time (f) & 
fidelity (f)+ 
covariates 
+ time (r) & 
fidelity (f) + 
covariates 
+ time (f) & 
fidelity (f) & time 
x fidelity (f)+ 
covariates 
+ time (r) & 
fidelity (f) & 
time x fidelity 
(f)+ covariates 
      !"= Time  -0.0136 -0.0136 -0.249** -0.255** 
  (0.0146) (0.0146) (0.0896) (0.0893) 
      !#= Fidelity  0.0288 0.0300 -0.0597 -0.0615 
  (0.0153) (0.0154) (0.0366) (0.0368) 
      !$= Freshmen  -- -- -- -- 
      !'= Sophomores  0.0715 0.0743 0.0754 0.0789 
  (0.0409) (0.0408) (0.0409) (0.0408) 
      !(= Juniors  0.121** 0.122** 0.119** 0.120** 
  (0.0393) (0.0392) (0.0393) (0.0392) 
      !)= Seniors  0.133** 0.135** 0.138** 0.140** 
  (0.0429) (0.0428) (0.0429) (0.0428) 
      !*= White  -- -- -- -- 
      !+= Asian-American  -0.0221 -0.0215 -0.0199 -0.0190 
  (0.0489) (0.0489) (0.0488) (0.0488) 
      !,= African-
American  -0.0430 -0.0411 -0.0395 -0.0371 
  (0.0850) (0.0850) (0.0850) (0.0849) 
      !"%= Latino/a  0.000270 -0.00140 -0.000975 -0.00240 
  (0.0696) (0.0694) (0.0696) (0.0693) 
      !""= Multi-Racial  0.0601 0.0590 0.0601 0.0589 
  (0.0562) (0.0562) (0.0562) (0.0561) 
      !"#= “Other”  -0.0749 -0.0777 -0.0765 -0.0793 
  (0.0796) (0.0794) (0.0795) (0.0793) 
      !"$= Female  0.0161 0.0163 0.0164 0.0165 
  (0.0284) (0.0284) (0.0284) (0.0284) 
      !"'= Fidelity x Time    0.0645** 0.0661** 
    (0.0242) (0.0241) 
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!%=Intercept 3.605*** 3.455*** 3.449*** 3.773*** 3.778*** 
 (0.0126) (0.0716) (0.0718) (0.139) (0.140) 
Random Effects      
Sigma_int 0.545*** 0.566*** 0.770  0.566*** 0.772  
 (0.00980) (0.0119) (3.473)  (0.0119) (4.302)  
      
Sigma_error 0.389*** 0.370*** 0.298 0.370*** 0.298 
 (0.00439) (0.00761) (1.791) (0.00760) (2.229) 
      
Sigma_time   0.311  0.311 
   (3.437)  (4.275) 
      
Corr(int,time)   -0.646  -0.649 
   (3.342)  (4.060) 
N 6147 3259 3259 3259 3259 
icc 0.663 0.700 0.869 0.701 0.870 
ll -4972.8 -2954.2 -2953.6 -2950.6 -2949.9 
Standard errors in parentheses 
* p < 0.05, ** p < 0.01, *** p < 0.001 
 
 As noted above, I then re-ran the sequence of multilevel models with teachers’ 
self-reported fidelity of implementation scores rather than a treatment variable. See Table 
E3 for results. A series of likelihood ratio tests found the best model to be the random 
coefficient model with fidelity by time interaction (Model 5.1.2). This model found a 
significant interaction between time and self-reported fidelity (p = 0.006). Assuming a 
freshman, male, Caucasian student (the reference groups), the model found that for every 
unit increase in time, the effect of teacher fidelity increases by .066. Accordingly, a 
positive time slope was found for those students who received high fidelity 
implementation, whereas a negative time slope was found for those who received low 
fidelity implementation (see Figure E2). In addition, at time 0, a one unit increase in 
teacher fidelity was not significantly associated with a .061 decrease in curiosity (p = 
.095). Furthermore, when teacher fidelity was 0, a one unit increase in time was 
associated with a .025 unit decrease in student curiosity (p = .004).  
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Examination of the random parameters indicated within (sd = .30) and large 
between-group (sd = .77) variation. Furthermore, 95% of individuals would have an 
intercept between 2.26 and 5.27 and a random slope between -0.85 and .35. Given the 
strong negative correlation (r = -.649) between the mixed random slopes and intercepts, 
this suggests a “fanning in” effect; that is, on average, students with the highest intercepts 
had the steepest negative slopes, whereas those with the lowest intercepts had the steepest 
positive slopes. As this correlation is non-significant, though, no formal pattern can be 
established (Robson & Pevalin, 2016).  
 
 
Figure E2. Teacher self-report by time interaction on curiosity average score.  
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Dosage 
 
Table E4. Curiosity Multilevel Models with Dosage 
 (1.1) (2.1.3) (3.1.3) (4.1.3) (5.1.3) 
Fixed Effects Null 
Model 
+ time (f) & 
dosage (f)+ 
covariates 
+ time (r) & 
dosage (f) + 
covariates 
+ time (f) & 
dosage (f) & time 
x dosage (f)+ 
covariates 
+ time (r) & 
dosage (f) & time 
x dosage (f)+ 
covariates 
curiosityavg      !"= Time  -0.0187 -0.0187 -0.0880 -0.0889 
  (0.0145) (0.0146) (0.0711) (0.0712) 
      !#= Dosage  0.0108 0.0105 -0.0452 -0.0465 
  (0.0180) (0.0180) (0.0591) (0.0595) 
      !$= Freshmen  -- -- -- -- 
      !'= Sophomores  0.0627 0.0652 0.0642 0.0667 
  (0.0403) (0.0402) (0.0403) (0.0403) 
      !(= Juniors  0.112** 0.112** 0.110** 0.110** 
  (0.0386) (0.0386) (0.0386) (0.0386) 
      !)= Seniors  0.127** 0.129** 0.130** 0.131** 
  (0.0428) (0.0428) (0.0429) (0.0428) 
      !*= White  -- -- -- -- 
      !+= Asian-American  -0.0202 -0.0197 -0.0193 -0.0188 
  (0.0488) (0.0488) (0.0488) (0.0488) 
      !,= African-
American 
 -0.0595 -0.0578 -0.0592 -0.0575 
  (0.0845) (0.0844) (0.0845) (0.0844) 
      !"%= Latino/a  -0.0118 -0.0129 -0.0158 -0.0167 
  (0.0692) (0.0690) (0.0694) (0.0691) 
      !""= Multi-Racial  0.0611 0.0602 0.0610 0.0601 
  (0.0560) (0.0559) (0.0560) (0.0560) 
      !"#= “Other”  -0.0810 -0.0835 -0.0831 -0.0855 
  (0.0780) (0.0778) (0.0780) (0.0779) 
      !"$= Female  0.0200 0.0200 0.0200 0.0200 
  (0.0280) (0.0280) (0.0280) (0.0280) 
      !"'= Dosage x Time    0.0333 0.0338 
    (0.0335) (0.0336) 
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!%=Intercept 3.605*** 3.553*** 3.552*** 3.668*** 3.670*** 
 (0.0126) (0.0550) (0.0551) (0.129) (0.129) 
Random Effects      
Sigma_int 0.545*** 0.567*** 0.766 0.567*** 0.767 
 (0.00980) (0.0117) (3.387)  (0.0117) (4.683) 
      
Sigma_error 0.389*** 0.367*** 0.294 0.366*** 0.293 
 (0.00439) (0.00763) (1.767) (0.00762) (2.447) 
      
Sigma_time   0.311   0.310 
   (3.343)   (4.625) 
      
Corr(int,time)   -0.641  -0.641 
   (3.351)  (4.630) 
N 6147 3283 3283 3283 3283 
icc 0.663 0.705 0.872 0.706 0.872 
ll -4972.8 -2976.9 -2976.4 -2976.4 -2975.9 
Standard errors in parentheses 
* p < 0.05, ** p < 0.01, *** p < 0.001 
 
 I next ran the sequence of multilevel models with teachers’ self-reported dosage 
scores. See Table E4 for results. A series of likelihood ratio tests found the best model to 
be the random intercept model (Model 2.1.3). This model found the mean curiosity score 
for male, White, Caucasian students at Time 0 who received zero doses of the QFT to be 
3.55. Time and dosage did not demonstrate significant fixed effects within the model 
(ps>.05). However, juniors and seniors demonstrated significantly higher curiosity than 
their freshman peers. No other demographic effects were significant within the model. 
Aligned with previous results, there was higher between-group variation (sd = .56) than 
within-group variation (sd = .36), with an ICC of .705 indicating that 70.5% of the 
variation in curiosity can be attributed to differences between individuals. The results 
indicated that 95% of individuals would be expected to have an intercept between 2.45 
and 4.64.  
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Divergent Evaluation  
 
Figure E3 below presents an unclear pattern, with some students decreasing 
between T1 and T2 and then increasing between T2 and T3, whereas the opposite pattern 
is seen in other students. This difference in patterns may be partially explained by the 
timing of the intervention at these students’ schools. I proceeded with multilevel 
modeling in order to potentially explain aspects of this individual variability.  
 
 
 
Figure E3. Selected individual growth trajectories for divergent evaluation between Time 
1 and Time 3 
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Table E5. Divergent Evaluation Multilevel Models 
 (1.2) (2.2) (3.2) (4.2) (5.2) 
Fixed Effects Null 
Model 
+ time (f) & 
treatment (f) 
+ time (r) & 
treatment (f) 
+ time (f) & 
treatment (f) & 
time x treatment 
(f) 
+ time (r) & 
treatment (f) & 
time x treatment 
(f) 
      !"= Time  -0.0197 -0.0190 -0.0277 -0.0256 
  (0.0105) (0.0104) (0.0178) (0.0171) 
      !#= Treatment  0.00743 0.00539 0.000854 -0.000188 
  (0.0176) (0.0168) (0.0213) (0.0202) 
      !$= Treatment x Time    0.0113 0.00954 
    (0.0205) (0.0193) 
      !%=Intercept 3.424*** 3.439*** 3.439*** 3.440*** 3.441*** 
 (0.00895) (0.0104) (0.00983) (0.0107) (0.0101) 
Random Effects      
Sigma_int 0.369*** 0.369*** 0.352***   0.369*** 0.352*** 
 (0.00733) (0.00733) (0.00979)  (0.00733) (0.00979)  
      
Sigma_error 0.335*** 0.335*** 0.316*** 0.335*** 0.316*** 
 (0.00378) (0.00378) (0.00516) (0.00378) (0.00515) 
      
Sigma_time   0.111***  0.111*** 
   (0.0119)  (0.0118) 
      
Corr(int,time)   0.0748  0.0742 
   (0.0895)  (0.0894) 
N 6139 6139 6139 6139 6139 
icc 0.547 0.548 0.554 0.548 0.554 
ll -3624.2 -3619.6 -3587.8 -3619.5 -3587.7 
Standard errors in parentheses 
* p < 0.05, ** p < 0.01, *** p < 0.001 
 
See Table E5 for results for Models 1.2–5.2. As above, we first ran an empty 
model with no explanatory variables. According to the empty (null) model, the mean 
divergent evaluation score across time for the total sample was 3.424. Examination of the 
within group (./0) and between group (2%0)	standard deviations indicated that there was 
slightly more between individual variation (sd = .36) than within time variation (sd = .33) 
of evaluation scores. The ICC of .547 indicates that 54.7% of the variation in evaluation 
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scores across time can be attributed to differences in individuals. Finally, the likelihood 
ratio indicated there was a significant grouping effect (χ − bar# <.001; 	Robson	&	Pevalin, 2016), justifying the exploration of adding explanatory 
variables to the multilevel model.  
Recall that I next added level-one fixed explanatory variables to the random-
intercept model.  According to Model 2.2, the mean divergent evaluation score was 3.44 
for students at Time 0 who had not received the QFT intervention. Time and treatment 
did not demonstrate significant fixed effects within the model (ps>.05). A likelihood ratio 
test of the log likelihood change between models found that Model 2.2 is a significant 
improvement over the empty, or null, model (Model 1.2) (χ#(2) = 9.12, p<.05). Aligned 
with the previous results, the between group (sd = .37) standard deviations remained 
larger than the within group (sd = .34) standard deviations. The ICC remained at 54.8%, 
indicating that additional model modification could be performed to account for between 
group variation.  
Model 3.2, the random coefficient model described above, was pursued in order 
to potentially account for additional between group variation. The fixed portion of the 
output indicates that the coefficients for Time and treatment were not significant (p>.05). 
The intercept indicates that the average divergent evaluation score for students at Time 0 
and without receiving the QFT intervention is 3.44 across groups (p<.05). Examination of 
the random standard deviations indicates continued individual and group variation within 
the model.  The standard deviation of the random intercept was .352, indicating some 
group variation within starting mean intercepts. Indeed, 95% of individuals would be 
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expected to have an intercept between 2.749 and 4.218. In addition, the residual standard 
deviation of .316 indicates continued variance at level 1 (i.e., time).  The random slope 
standard deviation of .111 indicates fairly little variation in individuals’ time slopes—
95% of individuals would be expected to have a slope between -.244 and 190. Finally, 
this model indicated a very small (r= .074) positive correlation between the random 
slopes for intercept and time, indicating that, on average, there is a slight correlation 
between those with higher intercepts having steeper positive change over time and those 
with lower intercepts having steeper negative change over time. A likelihood ratio test of 
the likelihood change between models found that the random coefficient model (Model 
3.2) is a significant improvement over the random intercept model (Model 2.2) (χ#(2) = 
63.70, p<.001).  
In Model 4.2, I found a non-significant interaction between time and treatment 
(p>.05). A likelihood ratio test of the log likelihood change between models found that 
Model 4.2 is not a significant improvement over the random intercept model without the 
interaction term included (Model 2.2) (χ#(1) = .30, p = .582).  
I then ran the random coefficient model including the time by treatment 
interaction term and a random coefficient for time (Model 5.2). Again, there was a non-
significant interaction found between time and treatment (p>.05). A likelihood ratio test 
of the log likelihood change between models found that Model 5.2 (the random 
coefficient model with interaction) is a significant improvement over the fixed random 
intercept model (Model 2.2) (χ#(3) = 63.94, p<.001) as well as the fixed intercept model 
with interaction (Model 4.2) (χ#(2) = 63.64, p<.001). Model 5.2 did not provide a 
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significant improvement over the random coefficient model without the interaction 
(Model 3.2) (χ#(1) = 0.24, p = .6221).   
Additional Covariates 
 
Table E6. Divergent evaluation multilevel models with grade, race, and gender  
 (1.2) (2.2.1) (3.2.1) (4.2.1) (5.2.1) 
Fixed Effects Null Model + time (f) & 
treatment (f) 
+ covariates 
+ time (r) & 
treatment (f) 
+ covariates 
+ time (f) & 
treatment (f) & 
time x 
treatment (f)+ 
covariates 
+ time (r) & 
treatment (f) & 
time x 
treatment (f)+ 
covariates 
      !"= Time  -0.0245* -0.0235* -0.0324 -0.0304 
  (0.0107) (0.0105) (0.0180) (0.0173) 
      !#= Treatment  0.0110 0.00883 0.00453 0.00320 
  (0.0178) (0.0170) (0.0215) (0.0205) 
      !$= Freshmen  -- -- -- -- 
      !'= Sophomores  -0.0504 -0.0507* -0.0507 -0.0509* 
  (0.0258) (0.0257) (0.0258) (0.0257) 
      !(= Juniors  -0.0393 -0.0379 -0.0392 -0.0378 
  (0.0245) (0.0244) (0.0245) (0.0244) 
      !)= Seniors  -0.112*** -0.109*** -0.112*** -0.109*** 
  (0.0272) (0.0269) (0.0272) (0.0269) 
      !*= White  -- -- -- -- 
      !+= Asian-
American  0.131
*** 0.132*** 0.131*** 0.132*** 
  (0.0313) (0.0310) (0.0313) (0.0310) 
      !,= African-
American  -0.0433 -0.0388 -0.0433 -0.0389 
  (0.0535) (0.0530) (0.0535) (0.0530) 
      !"%= Latino/a  -0.0314 -0.0267 -0.0306 -0.0261 
  (0.0438) (0.0437) (0.0439) (0.0437) 
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!""= Multi-Racial  -0.107** -0.0994** -0.107** -0.0994** 
  (0.0358) (0.0356) (0.0358) (0.0356) 
      !"#= “Other”  -0.00135 -0.00792 -0.00115 -0.00773 
  (0.0499) (0.0496) (0.0499) (0.0496) 
      !"$= Female  -0.100*** -0.0995*** -0.100*** -0.0996*** 
  (0.0179) (0.0177) (0.0179) (0.0177) 
      !"'= Treatment x 
Time    0.0112 0.00970 
    (0.0206) (0.0196) 
      !%=Intercept 3.424*** 3.538*** 3.537*** 3.540*** 3.538*** 
 (0.00895) (0.0223) (0.0220) (0.0225) (0.0222) 
Random Effects      
Sigma_int 0.369*** 0.362*** 0.345*** 0.362*** 0.345*** 
 (0.00733) (0.00732) (0.00991)  (0.00732) (0.00991)  
      
Sigma_error 0.335*** 0.334*** 0.316*** 0.334*** 0.316*** 
 (0.00378) (0.00381) (0.00521) (0.00381) (0.00521) 
      
Sigma_time   0.107***  0.107*** 
   (0.0123)  (0.0123) 
      
Corr(int,time)   0.0755  0.0750 
   (0.0950)  (0.0949) 
N 6139 6010 6010 6010 6010 
icc 0.547 0.540 0.544 0.540 0.544 
ll -3624.2 -3497.8 -3469.6 -3497.7 -3469.5 
Standard errors in parentheses 
* p < 0.05, ** p < 0.01, *** p < 0.001 
 
As described above, I then added the additional covariates of grade, gender, and 
race to potentially help explain additional variation within the model. Results are 
described in Table E6.  
Model 2.2.1 indicates that the mean divergent evaluation score for Caucasian 
freshmen male students at Time 0 who had not received the QFT intervention was 3.538. 
No significant treatment effect was found (p>.05). However, the addition of the new 
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covariates to the model resulted in a significant negative fixed effect for time (p = .020) 
indicating that after controlling for the other variables in the model, divergent evaluation, 
on average, decreased for students over the course of the year. In addition, seniors had 
significantly lower divergent evaluation scores, on average, than their freshman peers. 
Furthermore, whereas Asian students reported significantly higher divergent evaluation 
scores on average than their White peers, Multi-racial students reported significantly 
lower divergent evaluation scores (p<.01). Likewise, female students had significantly 
lower divergent evaluation scores than their male counterparts (p<.001). The addition of 
the grade, gender, and race covariates resulted in very slight changes in the between and 
within-group variation (<1%). The model resulted in a 0.7% reduction in the ICC from 
Model 2.2.  
As seen in Table E6, the random coefficient model with covariates—Model 
3.2.1—found similar results. A likelihood ratio test of the likelihood change between 
models found that the random coefficient model (Model 3.2.1) is a significant 
improvement over the random intercept model (Model 2.2.1) (χ#(2) = 56.32, p<.001). 
Model 4.2.1—the fixed random intercept model with time by treatment 
interaction—did not find a significant interaction between time and treatment (p>.05). A 
likelihood ratio test found that Model 4.2.1 is not a significant improvement over the 
random intercept model without the interaction term included (Model 2.2) (χ#(1) = .30, p 
= .587).  
Finally, as noted above, Model 5.2.1 allowed for both the fixed interaction term 
and a random coefficient for time. A non-significant fixed effect was found for the 
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interaction term. As before, a likelihood ratio test indicated that Model 5.2.1 is a 
significant improvement over the fixed random intercept model (Model 2.2.1; χ#(3) = 
56.57, p<.001) as well Model 4.2.1 (χ#(2) = 56.27, p<.001). Model 5.2.1 was not a 
significant improved over the random coefficient model without the interaction (Model 
3.2.1; χ#(1) = 0.25, p = 0.6205).  
Fidelity 
Table E7. Divergent Evaluation Multilevel Models with Fidelity 
 (1.2) (2.2.2) (3.2.2) (4.2.2) (5.2.2) 
Fixed Effects Null Model + time (f) & 
fidelity (f)+ 
covariates 
+ time (r) & 
fidelity (f) + 
covariates 
+ time (f) & 
fidelity (f) & 
time x fidelity 
(f)+ covariates 
+ time (r) & 
fidelity (f) & 
time x fidelity 
(f)+ covariates 
      !"= Time  -0.0160 -0.0161 -0.100 -0.0990 
  (0.0119) (0.0119) (0.0725) (0.0726) 
      !#= Fidelity  -0.00901 -0.00926 -0.0411 -0.0404 
  (0.0121) (0.0120) (0.0297) (0.0295) 
      !$= Freshmen  -- -- -- -- 
      !'= Sophomores  -0.0557 -0.0569 -0.0544 -0.0556 
  (0.0300) (0.0300) (0.0300) (0.0300) 
      !(= Juniors  -0.0401 -0.0406 -0.0410 -0.0415 
  (0.0289) (0.0289) (0.0289) (0.0290) 
      !)= Seniors  -0.121*** -0.121*** -0.119*** -0.119*** 
  (0.0316) (0.0316) (0.0316) (0.0316) 
      !*= White  -- -- -- -- 
      !+= Asian-American  0.144*** 0.144*** 0.145*** 0.145*** 
  (0.0359) (0.0359) (0.0359) (0.0359) 
      !,= African-American  -0.0489 -0.0489 -0.0477 -0.0477 
  (0.0625) (0.0625) (0.0625) (0.0625) 
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!"%= Latino/a  -0.0327 -0.0312 -0.0333 -0.0319 
  (0.0514) (0.0515) (0.0514) (0.0515) 
      !""= Multi-Racial  -0.129** -0.129** -0.129** -0.129** 
  (0.0414) (0.0414) (0.0413) (0.0413) 
      !"#= “Other”  0.0484 0.0499 0.0477 0.0491 
  (0.0586) (0.0587) (0.0586) (0.0587) 
      !"$= Female  -0.0944*** -0.0946*** -0.0943*** -0.0944*** 
  (0.0209) (0.0209) (0.0209) (0.0209) 
      !"'= Fidelity x Time    0.0231 0.0226 
    (0.0196) (0.0196) 
      !%=Intercept 3.424*** 3.567*** 3.569*** 3.683*** 3.681*** 
 (0.00895) (0.0556) (0.0554) (0.112) (0.112) 
Random Effects      
Sigma_int 0.369*** 0.401*** 0.567  0.401*** 0.567 
 (0.00733) (0.00935) (4.990)  (0.00934) (2.701)  
      
Sigma_error 0.335*** 0.305*** 0.241 0.305*** 0.241 
 (0.00378) (0.00631) (2.348) (0.00631) (1.270) 
      
Sigma_time   0.265  0.264 
   (4.278)  (2.320) 
      
Corr(int,time)   -0.671  -0.671 
   (5.888)  (3.188) 
N 6139 3252 3252 3252 3252 
icc 0.547 0.633 0.847 0.633 0.847 
ll -3624.2 -2083.9 -2083.5 -2083.2 -2082.9 
Standard errors in parentheses 
* p < 0.05, ** p < 0.01, *** p < 0.001 
 
I next ran the sequence of multilevel models with teachers’ self-reported fidelity 
scores. See Table E7 for results. A series of likelihood ratio tests found the best model to 
be the random intercept model (Model 2.2.2). This model found the mean divergent 
evaluation score for male, White, Caucasian students at Time 0 who received zero doses 
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of the QFT to be 3.57. Time and teacher fidelity did not demonstrate significant fixed 
effects within the model (ps>.05). However, sophomores and seniors demonstrated 
significantly lower divergent evaluation than their freshman peers. Asian-American 
students demonstrated significantly higher divergent evaluation than their White peers, 
whereas multi-racial students demonstrated significantly lower divergent evaluation than 
White students. In addition, female students demonstrated significantly lower divergent 
evaluation than males. Aligned with previous results, there was slightly higher between-
group variation (.40) than within-group variation (.305), with an ICC of .633 indicating 
that 63.3% of the variation in divergent evaluation can be attributed to differences 
between individuals. Furthermore, the results indicated that 95% of individuals would be 
expected to have an intercept between 2.78 and 4.36.  
 
Dosage  
 
Table E8. Divergent Evaluation Multilevel Models with Dosage 
 (1.2) (2.2.3) (3.2.3) (4.2.3) (5.2.3) 
Fixed Effects Null 
Model 
+ time (f) & 
dosage (f) + 
covariates 
+ time (r) & 
dosage (f) + 
covariates 
+ time (f) & 
dosage (f) & 
time x dosage 
(f)+ covariates 
+ time (r) & 
dosage (f) & 
time x dosage 
(f)+ covariates 
      !"= Time  -0.0211 -0.0212 -0.140* -0.138* 
  (0.0120) (0.0120) (0.0579) (0.0578) 
      !#= Dosage  -0.00909 -0.00936 -0.104* -0.103* 
  (0.0143) (0.0143) (0.0477) (0.0474) 
      !$= Freshmen  -- -- -- -- 
      !'= Sophomores  -0.0609* -0.0619* -0.0582* -0.0592* 
  (0.0297) (0.0297) (0.0297) (0.0297) 
      !(= Juniors  -0.0450 -0.0452 -0.0485 -0.0487 
  (0.0285) (0.0285) (0.0285) (0.0286) 
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!)= Seniors  -0.125*** -0.125*** -0.120*** -0.120*** 
  (0.0316) (0.0316) (0.0317) (0.0317) 
      !*= White  -- -- -- -- 
      !+= Asian-American  0.146*** 0.146*** 0.148*** 0.148*** 
  (0.0360) (0.0359) (0.0360) (0.0360) 
      !,= African-American  -0.0425 -0.0427 -0.0420 -0.0422 
  (0.0623) (0.0623) (0.0623) (0.0623) 
      !"%= Latino/a  -0.0284 -0.0270 -0.0353 -0.0340 
  (0.0512) (0.0514) (0.0514) (0.0515) 
      !""= Multi-Racial  -0.133** -0.132** -0.133** -0.133** 
  (0.0413) (0.0413) (0.0413) (0.0413) 
      !"#= “Other”  0.0510 0.0524 0.0475 0.0488 
  (0.0576) (0.0576) (0.0576) (0.0577) 
      !"$= Female  -0.103*** -0.103*** -0.102*** -0.103*** 
  (0.0207) (0.0207) (0.0207) (0.0207) 
      !"'= Dosage x Time    0.0570* 0.0563* 
    (0.0272) (0.0272) 
      !%=Intercept 3.424*** 3.569*** 3.571*** 3.766*** 3.764*** 
 (0.00895) (0.0428) (0.0427) (0.103) (0.103) 
Random Effects      
Sigma_int 0.369*** 0.401*** 0.574*** 0.401*** 0.574 
 (0.00733) (0.00936) (0.0156)  (0.00935) (15.95)  
      
Sigma_error 0.335*** 0.307*** 0.240*** 0.306*** 0.240 
 (0.00378) (0.00644) (0.00822) (0.00643) (7.642) 
      
Sigma_time   0.269  0.269 
   (.)  (13.64) 
      
Corr(int,time)   -0.677***  -0.677 
   (0.0190)  (18.10) 
N 6139 3276 3276 3276 3276 
icc 0.547 0.631 0.851 0.633 0.852 
ll -3624.2 -2118.9 -2118.6 -2116.8 -2116.5 
Standard errors in parentheses 
* p < 0.05, ** p < 0.01, *** p < 0.001 
 I then re-ran the sequence of multilevel models with teachers’ self-reported 
dosage scores. See Table E8 for results. A series of likelihood ratio tests found the best 
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model to be the random intercept model with dosage by time interaction (Model 4.2.3). 
This model found a significant interaction between time and self-reported teacher dosage 
(p = 0.036). Assuming a freshman, male, Caucasian student (the reference groups), the 
model found that for every unit increase in time, the effect of teacher dosage increases by 
.0570. Accordingly, a positive time slope was found for those students who received high 
dosage implementation, whereas a negative time slope was found for those who received 
low dosage implementation (see Figure E4). In addition, at time 0, a one unit increase in 
teacher dosage was associated with a .104 unit decrease in divergent evaluation (p = 
.029). Furthermore, when teacher dosage was zero, a one unit increase in time was 
associated with a .140 unit decrease in student divergent evaluation (p = .016). 
Examination of the random parameters indicated within (sd = .306) and between-group 
(sd = .401) variation, with an ICC of .633 indicating that 63.3% of variation is 
attributable to between individual effects. Furthermore, 95% of individuals would have 
an intercept between 2.97 and 4.54.   
 
Figure E4. Dosage by time interaction for divergent evaluation.  
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Divergent Ideation  
 
Figure E5 below appears to suggest that divergent ideation may, on average, 
increase for students over time. In addition, the graph seems to suggest large variability in 
students’ intercepts, but little variability in students’ slopes.  
 
 
 
Figure E5. Selected individual growth trajectories for divergent ideation between Time 1 
and Time 3.  
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Table E9. Divergent ideation multilevel models  
 (1.3) (2.3) (3.3) (4.3) (5.3) 
Fixed Effects Null 
Model 
+ time (f) & 
treatment (f) 
+ time (r) & 
treatment (f) 
+ time (f) & 
treatment (f) & 
time x 
treatment (f) 
+ time (r) & 
treatment (f) & 
time x 
treatment (f) 
      !"= Time  -0.0384*** -0.0382*** -0.0114 -0.0119 
  (0.0111) (0.0109) (0.0187) (0.0179) 
      !#= Treatment  -0.00196 -0.00184 0.0203 0.0199 
  (0.0185) (0.0176) (0.0223) (0.0212) 
      !$= Treatment x Time    -0.0382 -0.0373 
    (0.0214) (0.0203) 
      !%=Intercept 3.467*** 3.504*** 3.505*** 3.500*** 3.500*** 
 (0.00968) (0.0111) (0.0110) (0.0114) (0.0113) 
Random Effects      
Sigma_int 0.402*** 0.403*** 0.408*** 0.403*** 0.408*** 
 (0.00785) (0.00783) (0.0103)  (0.00783) (0.0103)  
      
Sigma_error 0.353*** 0.350*** 0.331*** 0.350*** 0.330*** 
 (0.00398) (0.00395) (0.00538) (0.00395) (0.00537) 
      
Sigma_time   0.116***  0.116*** 
   (0.0124)  (0.0123) 
      
Corr(int,time)   -0.131  -0.131 
   (0.0681)  (0.0679) 
N 6137 6137 6137 6137 6137 
icc 0.566 0.570 0.604 0.570 0.604 
ll -3993.6 -3968.6 -3954.0 -3967.0 -3952.3 
Standard errors in parentheses 
* p < 0.05, ** p < 0.01, *** p < 0.001 
 
See Table E9 for results for Models 1.3–5.3. According to Model 1.3, the empty 
model, the mean divergent ideation score for all students was 3.467. Examination of the 
within-group (sd = .353) and between-group (sd = .402) standard deviations indicates 
more between group (here, individuals) variation than within-times variation. The ICC of 
.566 indicates that 56.6% of the variation in divergent ideation scores can be attributed to 
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the grouping variable of individuals. As above, the likelihood ratio test comparing the 
empty model to an ordinary regression model was significant (p<.001), indicating the 
need for pursuing multilevel modeling (Robson & Pevalin, 2016).  
The random intercept model—Model 2.3—indicated that the mean divergent 
ideation score for students at Time 0 without the QFT intervention (all students) was 
3.504. Although no significant effect was found for treatment, a significant negative 
effect was found for time, indicating that, on average, a one unit increase in time was 
associated with a -.0384 unit decrease in divergent ideation in students. Examination of 
the random parameters indicated less than 1% change between the empty model and 
Model 2.3 in the between-group and within-group variation.  
Model 3.3—the random coefficient model—produced similar results. The 
constant indicated that, on average, one can expect a score of 3.505 for a student at Time 
0 who has not received the QFT treatment. No treatment effect was found, but, again, a 
significant negative fixed effect for time was found. Examination of the random standard 
deviations indicates continued individual and group variation in the model, with the 
between-group variation remaining larger at .408 than the within-group variation at .331. 
The random slope standard deviation of .116 is fairly small (Robson & Pevalin, 2016; 
Snijders & Bosker, 2012). Given the fixed effect for slope of -.0382 and the random 
effect of .116, we would expect 95% of individuals to have a coefficient between -0.265 
and 0.189. There was also a negative correlation between the random slope for time and 
intercept at -0.131. Given the predictive interval cited above, this negative correlation 
between the random slops and intercepts indicates a “fanning in” effect (Robson & 
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Pevalin, 2016, p. 82) with mixed slopes; that is students with the highest intercepts, on 
average, demonstrated the steepest negative change whereas those with the lowest 
intercepts demonstrated the steepest positive change. A likelihood ratio test indicated that 
Model 3.3 is a significant improvement over the random intercept model (Model 2.3; χ#(2) = 29.35, p<.001).  
The random intercept model with interaction between time and treatment (Model 
4.3) found that at Time 0 students without the intervention had a mean divergent ideation 
score of 3.500. The interaction effect between time and treatment was non-significant. A 
likelihood ratio test indicated that this model was not a significant improvement over the 
random intercept model (Model 2.3; χ#(1) = 3.19, p = .0743), and therefore this model 
was not pursued further.  
I also ran Model 5.3—the random coefficient model with interaction. As with 
Model 4.3, the interaction term for time and treatment was non-significant. As 
anticipated, likelihood ratio tests indicated that Model 5.3 was a significant improvement 
over Model 2.3—the random intercept model (χ#(3) = 32.74, p<.001) as well as the 
random intercept model with interaction (Model 4.3; χ#(2) = 29.55; p<.001), but was not 
a significant improvement over Model 3.3—the random coefficient model without 
interaction (χ#(1) = 3.39, p = .0656). Therefore, this model was not pursued further.  
Additional Covariates  
 
I then proceeded with adding the gender, grade, and race covariates in order to 
explain additional variation within the models. Results are described in Table E10.  
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Table E10. Divergent Ideation Multilevel Models WITH grade, race, and gender 
 (1.3) (2.3.1) (3.3.1) (4.3.1) (5.3.1) 
Fixed Effects Null 
Model 
+ time (f) & 
treatment (f) 
+ covariates 
+ time (r) & 
treatment (f) 
+ covariates 
+ time (f) & 
treatment (f) 
& time x 
treatment (f) 
+ covariates 
+ time (r) & 
treatment (f) 
& time x 
treatment (f) 
+ covariates 
      !"= Time  -0.0396*** -0.0394*** -0.0146 -0.0152 
  (0.0112) (0.0110) (0.0189) (0.0182) 
      !#= Treatment  0.000341 0.000546 0.0207 0.0204 
  (0.0187) (0.0179) (0.0225) (0.0214) 
      !$= Freshmen  -- -- -- -- 
      !'= Sophomores  -0.0575* -0.0586* -0.0568* -0.0578* 
  (0.0277) (0.0277) (0.0277) (0.0277) 
      !(= Juniors  -0.0672* -0.0656* -0.0674* -0.0658* 
  (0.0263) (0.0263) (0.0263) (0.0263) 
      !)= Seniors  -0.0487 -0.0491 -0.0484 -0.0487 
  (0.0291) (0.0291) (0.0291) (0.0291) 
      !*= White  -- -- -- -- 
      !+= Asian-American  0.104** 0.103** 0.105** 0.104** 
  (0.0335) (0.0334) (0.0335) (0.0334) 
      !,= African-American  0.149** 0.151** 0.149** 0.151** 
  (0.0573) (0.0572) (0.0573) (0.0572) 
      !"%= Latino/a  0.161*** 0.156*** 0.159*** 0.153** 
  (0.0470) (0.0470) (0.0470) (0.0470) 
      !""= Multi-Racial  0.113** 0.114** 0.113** 0.114** 
  (0.0384) (0.0384) (0.0384) (0.0384) 
      !"#= “Other”  0.0294 0.0314 0.0287 0.0307 
  (0.0534) (0.0534) (0.0534) (0.0534) 
      !"$= Female  0.171*** 0.171*** 0.171*** 0.171*** 
  (0.0192) (0.0191) (0.0191) (0.0191) 
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!"'= Treatment x Time    -0.0353 -0.0344 
    (0.0216) (0.0206) 
      !%=Intercept 3.467*** 3.433*** 3.433*** 3.428*** 3.428*** 
 (0.00968) (0.0239) (0.0238) (0.0241) (0.0240) 
Random Effects      
Sigma_int 0.402*** 0.391*** 0.395*** 0.390*** 0.395*** 
 (0.00785) (0.00777) (0.0104)  (0.00777) (0.0104)  
      
Sigma_error 0.353*** 0.349*** 0.332*** 0.349*** 0.331*** 
 (0.00398) (0.00398) (0.00544) (0.00398) (0.00544) 
      
Sigma_time   0.109***  0.109*** 
   (0.0131)  (0.0131) 
      
Corr(int,time)   -0.125  -0.125 
   (0.0740)  (0.0738) 
N 6137 6009 6009 6009 6009 
icc 0.566 0.556 0.587 0.556 0.587 
ll -3993.6 -3817.9 -3806.1 -3816.6 -3804.7 
Standard errors in parentheses 
* p < 0.05, ** p < 0.01, *** p < 0.001 
 
Within the random intercept model (Model 2.3.1), the mean divergent ideation 
score for White freshmen male students at Time 0 who had not received the QFT 
intervention was 3.433. Although there was not a significant treatment effect, there was a 
significant fixed effect for time within the model, with a one unit increase in time being 
associated with a 0.0396 decrease in divergent ideation (p<.001). In addition, students in 
sophomore and junior year demonstrated significantly lower divergent ideation than their 
freshman peers. All races besides the “other” category demonstrated significantly higher 
divergent ideation, on average, than their White peers. Females, in addition, reported 
significantly higher divergent ideation than their male counterparts. As expected, the 
between-group standard deviation was higher at .391 than the within-group standard 
deviation of .349. Addition of the new covariates reduced the between-group standard 
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deviation by 1.2%, the within-group standard deviation by 0.1%, and the overall ICC by 
1.4%.  
The random coefficient model (Model 3.3.1) found similar results to Model 2.3.1. 
A likelihood ratio test between models found that the random coefficient model with the 
added covariates was a significant improvement over the random intercept model (Model 
2.3.1; χ#(2) = 23.78, p<.001). Echoing that noted above, the standard deviation of .109 
for the random slopes for time indicates that we would expect 95% of individuals to have 
a time coefficient between -0.253 and 0.174. Thus, the small negative correlation (r =  -
0.125) between the random slopes for time and the intercept again indicates a very slight 
“fanning in” effect (Robson & Pevalin, 2016).  
Model 4.3.1—the random intercept model with interaction— again found no 
significant interaction term for time or treatment on divergent ideation. A likelihood ratio 
test indicated that this model was not a significant improvement over Model 2.3.1—the 
random intercept model without interaction and added covariates (χ#(1) = 2.67, p = 
0.1022). Therefore, this model was not pursued further.  
Finally, Model 5.3.1 similarly found a non-significant interaction effect. 
Likelihood ratio tests indicated that Model 5.3.1 was a significant improvement over 
Model 4.3.1 (χ#(2) = 23.90, p<.001) as well as Model 2.3.1 (χ#(3) = 26.57, p<.001), but 
not Model 3.3.1 (χ#(1) = 2.80, p = 0.0945). Therefore, this model was not pursued 
further.  
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Fidelity  
 
Table E11. Divergent ideation fidelity 
 (1.3) (2.3.2) (3.3.2) (4.3.2) (5.3.2) 
Fixed Effects Null Model 
+ time (f) & 
fidelity (f) + 
covariates 
+ time (r) & 
fidelity (f) 
+ covariates 
+ time (f) & 
fidelity (f) & 
time x fidelity 
(f) + covariates 
+ time (r) & 
fidelity (f) & 
time x fidelity 
(f) + covariates 
      !"= Time  -0.0472*** -0.0473*** -0.151* -0.151* 
  (0.0126) (0.0127) (0.0769) (0.0769) 
      !#= Fidelity  -0.00243 -0.00241 -0.0419 -0.0419 
  (0.0127) (0.0127) (0.0315) (0.0315) 
      !$= Freshmen  -- -- -- -- 
      !'= Sophomores  -0.0564 -0.0565 -0.0548 -0.0549 
  (0.0314) (0.0314) (0.0314) (0.0314) 
      !(= Juniors  -0.0769* -0.0770* -0.0780** -0.0780** 
  (0.0302) (0.0302) (0.0303) (0.0302) 
      !)= Seniors  -0.0739* -0.0737* -0.0719* -0.0716* 
  (0.0330) (0.0330) (0.0331) (0.0331) 
      !*= White  -- -- -- -- 
      !+= Asian-American  0.112** 0.112** 0.113** 0.113** 
  (0.0375) (0.0375) (0.0375) (0.0375) 
      !,= African-American  0.116 0.116 0.117 0.118 
  (0.0654) (0.0653) (0.0654) (0.0654) 
      !"%= Latino/a  0.182*** 0.183*** 0.182*** 0.182*** 
  (0.0538) (0.0537) (0.0538) (0.0537) 
      !""= Multi-Racial  0.118** 0.117** 0.118** 0.117** 
  (0.0432) (0.0432) (0.0432) (0.0432) 
      !"#= “Other”  0.0219 0.0212 0.0211 0.0204 
  (0.0613) (0.0613) (0.0613) (0.0613) 
      !"$= Female  0.161*** 0.161*** 0.161*** 0.161*** 
  (0.0219) (0.0219) (0.0219) (0.0219) 
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!"'= Fidelity x Time    0.0284 0.0284 
    (0.0207) (0.0207) 
      !%=Intercept 3.467*** 3.471*** 3.471*** 3.613*** 3.613*** 
 (0.00968) (0.0586) (0.0587) (0.119) (0.119) 
Random Effects      
Sigma_int 0.402*** 0.416*** 0.613 0.416*** 0.613  
 (0.00785) (0.00976) (4.574)  (0.00976) (5.994)  
      
Sigma_error 0.353*** 0.325*** 0.257 0.325*** 0.257 
 (0.00398) (0.00665) (2.181) (0.00664) (2.859) 
      
Sigma_time   0.281  0.281 
   (3.985)  (5.226) 
      
Corr(int,time)   -0.698  -0.697 
   (4.420)  (5.805) 
N 6137 3251 3251 3251 3251 
icc 0.566 0.621 0.850 0.621 0.850 
ll -3993.6 -2249.4 -2249.4 -2248.5 -2248.5 
Standard errors in parentheses 
* p < 0.05, ** p < 0.01, *** p < 0.001 
 
I next ran the sequence of multilevel models with teachers’ self-reported fidelity 
scores. See Table E11 for results. A series of likelihood ratio tests found the best model 
to be the random intercept model (Model 2.3.2). This model found the mean curiosity 
score for male, White, Caucasian students at Time 0 who received the QFT with no 
fidelity to be 3.471. Time was significant within the model, with a one unit increase in 
time associated with a .0472 decrease in divergent ideation (p<.001). Teacher self-
reported fidelity was not significantly associated with students’ divergent ideation. 
However, juniors and seniors demonstrated significantly lower divergent ideation than 
their freshman peers (ps<.05), whereas Asian-American, Latino/a, and Multi-Racial 
students reported significantly higher divergent ideation, on average. Female students 
also demonstrated significantly higher divergent ideation than male students. Aligned 
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with previous results, there was higher between-group variation than within-group 
variation, with an ICC of .621 indicating that 62.1% of the variation in divergent ideation 
can be attributed to differences between individuals. The results indicated that 95% of 
individuals would be expected to have an intercept between 2.66 and 4.27. 
Dosage 
 
Table E12. Divergent ideation with teacher dosage  
 (1.3) (2.3.3) (3.3.3) (4.3.3) (5.3.3) 
Fixed Effects Null Model 
+ time (f) & 
dosage (f) + 
covariates 
+ time (r) & 
dosage (f) + 
covariates 
+ time (f) & 
dosage (f) & 
time x dosage 
(f) + covariates 
+ time (r) & 
dosage (f) & 
time x dosage 
(f) + covariates 
      !"= Time  -0.0477*** -0.0478*** -0.177** -0.178** 
  (0.0128) (0.0129) (0.0615) (0.0616) 
      !#= Dosage  0.0259 0.0260 -0.0778 -0.0785 
  (0.0151) (0.0151) (0.0505) (0.0508) 
      !$= Freshmen  -- -- -- -- 
      !'= Sophomores  -0.0463 -0.0463 -0.0433 -0.0434 
  (0.0308) (0.0308) (0.0309) (0.0308) 
      !(= Juniors  -0.0650* -0.0652* -0.0687* -0.0688* 
  (0.0296) (0.0296) (0.0297) (0.0297) 
      !)= Seniors  -0.0687* -0.0681* -0.0635 -0.0629 
  (0.0329) (0.0329) (0.0330) (0.0330) 
      !*= White  -- -- -- -- 
      !+= Asian-American  0.115** 0.115** 0.117** 0.117** 
  (0.0374) (0.0374) (0.0374) (0.0374) 
      !,= African-American  0.128* 0.128* 0.128* 0.129* 
  (0.0648) (0.0648) (0.0648) (0.0648) 
      !"%= Latino/a  0.183*** 0.184*** 0.176** 0.177*** 
  (0.0533) (0.0532) (0.0534) (0.0533) 
  
280 
!""= Multi-Racial  0.125** 0.125** 0.125** 0.125** 
  (0.0429) (0.0429) (0.0429) (0.0429) 
      !"#= “Other”  0.0249 0.0232 0.0211 0.0194 
  (0.0599) (0.0598) (0.0600) (0.0599) 
      !"$= Female  0.159*** 0.158*** 0.159*** 0.158*** 
  (0.0215) (0.0215) (0.0215) (0.0215) 
      !"'= Dosage x Time    0.0621* 0.0624* 
    (0.0289) (0.0290) 
      !%=Intercept 3.467*** 3.397*** 3.397*** 3.612*** 3.613*** 
 (0.00968) (0.0451) (0.0451) (0.109) (0.110) 
Random Effects      
Sigma_int 0.402*** 0.411*** 0.625  0.412*** 0.625  
 (0.00785) (0.00985) (6.929)  (0.00984) (3.483)  
      
Sigma_error 0.353*** 0.329*** 0.257 0.328*** 0.257 
 (0.00398) (0.00685) (3.368) (0.00683) (1.695) 
      
Sigma_time   0.289  0.288 
   (5.988)  (3.020) 
      
Corr(int,time)   -0.717  -0.715 
   (5.954)  (3.027) 
N 6137 3275 3275 3275 3275 
icc 0.566 0.610 0.855 0.613 0.855 
ll -3993.6 -2280.9 -2280.7 -2278.6 -2278.4 
Standard errors in parentheses 
* p < 0.05, ** p < 0.01, *** p < 0.001 
 
I next ran the sequence of multilevel models with teachers’ self-reported dosage 
scores. See Table E12 for results. A series of likelihood ratio tests found the best model 
to be the random intercept model with and interaction between time and dosage (Model 
4.3.3). This model found a significant interaction between time and self-reported dosage 
(p = 0.032). Assuming a freshman, male, Caucasian student (the reference groups), the 
model found that for every unit increase in time, the effect of teacher dosage increases by 
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.0621. Accordingly, those students who received low dosages of the QFT had a much 
steeper decline in divergent ideation over the three time points than those who received 
high dosages of the QFT (see Figure E6). In addition, at time 0, a one unit increase in 
teacher dosage was not significantly associated with a 0.0778 decrease in divergent 
ideation (p = .124). However, when teacher dosage was 0, a one unit increase in time was 
associated with a .177 unit decrease in student divergent ideation (p = .004). Examination 
of the random parameters indicated continued within (sd= .33) and between-group (sd= 
.41) variation. Furthermore, 95% of individuals would have an intercept between 2.80 
and 4.41.  
 
 
Figure E6. Divergent Ideation Time by Dosage Interaction  
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Behavioral Engagement 
 
Figure E7 below indicates that there was far more variance in behavioral 
engagement scores at Time 1 than at Time 0 or Time 2. Notably, scores also seemed to 
increase for some students while scores seemed to decrease for others. Given this evident 
variability, I proceeded with multilevel modeling.  
 
 
 
Figure E7. 20 randomly selected individual growth trajectories for behavioral 
engagement between Time 1 and Time 3.  
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Table E13. Behavioral engagement multilevel models 
 (1.4) (2.4) (3.4) (4.4) (5.4) 
Fixed Effects Null Model 
+ time (f) & 
treatment (f) 
+ time (r) & 
treatment (f) 
+ time (f) & 
treatment (f) 
& time x 
treatment (f) 
+ time (r) & 
treatment (f) 
& time x 
treatment (f) 
      !"= Time  -0.113*** -0.118*** -0.103*** -0.109*** 
  (0.0109) (0.0104) (0.0184) (0.0166) 
      !#= Treatment 
  -0.00108 0.00462 0.00696 0.0120 
  (0.0182) (0.0162) (0.0218) (0.0194) 
      !$= Treatment x 
Time    -0.0140 -0.0127 
    (0.0209) (0.0185) 
      !%=Intercept 4.313*** 4.422*** 4.422*** 4.420*** 4.421*** 
 (0.0105) (0.0118) (0.0105) (0.0121) (0.0107) 
Random Effects      
Sigma_int 0.445*** 0.451*** 0.401***  0.451*** 0.401***  
 (0.00839) (0.00828) (0.00954)  (0.00828) (0.00954)  
      
Sigma_error 0.360*** 0.341*** 0.300*** 0.341*** 0.300*** 
 (0.00407) (0.00385) (0.00492) (0.00385) (0.00492) 
      
Sigma_time   0.163***  0.163*** 
   (0.00851)  (0.00851) 
      
Corr(int,time)   0.221***  0.220*** 
   (0.0606)  (0.0606) 
N 6144 6144 6144 6144 6144 
icc 0.604 0.636 0.642 0.636 0.642 
ll -4267.3 -4058.4 -3911.3 -4058.2 -3911.0 
Standard errors in parentheses 
* p < 0.05, ** p < 0.01, *** p < 0.001 
 
 
See Table E13 for results for Models 1.4–5.4. The empty model with no 
explanatory variables (Model 1.4) indicated that the mean behavioral engagement score 
across the sample collapsed across time was 4.313. Examination of the within group and 
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between group standard deviations indicated higher between group deviation than within 
group deviation, with an ICC of 60.4%, indicating that over 60% of the variation within 
the scores was due to between individual variation in behavioral engagement. 
Furthermore, the significant (p<.001) likelihood ratio test comparing the empty model to 
an ordinary regression model indicated a significant grouping effect.  
The addition of level-one fixed explanatory variables (time, treatment) to Model 
2.4 increased the ICC to 63.6%; this is not surprising, as variance parameters often 
increase when explanatory variables are added to multilevel models (Snidjers & Bosker, 
2012). This model indicated a mean behavioral engagement score of 4.422 for students at 
Time 0 who had not received the QFT intervention (all students). In addition, no 
significant treatment effect was found, but a significant time effect was found, in that for 
each one unit increase in time (a semester), students on average decrease -.113 units in 
behavioral engagement. A likelihood ratio test indicated that Model 2.4, the random 
intercept model, was a significant improvement over the null model (χ#(2) = 417.74, 
p<.001). Again, examination of the random effects indicated significant between (sd = 
.451) and within (sd = .341) random deviations from the average effects and that addition 
of the fixed time and treatment covariates only reduced the level-1 deviations by 2% but, 
as expected, did not impact the between group standard deviations.  
Model 3.4—the random coefficient model—found a mean behavioral engagement 
score of 4.422 for students at time 0 who had not received the QFT intervention. As 
above, there was a non-significant treatment effect and a significant time effect, with 
students, on average, decreasing -0.118 units of behavioral engagement per one semester 
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increase of time. Examination of the random effects indicates significant between and 
within-group variation. For the intercepts, the model suggests that 95% of individuals 
would have an intercept within the range of 3.636 to 5.207, although censoring would cap 
the scale at 5. In addition, for the time slope, 95% of individuals would have a slope 
ranging from -.437 to .201. The small positive correlation (r = .221) between the random 
slopes and random intercepts indicates fanning out with mixed slopes (Robson & Pevalin, 
2016); that is, on average, individuals with the highest mean behavioral engagement 
scores had the steepest positive slopes for time whereas those with the lowest mean 
behavioral engagement intercepts had the steepest negative slopes for time. A likelihood 
ratio test found that the random coefficient model (Model 3.4) was a significant 
improvement over the random intercept model (Model 2.4; χ#(2) = 294.24, p<.001).  
I then explored adding the fixed interaction between time and treatment to Model 
4.4. No significant interaction effect was found. A likelihood ratio test indicated that 
Model 4.4 was not a significant improvement over the random intercept model (Model 
2.4; χ#(1) = 0.45, p = 0.5036). Therefore, this model was not pursued further.  
Model 5.4 explored adding a fixed interaction between time and treatment as well 
as a random slope for time to the overall model. This model also found a non-significant 
interaction effect. Likelihood ratio tests indicated that Model 5.4 was a significant 
improvement compared to the Model 4.4, the fixed interaction model (χ#(2) = 294.27, 
p<.001) as well as the original random intercept model, Model 2.4 (χ#(3) = 294.72, 
p<.001). Model 5.4 did not significantly improve upon the random coefficient model, 
Model 3.4 (χ#(1) = 0.48, p = 0.4907). Therefore, this model was not pursued further.  
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Additional Covariates  
 
Table E14. Behavioral engagement with Level-2 covariates.  
 (1.4) (2.4.1) (3.4.1) (4.4.1) (5.4.1) 
Fixed Effects Null Model 
+ time (f) & 
treatment (f) 
+ time (r) & 
treatment (f) 
+ time (f) & 
treatment (f) 
& time x 
treatment (f) 
+ time (r) & 
treatment (f) 
& time x 
treatment (f) 
      !"= Time  -0.116*** -0.119*** -0.108*** -0.113*** 
  (0.0110) (0.0105) (0.0185) (0.0168) 
      !#= Treatment  0.00122 0.00577 0.00773 0.0109 
  (0.0183) (0.0164) (0.0219) (0.0197) 
      !$= Freshmen  -- -- -- -- 
      !'= Sophomores  -0.150*** -0.158*** -0.150*** -0.158*** 
  (0.0298) (0.0287) (0.0298) (0.0287) 
      !(= Juniors  -0.138*** -0.148*** -0.138*** -0.148*** 
  (0.0283) (0.0273) (0.0283) (0.0273) 
      !)= Seniors  -0.292*** -0.263*** -0.292*** -0.263*** 
  (0.0313) (0.0301) (0.0313) (0.0301) 
      !*= White  -- -- -- -- 
      !+= Asian-American  0.133*** 0.125*** 0.133*** 0.125*** 
  (0.0361) (0.0346) (0.0361) (0.0346) 
      !,= African-American  -0.261*** -0.247*** -0.261*** -0.247*** 
  (0.0617) (0.0592) (0.0617) (0.0592) 
      !"%= Latino/a  -0.157** -0.145** -0.158** -0.146** 
  (0.0506) (0.0489) (0.0506) (0.0489) 
      !""= Multi-Racial  -0.0320 -0.0418 -0.0320 -0.0418 
  (0.0414) (0.0397) (0.0414) (0.0397) 
      !"#= “Other”  -0.123* -0.0619 -0.123* -0.0621 
  (0.0575) (0.0555) (0.0575) (0.0555) 
      !"$= Female  0.0452* 0.0409* 0.0453* 0.0409* 
  (0.0206) (0.0198) (0.0206) (0.0198) 
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!"'= Treatment x Time    -0.0114 -0.00884 
    (0.0211) (0.0187) 
      !%=Intercept 4.313*** 4.550*** 4.550*** 4.549*** 4.549*** 
 (0.0105) (0.0256) (0.0243) (0.0258) (0.0245) 
Random Effects      
Sigma_int 0.445*** 0.432*** 0.160*** 0.432*** 0.160*** 
 (0.00839) (0.00814) (0.00872) (0.00814) (0.00872) 
      
Sigma_error 0.360*** 0.340*** 0.300*** 0.340*** 0.300*** 
 (0.00407) (0.00388) (0.00497) (0.00388) (0.00497) 
      
Sigma_time   0.385***  0.385*** 
   (0.00961)  (0.00961) 
      
Corr(int,time)   0.206**  0.205** 
   (0.0640)  (0.0639) 
N 6144 6015 6015 6015 6015 
icc 0.604 0.617 0.622 0.617 0.622 
ll -4267.3 -3884.3 -3751.3 -3884.1 -3751.2 
Standard errors in parentheses 
* p < 0.05, ** p < 0.01, *** p < 0.001 
 
I then ran models 2.4–5.4 with the additional fixed covariates of grade, race, and 
gender added to the models in order to help describe additional individual variation. 
Results are described in Table E14.  
In Model 2.4.1 the mean behavioral engagement score for Caucasian freshmen 
male students at Time 0 who had not received the QFT intervention was 4.550. There 
was not a significant treatment effect but, as expected, there was a significant effect for 
time. On average, students’ behavioral engagement score decreased -0.116 points per 
semester. All grade levels had significantly lower behavioral engagement than freshmen. 
Asian-Americans were found to have significantly higher behavioral engagement than 
White students, whereas all other races indicated significantly lower behavioral 
engagement than Caucasian students except for those who identified as multi-racial. 
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Female students demonstrated significantly higher behavioral engagement than male 
students. Adding these covariates to the model described 1% of the between-group 
variation and none of the within-group variation.  
Model 3.4.1—the random coefficient model—resulted in similar data. On 
average, White, freshmen male students at Time 0 who had not received the QFT 
reported a behavioral engagement score of 4.550. A non-significant treatment effect was 
found along with a significant negative time coefficient. All demographic effects were 
the same as before except that in this model there were no differences between both the 
Multi-racial and “other” groups and the White reference group on behavioral 
engagement. Adding the additional covariates to the random coefficient model produced 
a 1% reduction in the between-group intercepts, a 2% reduction in the random slope-
intercept correlation, and a 1% increase in the within-group variation. No effect was 
produced on the between-group random slopes. A likelihood ratio test indicated that 
Model 3.4.1 was a significant improvement over Model 2.4.1—the random intercept 
model (χ#(2) = 266.01, p<.001).  
Again, Model 4.4.1 echoes the results found above. A non-significant interaction 
effect was found. A likelihood ratio test indicated that Model 4.4.1 was not a significant 
improvement over Model 2.4.1—the random intercept model (χ#(1) = 0.29, p = 0.58). 
Similarly, Model 5.4.1 produced a non-significant interaction term. A likelihood ratio-test 
indicated that while this model was not a significant improvement on the random-
coefficient model (Model 3.4.1; χ#(1) = 0.22, p = 0.6365), it did significantly improve on 
the fixed interaction model (Model 4.4.1; χ#(2) = 265.94, p<.001) and the random 
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intercept model (Model 2.4.1; χ#(3) = 266.23, p<.001). In light of these results, the 
interaction models were not pursued further.  
Fidelity 
Table E15. Behavioral engagement multilevel models with fidelity  
 (1.4) (2.4.2) (3.4.2) (4.4.2) (5.4.2) 
Fixed Effects Null Model 
+ time (f) & 
fidelity (f) + 
covariates 
+ time (r) & 
fidelity (f) + 
covariates 
+ time (f) & 
fidelity (f) & 
time x fidelity 
(f) + covariates 
+ time (r) & 
fidelity (f) & 
time x fidelity 
(f) + covariates 
      !"= Time  -0.118*** -0.118*** -0.213** -0.186* 
  (0.0131) (0.0129) (0.0806) (0.0811) 
      !#= Fidelity  0.0163 0.0120 -0.0193 -0.0127 
  (0.0136) (0.0133) (0.0329) (0.0318) 
      !$= Freshmen  -- -- -- -- 
      !'= Sophomores  -0.134*** -0.137*** -0.132*** -0.136*** 
  (0.0356) (0.0354) (0.0356) (0.0354) 
      !(= Juniors  -0.122*** -0.124*** -0.122*** -0.125*** 
  (0.0342) (0.0342) (0.0342) (0.0342) 
      !)= Seniors  -0.330*** -0.317*** -0.328*** -0.315*** 
  (0.0374) (0.0371) (0.0374) (0.0372) 
      !*= White  -- -- -- -- 
      !+= Asian-American  0.151*** 0.156*** 0.152*** 0.157*** 
  (0.0426) (0.0421) (0.0425) (0.0421) 
      !,= African-
American  -0.279
*** -0.281*** -0.278*** -0.280*** 
  (0.0740) (0.0736) (0.0740) (0.0736) 
      !"%= Latino/a  -0.173** -0.166** -0.174** -0.167** 
  (0.0607) (0.0613) (0.0607) (0.0613) 
      !""= Multi-Racial  -0.00966 -0.0143 -0.00964 -0.0142 
  (0.0490) (0.0487) (0.0489) (0.0487) 
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!"#= “Other”  -0.229*** -0.211** -0.230*** -0.212** 
  (0.0694) (0.0694) (0.0693) (0.0694) 
      !"$= Female  0.0537* 0.0519* 0.0538* 0.0521* 
  (0.0248) (0.0246) (0.0247) (0.0246) 
      !"'= Fidelity x Time    0.0259 0.0188 
    (0.0218) (0.0219) 
      !%=Intercept 4.313*** 4.487*** 4.500*** 4.615*** 4.589*** 
 (0.0105) (0.0634) (0.0619) (0.125) (0.121) 
Random Effects      
Sigma_int 0.445*** 0.488*** 0.585  0.487*** 0.586  
 (0.00839) (0.0106) (10.66)  (0.0106) (10.80)  
      
Sigma_error 0.360*** 0.334*** 0.262 0.335*** 0.262 
 (0.00407) (0.00693) (4.755) (0.00694) (4.825) 
      
Sigma_time   0.291  0.291 
   (8.570)  (8.694) 
      
Corr(int,time)   -0.544  -0.546 
   (18.04)  (18.17) 
N 6144 3254 3254 3254 3254 
icc 0.604 0.680 0.833 0.680 0.833 
ll -4267.3 -2542.7 -2530.0 -2542.0 -2529.6 
Standard errors in parentheses 
* p < 0.05, ** p < 0.01, *** p < 0.001 
 
I next ran the sequence of multilevel models with teachers’ self-reported fidelity 
scores. See Table E15 for results. A series of likelihood ratio tests found the best model 
to be the random coefficient model (Model 3.4.2). This model found the mean behavioral 
engagement score for male, White, Caucasian students at Time 0 who received the QFT 
with no fidelity to be 4.500. Time was significant in the model, with a one unit increase 
in time associated with a .118 decrease in behavioral engagement (p<.001). Fidelity did 
not demonstrate a significant fixed effect within the model (p = 0.369). However, 
sophomores, juniors, and seniors demonstrated significantly lower behavioral 
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engagement than their freshman peers. In addition, Asian-American student demonstrated 
significantly higher behavioral engagement than their White peers, whereas African-
American/Black, Latino/a, and “other” students demonstrated significantly lower 
behavioral engagement than White identifying students. Female students demonstrated 
significantly higher behavioral engagement than their male counterparts. Aligned with 
previous results, there was higher between-group variation (sd = .59) than within-group 
variation (sd = .26), with an ICC of .833 indicating that 83.3% of the variation in 
behavioral engagement can be attributed to differences between individuals. Furthermore, 
the results indicated that 95% of individuals would be expected to have an intercept 
between 3.36 and 5.63, although scores would be censored at 5, and 95% of individuals 
would be expected to have a time slope between -0.688 and 0.452. 
 
Dosage 
Table E16. Behavioral engagement with teacher self-reported dosage 
 (1.4) (2.4.3) (3.4.3) (4.4.3) (5.4.3) 
Fixed Effects Null Model 
+ time (f) & 
dosage (f) + 
covariates 
+ time (r) & 
dosage (f) + 
covariates 
+ time (f) & 
dosage (f) & 
time x dosage 
(f) + covariates 
+ time (r) & 
dosage (f) & 
time x dosage 
(f) + covariates 
      !"= Time  -0.117*** -0.116*** -0.0584 -0.0400 
  (0.0133) (0.0131) (0.0648) (0.0636) 
      !#= Dosage  0.0162 0.0171 0.0632 0.0763 
  (0.0162) (0.0163) (0.0536) (0.0511) 
      !$= Freshmen  -- -- -- -- 
      !'= Sophomores  -0.139*** -0.142*** -0.140*** -0.144*** 
  (0.0349) (0.0347) (0.0350) (0.0348) 
      !(= Juniors  -0.120*** -0.122*** -0.118*** -0.119*** 
  (0.0335) (0.0333) (0.0336) (0.0334) 
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!)= Seniors  -0.335*** -0.322*** -0.338*** -0.325*** 
  (0.0372) (0.0369) (0.0373) (0.0370) 
      !*= White  -- -- -- -- 
      !+= Asian-American  0.148*** 0.153*** 0.147*** 0.152*** 
  (0.0424) (0.0419) (0.0424) (0.0419) 
      !,= African-American  -0.284*** -0.287*** -0.285*** -0.287*** 
  (0.0734) (0.0727) (0.0734) (0.0727) 
      !"%= Latino/a  -0.184** -0.175** -0.181** -0.170** 
  (0.0602) (0.0608) (0.0603) (0.0610) 
      !""= Multi-Racial  -0.0172 -0.0225 -0.0171 -0.0223 
  (0.0486) (0.0482) (0.0486) (0.0482) 
      !"#= “Other”  -0.210** -0.187** -0.208** -0.184** 
  (0.0678) (0.0676) (0.0678) (0.0677) 
      !"$= Female  0.0544* 0.0519* 0.0544* 0.0517* 
  (0.0244) (0.0241) (0.0244) (0.0241) 
      !"'= Dosage x Time    -0.0281 -0.0365 
    (0.0305) (0.0299) 
      !%=Intercept 4.313*** 4.516*** 4.511*** 4.419*** 4.389*** 
 (0.0105) (0.0490) (0.0480) (0.116) (0.111) 
Random Effects      
Sigma_int 0.445*** 0.484*** 0.583  0.484*** 0.582  
 (0.00839) (0.0105) (4.508)  (0.0105) (5.216)  
      
Sigma_error 0.360*** 0.336*** 0.261 0.336*** 0.261 
 (0.00407) (0.00703) (2.014) (0.00703) (2.326) 
      
Sigma_time   0.298  0.298 
   (3.530)  (4.076) 
      
Corr(int,time)   -0.551  -0.550 
   (7.364)  (8.552) 
N 6144 3278 3278 3278 3278 
icc 0.604 0.675 0.833 0.675 0.833 
ll -4267.3 -2573.1 -2558.0 -2572.7 -2557.3 
Standard errors in parentheses 
* p < 0.05, ** p < 0.01, *** p < 0.001 
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I next ran the sequence of multilevel models with teachers’ self-reported dosage 
scores. See Table E16 for results. A series of likelihood ratio tests found the best model 
to be the random coefficient model (Model 3.4.3). This model found the mean behavioral 
engagement score for male, White, Caucasian students at Time 0 who received no doses 
of the QFT to be 4.511. Time was significant within the model, with a one unit increase 
in time associated with a -0.116 unit decrease in behavioral engagement (p<.001). Dosage 
was not significant within the model (p>.05). However, all demographic coefficients 
were significant except for the comparison between Multi-racial students and White 
students. Whereas all grade levels (sophomores, juniors, and seniors), and all races except 
for Asian-Americans demonstrated significantly lower behavioral engagement 
controlling for the other variables in the model, Asian-American students and female 
students demonstrated significantly higher behavioral engagement than their reference 
peers.  
  Aligned with previous results, there was higher between-group variation (sd = 
.58) than within-group variation (sd = .26), with an ICC of .833 indicating that 83.3% of 
the variation in behavioral engagement can be attributed to differences between 
individuals. Furthermore, the results indicated that 95% of individuals would be expected 
to have an intercept between 3.368 and 5.654 (censored at 5) and a time slope between -
0.700 and 0.468. The moderate negative correlation between the random slopes and 
intercepts (r = -0.551) indicates fanning in, with those with high intercepts having the 
steepest negative slopes and those with the lowest intercepts having the steepest positive 
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slopes, on average. However, as the correlation is non-significant, no formal pattern can 
be established (Robson & Pevalin, 2016).  
 
Cognitive Engagement  
 
Figure E8 below appears to indicate wide variability in cognitive engagement 
scores at Time 2 and Time 3 as well as somewhat flat trajectories across time. Multilevel 
modeling was pursued in order to help explain this variability.  
 
 
 
 
Figure E8. 20 randomly selected individual growth trajectories for cognitive engagement 
between Time 1 and Time 3.  
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Table E17. Cognitive engagement multilevel models  
 (1.5) (2.5) (3.5) (4.5) (5.5) 
Fixed Effects Null Model 
+ time (f) & 
treatment (f) 
+ time (r) & 
treatment (f) 
+ time (f) & 
treatment (f) 
& time x 
treatment (f) 
+ time (r) & 
treatment (f) 
& time x 
treatment (f) 
      !"= Time  -0.0347*** -0.0336*** -0.0470*** -0.0468*** 
  (0.00838) (0.00800) (0.0142) (0.0128) 
      !#= Treatment 
  -0.0350
* -0.0368** -0.0449** -0.0474** 
  (0.0140) (0.0125) (0.0167) (0.0148) 
      !$= Treatment x Time    0.0174 0.0186 
    (0.0160) (0.0141) 
      !%=Intercept 3.682*** 3.735*** 3.735*** 3.737*** 3.737*** 
 (0.00954) (0.0104) (0.0100) (0.0106) (0.0102) 
Random Effects      
Sigma_int 0.419*** 0.420*** 0.419***  0.420*** 0.419***  
 (0.00726) (0.00724) (0.00813)  (0.00724) (0.00812)  
      
Sigma_error 0.266*** 0.260*** 0.228*** 0.260*** 0.228*** 
 (0.00300) (0.00294) (0.00374) (0.00294) (0.00374) 
      
Sigma_time   0.126***  0.126*** 
   (0.00646)  (0.00646) 
      
Corr(int,time)   -0.0764  -0.0769 
   (0.0431)  (0.0430) 
N 6144 6144 6144 6144 6144 
icc 0.713 0.723 0.771 0.723 0.771 
ll -2859.3 -2776.7 -2709.8 -2776.1 -2708.9 
Standard errors in parentheses 
* p < 0.05, ** p < 0.01, *** p < 0.001 
 
See Table E17 for results for Models 1.5–5.5. Model 1.5, the empty model with 
no explanatory variables, indicated that the mean cognitive engagement score across time 
for the total sample was 3.682. Examination of the between-group and within-group 
variations indicated that there was more between-group (sd = .419) than within-group (sd 
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= .266) variation, indicating that individual intercepts were more likely to vary between 
people than an individual’s own change over time. The ICC indicates that 71.3% of the 
variation in cognitive engagement scores can be attributed to the between-group 
variation. In addition, the likelihood ratio test comparing the empty cognitive engagement 
model to the ordinary least squares regression model was significant (p<.001) indicating 
a significant grouping effect.  
According to Model 2.5, the random intercept model, the mean cognitive 
engagement score for students at Time 0 who had not received the QFT was 3.735. In 
addition, there was both a significant effect for time as well as for treatment. For each 
unit increase in time (a semester) students, on average, decreased in cognitive 
engagement by -0.035 points. In addition, for those students who received the QFT 
intervention, their cognitive engagement scores decreased, on average, by -0.35 points as 
well (Cohen’s D= -0.14). Examination of the random effects again indicates significant 
between-group variation that surpasses the within-group variation. Furthermore, these 
effects indicate that 95% of individuals would have an intercept between 2.912 and 
4.558. A likelihood ratio test found that Model 2.5 is a significant improvement over the 
empty model (Model 1.5; χ#(2) = 165.23, p<.001).  
As above, I moved forward by pursuing a random coefficient model wherein time 
was allowed to vary by individual. Model 3.5, the random coefficient model, found that 
the mean cognitive engagement score for individuals at Time 0 without the QFT 
intervention was again 3.735. Again, significant time and treatment effects were found. 
Per semester, on average, students reduced their cognitive engagement score by -0.0336 
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points. In addition, receiving the QFT intervention was associated with a -0.0368 
reduction in cognitive engagement. Examination of the random parameters indicates that 
95% of individuals would again have an intercept between 2.913 and 4.556. In addition, 
95% of individuals would have a slope for time between -.280 and .213. As a result, the 
negative correlation between the random slopes and random intercepts indicates “fanning 
in” with mixed slopes (Robson & Pevalin, 2016, p. 83); accordingly, this correlation 
indicates on average that students with the highest intercepts had the steepest negative 
slopes and students with the lowest intercepts had the steepest positive slopes. A 
likelihood ratio test found that Model 3.5 is a significant improvement over the random 
intercept model (Model 2.5; χ#(2) = 133.84, p<.001). 
Model 4.5 found a non-significant interaction term for time and treatment. A 
likelihood ratio test indicated the Model 4.5 was not a significant improvement over the 
random intercept model (Model 2.5; χ#(1) = 1.18, p = .2782). Likewise, Model 5.5, a 
random coefficient model with an interaction between time and treatment, also found a 
non-significant time by treatment interaction. A likelihood ratio test indicated that 
although this model was a significant improvement over the random intercept model 
(Model 2.5; χ#(3) = 135.56, p<.001) and the random intercept model with interaction 
(Model 4.5; χ#(2) = 134.39, p<.001), this model did not improve on the random 
coefficient model without an interaction between time and treatment (χ#(1) = 1.73, p = 
0.1890). As a result, neither interaction model was pursued further.  
Additional Covariates  
I then proceeded with running Models 2 through 5 with the additional fixed 
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covariates of grade, race, and gender added to the models in order to help describe 
additional individual variation. Results are described in Table E18. 
 
Table E18. Cognitive Engagement Multilevel Models WITH grade, race, and gender  
 (1.5) (2.5.1) (3.5.1) (4.5.1) (5.5.1) 
Fixed Effects Null Model 
+ time (f) & 
treatment (f) 
+ time (r) & 
treatment (f) 
+ time (f) & 
treatment (f) 
& time x 
treatment (f) 
+ time (r) & 
treatment (f) 
& time x 
treatment (f) 
      !"= Time  -0.0354*** -0.0343*** -0.0502*** -0.0499*** 
  (0.00838) (0.00801) (0.0142) (0.0129) 
      !#= Treatment  -0.0347* -0.0365** -0.0464** -0.0489*** 
  (0.0140) (0.0125) (0.0167) (0.0148) 
      !$= Freshmen  -- -- -- -- 
      !'= Sophomores  -0.108*** -0.117*** -0.108*** -0.118*** 
  (0.0273) (0.0271) (0.0273) (0.0271) 
      !(= Juniors  -0.124*** -0.134*** -0.124*** -0.134*** 
  (0.0259) (0.0257) (0.0259) (0.0257) 
      !)= Seniors  -0.169*** -0.173*** -0.169*** -0.173*** 
  (0.0286) (0.0283) (0.0286) (0.0283) 
      !*= White  -- -- -- -- 
      !+= Asian-American  0.125*** 0.125*** 0.125*** 0.125*** 
  (0.0330) (0.0327) (0.0330) (0.0327) 
      !,= African-
American  -0.0726 -0.0537 -0.0727 -0.0537 
  (0.0563) (0.0558) (0.0563) (0.0558) 
      !"%= Latino/a  -0.000842 -0.00187 0.000614 -0.000227 
  (0.0463) (0.0460) (0.0463) (0.0460) 
      !""= Multi-Racial  0.0345 0.0353 0.0346 0.0353 
  (0.0378) (0.0375) (0.0378) (0.0375) 
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!"#= “Other”  0.0491 0.0627 0.0495 0.0633 
  (0.0525) (0.0522) (0.0525) (0.0522) 
      !"$= Female  0.103*** 0.106*** 0.102*** 0.106*** 
  (0.0189) (0.0187) (0.0189) (0.0187) 
      !"'= Treatment x 
Time    0.0207 0.0220 
    (0.0160) (0.0141) 
      !%=Intercept 3.682*** 3.768*** 3.772*** 3.771*** 3.775*** 
 (0.00954) (0.0233) (0.0230) (0.0234) (0.0231) 
Random Effects      
Sigma_int 0.419*** 0.409*** 0.405***  0.409*** 0.405***  
 (0.00726) (0.00714) (0.00805)  (0.00714) (0.00804)  
      
Sigma_error 0.266*** 0.257*** 0.226*** 0.257*** 0.226*** 
 (0.00300) (0.00293) (0.00375) (0.00293) (0.00375) 
      
Sigma_time   0.123***  0.123*** 
   (0.00652)  (0.00651) 
      
Corr(int,time)   -0.0559  -0.0565 
   (0.0451)  (0.0451) 
N 6144 6015 6015 6015 6015 
icc 0.713 0.716 0.762 0.716 0.762 
ll -2859.3 -2613.7 -2547.4 -2612.8 -2546.2 
Standard errors in parentheses 
* p < 0.05, ** p < 0.01, *** p < 0.001 
 
 
In Model 2.5.1 the mean cognitive engagement score for White, freshmen, male 
students at Time 0 who had not received the QFT intervention was 3.768. As above, both 
time and treatment were significant within the model (see Table E18). In addition, all 
grades reported significantly lower cognitive engagement than their freshmen 
counterparts (p<.001). In addition, Asian students reported significantly higher cognitive 
engagement than their White peers (p<.001), although no other race/ethnicity differences 
were significant within the model. Female students also scored significantly higher on 
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cognitive engagement than male students. The addition of the level-2 demographic 
covariates reduced the level 2 variation by 1% as well as the level-1 variation by 1%.  
Model 3.5.1—the random coefficient model for time—resulted in very similar 
results to Model 2.5.1. Significant fixed effects for time and treatment were found, and 
the demographic effects were the same as those reported above for Model 2.5.1 (see 
Table E18). Examination of the random parameters indicates that the addition of the 
Level-2 demographic covariates had no effect on the random slope parameter, a 1% 
reduction of the variation in the random intercepts, and no effect on the within-group 
variation. A likelihood ratio test found that the random coefficient model (Model 3.5.1) 
was a significant improvement over the random intercept model (Model 2.5.1; χ#(2) = 
132.59, p<.001).  
Model 4.5.1, the random intercept model with interaction, replicated the results 
reported above. A non-significant interaction effect was found and a likelihood ratio test 
revealed that Model 4.5.1 was not a significant improvement on Model 2.5.1, the random 
intercept model (χ#(1) = 1.67, p = 0.1961). Similarly, Model 5.5.1, the random 
coefficient model with interaction term, also found a non-significant interaction term. 
Likelihood ratio tests indicated that Model 5.5.1 was a significant improvement over the 
interaction model without a random slope (Model 4.5.1; χ#(2) = 133.33, p<.001) as well 
as Model 2.5.1, the random intercept model without an interaction (χ#(3) = 135.00, 
p<.001). The model was not a significant improvement on the random coefficient model 
without interaction, though (Model 3.5.1; χ#(1) = 2.41, p = 0.1206). In light of these 
results, neither interaction model was pursued further.  
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Fidelity 
 
Table E19. Cognitive engagement with teacher self-reported fidelity 
 (1.5) (2.5.2) (3.5.2) (4.5.2) (5.5.2) 
Fixed Effects Null Model 
+ time (f) & 
fidelity (f) + 
covariates 
+ time (r) & 
fidelity (f) + 
covariates 
+ time (f) & 
fidelity (f) & 
time x fidelity 
(f) + covariates 
+ time (r) & 
fidelity (f) & 
time x fidelity 
(f) + covariates 
      !"= Time  -0.0367*** -0.0366*** -0.338*** -0.335*** 
  (0.00956) (0.00953) (0.0591) (0.0593) 
      !#= Fidelity  0.0271** 0.0242* -0.0850*** -0.0848*** 
  (0.0104) (0.0103) (0.0240) (0.0238) 
      !$= Freshmen  -- -- -- -- 
      !'= Sophomores  -0.0817** -0.0854** -0.0763* -0.0798** 
  (0.0301) (0.0301) (0.0300) (0.0300) 
      !(= Juniors  -0.0948** -0.0945** -0.0972*** -0.0973*** 
  (0.0289) (0.0289) (0.0288) (0.0289) 
      !)= Seniors  -0.159*** -0.160*** -0.152*** -0.153*** 
  (0.0316) (0.0315) (0.0315) (0.0315) 
      !*= White  -- -- -- -- 
      !+= Asian-American  0.133*** 0.134*** 0.136*** 0.137*** 
  (0.0360) (0.0359) (0.0359) (0.0359) 
      !,= African-American  -0.116 -0.116 -0.111 -0.112 
  (0.0626) (0.0625) (0.0624) (0.0624) 
      !"%= Latino/a  0.0265 0.0289 0.0252 0.0262 
  (0.0511) (0.0513) (0.0509) (0.0511) 
      !""= Multi-Racial  0.0351 0.0331 0.0352 0.0335 
  (0.0414) (0.0414) (0.0413) (0.0412) 
      !"#= “Other”  0.0296 0.0350 0.0279 0.0318 
  (0.0585) (0.0586) (0.0583) (0.0584) 
      !"$= Female  0.0907*** 0.0915*** 0.0910*** 0.0917*** 
  
302 
  (0.0209) (0.0209) (0.0209) (0.0209) 
      !"'= Fidelity x Time    0.0825*** 0.0816*** 
    (0.0160) (0.0160) 
      !%=Intercept 3.682*** 3.620*** 3.631*** 4.022*** 4.023*** 
 (0.00954) (0.0496) (0.0492) (0.0922) (0.0914) 
Random Effects      
Sigma_int 0.419*** 0.430*** 0.507  0.429*** 0.508  
 (0.00726) (0.00837) (1.988)  (0.00834) (2.437)  
      
Sigma_error 0.266*** 0.241*** 0.196 0.239*** 0.194 
 (0.00300) (0.00497) (1.031) (0.00494) (1.274) 
      
Sigma_time   0.199  0.197 
   (2.032)  (2.516) 
      
Corr(int,time)   -0.505  -0.510 
   (4.876)  (5.894) 
N 6144 3254 3254 3254 3254 
icc 0.713 0.761 0.871 0.763 0.872 
ll -2859.3 -1806.2 -1804.4 -1792.9 -1791.5 
Standard errors in parentheses 
* p < 0.05, ** p < 0.01, *** p < 0.001 
 
As noted above, I then re-ran the sequence of multilevel models with teachers’ 
self-reported fidelity of implementation scores rather than a treatment variable. See Table 
E19 for results. A series of likelihood ratio tests found the best model to be the random 
intercept model with fidelity by time interaction (Model 4.5.2). This model found a 
significant interaction between time and self-reported fidelity (p<.001). Assuming a 
freshman, male, Caucasian student (the reference groups), the model found that for every 
unit increase in time, the effect of teacher fidelity increases by .0825. Accordingly, those 
students who received high fidelity implementation (one standard deviation above the 
mean) increased in cognitive engagement over time, whereas those who received low 
fidelity implementation (one standard deviation below the mean) decreased in cognitive 
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engagement over time (see Figure E9). Aligning with these results, at time 0, a one unit 
increase in teacher fidelity was significantly associated with a .085 unit decrease in 
cognitive engagement (p<.001). Furthermore, when teacher fidelity was 0, a one unit 
increase in time was associated with a .338 unit decrease in student cognitive engagement 
(p<.001). Examination of the random parameters indicated within (sd = .239) and larger 
between-group (sd = .429) variation. Furthermore, 95% of individuals would be expected 
have a cognitive engagement intercept between 3.19 and 4.84.  
 
 
Figure E9. Cognitive engagement fidelity by time interaction 
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Dosage  
 
Table E20. Cognitive engagement with teacher self-reported dosage  
 (1.5) (2.5.3) (3.5.3) (4.5.3) (5.5.3) 
Fixed Effects Null Model 
+ time (f) & 
dosage (f) + 
covariates 
+ time (r) & 
dosage (f) + 
covariates 
+ time (f) & 
dosage (f) & 
time x dosage 
(f) + covariates 
+ time (r) & 
dosage (f) & 
time x dosage 
(f) + covariates 
      !"= Time  -0.0385*** -0.0383*** -0.195*** -0.191*** 
  (0.00951) (0.00949) (0.0478) (0.0476) 
      !#=Dosage  -0.00486 -0.00583 -0.132*** -0.128** 
  (0.0123) (0.0124) (0.0399) (0.0394) 
      !$= Freshmen  -- -- -- -- 
      !'= Sophomores  -0.0932** -0.0971** -0.0898** -0.0934** 
  (0.0298) (0.0298) (0.0298) (0.0298) 
      !(= Juniors  -0.0917** -0.0915** -0.0965*** -0.0967*** 
  (0.0285) (0.0285) (0.0285) (0.0285) 
      !)= Seniors  -0.164*** -0.165*** -0.157*** -0.158*** 
  (0.0316) (0.0316) (0.0317) (0.0316) 
      !*= White  -- -- -- -- 
      !+= Asian-American  0.126*** 0.128*** 0.129*** 0.130*** 
  (0.0361) (0.0361) (0.0361) (0.0361) 
      !,= African-American  -0.121 -0.121 -0.120 -0.121 
  (0.0624) (0.0623) (0.0624) (0.0623) 
      !"%= Latino/a  0.0105 0.0129 0.00134 0.00305 
  (0.0511) (0.0513) (0.0511) (0.0513) 
      !""= Multi-Racial  0.0213 0.0186 0.0210 0.0183 
  (0.0414) (0.0413) (0.0414) (0.0413) 
      !"#= “Other”  0.0278 0.0335 0.0231 0.0281 
  (0.0575) (0.0576) (0.0575) (0.0576) 
      !"$= Female  0.0937*** 0.0942*** 0.0938*** 0.0944*** 
  (0.0207) (0.0207) (0.0207) (0.0207) 
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!"'= Fidelity x Time    0.0757*** 0.0737** 
    (0.0226) (0.0225) 
      !%=Intercept 3.682*** 3.744*** 3.746*** 4.005*** 3.998*** 
 (0.00954) (0.0387) (0.0384) (0.0872) (0.0860) 
Random Effects      
Sigma_int 0.419*** 0.434*** 0.507  0.434*** 0.508***  
 (0.00726) (0.00828) (2.391)  (0.00826) (0.0146)  
      
Sigma_error 0.266*** 0.237*** 0.191 0.236*** 0.191*** 
 (0.00300) (0.00496) (1.267) (0.00494) (0.00610) 
      
Sigma_time   0.197  0.196 
   (2.466)  (.) 
      
Corr(int,time)   -0.494  -0.496*** 
   (6.054)  (0.0311) 
N 6144 3278 3278 3278 3278 
icc 0.713 0.770 0.875 0.772 0.876 
ll -2859.3 -1827.3 -1825.2 -1821.7 -1819.9 
Standard errors in parentheses 
* p < 0.05, ** p < 0.01, *** p < 0.001 
 
As noted above, I then re-ran the sequence of multilevel models with teachers’ 
self-reported dosage scores. See Table E20 for results. A series of likelihood ratio tests 
found the best model to be the random intercept model with dosage by time interaction 
(Model 4.5.3). This model found a significant interaction between time and self-reported 
dosage (p<.001). Assuming a freshman, male, Caucasian student (the reference groups), 
the model found that for every unit increase in time, the effect of teacher dosage increases 
by .076. Accordingly, on average, those students who received high dosage (one standard 
deviation above the mean) increased in cognitive engagement over time, whereas those 
who received lower dosage (one standard deviation below the mean) decreased in 
cognitive engagement over time, controlling for the other variables in the model (see 
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Figure E10). Aligning with these results, at time 0, a one unit increase in teacher dosage 
was significantly associated with a .132 unit decrease in cognitive engagement (p<.001). 
Furthermore, when teacher fidelity was 0, a one unit increase in time was associated with 
a .195 unit decrease in student cognitive engagement (p<.001). Examination of the 
random parameters indicated within (sd = .236) and larger between-group (sd = .434) 
variation. Furthermore, 95% of individuals would be expected have a cognitive 
engagement intercept between 3.154 and 4.855.  
 
 
Figure E10. Cognitive engagement time by dosage interaction  
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Emotional Engagement  
 
Figure E11 below appears to suggest that emotional engagement steeply declined 
for some students from Time 1 to Time 3, steeply inclined for other students between 
these two time points, and remained the same for others. In addition, the variation 
between individual intercepts appears to be equally spread at Time 1, Time 2, and Time 
3. Given this individual variability, I proceeded with multilevel modeling.  
 
 
 
Figure E11. 20 randomly selected individual growth trajectories for emotional 
engagement between Time 1 and Time 3.  
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Table E21. Emotional Engagement Multilevel Models without grade, race, and gender  
 (1.6) (2.6) (3.6) (4.6) (5.6) 
Fixed Effects Null Model 
+ time (f) & 
treatment (f) 
+ time (r) & 
treatment (f) 
+ time (f) & 
treatment (f) & 
time x 
treatment (f) 
+ time (r) & 
treatment (f) 
& time x 
treatment (f) 
      !"= Time  -0.0132 -0.0126 -0.0213 -0.0218 
  (0.0107) (0.0101) (0.0181) (0.0158) 
      !#= Treatment  -0.0601*** -0.0613*** -0.0665** -0.0686*** 
  (0.0180) (0.0152) (0.0214) (0.0181) 
      !$= Treatment x 
Time    0.0113 0.0129 
    (0.0205) (0.0172) 
      !%=Intercept 3.491*** 3.537*** 3.537*** 3.538*** 3.539*** 
 (0.0126) (0.0136) (0.0128) (0.0138) (0.0130) 
Random Effects      
Sigma_int 0.556*** 0.556*** 0.542***  0.556*** 0.542***  
 (0.00950) (0.00949) (0.0102)  (0.00949) (0.0102)  
      
Sigma_error 0.336*** 0.333*** 0.277*** 0.333*** 0.276*** 
 (0.00379) (0.00375) (0.00460) (0.00375) (0.00460) 
      
Sigma_time   0.186***  0.186*** 
   (0.00740)  (0.00740) 
      
Corr(int,time)   -0.0218  -0.0220 
   (0.0387)  (0.0386) 
N 6144 6144 6144 6144 6144 
icc 0.732 0.737 0.794 0.737 0.794 
ll -4390.2 -4349.9 -4220.2 -4349.7 -4219.9 
Standard errors in parentheses 
* p < 0.05, ** p < 0.01, *** p < 0.001 
 
See Table E21 for results for Models 1.6- 5.6. The empty, null model with no 
explanatory variables found that the mean emotional engagement score for students in the 
total sample was 3.491. Examination of the random parameters indicated high between-
group intercept variation (sd = .556) as well as fairly high within-group variation (sd = 
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.336). The ICC indicated that 73.2% of the variation in emotional engagement scores can 
be attributed to the between group variation. In addition, the likelihood ratio test 
comparing the empty model to an ordinary OLS regression model was significant 
(p<.001), indicating a significant grouping effect.  
The random intercept model, with level-1 covariates time and treatment, indicated 
that students at Time 0 and without treatment scored a mean of 3.537 on emotional 
engagement. A non-significant effect was found for time, but a significant treatment 
effect was found (Cohen’s D= -0.10). That is, controlling for time, students who received 
treatment on average scored 0.0601points lower on emotional engagement. Again, 
between-group variation was larger than within-group variation, and addition of the level-
1 covariates had little effect on this variation. A likelihood ratio test indicated that the 
random intercept model was a significant improvement over the empty, or null, model 
(χ#(2) = 80.68, p<.001).  
The random coefficient model (Model 3.6) similarly found a mean emotional 
engagement score of 3.537 for students at Time 0 who had not received treatment. Again, 
a non-significant time effect was found, but a significant treatment effect was found. As 
above, on average, students who received treatment scored 0.0613 points lower on 
emotional engagement (p<.001). The random parameters indicated that there was again 
fairly large between-group intercept variation (sd = .542), with 95% of students having 
intercepts between 2.47 and 4.59. For the random slope, 95% of individuals are expected 
to have a time slope between -0.377 and 0.351. The model also indicated a very small, 
non-significant negative correlation between the random slopes for time and the random 
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intercepts (r = -.021), indicating that there is not a formal pattern between the random 
slopes and intercept (Robson & Pevalin, 2016). A likelihood ratio test indicated that the 
random coefficient model was a significant improvement over the random intercept 
model (χ#(2) = 249.38, p<.001).  
As described above, I then added the time by treatment interaction to the model. 
As with other models, the interaction effect was non-significant. A likelihood ratio test 
indicated that Model 4.6 was not a significant improvement over the random intercept 
model without the interaction variable (Model 2.6; χ#(1) = 0.30, p = .5813).  
Accordingly, model 5.6, the random coefficient model with interaction, similarly 
found the interaction between time and treatment to be non-significant. Likelihood ratio 
tests indicated that Model 5.6 significantly improved upon the random intercept model 
(Model 2.6; χ#(3) = 259.95, p<.001) and the random intercept model with interaction 
(Model 4.6; χ#(2) = 259.64, p<.001), but did not significantly improve upon the random 
coefficient model without interaction (Model 3.6; χ#(1) = 0.56, p = 0.4524).  
Additional Covariates  
 
I then ran Models 2 through 5 with the additional fixed covariates of grade, race, 
and gender added to the models in order to help describe additional individual variation. 
Results are described in Table E22.  
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Table E22. Emotional Engagement Multilevel Models WITH grade, race, and gender  
 (1.6) (2.6.1) (3.6.1) (4.6.1) (5.6.1) 
Fixed Effects Null Model 
+ time (f) & 
treatment (f) 
+ time (r) & 
treatment (f) 
+ time (f) & 
treatment (f) 
& time x 
treatment (f) 
+ time (r) & 
treatment (f) 
& time x 
treatment (f) 
      !"= Time  -0.0150 -0.0145 -0.0249 -0.0255 
  (0.0107) (0.0101) (0.0182) (0.0159) 
      !#= Treatment  -0.0582** -0.0593*** -0.0661** -0.0680*** 
  (0.0180) (0.0153) (0.0214) (0.0181) 
      !$= Freshmen  -- -- -- -- 
      !'= Sophomores  -0.148*** -0.169*** -0.149*** -0.169*** 
  (0.0364) (0.0356) (0.0364) (0.0356) 
      !(= Juniors  -0.183*** -0.214*** -0.182*** -0.214*** 
  (0.0345) (0.0338) (0.0345) (0.0338) 
      !)= Seniors  -0.199*** -0.235*** -0.200*** -0.236*** 
  (0.0381) (0.0373) (0.0381) (0.0373) 
      !*= White  -- -- -- -- 
      !+= Asian-American  0.0317 0.0202 0.0315 0.0199 
  (0.0439) (0.0430) (0.0439) (0.0430) 
      !,= African-American  -0.206** -0.150* -0.206** -0.150* 
  (0.0750) (0.0734) (0.0750) (0.0734) 
      !"%= Latino/a  -0.0261 -0.0420 -0.0251 -0.0408 
  (0.0617) (0.0606) (0.0617) (0.0606) 
      !""= Multi-Racial  -0.0462 -0.0474 -0.0461 -0.0474 
  (0.0504) (0.0493) (0.0504) (0.0493) 
      !"#= “Other”  -0.0708 -0.0517 -0.0706 -0.0513 
  (0.0700) (0.0686) (0.0700) (0.0686) 
      !"$= Female  -0.0969*** -0.0952*** -0.0970*** -0.0953*** 
  (0.0251) (0.0246) (0.0251) (0.0246) 
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!"'= Treatment x Time    0.0140 0.0155 
    (0.0205) (0.0172) 
      !%=Intercept 3.491*** 3.730*** 3.752*** 3.731*** 3.754*** 
 (0.0126) (0.0310) (0.0301) (0.0311) (0.0302) 
Random Effects      
Sigma_int 0.556*** 0.547*** 0.529***  0.547*** 0.529***  
 (0.00950) (0.00945) (0.0102)  (0.00945) (0.0102)  
      
Sigma_error 0.336*** 0.329*** 0.275*** 0.329*** 0.275*** 
 (0.00379) (0.00376) (0.00462) (0.00376) (0.00462) 
      
Sigma_time   0.183***  0.183*** 
   (0.00746)  (0.00746) 
      
Corr(int,time)   0.00244  0.00231 
   (0.0405)  (0.0405) 
N 6144 6015 6015 6015 6015 
icc 0.732 0.734 0.788 0.734 0.788 
ll -4390.2 -4186.5 -4057.0 -4186.2 -4056.6 
Standard errors in parentheses 
* p < 0.05, ** p < 0.01, *** p < 0.001 
 
In Model 2.6.1 the mean emotional engagement score for White, freshman, male 
students at Time 0 who had not received the QFT intervention was 3.730. Aligned with 
the results reported above, there was not a significant effect for time, but a significant 
treatment effect was found (see Table E22). In addition, students in all higher grades 
reported lower emotional engagement, on average, than their freshmen peers. Only 
African-American students reported lower emotional engagement than their White 
classmates—no other racial/ethnic differences were found to be significant. Finally, 
female students had significantly lower emotional engagement than their male classmates 
(see Table E22). As before, I found the between group standard-deviation (sd = .547) to 
be larger than the within-group standard deviation (sd = .329), with an ICC of .734. 
Notably, the addition of the level-2 demographic covariates decreased the level 2 
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variation by 1% and the level 1 variation by 1%.  
Model 3.6.1—the random coefficient model—again resulted in similar results. 
Time was non-significant, whereas a significant treatment effect was found (see Table 
E22). In addition, the demographic effects matched those found in Model 2.6.1. This 
model indicated a random intercept standard deviation of .529, a 1% decrease from 
Model 3.6. The random slope parameter of .183 and the within-group variation of .275 
were little changed (<1%). Unlike Model 3.6, this model indicates a very small, non-
significant positive correlation between the random slopes and random intercepts, 
indicating no formal pattern between the random slopes and intercepts (Robson & 
Pevalin, 2016). A likelihood ratio test indicated that this model was a significant 
improvement over the random intercept model (Model 2.6.1; χ#(2) = 258.94, p<.001).  
Model 4.6.1 reproduced similar results to those reported above as well as to those 
of Model 4.6. No significant interaction effect was found. A likelihood ratio test indicated 
that this model did not significantly improve on the random intercept model without an 
interaction term (Model 2.6.1; χ#(1) = 0.46, p = 0.4957). Similarly, Model 5.6.1 also a 
non-significant interaction term. Likelihood ratio tests indicated that Model 5.6.1 
significantly improved upon both the random intercept model (Model 2.6.1; χ#(3) = 
259.75, p<.001) as well as the random intercept model with interaction (Model 4.6.1; χ#(2) = 259.28, p<.001), but did not significantly improve upon the random intercept 
model without the interaction (χ#(1) = 0.81, p = 0.3692).  
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Fidelity 
 
Table E23. Emotional engagement with teacher self-report fidelity 
 (1.6) (2.6.2) (3.6.2) (4.6.2) (5.6.2) 
Fixed Effects Null Model 
+ time (f) & 
fidelity (f) + 
covariates 
+ time (r) & 
fidelity (f) + 
covariates 
+ time (f) & 
fidelity (f) & 
time x fidelity 
(f) + covariates 
+ time (r) & 
fidelity (f) & 
time x fidelity 
(f) + covariates 
      !"= Time  -0.0178 -0.0175 -0.429*** -0.423*** 
  (0.0116) (0.0116) (0.0724) (0.0727) 
      !#= Fidelity  0.0300* 0.0239 -0.122*** -0.122*** 
  (0.0130) (0.0129) (0.0293) (0.0290) 
      !$= Freshmen  -- -- -- -- 
      !'= Sophomores  -0.0899* -0.0957* -0.0820* -0.0879* 
  (0.0409) (0.0409) (0.0408) (0.0408) 
      !(= Juniors  -0.138*** -0.141*** -0.141*** -0.145*** 
  (0.0392) (0.0393) (0.0391) (0.0392) 
      !)= Seniors  -0.130** -0.140** -0.121** -0.129** 
  (0.0429) (0.0428) (0.0427) (0.0427) 
      !*= White  -- -- -- -- 
      !+= Asian-American  0.0467 0.0439 0.0510 0.0479 
  (0.0490) (0.0488) (0.0488) (0.0487) 
      !,= African-American  -0.258** -0.248** -0.251** -0.243** 
  (0.0851) (0.0850) (0.0848) (0.0847) 
      !"%= Latino/a  0.0244 0.0213 0.0231 0.0177 
  (0.0692) (0.0696) (0.0690) (0.0694) 
      !""= Multi-Racial  -0.0425 -0.0485 -0.0422 -0.0478 
  (0.0562) (0.0562) (0.0560) (0.0560) 
      !"#= “Other”  -0.0948 -0.0898 -0.0967 -0.0941 
  (0.0794) (0.0796) (0.0792) (0.0793) 
      !"$= Female  -0.110*** -0.111*** -0.109*** -0.111*** 
  (0.0284) (0.0284) (0.0284) (0.0283) 
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!"'= Fidelity x Time    0.113*** 0.111*** 
    (0.0196) (0.0197) 
      !%=Intercept 3.491*** 3.521*** 3.549*** 4.063*** 4.072*** 
 (0.0126) (0.0634) (0.0628) (0.113) (0.112) 
Random Effects      
Sigma_int 0.556*** 0.598*** 0.656  0.596*** 0.658  
 (0.00950) (0.0110) (1.861)  (0.0109) (4.006)  
      
Sigma_error 0.336*** 0.291*** 0.239 0.289*** 0.237 
 (0.00379) (0.00598) (1.021) (0.00594) (2.219) 
      
Sigma_time   0.234  0.232 
   (2.090)  (4.549) 
      
Corr(int,time)   -0.403  -0.410 
   (4.811)  (10.21) 
N 6144 3254 3254 3254 3254 
icc 0.732 0.809 0.883 0.810 0.885 
ll -4390.2 -2665.8 -2661.9 -2649.4 -2646.1 
Standard errors in parentheses 
* p < 0.05, ** p < 0.01, *** p < 0.001 
 
 As noted above, I then re-ran the sequence of multilevel models with teachers’ 
self-reported fidelity of implementation scores rather than a treatment variable. See Table 
E23 for results. A series of likelihood ratio tests found the best model to be the random 
coefficient model with fidelity by time interaction (Model 5.6.2). This model found a 
significant interaction between time and self-reported fidelity (p<.001). Assuming a 
freshman, male, Caucasian student (the reference groups), the model found that for every 
unit increase in time, the effect of teacher fidelity increases by .111. Accordingly, a 
positive time slope was found for those students who received high fidelity 
implementation, whereas a negative time slope was found for those who received low 
fidelity implementation (see Figure E12). In addition, at time 0, a one unit increase in 
teacher fidelity was not significantly associated with a .122 decrease in emotional 
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engagement (p<.001). Furthermore, when teacher fidelity was 0, a one unit increase in 
time was associated with a .423 unit decrease in student emotional engagement (p<.001). 
Examination of the random parameters indicated within (sd = .237) and large 
between-group (sd = .658) variation. Furthermore, 95% of individuals would have an 
intercept between 2.782 and 5.361 (although censoring would cap scores at 5) and a 
random slope between -0.877 and .031. The moderate negative correlation (r = -.410) 
between the mixed random slopes and intercepts suggests a “fanning in” effect; that is, on 
average, students with the highest intercepts having the steepest negative slopes, whereas 
those with the lowest intercepts having the steepest positive slopes. However, as this 
effect was non-significant, no formal pattern can be established.  
 
Figure E12. Fidelity by time interaction on emotional engagement.  
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Dosage 
 
Table E24. Emotional engagement with teacher self-report dosage  
 (1.6) (2.6.3) (3.6.3) (4.6.3) (5.6.3) 
Fixed Effects Null Model 
+ time (f) & 
dosage (f) + 
covariates 
+ time (r) & 
dosage (f) + 
covariates 
+ time (f) & 
dosage (f) & 
time x dosage 
(f)+ covariates 
+ time (r) & 
dosage (f) & 
time x dosage 
(f)+ covariates 
      !"= Time  -0.0205 -0.0199 -0.279*** -0.274*** 
  (0.0117) (0.0117) (0.0597) (0.0593) 
      !#= Dosage  0.00863 0.00543 -0.201*** -0.197*** 
  (0.0156) (0.0157) (0.0500) (0.0490) 
      !$= Freshmen  -- -- -- -- 
      !'= Sophomores  -0.109** -0.116** -0.104** -0.110** 
  (0.0403) (0.0403) (0.0402) (0.0402) 
      !(= Juniors  -0.119** -0.123** -0.127*** -0.132*** 
  (0.0385) (0.0385) (0.0385) (0.0384) 
      !)= Seniors  -0.141*** -0.153*** -0.130** -0.140*** 
  (0.0427) (0.0426) (0.0426) (0.0426) 
      !*= White  -- -- -- -- 
      !+= Asian-American  0.0386 0.0363 0.0427 0.0405 
  (0.0489) (0.0487) (0.0488) (0.0486) 
      !,= African-American  -0.259** -0.250** -0.258** -0.250** 
  (0.0844) (0.0843) (0.0842) (0.0840) 
      !"%= Latino/a  -0.0000428 -0.00285 -0.0151 -0.0197 
  (0.0689) (0.0694) (0.0688) (0.0693) 
      !""= Multi-Racial  -0.0616 -0.0669 -0.0620 -0.0676 
  (0.0560) (0.0559) (0.0558) (0.0557) 
      !"#= “Other”  -0.0867 -0.0793 -0.0944 -0.0884 
  (0.0778) (0.0778) (0.0775) (0.0776) 
      !"$= Female  -0.108*** -0.110*** -0.108*** -0.109*** 
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  (0.0280) (0.0280) (0.0280) (0.0279) 
      !"'= Fidelity x Time    0.125*** 0.123*** 
    (0.0283) (0.0281) 
      !%=Intercept 3.491*** 3.633*** 3.645*** 4.064*** 4.063*** 
 (0.0126) (0.0502) (0.0498) (0.110) (0.108) 
Random Effects      
Sigma_int 0.556*** 0.598*** 0.655  0.596*** 0.654  
 (0.00950) (0.0108) (1.722)  (0.0108) (3.405)  
      
Sigma_error 0.336*** 0.289*** 0.236 0.288*** 0.236 
 (0.00379) (0.00603) (0.956) (0.00602) (1.889) 
      
Sigma_time   0.236  0.235 
   (1.916)  (3.798) 
      
Corr(int,time)   -0.401  -0.403 
   (4.456)  (8.793) 
N 6144 3278 3278 3278 3278 
icc 0.732 0.810 0.885 0.810 0.885 
ll -4390.2 -2701.1 -2696.6 -2691.4 -2687.1 
Standard errors in parentheses 
* p < 0.05, ** p < 0.01, *** p < 0.001 
 
 As noted above, I then re-ran the sequence of multilevel models with teachers’ 
self-reported dosage scores. See Table E24 for results. A series of likelihood ratio tests 
found the best model to be the random coefficient model with dosage by time interaction 
(Model 5.6.3). This model found a significant interaction between time and self-reported 
dosage (p<.001). Assuming a freshman, male, Caucasian student (the reference groups), 
the model found that for every unit increase in time, the effect of teacher dosage increases 
by .123. Accordingly, those students who received more doses of the QFT had a positive 
time slope for emotional engagement, whereas those who received low doses of the QFT 
had a negative time slope for emotional engagement (see Figure E13). At time 0, a one 
unit increase in teacher dosage was significantly associated with a .197 decrease in 
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emotional engagement (p<.001). Furthermore, when teacher fidelity was 0, a one unit 
increase in time was associated with a .274 unit decrease in student emotional 
engagement (p<.001). 
Examination of the random parameters indicated within (sd = .236) and large 
between-group (sd = .654) variation. Furthermore, 95% of individuals would have an 
intercept between 2.781 and 5.344 (although censoring would cap scores at 5) and a 
random slope between -0.734 and .186. Again, the moderate negative correlation (r =      
-.403) between the mixed random slopes and intercepts suggests a “fanning in” effect; 
that is, on average, students with the highest intercepts had the steepest negative slopes, 
whereas those with the lowest intercepts had the steepest positive slopes. However, as 
again the effect is non-significant, no formal pattern can be established (Robson & 
Pevalin, 2016).  
 
 
Figure E13. Emotional engagement time by dosage interaction.  
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Achievement Efficacy  
 
Figure E14 below appears to suggest a ceiling effect for achievement efficacy—
almost all scores range between a score of 4 and 5. In addition, there is little variability 
over the three time points, except for perhaps slightly more variability in scores at Time 
3, where some scores dip down to a score of 3. I proceeded with multilevel modeling to 
explore whether multilevel modeling was warranted given this little variation.  
 
 
 
Figure E14. 20 randomly selected individual growth trajectories for achievement efficacy 
between Time 1 and Time 3.  
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Table E25. Achievement Efficacy Multilevel Models without grade, race, and gender  
 (1.7) (2.7) (3.7) (4.7) (5.7) 
Fixed Effects Null Model 
+ time (f) & 
treatment (f) 
+ time (r) & 
treatment (f) 
+ time (f) & 
treatment (f) 
& time x 
treatment (f) 
+ time (r) & 
treatment (f) 
& time x 
treatment (f) 
      !"= Time  -0.00345 -0.00390 0.0311 0.0313* 
  (0.00959) (0.00940) (0.0162) (0.0154) 
      !#= Treatment 
  0.0323
* 0.0318* 0.0604** 0.0607*** 
  (0.0161) (0.0152) (0.0193) (0.0182) 
      !$= Treatment x 
Time    -0.0489
** -0.0500** 
    (0.0185) (0.0174) 
      !%=Intercept 4.499*** 4.485*** 4.485*** 4.478*** 4.479*** 
 (0.00866) (0.00985) (0.00940) (0.0101) (0.00967) 
Random Effects      
Sigma_int 0.364*** 0.363*** 0.350***  0.364*** 0.351***  
 (0.00694) (0.00694) (0.00892)  (0.00695) (0.00890)  
      
Sigma_error 0.304*** 0.303*** 0.284*** 0.303*** 0.283*** 
 (0.00342) (0.00342) (0.00466) (0.00342) (0.00465) 
      
Sigma_time   0.107***  0.108*** 
   (0.0102)  (0.0101) 
      
Corr(int,time)   0.0383  0.0298 
   (0.0762)  (0.0743) 
N 6150 6150 6150 6150 6150 
icc 0.589 0.589 0.603 0.590 0.606 
ll -3167.9 -3162.1 -3129.5 -3158.6 -3125.4 
Standard errors in parentheses 
* p < 0.05, ** p < 0.01, *** p < 0.001 
 
See Table E25 for results for Models 1.7-5.7. The empty model with no 
explanatory variables indicates that the mean achievement efficacy score for the sample 
was 4.499. Examination of the random parameters indicates slightly more between-group 
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(i.e., individual) variation (sd = .364) than within-group (i.e., time) variation (sd = .304). 
The ICC indicates that 58.9% of the variation is due to the grouping within individuals. 
In addition, the likelihood ratio test comparing the empty model to an ordinary OLS 
regression model was significant, indicating the multilevel modeling should be pursued 
(Robson & Pevalin, 2016).  
Model 2.7 found the mean achievement efficacy score to be 4.485 for students at 
Time 0 who had not received the QFT intervention (i.e., all students). No significant 
effect of time was found, but a significant treatment effect was found (p<.05), with 
students who received treatment scoring, on average, 0.0323 points higher on 
achievement efficacy. Again, the random parameters indicated larger between than 
within-group variation; addition of the level-1 covariates had no effect on the random 
parameters. Despite the non-significant effects, a likelihood ratio test found that Model 
2.7 was a significant improvement over the empty model (χ#(2) = 11.56, p = .0031).  
Model 3.7, the random coefficient model, again indicates a mean achievement 
efficacy score of 4.485 for students at Time 0 who did not receive the QFT intervention. 
This model found a non-significant time effect, but, similar to Model 2.7, found a 
significant effect of treatment (p = .045). That is, on average, receiving the QFT 
intervention was associated with a 0.0318 point increase in achievement efficacy score, 
controlling for time. Examination of the random parameters indicates continued between-
group (sd = .350) and within-group (sd = .283) variation as well as fairly small random 
slope variation (.107) and a very small positive correlation between random slopes and 
random intercepts (.038). Given that 95% of individuals’ intercepts would fall between 
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3.80 and 5.17 (censored at 5) and slopes would fall between -0.214 and 0.206, this slight, 
non-significant positive correlation indicates no formal pattern between the random 
intercepts and slopes (Robson & Pevalin, 2016). A likelihood ratio test found that Model 
3.7 is a significant improvement over the random intercept model (Model 2.7; χ#(2) = 
65.23, p<.001).  
I then added the time by treatment interaction covariate to Model 4.7. On average, 
students at baseline without the QFT intervention reported an achievement efficacy score 
of 4.478. The interaction effect in this model was significant (p = .007). For students who 
had not received treatment, they began with an intercept of 4.478 and each unit increase 
in time was associated with a .031 unit increase in achievement efficacy 
(4.478+.031(time)+.060(0)-.049(0*time)). Alternatively, for students who had received 
treatment, they began with an intercept of 4.538 and each unit increase in time was 
associated with a .018 unit decrease in achievement efficacy (4.478+.031(time)+.060(1)-
.049(1*time)) (see Figure E15). In addition, in accordance with this description, at time 0, 
receiving treatment was associated with a .060 increase in achievement efficacy score (p 
= .002). Furthermore, when treatment was 0, a one unit increase in time was associated 
with a .031 unit increase in achievement efficacy (p = .049). Again, examination of the 
random parameters indicates that addition of the interaction effect has had little impact on 
the random variation in the model in comparison to the previous fixed effects models. 
The between-group variation increased slightly to .364 and the within-group variation 
remained at .303. The ICC increased slightly to .590, indicating that 59.0% of the 
variation is due to the grouping variable of individuals. Contrary to previous models, the 
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likelihood ratio test indicates that Model 4.7 is a significant improvement over the 
random intercept model without the interaction (Model 2.7; χ#(1) = 6.93, p = .0085).  
 
 
 
Figure E15. Line graph representing the steeper positive slope over time for students who 
did not receive treatment in Model 4.7.   
 
Model 5.7—the random coefficient model with interaction—produced similar 
results as Model 4.7. Again, a significant interaction between time and treatment was 
found (p = .003). For students who had not received treatment, they began with an 
intercept of 4.479 and each unit increase in time was associated with a .031 unit increase 
in achievement efficacy (4.479+.031(time)+.061(0)-.050(0*time)). Alternatively, for 
students who had received treatment, they began with an intercept of 4.54 and each unit 
increase in time was associated with a .019 unit decrease in achievement efficacy 
4.479+.031(time)+.061(1)-.050(1*time)) (see Figure E16). In addition, in accordance 
with this description, at time 0, receiving treatment was associated with a .061 increase in 
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achievement efficacy score (p = .001). Furthermore, when treatment was 0, a one unit 
increase in time was associated with a .031 unit increase in achievement efficacy (p = 
.036). Examination of the random parameters indicates continued within (sd = .283) and 
between-group (sd = .351) variation. Furthermore, 95% of individuals would have an 
intercept between 3.79 and 5.17 (censored at 5) and a random slope between -0.181 and 
.243. Given the very small, non-significant positive correlation between the random 
slopes and intercepts, this suggests no formal pattern between the random intercepts and 
slopes (Robson & Pevalin, 2016). Likelihood ratio tests indicate that Model 5.7 is a 
significant improvement on the random intercept (Model 2.7; χ#(3) = 73.46, p<.001), 
random intercept with interaction (Model 4.7; χ#(2) = 66.53, p<.001), and random 
coefficient models (Model 3.7; χ#(1) = 8.23, p = .0041). 
 
 
Figure E16. Line graph representing the steeper positive slope over time for students who 
did not receive treatment in Model 5.7.  
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Additional Covariates  
I then ran Models 2 through 5 with the additional fixed covariates of grade, race, 
and gender added to the models in order to help describe additional individual variation. 
Results are described in Table E26. 
Table E26. Achievement Efficacy with Level-2 covariates 
 (1.7) (2.7.1) (3.7.1) (4.7.1) (5.7.1) 
Fixed Effects Null Model 
+ time (f) & 
treatment (f) 
+ time (r) & 
treatment (f) 
+ time (f) & 
treatment (f) 
& time x 
treatment (f) 
+ time (r) & 
treatment (f) 
& time x 
treatment (f) 
      !"= Time  0.0000608 -0.000370 0.0339* 0.0337* 
  (0.00960) (0.00944) (0.0163) (0.0156) 
      !#= Treatment  0.0259 0.0258 0.0531** 0.0534** 
  (0.0161) (0.0154) (0.0192) (0.0183) 
      !$= Freshmen  -- -- -- -- 
      !'= Sophomores  -0.0347 -0.0365 -0.0337 -0.0354 
  (0.0252) (0.0250) (0.0252) (0.0250) 
      !(= Juniors  -0.0371 -0.0342 -0.0374 -0.0344 
  (0.0239) (0.0237) (0.0239) (0.0238) 
      !)= Seniors  -0.0481 -0.0413 -0.0475 -0.0406 
  (0.0264) (0.0262) (0.0264) (0.0262) 
      !*= White  -- -- -- -- 
      !+= Asian-American  0.0346 0.0257 0.0353 0.0264 
  (0.0304) (0.0302) (0.0304) (0.0302) 
      !,= African-American  -0.0505 -0.0513 -0.0504 -0.0512 
  (0.0521) (0.0516) (0.0521) (0.0517) 
      !"%= Latino/a  -0.164*** -0.172*** -0.168*** -0.176*** 
  (0.0427) (0.0425) (0.0427) (0.0426) 
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!""= Multi-Racial  -0.0234 -0.0250 -0.0235 -0.0251 
  (0.0349) (0.0347) (0.0349) (0.0347) 
      !"#= “Other”  -0.159** -0.151** -0.160*** -0.152** 
  (0.0485) (0.0483) (0.0486) (0.0483) 
      !"$= Female  0.0709*** 0.0671*** 0.0712*** 0.0674*** 
  (0.0174) (0.0173) (0.0174) (0.0173) 
      !"'= Treatment x Time    -0.0476* -0.0482** 
    (0.0185) (0.0176) 
      !%=Intercept 4.499*** 4.489*** 4.490*** 4.482*** 4.483*** 
 (0.00866) (0.0217) (0.0214) (0.0218) (0.0215) 
Random Effects      
Sigma_int 0.364*** 0.361*** 0.346***  0.361*** 0.347***  
 (0.00694) (0.00695) (0.00900)  (0.00695) (0.00899)   
      
Sigma_error 0.304*** 0.299*** 0.284*** 0.299*** 0.283*** 
 (0.00342) (0.00341) (0.00470) (0.00341) (0.00469) 
      
Sigma_time   0.0954***  0.0967*** 
   (0.0112)  (0.0111) 
      
Corr(int,time)   0.0761  0.0669 
   (0.0894)  (0.0870) 
N 6150 6021 6021 6021 6021 
icc 0.589 0.592 0.599 0.593 0.601 
ll -3167.9 -3024.5 -2999.7 -3021.2 -2996.0 
Standard errors in parentheses 
* p < 0.05, ** p < 0.01, *** p < 0.001 
 
 
In Model 2.7.1 the mean achievement efficacy score for White, freshmen, male 
students at Time 0 who had not received the QFT intervention was 4.489. There was not 
a significant effect of time or treatment within this model (p>.05). In addition, there were 
no significant grade differences between the higher grades and their freshmen peers. On 
average, Latino/a students and students who identified as “other” reported significantly 
lower achievement efficacy than students who identify as White. No other significant 
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racial/ethnic differences were found. Female students were found to have significantly 
higher achievement efficacy than their male peers (p<.001). The addition of the level-2 
demographic covariates reduced the level 1, within-group variation by 1% and had no 
effect on the level-2, random intercept variation.  
Model 3.7.1 found that the mean achievement efficacy score for white, male, 
freshmen students at Time 0 without the intervention was 4.490. As above, no significant 
grade effects were found, and only the Latino/a and “other” racial/ethnic groups were 
found to have significantly lower achievement efficacy scores than the White reference 
group (see Table E26). Female students again were found to have significantly higher 
achievement efficacy than male students (p<.001). Examination of the random 
parameters indicates that addition of the level-2 demographic covariates reduced the 
random slope variation by 1%, but did not impact the between or within-group variation. 
The correlation between the random slopes and intercepts also increased by 4% between 
Model 3.7 and Model 3.7.1, from .03 to .07 respectively, remaining small and positive in 
both models. A likelihood ratio test of the likelihood change between models found that 
the random coefficient model (Model 3.7.1) is a significant improvement over the 
random intercept model (Model 2.7.1; χ#(2) = 49.63, p<.001). 
Model 4.7.1 reproduced similar results to those reported above and in Model 4.7. 
In Model 4.7.1 the mean achievement efficacy score for white, male, freshmen students 
at Time 0 without the intervention was 4.482. A significant treatment by time interaction 
was found (p = .008) as well as significant main effects for time (p = .036) and treatment 
(p = .005). Similar to Model 4.7, assuming the reference groups of white, male, and 
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freshman, when treatment is 0, the slope for time is .034 and the intercept is 4.482. 
Conversely, again assuming the reference categories, when treatment has taken place 
(Treatment = 1), the intercept is 4.535 and the slope for time is -.0136. In all, for each 
unit increase in treatment, the impact of time on achievement efficacy is expected to 
decrease by -.048. The demographic effects were the same as those reported in the above 
two models (see Table E26). The addition of the level-2 demographic covariates reduced 
the level-1 variation by 1% but had no effect on the level-2 variation. However, a 
likelihood ratio test indicated the Model 4.7.1 significantly improved upon the random 
intercept model (Model 2.7.1; χ#(1) = 6.61, p = .0101).  
 
  
Figure E17. Line graph representing the steeper positive slope over time for students who 
did not receive treatment in Model 4.7.1.  
 
Model 5.7.1 reproduced similar results to those of Model 4.7.1: a significant 
interaction term, significant fixed effects for time and treatment, and the same 
demographic results as seen in the previous models reported above (see Table E26). In 
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this model, assuming the reference categories of White, male, and freshman, the non-
treatment group was associated with an intercept of 4.483 and a time slope of 0.034 
whereas the treated group was associated with an intercept of 4.53 and a time slope of -
.014. Compared to Model 5.7, the addition of the level-2 demographic covariates reduced 
the random slope variation by 1%, the between-group variation by 1%, and had no effect 
on the within-group variation. The random slope and intercept correlation increased by 
4%, remaining both small and positive. Likelihood ratio tests indicated the Model 5.7.1 
was a significant improvement over the interaction model without a random effect 
(Model 4.7.1; χ#(2) = 50.52, p<.001) as well as the initial random intercept model (Model 
2.7.1; χ#(3) = 57.13, p<.001). Furthermore, Model 5.7.1 significantly improved upon 
Model 3.7.1—the random coefficient model without interaction (χ#(1) = 7.50, p = 
0.0062).  
 
 
Figure E18. Line graph representing the steeper positive slope over time for students who 
did not receive treatment in Model 5.7.1.  
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Fidelity 
 
Table E27. Achievement efficacy with teacher self-reported fidelity 
 (1.7) (2.7.2) (3.7.2) (4.7.2) (5.7.2) 
Fixed Effects Null Model 
+ time (f) & 
fidelity (f) + 
covariates 
+ time (r) & 
fidelity (f) + 
covariates 
+ time (f) & 
fidelity (f) & 
time x fidelity 
(f) + covariates 
+ time (r) & 
fidelity (f) & 
time x fidelity 
(f) + covariates 
      !"= Time  -0.0225 -0.0230* -0.148* -0.127 
  (0.0118) (0.0116) (0.0717) (0.0724) 
      !#= Fidelity  0.0212 0.0185 -0.0264 -0.0192 
  (0.0118) (0.0115) (0.0294) (0.0283) 
      !$= Freshmen  -- -- -- -- 
      !'= Sophomores  -0.0214 -0.0179 -0.0195 -0.0165 
  (0.0288) (0.0286) (0.0288) (0.0286) 
      !(= Juniors  -0.0505 -0.0456 -0.0518 -0.0470 
  (0.0277) (0.0277) (0.0277) (0.0277) 
      !)= Seniors  -0.0814** -0.0772* -0.0790** -0.0750* 
  (0.0303) (0.0300) (0.0303) (0.0300) 
      !*= White  -- -- -- -- 
      !+= Asian-American  0.0651 0.0597 0.0662 0.0606 
  (0.0344) (0.0339) (0.0344) (0.0339) 
      !,= African-American  -0.0392 -0.0330 -0.0373 -0.0317 
  (0.0599) (0.0594) (0.0599) (0.0594) 
      !"%= Latino/a  -0.122* -0.123* -0.123* -0.124* 
  (0.0494) (0.0499) (0.0493) (0.0498) 
      !""= Multi-Racial  -0.0144 -0.0128 -0.0144 -0.0128 
  (0.0397) (0.0394) (0.0396) (0.0393) 
      !"#= “Other”  -0.182** -0.165** -0.183** -0.167** 
  (0.0562) (0.0562) (0.0562) (0.0562) 
      !"$= Female  0.0901*** 0.0893*** 0.0903*** 0.0895*** 
  (0.0200) (0.0199) (0.0200) (0.0198) 
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!"'= Fidelity x Time    0.0342 0.0284 
    (0.0193) (0.0195) 
      !%=Intercept 4.499*** 4.458*** 4.465*** 4.629*** 4.601*** 
 (0.00866) (0.0542) (0.0527) (0.111) (0.107) 
Random Effects      
Sigma_int 0.364*** 0.378*** 0.496  0.377*** 0.497  
 (0.00694) (0.00930) (3.522)  (0.00930) (3.138)  
      
Sigma_error 0.304*** 0.305*** 0.235 0.305*** 0.235 
 (0.00342) (0.00635) (1.486) (0.00635) (1.327) 
      
Sigma_time   0.273  0.273 
   (2.560)  (2.286) 
      
Corr(int,time)   -0.630  -0.632 
   (5.104)  (4.515) 
N 6150 3260 3260 3260 3260 
icc 0.589 0.606 0.817 0.606 0.817 
ll -3167.9 -1999.0 -1984.6 -1997.4 -1983.5 
Standard errors in parentheses 
* p < 0.05, ** p < 0.01, *** p < 0.001 
 
I next ran the sequence of multilevel models with teachers’ self-reported fidelity 
scores. See Table E27 for results. A series of likelihood ratio tests found the best model 
to be the random coefficient model (Model 3.7.2). This model found the mean 
achievement efficacy score for male, White, Caucasian students at Time 0 who received 
the QFT with no fidelity to be 4.465. Time was significant within the model, with a one 
unit increase in time associated with a -0.0230 unit decrease in achievement efficacy (p= 
.048). Teacher fidelity was not significant (p>.05). Seniors demonstrated significantly 
lower achievement efficacy than their freshman peers (p = .010), and Latino/a and 
“other” students also demonstrated significantly lower achievement efficacy than White 
students. Female students demonstrated significantly higher achievement efficacy than 
male students. Aligned with previous results, there was higher between-group variation 
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(sd = .496) than within-group variation (sd = .235), with 95% of individuals expected to 
have an intercept between 3.493 and 5.437 (censored at 5). In addition, the random time 
slope variation of 0.273 indicates that 95% of individuals would be expected to have a 
time slope between -0.558 and 0.512. The fairly large, negative correlation between the 
random slopes and random intercepts suggests a possible “fanning in” effect; however, 
given that the correlation is non-significant, no formal pattern between the random slopes 
and intercepts can be established (Robson & Pevalin, 2016).  
Dosage 
 
Table E28. Achievement efficacy with teacher self-reported dosage  
 (1.7) (2.7.3) (3.7.3) (4.7.3) (5.7.3) 
Fixed Effects Null Model 
+ time (f) & 
dosage (f) + 
covariates 
+ time (r) & 
dosage (f) + 
covariates 
+ time (f) & 
dosage (f) & 
time x dosage 
(f) + covariates 
+ time (r) & 
dosage (f) & 
time x dosage 
(f)+ covariates 
      !"= Time  -0.0223 -0.0225 -0.0228 -0.0105 
  (0.0119) (0.0118) (0.0564) (0.0552) 
      !#= Dosage  -0.0235 -0.0221 -0.0238 -0.0128 
  (0.0139) (0.0140) (0.0465) (0.0440) 
      !$= Freshmen  -- -- -- -- 
      !'= Sophomores  -0.0248 -0.0202 -0.0248 -0.0204 
  (0.0284) (0.0281) (0.0284) (0.0282) 
      !(= Juniors  -0.0513 -0.0452 -0.0513 -0.0447 
  (0.0273) (0.0271) (0.0273) (0.0271) 
      !)= Seniors  -0.0803** -0.0757* -0.0803** -0.0762* 
  (0.0303) (0.0300) (0.0303) (0.0301) 
      !*= White  -- -- -- -- 
      !+= Asian-American  0.0613 0.0554 0.0613 0.0552 
  (0.0344) (0.0339) (0.0344) (0.0339) 
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!,= African-American  -0.0430 -0.0342 -0.0430 -0.0343 
  (0.0597) (0.0590) (0.0597) (0.0590) 
      !"%= Latino/a  -0.131** -0.134** -0.131** -0.133** 
  (0.0491) (0.0496) (0.0492) (0.0497) 
      !""= Multi-Racial  -0.0115 -0.0103 -0.0115 -0.0103 
  (0.0395) (0.0391) (0.0395) (0.0391) 
      !"#= “Other”  -0.170** -0.151** -0.171** -0.150** 
  (0.0552) (0.0550) (0.0552) (0.0550) 
      !"$= Female  0.0901*** 0.0898*** 0.0901*** 0.0898*** 
  (0.0198) (0.0196) (0.0198) (0.0196) 
      !"'= Dosage x Time    0.000223 -0.00576 
    (0.0264) (0.0258) 
      !%=Intercept 4.499*** 4.592*** 4.585*** 4.593*** 4.566*** 
 (0.00866) (0.0414) (0.0406) (0.101) (0.0956) 
Random Effects      
Sigma_int 0.364*** 0.378*** 0.496  0.378*** 0.496***  
 (0.00694) (0.00923) (4.394)  (0.00924) (0.0132)  
      
Sigma_error 0.304*** 0.305*** 0.233 0.305*** 0.233*** 
 (0.00342) (0.00642) (1.871) (0.00642) (0.0102) 
      
Sigma_time   0.278  0.278*** 
   (3.140)  (0.00968) 
      
Corr(int,time)   -0.632  -0.632 
   (6.250)  (.) 
N 6150 3284 3284 3284 3284 
icc 0.589 0.605 0.819 0.605 0.819 
ll -3167.9 -2024.7 -2007.7 -2024.7 -2007.7 
Standard errors in parentheses 
* p < 0.05, ** p < 0.01, *** p < 0.001 
 
I next ran the sequence of multilevel models with teachers’ self-reported dosage 
scores. See Table E28 for results. A series of likelihood ratio tests found the best model 
to be the random coefficient model (Model 3.7.3). This model found the mean 
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achievement efficacy score for male, White, Caucasian students at Time 0 who received 
zero doses of the QFT to be 4.585. Neither time nor dosage were significant within the 
model. However, as above, seniors, Latinos/as, and “other” students demonstrated 
significantly lower achievement efficacy than their reference peers, whereas female 
students demonstrated significantly higher achievement efficacy than male students. 
Likewise, aligned with previous results, there was higher between-group variation (sd = 
0.496) than within-group variation (sd = 0.233). Again, this indicates that 95% of 
individuals would be expected to have an intercept between 3.612 and 5.55 (censored at 
5). Furthermore, the random time slope variation of 0.278 indicates that 95% of 
individuals would be expected to have a time slope between -0.567 and 0.522. The fairly 
large, negative correlation between the random slopes and random intercepts suggests a 
possible “fanning in” effect; however, given that the correlation is again non-significant, 
no formal pattern between the random slopes and intercepts can be established (Robson 
& Pevalin, 2016). 
 
Self-Regulatory Efficacy  
 
Figure E19 below suggests that there is variation across the self-regulatory 
efficacy growth span, with more variation in intercepts at Time 1 and Time 3 than at 
Time 2 (perhaps barring one outlier). In addition, there appears to be a general downward 
trend in slope, although some individuals do trend upwards. Given this variation within 
and across individuals, multilevel modeling was pursued.  
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Figure E19. 20 randomly selected individual growth trajectories for self-regulatory 
efficacy between Time 1 and Time 3.  
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Table E29. Self-Regulatory Multilevel Models without grade, race, and gender  
 (1.8) (2.8) (3.8) (4.8) (5.8) 
Fixed Effects Null Model 
+ time (f) & 
treatment (f) 
+ time (r) & 
treatment (f) 
+ time (f) & 
treatment (f) & 
time x 
treatment (f) 
+ time (r) & 
treatment (f) 
& time x 
treatment (f) 
      !"= Time  -0.00292 -0.00228 0.0206 0.0207 
  (0.0126) (0.0122) (0.0213) (0.0200) 
      !#= Treatment 
  -0.0522
* -0.0536** -0.0333 -0.0350 
  (0.0211) (0.0196) (0.0252) (0.0234) 
      !$= Treatment x 
Time    -0.0331 -0.0325 
    (0.0242) (0.0223) 
      !%=Intercept 4.021*** 4.053*** 4.054*** 4.049*** 4.049*** 
 (0.0126) (0.0140) (0.0132) (0.0144) (0.0135) 
Random Effects      
Sigma_int 0.544*** 0.544*** 0.517***  0.544*** 0.517***  
 (0.00984) (0.00984) (0.0117)  (0.00984) (0.0117)  
      
Sigma_error 0.396*** 0.394*** 0.363*** 0.394*** 0.363*** 
 (0.00446) (0.00445) (0.00595) (0.00444) (0.00595) 
      
Sigma_time   0.153***  0.153*** 
   (0.0120)  (0.0120) 
      
Corr(int,time)   0.106  0.104 
   (0.0675)  (0.0672) 
N 6148 6148 6148 6148 6148 
icc 0.654 0.656 0.669 0.657 0.670 
ll -5040.3 -5025.9 -4973.9 -5024.9 -4972.8 
Standard errors in parentheses 
* p < 0.05, ** p < 0.01, *** p < 0.001 
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See Table E29 for results for Models 1.8-5.8. Model 1.8, the empty model with no 
explanatory variables, found the mean self-regulatory efficacy score collapsing across 
time and treatment for the total sample to be 4.021. Examination of the between and 
within group standard deviations indicated that there was more between-group variation 
(sd = .544) than within-group variation (.396). The ICC indicates that 65.4% of the 
variation in self-regulatory efficacy scores can be attributed to the grouping of scores 
within individuals. In addition, the likelihood ratio test comparing the empty model to 
and ordinary OLS regression model was significant (p<.001) indicating a significant 
grouping effect (Robson & Pevalin, 2016).  
Model 2.8 found the mean self-regulatory efficacy score for students at Time 0 
without treatment (i.e., all students) to be 4.053. In this model, although there was not a 
significant effect for time, a significant treatment effect was found (p = .017). That is, 
controlling for the other variables, students who received the QFT treatment are expected 
to score -0.0522 points lower on self-regulatory efficacy. The addition of the level-1 
covariates produced no large changes in the random parameters as reported in Model 1.8 
(>1%). However, a likelihood ratio test of the log likelihood change between models 
found that Model 2.8 is a significant improvement over the empty, null model (χ#(2) = 
28.94, p<.001).  
Model 3.8, the random coefficient model, found that the mean self-regulatory 
efficacy score for students at Time 0 without treatment was 4.054. Again, a non-
significant effect for time was found but a significant treatment effect was found (p = 
.008). Examination of the random parameters indicates that again there was larger 
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between-group variation (sd = .517) than within-group variation (sd = .363). According 
to this model, 95% of individuals would be expected to have an intercept between 3.04 
and 5.07 (censored at 5) and a slope between -0.298 and 0.302. The positive, non-
significant correlation between the random slopes and intercepts suggests a possible a 
“fanning out” effect, with those with the highest intercepts having the steepest positive 
slopes and those with the lowest intercepts having the steepest negative slopes. However, 
given that the correlation is non-significant, no formal relationship can be established. A 
likelihood ratio test of the likelihood change between models found that the random 
coefficient model (Model 3.8) is a significant improvement over the random intercept 
model (Model 2.8; χ#(2) = 103.99, p<.001). 
Model 4.8 did not find a significant interaction effect between time and treatment. 
In addition, a likelihood ratio test found that Model 4.8 was not a significant 
improvement upon Model 2.8 (χ#(1) = 1.87, p = .171).  
Model 5.8, the random coefficient model with interaction, again found no 
significant interaction effect between time and treatment. Likelihood ratio tests of the 
likelihood change between models found that the random coefficient model with 
interaction (Model 5.8) is a significant improvement over the random intercept model 
(Model 2.8; χ#(3) = 106.10, p<.001) as well as the random intercept model with 
interaction (Model 4.8; χ#(2) = 104.23, p<.001). Model 5.8 did not significantly improve 
upon Model 3.8, the random coefficient model without interaction (χ#(1) = 2.12, p = 
.146).  
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Additional Covariates 
 
Table E30. Self-regulatory Efficacy Multilevel Models WITH grade, race, and gender  
 (1.8) (2.8.1) (3.8.1) (4.8.1) (5.8.1) 
Fixed Effects Null Model 
+ time (f) & 
treatment (f) 
+ time (r) & 
treatment (f) 
+ time (f) & 
treatment (f) 
& time x 
treatment (f) 
+ time (r) & 
treatment (f) 
& time x 
treatment (f) 
      !"= Time  -0.00314 -0.00243 0.0177 0.0174 
  (0.0126) (0.0123) (0.0214) (0.0201) 
      !#= Treatment  -0.0518* -0.0529** -0.0351 -0.0369 
  (0.0212) (0.0197) (0.0253) (0.0236) 
      !$= Freshmen  -- -- -- -- 
      !'= Sophomores  -0.0713* -0.0928** -0.0706 -0.0921* 
  (0.0363) (0.0357) (0.0363) (0.0358) 
      !(= Juniors  -0.0681* -0.0874** -0.0683* -0.0875** 
  (0.0344) (0.0339) (0.0344) (0.0339) 
      !)= Seniors  -0.174*** -0.196*** -0.173*** -0.196*** 
  (0.0381) (0.0374) (0.0381) (0.0374) 
      !*= White  -- -- -- -- 
      !+= Asian-American  0.0603 0.0587 0.0607 0.0591 
  (0.0438) (0.0431) (0.0438) (0.0431) 
      !,= African-American  -0.0654 -0.0515 -0.0654 -0.0514 
  (0.0750) (0.0738) (0.0750) (0.0738) 
      !"%= Latino/a  -0.124* -0.117 -0.126* -0.119* 
  (0.0615) (0.0608) (0.0616) (0.0608) 
      !""= Multi-Racial  -0.00123 0.00870 -0.00127 0.00867 
  (0.0503) (0.0495) (0.0503) (0.0495) 
      !"#= “Other”  -0.00857 -0.0132 -0.00912 -0.0138 
  (0.0699) (0.0689) (0.0699) (0.0690) 
      !"$= Female  0.162*** 0.161*** 0.162*** 0.161*** 
  (0.0251) (0.0247) (0.0251) (0.0247) 
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!"'= Treatment x Time    -0.0293 -0.0280 
    (0.0243) (0.0225) 
      !%=Intercept 4.021*** 4.044*** 4.060*** 4.040*** 4.056*** 
 (0.0126) (0.0311) (0.0303) (0.0313) (0.0305) 
Random Effects      
Sigma_int 0.544*** 0.531*** 0.499***  0.531*** 0.499***  
 (0.00984) (0.00976) (0.0117)  (0.00976) (0.0117)  
      
Sigma_error 0.396*** 0.391*** 0.362*** 0.391*** 0.362*** 
 (0.00446) (0.00446) (0.00599) (0.00446) (0.00599) 
      
Sigma_time   0.150***  0.150*** 
   (0.0123)  (0.0122) 
      
Corr(int,time)   0.141  0.139 
   (0.0725)  (0.0723) 
N 6148 6019 6019 6019 6019 
icc 0.654 0.648 0.656 0.648 0.656 
ll -5040.3 -4849.3 -4795.1 -4848.6 -4794.4 
Standard errors in parentheses 
* p < 0.05, ** p < 0.01, *** p < 0.001 
 
See Table E30 for results from Models 2.8.1 through 5.8.1. In Model 2.8.1 the 
mean self-regulatory efficacy score for White freshmen male students at Time 0 who had 
not received the QFT intervention was 4.044. As expected, although there was not a 
significant effect for time (p = .704), a significant treatment effect was found (p = .021), 
with students receiving treatment scoring -0.0518 points lower on self-regulatory 
efficacy, on average. In addition, students in sophomore, junior, and senior year, on 
average, had significantly lower self-regulatory efficacy scores than those in 9th grade 
(see Table E30). Female students also were found to have significantly higher self-
regulatory efficacy scores than those of male students. Latino/a students demonstrated 
significantly lower self-regulatory efficacy than their White peers—no other significant 
racial/ethnic differences were found. As above, I found the between-group standard-
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deviation (sd= .531) to be larger than the within-group standard deviation (sd = .391), 
with an ICC of .648. The addition of the level-2 demographic covariates decreased the 
level 2 variation by 1% and had no effect on the Level 1 variation.  
Model 3.8.1—the random coefficient model—resulted in similar results. The 
mean self-regulatory efficacy score for White freshmen male students at Time 0 who had 
not received the QFT intervention was 4.060. Time and race were found to have non-
significant fixed effects, whereas treatment had a significant negative effect on self-
regulatory efficacy (see Table E30). In addition, sophomores, juniors and seniors were 
again significantly lower in self-regulatory efficacy than their freshman peers, whereas 
female students were significantly higher in self-regulatory efficacy than male students. 
Examination of the random parameters indicates that adding the additional level-2 
covariates reduced the between-group variation by 2%, but had no effect on the within-
group or random slope variation. The correlation between the random slopes and 
intercepts increased 4% points, remaining both small and positive. A likelihood ratio test 
of the likelihood change between models found that the random coefficient model (Model 
3.8.1) is a significant improvement over the random intercept model (Model 2.8.1) (χ#(2) 
= 108.42, p<.001). 
Model 4.8.1 reproduced similar results to that of Model 4.8—no significant 
interaction effect between time and treatment was found. A likelihood ratio test revealed 
that Model 4.8.1 was not a significant improvement over Model 2.8.1 (χ#(1) = 1.45, p = 
0.228). This model, therefore, was not pursued further.  
Model 5.8.1 similarly found a non-significant interaction term. Likelihood ratio 
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tests indicated the Model 5.8.1 was a significant improvement over the interaction model 
without a random effect (Model 4.8.1; χ#(2) = 108.51, p<.001) as well as the initial 
random intercept model (Model 2.8.1; χ#(3) = 109.96, p<.001). Model 5.8.1 was not a 
significant improvement over Model 3.8.1—the random coefficient model without 
intercept (χ#(1) = 1.54, p = 0.2142). Therefore, this model was not pursued further.  
Fidelity 
 
Table E31. Self-regulatory efficacy with teacher self-reported fidelity  
 (1.8) (2.8.2) (3.8.2) (4.8.2) (5.8.2) 
Fixed Effects Null Model 
+ time (f) & 
fidelity (f) + 
covariates 
+ time (r) & 
fidelity (f) + 
covariates 
+ time (f) & 
fidelity (f) & 
time x fidelity 
(f) + covariates 
+ time (r) & 
fidelity (f) & 
time x fidelity 
(f) + covariates 
      !"= Time  -0.0170 -0.0173 -0.357*** -0.354*** 
  (0.0148) (0.0147) (0.0910) (0.0915) 
      !#= Fidelity  0.0170 0.0117 -0.111** -0.112** 
  (0.0156) (0.0154) (0.0371) (0.0366) 
      !$= Freshmen  -- -- -- -- 
      !'= Sophomores  -0.0342 -0.0433 -0.0285 -0.0376 
  (0.0418) (0.0417) (0.0417) (0.0417) 
      !(= Juniors  -0.0294 -0.0332 -0.0325 -0.0367 
  (0.0401) (0.0402) (0.0401) (0.0401) 
      !)= Seniors  -0.122** -0.126** -0.115** -0.119** 
  (0.0438) (0.0437) (0.0437) (0.0437) 
      !*= White  -- -- -- -- 
      !+= Asian-American  0.0753 0.0763 0.0785 0.0791 
  (0.0499) (0.0497) (0.0498) (0.0497) 
      !,= African-American  -0.102 -0.102 -0.0964 -0.0974 
  (0.0869) (0.0867) (0.0867) (0.0866) 
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!"%= Latino/a  -0.131 -0.130 -0.133 -0.134 
  (0.0711) (0.0716) (0.0710) (0.0714) 
      !""= Multi-Racial  -0.0133 -0.00992 -0.0132 -0.00995 
  (0.0575) (0.0574) (0.0573) (0.0573) 
      !"#= “Other”  0.0252 0.0290 0.0229 0.0256 
  (0.0813) (0.0815) (0.0812) (0.0813) 
      !"$= Female  0.166*** 0.168*** 0.166*** 0.168*** 
  (0.0290) (0.0290) (0.0290) (0.0289) 
      !"'= Fidelity x Time    0.0931*** 0.0921*** 
    (0.0246) (0.0247) 
      !%=Intercept 4.021*** 3.912*** 3.935*** 4.372*** 4.380*** 
 (0.0126) (0.0729) (0.0721) (0.142) (0.139) 
Random Effects      
Sigma_int 0.544*** 0.580*** 0.716  0.579*** 0.717  
 (0.00984) (0.0121) (6.385)  (0.0121) (5.338)  
      
Sigma_error 0.396*** 0.376*** 0.301 0.375*** 0.300 
 (0.00446) (0.00776) (3.043) (0.00774) (2.552) 
      
Sigma_time   0.319  0.319 
   (5.726)  (4.804) 
      
Corr(int,time)   -0.561  -0.562 
   (8.937)  (7.437) 
N 6148 3259 3259 3259 3259 
icc 0.654 0.703 0.850 0.704 0.851 
ll -5040.3 -3018.3 -3014.6 -3011.1 -3007.7 
Standard errors in parentheses 
* p < 0.05, ** p < 0.01, *** p < 0.001 
 
 As noted above, I then re-ran the sequence of multilevel models with teachers’ 
self-reported fidelity of implementation scores. See Table E31 for results. A series of 
likelihood ratio tests found the best model to be the random coefficient model with 
fidelity by time interaction (Model 5.8.2). This model found a significant interaction 
between time and self-reported fidelity (p<.001). Assuming a freshman, male, Caucasian 
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student (the reference groups), the model found that for every unit increase in time, the 
effect of teacher fidelity increases by .092. Accordingly, a positive time slope was found 
for those students who received high fidelity implementation, whereas a negative time 
slope was found for those who received low fidelity implementation (see Figure E20). In 
addition, at time 0, a one unit increase in teacher fidelity was significantly associated with 
a .11 decrease in self-regulatory efficacy (p = .002). Furthermore, when teacher fidelity 
was 0, a one unit increase in time was associated with a .354 unit decrease in student self-
regulatory efficacy (p<.001). 
Examination of the random parameters indicated within (sd = .300) and large 
between-group (sd = .717) variation. Furthermore, 95% of individuals would have an 
intercept between 2.98 and 5.78 (censored at 5) and a random slope between -0.977 and 
.269. Given the moderate negative correlation (r = -0.562) between the mixed random 
slopes and intercepts, this suggests a “fanning in” effect; that is, on average, students with 
the highest intercepts had the steepest negative slopes, whereas those with the lowest 
intercepts had the steepest positive slopes. However, as the correlation is non-significant, 
a formal pattern of relationships cannot be established (Robson & Pevalin, 2016).  
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Figure E20. Self-regulatory efficacy time by fidelity interaction.  
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Dosage 
 
Table E32. Self-regulatory efficacy with teacher self-reported dosage  
 (1.8) (2.8.3) (3.8.3) (4.8.3) (5.8.3) 
Fixed Effects Null Model 
+ time (f) & 
dosage (f) + 
covariates 
+ time (r) & 
dosage (f) + 
covariates 
+ time (f) & 
dosage (f) & 
time x dosage 
(f) + covariates 
+ time (r) & 
dosage (f) & 
time x dosage 
(f) + covariates 
      !"= Time  -0.0151 -0.0152 -0.243*** -0.237** 
  (0.0149) (0.0149) (0.0729) (0.0722) 
      !#= Treatment  -0.0172 -0.0196 -0.202*** -0.196*** 
  (0.0185) (0.0186) (0.0605) (0.0591) 
      !$= Freshmen  -- -- -- -- 
      !'= Sophomores  -0.0437 -0.0526 -0.0387 -0.0473 
  (0.0410) (0.0410) (0.0411) (0.0410) 
      !(= Juniors  -0.0321 -0.0354 -0.0389 -0.0428 
  (0.0393) (0.0393) (0.0394) (0.0394) 
      !)= Seniors  -0.128** -0.133** -0.119** -0.123** 
  (0.0436) (0.0435) (0.0437) (0.0436) 
      !*= White  -- -- -- -- 
      !+= Asian-American  0.0706 0.0717 0.0736 0.0748 
  (0.0498) (0.0496) (0.0498) (0.0496) 
      !,= African-American  -0.0712 -0.0739 -0.0702 -0.0731 
  (0.0861) (0.0859) (0.0861) (0.0859) 
      !"%= Latino/a  -0.141* -0.139 -0.154* -0.153* 
  (0.0706) (0.0711) (0.0707) (0.0713) 
      !""= Multi-Racial  -0.0150 -0.0115 -0.0153 -0.0121 
  (0.0571) (0.0570) (0.0571) (0.0570) 
      !"#= “Other”  0.0233 0.0285 0.0165 0.0209 
  (0.0795) (0.0796) (0.0795) (0.0796) 
      !"$= Female  0.164*** 0.167*** 0.164*** 0.167*** 
  (0.0286) (0.0285) (0.0286) (0.0285) 
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!"'= Treatment x Time    0.110** 0.107** 
    (0.0343) (0.0340) 
      !%=Intercept 4.021*** 4.021*** 4.029*** 4.403*** 4.393*** 
 (0.0126) (0.0563) (0.0558) (0.132) (0.129) 
Random Effects      
Sigma_int 0.544*** 0.577*** 0.715  0.577*** 0.714  
 (0.00984) (0.0120) (4.971)  (0.0120) (4.569)  
      
Sigma_error 0.396*** 0.377*** 0.298 0.375*** 0.297 
 (0.00446) (0.00788) (2.382) (0.00784) (2.196) 
      
Sigma_time   0.325  0.323 
   (4.370)  (4.037) 
      
Corr(int,time)   -0.563  -0.562 
   (6.867)  (6.350) 
N 6148 3283 3283 3283 3283 
icc 0.654 0.701 0.852 0.703 0.852 
ll -5040.3 -3050.9 -3046.2 -3045.8 -3041.3 
Standard errors in parentheses 
* p < 0.05, ** p < 0.01, *** p < 0.001 
 
 As noted above, I then re-ran the sequence of multilevel models with teachers’ 
self-reported dosage of the QFT. See Table E32 for results. A series of likelihood ratio 
tests found the best model to be the random coefficient model with dosage by time 
interaction (Model 5.8.3). This model found a significant interaction between time and 
self-reported dosage (p = .002). Assuming a freshman, male, Caucasian student (the 
reference groups), the model found that for every unit increase in time, the effect of 
teacher dosage increases by .107. Accordingly, a positive time slope was found for those 
students who received high dosage implementation, whereas a negative time slope was 
found for those who received low dosage implementation (see Figure E21). In addition, 
at time 0, a one unit increase in teacher dosage was significantly associated with a .196 
decrease in self-regulatory efficacy (p = .001). Furthermore, when teacher dosage was 0, 
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a one unit increase in time was associated with a .237 unit decrease in student self-
regulatory efficacy (p = .001). 
Examination of the random parameters indicated within (sd = .297) and large 
between-group (sd = .714) variation. Furthermore, 95% of individuals would have an 
intercept between 2.99 and 5.79 (censored at 5) and a random slope between -0.870 and 
.396. Given the moderate, non-significant negative correlation (r = -0.562) between the 
mixed random slopes and intercepts, this suggests a “fanning in” effect; that is, on 
average, students with the highest intercepts had the steepest negative slopes, whereas 
those with the lowest intercepts had the steepest positive slopes. However, as the 
correlation is non-significant, a formal pattern of relationships cannot be established 
(Robson & Pevalin, 2016).  
 
Figure E21. Self-regulatory efficacy time by dosage interaction.  
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Appendix F 
Path Model Results  
 
 
Recall from above that I ran multi-group structural equation path models in order 
to further understanding of the potential relationships between curiosity, cognitive 
engagement, achievement efficacy, and academic self-regulatory efficacy over the course 
of one school year, and, in addition, to understand the potential impact of the QFT on 
these relationships.  
Descriptive Statistics  
As noted above, Table 4 reports the means and standard deviations for the nine 
variables included in the study. Appendix D reports the correlations amongst these 
variables for the fall and spring intervention groups, respectively. Overall, students in the 
fall intervention group increased in their mean curiosity score from T1 to T2, and then 
remained stable from T2 to T3. Conversely, their mean cognitive engagement scores and 
academic self-regulatory efficacy scores decreased throughout the school year. Finally, 
their mean achievement efficacy scores rose between T1 and T2 and decreased between 
T2 and T3. Alternatively, in the spring intervention group, their mean curiosity scores 
decreased between T1 and T2, and then rose between T2 and T3. As with the fall 
intervention group, their mean cognitive engagement scores decreased throughout the 
school year. Their mean achievement and regulation efficacy scores followed similar 
patterns—increasing between T1 and T2, and then decreasing again between T2 and T3. 
In addition, data were highly auto-correlated across waves, with higher correlations 
between same-semester waves (e.g., T1 and T2, T2 and T3), than T1 to T3 waves (see 
Table 3).  
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T-test comparisons of mean scores indicated that at T1, the mean score for 
curiosity was not significantly different between intervention groups (p = .22), whereas 
that of cognitive engagement (p<.05), achievement efficacy (p<.001), and regulation 
efficacy (p<.05) were significantly different between intervention groups, with the fall 
intervention group being significantly higher at baseline.  
 
Step One: Structural Path Model 
 
Table F1. Fall Path Model Goodness-of-Fit Statistics 
 J# d.f. RMSEA CFI TLI SRMR Model Comparison ΔJ2(MN) 
Model A- T1-T2 
Direct 837.31 18 0.175 0.809 0.767 0.108   
Model B- T1-T2 
Significant 679.30 11 0.202 0.844 0.689 0.066 MA v. MB 158.01(7)*** 
Model C- T1-T2 
All Indirect 670.84 6 0.272 0.845 0.433 0.063 
MB v. MC 
MA v. MC 
8.46 (5) 
166.48 (12)*** 
Model D- T2-T3 
Direct 761.96 18 0.184 0.810 0.768 0.117   
Model E- T2-T3 
Significant 595.27 9 0.231 0.851 0.635 0.065 MD v. ME 166.69 (9)*** 
Model F- T2-T3 
Indirect 590.31 6 0.282 0.851 0.454 0.062 ME v. MF 4.96 (3) 
       MD v. MF 171.65 (12)*** 
Model G- T1-T3 
Revised Sig paths 1477.29 38 0.176 0.814 0.706 0.093   
Model H- T1-T3 
Significant 1472.91 36 0.181 0.814 0.690 0.093 MG v. MH 4.38 (2) 
         
Model I- T1-T3 
Significant direct -- -- --- --- --- --- ---- ----- 
         
Model J- T1-T3 
All Direct paths 1173.41 34 0.166 0.852 0.740 0.077 MG v. MJ 303.88 (4)*** 
Model K- T1-T3 
Sig. Indirect  1158.71 31 0.173 0.854 0.717 0.076 
MJ v. MK 
 
14.69 (3) * 
 
Model L- T1-T3 
All Indirect paths  1151.67 22 0.205 0.854 0.601 0.076 
MK v. ML 
 
7.04 (9)  
 
Model M- All 
non-sig. dropped 1161.41 34 0.165 0.854 0.742 0.076 MK v. MM 2.70 (3)  
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Model Ma- Cov. 
Cog. & Reg. 670.55 32 0.128 0.917 0.845 0.061 
MMa v. MM 
MMa v. MMb 
MMa v. MMc 
490.86(2)*** 
318.64(2)*** 
454.41(4)*** 
Model Mb- Cov. 
Cog & Reg, Ach. 
& Reg.  
351.91 30 0.094 0.958 0.917 0.045 MMb v. MM MMb v. MMc 
809.50(4)*** 
135.77(2)*** 
Model Mc- Cov. 
Cog. & Reg., 
Ach. & Reg., 
Cog. & Ach. 
216.14 28 0.074 0.976 0.948 0.036 MMc v. MM 945.26(6)*** 
Other LRT tests        
MH v. MJ 
MG v. MK 
MH v. MK 
MG v. ML 
MH v. ML 
MJ v. ML 
MG v. MM 
MH v. MM 
ML v. MM 
MJ v. MM 
299.50 (2) *** 
318.58 (7) *** 
314.20 (5) *** 
325.62 (16)*** 
321.24 (14) *** 
21.74 (12) * 
315.88 (4)*** 
311.50 (2) *** 
9.74 (12) 
---   
Note: *p<.05, **p<.01, ***p<.001 
 
See Table F1 for fit statistics and results of the difference tests for the fall 
intervention group. J# difference tests allowed me to test whether allowing the model to 
freely estimate new parameters resulted in better model fit. First, within the fall sample (n 
= 1640), I ran a baseline model estimating the direct paths between T1 and T2 variables 
(e.g., T1 Curiosity to T2 Curiosity; Model A). This baseline model provided poor fit to 
the data (see Table 1). I then expanded Model A to include all T1 to T2 direct and 
indirect effects between the four variables. Again, Model C provided poor fit to the data 
(see Table F1). In order to establish a parsimonious model, I then examined the path 
loadings and dropped all non-significant paths from the model (five paths; Model B).  χ#difference tests revealed that Model B significantly differed from the baseline Model A 
and did not differ significantly from Model C. Given that Model B is the more 
parsimonious model, Model B was considered the established T1-T2 model for the fall 
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intervention group.  Within the fall sample, I then ran the same procedure for the T2 to 
T3 variables. I first modeled four direct effects (Model D), then all direct and indirect 
paths from the T2 to T3 variables (Model F), and then finally dropped three non-
significant paths from Model F to establish the final T2-T3 Model E. Again,  χ#	difference tests revealed that Model E significantly differed from Model D and did not 
significantly differ from Model F (see Table F1 for model fit statistics and difference 
tests).  
 Subsequently, the established Model B and Model E were used as baseline 
models to create a full T1-T3 model for the fall intervention group (Model H). Again, in 
the interest of parsimony, two non-significant paths were dropped from this expanded 
model (Model G), and a χ# difference tests revealed no significant difference between the 
full and culled models; therefore, I proceeded with Model G as the established baseline 
T1-T3 model for the fall intervention group (see Table F1). I then proceeded to add four 
direct effects from Time 1 to Time 3 in Model J; had any of these direct effects proved 
non-significant they would have been removed in Model I. Next, all four direct and 
twelve indirect effects from T1 to T3 were added to the model (Model L). Again, any of 
these added indirect paths that proved non-significant were then culled from the model 
(nine paths; Model K). A series of χ# difference tests showed that Model K significantly 
improved upon Model J (the model with only direct paths) and was not significantly 
different from Model L—the model with all indirect and direct paths (see Table F1). 
Next, I ran Model M, wherein, in search of model parsimony, all non-significant paths 
were dropped from Model K (three paths). Due to the models having the same degrees of 
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freedom, a difference test was not possible between Models M and J. However, a χ# 
difference test revealed that Model M did not differ from Model K (see Table F1). 
Therefore, Model M, as the most parsimonious model, was pursued further.   
Given that Model M continued to fit the data poorly (see Table F1), I examined 
the modification indices in order to establish which parameters might be potentially 
estimated to produce better fit to the data. Modification indices indicate how much the 
model J# will be reduced if one freely estimates an additional parameter in the model, 
resulting in better model fit (Acock, 2013). Based on the modification indices, and in 
light of literature suggesting overlap between the constructs, three additional models were 
run. First, in Model Ma, covariances between cognitive engagement and self-regulatory 
efficacy at Time 2 and Time 3 were added to the Model.  Results indicate that this model 
had acceptable fit with the data (see Table F1).  Next, additional covariances between 
achievement efficacy and self-regulatory efficacy at Time 2 and Time 3 were added in 
Model Mb. Results indicate that this model had good fit with the data (see Table F1).  
Finally, additional covariances were added between achievement efficacy and cognitive 
engagement at Time 2 and Time 3 in Model Mc. Results indicate that this model had 
excellent fit with the data (see Table F1). 
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Table F2. Spring Path Model Goodness-of-Fit Statistics 
 J# d.f. RMSEA CFI TLI SRMR Model Comparison J#(MN) 
Model A- T1-T2 
Direct 357.29 18 0.197 0.795 0.749 0.109   
Model B- T1-T2 
Significant 303.49 13 0.214 0.824 0.703 0.076 MA v. MB 53.81(5)*** 
Model C- T1-T2 All 
Indirect 295.64 6 0.315 0.825 0.357 0.069 
MB v. MC 
MA v. MC 
7.84 (7) 
61.65 (12)*** 
Model D- T2-T3 
Direct 429.39 18 0.203 0.799 0.754 0.108   
Model E- T2-T3 
Significant 383.42 15 0.211 0.820 0.736 0.077 MD v. ME 45.97 (3)*** 
Model F- T2-T3 
Indirect 371.60 6 0.304 0.821 0.344 0.071 ME v. MF 11.82 (9) 
       MD v. MF 57.79 (12)*** 
Model G- T1-T3 
Revised Sig paths --- -- ---- ----- ----- ----   
Model H- T1-T3 
Significant 784.20 44 0.186 0.794 0.719 0.111   
         
Model I- T1-T3 
Significant direct -- -- --- --- --- --- ---- ----- 
         
Model J- T1-T3 All 
Direct paths 620.44 40 0.173 0.838 0.758 0.089 MH v. MJ 163.76 (4)*** 
Model K- T1-T3 
Sig. Indirect  611.58 39 0.174 0.841 0.755 0.086 
MJ v. MK 
 
8.86 (1) * 
 
Model L- T1-T3 All 
Indirect paths  602.05 28 0.205 0.840 0.658 0.084 
MK v. ML 
 
9.52 (11)  
 
Model M- All non-
sig. dropped 614.49 40 0.172 0.840 0.760 0.089 MK v. MM 2.92 (1)  
Model Ma- Cov. 
Ach. & Reg. 399.05 38 0.140 0.900 0.841 0.073 
MMa v. MM 
MMa v. MMb 
MMa v. MMc 
215.44(2)*** 
130.71(2)*** 
235.87(4)*** 
Model Mb- Cov. 
Ach. & Reg., Cog & 
Reg 
268.34 36 0.115 0.935 0.892 0.063 MMb v. MM MMb v. MMc 
346.15(4)*** 
105.15(2)*** 
Model Mc- Cov. 
Ach. & Reg., Cog. & 
Reg., Cog. & Ach. 
163.18 34 0.088 0.964 0.937 0.052 MMc v. MM 451.30(6)*** 
Other LRT tests        
MH v. MK 
MH v. ML 
MJ v. ML 
MH v. MM 
ML v. MM 
MJ v. MM 
172.62 (5) *** 
182.14 (16) *** 
18.38 (12)  
169.71 (4) *** 
12.44 (12)  
--- 
Note: *p<.05, **p<.01, ***p<.001 
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The same sequence of modeling steps was then completed with the spring 
intervention group (see Table F2 for results). As with the fall intervention group, Models 
B and E were established as the baseline T1-T2 and T2-T3 models, respectively. Unlike 
the fall group, no Model G was needed as all variables in Model H were significant. 
Again, the direct paths from Time 1 to Time 3 were added, and no Model I was tested as 
all direct paths were significant. Model K, the model wherein all non-significant indirect 
paths were dropped (11 paths), was again found to be a significantly better model than 
that of Model J, although no significant difference was found between Model K and 
Model L (see Table F2). Model M, wherein all non-significant paths were dropped from 
Model K (one path), was not found to be significantly different from Model K and is the 
more parsimonious model; therefore, this model was again pursued further. As above, I 
examined the modification indices for areas of ill-fit. In light of previous literature, 
covariances were again added first between achievement efficacy and self-regulatory 
efficacy, then between cognitive engagement and self-regulatory efficacy, and finally 
between cognitive engagement and achievement efficacy all at both Time 2 and Time 3. 
Results indicated that the models had poor, acceptable, and good fit with the data, 
respectively (see Table F2). 
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Figure F1. Direct unstandardized constrained paths between Time 1, Time 2, and Time 3 variables (Model P)  
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Figure F2. Indirect unstandardized constrained paths between Time 1, Time 2, and Time 3 variables (Model P)  
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Table F3. Invariant Path Models Goodness-of-Fit Statistics 
 !" d.f. RMSEA CFI TLI SRMR Model Comparison !"($%) 
Model N- Unconstrained  361.36 52 0.083 0.973 0.937 0.039   
Model O- Invariant all  435.83 102 0.062 0.971 0.965 0.040 MN v. MO 74.47(50)* 
Model P- Invariant paths 381.70 80 0.066 0.973 0.960 0.040 MN v. MP MO v. MP 
20.34(28) 
54.13(22)*** 
Model Q- Invariant paths & variances 410.34 94 0.063 0.972 0.964 0.040 
MN v. MQ 
MO v. MQ 
MP v. MQ 
48.98(42) 
25.49(8)** 
28.64(14)* 
Model R- Invariant paths & intercepts 408.38 88 0.065 0.972 0.961 0.040 
MN v. MR 
MO v. MR 
MP v. MR 
47.02(36) 
27.45(14)* 
26.68(8)*** 
Note: *p<.05, **p<.01, ***p<.001 
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Table F4. Standardized direct, indirect, and total effects in the final constrained model P 
Predictor Criterion Direct Effect Indirect Effect Total Effect 
T1Curiosity T2Curiosity .62*** 
.63*** 
--- .62*** 
.63*** 
T1Cognitive  .09*** 
.10*** 
--- .09*** 
.10*** 
T1Achieve  .05* 
.06* 
--- .05* 
.06* 
T1Regulatory  -.08** 
-.09** 
--- -.08** 
-.09** 
T1Cognitive T2Cognitive .70*** 
.74*** 
--- .70*** 
.74*** 
T1Achieve  .07*** 
.08*** 
--- .07*** 
.08*** 
T1Cognitive T2Achieve .14*** 
.15*** 
--- .14*** 
.15*** 
T1Achieve  .56*** 
.59*** 
--- .56*** 
.59*** 
T1Cognitive T2Regulatory .21*** 
.22*** 
--- .21*** 
.22*** 
T1Achieve  .06** 
.06** 
--- .06** 
.06** 
T1Regulatory  .47*** 
.50*** 
--- .47*** 
.50*** 
T2Curiosity T3Curiosity .48*** 
.49*** 
--- .48*** 
.49*** 
T2Cognitive  .08*** 
.09*** 
--- .08*** 
.09*** 
T1Curiosity  .27*** 
.27*** 
.30*** 
.31*** 
.57*** 
.58 
T1Cognitive  --- .10*** 
.11*** 
.10*** 
.11*** 
T1Achieve  .09*** 
.11*** 
.03** 
.04** 
.12*** 
.15*** 
T1Regulatory  .-.07** 
-.08** 
-.04** 
-.04** 
-.11*** 
-.12*** 
T2Curiosity T3Cognitive .04* 
.04* 
--- .04* 
.04* 
T2Cognitive  .57*** 
.60*** 
--- .57*** 
.60*** 
T2Regulatory  .05** 
.06** 
--- .05** 
.06** 
T1Curiosity  --- .02* 
.02* 
.02* 
.03* 
T1Cognitive  .19*** 
.21*** 
.42*** 
.46*** 
.61*** 
.67*** 
T1Achieve  --- .05*** .05*** 
  
361 
.05*** .05*** 
T1Regulatory  --- .02* 
.03* 
.02* 
.03* 
T2Cognitive T3Achieve .12*** 
.12*** 
--- .12*** 
.12*** 
T2Achieve  .33*** 
.34*** 
--- .33*** 
.34*** 
T2Regulatory  .04 
.04 
 .04 
.04 
T1Cognitive  --- .14*** 
.15*** 
.14*** 
.15*** 
T1Achieve  .30*** 
.32*** 
.20*** 
.21*** 
.50*** 
.53*** 
T1Regulatory  --- 
 
.02 
.02 
.02 
.02 
T2Cognitive T3Regulatory .14*** 
.14*** 
--- .14*** 
.14*** 
T2Regulatory  .46*** 
.46*** 
--- .46*** 
.46*** 
T1Cognitive  --- .19*** 
.21*** 
.19*** 
.21*** 
T1Achieve  .05** 
.06*** 
.04** 
.04** 
.09*** 
.10*** 
T1Regulatory  .20*** 
.21*** 
.21*** 
.23*** 
.41*** 
.45*** 
Note: Fall group reported on top, spring group reported below 
*p<.05, **p<.01, ***p<.001 
 
Step Two: Multiple-Group Invariance Testing  
Next, to test whether the intervention impacted the relationships between the 
variables, I conducted invariance testing on the multiple group structural equation model 
(see Table F3 for goodness-of-fit statistics and results of χ" difference tests). First, the 
baseline T1-T3 Model Mcs from both the fall and spring intervention groups were 
combined in order that the same factors and factor loading patterns would be specified 
across groups (Byrne, 2012); two additional path loadings were added from the spring 
intervention Model Mc to the fall intervention model Model Mc (T1 cognitive T2 
curiosity and T1 regulatory efficacy to T2 curiosity) in order to create Model N, the full, 
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unconstrained configural model (Byrne, 2012). Thus, the established full baseline model 
(Model N) resulted in a three-wave structural equation path model examining T1 to T2, 
T2 to T3, and T1 to T3 paths between curiosity, cognitive engagement, academic self-
regulatory efficacy, and achievement efficacy. This model provided good fit to the data 
(see Table F3). I then proceeded with multi-group invariance testing.  
First, I imposed full invariance on the model (Model O) to serve as a comparison 
model. I then proceeded with specifying metric invariance, with all structural path 
coefficients constrained to be equal across intervention groups (fall and spring; Model P; 
see Table F3 for results). A χ" difference test comparing Model N and Model P was not 
statistically significant (χ" 28 =	20.34, n.s.).  Next, I constrained all structural path 
coefficients and residual variances and covariances to be equal across intervention groups 
(Model Q). A χ" difference test comparing Model N and Model Q was not statistically 
significant (χ" 42 =	48.98, n.s.), indicating that the residual variances within the model 
are operating equally across intervention groups. Then, I constrained the observed 
intercepts and structural path coefficients between groups (Model R). Although χ" 
difference test comparing Model N and Model R was not statistically significant 
(χ" 36 =	47.02, n.s.), the additional constraint of the intercepts across intervention 
groups did produce a significant change from the invariant path coefficient model (Model 
P; χ" 8 =	26.68, p=<.001), indicating that constraining the intercepts to be the same 
across groups significantly deteriorated the model (See Figure F3). Wald tests confirmed 
that the T2 intercepts for curiosity (p<.05), cognitive engagement (p<.05), and regulation 
efficacy (p<.01) were all significantly different by intervention group.  Conversely, 
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results indicated that the T2 intercept for achievement efficacy did not vary by 
intervention group (p = .37). Wald tests results indicated that none of the T3 intercepts 
varied by intervention group (p>.05).  
In light of these results, I proceeded with Model P, constraining the path 
coefficients to be equal across intervention groups, but continued to allow the intercepts 
and variances to vary across groups. Again, Wald-tests revealed intercepts to be different 
for curiosity (p<.05), cognitive engagement (p<.05), and self-regulatory efficacy (p<.001) 
at T2; achievement efficacy did not vary between groups at T2 (p = .46). All variables did 
not significantly differ at T3 (p>.05). As expected, the coefficients of all direct paths 
were fairly moderate across times, with direct effects between the variables themselves 
being stronger between T1 and T2 than between T2 and T3 (see Figures F1 and F2 and 
Table F4). In addition, complex direct and indirect effects were found between the four 
variables across T1, T2, and T3 that both confirmed and disconfirmed our hypotheses. 
Figures F4 through F7 display the adjusted means for each variable at T1, T2, and T3. 
The adjusted means were calculated in order to allow for interpretation of the means at 
T2 and T3 accounting for the mean score at which the intervention groups began, as well 
as accounting for the influence of the other model variables on the means at T2 and T3. 
Accordingly, differences in the group adjusted means more readily allowed for visual 
interpretation of intervention treatment effects. These results are further discussed in 
Chapter 4.   
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Figure F3. Difference tests between structural equation path invariance models.  
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Figure F4. Curiosity adjusted means by intervention group, T1, T2, T3 (Model P) 
 
 
Figure F5. Cognitive engagement adjusted means by intervention group, T1, T2, T3 
(Model P) 
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Figure F6. Achievement Efficacy adjusted means by intervention group, T1, T2, T3 
(Model P) 
 
 
Figure F7. Self-regulatory Efficacy adjusted means by intervention group, T1, T2, T3 
(Model P)  
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