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Sufficient conditions for stabilitv
2. Sufficient conditions for exponential stability
To derive stability results for linear time-varying systems of the
r ( / ) : A ( t ) x ( t ) ,  r > 0 ,
it is usually a priori required that A(. ) belongs to the ser .V of all
l ( ' ) :  R +  -  R n x '
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of increasing interest in control theory. One reason
which the underlying closed-loop adaptive systenl
form
( 2  r )
piecewise continuous ntatrix functions
of linear time-varying systems
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Abstracl: In this paper we consider sufficient conditions for the exponential stability of linear time-varying systems of the form
*(t): A(t)x(t ), 1 > 0. Stability guaranteeing upper bounds for different measures of parameter variations are derived.
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l. Introduction
Stability analysis for time-varying linear systems is
is the growing importance of adaptive controllers for
often is time-varying and linear.
In this paper we analyse exponential stabil ity for systems of the form i(r) : A(t)x(t), r > 0, where
l ( ' ) :R++lR'x ' is  p iecewise cont inuous and uni formly bounded.  Fur thermore for  every />0 the
e i g e n v a l u e s o f A ( t ) a r e c o n t a i n e d i n a l e f t h a l f p l a n e C - . : { s e C l R e s g - e } f o r s o m e € > 0 . H o w e v e r
this last condition is not strong enough to guarantee exponential stability. Additional restrictions on the
parameter variations in A(.) have to be imposed.
In Section 2 we summarize different types of those sufficient parameter variation conditions including
the well known criteria of Coppel [2] and Rosenbrock [5] and two new conditions due to Kreisselmeier [4]
and Krause and Kumar [3]. We give a new short proof of the Krause and Kumar result which was recently
published in this journal. However all mentioned conditions are qualitative results in the sense that if some
measure of the parameter variation is'sufficiently small ' the exponential stabil ity is ensured.
In Section 3 we derive explicit formulas for the parameter variations upper bound to guarantee
exponential stabil ity. These formulas involve some a priori knowledge of l lA(t)l l  and o(,4(l))-
( 2  2 )
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whrch satisfy:
t he re  ex i s t s  M  >  0such  tha t  I . qQ) l l  <  M  fo r  a l l  l >  0 ,
t h e r e e x i s t s  a > 0 s u c h  t h a t  o ( A ( l ) ) c C  " , :  { s e C l R e  r .  _ o )  f o r a l l  l > 0 .
The following definit ion of exponential stabiLity is standard:
2'l' Definition- A system (2-l) is called exponentially stable if there exrst Z, ^ > 0 such that
l l + ( / ,  / o )  l l  <  l ,  e  ^ ( ,  , o r  f o r  a l l  r  >  ro  >  0 ,
where S( . ,  . )  denotes the t ransi t ion matr ix  of  (2.1) .
In general A(')e-9l is neither necessary nor sufficient for exponential stabil ity.
2.2. Examples. (i) Coppel [2,p.3]. Let
1 5 8
A ( t ) :
Then o( l ( l ) )
( i i )  wu [6].
A ( t ) :
Then  o ( l ( r ) )
stable.
(2  3 )
(2 4)
c o s /  s t n r l f - t  - 5 l f  c o s l  s i n r l
s i n r  c o s /  J [  0  - t l [  s i n r  . o r r J '
: t -11 for all / > 0 and a calculation of a fundamental matrix shows that l(.) is unsrable.
Let
-ä  + f  s in  12r  f  cos 12r  I
f  cos  12 r  -+  -  f  s i n  12 r j '
:  {2 ,  -  13)  for  a l l  r>0;  however rhe associated sysrem i ( t ) :A( t )x( t )  is  exponent ia l ly
In order obtain sufficient conditions for exponential stability additional restrictions for the variation ofthe elements of A(.) e g have to be imposed.
It has been shown that if ö > 0 is sulficiently small, then any of the following conditions guarantees
exponential stabil ity of (2.1):
l l , < ( r ) l l  < ö  f o r a l l r > 0  t 5 l .
l l A ( t r )  -  A ( t r )  l l  <  0 l l t r *  t , l l  f o r  a l l  r , ,  r ,  >  0  [ Z , p . S l .
sup  l l  A( t  +  , )  -  A( r )  l l  <  ö  fo r  some ä  >  0 .
O < r < h
,<(.)  is cont inuous, l l l ( . )  l l is uni formly bounded
and there  ex is ts  T> 0  such tha t  / '0 " ' l lÄ  ( , \ l l  d1  <ör  fo r  a i l  ro>  0 .
" t n
, 
condition (2'7) is a consequence of rheorem 3.2 (iii) in Section 3 of this paper and is less restrictivethan the similar condition in Lemma 3 of [4]:
. l im sup l l  A(t  + r)  -  l ( / )  l l  :  0 for al l  l r  > 0.r - @  0 < r < l r
Furthermore (2'8) is less restrictive than the criterion in [3] which requires the integral inequality of (2.g)for all "- To and some ro > 0. In fact condition 12.8) can be proved much shorter following the ideas ofRosenbrock's proof for condition (2.5).
'S impler 'proof  
of  the Krause and Kumar condi t ion.  Let  A( . )eg, l ( . )  cont inuous and uni formlybounded. Suppose the integral condition in (2.8) is satisfied for some Z'> 0, ö > 0. Then the set
, n ( e ) , :  { r  e  Ä *  l l l l ( . )  l l  ,  r }
(2 .5 )
(2 6)
(2  1 )
(2 8)
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is a union of open intervals since l(.) is continuous. If -!?(1) denotes the Lebesgue
sets 1c R,  then by (2.8) ,
g ( ( t o , l 0  +  f  )  n  " r ( u ) )  . e  <  ö Z  f o r  a l l  l o  >  0 .
T ' t rus Jf ( ( ro,  /0  + Z)  n q(r ) )  -  0  as ö -  0.  Ler  now
V(x ,  t )  ' :  x rR ( r ) x
wnere
, @
R ( r ) , :  I  , n '  ( r ) s  a " l r t ) s 6 r .'  Jg
Similar to Rosenbrock's [5] proof we show that if ö is sufficiently small, then Z(x,
function for (2.1). Since ,4(.) is bounded there exist (cf. Brocketr [1,p.203]) cr,
c ,1, ,  < R(t )  z-cr I , .  Fur thermore because R(t )A( t )  + l r ( t )R( l )  :  -  I ,  we obta in
.  f @
n ( r ) :  l  r " ' t ' r ' I n ( r ) r ( / ) + l r ( / ) R ( r ) ]  e r { ' ) ' d s
and for e sufficiently small,
v ( x ( t ) ,  r )  :  ( x ( r ) ,  [ Ä ( , )  -  r , , ] ' ( r ) )
<  -  j t t x ( r ) l l ' .  - + v ( x ( t ) ,  t )  t o r  t € r n ( e ) .
S i n c e  l l l ( / ) l l  < K *  f o r s o m e K * > 0 ,
t ( x ( t ) ,  t ) . K  l l x ( r )  l l ' =  { r ( x ( r ) ,  r )  f o r  r e  r , ( e )
for some K> K*. Since 9(rnQ\- 0 as ö - 0, there exists for ö sufficiently small o > 0 such that
. ,  Z (  x (  s  ) .  s  )
I  _ ,#  ds  <  - r , ; ( l  -  r n )  f o r  a l l  r  >  t o+  T ,J r "  Z ( x ( s ) ,  s )
and this proves exponential decaying of the solutions of (2.1). !
As an existence condition (2.8) is not really an improvement of (2.5). The above proof shows that if
l l  l( ) l l  is assumed to be uniformly bounded there always exists sufficiently small ö > 0 such that rhe
auerage parameter variation condition (2.8) implies that l( ') satisfies Rosenbrock's criterion. The
converse direction is obvious. Hence, viewed as existence conditions (2.8) and (2.5) are equiualent.In order
to show that (2.8) is less conseruatioe than (2.5), upper bounds for the integral in (2.8) should be derived
which guarantee exponential stabil ity of (2.1). In the next section we determine such quantitative boun{s
for the ö's involved in (2.5) (2.1).
3. Upper bounds for parameter variations
In order to prove the main result of this paper we need a lemma and some preparatory forrnulas:
3 . 1 . L e m m a [ 2 ] . S u p p o s e A ( . . ) e 9 , i n p a r t i c u l a r  l l A ( t ) l l < M . T h e n f o r e u e r y e e ( 0 , 2 M ) ,





/) is a Liapunov
r ' r>0  such tha t
( 2 . 1 1 )
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For füed /0 c R ", (2.7) can be rewritten in the form
* ( t ) :  A ( t ) x ( t )  +  I A Q )  -  A ( t ) ) x ( t ) ,  /  >  0 ,  ( 3 . 1 )
and for x(to): xo € R' its solution is given by
, ( / ) :  e A ( t ü ( t - t o \ x o +  [ '  s o r , , x ,  ' , [ . a ( r )  -  A ( t ) ] x ( s )  d s .  ( 3 . 2 )t  
, r ,
Thus for A(-) eJZ Coppel's Lemma yields
l l " ( l )  l l  (  r .  e ( - o + ' ) ( '  ' o )  l l " o  l l
*  n ,  [ '  e ( - d + € ) ( / - r )  l l  - a ( r )  -  A ( t )  l l  l l  x ( s )  l l  d s  f o r  /  >  / 6 ,  ( 3 . 3 )' l
' o
where
n , . :  ( 2M7u) ,  , .  ( 3 .4 )
Applying Gronwalls's Lemma to (3.3) gives
l l " ( r )  l l  = n .  " * o [ 1 - a + e ) ( r - l o )  +  n , [ ' l l , t ( r ) _ i A ( t )  1 1  a r l  l l ' o l l  f o r  a i l  r >  r o .  ( 3  5 )
l " r n l
3.2. Theorem. Suppose A(-)e9. Then
* ( r ) : A ( t ) x ( t ) ,  r > 0 ,  ( 3 . 6 )
is exponentially stable if one of the followirtg conditions holds for all t > 0'.
( 1 )  a>  4M.
(u) l(.) is piecewise differentiable and
l l Ä ( t \ l l  < 6 <  = ] -  o 4 n - 22 n - l 2 7 4 a n ' a '
( n )  Fo r  some  k  )0 ,  l e  (0 ,  1 ) ,  a>2Mq + ( (n -  I ) / k ) l ogq  and
, : : ? -  l l  
A ( t  + , )  -  A ( r )  l l  - < 8 . 4 ' '  ( " - r M n +  +  l o s  r ) .
(iv) a > n - 7 and for some 4 e (0, 1),
, , A ( t + h )  r / ' \
i * l l #  l l  
<  ö  .  2 r ' - ' ( a  -  2 M 4  +  ( n  -  l )  l o e  r r ) .
Proof .  ( i )  S ince l l -a(s)  -  A( t ) l l  <2M Vs,  16> 0,  inequal i ty(3.5) impl ies for  some f t  > 0 and te(0,2M),
l l  " ( r )  l l  (  r c .  e [ - o + ' + K e 2 M ] ( t - t o )  l l x ( r o )  l l  .  n .  " [ u * n . 2 M - 4 M - h ]  l l  r ( l o )  l l
The function
f  : ( 0 , 2 M f  - p ,  s * ) s +  r c u 2 M * 4 M - h ,
is  cont inuous and f (2M):  -h,  Thus there ex is ts  e e(0,2M1such that  , f ( r )  < 0.
(ü) We prove that V(x, t) as defined in (2.9) is a Liapunov function of (3.6). Its time derivative along
solutions of (3.6) is
Ä
f i v t r t  1 ) ,  / )  :  " ' ( r ) [ -1 ,  +  Ä ( / ) l x ( / )
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We have to show that
n ( r ) = f , ,  f o r a l l r > O .  
e j )
Applying Coppel's Lemma to (2.11) and (2.10) we obrain
l l  , R ( r | l  < r - r  " \ ' ' '  " . r ,  a r . ) s dJ 6  \ ; /  e - ' *  
" " d s ' 2 l l  R ( r ) l l l l r ( 1 ) l l
= r f f !  
2 { n - r )  
/ * . r ,  " * . , . 6 r 1 ' 5  : r ( 2 ! ) 4 ( 4 - r ) /  I  \ ' "- - t \  t  J  J o  I  \  e  i  \ 2 ( _ a r f ) / ö
and thus (3.7) holds if for some e e (0, a),
-  |  F  \ 4 { a - l )
u . t \ m )  ( o - . ) ' : , s ( e ) .
It is easily verif ied that g(-) achieves its maximum at eo: ak/(k+ 1) on (0, a) and
Z d 4 n  2
s { F . .  l :
( 2 M ) o < '  t ' ( ,  -  l )  
'
( i i i )  By (3.5)  we have for  every I  €  N,  k  > 0 and t  e [ to+ tk ,  to+ ( /+ 1)k] ,
l l " ( t )  l l  : 6 .  " r ( r - r o - , o ) l l r ( l o  +  / f t )  l l
s K . e 7 ( / - r o - l k ) n . " r ( k ) l l x ( l o + ( / - 1 ) f t ) l l  : n 3 e y ( / - 1 0 - ( /  r ) * ) l l r ( r o + ( / _ 1 ) k ) l l
where 1:: -a * e * rc.ö. Thus
l l " ( t )  l l  s  K .  e /  r o s  K . + Y ( / - 1 0 )  l l r ( r n )  l l
Because t - to> /k we obtain
1"(r)  t r  = , . .  "*p{(+J! *  , )r ,  -  , , ))  1 "(ro) 1.
Consider
log rc, los(2 M /t\ '- |
Ä  t  Y : - T  * e * r c . ö - a '
It suffices to find e <2M, k > 0 such that (log rc,)/k +y < 0 or equivalently,
log rc^( e  - a ) + - - ' <  r , 6 ,
respectively
| | lop. ,(- \U < ö < - l a - r  - - - i j  l .
r ( , \  k  l
H o w e v e r t o e v e r y e e ( 0 , a ) e x i s t s k * > 0 s u c h t h a t d - € - ( 1 o g r c , ) / k * > 0 a n d w e o b t a r n e x p o n e n t i a l
stabil ity of (3.6) for every l(.) for which
s u p  l l A ( r + r ) -  A ( r ) l l  < a .  L l ,  l o e  r c - t
o s r : k "  K r \ t - t -  O - - , /  
> O
Now (ii i) follows with 4 : e/2M.
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( iv)  Assume
l l / ( /  r  r ) - / ( / ) l l < Ä
l l  h  l l -
for e\iery ft > 0. Then by (3.5) we have
l l r ( r ) l l  . n , . * p { { - a r  p l ( t  - t , , 7  t  n , 1 , ,  " ' h ö d h )  t t * t , r i
-  , . ,  . ^n ( ( .  . '  1  K  ! ' "  a ) { ,  -  , , ,  t )  t t  * t , "  t  t l
For I  e  [1, , ,  lo  + 1]  we obta in
l l r ( l )  l l  - (  K .  e r ( l - r n )  l l r ( r n )  l l
w h e r e T : e - c t * ] r c . ö . F o r l e  [ / 0 + 1 ,  t o + l + 1 ] ,  l e N a r b i t r a r y , w e c o n c l u d e a s i n t h e p r o o f  f  ( i ü ) ,
I t , ( l )  l l  !  r .  e ( r " B  t . + Y x l  1 0 )  l l r ( r n )  l l
a n d l o g r c . * y < 0 i f
u.r(*)"  ' ( " - , - 'or(  ry)"  ' )
Then (iv) follows with 4 : e/2M. !
Note that the proof of (i i i) presents a short proof of Lemma 3 in Kreisselmeier [4].
If additional information on the exponential decay of e'( ')" is known, the bounds derived in Theorem
3.2 can be simplif ied as follows:
3.3.  Theorem. Suppose A( ' )ef  and let
l l e ' t ' r "  l l  <  n  e  
' "  f o r  a l l  l ,  o  >  0 ,
f o r s o m e  K ,  o ) 0 .  L e t  ß , : r / n . T h e n t h e s y s t e m
; ( r ) : A ( t ) x ( t ) ,  / > 0 ,
is exponentially stable if one of the following conditions holds for all t > 0:( i ) l l z t ( r ) l l < M < + ß .
(ii) l(') is piecewise differentiable and
t t Ä Q )  l l= ö . 2 8 ' .
(lit) There exists h > 0 such that
s u p  1 A ( t + r ) -   a ( t )  1 < 8 <  B _ \ i Y
o = a < h
( i v )  s u p  l l a ( r  +  n ) .  -  a ( ' ) l l .  u  <  z ß  - 2  l o s  n .
i , ' o l l  h  l l  K
The proof is similar to that of Theorem 3.2.
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