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THE MAGNUS REPRESENTATION AND HIGHER-ORDER ALEXANDER
INVARIANTS FOR HOMOLOGY COBORDISMS OF SURFACES
TAKUYA SAKASAI
ABSTRACT. The set of homology cobordisms from a surface to itself with markings of their
boundaries has a natural monoid structure. To investigate the structure of this monoid, we de-
fine and study its Magnus representation and Reidemeister torsion invariants by generalizing
Kirk-Livingston-Wang’s argument over the Gassner representation of string links. Moreover,
by applying Cochran and Harvey’s framework of higher-order (non-commutative) Alexander in-
variants to them, we extract several pieces of information about the monoid and related objects.
1. INTRODUCTION
Let Σg,1 be a compact connected oriented surface of genus g ≥ 1 with one boundary com-
ponent. A homology cylinder (over Σg,1) consists of a homology cobordism from Σg,1 to itself
with markings of its boundary. We denote by Cg,1 the set of isomorphisms classes of homol-
ogy cylinders. Stacking two homology cylinders gives a new one, and by this, we can endow
Cg,1 with a monoid structure (see Section 2 for the precise definition). The origin of homology
cylinders goes back to Habiro [7], Garoufalidis-Levine [6] and Levine [14], where the clasper
(or clover) surgery theory is effectively used to investigate the structure of Cg,1.
By a standard method, we can assign a homology cylinder to each homology 3-sphere or
pure string link. Also, for a given homology cylinder, we can use an element of the mapping
class group of Σg,1 to construct another one by changing its markings. Since these operations
preserve each monoid structure, Cg,1 can be regarded as a simultaneous generalization of the
monoid of homology 3-spheres, that of string links and the mapping class group, any of which
plays an important role in the theory of 3-manifolds. On the other hand, there exists a natural
way (called closing) to construct a closed 3-manifold from each homology cylinder. Therefore,
through its monoid structure, Cg,1 serves as an effective tool for classifying closed 3-manifolds.
The aim of this paper is to study the structure of Cg,1 from rather an algebraic point of view.
We mainly use non-commutative rings arising from group rings to define some invariants such
as the Magnus representation for Cg,1 and Reidemeister torsion invariants. Note that our Magnus
representation extends that for the mapping class group defined by Morita [16], as the Gassner
representation for string links due to Le Dimet [11] and Kirk-Livingston-Wang [10] does that
for the pure braid group. See Birman’s book [1] for generalities of the ordinary (pre-extended)
Magnus representation, including free differentials.
After defining invariants using non-commutative rings, we shall need some devices to extract
information from them. For that, we use the framework of higher-order Alexander invariants
due to Cochran [2] and Harvey [8, 9]. Higher-order Alexander invariants are those for finitely
presentable groups interpreted as degrees of “non-commutative Alexander polynomials”, which
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have some unclear ambiguity except their degrees. Historically, they are first defined for knot
groups by Cochran, and then generalized for arbitrary finitely presentable groups by Harvey.
Using them, Cochran and Harvey obtained various sharper results than those brought by the
ordinary Alexander invariants — lower bounds on the knot genus or the Thurston norm, neces-
sary conditions for realizing a given group as the fundamental group of some compact oriented
3-manifold, and so on. In the process of applying higher-order Alexander invariants to our case,
we shall give its slight generalization (called torsion-degree functions) because of the difference
of localizations of non-commutative rings used in the Magnus representation and higher-order
Alexander invariants. Then we use it to study several properties of our invariants and relation-
ships between them, from which we will obtain some information about the structure of Cg,1
and related 3-manifolds.
The outline of this paper is as follows. In Section 2, we review the definition of homology
cylinders as well as setting up our notation and terminology. Sections 3 and 4, which are the
first main part of this paper, are devoted to define the Magnus representation and study its
fundamentals, including some examples. In Section 5, we review the theory of higher-order
Alexander invariants, following Harvey’s papers [8, 9], and then define its generalization. In
Section 6, which is the second main part, we observe several applications of our invariants.
2. HOMOLOGY CYLINDERS
Throughout the paper, we work in PL or smooth category. Let Σg,1 be a compact connected
oriented surface of genus g ≥ 1 with one boundary component. We take a base point p on the
boundary of Σg,1, and take 2g loops γ1, . . . , γ2g of Σg,1 as shown in Figure 1. We consider them
to be an embedded bouquet R2g of 2g-circles tied at the base point p ∈ ∂Σg,1. Then R2g and the
boundary loop ζ of Σg,1 together with one 2-cell make up a standard cell decomposition of Σg,1.
The fundamental group π1Σg,1 of Σg,1 is isomorphic to the free group F2g of rank 2g generated
by γ1, . . . , γ2g, in which ζ =
∏g
i=1[γi, γg+i].
γ1 γ2 γg
γg+1 γg+2 γ2g
p
ζ
FIGURE 1. A standard cell decomposition of Σg,1
A homology cylinder (M, i+, i−) (over Σg,1), which has its origin in Habiro [7], Garoufalidis-
Levine [6] and Levine [14], consists of a compact oriented 3-manifold M and two embeddings
i+, i− : Σg,1 → ∂M satisfying that
(1) i+ is orientation-preserving and i− is orientation-reversing,
(2) ∂M = i+(Σg,1) ∪ i−(Σg,1) and i+(Σg,1) ∩ i−(Σg,1) = i+(∂Σg,1) = i−(∂Σg,1),
(3) i+
∣∣
∂Σg,1
= i−
∣∣
∂Σg,1
,
(4) i+, i− : H∗(Σg,1)→ H∗(M) are isomorphisms.
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We denote i+(p) = i−(p) by p ∈ ∂M again and consider it to be the base point of M . We write
a homology cylinder by (M, i+, i−) or simply by M .
Two homology cylinders are said to be isomorphic if there exists an orientation-preserving
diffeomorphism between the underlying 3-manifolds which is compatible with the embeddings
of Σg,1. We denote the set of isomorphism classes of homology cylinders by Cg,1. Given two
homology cylinders M = (M, i+, i−) and N = (N, j+, j−), we can construct a new homology
cylinder M ·N by
M ·N = (M ∪i−◦(j+)−1 N, i+, j−).
Then Cg,1 becomes a monoid with the unit 1Cg,1 := (Σg,1 × I, id×1, id×0).
From the monoid Cg,1, we can construct the homology cobordism group Hg,1 of homol-
ogy cylinders as in the following way. Two homology cylinders M = (M, i+, i−) and N =
(N, j+, j−) are homology cobordant if there exists a compact oriented 4-manifold W such that
(1) ∂W = M ∪ (−N)/(i+(x) = j+(x), i−(x) = j−(x)) x ∈ Σg,1,
(2) the inclusions M →֒ W , N →֒W induce isomorphisms on the homology,
where −N is N with opposite orientation. We denote by Hg,1 the quotient set of Cg,1 with re-
spect to the equivalence relation of homology cobordism. The monoid structure of Cg,1 induces
a group structure ofHg,1. In the groupHg,1, the inverse of (M, i+, i−) is given by (−M, i−, i+).
Example 2.1. For each element ϕ of the mapping class group Mg,1 of Σg,1, we can construct a
homology cylinder Mϕ ∈ Cg,1 by setting
Mϕ := (Σg,1 × I, id×1, ϕ× 0),
where collars of i+(Σg,1) and i−(Σg,1) are stretched half-way along ∂Σg,1 × I . This gives
injective homomorphisms Mg,1 →֒ Cg,1 and Mg,1 →֒ Hg,1. From this, we can regard Cg,1 and
Hg,1 as enlargements of Mg,1.
Let Nk(G) := G/(ΓkG) be the k-th nilpotent quotient of a group G, where we define Γ1G =
G and ΓlG = [Γl−1G,G] for l ≥ 2. For simplicity, we write Nk(X) for Nk(π1X) where X is a
connected topological space, and write Nk for Nk(F2g) = Nk(Σg,1).
Let (M, i+, i−) be a homology cylinder. By definition, i+, i− : π1Σg,1 → π1M are both 2-
connected, namely they induce isomorphisms on the first homology groups and epimorphisms
on the second homology groups. Then, by Stallings’ theorem [20], i+, i− : Nk
∼=
−→ Nk(M) are
isomorphisms for each k ≥ 2. Using them, we obtain a monoid homomorphism
σk : Cg,1 −→ AutNk ((M, i+, i−) 7→ (i+)
−1 ◦ i−).
It can be easily checked that σk induces a group homomorphism σk : Hg,1 → AutNk. We
define filtrations of Cg,1 and Hg,1 by
Cg,1[1] := Cg,1, Cg,1[k] := Ker
(
Cg,1
σk−→ AutNk
)
for k ≥ 2,
Hg,1[1] := Hg,1, Hg,1[k] := Ker
(
Hg,1
σk−→ AutNk
)
for k ≥ 2.
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3. THE MAGNUS REPRESENTATION FOR HOMOLOGY CYLINDERS
We first summarize our notation. For a matrix A with entries in a ring R, and a ring homo-
morphism ϕ : R → R′, we denote by ϕA the matrix obtained from A by applying ϕ to each
entry. AT denotes the transpose of A. When R = ZG for a group G or its right field of fractions
(if exists), we denote by A the matrix obtained from A by applying the involution induced from
(x 7→ x−1, x ∈ G) to each entry.
For a module M , we write Mn and Mn for the modules of column and row vectors with n
entries respectively.
For a finite cell complex X and its regular covering XΓ with respect to a homomorphism
π1X → Γ, Γ acts on XΓ from the right through its deck transformation group. Therefore we
regard the ZΓ-cellular chain complex C∗(XΓ) of XΓ as a collection of free right ZΓ-modules
consisting of column vectors together with differentials given by left multiplications of matrices.
For each ZΓ-bimodule A, the twisted chain complex C∗(X ;A) is given by the tensor product
of the right ZΓ-module C∗(XΓ) and the left ZΓ-module A, so that C∗(X ;A) and H∗(X ;A) are
right ZΓ-modules.
3.1. Definition of the Magnus representation for homology cylinders. In what follows, we
fix an integer k ≥ 2, which corresponds to the class of the nilpotent quotient. The following
construction is based on Kirk-Livingston-Wang’s work of the Gassner representation for string
links in [10].
Let (M, i+, i−) ∈ Cg,1 be a homology cylinder. By Stallings’ theorem, Nk and Nk(M) are
isomorphic. Since Nk is a finitely generated torsion-free nilpotent group for each k ≥ 2, we
can embed ZNk into the right field of fractions KNk := ZNk(ZNk − {0})−1. (See Section 5.)
Similarly, we have ZNk(M) →֒ KNk(M) := ZNk(M)(ZNk(M) − {0})−1. We consider the
fields KNk and KNk(M) to be local coefficient systems on Σg,1 and M respectively.
By a standard argument using covering spaces (see for instance [10, Proposition 2.1], [18,
Lemma 5.11]), we have the following.
Lemma 3.1. i± : H∗(Σg,1, p; i∗±KNk(M)) → H∗(M, p;KNk(M)) are isomorphisms as right
KNk(M)-vector spaces.
Remark 3.2. The same conclusion as in Lemma 3.1 can be drawn for the homology with
coefficients in any Zπ1(M)-algebra A satisfying the following property: Every matrix with
entries in Zπ1(M) sent to an invertible one by the augmentation map Zπ1(M) → Z is also
invertible in A. Note that KNk(M) satisfies this property.
Since R2g ⊂ Σg,1 is a deformation retract, we have
H1(Σg,1, p; i
∗
±KNk(M))
∼= H1(R2g, p; i
∗
±KNk(M)) = C1(R˜2g)⊗pi1R2g i
∗
±KNk(M)
∼= K
2g
Nk(M)
with a basis
{γ˜1 ⊗ 1, . . . , γ˜2g ⊗ 1} ⊂ C1(R˜2g)⊗pi1R2g i
∗
±KNk(M)
as a right KNk(M)-vector space, where γ˜i is a lift of γi on the universal covering R˜2g.
Definition 3.3. (1) For each M = (M, i+, i−) ∈ Cg,1, we denote by r′k(M) ∈ GL(2g,KNk(M))
the representation matrix of the right KNk(M)-isomorphism
K2g
Nk(M)
∼= H1(Σg,1, p; i
∗
−KNk(M))
∼=
−→
i−
H1(M, p;KNk(M))
∼=
−−→
i−1+
H1(Σg,1, p; i
∗
+KNk(M))
∼= K
2g
Nk(M)
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(2) The Magnus representation for Cg,1 is the map rk : Cg,1 → GL(2g,KNk) which assigns to
M = (M, i+, i−) ∈ Cg,1 the matrix i
−1
+ r′k(M).
While we call rk(M) the Magnus “representation”, it is actually a crossed homomorphism,
namely we have the following.
Theorem 3.4. For M1,M2 ∈ Cg,1, we have
rk(M1 ·M2) = rk(M1) ·
σk(M1)rk(M2).
Proof. We write M = M1 ·M2 for simplicity. Let i : M1 →M and j : M2 →M be the natural
inclusions. Since M = (M, i ◦ i+, j ◦ j−) and i ◦ i− = j ◦ j+, the map
H1(Σg,1, p; j
∗
−j
∗KNk(M))
j◦j−
−−→ H1(M, p;KNk(M))
(i◦i+)−1
−−−−−→ H1(Σg,1, p; i
∗
+i
∗KNk(M))
is given as the composite of
H1(Σg,1, p; j
∗
−j
∗KNk(M))
j−
−→ H1(M2, p; j
∗KNk(M))
j−1+
−−→ H1(Σg,1, p; j
∗
+j
∗KNk(M))
and
H1(Σg,1, p; i
∗
−i
∗KNk(M))
i−
−→ H1(M1, p; i
∗KNk(M))
i−1+
−−→ H1(Σg,1, p; i
∗
+i
∗KNk(M)).
Hence
r′k(M) =
ir′k(M1) ·
jr′k(M2)
=⇒ (i i+)
−1
r′k(M) =
(i i+)−1ir′k(M1) ·
(i i+)−1jr′k(M2)
= i
−1
+ r′k(M1) ·
i−1+ i
−1jr′k(M2)
= i
−1
+ r′k(M1) ·
i−1+ i−j
−1
+ r′k(M2)
=⇒ rk(M) = rk(M1) ·
σk(M1)rk(M2)
This completes the proof. 
Theorem 3.5. rk : Cg,1 → GL(2g,KNk) factors throughHg,1.
Proof. Suppose M1 = (M1, i+, i−) and M2 = (M2, j+, j−) ∈ Cg,1 are homology cobordant by
a homology cobordism W . Let i : M1 → W , j : M2 → W be the natural inclusions. We
may assume that M1 ∪ M2 is a subcomplex of W and that W has only one 0-cell p. Since
ZNk ∼= ZNk(W ) by Stallings’ theorem, we have KNk(W ) := ZNk(W )(ZNk(W )−{0})−1. We
write I+ := i ◦ i+ = j ◦ j+ and I− := i ◦ i− = j ◦ j−. Then we have the following commutative
diagram:
H1(Σg,1, p; i
∗
−i
∗KNk(W )) H1(Σg,1, p; I
∗
−KNk(W )) H1(Σg,1, p; j
∗
−j
∗KNk(W ))
i−
y∼= I−y∼= j−y∼=
H1(M1, p; i
∗KNk(W ))
i
−−−→
∼=
H1(W, p;KNk(W ))
j
←−−−
∼=
H1(M2, p; j
∗KNk(W ))
(i+)−1
y∼= (I+)−1y∼= (j+)−1y∼=
H1(Σg,1, p; i
∗
+i
∗KNk(W )) H1(Σg,1, p; I
∗
+KNk(W )) H1(Σg,1, p; j
∗
+j
∗KNk(W ))
The left vertical maps give ir′k(M1) and the right ones give jr′k(M2). Applying I−1+ , we obtain
rk(M1) = rk(M2). 
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Consequently, we obtain the Magnus representation rk : Hg,1 → GL(2g,KNk), which is
a crossed homomorphism. If we restrict rk to Cg,1[k] (resp. Hg,1[k]), it becomes a monoid
(resp. group) homomorphism.
Example 3.6. For ϕ ∈Mg,1 →֒ AutF2g, we can obtain
rk(Mϕ) =
ρk
(
∂ϕ(γj)
∂γi
)
i,j
,
where ρk : ZF2g → ZNk ⊂ KNk is the natural map and ∂/∂γi are free differentials. From this,
we see that rk generalizes the original Magnus representation for Mg,1 in [16].
3.2. Computation of the Magnus matrix. In [10], the Gassner matrix of a string link is com-
puted from the Wirtinger presentation of the fundamental group of its exterior, which gives a
finite presentation whose deficiency coincides with the number of strings. Recall that the defi-
ciency of a finite presentation P = {x1, . . . , xn | r1, . . . , rm} of a finitely presentable groupG is
n−m, and the deficiency of G is the maximum of all over the deficiencies of finite presentations
of G. In our context, we do not have such a useful method in general.
Definition 3.7. For (M, i+, i−) ∈ Cg,1, a presentation of π1M is said to be admissible if it is of
the form
〈i−(γ1), . . . , i−(γ2g), z1, . . . , zl, i+(γ1), . . . , i+(γ2g) | r1, . . . , r2g+l〉.
Note that there does exist an admissible presentation for each homology cylinder (M, i+, i−).
Indeed, take a Morse function with no critical points of indices 0 and 3. Then M can be seen as
Σg,1 × I with some 1- and 2-handles. Since the Euler characteristics of Σg,1 × I and M are the
same, the numbers of the attached 1- and 2- handles are the same. Therefore the presentation
of π1M obtained from a presentation of π1(Σg,1 × I) = F2g with deficiency 2g by adding new
generators and relations corresponding to the 1- and 2-handles has deficiency 2g again. Our
claim follows from this. (See also Section 6.2.)
Given an admissible presentation of π1M as in Definition 3.7, we define 2g × (2g + l),
l × (2g + l) and 2g × (2g + l) matrices A,B,C by
A =
(
∂rj
∂i−(γi)
)
1≤i≤2g
1≤j≤2g+l
, B =
(
∂rj
∂zi
)
1≤i≤l
1≤j≤2g+l
, C =
(
∂rj
∂i+(γi)
)
1≤i≤2g
1≤j≤2g+l
at ZNk(M), namely we apply the natural map
Z〈i−(γ1), . . . , i−(γ2g), z1, . . . , zl, i+(γ1), . . . , i+(γ2g)〉 → Zπ1(M)→ ZNk(M)
to each entry of the matrices obtained by free differentials.
Proposition 3.8. (1) The square matrix
(
A
B
)
is invertible as a matrix with entries in KNk(M).
(2) As matrices with entries in KNk(M), we have
(r′k(M) Z)
(
A
B
)
= −C
for some 2g × l matrix Z.
THE MAGNUS REPRESENTATION AND HIGHER-ORDER ALEXANDER INVARIANTS 7
Proof. (1) Let t : ZNk(M)→ Z be the augmentation map. t( AB )· gives a presentation matrix of
H1(M)/Φ+, where Φ+ is the subgroup ofH1(M) generated by i+(γ1), . . . , i+(γ2g). (See [4] for
this fact through the concept of presentations of a pair of groups.) By definition, H1(M)/Φ+ =
0, and we have an exact sequence
Z
2g+l
t
( AB )·−−−−→ Z2g+l −−−→ H1(M)/Φ+ = 0.
By the Hopfian property of Z2g+l, we see that t( AB ) is invertible. (1) follows from this. (See
Remark 3.2.)
(2) Through a standard argument using Eilenberg-MacLane spaces, we can assume that a
given admissible presentation is obtained from a cell decomposition of M . Then
(
A
B
C
)
· gives
the boundary map C2(M, p;KNk(M))
∂2−→ C1(M, p;KNk(M)). Considering the correspondence
of 1-cycles, we have
 I2g0(l,2g)
02g
−
 02g0(l,2g)
r′k(M)
 =
AB
C
X ∈ C1(M, p;KNk(M))
for some matrix X , where we write 0k and 0(k,l) for the zero matrices of sizes k × k and k × l
respectively. (2) follows from this. 
Note that from (2), we have r′k(M) = −C
(
A
B
)−1(
I2g
0(l,2g)
)
, namely the Magnus matrix r′k(M)
can be computed from any admissible presentation of π1(M).
Next, we derive a formula for changing a generating system of π1Σg,1. For a homology cylin-
der (M, i+, i−), we take an admissible presentation of π1M as in Definition 3.7 and construct
the matrices A,B,C as before. Let γ′1, . . . , γ′2g be another generating system of π1Σg,1. We can
take ϕ ∈ Autπ1Σg,1 such that γ′i = ϕ(γi) for i = 1, . . . , 2g.
Proposition 3.9. Let rϕk (M) be the Magnus matrix corresponding to the new generating system.
Then
rϕk (M) =
(
∂ϕ(γj)
∂γi
)−1
rk(M)
σk(M)(
∂ϕ(γj)
∂γi
)
.
Proof. We have the following admissible presentation of π1M with respect to γ′1, . . . , γ′2g:
π1M ∼=
〈 i−(γ′1), . . . , i−(γ′2g),i−(γ1), . . . , i−(γ2g),
z1, . . . , zl,
i+(γ1), . . . , i+(γ2g),
i+(γ
′
1), . . . , i+(γ
′
2g)
i−(γ
′
1)i−(ϕ(γ1))
−1, . . . , i−(γ
′
2g)i−(ϕ(γ2g))
−1,
r1, . . . r2g+l,
i+(γ
′
1)i+(ϕ(γ1))
−1, . . . , i+(γ
′
2g)i+(ϕ(γ2g))
−1,
〉
.
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The matrices A′, B′, C ′ corresponding to this presentation are given by
A′ = (I2g 0(2g,2g+l) 02g)
B′ =

−
i−
(
∂ϕ(γj)
∂γi
)
1≤i,j≤2g
A 02g
0(l,2g) B 0(l,2g)
02g C −
i+
(
∂ϕ(γj)
∂γi
)
1≤i,j≤2g

C ′ = (02g 0(2g,2g+l) I2g)
Computing−C ′
(
A′
B′
)−1(
I2g
0(4g+l,2g)
)
, we obtain the formula. 
4. EXAMPLE: RELATIONSHIP TO THE GASSNER REPRESENTATION FOR STRING LINKS
In [14], Levine gave a method for constructing homology cylinders from pure string links. By
this, we can obtain many homology cylinders not belonging to the subgroupMg,1. Also, we can
see a relationship between the Gassner representation for string links and our representation.
For a g-component pure string link L ⊂ D2 × I , we now construct a homology cylinder
ML ∈ Cg,1 as follows. Consider a closed tubular neighborhood of the loops γg+1, γg+2, . . . , γ2g
in Figure 1 to be the image of an embedding ι : Dg →֒ Σg,1 of a g-holed disk Dg as in Figure 2.
Dg
ι
FIGURE 2.
Let C be the complement of an open tubular neighborhood of L in D2 × I . For each choice of
a framing of L, a homeomorphism h : ∂C
∼=
−→ ∂(ι(Dg) × I) is fixed. Then the manifold ML
obtained from Σg,1× I by removing ι(Dg)× I and regluing C by h becomes a homology cylin-
der. This construction gives an injective monoid homomorphism Lg → Cg,1 from the monoid
Lg of (framed) pure string links to Cg,1. Moreover it also induces an injective homomorphism
Sg → Hg,1 from the concordance group Sg of (framed) pure string links to Hg,1. In particular,
the (smooth) knot concordance group, which coincides with S1, is embedded in Hg,1. If we re-
strict these embeddings to the pure braid group, which is a subgroup of Lg and Sg, their images
are contained in Mg,1.
By the Gassner representation, we mean the crossed homomorphism rG,k : Lg → GL(g,
KNk(Dg)) or rG,k : Sg → GL(g,KNk(Dg)) given by a construction similar to that in the previous
section. (In [11] and [10], only rG,2 is treated.) Comparing methods for calculating the Gassner
and Magnus representations, we obtain the following.
THE MAGNUS REPRESENTATION AND HIGHER-ORDER ALEXANDER INVARIANTS 9
Theorem 4.1. For any pure string link L ∈ Lg, rk(ML) =
(
∗ 0g
∗ rG,k(L)
)
.
We mention two remarks about this theorem. First we identify Fg = π1Dg with the subgroup of
F2g = π1Σg,1 generated by γg+1, . . . , γ2g. Then the maps Fg = 〈γg+1, . . . , γ2g〉 →֒ F2g ։ Fg,
where the second map sends γ1, . . . , γg to 1, show that Nk(Fg) ⊂ Nk and KNk(Fg) ⊂ KNk .
Second, the embeddings Lg →֒ Cg,1 and Sg →֒ Hg,1 have ambiguity with respect to framings.
However we can check that the lower right part of rk(ML) is independent of the framings.
Proof of Theorem 4.1. All we have to do is to give a suitable presentation of π1ML. We divide
ML into two parts M and C as follows.
We take g points q1, . . . , qg and g paths lj from the base point p to qj as in Figure 3.
p
l1 l2 lg
q1 q2 qg
γ
FIGURE 3.
Let M be the union of Σg,1 × I −Dg × I and 2g paths i+(lj) and i−(lj) (j = 1, . . . , g). Then
π1M ∼=
〈 i−(γ̂1), . . . , i−(γ̂g)
i+(γ̂1), . . . , i+(γ̂g)
i+(γg+1), . . . , i+(γ2g)
δ1, . . . , δg, i+(γ)
i+(γ̂1) = i−(γ̂1)δ1
.
.
.
i+(γ̂g) = i−(γ̂g)δg
〉
where γ̂j = [γ1, γg+1] · · · [γj−1, γg+j−1]γj , γ is the loop corresponding to the outer boundary of
ι(Dg) and δj is the composite of paths i−(lj),
−−−−−−−−→
i−(qj)i+(qj) and i+(l−1j ). We denote by C the
complement of an open tubular neighborhood of L in Dg × I as before.
π1C ∼= 〈i−(γg+1), . . . , i−(γ2g), z1, . . . , zl, i+(γg+1), . . . , i+(γ2g) | r1, . . . rg+l〉
is given by the Wirtinger presentation of D×I−L. We glue C to M by using some fixed fram-
ing. Then it is easily seen that π1(M∩C) is the free group generated by {i+(γg+1), . . . , i+(γ2g),
δ1, . . . , δg, i+(γ)}.
Using the above decomposition, we obtain
π1ML ∼=
〈 i−(γ̂1), . . . , i−(γ̂g)i−(γg+1), . . . , i−(γ2g)
z1, . . . , zl
i+(γ̂1), . . . , i+(γ̂g)
i+(γg+1), . . . , i+(γ2g)
i+(γ̂1) = i−(γ̂1)δ̂1
.
.
.
i+(γ̂g) = i−(γ̂g)δ̂g
r1, . . . rg+l
〉
where δ̂i are words in i−(γg+1), . . . , i−(γ2g), z1, . . . , zl, i+(γg+1), . . . , i+(γ2g) which depend on
the framing. Rewrite the above presentation by using i+(γj)’s and i−(γj)’s instead of i+(γ̂j)’s
and i−(γ̂j)’s. This process does not affect generators i−(γg+j), zj , i+(γg+j) and relations rj .
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From the resulting admissible presentation, we can compute the Magnus matrix of ML. Then
our claim follows by comparing it with the method for calculating the Gassner matrix of L from
the Wirtinger presentation of π1C, which is given in [10]. 
Corollary 4.2. Mg,1 is not a normal subgroup of Hg,1 for g ≥ 3.
Proof. In [10], they gave 3-component pure string links denoted by L5 and L6 having the con-
dition that L5 is a pure braid, while the conjugate L6L5L−16 is not. To show that L6L5L−16 is
not a pure braid, they use the fact that rG,2(L6L5L−16 ) has an entry not belonging to ZN2(D3).
Then our claim follows from Theorem 4.1 with respect to this example. 
Example 4.3. Let L be a 2-component pure string link as depicted in Figure 4.
z
i
−
(γ3) i−(γ4)
i+(γ4)i+(γ3)
FIGURE 4.
Then the presentation of π1ML is given by
pi1ML ∼=
〈 i−(γ1), . . . , i−(γ4)
z
i+(γ1), . . . , i+(γ4)
i+(γ1)i−(γ3)
−1i+(γ4)i−(γ1)
−1,
[i+(γ1), i+(γ3)]i+(γ2)zi−(γ2)
−1[i−(γ3), i−(γ1)],
i+(γ4)i−(γ3)i+(γ4)
−1z−1, i−(γ3)i+(γ3)
−1i−(γ3)
−1z,
i−(γ4)z
−1i+(γ4)
−1z,
〉
,
where we use the blackboard framing. We now compute r2(ML). We identify N2 and N2(ML)
by using i+. Using the presentation, we have z = i−(γ3) = γ3, i−(γ4) = γ4, i−(γ2) = γ2γ3 and
i−(γ1) = γ1γ
−1
3 γ4 in N2. Then
(
A
B
)
=

−1 γ−13 − 1 0 0 0
0 −1 0 0 0
−γ−11 γ3 1− γ
−1
1 γ3γ
−1
4 γ
−1
4 1− γ3 0
0 0 0 0 1
0 γ−12 −1 γ3 γ3 − γ3γ
−1
4
 ,
C =

1 1− γ−13 0 0 0
0 1 0 0 0
0 γ−11 − 1 0 −1 0
γ−11 γ3 0 1− γ
−1
3 0 −γ3
 .
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Hence
r2(ML) =

1 0 0 0
0 1 0 0
−γ−11
γ−13 +γ
−1
4 −1
γ−12 γ
−1
3 γ
−1
4 −γ
−1
4 +1
γ−13 +γ
−1
4 −1
γ−13
γ−13 +γ
−1
4 −1
γ−14 (γ
−1
4 −1)
γ−13 +γ
−1
4 −1
γ−11 γ3γ
−1
4
γ−13 +γ
−1
4 −1
(1−γ−13 )(γ
−1
2 γ
−1
3 −γ
−1
2 −1)
γ−13 +γ
−1
4 −1
γ−13 −1
γ−13 +γ
−1
4 −1
−γ−13 γ
−1
4 +γ
−1
3 +2γ
−1
4 −1
γ−13 +γ
−1
4 −1

.
5. HIGHER-ORDER ALEXANDER INVARIANTS AND TORSION-DEGREE FUNCTIONS
Here we summarize the theory of higher-order Alexander invariants along the lines of Har-
vey’s papers [8, 9]. For our use, we generalize them to functions of matrices called torsion-
degree functions.
A group Γ is poly-torsion-free-abelian (PTFA, for short) if Γ has a normal series of finite
length whose successive quotients are all torsion-free abelian. In particular, free nilpotent quo-
tients Nk are PTFA for all k ≥ 2. Note that every subgroup of a PTFA group is also PTFA.
For each PTFA group Γ, the group ring ZΓ is known to be an Ore domain, so that it can be
embedded in the right field of fractionsKΓ := ZΓ(ZΓ−{0})−1, which is a skew field. We refer
to [3], [17] for localizations of non-commutative rings.
We will also use the following localizations of ZΓ placed between ZΓ andKΓ. Let ψ : Γ։ Z
be an epimorphism. Then we have an exact sequence
1 −→ (Γψ := Kerψ) −→ Γ
ψ
−→ Z −→ 1.
We take a splitting ξ : Z → Γ and put t˜ := ξ(1) ∈ Γ. Since Γψ is again a PTFA group,
ZΓψ can be embedded in its right field of fractions KΓψ = ZΓψ(ZΓψ − {0})−1. Moreover,
we can also construct ZΓ(ZΓψ − {0})−1. Then the splitting ξ gives an isomorphism between
ZΓ(ZΓψ − {0})−1 and the skew Laurent polynomial ring KΓψ [t±], in which at = t(t˜−1at˜ )
holds for each a ∈ KΓψ . KΓψ [t±] is known to be a non-commutative right and left principal
ideal domain. By definition, we have inclusions
ZΓ →֒ KΓψ [t
±] →֒ KΓ.
KΓψ [t
±] andKΓ are known to be flat ZΓ-modules. OnKΓψ [t±], we have a map degψ : KΓψ [t±]→
Z≥0 ∪ {∞} assigning to each polynomial its degree. We put degψ(0) := ∞. By this, KΓψ [t±]
becomes a Euclidean domain. The composite ZΓ(ZΓψ −{0})−1
∼=
−→ KΓψ [t
±]
degψ
−−→ Z≥0 ∪ {∞}
does not depend on the choice of ξ.
Harvey’s higher-order Alexander invariants [9] are defined as follows. Let G be a finitely
presentable group and let ϕ : G ։ Z be an epimorphism. For a PTFA group Γ and an epi-
morphism ϕΓ : G ։ Γ, (ϕΓ, ϕ) is called an admissible pair for G if there exists an epimor-
phism ψ : Γ ։ Z satisfying ϕ = ψ ◦ ϕΓ. For each admissible pair (ϕΓ, ϕ) for G, we regard
KΓψ [t
±] = ZΓ(ZΓψ − {0})−1 as a ZG-module, and we define the higher-order Alexander
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invariant for (ϕΓ, ϕ) by
δ
ψ
Γ(G) = dimKΓψ
(
H1(G;KΓψ [t
±])
)
∈ Z≥0 ∪ {∞},
δψΓ (G) = dimKΓψ
(
TK
Γψ
[t±]H1(G;KΓψ [t
±])
)
∈ Z≥0,
where TK
Γψ
[t±]M denotes the KΓψ [t±]-torsion part of a KΓψ [t±]-module M . δ
ψ
Γ(G) and δ
ψ
Γ (G)
are called the Γ-degree and the refined Γ-degree respectively. (Our definition is slightly different
from that of [9].) Note that the right KΓψ [t±]-module H1(G;KΓψ [t±]) can be decomposed into
H1(G;KΓψ [t
±]) = (KΓψ [t
±])r ⊕
(
l⊕
i=1
KΓψ [t
±]
pi(t)KΓψ [t±]
)
for some r ∈ Z≥0 and pi(t) ∈ KΓψ [t±], then
δ
ψ
Γ(G) =
{∑l
i=1 deg
ψ(pi(t)) (r = 0),
∞ (r > 0)
,
δψΓ (G) =
l∑
i=1
degψ(pi(t)).
For a connected space X and an admissible pair (ϕΓ, ϕ) for π1X , we define δ
ψ
Γ(X) := δ
ψ
Γ(π1X)
and δψΓ (X) := δ
ψ
Γ (π1X).
For a finitely presentable groupG and an admissible pair (ϕΓ, ϕ) forG, the (refined) Γ-degree
can be computed from any presentation matrix of the right KΓψ [t±]-module H1(G;KΓψ [t±]).
Therefore we can consider it to be a function on the set M(KΓψ [t±]) of all matrices with entries
in KΓψ [t±]. Here we extend this function to M(KΓ) as follows.
First, we extend degψ : KΓψ [t±] → Z≥0 ∪ {∞} to degψ : KΓ → Z ∪ {∞} by setting
degψ(fg−1) = degψ(f) − degψ(g) for f ∈ ZΓ, g ∈ ZΓ − {0} (see for instance [3, Propo-
sition 9.1.1]). It induces a group homomorphism degψ : (K×Γ )ab → Z, where (K×Γ )ab is the
abelianization of the multiplicative group K×Γ = KΓ − {0}.
Since KΓ is a skew field, we have the Dieudonne´ determinant
det : GL(KΓ) −→ (K
×
Γ )ab,
which is a homomorphism characterized by the following three properties:
(a) det I = 1.
(b) If A′ is obtained by multiplying a row of a matrix A ∈ GL(KΓ) by a ∈ K×Γ from the
left, then detA′ = a · detA.
(c) If A′ is obtained by adding to a row of a matrix A a left KΓ-linear combination of other
rows, then detA′ = detA.
It induces an isomorphism between K1(KΓ)
∼=
−→ (K×Γ )ab.
The following lemma will be used in our generalization of Harvey’s invariants. We denote
by M(m,n,KΓ) the set of all m× n matrices with entries in KΓ.
Lemma 5.1. For A ∈ M(m,n,KΓ) with rankKΓ A = k, let U ∈ M(m − k,m,KΓ), V ∈
M(n, n− k,KΓ) be matrices satisfying{
UA = 0, rankKΓ U = m− k,
AV = 0, rankKΓ V = n− k.
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For each I ⊂ {1, 2, . . . , m}, J ⊂ {1, 2, . . . , n} with #I = m − k, #J = n − k, let UI denote
the square matrix defined by taking i-th columns from U for all i ∈ I , and VJ denote the one
defined by taking j-th rows from V for all j ∈ J . We also denote by AIcJc the one defined by
taking i-th rows from A for all i ∈ Ic := {1, 2, . . . , m}− I and then taking j-th columns for all
j ∈ Jc := {1, 2, . . . , n} − J .
(1) If UI or VJ is not invertible, then AIcJc is not invertible.
(2) Otherwise,
∆(A;U, V ) := sgn(IIc) sgn(JJc)
detAIcJc
detUI det VJ
∈ (K×Γ )ab
is independent of the choice of I and J such that UI , VJ are invertible, where sgn(IIc) ∈ {±1}
(resp. sgn(JJc)) is the signature of the juxtaposition of I and Ic (resp. J and Jc), and we put
det ∅ := 1.
(3) For P1 ∈ GL(m,KΓ), P2 ∈ GL(n,KΓ), Q1 ∈ GL(m− k,KΓ) and Q2 ∈ GL(n− k,KΓ),
∆(P−11 AP
−1
2 ;Q1UP1, P2V Q2) =
∆(A;U, V )
detP1 detP2 detQ1 detQ2
.
Proof. (1) and (2) are deduced from easy observation using non-commutative linear algebra.
To prove (3), it suffices to show in the cases where P1, P2, Q1, Q2 are matrices of elementary
transformations, and it can be easily checked. 
Remark 5.2. In the above situation, the sequence
0 −−−→ Kn−kΓ
V ·
−−−→ KnΓ
A·
−−−→ KmΓ
U ·
−−−→ Km−kΓ −−−→ 0
is exact. By taking the standard basis for each vector space, we regard the sequence as a based
acyclic chain complex. Then we can take its torsion (see [15], [21] for generalities of torsions).
This torsion coincides with ∆(A;U, V ) up to sign.
As seen in Lemma 5.1 (3), ∆(A;U, V ) does depend on U and V . The following definition
and lemma give our rule to take U and V .
Definition 5.3. Let A ∈ M(m,n,KΓ) with rankKΓ A = k. (U, V ) is said to be ψ-primitive for
A if
(1) U , V have entries in KΓψ [t±].
(2) The row vectors u1, . . . , um−k ∈ (KΓψ [t±])m of U generate Ker(·A) ∩ (KΓψ [t±])m in
(KΓ)m as a left KΓψ [t±]-module.
(3) The column vectors v1, . . . , vn−k ∈ (KΓψ [t±])n of V generate Ker(A·) ∩ (KΓψ [t±])n in
(KΓ)
n as a right KΓψ [t±]-module.
Lemma 5.4. (1) There exists a pair (U, V ) which is ψ-primitive for A.
(2) Suppose U ∈ M(m − k,m,KΓψ [t±]) and V ∈ M(n, n − k,KΓψ [t±]) satisfy UA = 0
and AV = 0. (U, V ) is ψ-primitive for A if and only if there exist P˜1 ∈ GL(m,KΓψ [t±]) and
P˜2 ∈ GL(n,KΓψ [t
±]) satisfying
UP˜1 = (0(m−k,k) Im−k), P˜2V = (0(n−k,k) In−k)
T .
(3) If (U, V ) and (U ′, V ′) are ψ-primitive for A, then there exist P1 ∈ GL(m,KΓψ [t±]), P2 ∈
GL(n, KΓψ [t
±]), Q1 ∈ GL(m− k,KΓψ [t
±]) and Q2 ∈ GL(n− k,KΓψ [t±]) such that
UP1 = U
′, P2V = V
′, Q1U = U
′, V Q2 = V
′.
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Proof. We prove only for V .
(1) For right KΓψ [t±]-homomorphisms (KΓψ [t±])n
i
→֒ KnΓ
A·
−→ KmΓ , Ker((A·) ◦ i) = Ker(A·) ∩
(KΓψ [t
±])n is a right free KΓψ [t±]-module of rank n − k. We take a basis v1, . . . , vn−k and put
V = (v1, . . . , vn−k). Then V satisfies the desired property.
(2) Suppose V generates Ker(A·) ∩ (KΓψ [t±])n. The quotient module (KΓψ [t±])n/Ker((A·) ◦
i) is KΓψ [t±]-torsion free, and hence KΓψ [t±]-free. Taking a splitting, we have a direct sum
decomposition (KΓψ [t±])n ∼=
(
(KΓψ [t
±])n/Ker((A·) ◦ i)
)
⊕ Ker((A·) ◦ i). We can extend
V to obtain a basis (v˜1, . . . , v˜k, V ) for (KΓψ [t±])n. Then P˜2 := (v˜1, . . . , v˜k, V )−1 satisfies
P˜2V = (0(n−k,k) In−k)
T
. The inverse is clear.
(3) The existence of P2 follows immediately from (2). That of Q2 is also clear since V and V ′
are bases of the same right KΓψ [t±]-module. 
Definition 5.5. Let Γ be a PTFA group and let ψ : Γ։ Z be an epimorphism.
(1) The torsion-degree function dψΓ : M(KΓ)→ Z is defined by
dψΓ(A) := deg
ψ(∆(A;U, V ))
for a pair (U, V ) which is ψ-primitive for A.
(2) The truncated torsion-degree function dψΓ : M(KΓ)→ Z ∪ {∞} is defined by
d
ψ
Γ(A) :=
{
dψΓ(A) if rankA ≥ m− 1,
∞ otherwise
for A ∈M(m,n,KΓ).
Since KΓψ [t±] is a Euclidean domain, every P ∈ GL(KΓψ [t±]) can be decomposed as products
of elementary matrices and diagonal matrices inGL(KΓψ [t±]), which shows that degψ(detP ) =
0. Lemmas 5.1 and 5.4 together with this fact show that dψΓ and d
ψ
Γ are well-defined.
Example 5.6. (1) For A ∈ GL(KΓ), we have dψΓ(A) = d
ψ
Γ(A) = deg
ψ(detA).
(2) Let M be a finitely generated right KΓψ [t±]-module, and let A be a presentation matrix of
M . Then we have dψΓ(A) = dimKΓψ
(
TK
Γψ
[t±]M
)
. As for dψΓ(A), we can see that d
ψ
Γ(A) ∈ Z if
and only if the rank of the KΓψ [t±]-free part of M is less than 2.
(3) Let G be a finitely presentable group. We take a presentation 〈x1, . . . , xl | r1, . . . , rm〉 of G.
For an admissible pair (ϕΓ, ϕ), the matrixA :=
ϕΓ
(
∂rj
∂xi
)
1≤i≤l
1≤j≤m
atKΓψ [t±] gives a presentation
matrix of H1(G, {1};KΓψ [t±]). Then Harvey’s invariants are given by
δψΓ (G) = dimKΓψ
(
TK
Γψ
[t±]H1(G;KΓψ [t
±])
)
= dψΓ(A),
δ
ψ
Γ(G) = dimKΓψ
(
H1(G;KΓψ [t
±])
)
= d
ψ
Γ(A),
where the second equality of each case follows from the direct sum decomposition
H1(G, {1};KΓψ [t
±]) ∼= H1(G;KΓψ [t
±])⊕KΓψ [t
±]
shown by Harvey in [8].
Remark 5.7. Friedl [5] gave an interpretation of Harvey’s invariants by Reidemeister torsions.
The definition of our truncated torsion-degree functions has some overlaps with his description.
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6. APPLICATIONS OF TORSION-DEGREE FUNCTIONS TO HOMOLOGY CYLINDERS
In this section, we study some invariants of homology cylinders arising from the Magnus rep-
resentation and Reidemeister torsions by using torsion-degree functions associated to nilpotent
quotients Nk of π1Σg,1. Nk is known to be a finitely generated torsion-free nilpotent group. In
particular, it is PTFA.
Note that we can take a primitive element of H1(Σg,1) instead of an epimorphism Nk ։ Z
to define a torsion-degree function since Hom(Nk,Z) = H1(Nk) = H1(N2) = H1(Σg,1). We
denote by PH1(Σg,1) the set of primitive elements of H1(Σg,1).
6.1. The Magnus representation and torsion-degree functions. First, we apply torsion-degree
functions to the Magnus matrix. However, it turns out that the result is trivial.
Theorem 6.1. Let M be a homology cylinder. For any ψ ∈ PH1(Σg,1), the torsion-degree
dψNk(rk(M)) is always zero.
Proof. By definition, dψNk is additive for products of invertible matrices, and invariant under tak-
ing the transpose and operating the involution. Moreover, it vanishes for matrices in GL(ZNk).
In [19], we show that there exists a matrix J˜ ∈ GL(2g,ZNk) satisfying the equality
rk(M)T J˜ rk(M) =
σk(M)J˜ .
By applying dψNk to it, we obtain 2d
ψ
Nk
(rk(M)) = 0. This completes the proof. 
Example 6.2. Consider the homology cylinder ML in Example 4.3. dψN2(r2(ML)) is given by
the degree of det r2(ML) = γ3+γ4−1γ3γ4(γ−13 +γ−14 −1) with respect to ψ. It is zero.
To extract some numerical information from rk(M), we next apply torsion-degree functions
to I2g − rk(M). Here we assume M ∈ Cg,1[k] and consider only d
ψ
Nk
. The function dψNk(I2g −
rk(·)) : Cg,1[k]→ Z∪{∞} factors throughHg,1 since rk does. Note that for every (M, i+, i−) ∈
Cg,1[k], two inclusions i+ and i− induce the same isomorphism i+ = i− : Nk
∼=
−→ Nk(M), so
that we can naturally identify them. Under this identification, we have the following.
Lemma 6.3. Let M be a homology cylinder belonging to Cg,1[k].
(1) (1− γ−11 , . . . , 1− γ
−1
2g )(I2g − rk(M)) = 0.
(2) (I2g − rk(M))
(
∂ζ
∂γ1
, . . . , ∂ζ
∂γ2g
)T
= 0.
Proof. We take an admissible presentation of π1M as in Definition 3.7. We also take the matri-
ces A,B,C ∈ ZNk corresponding to it. For simplicity, we put
−−−→
1− γ := (1−γ−11 , . . . , 1−γ
−1
2g ),
−−−→
1− z := (1− z−11 , . . . , 1− z
−1
l ) and
∂ζ
∂−→γ
:=
(
∂ζ
∂γ1
, . . . , ∂ζ
∂γ2g
)
.
(1) Using Fundamental formula of free calculus (see [1, Proposition 3.4]), we have
(
−−−→
1− γ
−−−→
1− z
−−−→
1− γ)
AB
C
 = 0.
Then, by Proposition 3.8,
(
−−−→
1− γ
−−−→
1− z) = −(
−−−→
1− γ)C
(
A
B
)−1
= (
−−−→
1− γ)(rk(M) Z).
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Our claim follows by taking their first 2g columns.
(2) Let τζ ∈ Mg,1 ⊂ Cg,1 be the Dehn twist along ζ . It belongs to the center of Cg,1 and acts
on Nk by conjugation x 7→ ζ−1xζ . Then
rk(M) = rk(τ
−1
ζ Mτζ)
= rk(τ
−1
ζ ) ·
σk(τ
−1
ζ
)rk(Mτζ)
= σk(τ
−1
ζ
)rk(τζ)
−1 ·
σk(τ
−1
ζ
)(
rk(M) ·
σk(M)rk(τζ)
)
= σk(τ
−1
ζ
)(rk(τζ)
−1 · rk(M) · rk(τζ))
= (ζI2g) · rk(τζ)
−1 · rk(M) · rk(τζ) · (ζ
−1I2g)
where the fourth equality follows from the fact that M acts on Nk trivially. On the other hand,
it is easily checked that
rk(τζ) =
(
I2g −
∂ζ
∂−→γ
T
(
−−−→
1− γ)
)
(ζI2g)
by using free differentials. Then
rk(M) =
(
I2g −
∂ζ
∂−→γ
T
(
−−−→
1− γ)
)−1
rk(M)
(
I2g −
∂ζ
∂−→γ
T
(
−−−→
1− γ)
)
=⇒
(
I2g −
∂ζ
∂−→γ
T
(
−−−→
1− γ)
)
rk(M) = rk(M)
(
I2g −
∂ζ
∂−→γ
T
(
−−−→
1− γ)
)
=⇒ ∂ζ
∂−→γ
T
(
−−−→
1− γ)rk(M) = rk(M)
∂ζ
∂−→γ
T
(
−−−→
1− γ).
From (1), we see ∂ζ
∂−→γ
T
(
−−−→
1− γ)rk(M) =
∂ζ
∂−→γ
T
(
−−−→
1− γ). Comparing first columns, we have
∂ζ
∂−→γ
T
(1− γ−11 ) = rk(M)
∂ζ
∂−→γ
T
(1− γ−11 ). (2) follows from this. 
Proposition 6.4. If M ∈ Cg,1[k] satisfies rankKNk (I2g − rk(M)) = 2g − 1, then
d
ψ
Nk
(I2g − rk(M)) = deg
ψ
(
∆
(
I2g − rk(M);
−−−→
1− γ, ∂ζ
∂−→γ
T ))
.
Otherwise dψNk(I2g − rk(M)) =∞.
Proof. By Lemma 6.3, the rank of I2g−rk(M) is at most 2g−1. The case where rankKNk (I2g−
rk(M)) < 2g−1 is clear by definition. Suppose that rankKNk (I2g−rk(M)) = 2g−1. The task
is to show that (−−−→1− γ) and ∂ζ
∂−→γ
T
satisfy the conditions (2) and (3) of Definition 5.3 respectively.
Suppose (−−−→1− γ) does not satisfy (2). Then (−−−→1− γ) can be written as (−−−→1− γ) = fν, where
ν ∈ (K
N
ψ
k
[t±])2g and f ∈ KNψ
k
[t±] with degψ(f) ≥ 1. Hence each entry of (−−−→1− γ) has degree
greater than 0. When A ∈ GL(ZNk), the same holds for each entry of (
−−−→
1− γ)A which is
non-zero. However, if we choose f ∈ AutF2g such that ψ(f(γ1)) = 0, which does exist,
(1− γ−11 , . . . , 1− γ
−1
2g )
(
∂f(γj)
∂γi
)
i,j
= (1− f(γ1)
−1, . . . , 1− f(γ2g)
−1),
a contradiction. Hence (−−−→1− γ) satisfies (2). By a similar argument, we can show that ∂ζ
∂−→γ
T
satisfies (3), where we use f ∈ AutF2g preserving ζ and the chain rule for free differentials
(see for instance [1, Proposition 3.3]). 
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Note that dψNk(I2g−rk(M)) does not depend on the choice of the generating system of π1Σg,1.
This follows from the formulas in Proposition 3.9 and Lemma 5.1 (3). In Section 6.3.3, we will
see some examples showing that our invariants are non-trivial at least in the case of k = 2.
6.2. Nk-torsion and torsion-degree functions. For a homology cylinder M = (M, i+, i−) ∈
Cg,1, we put Σ+ := i+(Σg,1). Since the relative complex C∗(M,Σ+;KNk(M)) obtained from any
smooth triangulation of (M,Σ+) is acyclic by Lemma 3.1, we can consider its Reidemeister
torsion τ(C∗(M,Σ+;KNk(M))).
Definition 6.5. The Nk-torsion of a homology cylinder M = (M, i+, i−) ∈ Cg,1 is given by
τNk(M) :=
i−1+ τ(C∗(M,Σ
+;KNk(M))) ∈ K1(KNk)/(±Nk).
Recall that Reidemeister torsions are invariant under subdivision of the cell complex (M,Σ+)
and simple homotopy equivalence.
Now we consider τNk(M) more closely. First we give a cell decomposition of ∂M ∼= Σg,1 ∪
(−Σg,1) by pasting two copies of that of Σg,1 in Figure 1. We denote by R+2g the subcomplex
i+(R2g). Take a triangulation of ∂M by refining the cell decomposition, and extend it to one of
M . Then
τ(C∗(M,R
+
2g;KNk(M))) = τ(C∗(Σ
+, R+2g;KNk(M))) · τ(C∗(M,Σ
+;KNk(M)))
= τ(C∗(M,Σ
+;KNk(M)))
by the multiplicativity of torsions and the fact that Σ+ is simple homotopy equivalent to R+2g.
Starting from a 3-simplex of M facing the boundary, we can deform M onto a 2-dimensional
subcomplexM ′ by a simple homotopy equivalence keeping the 1-skeleton ofM invariant. Then
τ(C∗(M,R
+
2g;KNk(M))) = τ(C∗(M
′, R+2g;KNk(M))). Next, we take a maximal tree T of the 1-
skeleton of M ′ and collapse it to a point. This process also preserves the simple homotopy type
of (M ′, R+2g), so that τ(C∗(M ′, R+2g;KNk(M))) = τ(C∗(M ′/T,R+2g/(T ∩ R+2g);KNk(M))).
Consequently, τNk(M) = i
−1
+ τ(C∗(M
′/T,R+2g/(T∩R
+
2g);KNk(M))). M
′/T is a 2-dimensional
cell complex with only one 0-cell, and R+2g/(T ∩R+2g) is a subcomplex consisting of one 0-cell
and 2g 1-cells. The pair (M ′/T,R+2g/(T ∩R+2g)) gives an admissible presentation
〈i−(γ1), . . . , i−(γ2g), z1, . . . , zl, i+(γ1), . . . , i+(γ2g) | r1, . . . r2g+l〉
of π1M . For this presentation, we take the matrices A,B,C ∈M(ZNk) as in Section 3.2. Then
τNk(M) =
i−1+ τ(C∗(M
′/T,R+2g/(T ∩ R
+
2g);KNk(M))) =
i−1+
(
A
B
)
.
Note that the matrix ( AB ) is a presentation matrix of H1(M ′/T,R+2g/(T ∩ R+2g);ZNk(M)) ∼=
H1(M,Σ
+;ZNk(M)).
Since multiplying an element of ±Nk does not contribute to the degree, we have
dψNk(τNk(M)) = d
ψ
Nk
(
i−1+
(
A
B
))
= dimK
N
ψ
k
H1(M,Σ
+; (i−1+ )
∗K
N
ψ
k
[t±])
for each ψ ∈ PH1(Σg,1). From this, we see that dψNk(τNk(M)) can be computed from any
admissible presentation of π1M .
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Proposition 6.6. Let M1 = (M1, i+, i−),M2 = (M2, j+, j−) ∈ Cg,1. Then
dψNk(τNk(M1 ·M2)) = d
ψ
Nk
(τNk(M1)) + d
ψ◦σ2(M1)
Nk
(τNk(M2))
holds for every ψ ∈ PH1(Σg,1).
Proof. We take an admissible presentation of π1M1 and the matrices AM1 , BM1, CM1 corre-
sponding to it. We denote this presentation by
π1M1 ∼= 〈i−(
−→γ ),−→z , i+(
−→γ ) | −→r 〉,
for short. Similarly, we take an admissible presentation
π1M2 ∼= 〈j−(
−→γ ),−→w , j+(
−→γ ) | −→s 〉
of π1M2 and the matrices AM2 , BM2, CM2 . Then we obtain an admissible presentation
π1(M1 ·M2) ∼= 〈j−(
−→γ ),−→w , j+(
−→γ ), i−(
−→γ ),−→z , i+(
−→γ ) | −→s , j+(
−→γ )i−(
−→γ )−1,−→r 〉
of π1(M1 ·M2). The corresponding partial matrix
(
AM1·M2
BM1·M2
)
at ZNk(M1 ·M2) is given by
jAM2 0 0
jBM2 0 0
jCM2 I2g 0
0 −I2g
iAM1
0 0 iBM1
 ,
where i : M1 →M1 ·M2 and j : M2 → M1 ·M2 are the natural inclusions. From this, we have
dψNk(τNk(M1 ·M2)) = d
ψ
Nk
(
i◦i−1+
(
AM1·M2
BM1·M2
))
= dψNk
(
i−1+
(
AM1
BM1
))
+ dψNk
(
i−1+ i
−1j(
AM2
BM2
))
= dψNk
(
i−1+
(
AM1
BM1
))
+ dψNk
(
σk(M1)j
−1
+
(
AM2
BM2
))
= dψNk(τNk(M1)) + d
ψ◦σ2(M1)
Nk
(τNk(M2)).
This completes the proof. 
Remark 6.7. Proposition 6.6 can be seen as a generalization of [12, Proposition 1.11].
6.3. Factorization formulas.
6.3.1. TheNk-degree for the closing of a homology cylinder. For each homology cylinderM =
(M, i+, i−), we can construct a closed 3-manifold defined by
CM := M/(i+(x) = i−(x)), x ∈ Σg,1.
We call it the closing of M . It is easily seen that if M ∈ Cg,1[k], we have the natural isomor-
phisms Nk = Nk(Σg,1) ∼= Nk(M) ∼= Nk(CM). Here we identify these groups.
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Theorem 6.8. Let M = (M, i+, i−) ∈ Cg,1[k]. For each ψ ∈ PH1(Nk), we have
δ
ψ
Nk
(CM) = d
ψ
Nk
(τNk(M)) + d
ψ
Nk
(I2g − rk(M)) ∈ Z≥0 ∪ {∞}.
Proof. Take an admissible presentation of π1M as in Definition 3.7, and construct the corre-
sponding matrices A,B,C ∈M(ZNk).
Adding 2g relations i+(γj) = i−(γj) (j = 1, . . . , 2g) and deleting the generators i+(γj) by
using them, we obtain a presentation of π1CM . From this presentation, we have a presentation
matrix JCM of H1(CM , p;ZNk) given by
JCM =
(
A+ C
B
)
=
(
I2g − rk(M) −Z
0(l,2g) Il
)(
A
B
)
,
where the second equality follows from Proposition 3.8. Since ( AB ) is invertible in KNk ,
rankKNk JCM = rankKNk
(
I2g − rk(M) −Z
0(l,2g) Il
)
= rankKNk (I2g − rk(M)) + l ≤ 2g + l − 1.
Hence to show our claim, it suffices to prove the case where this value is just 2g + l − 1 (see
Definition 5.5 (2)).
By Fundamental formula of free calculus, we have
(
−−−→
1− γ
−−−→
1− z) JCM = (1− γ
−1
1 , . . . , 1− γ
−1
2g , 1− z
−1
1 , . . . , 1− z
−1
l ) JCM = 0.
On the other hand, we have
JCM
(
A
B
)−1 (
∂ζ
∂−→γ
0(1,l)
)T
=
(
I2g − rk(M) −Z
0(l,2g) Il
)(
∂ζ
∂−→γ
0(1,l)
)T
= 0
by Lemma 6.3 (2). Then we can define ∆(JCM ; ξ, µ), where we put
ξ := (1− γ−11 , . . . , 1− γ
−1
2g , 1− z
−1
1 , . . . , 1− z
−1
l ),
µ :=
(
A
B
)−1 ( ∂ζ
∂−→γ
0(1,l)
)T
.
Lemma 6.9. µ belongs to (ZNk)2g+l.
Proof. Recall that ( AB ) is a presentation matrix of H1(M,Σ+;ZNk), so that we have an exact
sequence
0 −−−→ (ZNk)
2g+l
(AB )·−−−→ (ZNk)
2g+l −−−→ H1(M,Σ
+;ZNk) −−−→ 0,
where the injectivity of the second map follows from the fact that H1(M,Σ+;KNk) = 0. Hence
to prove the lemma, it suffices to show that
(
∂ζ
∂−→γ
0(1,l)
)T
in the third term (ZNk)2g+l =
C1(M,Σ
+;ZNk) is mapped to 0 ∈ H1(M,Σ+;ZNk). In the exact sequence
0 −−−→ C1(Σ
+, p;ZNk) −−−→ C1(M, p;ZNk) −−−→ C1(M,Σ
+;ZNk) −−−→ 0,
the cycle
(
∂ζ
∂−→γ
0(1,l)
)T
is attained by
(
∂ζ
∂−→γ
0(1,l) 0(1,2g)
)T
∈ C1(M, p;ZNk) = (ZNk)
2g+l
⊕(ZNk)
2g
. Then by observing the boundary corresponding to the relation
g∏
j=1
[i+(γj), i+(γg+j)]
(
g∏
j=1
[i−(γj), i−(γg+j)]
)−1
,
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we see that
(
∂ζ
∂−→γ
0(1,l) 0(1,2g)
)T
is homologous to
(
0(1,2g) 0(1,l)
∂ζ
∂−→γ
)T
, which comes
from C1(Σ+, p;ZNk). Our claim follows from this. 
Now we continue the proof of Theorem 6.8. We can show that (ξ, µ) is ψ-primitive for JCM
as in the proof of Proposition 6.4. Then We have
∆(JCM ; ξ, µ) = ∆
(
JCM ; (
−−−→
1− γ
−−−→
1− z),
(
A
B
)−1 ( ∂ζ
∂−→γ
0(1,l)
)T)
= ∆
(
JCM
(
A
B
)−1
; (
−−−→
1− γ
−−−→
1− z),
(
∂ζ
∂−→γ
0(1,l)
)T)
· det
(
A
B
)
= ∆
((
I2g − rk(M) −Z
0(l,2g) Il
)
; (
−−−→
1− γ
−−−→
1− z),
(
∂ζ
∂−→γ
0(1,l)
)T)
· det
(
A
B
)
= ∆
(
I2g − rk(M);
−−−→
1 − γ, ∂ζ
∂−→γ
T
)
· det
(
A
B
)
.
From the above argument, we obtain
δ
ψ
Nk
(CM) = d
ψ
Nk
(JCM ) = deg
ψ (∆ (JCM ; ξ, µ))
= degψ
(
∆
(
I2g − rk(M);
−−−→
1− γ, ∂ζ
∂−→γ
T
))
+ degψ
(
det
(
A
B
))
= d
ψ
Nk
(I2g − rk(M)) + d
ψ
Nk
(τNk(M)).
This completes the proof. 
Remark 6.10. When M ∈ Cg,1[k] ∩Mg,1, I2g − rk(M) itself gives a presentation matrix of
H1(CM , p;ZNk). Hence we have δ
ψ
Nk
(CM) = d
ψ
Nk
(I2g − rk(M)), and moreover δψNk(CM) =
dψNk(I2g − rk(M)) for this case.
6.3.2. The Nk,T -degree for the mapping torus of a homology cylinder. Given a homology cylin-
der M = (M, i+, i−), we have another method for obtaining a closed 3-manifold TM as follows.
First we attach a 2-handle I ×D2 along I × i±(∂Σg,1), so that we obtain a homology cylinder
(M ′, i′+, i
′
−) over a closed surface Σg, which corresponds to the embedding Σg,1 →֒ Σg. Then
we put
TM := M
′/(i′+(x) = i
′
−(x)), x ∈ Σg
and call TM the mapping torus of M . Indeed, for Mϕ ∈ Mg,1 ⊂ Cg,1, the resulting manifold
TMϕ is the usual mapping torus of ϕ extended naturally to the mapping class of Σg. If we
take an admissible presentation of π1M briefly denoted by 〈i−(−→γ ),−→z , i+(−→γ ) | −→r 〉, then a
presentation of π1TM is given by
π1TM ∼= 〈i−(
−→γ ),−→z , λ, i+(
−→γ ) | −→r ,
∏g
j=1[i−(γj), i−(γg+j)], i−(
−→γ )λi+(
−→γ )−1λ−1〉,
where λ is the loop I × {p} ⊂ I × D2 ⊂ TM . If M ∈ Cg,1[k], we have natural isomorphisms
Nk(Σg) ∼= Nk(M
′) and Nk(TM) ∼= Nk(Σg) × 〈λ〉. Note that these groups are torsion-free
nilpotent. We consider Nk(Σg) to be a subgroup of Nk(TM). For simplicity, we denote Nk(Σg)
by Nk,0 and Nk(TM) by Nk,T .
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We can show that H∗(M, i+(Σg,1);KNk,T ) = 0 (see Remark 3.2). Hence by a similar argu-
ment, the Magnus representation rk,T : Cg,1 → GL(2g,KNk,T ) and the Nk,T -torsion
τNk,T (M) := τ(C∗(M,Σ
+;KNk,T )) ∈ K1(KNk,T )/(±Nk,T )
are defined. Then we obtain the following factorization formula of the Nk,T -degree for the
mapping torus of a homology cylinder.
Theorem 6.11. Let M ∈ Cg,1[k]. For each primitive element ψ ∈ H1(Nk,T ) = H1(TM), the
Nk,T -degree δ
ψ
Nk,T
(TM) is finite, and we have
δ
ψ
Nk,T
(TM) = δ
ψ
Nk,T
(TM)
= dψNk,T (τNk,T (M)) + d
ψ
Nk,T
(I2g − λrk,T (M))− 2|ψ(λ)|.
Proof. The first assertion is a slight generalization of [8, Proposition 8.4], and we now follow
the proof. Let ψ ∈ H1(TM) be the Poincare´ dual of the surface i′+(Σg) = i′−(Σg). This gives
an exact sequence 1 → Nk,0 → Nk,T
ψ
−→ Z → 1. Then our claim is proved by showing that
δ
ψ
Nk,T
(TM) is finite for this ψ.
Let (TM)Nk,T be the Nk,T -cover of TM , and let (TM)ψ be the Z-cover of TM with respect to
ψ. (TM)ψ is the product · · · ·M ′ ·M ′ ·M ′ · · · · of countably many copies of M ′, and (TM)Nk,T
can be regarded as the Nk,0-cover of (TM)ψ. Then
H∗(TM ;KNψ
k,T
[t±]) = H∗(C∗((TM)Nk,T )⊗Nk,T ZNk,T (ZNk,0 − {0})
−1)
∼= H∗(C∗((TM)Nk,T )⊗Nk,0 ZNk,0(ZNk,0 − {0})
−1)
= H∗(C∗(((TM)ψ)Nk,0)⊗Nk,0 KNψ
k,T
)
= H∗((TM)ψ;KNψ
k,T
).
Here we remark that the image of the composite π1((TM)ψ) → π1TM → Nk,T is contained
in Nk,0. The same holds for the composite π1M ′ → π1TM → Nk,T . We also remark that
K
N
ψ
k,T
= KNk,0 .
We denote by Σ again for a lift of Σ ⊂ TM on (TM)ψ. We divide (TM)ψ at Σ, and obtain
two parts (TM)+ψ and (TM)−ψ . Then (TM)±ψ = lim−→l(M
′)l, and the inclusion Σ →֒ (M ′)l induces
an isomorphism on homology. We can show that H∗((M ′)l,Σ;KNψ
k,T
) = 0 by the same way
as mentioned in Lemma 3.1. Thus H∗((TM)±ψ ,Σ;KNψ
k,T
) = lim−→lH∗((M
′)l,Σ; K
N
ψ
k,T
) = 0, and
therefore H∗((TM)ψ,Σ;KNψ
k,T
) = 0. This shows that
H∗(TM ;KNψ
k,T
[t±]) ∼= H∗((TM)ψ;KNψ
k,T
) ∼= H∗(Σ;KNψ
k,T
)
is a finite dimensional K
N
ψ
k,T
-vector space, so that δψNk,T (TM) is finite.
To show the second assertion, we take an admissible presentation of π1M , and construct the
matrices A,B,C ∈ ZNk,T as before. From the presentation, we have a presentation matrix JTM
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of H1(TM , p;ZNk,T ) given by
JTM =

A ∂ζ
∂−→γ
T
I2g
B 0(l,1) 0(l,2g)
0(1,2g+l) 0 −(
−−−→
1− γ)
C 0(2g,1) −λ
−1I2g
 ,
where −→γ := i+(−→γ ) = i−(−→γ ). We remark that λ belongs to the center in Nk,T . As presentation
matrices of H1(TM , p;ZNk,T ), this matrix is equivalent to the square matrix
J ′TM =
 A+ λC ∂ζ∂−→γ
T
B 0(l,1)
−(
−−−→
1 − γ)λC 0
 .
By Proposition 3.8, Lemma 6.3 and Fundamental formula of free calculus, we have
J ′TM =
 A + λC ∂ζ∂−→γ
T
B 0(l,1)
λ(
−−−→
1− γ
−−−→
1− z)
(
A
B
)
0

=
I2g − λrk,T (M) −λZ ∂ζ∂−→γ
T
0(l,2g) Il 0(l,1)
λ(
−−−→
1− γ) λ(
−−−→
1− z) 0

 A 0(2g,1)B 0(l,1)
0(1,2g+l) 1
 .
Note that
(˜
A
B
)
:=
(
A 0(2g,1)
B 0(l,1)
0(1,2g+l) 1
)
is invertible in KNk,T . Then it is easily checked that
(
−−−→
1− γ
−−−→
1− z 1− λ−1) J ′TM = 0,
J ′TM
(˜
A
B
)−1
( ∂ζ
∂−→γ
0(1,l) λ
−1 − 1)
T
= 0.
We put ξ˜ := (−−−→1− γ −−−→1− z 1− λ−1) and µ˜ :=
(˜
A
B
)−1
( ∂ζ
∂−→γ
0(1,l) λ
−1 − 1)
T
. As in Propo-
sition 6.4 and Lemma 6.9, we can show that (ξ˜, µ˜) is ψ-primitive for J ′TM . Then
δψNk,T (TM) =d
ψ
Nk,T
(
J ′TM
)
= degψ
(
∆
(
J ′TM ; ξ˜, µ˜
))
=degψ
(
∆
(
J ′TM
(˜
A
B
)−1
; ξ˜,
(˜
A
B
)
µ˜
)
· det
(˜
A
B
))
=degψ
∆

I2g − λrk,T (M) −λZ ∂ζ∂−→γ
T
0(l,2g) Il 0(l,1)
λ(
−−−→
1− γ) λ(
−−−→
1− z) 0
 ; ξ˜, (˜AB )µ˜
 · det (˜AB )

=degψ
(
det
(
I2g − λrk,T (M) −λZ
0(l,2g) Il
)
· λ−1(1− λ−1)−2 · det
(˜
A
B
))
=degψ
(
det(I2g − λrk,T (M)) · λ
−1(1− λ−1)−2 · det
(˜
A
B
))
=degψ(det(I2g − λrk,T (M))) + deg
ψ(det(τNk,T (M)))− 2|ψ(λ)|.
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This completes the proof. 
6.3.3. The case of k = 2 (commutative case). Since ZN2 = ZN2(Σg) and KN2 = KN2(Σg) are
commutative, we can use the ordinary determinant for computation. Moreover, we can obtain
some invariants before taking degrees. For example, define
∆(M) := (−1)i+j
det
(
(I2g − r2(M))(i,j)
)
(1− γ−1i )(
∂ζ
∂γj
)
∈ KN2 ,
where A(i,j) is the matrix obtained from a matrix A by removing its i-th row and j-th column.
∆(M) is well-defined by Lemma 5.1. Note that this invariant is based on that for string links
given in [10], and we call it the Alexander rational function of M .
Theorem 6.12. Let M ∈ Cg,1[2], and let ∆CM , ∆TM be the Alexander polynomials of CM , TM ,
respectively. Then
∆CM
.
= τN2(M) ·∆(M),
∆TM
.
= τN2(M) · det
(
I2g − λr2,T (M)
)
·(1− λ−1)−2,
where .= means that these equalities hold in KN2 and KN2(TM ) up to ±N2 and ±N2(TM) re-
spectively.
Proof. We prove only the first assertion. The proof is almost the same as that for Theorem
6.8 under the following remarks. We follow the notation used there. We may assume that
rankKN2 JCM = rankKN2 r2(M) + l = 2g + l − 1.
By definition, ∆CM is the greatest common divisor of {det JCM (i,j)
T
}1≤i,j≤2g+l. We show
that it is nothing other than
∆ := ∆
(
JCM ; (
−−−→
1− γ
−−−→
1− z),
(
A
B
)−1 ( ∂ζ
∂−→γ
0(1,l)
)T)
.
= det
(
A
B
)
·∆(M).
As seen in Lemma 6.9,
(
A
B
)−1 ( ∂ζ
∂−→γ
0(1,l)
)T
is a vector in (ZN2)2g+l. If ∆ is in ZN2, it
attains the greatest common divisor. To show it, suppose ∆ = h1/h2 where h1 ∈ ZN2 and
h2 ∈ ZN2 − {0} are relatively prime. From the definition of ∆, we have
(1− γ−1i )
(
∂ζ
∂γj
)
h1
h2
= (−1)i+j det JCM (i,j)
T
∈ ZN2.
Hence h2 is a common divisor of
{
(1− γ−1i )
(
∂ζ
∂γj
)}
i,j
’s, and it is 1. That is, h2 is a unit in
ZN2.
det
(
A
B
)
∈ KN2 (up to ±N2) does not depend on the choice of an admissible presentation,
and it gives τN2(M). Indeed the matrix
(
A
B
)
is a presentation matrix of H1(M,Σ+;ZN2), and
its determinant gives a generator of the 0-th elementary ideal, which is principal and invariant
under Tietze transformations. This completes the proof. 
The formula in Theorem 6.8 holds as elements of Z ∪ {∞}, so that the additivity loses its
meaning when the value is∞. Note that δψNk(CM) =∞ if and only if d
ψ
Nk
(I2g − rk(M)) =∞,
and this occurs when H1(CM ;KNψ
k
[t±]) has a non-trivial free part. The following are some
examples of homology cylinders which have non-trivial Alexander rational functions. By using
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Theorem 6.15 in the next subsection, we obtain many situations where the formula sufficiently
works. When k ≥ 3, the computation becomes quite difficult in general.
Example 6.13. Assume that g = 1. The Dehn twist τζ ∈ M1,1 belongs to C1,1[3]. Then, we
have
r2(τζ) =
(
γ−11 + γ
−1
2 − γ
−1
1 γ
−1
2 −1 + 2γ
−1
2 − γ
−2
2
1− 2γ−11 + γ
−2
1 2− γ
−1
1 − γ
−1
2 + γ
−1
1 γ
−1
2
)
.
Then ∆(τζ) = 1 ∈ ZN2, which is non-trivial.
Example 6.14. Assume that g ≥ 2. Let τ1, τ2 and τ3 be Dehn twists along simple closed curves
c1, c2 and c3 as in Figure 5.
c3
c2
c1
FIGURE 5.
Then τ1τ−12 , τ3 ∈ Cg,1[2]. By a direct computation, we can check that ∆(τ1τ−12 · τ3) = −(γ1 −
1)2g−2, although ∆(τ1τ−12 ) = ∆(τ3) = 0.
6.4. Nk-torsions and Harvey’s Realization Theorem. By Proposition 6.6, the degree of the
Nk-torsion gives a monoid homomorphism
dψNk(τNk(·)) : Cg,1[2] −→ Z≥0
for each ψ ∈ PH1(Σg,1) and an integer k ≥ 2. To see some properties of these homomor-
phisms, including their non-triviality, we use a variant of Harvey’s Realization Theorem in
[8, Theorem 11.2] which gives a method for performing surgery on a compact orientable 3-
manifold to obtain a homology cobordant one having distinct higher-order degrees.
Theorem 6.15. Let M ∈ Cg,1 be a homology cylinder. For each primitive element x of H1(Σg,1)
and any integers n ≥ 2 and k ≥ 1, there exists a homology cylinder M ′ such that
(1) M ′ is homology cobordant to M ,
(2) dψNl(τNl(M ′)) = d
ψ
Nl
(τNl(M)) for 2 ≤ l ≤ n− 1,
(3) dψNn(τNn(M ′)) ≥ dψNn(τNn(M)) + k|p|
for any ψ ∈ PH1(Σg,1) satisfying ψ(x) = p.
Proof. The proof is based on Harvey’s proof of Realization Theorem in [8, Theorem 11.2].
However, since we now use the lower central series instead of the rational derived series, we
can shorten the argument.
We take a loop representing x ∈ H1(Σg,1), and denote it by x again. We also take a loop γ
whose homology class in H1(Σg,1) is independent of x.
We attach a 1-handle to M×{1} ⊂M×I , and then attach a 2-handle to obtain a 4-manifold
W . Here the 2-handle are attached along the loop α[Xn−1, Ak+1], where α ∈ π1M is a loop
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corresponding to the added 1-handle, and Xn−1, Ak+1 ∈ π1M are inductively defined by
X1 = i+(x), Xl = [i+(γ), Xl−1] for l ≥ 2,
A1 = α, Al = [i+(x), Al−1] for l ≥ 2.
It is easily seen that Xl ∈ Γl(π1M)−Γl+1(π1M). M ′ is defined as another part of ∂W , namely
∂W = M ∪M ′ and M ∩M ′ = ∂M = ∂M ′. From the construction, we have H∗(W,M) =
0. We also have H∗(W,M ′) = 0 by using the Poincare´-Lefschetz duality and the universal
coefficient theorem. Hence (M ′, i+, i−) ∈ Cg,1, and it is homology cobordant to M . Stallings’
theorem shows that Nl
i+
−→ Nl(M) → Nl(W ) ← Nl(M
′)
i+
←− Nl are all isomorphisms. Using
them, we identify Nl, Nl(M), Nl(M ′) and Nl(W ).
For simplicity, we putKl := KNψ
l
[t±] = ZNl(ZN
ψ
l −{0})
−1
. Recall thatH∗(M,Σ+;KNl) =
H∗(M
′,Σ+;KNl) = 0 as in Lemma 3.1. By the same proof, we have H∗(W,Σ+;KNl) = 0.
Hence H∗(M,Σ+;Kl), H∗(M ′,Σ+;Kl) and H∗(W,Σ+;Kl) are all finite dimensional KNψ
l
-
vector spaces. As seen in Section 6.2, dψNl(τNl(M)) = dimKNψ
l
H1(M,Σ
+;Kl). If we take an
admissible presentation of π1M and the matrices A,B ∈ ZNk as before,
(
A
B
)
gives a presenta-
tion matrix of H1(M,Σ+;Kl). Then one of H1(W,Σ+;Kl) is given by(
A
B
∗
0(1,2g+l)
∂α[Xn−1,Ak+1]
∂α
)
,
so that
dimK
N
ψ
l
H1(W,Σ
+;Kl) = d
ψ
Nl
(τNl(M)) + deg
ψ
(
∂α[Xn−1,Ak+1]
∂α
)
.
By a direct computation,
∂α[Xn−1,Ak+1]
∂α
= 1 + α
{
(1−Xn−1Ak+1X
−1
n−1)
∂Xn−1
∂α
+ (Xn−1 − [Xn−1, Ak+1])
∂Ak+1
∂α
}
.
When 2 ≤ l ≤ n − 1, we have Xn−1 = Ak+1 = 1 ∈ Nl, so that ∂α[Xn−1,Ak+1]∂α = 1, and
H1(M,Σ
+;Kl) ∼= H1(W,Σ
+;Kl). When l = n, we have Xn−1 6= Ak+1 = 1 ∈ Nl, so that
∂α[Xn−1,Ak+1]
∂α
= 1 + (Xn−1 − 1)
∂Ak+1
∂α
= 1 + (Xn−1 − 1)(x−Ak+1)
∂Ak
∂α
= · · · = 1 + (Xn−1 − 1)(x− Ak+1)(x− Ak) · · · (x−A2),
and
degψ
(
∂α[Xn−1,Ak+1]
∂α
)
= degψ
(
∂α[Xn−1,Ak+1]
∂α
)
=
{
k|p| (n ≥ 3)
(k + 1)|p| (n = 2)
.
In each case, dimK
N
ψ
n
H1(W,Σ
+;Kn) ≥ d
ψ
Nn
(τNn(M)) + k|p|.
By considering the dual handle decomposition, we see that W is obtained from M ′ × I by
attaching a 2-handle and a 3-handle. Hence H1(M ′,Σ+;Kl) → H1(W,Σ+;Kl) is an epimor-
phism. In particular, when l = n,
dψNn(τNn(M
′)) ≥ dimK
N
ψ
n
H1(W,Σ
+;Kn) ≥ d
ψ
Nn
(τNn(M)) + k|p|.
It remains to proof that the map H1(M ′,Σ+;Kl) → H1(W,Σ+;Kl) is injective when 2 ≤
l ≤ n − 1. We now show that H2(W,M ′;Kl) = 0. By the Poincare´-Lefschetz duality,
H2(W,M
′;Kl) ∼= H
2(W,M ;Kl). On the other hand, it is easily checked that H0(W,M ;Kl) =
H1(W,M ;Kl) = H2(W,M ;Kl) = 0. Then the universal coefficient spectral sequence (see
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[13, Theorem 2.3]) shows our claim. Consequently, H1(M,Σ+;Kl) ∼= H1(W,Σ+;Kl) ∼=
H1(M
′,Σ+;Kl) and dψNl(τNl(M
′)) = dψNl(τNl(M)). This completes the proof. 
Corollary 6.16. For any ψ ∈ PH1(Σg,1), the maps {dψNk(τNk(·)) : Cg,1[2] → Z≥0}k≥2 are all
non-trivial homomorphisms, and independent of each other.
In fact, we can show it by constructing homology cylinders that are homology cobordant to the
unit 1Cg,1 . From this we see that Cg,1[2], Cg,1[3], . . . ,Ker(Cg,1 →Hg,1) are not finitely generated
monoids. Note that dψNk(τNk(M)) = 0 if M ∈ Mg,1, since Σg,1 × I is simple homotopy
equivalent to Σg,1 and hence τNk(M) is trivial.
6.5. Appendix:Application of torsion-degree functions to AutF acyn . In [18], we defined the
Magnus representation rk : AutF acyn → GL(n,KNk(Fn)) for AutF acyn , where F acyn is a comple-
tion of Fn in a certain sense and is called the acyclic closure of Fn. The natural map Fn → F acyn
is known to be injective and 2-connected. In particular, Nk(Fn) = Nk(F acyn ), and we denote
it briefly by Nk in this subsection. AutF acyn can be regarded as an enlargement of AutFn.
Indeed we have the enlarged Dehn-Nielsen homomorphism σacy : Hg,1 → AutF acy2g extending
the classical one σ :Mg,1 →֒ AutF2g. That is, we have the commutative diagram
AutF2g →֒ AutF
acy
2g
→֒σ ↑σacy
Mg,1 →֒ Hg,1
.
Note that σacy is not injective. The Magnus representation for homology cylinders is nothing
other than the compositeHg,1
σacy
−→ AutF acy2g
rk−→ GL(2g,KNk).
We now consider the map dψNk ◦ rk : AutF
acy
n → Z for ψ ∈ PH1(Fn), where PH1(Fn)
denotes the set of primitive elements of H1(Fn). Since dψNk(A) = 0 for A ∈ GL(ZNk), it
follows that dψNk ◦ rk
∣∣
AutFn
is trivial. When n = 2g, dψNk ◦ rk
∣∣
Im σacy
is also trivial as seen in
Theorem 6.1. On the other hand, dψNk ◦ rk is actually non-trivial on AutF
acy
n as we will see
below. Since rk is a crossed homomorphism, we have the following.
Proposition 6.17. For f, g ∈ AutF acyn and ψ ∈ PH1(Fn), we have
dψNk(rk(fg)) = d
ψ
Nk
(rk(f)) + d
ψ◦f
Nk
(rk(g)).
In particular, if we restrict dψNk ◦ rk to IAutF
acy
n := Ker(AutF
acy
n → AutN2 = GL(n,Z)), it
becomes a homomorphism.
Remark 6.18. AutF acyn acts on PH1(Fn) from the right, and hence acts on Map(PH1(Fn),Z)
from the left. We regard d ·Nk(rk(·)) as a mapAutF
acy
n → Map(PH
1(Fn),Z). Then Proposition
6.17 shows that d ·Nk(rk(·)) is a 1-cocycle in C
1(AutF acyn ,Map(PH
1(Fn),Z)). We can see that
it is non-trivial in H1(AutF acyn ,Map(PH1(Fn),Z)) from the proof of Theorem 6.19 below.
Theorem 6.19. For every n ≥ 2, IAutF acyn is not finitely generated. In fact, H1(IAutF acyn )
has infinite rank.
Proof. Let Fn = 〈x1, x2, . . . , xn〉. We take ψ := x∗1 ∈ PH1(Fn). Consider the endomorphism
fk of Fn given by
fk(x1) = x1[Yk−1, Yk], fk(xi) = xi for i ≥ 2,
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where we define Y1 = x1 and Yl = [x2, Yl−1] for l ≥ 2. Since fk is 2-connected, it induces an
automorphism of F acyn (see [18, Section 4]). We denote it by fk again. It belongs to IAutF acyn .
For such an automorphism, the Magnus matrix rl(fk) can be computed by using free differen-
tials. That is, we have
rl(fk) =

∂f(x1)
∂x1
0(1,n−1)
∂f(x1)
∂x2
.
.
.
∂f(x1)
∂xn
In−1

at ZNk. Then dψNl(rl(fk)) = deg
ψ(det(rl(fk))) = deg
ψ
(
∂f(x1)
∂x1
)
= degψ
(
∂f(x1)
∂x1
)
. By a direct
computation, we have
∂f(x1)
∂x1
= 1 + x1
{
(1− Yk−1YkY
−1
k−1)
∂Yk−1
∂x1
+ (Yk−1 − [Yk−1, Yk])
∂Yk
∂x1
}
.
When 2 ≤ l ≤ k − 1, we have Yk−1 = Yk = 1 ∈ Nl, so that
dψNl(rl(fk)) = deg
ψ
(
∂f(x1)
∂x1
)
= degψ(1) = 0.
When l = k, we have Yk−1 6= 1 ∈ Nk, so that
∂f(x1)
∂x1
= 1 + x1(Yk−1 − 1)
∂Yk
∂x1
= 1 + x1(Yk−1 − 1)(x2 − Yk)
∂Yk−1
∂x1
= · · · = 1 + x1(Yk−1 − 1)(x2 − Yk)(x2 − Yk−1) · · · (x2 − Y2),
and
dψNk(rk(fk)) = deg
ψ
(
∂f(x1)
∂x1
)
=
{
1 (k ≥ 3)
2 (k = 2)
.
This shows that {dψNk(rk(·))}k≥2 are all non-trivial, and independent of each other. Our claim
follows from this. 
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