Abstract. We use novel integral representations developed by the second author to prove certain rigorous results concerning elliptic boundary value problems in convex polygons. Central to this approach is the socalled global relation, which is a non-local equation in the Fourier space that relates the known boundary data to the unknown boundary values. Assuming that the global relation is satisfied in the weakest possible sense, i.e. in a distributional sense, we prove there exist solutions to Dirichlet, Neumann and Robin boundary value problems with distributional boundary data. We also show that the analysis of the global relation characterises in a straightforward manner the possible existence of both integrable and non-integrable corner-singularities.
Introduction
In this paper we present a new means to study rigorous aspects of boundary value problems for elliptic PDEs in convex polygons. We concentrate on the basic elliptic equation (1) − ∆q + β 2 q = 0, where β 2 > 0 (modified Helmholtz). The case β = 0 (Laplace) was studied in [9] for continuous boundary data and can be extended to distributional boundary data using the methods presented here. All our results hold if β 2 ≤ 0 (Helmholtz or Laplace), but for economy of presentation we state our results for β 2 > 0 only. We study (a) existence of solutions with distributional boundary values, (b) a priori estimates for boundary data regularity and (c) corner singularities. The approach we use is based on the formal results obtained in [6] where novel integral representations for solutions to the basic elliptic equations in a convex polygon were derived, under the assumption that the solution exists. The rigorous methodology is based on the following procedure: we define a function using the novel integral representations of [6] and show that this function satisfies the relevant PDE and converges to the desired data on the boundary provided that the global relation is satisfied.
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Regarding (a), we first generalise the integral representations in [6] so they make sense for distributional boundary values. We then show that the function defined by the associated integral representation satisfies the boundary value problem with distributional boundary values provided that the unknown boundary values satisfy the global relation in the distributional sense.
Regarding (b), we provide classical a priori estimates for the unknown boundary data by analysing the global relation.
Regarding (c), we use the global relation to prove the existence of corner singularities when certain mixed boundary data are prescribed at adjacent edges of the polygon. The arguments are based on simple asymptotic evaluation of terms in the global relation.
In this paper we do not address the fundamental question of existence of solution to the global relation. It is known that if Dirichlet data is in H s+1/2 (∂Ω) with s ∈ [− 1 2 , 1 2 ], then the global relation uniquely defines the unknown boundary values, which belongs to H s−1/2 (∂Ω) [2] . A new, more direct method for solving the Dirichlet-Neumann map via the global relation was presented in [3] for Dirichlet Data in H 1 (∂Ω). This method can be extended to boundary data with lower regularity. We expect that if one works on a suitable quotient space, then regularity results for the DirichletNeumann map will hold for general distributional boundary data. The relevant space quotients out finite linear combinations of Dirac measures at the vertices (the relevance of this space is discussed in Theorem 1).
For a more classical approach to boundary value problems with distributional boundary data, we refer the reader to [4, 5] and references therein.
Several numerical techniques for the implementation of the unified method of [6, 7] applied to linear elliptic PDEs are discussed in [8, 9, 15, 16] .
The Spaces of distributions
Let Ω ⊂ R 2 C denote the interior of a polygon with vertices {z i } n i=1
and sides Γ i = (z i , z i+1 ). Let α i = arg(z i+1 − z i ) denote the angle the side Γ i makes with the positive real axis and let |Γ i | be the length of the side Γ i . It was shown in [6] that if one assumes that there exists a solution to (1) in Ω with sufficient smoothness, then the solution has the following representation:
where the functions {ρ i (λ)} n i=1 , called spectral functions, are defined by
and { i } n i=1 denote the rays in the complex plane with arg(λ| i ) = −α i , orientated towards infinity. Furthermore, the spectral functions satisfy the global relation
In what follows we will first generalise these results so that they make sense for distributions (generalised functions). In this respect we will use standard results from the theory of distributions, a comprehensive account of which can be found in [10] . We will be interested in distributions supported on the closure of the edges Γ i (the edges Γ i do not contain the vertices). We use E[0, 1] to denote the space of smooth functions from [0, 1] to C. This space is endowed with a topology generated from the semi-norms 
We will also make use of the less familiar space of Schwartz distributions on an open interval. To define this space of distributions, we first setup the appropriate space of test functions. Let S(0, 1) denote the space of smooth functions from (0, 1) to C such that
so that these functions vanish to all orders at the boundary of [0, 1]. The topology generated by these semi-norms makes S(0, 1) a Frechét space. The topological dual, consisting of continuous linear forms from S(0, 1) to C, is denoted by S (0, 1). A linear form v : S(0, 1) → C is an element of S (0, 1) if and only if there exist constants D and M such that
for all ϕ ∈ S(0, 1). For ϕ ∈ S(0, 1) we define the Fourier transform bŷ
Ifφ(x) = ϕ(−x), the Fourier inversion theorem can be written as 2πϕ = ((φ)ˆ)ˇ. Using the natural extension of an element of E [0, 1] to E (R), the space of distributions on R with compact support, we can define the Fourier transform on
See [10, Ch. 7] for the standard treatment of the Fourier transform on E (R). We now generalise the integral representation (2) so it makes sense for distributional boundary values. To facilitate this generalisation we need a local description of the edges Γ i so that we can define distributions on them. We use the local parametrisations ψ i : [0, 1] → Γ i , with
For a function f : Γ i → C we write its pullback by ψ i via
1-forms are pulled back by ψ i via
We now define the spectral functions ρ i (λ) by
The first term is motivated by the identification
In this calculation we have used the identities
where ∂/∂t and ∂/∂n are derivatives in the tangential and (outward) normal directions along Γ i . The second term in (6) is similarly motivated, e.g.
So the formal identifications are Figure 1 . The boundaries ∂Ω and ∂Ω .
Distributional Boundary Data
In this section we will outline how to setup a given boundary value problem so that the boundary data can be distributional. Our aim is to show that the function defined by (2) , where the {ρ i } n i=1 are given in (6), satisfies the following boundary value problem:
where q i ∈ E [0, 1]. We need to specify a notion of convergence, via which the solution (2) converges to a distribution on Γ i .
For a given polygon Ω we inscribe within it a one parameter family of polygons Ω = {z ∈ Ω : dist(z, ∂Ω) ≥ }.
For > 0 sufficiently small we have ∂Ω ∂Ω and we can define the edges of ∂Ω by Γ i for i = 1, . . . , n as shown in Figure 3 . Now suppose q ∈ C ∞ (Ω) is a given function. Using a local parametrisation
for all ϕ ∈ S(0, 1). As ↓ 0 we have Γ i → Γ i and ψ i → ψ i . This limit and its equivalence to others modes of convergence for boundary values are discussed in [4] (cf. [14] ). Our definition of q ∈ C ∞ (Ω) tending to a distribution on Γ i is
These limits are understood in the topology of S (0, 1 
This observation means that the difference between u ∈ E [0, 1] and π(u) can only be a collection of Dirac measures and derivatives thereof supported at the boundary of [0, 1] . Intuitively speaking this is because the test functions in S(0, 1) vanish to all orders at the boundary of [0, 1], so they are unable to "detect" a distribution in E [0, 1] with support contained in the boundary of [0, 1]. These observations imply that knowledge of
for some constants {a j , b j } N j=0 and some integer N . The possibility of the existence of the above additional contributions to the right hand side of (9) does not affect the answer to the questions of existence of a solution to (7), since we can always consider the new function (distribution)
for appropriate {c ij } which satisfies the relevant PDE in Ω and converges to the desired distribution in
The following result shows that S (0, 1) is, in some sense, the right space of distributions to take limits in. This result implies that a solution of the global relation is unique modulo Dirac measures at the vertices of the polygon. By taking limits in S (0, 1) we effectively quotient out this degeneracy. In this sense, the topology on S (0, 1) is the right one to take limits in for distributional boundary data. A more detailed treatment of distributional solutions to the global relation will be presented elsewhere, but the interested reader may look at [3, Lemma 4] for an idea of the proof.
To prove our main result we will need to interchange the order of some integrals. To this end, the following simple lemma is essential. Lemma 1. For z ∈ Ω and for each i, the function
decays exponentially as |λ| → 0 and |λ| → ∞ along the ray i .
Proof. From the semi-norm estimates (5) we know that there exist constants C, N such that
The proof now follows from calculations analogous to those in [9, Lemma 1] .
From this observation it is clear that the double integrals
converge absolutely for each 1 ≤ i, j ≤ n and > 0. Hence applying Fubini's theorem we can interchange the order of integration
Lemma 2. Letˆ i denote the ray for which arg(λ|ˆ i ) = π − α i , so thatˆ i is the continuation of the ray i . Then, for j = i:
Proof. In order to be able to deform contours in the complex plane, we need to establish some estimates for the integrand when |λ| is either small or large (Cauchy's theorem will then provide the result since the integrand is analytic in any punctured disc centred at the origin). In this respect, for each m ≥ 0 and some constant C m we have the following estimates:
This estimate follows from repeated integration by parts, using the fact that ϕ and its derivatives vanish to all orders at the boundary ∂Γ i . The seminorm estimates used in Lemma 1 imply that for m and C m as above, we have
Observe that (10)
If |α i − α j | = π, then j andˆ i coincide, thus there is nothing to prove. Let us suppose 0 < α i − α j < π. This condition together with convexity implies
It follows now from (10) that the ray j can be deformed ontoˆ i . The case 0 < α j − α i < π is similar.
If the global relation (4) is satisfied, then Q solves the following boundary value problem:
Proof. It is straightforward to show that Q satisfies the relevant equation at any interior point of Ω, since exponential convergence justifies differentiating under the integral sign. Thus, we focus on the behaviour of Q at the boundary. Without loss of generality we position the vertex z i at the origin and align the side Γ i with the positive real z-axis so that α i = 0. Our aim is to compute the limit
We have already established that the double integral converges absolutely, so interchanging the order of integration is justified. Thus, our task is to compute the limit
It is simple to bound each of the integrands by an absolutely integrable function (independent of ), employing the same integration by parts type estimates used in Lemma 2. So the dominated convergence theorem applies and we can pass the limit through the integral signs. Hence,
Using Lemma 2 and the global relation (4) we find
Since α i = 0, we can parametrise the λ-integrals in (12) so that i is the positive real axis andˆ i is the negative real axis:
In the first integral we make the change of variables
where we have chosen the positive square root so that λ ≥ 0. Similarly, in the second integral we make the change of
We note that the above integrals are well defined for q i , ∂ n q i ∈ E [0, 1], since by the semi-norm estimates (5), the corresponding Fourier transforms are entire functions of polynomial growth on the real line, . We find the contributions from the derivatives cancel, and we are left with the expression (14) lim
Nowφ ∈ S(R) and since q i ∈ E [0, 1] → S (R), we can apply the Fourier inversion theorem on S (R) to find
Hence lim z→Γ i Q = q i in S (Γ i ).
Remark 1. By performing a similar calculation it is possible to determine the limit of ∂Q/∂n, where n is the normal to Γ i Γ i . In this case the corresponding terms forq i in (13) cancel and we find
Thus, under the assumption that the global relation is satisfied, it is possible by using (2), to prove existence for the Dirichlet, the Neumann or the Robin boundary value problems.
Remark 2. Central to this argument was the statement that our domain can be placed in the z-plane so that the vertex at z = z i lies at the origin. We certainly do not lose any generality by enforcing this situation. Indeed, suppose a priori that one is interested in the behaviour of the boundary values at a particular edge of the domain boundary. Then, after this edge has been singled out, the domain can be embedded into C R 2 in any way we find convenient. Alternatively, one can check directly that the integral representation (2) is invariant under rotations and translations in the zplane.
This highlights an important advantage of the unified method introduced in [6, 7] : in all boundary value problems there is an underlying gauge freedom, namely, the domain on which the boundary value problem is defined may be embedded into R n a variety of ways. Clearly, the particular choice of gauge does not affect the analysis of the given boundary value problem, since the solution at a point x ∈ Ω is determined by the boundary data prescribed on ∂Ω, and the position of the point x relative to the boundary.
In the classical approaches (Green's functions, boundary integral equations, etc.), the analysis is carried out in the physical space. In this setting, gauge freedom gives no particular advantage (the action of a gauge transformation simply changes all variables appearing in the equations). However, in the unified approach the analysis is done entirely in the spectral space. The spectral parameter is decoupled from the physical parameter, and now a choice of gauge does affect the analysis of the spectral problem. In particular, as we have seen in this section, a choice of gauge allows one to single out a particular neighbourhood of the boundary ∂Ω. Since the underlying problem is gauge invariant, these local arguments can be extended to all of ∂Ω.
From the above discussion, it follows that the "without loss of generality" statements made in this section can be interpreted as an exploitation of gauge freedom: we have made a particular choice of gauge so that the analysis of the boundary values on part of our domain is simple, then we have extended these results to the entire domain using the underlying gauge freedom.
Regularity of Boundary Data
In this section we use the global relation (4) to derive regularity results for the unknown Neumann data. On the assumption of a distributional solution to the global relation, we use elementary results from the theory of distributions to retrieve the classical regularity results for the DirichletNeumman map for elliptic problems. The basic result is summarised below Theorem 3. Suppose the distributions q i , ∂ n q i ∈ E [0, 1] (i = 1, . . . , n) are such that the global relation (4) is satisfied:
Suppose that the natural extension of u i belongs to H s (R) for some 1 ≤ i ≤ n and s ∈ R. Then ∂ n q i ∈ H s−1 loc (0, 1). Figure 2 . Choice of gauge so that Γ i is aligned with the real z-axis.
The main idea in the proof is to use the gauge freedom to align the particular side we are interested in with the real z-axis, so that all other sides of the polygon are contained in the lower half plane, as in Figure 2 . The term in the global relation corresponding to the side aligned with the real z-axis, is closely related to the Fourier transform of the boundary values on this side. By proving that the other terms in the global relation decay in a suitable sense, the regularity of the unknown boundary values on the side aligned with the real z-axis can be deduced from the regularity of the known boundary data using standard properties of the Fourier transform and Sobolev spaces. The proof of the theorem requires two technical lemmas, which show that if we are interested in the regularity of the boundary values on the side Γ i , the only important term in the global relation is ρ i .
Lemma 3.
Let Ω be scaled and positioned so that it resides in the lower half z-plane and the side Γ i coincides with the interval (0, 1) on the real axis. Then
Then the following estimate is valid for λ > 0:
for some fixed > 0 and constants C, M > 0.
Proof. The equality in (16) follows immediately from the fact that Γ i coincides with (0, 1) and α i = π. If j / ∈ {i, i ± 1}, then the basic semi-norm estimate (5) gives
since Im z ≤ − on Γ j for some > 0, using the fact that all the sides lie lower half plane. The estimate in (17) follows from the global relation (15)
and the previous estimate for the terms on the right hand side.
Lemma 4. For ϕ ∈ C ∞ c (0, 1) we define the operation :
where dM (µ) = (1 + β 2 /µ 2 )dµ. Thenφ ρ i ∈ S(R).
Proof. First note that since ϕ ∈ C ∞ c (0, 1), we haveφ ∈ S(R) and then it is straightforward to show that
This also means that this map is well defined, because
The estimate in (17) and the closure of S(R) under convolution implŷ
We need to show that the terms on the right hand side of this expression are Schwartz functions. The analysis is similar for both terms, so we focus attention onφ ρ i+1 . Our object of interest is given bŷ
where we have inserted a regularisation for later convenience. This is justified since ρ i+1 (λ) is certainly polynomially bounded (by the estimate in lemma 3) andφ ∈ S(R), so the dominated convergence theorem applies. Now one can show that any distribution in E [0, 1] can be written as a finite sum of derivatives of bounded functions (see appendix). Employing this result we may assume that there exist bounded functions {g j } N j=1 with supports contained in [0, 1] such that
and similarly for the term corresponding to q i+1 . Hence a generic term appearing in ρ i+1 (λ) can be represented in the form
where f is some bounded function and β ∈ Z. Since ρ i+1 (λ) is just a finite sum of such terms, it is sufficient for our analysis to use this expression instead of ρ i+1 (λ). Applying Fubini's theorem, equation (18) readŝ
where
with z (τ, y) defined accordingly. We now proceed to show that the function F (y) = lim →0 F (y) is smooth on the interval (0, 1). Making a change of variables in the µ-integral µ = µz (τ, y), and noting that Re z (τ, y) ≥ , we can use elementary techniques from complex analysis to show that the corresponding contour of integration in the µ -plane can be rotated back to the real axis. This gives
For any y ∈ (0, 1) there exists a δ y > 0 such that |z 0 (τ, y)| ≥ δ y for τ ∈ [0, 1] so we can take → 0 for y in this open interval, although the convergence is not uniform in y. Also, for any y ∈ (0, 1) the µ integral decays exponentially so we can differentiate under the integral sign as many times as needed. It follows that F ∈ C ∞ (0, 1) and hence ϕF ∈ C ∞ c (0, 1). We deduce from (19) thatφ ρ i+1 ∈ S(R), since it is the Fourier transform of a smooth function with compact support. The argument showingφ ρ i−1 ∈ S(R) follows in a similar fashion.
Proof of Theorem 3. Using the result of the previous lemma we havê ϕ ρ i ∈ S(R) ∀ϕ ∈ C ∞ c (0, 1). We introduce the new variable k = µ − β 2 /µ for the integral definingφ ρ i . It is clear that k(µ) : R + → R is a diffeomorphism and dk = dM (µ). Using this observation in (16) we find
Making the substitution in the integral forφ ρ i we find
The first term on the left hand side it justφ * (∂ n q i )ˆ, so
Using the standard notation λ = (1 + λ 2 ) 1/2 , it follows that
We want to estimate the L 2 norm of the right hand side of (20) after multiplication by λ s−1 , i.e. we want to estimate the L 2 norm of
Using Peetre's inequality
and applying Young's L 2 inequality we find
Using this estimate in (20) we find that ϕ∂ n q i ∈ H s−1 (R). Since ϕ ∈ C ∞ c (0, 1) is arbitrary, we conclude that ∂ n q i ∈ H s−1 loc (0, 1). Remark 3. The proof is almost the same if one assumes that ϕ ∈ S(0, 1). The only modification needed is to take into consideration that the function F (y) = lim →0 F (y) has a singularities of finite order at y = 0. It is then easy to show that ϕF ∈ S(0, 1), so its Fourier transform belongs to S(R) and the proof follows as in Theorem 3.
We note that this proof can easily be modified to deal with more general Sobolev spaces W s,p (Γ i ) where p ∈ (1, ∞). Here we only state the relevant definitions and results, and refer the reader to [11] for a comprehensive account.
The class of Fourier multipliers S n (R) are defined by the smooth functions
For p ∈ S n (R) we define the pseudo-differential operator p(x, D) ∈ Ψ n (R) via
for Schwartz functions f . The action of p(x, D) can then be defined on S (R) by duality. A fundamental property of the pseudo-differential operators Ψ n (R) is that for q ∈ (1, ∞) the following map is continuous,
meaning that for p ∈ S n (R) and f ∈ W s,q (R) with q ∈ (1, ∞), we have
for some constant C. We say that p(x, D) ∈ Ψ n (R) is elliptic of order n if
for |λ| sufficiently large. With these definitions we have the following result.
and {q i } n i=1 be distributional solutions of (15). Then, there exists an elliptic pseudo-differential operator
Proof. Recall the equality (20)
is valid for all ϕ ∈ C ∞ c (0, 1). We introduce the function
It is clear that p(D) ∈ Ψ 1 (R) is elliptic. Working modulo the space of Schwartz functions, the equivalence in (21) reads
So we certainly have
The result follows from the fact the Fourier transform is an isomorphism on S(R).
Corner Singularities
We consider the existence of corner singularities for solutions of the modified Helmholtz equation in a polygonal domain. The basic differential form for the Modified Helmholtz equation is given by
The associated global relation is given by ∂Ω W = 0. We concentrate on the particular corner z i . Introducing the local coordinates (ρ, θ) defined by z − z i = ρe iθ , and using we find that
Without loss of generality we position the polygonal domain in the complex z-plane so that z i = i, and Im z j < 0 for j = i as in Figure 5 . Then, for z on any side other than on the sides Γ i , Γ i−1 , and for λ real and positive, we have
for some > 0. Letting z i = i, we find
For both Γ i and Γ i−1 , Re k(λ, θ) > 0, since −π < θ < 0, i.e. |θ + π/2| < π/2.
The sides Γ i−1 and Γ i yield the following contribution to the global relation:
(27) ie
We can examine the possibility of corner singularities by considering the limit of equation (27) 
Hence,
Note that convexity implies that ∆ i,i−1 = α i − α i−1 ∈ (0, π). We deduce that there exists an integer M ∈ {0, 1, 2, . . .}, such that
The inequalities d > −1 for = i, i − 1 imply that M cannot be negative. We deduce that either both q(ρ, −θ ) for = i, i − 1 are O(1) as ρ ↓ 0 or
In either case, corner singularities do not occur, independent of the internal angle ∆ i,i−1 .
5.2.
Continuous Dirichlet-Dirichlet. Suppose that Dirichlet boundary conditions q(ρ, −θ ), = i, i − 1 are prescribed at the sides Γ i and Γ i−1 . Furthermore, assume that the given data are continuous at the corner. Let ∂q ∂θ
where n > 0 for = i, i − 1, so the integrals in (27) are well-defined. The leading order term in λ as λ → ∞ originating from the Dirichlet data vanishes due to continuity. Indeed, this term gives rise to the contribution, as λ → ∞,
which vanishes. Employing Watson's lemma in (27) we find
Thus, there exists an integer M ∈ {1, 2, . . .}, such that
Employing similar reasoning as in the previous section we deduce that corner singularities do not arise, independent of the internal angle ∆ i,i−1 .
2 Recall Watson's lemma
5.3.
Vanishing at the corner: Dirichlet-Neumann. Suppose that Neumann and Dirichlet boundary conditions are prescribed at the side Γ i and Γ i−1 respectively. Furthermore, assume that the given data vanish at the corner. Let
where d i > −1 and n i−1 > 0. Employing Watson's lemma in (27) we find
We deduce that there exists an M ∈ {0, 1, 2, . . .} such that
Singularities can occur only if n i−1 < 1, i.e. if ∆ i,i−1 > π/2. We conclude that corner singularities can occur only if there is an internal angle smaller larger than π/2, in agreement with the classical results for elliptic boundary value problems in corner domains [5] .
5.4. Discontinuous Dirichlet-Dirichlet. In this case, as λ → ∞, there exists a non-vanishing term proportional to the discontinuity. This implies the existence of non-integrable singularities.
Remark 4. The limit as λ → 0 yields precisely the same information as the limit λ → ∞. This is not surprising, since (27) is invariant under the transformation λ → β 2 /λ followed by complex conjugation.
Non-Integrable Singularities
It was shown in §5 that discontinuous Dirichlet boundary conditions can give rise to non-integrable singularities. In order to eliminate such a singularity at the corner z i , we introduce the differential form V defined by
where ρ * = 0. Along a ray of constant θ, V is given by
and hence the non-integrable singularity is eliminated. A boundary value problem involving several non-integrable singularities, can be decomposed into a series of problems each involving a single corner. In what follows we analyse in detail a particular boundary value problem which has two nonintegrable singularities. In this case it is possible to eliminate both of these singularities using a single differential form.
Example. Let q(x, y) satisfy the modified Helmholtz equation in the interior of the half-strip formed by the corners
where is real and positive. Let (31) q(x, 0) = q(x, ) = 0, 0 < x < ∞; q(0, y) = 1, 0 < y < .
The symmetry relation q(x, y) = q(x, − y) implies
It is possible to eliminate the non-integrable singularities at the corners z 2 and z 3 using the following differential form: (32)
where q(x, y ) dy − ∂q ∂y (x, y),
q(x, y ) dy + ωq(x, y) dx
Thus, the Neumann boundary values, which involve the non-integrable singularities, have been eliminated. For simplicity we set c 1 = 1 and c 2 = 0, thus, (33) becomes
Using this differential form and employing the method of [6, 7] , it can be shown that q is given by
In what follows we verify that the expression, as defined by (35), satisfies the given boundary conditions.
Boundary condition q(x, 0) = 0: Evaluating equation (35) at y = 0 we find
Noting that
Boundary condition q(x, ) = 0: This follows in a similar fashion.
Boundary condition q(0, y) = 1: Evaluating (35) at x = 0 we find
In order to take care of the singularity at λ = iβ, we deform the contour of the second integral on the right hand side of (36) to the contour L depicted in Figure 4 . Then, q(0, y) can written in the form iβ Figure 4 . Contour L in the complex λ-plane.
(37)
Jordan's lemma implies that the first integral on the right hand side of (37) vanishes. The integrand of the third integral remains invariant under the transformation λ → 1/λ, thus this integral also vanishes. The second integral on the right hand side of (37) has a pole at λ = iβ with residue −i. Hence q(0, y) = 1.
The non-integrable corner singularity. Equation (35) implies Using a similar argument to the one used in calculating q(x, 0) we find that the expression on the right hand side simplifies to Indeed, letting k = λ − β 2 /λ, i.e. It is straightforward to show that the second of these integrals is a bounded, continuous function of x. Writing cos k = (cos k − 1) + 1 we deduce The claim in (38) now follows by computing the elementary integral on the right hand side of the above equation.
Appendix
It was claimed in §4 that a distribution in E [0, 1] can be written as a finite sum of (weak)-derivatives of bounded functions supported on [0, 1]. We have been unable to find the proof in the literature, so here we present a proof. This is the form of the result used in §4.
