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Mohammad Nayeem Teli, Bruce A. Draper, and J. Ross Beveridge
Abstract—Face detection is an important first step before face verification and recognition. In unconstrained settings it is still an open
challenge because of the variation in pose, lighting, scale, background and location. However, for the purposes of verification we can
have a control on background and location. Images are primarily captured in places such as the entrance to a sensitive building, in
front of a door or some location where the background does not change. We present a correlation based face detection algorithm to
detect faces in such settings, where we control the location, and leave lighting, pose, and scale uncontrolled. In these scenarios the
results indicate that our algorithm is easy and fast to train, outperforms Viola and Jones face detection accuracy and is faster to test.
F
1 INTRODUCTION
Automatic face detection is the task of determining
where and how many human faces, if any, are in an image.
Depending on the imaging scenario, face detection can be
thought of either as a solved problem or an open challenge.
At the easy end of the spectrum are mug shot photos, in
which faces are shown fully frontal, at a known scale, with
controlled illumination, and in front of a blank background.
FERET [31] is an example of an easy data set. For easy
data sets face detection is a solved problem, with the Viola-
Jones algorithm [42] being the most widely used solution.
At the other end of the spectrum are totally uncontrolled
scenarios. In these conditions, faces may be shown from
any angle, may be partially obscured, may appear at any
scale and under arbitrary illumination conditions, may have
motion blur, and may be set in any context. JANUS [17] is an
example of a data set at the harder end of the spectrum, and
recent studies suggest that face detection in uncontrolled
scenarios is still an open research problem [7].
This paper addresses an intermediate point on the face
detection difficulty spectrum. It is motivated by security
applications that need to detect faces as a precondition for
recognizing people. For example, an application might need
to detect the faces of people in a waiting room or of people
walking down a corridor. These applications lead to images
like the ones shown in Figure 1. Under these conditions,
faces are still seen from a wide range of angles and in
motion, with variations in illumination. Occlusions also still
occur. The variations in scale, however, are more limited.
More importantly, although the immediate background be-
hind the face varies as the subject walks, the overall context
is constrained.
In security applications like these, the standard Viola-
Jones face detector is only about 70% accurate (see Sec-
tion 6 for details). Higher accuracies might be achieved by
more recent techniques such as deep learning [9], [21] or
deformable parts models [10], but they are computationally
complex. Beyond recognition accuracy, one goal for security
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applications is to push the computation forward toward the
camera, so that only face chips (and not whole images) have
to be sent over the network to main processors. This favors
simple algorithms with regular computations that can be
run on inexpensive, low power processors.
This paper presents a novel face detector, Correlation
Face Detector (CorrFaD), based on the Minimum Output
Sum of Squared Error (MOSSE; [2]) algorithm for training
correlation filters. CorrFaD is a fast and simple face detec-
tion algorithm that works well in the security applications
described above. Two of the factors constrained in these
applications are the background and the scale. Under these
constraints, we show that CorrFaD is highly reliable and we
make three claims:
1) CorrFaD outperforms the Viola-Jones face detector
in surveillance settings such as the ones shown in
Figure 1.
2) CorrFaD is fast. The time complexity to detect a face
is O(n log(n)).
3) CorrFaD is the first algorithm specifically tested on
faces in a newly released dataset, the Point and
Shoot Face Recognition Challenge (PaSC) [1].
The rest of this article is organized as follows: Section
2 introduces correlation and MOSSE correlation filter, and
Section 3 presents some recent work on face detection.
CorrFad and its scale sensitivity is discussed in detail in
Section 4. In section 5 we present CorrFaD training and
evaluation methods. Section 6 presents results of face de-
tection in specific settings and section 7 briefly summarizes
the limitations of CorrFaD. Finally, in Section 8 we discuss
our findings.
2 BACKGROUND: CORRELATION & FILTERS
In this section, we remind readers of the relevant properties
of correlation and convolution. We then briefly review the
state of the art in algorithms for learning optimal linear
filters, with a particular focus on MOSSE [2], the algorithm
at the heart of CorrFaD.
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Fig. 1. Representative frames from the custom Video dataset at a particular location.
2.1 Correlation and Convolution
Cross-correlation is a similarity measure between two sig-
nals when one has a time-lag. In continuous domains it is
expressed as:
(g ∗ h)(t) ≡
∫ ∞
−∞
g∗(τ)h(t+ τ)dτ, (1)
where g and h are continuous functions and g∗ is the
complex conjugate of g. Convolution is similar, although one
signal is reversed:
fconv ≡ g(−t) ∗ h(t) (2)
Convolution and cross-correlation have two key fea-
tures: shift invariance and linearity. Shift invariance means
that the same operation is performed at every point in
the image and linearity means that every pixel is replaced
with a linear combination of its neighbors. Mathematically,
linearity is represented as:
g ∗ kh = k(g ∗ h) (3)
and
g ∗ (h1 + h2) = g ∗ h1 + g ∗ h2. (4)
Correlation is often used to find parts of an image that
match a template or filter. Since correlation is a similarity
measure, maxima in the correlation surface represent lo-
cations where the image and filter are similar. However,
the limits of correlation as a matching algorithm are well
known. Of importance to this paper is the bias that image
patches with high values tend to produce higher correlation
scores, regardless of how well they match the filter. This can
be addressed by normalizing the correlation scores by the
standard deviation of the image patch.
2.2 Discrete Fourier Transform for Correlation
The computational cost of convolving an N×N image with
an M×M filter is N2M2. The cost can be reduced by taking
the Discrete Fourier Transform (DFT) of both the image and
the filter using the Fast Fourier Transform (FFT) algorithm.
According to the convolution theorem, the DFT of the con-
volution of two functions is the element-wise product of the
DFT of one function with the complex conjugate of the DFT
of the other, as shown below:
Corr(g, h)↔ G(f)H∗(f) (5)
where G(f) and H∗(f) are the Discrete Fourier Transform
of g(t) and the complex conjugate of the Discrete Fourier
Transform of h(t), respectively. The computational com-
plexity of converting images into the frequency domain,
computing their correlation as in Equation 5, and con-
verting them back to the spatial domain (if necessary) is
only O(n log n). This makes correlation a computationally
efficient, if not necessarily accurate, matching algorithm.
2.3 Correlation Filters
Because of their speed, correlation filters [19] continue to
be used in applications such as face verification [24], face
recognition [20], and target detection [13]. Recent research
has focused on improving performance by learning filters
that will give the best possible results.
Matched filters [29] convolve an unknown signal with
the conjugate of a time reversed known template to deter-
mine whether the template exists in the unknown signal.
The goal is to maximize the Signal-to-Noise (SNR) ratio in
the presence of additive stochastic noise.
Although matched filters are usually used in RADAR
applications, they also find use in improving SNR in X-
rays. Their use is limited in face detection applications
because they require a large number of filters to account for
variations in expressions, pose, age, illumination etc., [20].
3Synthetic Discriminant Function (SDF) filters [14] are
used for face verification. They are trained to produce cor-
relation values of one for positive training samples and zero
for negative training samples. A drawback of SDF filters is
that they require carefully centered and cropped training
samples in order to compute the optimal filter values [20].
Minimum-Variance Synthetic Discriminant Functions
(MVSDF) filters [18] satisfy similar constraints to SDF fil-
ters [14] while minimizing the output variance due to white
noise by removing the condition that the filter must be a
linear combination of the positive training samples.
Minimum Average Correlation Energy (MACE) fil-
ters [27] minimize the average energy of the correlation
surface over the training images. It is designed such that the
correlation value is highest at object locations and zero ev-
erywhere else. MACE filters are sensitive to input noise and
deviations from the training images because they emphasize
high spatial frequencies in order to create sharp correlation
peaks [20]. MACE filters have been successfully applied to
face recognition and face verification [24], [38], [39], [40].
Optimal trade-off filters (OTF) [33] optimize a combi-
nation of three performance measures: SNR to measure
noise tolerance, peak-to-correlation energy to measure peak
sharpness, and Horner efficiency [15] [5] to measure the
light-throughput efficiency of the filter. OTF filters can be set
to optimize any one of these three measures while holding
the other two at specific values.
Unconstrained Minimum Average Correlation Energy
(UMACE) filters [25] create sharp correlation peaks for
easy output detection even in the presence of noise and
background clutter. Unlike other correlation filters, UMACE
filters are not constrained to produce a pre-specified corre-
lation value at a specific point.
Still more correlation filters can be found in the litera-
ture. Distance Classifier Correlation Filters (DCCF) [28] are
designed to separate training images from different classes
into well-separated clusters. Mahalanobis and Kumar [26]
present polynomial correlation filters that convolve a filter
with non-linear functions of the input image. Recently,
Kerekes and Kumar [34] extended the correlation filter
design using Mellin radial harmonic functions [35]. In this
research we use MOSSE which is described next.
2.4 MOSSE Filters
With minor variations, the correlation filters described
above are trained on positive and negative samples, where
samples are filter-sized image windows that either are (pos-
itive) or are not (negative) centered on the target of interest.
In our case, the targets of interest are faces. Typical training
images, however, contain only a few image windows that
are centered on faces but a large number of image windows
that aren’t. Recently, new algorithms for training filters
have been developed that take advantage of all of these
negative samples and therefore perform particularly well
in the context of known backgrounds. Historically, the first
of these filters was ASEF [3], followed by MOSSE [2]. Since
MOSSE filers are the foundation of CorrFaD, we take time
to review MOSSE in detail here.
Unlike the filters described in Section 2.3, MOSSE [2]
filters are trained on whole images that may contain zero,
one or more faces1. Instead of extracting sample windows
from the training images, the user instead supplies idealized
output images. Since the goal of a filter is to only respond
to faces, the idealized output images are zero almost ev-
erywhere. However, where faces occur in the source image,
the idealized output has a Gaussian impulse centered at the
center of the face. Figure 2 shows three simple source images
and the corresponding idealized output images.
The goal is to learn a filter h that when correlated with
training image f will produce the given output image g.
The filter is designed in the Fourier domain to exploit the
convolution theorem. In the Fourier domain, the exact filter
for a given training image and output image is H :
G = F H∗ (6)
where  denotes element-wise multiplication and ∗ is the
complex conjugate. This can be easily solved for the exact
filter by:
H∗i =
Gi
Fi
(7)
The right column of Figure 2 shows the exact filters
for three simple face images. The filters are non-intuitive
because they are overly specific. They contain lots of fre-
quencies whose sole purpose is to exactly cancel out the
background, and for a single image there is always a filter
that will exactly recreate the idealized output image. The
goal, however, is to learn a single filter H that will come
close to recreating the idealized output image corresponding
to every training image. Thus the goal is to minimize
minH∗
∑
i
|Fi H∗ −Gi|2, (8)
where every training image has a unique value i. It is shown
in [2] that this equation is minimized by
H∗ =
∑
iGi  F ∗i∑
i Fi  F ∗i
(9)
The bottom right image in Figure 2 shows the resulting and
more intuitive filter.
Before computing the MOSSE filter as above, the training
images are pre-processed as in [3]. First, pixel values are
transformed using the natural log function to help with low
contrast lighting situations. Second, pixels are normalized
such that the image has a mean of zero and a magnitude
of one. Third, the image is multiplied by a cosine window.
Such a window gradually reduces the pixel values near the
edges to zero, putting more emphasis on the center of the
image.
Having presented the correlation filter underlying our
face detector, we next give a brief review of face detection
research before introducing CorrFaD.
3 BACKGROUND: FACE DETECTION
The first step in face processing is to detect faces. Face de-
tection determines whether an image contains faces, and if
it does, reports the locations of each face [43]. Face detection
is an active area of research including exemplar-based face
1. MOSSE filters can be trained to recognize other objects than faces,
but faces are the targets of interest in this paper.
4Fig. 2. MOSSE Filters. The left column shows three very simple face images. The middle column shows the idealized outputs given these images,
while the right column shows the corresponding (and overfit) exact filters. The bottom right image shows the MOSSE filter created from the data set
using Equation 9.
detection [22] and cascade-based face detection [6]. Recently,
convolutional deep neural networks have been used for face
detection [23] [44] [9] including a multi-tasked cascaded
convolutional network [45].
The recent work in face detection, including most of the
citations above, has concentrated on finding faces under
more and more challenging conditions. In terms of the
introduction to this paper, these papers have concentrated
on the hard end of the face detection spectrum. This is
understandable, since face detection in mug shots and other
easy settings is a solved problem. To address ever more
challenging scenarios, however, these works have adopted
techniques such as deep neural networks that consume
significant computational resources.
We believe that many security applications, however,
confront scenarios with multiple cameras but limited net-
work bandwidth. In these cases, it is desirable to use
computationally simple face detection algorithms that can
be implemented near the camera, so that only detected
faces have to be forwarded over the network. At the same
time, the face detection algorithms have to be sophisticated
enough to detect faces as they wander around a room or
walk down a corridor. These security applications are not
fully on the easy side of the face detection spectrum, either.
The most common inexpensive face detection algorithm
is the Viola and Jones [41] [42] face detector. This algorithm
can detect faces at 15 frames per second on traditional
hardware. Special-purpose hardware can make it faster,
and because of its speed it has been embedded in many
point-and-shoot cameras. The Viola-Jones algorithm is no-
table for its integral image representation [8], the use of
AdaBoost [12] for training, and its cascade of classifiers.
The integral images and the classifier cascade, in particular,
account for its speed.
This paper presents a new algorithm based on cor-
relation that, like Viola-Jones, is fast enough and simple
enough to embed in a camera. Unlike Viola-Jones, how-
ever, it can detect faces when people are moving around
inside an environment like a waiting room where the pose
and illumination change but there are background patterns
that can be learned and discounted. In essence, CorrFaD
learns correlation filters that respond to faces but not to
the environment. As a result, it is able to outperform Viola-
Jones without requiring significantly more computational
resources.
54 CORRELATION-BASED FACE DETECTION
Applications on the easy end of the face detection spectrum
are well-served by fast algorithms, most notably Viola-
Jones [42]. Our goal in developing CorrFaD was to push
fast face detection techniques more toward the middle of
the spectrum, and in particular to create a fast technique to
detect faces in complex but repeated settings, for example
waiting rooms and corridors.
Our hypothesis is that better algorithms for training opti-
mal filters (as discussed in Section 2.3) enable face detection
algorithms based on image correlation. Image correlation
(a.k.a. template matching) is, of course, the oldest technique
in computer vision. The process is well known. One simply
convolves an image with a filter and thresholds the local
maxima in the resulting convolution image. If the image
size (i.e. scale) of the target is unknown, one can use image
pyramids [32] to rescale the source image and efficiently
locate targets at multiple scales.
The limits of image correlation are also well known, of
course. One problem is setting the appropriate threshold.
In most domains, the appearance of a target will change
from image to image. In face recognition, for example, the
appearance of a target is largely a function of viewpoint. We
also expect illumination changes as a person walks around
a room. In addition, the target object itself may change over
time, as when people change expressions or hair styles. All
of these factors degrade the response of the filter to faces,
and it can be difficult or even impossible to find a threshold
that separates the responses of true faces from the random
responses of background objects.
MOSSE filters, however, minimize the problem of false
responses to background objects. The MOSSE filter training
algorithm explicitly creates filters that respond to faces
but not to the background. While all the correlation fil-
ter training algorithms discussed above try to maximize
target responses relative to background responses, none
make comprehensive use of the backgrounds of the training
images the way MOSSE does. As a result, as long as the
training images are acquired in the same setting as the test
images – for example, the same waiting room or corridor –
nothing in the background should respond strongly to the
MOSSE filter.
Geometric transformations remain the other major prob-
lem. Correlation is insensitive to changes in translation, but
is unfortunately sensitive to changes in rotation or scale.
Worse still, faces are non-planar objects in 3D; their 2D
image appearance therefore depends on the orientation of
the face in 3 space relative to the camera.
Fortunately, in most applications we do not expect to
encounter faces at truly arbitrary orientations. People tend
to stand or sit mostly upright; headstands are less common.
Although we often look up or down, we do this mostly by
moving our eyes. The tilt of our head is relatively subdued.
We do expect rotations in the horizontal plane; faces may be
oriented toward the camera, but they may also be facing to
the left or right. We also expect changes in scale as people
move closer to or farther from the camera.
Our approach to compensating for changes in orien-
tation and scale is simple and brute force: more filters,
combined with image pyramids. The rest of this section
describes experiments to test the range of scales and orien-
tations a MOSSE face filter responds to. As will be shown, 3
filters covers an octave of scale space, and at each of these
scales we need filters for three orientations. As a result, 9
image convolutions per octave is enough to detect faces in
many applications.
4.1 Scale Sensitivity
To measure the sensitivity of MOSSE face filters to changes
in scale, we first conducted a set of experiments on images
from the FERET [31] face data set. As mentioned in the
introduction, FERET is an easy data set. Nonetheless, we
use FERET in order to isolate the effects of scale from other
factors. When we introduce the full CorrFaD algorithm
in Section 5, we will evaluate its performance on more
challenging data sets.
We use 500 images selected from FERET to measure scale
sensitivity. Figure 3 shows 6 of the 500 images. As shown
in Figure 3, FERET images have uniform backgrounds, so
false matches from background features are not an issue.
FERET images are also labeled in terms of pose; we use
500 frontal images so that there are no significant changes
in orientation. Other sources of variation, such as changes
in expression and illumination, remain. The 500 images
are divided into training and test sets such that no subject
appears in both the training and test set.
4.1.1 Baseline Scale Performance
The first experiment establishes a baseline: how well do
MOSSE face filters perform when the scales of the faces in
the test set, measured in terms of pixels between the eyes,
are the same as the scales of the training images? To deter-
mine this, we re-scaled the images in both the training and
test sets so as to make the interocular distances the same. We
did this 6 times, creating data sets with interocular distances
of 16, 32, 48, 64, 80 and 96 pixels. We then correlated test
images with an interocular distance of 16 with a MOSSE
filter trained on faces with 16 pixels between the eyes. We
also correlated images with interocular distances of 32 with
a filter training on faces with 32 pixels between the eyes,
and so on. At each scale, we had 250 correlation tests, one
for each test image. After each correlation we located the
peak filter response. A trial was said to be a success if the
peak was within 5 pixels of its ground truth location (the
midpoint between the eyes).
TABLE 1
Accuracy of locating point between the eyes with filters trained and
tested on the images with the same number of pixels between the eyes.
Pixels between Eyes % Accuracy (within 5 pixels)
16 91.2
32 77.6
48 87.6
64 95.2
80 96.4
96 97.2
The results of these tests are presented in Table 1. Not
surprisingly, larger faces have more information and are
therefore easier to detect than smaller ones. MOSSE filters
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Fig. 3. Representative images from the FERET database.
(a) 16 (b) 32 (c) 48 (d) 64 (e) 80 (f) 96 (g) Unprocessed
Fig. 4. Each filter is labeled as the number of pixels between the eyes in the training dataset .
correctly localize (to within 5 pixels) 91.2% of all faces when
the interocular distance is 16 pixels; this rises to 97.2% when
the interocular distance is 96 pixels. In general, however,
MOSSE filters localize faces over 90% of the time in easy
images from the FERET data set when there are no differ-
ences in scale or orientation. (There is a small, unexplained
exception for faces with 32 pixels between the eyes.) Figure 4
shows visually what the MOSSE filters look like for different
scales. The increase in detail explains the 6% rise in accuracy
over the range of interocular distances.
4.1.2 Performance as a Function of Scale Change
Having established a baseline, our next goal is to measure
the sensitivity of MOSSE face filters to changes in scale.
Invoking scale space theory, we measure scale changes in
terms of octaves. Every octave represents a doubling of
the pixels between the eyes. Anticipating the use of image
pyramids, our goal is to determine how many filters are
needed per octave.
We begin by re-scaling the training images to an interoc-
ular width of 64 pixels (6 octaves) and training a MOSSE
filter for faces as that scale. We then re-scale the test images
to different interocular widths, starting at 52 pixels (5.7
octaves) between the eyes and increasing through 64 pixels
up to 76 pixels (6.3 octaves) between the eyes. We then
evaluate how well the Octave 6 MOSSE filter localizes faces
for every scale of training image. The result is shown in
Figure 5.
The horizontal axis of Figure 5 is the difference in scale
(measured in octaves) between the filter and test image. The
vertical axis is the percentage of time the filter localizes the
face to within 5 pixels of its true position (a tight threshold,
considering the interocular distance is 64 pixels). The curve
of the data indicates that when the scale mismatch between
the filter and target is plus or minus a tenth of an octave, the
ability of the filter to localize the target drops about 10%. At
plus or minus a sixth of an octave, localization ability drops
about 20%. Beyond that, the decline is rapid. This suggests
that between 3 and 5 MOSSE face filters are needed to cover
one octave in scale space.
The results in Figure 5 were calculated at octave 6. As
shown in Figure 4, MOSSE filters are more detailed at
larger scales and less detailed at smaller scales. To see if
this makes a difference, we repeated the experiment above
at interocular distances of 16, 32, 48, 64, 80 and 96 pixels
(4, 5, 5.58, 6, 6.32 and 6.58 octaves, respectively). These
results are presented in supplemental material and they are
qualitatively similar. As a result, between 3 and 5 MOSSE
filters are needed to cover an octave of test scales anywhere
in scale space.
4.2 Filter Selection
The previous experiment established that between 3 and 5
filters are needed per octave to compensate for changes in
scale. Although the FERET faces are forward facing, when
we move to more challenging domains we will also need
multiple filters per scale to accommodate different poses.
Using more than one filter introduces a challenge. Of the
many filter responses to an image, how do we pick the local
optima that matches best and therefore determines both the
position and scale of the face? This section, establishes a
methodology to pick the best match filter responses.
4.2.1 Peak-to-Sidelobe-Ratio (PSR)
To pick the best filter response from a batch of filter re-
sponses we use the Peak-to-Side-lobe Ratio (PSR) as rec-
7InterOcular Width in Octaves of Test Images.
%
 A
cc
ur
a
te
 w
ith
in
 5
 p
ixe
ls
 fr
om
 th
e 
ta
rg
et
5.90 5.93 5.95 5.97 6 6.02 6.04 6.06 6.08 6.10 6.13
87
.2
90
.0
91
.2
92
.8
93
.6
94
.4
95
.2
Fig. 5. Accuracy of locating the target within 5 pixels when a filter
is trained on 6 octave and tested on 13 datasets containing images
between octaves 5.85 and 6.13.
ommended by Savvides et. al. [37]. PSR is a probabilistic
measure of the height of a peak in terms of the mean and
standard deviation of the surrounding signal. The response
peak with the highest PSR is selected as the best filter and
used to determine the location and size of the face in the
image.
The Peak-to-Side-lobe-ratio (PSR) is defined as:
PSR =
peak −mean
σ
, (10)
where peak is the value of a local maxima in the correlation
surface, and, mean and σ are the mean and the standard
deviation of the correlation surface excluding a 5×5 pixel
window around the local maxima. It is pertinent to mention
that Saviddes et al. [37] did not compute the mean and
standard deviation over the whole image (excluding the
local peak). Instead, they estimated the mean and standard
deviation in a 64×64 pixel window around but excluding
the local maxima. We tried this approach in pilot studies,
but achieved better performance when the full image was
used.
4.2.2 Selecting Filter Responses
The general approach to compensating for changes in scale
and viewpoint in CorrFaD is to convolve the image with
multiple filters and select the best responses. Unfortunately,
more filters have the potential of introducing more false
positives. To test this, we trained 13 filters at scales ranging
from 3 octaves (8 pixels between the eyes) to 6.7 octaves
(96 pixels between the eyes), and tested them on non-
resized (unprocessed and random) test images. The results
are presented in Table 2. One observation from this table is
that most of the faces in the FERET data set have between 64
and 80 pixels between the eyes. Another is that the average
face responds correctly to about three filters, reinforcing the
observation that filters detect faces over a range of sizes.
The most important line in Table 2 is the last one. This
is the accuracy that results from selecting the peak with
the highest PSR value for each image out of all the filter
responses. This means that when an image is tested with
each one of these filters, we pick the scale and pose of the
filter that finds the highest PSR. Using this approach we
correctly detected a face in 95.2% of our test images. At this
accuracy it is significantly higher than the accuracy of any of
the individual filters, suggesting that the risk of additional
false positives is more than compensated for by the ability
to select among filters at different scales.
TABLE 2
Accuracy of locating point between the eyes with filters trained on
images with different number of pixels between the eyes and tested on
unprocessed dataset.
Training Pixel Octave % Accuracy (within 5 pixels)
3 0.0
4 0.4
4.58 8.8
5 2.8
5.32 2.4
5.58 9.2
5.8 38.8
6 81.2
6.17 85.2
6.32 62.4
6.46 38.4
6.58 29.2
6.7 18.8
Max PSR 95.2
5 CORRFAD: DETECTING FACES IN REPEATED
SETTINGS
As mentioned in the introduction, face detection in easy data
sets like FERET is a solved problem. Most recent research
concentrates on face detection in unconstrained settings,
even if the resulting algorithms are computationally expen-
sive. This paper develops a simple algorithm for detecting
faces in complex but repeated settings, a situation common
in many surveillance applications.
Specifically, we advocate detecting faces by convolving
the source image with a set of linear filters, and thresholding
the maximum response. This is such a simple (and old)
technique that its use in complex face detection scenarios
may be surprising. Two factors have changed, however: (1)
new optimal filter techniques create linear filters that are
more robust to changes in lighting, expression and other
factors; and (2) MOSSE filters in particular learn to discount
repeated backgrounds. As a result, faces can be detected in
even complex scenarios as long as the general location is
repeated.
5.1 Datasets: PaSC and R-PaSC
The Point-and-Shoot Challenge (PaSC) data set was intro-
duced for the handheld video face and person recognition
competition at International Joint Conference on Biometrics
(IJCB) in 2014 [16]. It was also the basis of a video person
recognition evaluation at Face and Gesture conference in
2015 [36] and video person recognition challenge at the
8th IEEE International Conference on Biometrics: Theory,
Applications, and Systems (BTAS) in 2016 [30]. The data
set contains videos of people performing every day tasks.
As a result, the people in the videos walk around through
8different lighting conditions, sometimes getting closer to the
camera and other times getting farther away. They often
change expressions, and they rarely look at the camera. In
addition, the cameras are inexpensive point-and-shoot that
are generally held by hand, resulting in jitter and motion
blur. In other words, PaSC is a challenging data set near the
difficult end of the face detection spectrum, similar in many
ways to JANUS [17].
The PaSC data set is, in fact, too difficult for the linear
filters advocated here. As shown below, they are not able to
reliably detect faces in the PaSC data set. Unlike JANUS,
however, the PaSC data set was collected at a small set
of indoor and outdoor locations. As a result, it is possible
to create a set of smaller, restricted data sets that we will
collectively call R-PaSC (Restricted-PaSC). Every data set
in R-PaSC contains a set of training videos that were all
collected at one location. The associated test videos were
collected at the same location. The people are disjoint across
the training and test sets, so that we are never testing on
a video of a person that we trained on. Other than the
location, all other sources of variation (e.g. expression, task)
remain.However, as we will show below, just restricting the
training and test location simplifies this task enough that
MOSSE filters are now able to detect the faces.
To be specific, the unrestricted PaSC data set contains
2,802 videos of 265 people carrying out simple tasks. There
are four to seven videos per subject using controlled videos
and four to seven videos using hand held cameras in six
different locations.
Since our goal for R-PaSC is to restrict to a particular
setting, out of the 2,802 unrestricted PaSC videos, we picked
256 videos shot at a particular location for training and 73
videos for testing. Figure 6 displays frames from the videos
shot at a particular location with different background ob-
jects. The details of this data set are presented in Table 3.
There is no overlap between the test and the training sets
including people. The background is different in terms of
the number of background objects but the location remains
the same.
TABLE 3
Details of R-PaSC data set.
Number of Training Videos 256
Number of Training Frames 18966
Number of Test Videos 73
Number of Test Frames 1865
Number of People in Training Videos 128
Number of People in Test Videos 36
Number of locations 1
5.2 Training & Selecting Filters
The goal of this section is to evaluate whether a bank of
MOSSE filters can be used to detect faces in surveillance ap-
plications with repeated settings. This requires that we first
determine how many filters we need to span the range of
scales and viewpoints we expect to encounter. Based on the
available training data, we decide to limit the experiment to
recognizing images of faces with between 16 and 128 pixels
between the eyes (a three octave range) and in which both
eyes are visible (i.e. no profiles or backs of heads).
In Section 4.1.2, we determined that between 3 and 5
filters per octave were needed to cover changes in scale.
This was determined based on experiments with the FERET
data set, so that confounding factors such as changes in
illumination or expression would not alter the result. Real
applications include these other factors, however, so we
decided to confirm whether 3 to 5 filters per octave was
still sufficient for this new, harder data set.
We ran a controlled experiment using the same method-
ology as in Section 4.1.2. We resampled the training images
to have 64 pixels between the eyes, and resampled the test
images to have between 45 and 90 pixels between the eyes
(i.e. plus or minus half an octave) in increments of 0.05
octaves. The resampling was done on test images from the
PaSC data set that have an interocular width greater than or
equal to 64 pixels to avoid ”up sampling”. The results are
shown in Figure 7.
Figure 7 shows the accuracy of localizing a target within
10% of the inter-ocular width in both x and y directions.
Specifically, it shows the results of a filter trained for images
of octave 6 inter-ocular width (i.e. 64 pixels) when tested
on 21 different data sets whose inter-ocular widths range
between 5.5 octaves and 6.5 octaves.
According to Figure 7, the detection accuracies for the
quarter octave between 5.86 and 6.10 octaves stay between
70% and 75%. This is consistent with the previous results on
FERET, and lead us to train four MOSSE filters per octave.
We confirmed this result with additional experiments for
filters trained on other inter-ocular widths. The results were
consistent across these additional tests
The next challenge is to determine how many filters we
need per scale to account for changes in viewpoint. We ran
a pilot experiment to determine the range of pose variation,
and found that there are three different ranges within the
PaSC training dataset: less than -12◦ (left side facing the
camera), between -12◦ and +12◦ (in and around frontal pose)
and greater than +12◦(right side facing the camera). So, we
have frontal or near frontal pose, left profile or between
frontal and left profile pose and right profile or between
right profile and near frontal pose. As a result, we use train
filters for four scales and three viewpoints per octave, for a
total of 12 filters per octave. Since we want to cover a range
of interocular distances ranging from 16 to slightly over 128
pixels, we train a total of 39 filters covering 3 14 octaves.
When training these filters, we did not artificially resize
any face images. Instead, we used 255,835 frames selected
from 999 training videos to cover all 39 combinations of
pose and scale. Nine of those trained filters are displayed
in Figures 8, 9 and 10. The three filters in each figure have
the same scale but different poses. To be more precise, in
Figure 8, the left filter 8(a) has been trained on an image
dataset containing images with 32 pixels between the eyes
and a pose of greater than 12◦ or the right profile. Similarly,
the filter in Figure 8(b) is trained on a dataset with images
that have 32 pixels between the eyes and a frontal or near
frontal pose. Finally, Figure 8(c) shows a filter trained on a
dataset having images that have 32 pixels between the eyes
and a pose of less than 12◦ or near left profile. Figures 9
and 10 can be explained in a similar fashion.
9(a) Image 1 (b) Image 2
(c) Image 3 (d) Image 4
Fig. 6. Representative images from the R-PaSC data set.
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Fig. 7. The percentage accurate is defined as the number of images
which locate the face within 10% of the eye width from the target (point
between the eyes) location.
5.3 Evaluation Methodology
To evaluate the bank of MOSSE filters selected above as a
face detection mechanism, we use two approaches. The first
approach to find faces in this test dataset was the same
as the bank of filters approach of Section 4.2. However,
after many experiments it started to become clear that the
convolution of the filters with a test image in the Fourier
domain showed very poor accuracy results. On the contrary,
our second approach, using spatial convolution to match
just the faces with the test image proved to be a better option
as is discussed in the next section.
5.3.1 Convolution Using Spatial Correlation
In this section, we present a case for using a bank of filters
approach in the spatial domain instead of the bank of
filters approach in the Fourier domain because the former
approach is more effective on the PaSC dataset than the
latter one. Although it seems contrary to some of my earlier
approaches, a set of careful experiments clearly made it an
approach of choice for this dataset. One of the preprocessing
steps before the convolution in the Fourier domain involves
normalization of the full image. This increases the likelihood
of a higher correlation value at a location other than on
the face, for example, near a light source. On the contrary,
normalization in the case of spatial correlation is applied for
each specific location separately, corresponding to the size of
the template, which is usually much smaller than the image
size. This approach gives a better chance of a correct match.
In order to explain the difference between the two ap-
proaches a little more, we will now use a toy example.
Consider Figure 11 to be an input image and Figure 12 to
be the filter (or template). We are interested in finding this
template in the input image. The first step is to normalize
the input test image before convolving it with the template
in the Fourier domain. Secondly, since the template is not
the same size as the test image, the template needs to be
padded with zeros to make it the same size as the test image.
The template with the padded zeros is shown in Figure 13.
Convolution of the template and the test image results in
a correlation surface with a maximum at coordinates (0, 0).
This correlation surface is displayed in Figure 14. On the
contrary, spatial correlation, using OpenCV template match-
ing, correctly identifies the peak at coordinates (8, 0). For
the rest of this chapter we will follow the spatial template
matching approach.
Specifically, the testing of PaSC datasets was carried
out by using OpenCV template matching [4]. It is
basically spatial correlation of templates with the test
images. In particular, we used the normalized cross
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(a) pose >12◦ (b) pose between -12◦ and +12◦ (c) pose <12◦
Fig. 8. Three different poses for a scale of 32 pixels between the eyes.
(a) pose >12◦ (b) pose between -12◦ and +12◦ (c) pose <12◦
Fig. 9. Three different poses for a scale of 64 pixels between the eyes.
(a) pose >12◦ (b) pose between -12◦ and +12◦ (c) pose <12◦
Fig. 10. Three different poses for a scale of 90 pixels between the eyes.
NCC(x, y) =
∑W
i=1
∑H
j=1 I(x+ i, y + j) · T (i, j)√∑W
i=1
∑H
j=1 I(x+ i, y + j)
2 ·
√∑W
i=1
∑H
j=1 T (i, j)
2
, (11)
Fig. 11. Input Image
Fig. 12. Template Image
Fig. 13. Template Image of Figure 12 with Padded zeros
Fig. 14. Correlation Output after convolving template Image of Figure 13
with Padded zeros and Figure 11.
where I is a source image, T is a matching template of size
W ×H , and (x, y) is the location on the image, I , where the
template is centered for matching.
For our experiments on the PaSC dataset, the templates
to match were created by cropping out the faces from the
trained filters. Since there are 39 filters corresponding to
13 scales and 3 poses for each scale, there are as many
face templates. Some of these templates, displayed below in
Figures 15 through 19 for scales of 16 through 32 pixels(4-5
octave in quarter steps) between eyes, display a pyramid of
filters of different scales between these octaves.
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(a) >12◦ (b) >-12◦
and <+12◦
(c) <-12
Fig. 15. filter templates for 16 pixels (octave 4) between the eyes.
(a) >12◦ (b) >-12◦ and
<+12◦
(c) <-12
Fig. 16. filter templates for 19 pixels (octave 4.25) between the eyes.
(a) >12◦ (b) >-12◦ and
<+12◦
(c) <-12
Fig. 17. filter templates for 22 pixels (octave 4.5) between the eyes.
(a) >12◦ (b) >-12◦ and
<+12◦
(c) <-12
Fig. 18. filter templates for 26 pixels (octave 4.75) between the eyes.
(a) >12◦ (b) >-12◦ and <+12◦ (c) <-12
Fig. 19. Filter templates for 32 pixels (octave 5) between the eyes.
The approach to detect faces in still images and the
frames in videos is carried out using each of these filter
templates, called the bank of filters, to match with a test
image. Each of these templates is matched with a given
test image using OpenCV template matching. The location
of the peak correlation value is recorded. This location
combined with the filter width and height forms a rectangle
representing the detected face in the test image. A match is
considered to be found between the returned face rectangle
and the ground truth face rectangle if there is an overlap
of 25% between the two rectangles. The ground truth face
rectangles were obtained using the SDK 5.2.2 version of
an algorithm developed by Pittsburgh Pattern Recognition
(PittPatt) [1].
6 LOCATION SPECIFIC FACE DETECTION
The focus of this research is to detect faces in places, such
as entrance to a sensitive building like an airport, nuclear
facility, or any other places where confidentiality matters.
With the goal of verification, the location in these settings
remains more or less uniform with no control on pose or
scale. In this section we present our results on a customized
data set, obtained from the PaSC data set to maintain a
uniform background. We hypothesize, a correlation filter
designed for a specific setting with a specific background
and not controlled for scale and pose, will yield a high
accuracy in face detection. Rest of this section is dedicated
to test this hypothesis.
6.1 Experimental Setup
This experiment is setup to test the hypothesis presented
above. We have controlled for location and as a result
created a customized dataset of video frames. In this dataset
the location is the same between the training and the test
datasets but there is no overlap of people between the two
datasets. All the videos have been shot in an indoor location.
Some of the frames from six different videos are presented
in Figure 1.
These frames are a representative of this dataset display-
ing some of the variations in scale and slight pose, in a
specific setting. The training set consists of 256 videos with
18,966 frames. The filters trained for this particular location,
and two closely related poses, and two different scales are
shown in Figure 20.
The faces in the training video frames for this setting
have an inter-ocular width between 16 and 32 pixels and
two closely related poses near the left profile. Therefore, we
created two different datasets for training. One set consists
of images having greater than or equal to 16 but less than 24
pixels between the eyes. This training set is used to train the
filter shown in Figure 20(a). The second training set consists
of images that had an interocular width between 24 and
32 pixels. The filter trained on this dataset is presented in
Figure 20(c).
Even though the filters are trained on the full frames
to get rid of the clutter in the background, smaller face tem-
plates, shown in Figures 20(b) and 20(d), have been cropped
from these trained filters to do a spatial template matching
using OpenCV. This ensures that the normalization is taken
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(a) Filter with scale of 16 pixels between the eyes. (b) Template (fil-
ter) cropped from
20(a).
(c) Filter with a scale of 24 pixels between the eyes. (d) Template (filter)
cropped from 20(c).
Fig. 20. Filters trained on 256 videos with 18966 frames for a particular location and two different scales.
at each location of an image corresponding to the size of the
face template and not the entire image.
These two face templates have been spatially correlated,
using OpenCV, with the frames of a test set consisting of
73 videos, containing 1,865 frames. Each of these videos has
been shot at the same location and the inter-ocular width
varies between 18 and 33 pixels. It may be reiterated that
in our setup two filters have been trained on images with
an interocular range of 16 to 32 pixels. If we take a look
at Figure 7, one may notice that there is a range of test
images that would give a good detection accuracy for a
filter trained on images that are closer to the interocular
width in the test dataset. Since the interocular widths of the
images in the training and test datasets lie in the same range,
the filter design choices in terms of interocular distance are
appropriate.
6.2 Results
Each frame in the test dataset is matched with the face
templates of Figures 20(b) and 20(d), and the coordinates
of the location that returns the highest correlation value for
these two matches is recorded. To choose between these
two results, the coordinates of the one that has a higher
correlation value is selected. This coordinate identifies the
top left corner of the detected face rectangle. The width
and the height of the face template determines the width
and the height of the face rectangle. The face rectangle
coordinates for each test image are recorded. These face
rectangles are eventually used to determine the performance
of the experiment.
The performance measure used in this experiment is
based on an overlap of the face rectangle obtained by
template matching of the face filters and the test images,
with the face rectangle of the faces from the ground truth
for each of these images. If there is an overlap of 25% or
more between the two rectangles, the face in an image is
recorded as detected.
Based on this criteria for accuracy, the algorithm was
able to find a face match in 1,520 frames out of 1,865 frames
which equates to an 81.5% detection rate. This result has
been compared with face detection results obtained from
OpenCV Viola and Jones’ face detector, which achieved
an accuracy of 69.43% or 1,295 out of 1,865 frames. The
criteria of accuracy for this face detector is the same as for
the correlation filter based face detector. These two results
are displayed side-by-side in Figure 21. It is clear that the
correlation based face detector outperforms OpenCV Viola
and Jones face detector in a specific scenario and it validates
the hypothesis presented in the beginning of this section.
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Fig. 21. Comparison of Face detection accuracy between Correlation
Filter approach and OpenCV Viola and Jones face detector.
6.3 Conclusion
In this section, we hypothesized that the more specific
a filter, the better the accuracy in detecting faces in an
image. As such, a controlled experiment was devised in
which the location in both training and test datasets was
restricted. The inter-ocular widths between the training and
the test datasets are also in the same range. The correlation
filter based face detector was used to test the dataset and
compared with the OpenCV Viola and Jones face detector.
The results presented in Figure 21 clearly indicate that the
correlation based approach is doing better for such a dataset
and hence confirms the hypothesis.
This is one of the most significant face detection results
obtained using correlation filters. A constant background
setting gives an advantage to the approach because the
correlation filter training appears to learn this setting and
returns a filter suited for a similar background. Because of
this learning, the filters ignore the background clutter dur-
ing the testing process and avoid false positives. Therefore,
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one of the most important application of a correlation based
face detection approach is to use it in specific situations. For
example, people walking into a building through a specific
door, or a security checkpoint where the setting remains
mostly constant. These results are important to establish the
significance of face detection using correlation filters that are
trained for specific scenarios and is an attempt to lead this
research in that direction.
7 LIMITATIONS OF CORRFAD
Having established the scenario for which correlation based
face detector, CorrFaD, is designed, this research would
not be complete without studying the limitations of this
approach. As previously admitted our approach is not
designed for face detection in uncontrolled settings but
rather repeated settings with a goal of face verification. In
this section we summarize the findings of using CorrFaD
in uncontrolled settings for images and videos (refer to
supplemental material for a detailed discussion).
These image and video data sets represent a careful
combination of uncontrolled scale, pose, lighting, and lo-
cation along with the sensors used to capture it, just like
numerous, handheld cameras and cellphones that people
around the world use to take pictures. The results have
been compared with the random results as well as OpenCV
Viola and Jones face detector. It turns out that although our
approach does much better than random experiment, it is
not at all competitive with the Viola and Jones’ face detector
when a single filter is used. However, when all thirty-nine
filters covering thirteen different scales and three poses for
each scale, are used, the accuracy of face detection by at least
one of those filters comes very close to the Viola and Jones
face detection results. To be precise it is 70.54% accuracy for
our approach versus 87.31% accuracy using Viola and Jones
face detector, on the still image data set. On the video data
set, the accuracy is 84.07% versus 86.24%, for correlation
filter based face detector and Viola and Jones face detector,
respectively. The reason for presenting and comparing the
results when all filters are being used is that even though,
the filter that gives the top correlation value does not always
find the right face, there is at least one filter in the set, that
detects the face correctly with a high accuracy. This verifies
the apprehension that correlation based face detection is not
an approach of choice for so many variations (scale, pose,
background etc.,) in the dataset. In fact we do not present it
as such either and position it as an approach to be used for
controlled background settings.
8 DISCUSSION
In this paper we introduce a novel correlation based face de-
tector, CorrFaD. Using CorrFaD for face detection involves
a transition from target localization to face detection, using
a batch of filters to determine the scale and pose of faces and
finally, applying peak-to-sidelobe ratio to determine the face
rectangle. It was applied to FERET, and PaSC image and
video data sets.
Each of these images and video frames contains only
a single face. CorrFaD is easy to train and fast in test-
ing. However, like any other face detector this one also
has to deal with many complexities associated with face
detection. Some of these complexities are associated with
faces of different sizes or scales, pose, uncontrolled lighting,
background and location, while some others arise out of the
basic principles of the process on which such a face detector
is based.
Any correlation operation returns a peak value and
hence by design it is suited to locate one face in an image
associated with the highest peak. Our goal from the outset
has been to work and apply this algorithm on datasets
with a single face in each image, therefore, this correlation
property is a feature. We have shown that this technique
works very well for images with single face and controlled
backgrounds but not for complex backgrounds and uncon-
trolled features involving pose, location and lighting. We
do not present this technique for face detection in images
taken under uncontrolled conditions and do not claim its
strength in such data sets. There are techniques, for example
Viola and Jones face detector, that are better suited for such
datasets.
However, the strength of our correlation based face de-
tector lies in specific and repeated settings. We have clearly
demonstrated that, with controlled location and small vari-
ation in scale, pose and lighting, our technique significantly
outperforms Viola and Jones’ face detector.
Prior to this research, there has been a lot of study on
correlation filters and their applications but this is the first
research that extends correlation filters to face detection. The
goal is not to create the best face detection approach for all
scenarios, but to extend correlation filters to an area where
they have never been applied before. More specifically,
this face detector has been designed to work under very
controlled scenarios, specific to a situation. It has a potential
value in scenarios such as, an airport security gate, an
entrance to a sensitive building such as a nuclear reactor
or an entrance to a train / bus station. We end this paper by
summarizing the main findings of this research:
1) It is a fast algorithm suitable for face detection in
cameras.
2) This is the first correlation based face detector. We
have presented scenarios where such a face detector
would be successful and where it may not be an
approach of choice.
3) We have presented a methodology to use localiza-
tion for face detection.
4) A correlation filter trained for a given scale and pose
can be used for a small range of scales and poses
around the training scale and pose.
5) Correlation based face detectors are most promising
in deployments where the setting remains roughly
constant and setting specific filters may learn to
discount background distractions.
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