Assume that the numbers xl,..., x, are the output of n independent geometrically distributed random variables. The number xi is a left-to-right maximum if it is greater (or equal, for a variation) than xl ..... xi_ 1. A precise average case analysis is performed for the parameter 'number of left-to-right maxima'. The methods include generating functions and a technique from complex analysis, called Rice's method. Some additional results are also given.
Introduction
Let X denote a geometrically distributed random variable, i.e. P {X = k} = pqk-1 fork~ andq=l-p. The combinatorics of n geometrically distributed independent variables X 1 .... , X, becomes more and more important, especially because of applications in computer science. We just mention two areas: The skiplist [2, 14, 15] and probabilistic counting [4, .
The skip list is a data structure for searching. To each of the n elements that are stored there will be some pointer fields, and the number of those is chosen according to a geometric random variable. Furthermore, the 'horizontal search costs' of a particular element are just the number of left-to-right maxima of the truncated and reversed sequence.
In the case of probabilistic counting we think about p = q = ½. The parameter of interest is then the smallest natural number that does not appear as an output of any of the X{s.
We will cite one particular result, since we can use the corresponding asymptotic formula in the sequel for our own findings.
Theorem 1 (Szpankowski and Rego [17] ). The expected value E, of max {X1 .... , X, } is 9iven by E,=2 [1--(1--qk 
3(x) =~ 2 F( (1.2) k~0
The complex numbers )~k are 9iven by Zk = 2krd/L.
It should be mentioned that the asymptotic evaluation of the series in (1.1) is by now a 'folklore theorem'; it appears, e.g. in Knuth's book [12] and in [6] .
In this paper we concentrate on the number of left-to-right maxima. This is a well studied parameter in the context of random permutations; practically every text dealing with the analysis of algorithms devotes a section to it [11, 7, 6, 16] .
As is easy to guess by the name, this parameter counts how often we meet a number that is larger than all the elements to the left.
The results for random permutations are: The harmonic number H, for the expectation and H, -H~ 2) for the variance; here,
1
H,~2~ = 1 +~+ ... +n2
denotes the nth harmonic number of second order. There are two meaningful ways to define left-to-right maxima: A number is a left-to-right maximum if it is strictly larger than the elements to left (the 'strict' sense) or a number is a left-to-right maximum if it is larger than or equal to the elements to left (the 'loose' sense). One might call the first variant 'without repetitions' and the second 'with repetitions'; with respect to the computations involved, the terms 'easy' and 'not quite easy' might also be in order. (Or 'strong' versus 'weak'.) Of course, for random permutations this distinction does not make a difference.
The next two sections deal with the expectations; they are followed by two sections on the variances. In the next two sections we study a related model (again with two variants), namely: The random variable X takes the values 1,...,M, each with probability 1/M, (the uniform distribution).
Finally, we come back to the original model of geometrically distributed variables and consider left-to-right minima. This makes no difference for random permutations and equidistribution, but here it is different! However, the computations for the maxima require 'higher mathematics' (Mellin transforms or Rice's method), and some periodicity phenomena are encountered, whereas the calculations for the minima are quite elementary.
When the random variables are taken from any (!) continuous distribution, the problem becomes one on random permutations, known in the probabilistic literature as 'records' (cf. [1] ). The additional difficulties encountered here originate from the fact that two random variables can be equal with non-zero probability.
To obtain the leading terms of the asymptotic expansions in Theorems 2 and 3
(namely p logQ n and (p/q) log a n) is not a big deal; however, it is quite surprising (and non-trivial) that the lower order terms contain 'fluctuations' (see below for details). Since we consider, assuming different models, the analogous quantities very frequently, we decided to stay with the same notations. So the reader is warned that the same notations might have different meanings in different sections.
The expectation in the strict sense
Our approach will be by generating functions; to find them, we set up a certain 'language' LP and translate it to enumerating generating functions. We give two references for such a procedure [,13,6] .
To avoid confusion, we denote the 'letters' by 1, 2 ..... We decompose all sequences xl x2 ... in a canonical way as follows: We combine each left-to-right maximum k with the following (smaller or equal) elements. Such a part is described by It is important not to confuse ~ with something like a letter 0 (not being present here). Now we want to mark each letter by a 'z' and each left-to-right maximum by a 'y'.
The probability pqk-1 for a letter k should of course not being forgotten. {1 ..... k} maps into z(1 --qa) and its star {1 ..... k}* into 1/(1 -z(1 -qa)). So we obtain the generating function F(z,y) as an infinite product:
To be explicit, the coefficient of z"y k in F(z,y) is the probability that n random variables have k left-to-right maxima. Observe that, as it is to be expected, 
which is also, by partial fraction decomposition,
From this the coefficients E. are easy to see, because there are only geometric series:
But, as announced earlier, apart from the factor p, the asymptotic evaluation of this is well known, and we have obtained the following result:
average number E. of left-to-right maxima (in the strict sense) in the context of n independently distributed geometric random variables has the asymptotic expansion
E. = p log e n + with the periodic function ~ (x) from (1.2) .
Observe that the factor of the leading term, p/logQ = (q-1)/logq, goes monotonically from 0 to 1 as q varies between 0 and 1. So the logarithmic term disappears for q--* 0, which is intuitively clear, since the result of the 'random variables' is then the sequence 1 1 1 ... 1, with only one left-to-right maximum.
The expectation in the weak sense
Again, we are defining an appropriate 'language' LP from which a bivariate generating function F(z,y) can be derived. Set ~¢k:=k{1 .... ,k-l}*, then Y := ~¢*" d~" d* ..., and
and
By virtue of Theorem 1 we therefore obtain Theorem 
The average number E, of left-to-right maxima (in the weak sense) in the context of n independently distributed geometric random variables has the asymptotic expansion with 6(x) from Theorem 1 (and Theorem 2).
The function q ~ p/q log Q (the factor of the leading coefficient log n) is monotone decreasing from infinity to zero as q varies from 0 to 1.
The variance in the strict sense
We start from F(z,y) from Eq. (2.3) and observe (following, e.g. [11] ) that the variance V, may be obtained by
Therefore, we consider
We use Leibniz' formula to differentiate a product; then g(z) comprises all terms where different factors are differentiated once and h(z) comprises all terms where one factor is differentiated twice. In this (easier) instance, h(z) = 0. Furthermore,
This time we cannot resort to earlier results from the literature, whence we have to derive the asymptotic equivalent for 9, from scratch. Decompositions of the double sums must be done with some care because of convergence problems. The second sum is easy: 
Collecting the terms we find 2 22
We want to apply Rice's method (cf., e.g. [5, 6] ):
Lemma. Let cg be a curve surrounding the points 1, 2,..., n in the complex plane and let f(z) be analytic inside c~. Then
Extending the contour of integration it turns out that under suitable growth conditions onf(z) (cf. [5] ) the asymptotic expansion of the alternating sum is given by Res([n; z]f(z)) + smaller order terms, (4.10) where the sum is taken over all poles Zo different from 1 ..... n.
The range 1,..., n for the summation is not sacred; if we sum, for example, over k = 2 ..... n, the contour must encircle 2,..., n, etc.
Therefore we rewrite the terms of (4.7) as alternating sums: An easy computation gives the local expansion at z = 0: The functions q ~ pq/log Q goes monotonically from 0 to 1 as q varies between 0 and 1.
The variance in the weak sense
We start from F(z,y) from Eq. we see that gl(z) was already studied in Section 4 (cf. (4.3)) and can concentrate on g2(z),
For n ~> i we have therefore 
1--qk 1--Z(1--qk) qk 2,_1 ] h.= --25-q k>~l Z' a 1 l~qk(n+l)(1--qk)"+----1--qk
. This involves a well-known quantity and a new one: q; Here, [62] The function q~p/qZlogQ goes monotonically from infinity to 0 as q varies between 0 and 1.
l.:=-n E l =qj(1--qJ)'=-nE q~(1-q1)"-'
j
Uniform distribution: left-to-right minima in the strict sense
The ideas from Section 2 apply here mutatis mutandis. There are the letters 1, ..., M, and each one can occur with probability 1/M. Thus From this computation we have seen that it is not necessary to determine all terms in the partial fraction decomposition explicitly, since we are not interested to get precise expressions for the exponentially small terms. This principle will save a few unpleasant computations in the sequel. We have c32F(z,y)
and therefore
O<.,<j<M m--i)(M--j) + "'" "
The series may be computed as follows:
For the variance we must collect the terms H~ -H~ ) + HM --H z. Hence we have obtained The term n/M has a natural interpretation, as we might expect the appearance of the largest element M about n/M times, and each time we count it. The term HM-1 has a similar interpretation. For the variance, we write, as usual, .
Using (7.7) and (7.9) we get
Now we turn to 2z2 M-l[ l 1
M---T-+ 2HM-1.
Therefore the variance is (up to the exponentially small terms) A simplification of this expression leads to 
(7.13)
Left-to-right minima in the strict sense
In this and the next section we come back to the model of geometric random variables. It is not hard to establish an appropriate 'language', as in Section 2. Let Observe that the function q ~ (p/q)ct goes monotonically from 1 to infinity as q varies between 0 and 1. Now let us consider g(z) = ~2F(z,y)/~yZ[y= 1. It is easily seen that
Now, since we do not intend to compute the exponentially small terms explicitly, we confine ourselves with the main term 1/(1 -z) in the partial fraction decomposition.
' ' ] This time, the function q --, pq has a maximum at p --q = ~.
Conclusions
We made some numerical experiments and obtained good agreement with the predicted theoretical results.
Without going into details, probabilistic counting resembles coupon collecting (cf. [3] ), and we think that there is some work to be done analyzing combinatorial parameters in the context of geometrically distributed random variables. We hope to report on some other problems and results in the future. 1
