Water temperature is an important component for water quality and biotic conditions in rivers. A good knowledge of river thermal regime is critical for the management of aquatic resources and environmental impact studies. The objective of the present study was to develop a water temperature model as a function of air temperatures, water temperatures and water level data using artificial neural network (ANN) techniques for two thermally different streams. This model was applied on an hourly basis. The results showed that ANN models are an effective modeling tool with overall root-mean-square-error of 0.94 and 1.23 W C, coefficient of determination (R 2 ) of 0.967 and 0.962 and bias of À0.13 and 0.02 W C, for Catamaran Brook and the Little Southwest Miramichi River,
LIST OF SYMBOLS
Nelson & Palmer ), thermal pollution (Bradley et al. ) , as well as land-use activities (Hester & Doyle ) .
Therefore, both a good knowledge of river thermal regimes and the ability to predict water temperatures are critical for the management of aquatic resources and environmental impact studies.
The most influential factors on water temperature are atmospheric conditions, although other factors (e.g., water depth, groundwater contribution, etc.) play an important role as well (Caissie ) . All these factors can be input parameters in many water temperature models (especially deterministic models); however, the development of such models is often dependent on data availability. 
METHODOLOGY

Study area
The two study sites were located on the Miramichi River system (New Brunswick, Canada), which is world renowned for its population of Atlantic salmon (Figure 1 The first study site was located on Catamaran Brook Air temperatures for both study streams were collected at the meteorological station located at mid-basin on the CatBk (Figure 1 ). Sensors at the meteorological station were installed approximately 2 m above the ground.
'Water temperatures were recorded using a 107B Water 
Artificial neural network
The development of ANNs started 50 years ago, aiming to understand the human brain and to imitate its functions. In the last 10 years, this technique has grown in popularity due to the development of more sophisticated algorithms and due to the availability of powerful data processing tools.
The basic elements used in a neural network are called The weights adjust to produce an output as close as possible
to the known answer (target). The unsupervised learning consists of using correlations between patterns in the data.
Hybrid learning uses a combination of both supervised and unsupervised learning. For the application within the present study, the supervised learning process was used.
The most popular algorithm is the error backpropagation algorithm based on the error-correction learning rule.
It is a commonly used learning algorithm mainly due to its simple conception, effective computation, and efficiency (Smith ). The backpropagation algorithm was also used and consisted of distributing the error (predicted outputobserved output) to have the lowest or minimal errors. With this algorithm, the information goes through the network and the network predicts an output. The predicted output is then compared to the observed output (real or measured data) and the error (difference between observed and predicted) is calculated. The weights are readjusted. This iterative process is done many times until the error is inferior to a desired level.
First, each input x i sends a copy of its value to all the hidden nodes of the network. Each hidden node calculates the weighted sum of inputs and bias as in:
where I is the total number of input nodes, j is the jth hidden node, w ij is the connection weight between the ith input and jth hidden node, b j is the bias weight of each hidden nodes and x i is the ith input node.
Then, each hidden node computes a function of its sum through an activation function ( f(n j )). 
Then, each hidden node sends its result to all the output nodes (y k ). Each output node value is calculated with the following formula:
where k is the kth the output node, b k is the bias weight of the kth output node, w jk is the connection weight between the jth hidden node and the kth output node, y k is the kth output node and f(n j ) is the activation function. 
Modeling performance criteria
To compare modeling performances for different years and study periods (training/validation) three criteria were used: the root-mean-square error (RMSE), the coefficient of determination (R 2 ), and the bias. They were selected because they are often used in modeling studies and results from these performance criteria were also available for other water temperature models at CatBk and LSWM. The RMSE represents the mean errors associated with the model. It was calculated using the following equation:
where N is the number of hourly water temperature observations, O i is the observed hourly water temperature and P i is the predicted hourly water temperature.
The coefficient of determination (R 2 ) represents the percentage of variability that can be explained by the model. It was calculated with the following formula:
The bias is an indication of the overestimation or underestimation of the water temperature model and represents the mean of errors calculated with the following equation:
RESULTS
In this study, an ANN model was developed to predict hourly water temperatures for two different watercourses: (August 9 to August 15). This period showed a sudden decrease in air (T a ) and observed water temperature (T w (O)) at CatBk and LSWM, caused by rain and heavy fog on day 223. The predicted water temperature (T w (P)) was slightly overestimated during the first two days, where air temperature was higher, and during the decrease of air temperature (T a ), where water levels increased from 0.088 to 0.313 m at CatBk and from 0.374 to 0.970 m at LSWM. During the following days, the predicted water temperature (T w (P)) closely followed the observed water temperature (T w (O)).
The second period included days 132-138 (May 12
to May 18) in the spring of 1999 (Figures 5(c) and 5(d) ).
The first days (132-133) experienced a few showers, followed by days of mainly clear sky. Water level decreased throughout the period at both CatBk and LSWM. At CatBk ( Figure 5(c) ), the ANN model showed some difficulties in estimating water temperatures; more so than in and 5(f)). This period reflected autumn conditions, with low air temperature and an increase in water level due to precipitation (day 294). Predicted water temperatures were clearly underestimating compared to observed water temperatures at both watercourses. The predicted hourly water temperatures from the ANN model were used to estimate the daily mean and daily maximum water temperatures (Table 3 ). The
RMSEs for the daily mean water temperatures were slightly better than the ones calculated with hourly water temperatures (ANN model) for all years: the RMSEs were 0.74 W C at CatBk and 0.82 W C at LSWM.
The predicted hourly water temperatures from the ANN model were also used to estimate the maximum daily water temperatures (Table 3) . The RMSEs over the entire study period (all years) were 1.04 and 1.09 W C for the predicted maximum daily water temperatures, at CatBk and LSWM, respectively.
DISCUSSION
The objective of the present study was to develop an ANN model to estimate hourly river water temperatures from readily accessible hydrological and meteorological data. Table 2 ). The ANN model generally underestimated the water temperatures at CatBk with a bias of À0.13 W C and a very small bias at (Figure 3(f) ). This also corresponds to a period of high water levels and low air temperatures (up to À14 W C on day 107 and 108). For instance, on day 143 in 2005 at CatBk, Early spring and late autumn at LSWM also showed high water levels (Figure 4 ). However, they were not as marked as in CatBk, since LSWM was less affected by storm events. As in CatBk, spring water temperatures in 2003 (days 105-135) were clearly overestimated by the ANN model (Figure 4(f) ). This period also included days with high water levels. The water level was over 1.0 m from day 113 to 135, whereas the mean spring water level at LSWM for the study period (1998) (1999) (2000) (2001) (2002) (2003) (2004) (2005) (2006) (2007) was calculated at 0.740 m.
Daily water levels used in the modeling were estimated using power functions (Caissie ). Using hourly water levels instead of daily water levels could potentially improve the modeling, especially during days when discharge varied significantly. However, hourly water levels were not available for the present study.
A comparison of observed versus predicted daily mean and maximum water temperatures was carried out for both CatBk and LSWM ( Figure 6 ). It showed good agreement for the daily maximum with R 2 of 0.964 (CatBk) and 0.975 (LSWM) and higher agreement for the daily mean water temperatures with R 2 of 0.979 (CatBk) and 0.982 (LSWM). These results showed that hourly water temperatures developed with the ANN model could be used for the prediction of daily mean and maximum water temperatures.
ANN models cannot give any physical explanation of the relationship between the input and output data. These models should therefore be used with caution, especially when using input data that are outside the range of the train- Nevertheless, ANN models have major advantages over more commonly used water temperature models, as they do not need many input data. In this case, only air temperature, water temperature and water level time series were used to achieve good predictions. For instance, deterministic models need many hydrological and meteorological parameters that are not always readily available (e.g., solar radiation). Another major advantage of ANNs is that they are easy to use and very simple in their application.
CONCLUSIONS
This study showed that an ANN could be an effective tool for the prediction of hourly stream temperatures. ANN models achieved comparable performances to other water temperature models reported in the literature. The ANN model performed best in summer and autumn and showed poorer performance in spring, suggesting the potential role of discharge in the modeling performances. They showed their good generalization capability by modeling long-term water temperature time series. They also have proved to be effective when applied to two thermally different streams providing similar results and performances. As such, ANN models can be considered as an effective modeling tool in water resources and fisheries management.
