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ABSTRACT
In this paper we present a system for localization and separation
of multiple speech sources using phase cues. The novelty of this
method is the use of Random Sample Consensus (RANSAC) ap-
proach to find consistency of interaural phase differences (IPDs)
across the whole frequency range. This approach is inherently free
from phase ambiguity problems and enables all phase data to con-
tribute to localization. Another property of RANSAC is its ro-
bustness against outliers which enables multiple source localization
with phase data contaminated by reverberation noise. Results of
RANSAC based localization are fed into a mixture model to gen-
erate time-frequency binary masks for separation. System perfor-
mance is compared against other well known methods and shows
similar or improved performance in reverberant conditions.
1. INTRODUCTION
Separation of multiple acoustic sources in reverberant environments
is a challenging task. The idea for using time-frequency masks for
separating sources from underdetermined stereo mixtures has led
to development of numerous algorithms based on interchannel or
binaural cues [1],[2], namely, interaural phase differences (IPDs)
and interaural level differences (ILDs).
The presented algorithm uses IPDs for this task. The main dif-
ficulty when dealing with IPDs is the so-called phase ambiguity
problem. This is caused by wrapping of phase, and means that
a single IPD value corresponds to multiple interaural time differ-
ences (ITDs), hence the ambiguity. The scale of the phenomenon
depends on a distance between microphones as well as on a posi-
tion of a source. Several methods have been proposed to alleviate
the phase ambiguity problem. The most straightforward one, pro-
posed in DUET [2], used low frequency range where phase ambigu-
ity problem was not present. This was somewhat a crude solution to
the problem, nevertheless, consistent with the Duplex Theory which
says that IPDs contribute to localization primarily at lower frequen-
cies. Alternative solution was proposed in [3] which used ILDs to
resolve the ambiguity based on a relationship found between ILDs
and spatial location. In MESSSL [1], instead of solving IPD to ITD
ambiguity, hypothetical ITD values were tested against a given IPD
value for goodness of fit. Finally, in Least-Squares based time delay
estimation, an incremental phase unwrapping based on prediction
from lower to higher frequency band was used [4].
In the first part of this paper we present a localization method
which uses an representation called Cross-Phasogram (CPG) which
includes all permutations of IPDs that would be allowed in a given
microphone pair. This idea is similar to the time-delay graph in [5].
In addition, CPG allows for aggregation of data across multiple time
frames to increase robustness against noise and reverberation. Hy-
pothetical ITD models are tested against CPG in search for a global
consistency of IPDs across the whole frequency range. Since the
fitting is done against CPG data, it is inherently free of phase ambi-
guity problem. Model selection, search, and costings are based on
Random Sample Consensus (RANSAC) approach. Once the loca-
tion of sources is found, a mixture model is used to calculate binary
separation masks. The algorithm is compared against other well
known methods: DUET [2] and two variants of GCC-PHAT algo-
rithm adopted for multi-source localization: PHAT-Histogram and
PHAT-Sum [6]. The evaluation is done using multi speaker scenario
in reverberant conditions.
2. ALGORITHM
For two signals from a microphone pair IPDs are calculated as fol-
lows:
φ(k, t) = arg(Xl(k, t) ·X∗r (k, t)) (1)
where Xl(k, t) and Xr(k, t) are time frequency representations of
left and right channels. k and t are indices for frequency and time
respectively. Relationship of time delay between the two channels
τ and φ can be expressed as:
φ(k, t) =
[
τ (t)ω(k) + 
]pi
−pi
(2)
where φ ∈ [−pi, pi), ω(k) is an angular frequency and  is error
term. The error term represents diversions from the true time de-
lay due to ambient noise, reverberation or interference from other
sources.
2.1. Cross-Phasogram
The idea for using Cross-Phasogram (CPG) is to aggregate all IPD
data in order to be able to perform search to find best parameters for
model (2). Unlike in other methods where phase data is translated to
a time delay histogram [2], Cross-Phasogram is built from separate
histograms for each frequency band:
CPG(φb, k) =
∑
t
H(φ(k, t), φb)W (k, t) (3)
where φb ∈ (−pi, pi) defines histogram bins, k is a frequency index,
H is a histogram increment function and W is a weighting function
defined for each time-frequency atom. For W (k, t) = 1 for all
k, t CPG is equivalent to an estimate of probability density func-
tion (pdf) of φ. On the other hand, W could be used to emphasize
contribution from those atoms, which have a reliable localization
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Figure 1: Plot a) shows an example of Cross-Phasogram representation with detected time-delay models (red line). The example is taken for
a three speaker mixture with room reverberation RT60 = 0.89s. Sources were located at: 80◦, 10◦ and −25◦. Plot b) shows an example of
negative log-likelihood function calculated during MLESAC search. Main modes are selected as the best matching time delay estimates. The
log-likelihood is calculated for the case presented at plot a).
information to increase robustness of time delay estimates. In order
to deal with data outside of (−pi, pi) range, CPG could be treated
as a pdf of a periodic random variable φ as in [1]. Alternatively
CPG can be explicitly unwrapped by applying an iterative duplica-
tion with ±2pi period. This may make the analysis of IPDs more
approachable as well as fits more nicely with RANSAC estimation
of (2) presented in the next paragraph. Figure 1a shows an example
of unwrapped CPG.
2.2. RANSAC based Model Selection
The linear relationship of frequency and IPDs through time de-
lay τ (2) has been previously utilized in Least-Squares (LS) based
time-delay estimation methods [4]. In this paper we propose to use
RANSAC approach for this task. RANSAC was introduced by Fish-
ler and Bolles in [7], and is a powerful model estimator widely used
in the field of computer vision. Its main strength is ability to find
a good fit for a model, even for highly contaminated data. Unlike
in LS estimation, where a whole data set is included in model es-
timation, though different weights can be applied across the data,
RANSAC uses minimal data sample sufficient for model estima-
tion. For instance, line model estimation in 2D space requires only
2 points. A single RANSAC iteration consists of two steps: hy-
pothesis model selection based on minimal data set and test for a
goodness of fit for the selected model.
2.2.1. Hypothesis Model Selection
In the original RANSAC algorithm a hyphotesis model is calculated
by randomly selected samples from data set. This process is itera-
tively run until a probability of finding better match is lower than a
predefined threshold. There are a few adaptations that can be made
to this process when running on Cross-Phasogram.
Firstly, since every model needs to go through (0, 0) point, sam-
ple selection reduces to one point only. Secondly, instead of random
selection of points, especially for noisy conditions, hypothesis mod-
els can be uniformly selected over a whole range of possible values
of τ . The drawback of the latter is that in order to provide good
resolution of τ estimates the number of iterations may be excessive
when compared to the random selection process.
2.2.2. Cost Function
In [7] sample data was partitioned into two sets: data which sup-
ports a model called inliers and data not relevant for the model
called outliers. Partitioning was based on a perpendicular distance
e measured from each datum to a model. A support for the model
was measured by calculating cardinality of a set of inliers. More
robust behavior was obtained with the use of a following error term
to cost each datum:
ρ(e2) =
{
e2 e2 < D2t
D2t e
2 ≥ D2t
(4)
where, e2 is squared perpendicular distance to the model and D2t is
a threshold. Best model was found by minimizing the cost function
over whole data C =
∑
i
ρ(e2i ). Similar cost function was adopted
in Least-Squares based solution [4]. The problem with (4) is that
it relies on the threshold Dt to be set correctly. If it is too large
noisy data will bias the estimate. On the other hand, if it is too low
relevant data may be excluded from estimate calculation. An alter-
native to the binary assignment of data, whether inliers or outliers,
is to express the probability of error as a mixture of a zero-mean
Gaussian and uniform distributions. This was proposed in MLE-
SAC (Maximum Likelihood Estimation Sample Consensus) addi-
tion to RANSAC [8]:
P (e2) = γN (e2, σ2) + (1− γ)
1
υ
(5)
Where, γ is a mixing parameter, σ2 is a parameter of a Gaussian
and υ is a constant. In [8] all parameters of mixture model (5)
Θ = {σ, γ} are found through Expectation-Maximization (EM) al-
gorithm. In our algorithm, instead of associating γ with a model, we
associate γ with each datum in CPG. Therefore each datum in CPG
can be assigned a probability of supporting a given model based on
distance to the model as well as on the evidence from IPDs accumu-
lated in CPG value for this datum. Therefore best model is found
by minimizing the negative log-likelihood over whole data:
−L = −
∑
i
log
(
γ(i)N (e2, σ2) + (1− γ(i))
1
υ
)
(6)
where γ(i) = CPG(i). Example of negative log-likelihood func-
tion is shown in Fig. 1b.
2.3. Estimation of Time-Frequency Separation Mask
Once sources are localized and parameters of best time-delay mod-
els are found, a Gaussian Mixture Model can be applied to find
time-frequency separation masks. For each TF atom value of IPD
p(φ(k, t)|µ, σ2) =
N∑
n=1
wn · N (µ(n), σ
2(n)) (7)
where N is a number of sources present in a mixture and wn is a
mixing coefficient. From this a binary separation mask is calculated
from:
Mi(k, t) =
{
1 r(i) > r(j) ∀j 6= i
0 otherwise
(8)
where ri is the posterior probability for source i:
r(i) =
wip(φ(k, t)|µi, σ
2)∑N
j=1 wjp(φ(k, t)|µj , σ
2)
(9)
3. EXPERIMENT
3.1. Experimental Settings
For the experiment we created a data set of audio mixtures where we
varied the following parameters: number of speakers, spatial loca-
tions and room acoustics. Number of speakers was varied between
two and four. For source signals, we used the GRID corpus [9].
We chose ten, five seconds long utterances for each of the speakers.
Five of the speakers were male and five were female. Utterances
were selected to maximize the phonetic coverage. The endpoints
were aligned so there were no silence gaps other than those natu-
rally occurring within utterances. For impulse responses, we used
signals measured at Institute of Sound Recording at University of
Surrey [10]. The impulse responses were captured in four different
environments with the following RT60 times: 0.32s, 0.47s, 0.68s
and 0.89s. In addition an anechoic set was created. For all environ-
ments azimuths from −90◦ to 90◦ in a 5◦ step were recorded. For
two and three source mixtures one source was always set randomly
within−15◦ to 15◦ position while the other ones were set randomly
outside of this region. In case of three source mixture one source
was located at negative azimuths and the other at positive ones. For
four source mixtures the median plane was partitioned into 4 over-
lapping regions in which sources where given random location. In
total we run 450 iterations for each algorithm.
3.2. Algorithmic Settings
We used two well known algorithms for comparison with our algo-
rithm: DUET and two variants of PHAT [6]. For the former one, our
DUET implementation was based on [2]. For the latter, the time-
delay estimate was found using the PHAT-Histogram algorithm for
each time frame and results aggregated in a histogram. Most signif-
icant modes of the histogram were selected as time-delay estimates
for each source. An alternative to this was PHAT-Sum, where a
sum of cross-correlation terms for all time frames was done before
the search for most significant peaks. For both PHAT-Histogram
and PHAT-Sum localization, results were fed into the separation
model(7)for time-frequency mask calculation. For our algorithm,
we used MLESAC probability (5) calculated for each point in CPG
for an evaluated model. Again we run two variants: MLESAC-
Fixed ran a deterministic search over every azimuth location be-
tween −90 degrees and 90 degress with increment of 1 degree;
MLESAC-Random tested models that were chosen in a random
fashion. In the latter case, we allowed maximum 300 iterations.
Minima from the negative log-likelihood function (6) were taken as
time-delay estimates and fed into the separation model (7). In the
separation model, we used the same variance as for all algorithms.
In this way, any difference in separation performance could be di-
rectly related to localization performance. Finally, we also mea-
sured separation results using a Ground Truth binary mask. For all
methods, the number of sources was assumed to be known. The
aggregation time for all methods was 5s , i.e., the whole duration
of each mixture. The algorithms are denoted as DUET, PHAT-H
(Histogram), PHAT-S (Sum),MLESAC-F (Fixed) and MLESAC-R
(Random) respectively.
3.3. Performance Analysis
We used two metrics to measure localization performance: Root
Mean Square (RMS) Error to measure precision of localization and
Gross Error as a percentage of outliers (anomalous estimates). The
threshold for an estimate to become an outlier was 5◦. This value
was determined by the smallest spatial distance between the sources
in our mixtures which was 10◦. We used Source to Distortion Ratio
(SDR) metric defined in [11] to measure separation performance of
the algorithms.
4. RESULTS
Results are presented in Fig.2 and show improvement given by
both MLESAC methods over DUET and PHAT-H. Separation per-
formance of the MLESAC methods and PHAT-S is very close.
Total SDR result were: MLESAC-R 3.43dB, PHAT-S 3.37dB,
MLESAC-F 3.32dB, PHAT-H 2.72dB and DUET 1.59dB. For ref-
erence, the Ground Truth separation result was 7.2dB. Difference
in performance between PHAT-H and PHAT-S, as well as the MLE-
SAC methods, stems from the fact that PHAT-H keeps only one
time-delay estimate per time frame for accumulation into its his-
togram. Comparison of MLESAC-R and MLESAC-F shows that
evaluation of time-delay models aligned with points in CPG gives
improvement over preselected time-delay models. Comparison of
PHAT-S and MLESAC-R shows that a minor improvement in lo-
calization performance is not necessarily translated to an improve-
ment in separation performance for a reverberant environment (see
RT60 = 0.47s for example). On the other hand, for the anechoic
case, a similar scale of improvement in localization performance
yielded a small yet noticeable improvement in separation perfor-
mance.
5. CONCLUSIONS
We have presented two variants of an algorithm for localization and
separation of multiple sources in reverberant conditions. The pro-
posed algorithm uses a RANSAC approach to find consistency in
phase data aggregated in the Cross-Phasogram (CPG). We used the
MLESAC version of RANSAC which employs a mixture model to
express the probability of each CPG datum in support of a given
time-delay estimate. The advantage of this approach is that it eval-
uates the time-delay model for each source in isolation from other
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Figure 2: The top plots present comparison of localization performance using RMSE and Gross Error. The bottom plots show comparison of
separation performance using SDR as a function of RT60 (bottom-left) and number of sources (bottom-right).
sources yet optimizes the parameter of the model using the evidence
from all the data. The algorithm proved to be robust against re-
verberation in a multi talker scenario. Localization and separation
performance was found to be better than that of DUET and PHAT-
Histogram, and on par with PHAT-Sum.
The work on the algorithm could be taken forward to optimize
the random sampling part of RANSAC approach to reduce the com-
plexity of the algorithm, e.g. fewer iterations are required for ane-
choic localization than in reverberant conditions. Another area of
investigations could be to reduce aggregation time (latency), cur-
rently 5s.
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