We propose Pareto-frontier entropy search (PFES) for multi-objective Bayesian optimization (MBO).
(PFES). PFES is inspired by max-value entropy search (MES) of single-objective BO (Wang & Jegelka, 2017) which considers the entropy of the optimal output max x f (x). We consider the entropy of Pareto-frontier F * defined in the output space unlike PESMO which considers the entropy of Pareto-optimal x. We show that the entropy search of Pareto-frontier can be reduced to simple computations under a few standard conditions which have been employed by existing entropy based methods. PFES also can deal with the decoupled setting.
We derive an acquisition function for the decoupled setting through the marginal density of the objectives which would be a natural way to define the information gain in the decoupled setting. For the both settings, by conditioning on the sampled Pareto-frontier, dependence among different objectives arises nevertheless the independence of objectives are originally assumed. PFES can incorporate this dependency into the acquisition function, while the existing information-based MBO (Hernandez-Lobato et al., 2016 ) models the entropy using independent Gaussian approximation. Our numerical experiments show effectiveness of PFES through synthetic functions and real-world datasets from materials science. The optimal solution of MOO is usually defined by Pareto optimality. For a pair of f x and f x , if f l x ≥ f l x for ∀l ∈ {1, . . . , L}, we say "f x dominates f x " and the relation is denoted as f x f x . If f x is not dominated by any other f x in the domain, f x is called Pareto-optimal. Pareto-frontier F * is a set of Pareto-optimal f x which is written as F * := {f x ∈ F X | f x f x , ∀f x ∈ F X }, where F X is a space created by f x for ∀x ∈ X .
Although the Pareto-optimal points can be infinite, most strategies aim at finding a finite set with which to approximate F * well.
Following the standard formulation of Bayesian optimization (BO), we model the objective function by Gaussian process regression (GPR). An observation for the l-th objective value of x i is assumed to be where k(x) := (k(x, x 1 ), . . . , k(x , x n )) , y l := (y l 1 , . . . , y l n ) , and K is the kernel matrix in which the i, jelement is defined by k(x i , x j ). We also define µ(x) := (µ 1 (x), . . . , µ L (x)) and σ(x) := (σ 1 (x), . . . , σ L (x)) .
We propose a novel information-theoretic approach to MOO, called Pareto-frontier entropy search (PFES).
At every iteration, we consider maximizing the information gain about Pareto-frontier F * , which can be defined as the mutual information between f x and Pareto-frontier F * :
where H[·] is the differential entropy. In Section 2.1, we derive an efficient computation of this mutual information inspired by a recent entropy-based Bayesian optimization called max-value entropy search (MES) (Wang & Jegelka, 2017) . In Section 2.2, we also show that our acquisition function can be easily applied to the decoupled setting (Hernandez-Lobato et al., 2016) in which one of each objectives can be separately observed. Hereafter, we refer to the case that all the objectives are observed simultaneously as the coupled setting.
Acquisition Function for Coupled Setting
Since the first term in (1) is the simple L-dimensional Gaussian entropy, it can be analytically calculated.
We thus mainly focus on the computation of the second term. The expectation over F * can be approximated by the Monte Carlo estimation by sampling Pareto-frontier from the current GPR. With a slight abuse of notation, we write f F * when f ∈ R L is dominated by any one of vectors in Pareto-frontier F * . We regard the conditional distribution given F * as p(f x | D, f x F * ), i.e., conditioning only on the given x rather than requiring f x F * for ∀x ∈ X . Note that the same simplification has been employed by existing state-of-the-art information theoretic BO algorithms (Hernández-Lobato et al., 2014; Wang & Jegelka, 2017) , and superior performance compared with other approaches has been shown. Then, our acquisition function is as follows:
where P F is a set of Pareto-frontier F * sampled through the current GPR. The density
in the second term is the multi-variate normal distribution truncated by Pareto-frontier, which we call Pareto-frontier truncated normal distribution (PFTN). Figure 1 (a) and (b) illustrate the densities before and after the truncation.
where Z is a normalization constant. Let F := {f ∈ R L | f F * } be the dominated region, and M ∈ N be the number of hyper-rectangles, called cells, by which the region F can be disjointly represented as illustrated by Figure 1 (c) . In other words, we can write F = C 1 ∪ C 2 ∪ . . . ∪ C M , where the m-th cell C m is defined by
. Then, the normalization constant Z is written as which is a sum of the Gaussian integrals in the cells. The entropy of PFTN is also decomposed into
Letᾱ m,l := (
Z ml , where Φ is the standard Gaussian cumulative distribution function (CDF). For the entropy (4), the cell-based decomposition derives the following theorem:
where Γ ml := (ᾱ m,l φ(ᾱ m,l ) −ᾱ m,l φ(ᾱ m,l ))/(2Z ml ) with standard Gaussian probability density function (PDF) φ, and
Since this entropy is a simple function of the predictive distribution (mean and variance function values) at x and Gaussian PDF/CDF, we can easily evaluate it given the cell partitioning. For more detail of computations, we discuss in Section 3.
Acquisition Function for Decoupled Setting
In the decoupled setting, we assume that each one of objectives can be separately observed, and in each iteration we need to determine both of x and an index of objective l to be observed. Hernandez-Lobato et al. (2016) indicated that this is particularly useful to identify difficult objectives that require more evaluations, and also effective when the observation cost of each objective is different. PFES provides a natural criterion by considering the mutual information between F * and the l-th objective I(F * ; f l x ). We define the following cost-sensitive acquisition function:
where λ l > 0 is the observation cost of the l-th objective which is assumed to be known beforehand. A pair of x and l to be queried can be determined by argmax x,l a(x, l). Here again, the first term of (6) is easy to calculate, and we derive an efficient computation for the entropy in the second term. ] (this assumption is just for notational simplicity, and we can create the cells in such a way that this condition is satisfied). Figure 2 , and s
The marginal density of PFTN
Then, the marginalization can be represented as
where C \l m is the (L − 1)-dimensional cell created by eliminating the l-th dimension of C m , and f \l x is a subvector of f x without the l-th dimension. Using independence of the objectives, we can decompose the conditional density inside the integral of (7) 
, which derives the following theorem:
As in the case of the coupled setting, this can also be simply evaluated given the cells.
Computation
Suppose that we already have the predictive distribution of x, i.e., µ(x) and σ(x), a set of sampled Paretofrontier PF, and a set of cells (2) PFES first samples a set of Pareto-frontier F * by generating objective functions from the posterior of GPR.
In the case of a discrete candidate space X , generating function values for all X needs O(|X | 3 ) computations, and thus for large candidate sets, approximations such as random feature map (RFM) (Rahimi & Recht, 2008) are applicable. Sampling from RFM needs cubic computations with respect to the dimension of random features which is typically set by less than 1000. When the function values are obtained, Pareto-frontier of the generated function values can be identified by O(|X | log |X |) for L = 2 (with divide/conquer algorithm), or
If |X | is quite large to identify the Pareto set by using those direct approaches, general MOO algorithms such as NSGA-II (Deb et al., 2002 ) is effective heuristics. On the other hand, for a continuous X , we follow the approach proposed by the existing information-based MOO study (HernandezLobato et al., 2016) . In their approach, an approximate linear model is generated through RFM, and the grid search or NSGA-II is applied to the generated function. It has been empirically shown that entropy-based approaches are robust with respect to this sampling (e.g., Wang & Jegelka, 2017) , and usually only the small number of samples are used. In our experiments, we use 10 samples.
For the given Pareto-frontier, we need to construct a set of cells
. In the case of L = 2, there exists a decomposition with M = |F * | as we can see in Figure 1 (c). However, for general L, this can not be guaranteed, and the worst case evaluation is
On the other hand, we can practically obtain a much smaller number of cells than the worst case by using algorithms for the Pareto hyper-volume computation. Pareto hyper-volume is defined by the volume of the region dominated by Pareto-frontier which is widely used as a evaluation measure of MOO, and thus many studies have been devoted to its efficient computation mainly by decomposing the region into as few cells as possible (Couckuyt et al., 2014) . For example, WFG (Couckuyt et al., 2014) and quick hyper-volume (Russo & Francisco, 2014 ) are well-known methods which recursively calculate the volume by partitioning the region. These algorithm can efficiently provide a set of cells as a by-product of the hyper-volume computation.
Although we only focus on the independent case in this paper, our PFES can be extended to the case of the correlated modeling of the objectives. Appendix C shows the formulation and computations.
Related Work
For the black-box MOO problem, the combination of scalarization and evolutionary computations have been quite popular (e.g., Knowles, 2006; Zhang et al., 2010) . In particular, ParEGO (Knowles, 2006) has been widely known for its outstanding performance. The scalarization approach transforms MOO into a single-objective problem by which the Pareto-optimal solutions can be obtained under the certain regularity conditions. However, acquisition functions for the transformed single-objective are expected to be suboptimal.
Although recently, some studies (Paria et al., 2018; Marban & Frazier, 2017) have explored extensions of scalarization for identifying a specific subset of Pareto-frontier, we only focus on identifying the entire Pareto-frontier in this paper.
Acquisition functions in usual BO have been extended to MOO. An extension of standard expected improvement (EI) to MOO considers EI of Pareto hyper-volume (Emmerich, 2005) , which we call expected hyper-volume (EHI). Further, Shah & Ghahramani (2016) extended EHI to correlated objectives. Although EI is a widely accepted criterion, it only measures the local utility. Upper confidence bound (UCB) is another well-known acquisition function for BO (Srinivas et al., 2010) . SMSego (Ponweiser et al., 2008 ) is one of UCB based approaches to MOO which optimistically evaluates the hyper-volume. PAL and -PAL (Zuluaga et al., 2013 (Zuluaga et al., , 2016 are another UCB approaches in which a confidence interval based evaluation of Pareto-frontier is proposed. Shilton et al. (2018) evaluate the distance between a querying point and Pareto-frontier for defining a UCB criterion. A common difficulty of UCB approach is its hyper-parameter which balances the effect of the uncertainty term. Although there often exist theoretical suggestions for determining it, careful tuning is necessary in practice since those suggested values usually contain some unknown constant.
As another uncertainty based approach, Campigotto et al. (2014) considers uncertainty sampling for directly modeling Pareto-frontier as a function. Although the simplest uncertainty sampling only measures local uncertainty at a querying point, global uncertainty measures have also been studied. SUR (Picheny, 2015) considers the expected decrease of probability of improvement (PI) as a measure of uncertainty reduction.
However, SUR is computationally extremely expensive, because the PI after a querying point is added to the training set is needed to be integrated over the entire X . According to (Hernandez-Lobato et al., 2016) , SUR is feasible only 2 or 3 objectives. Further, this computational difficulty would also limit the dimension of X because the numerical integration in the entire X is required to evaluate each query.
The most closely related approach with PFES is predictive entropy search for multi-objective optimization (PESMO) (Hernandez-Lobato et al., 2016) . PESMO considers the entropy of a set of Pareto optimal input x, called Pareto set X * . To our knowledge, this is an only paper which deals with the decoupled setting.
As PFES samples F * from the current GPR model, PESMO first samples X * to approximate the entropy.
For each sampled X * , in the case of PESMO, the conditional density p(f x | D, X * ) is necessary, but this is analytically intractable. An efficient computation using the expectation propagation (EP) approximation (Minka, 2001) 
Experiments
We compare PFES with ParEGO, EHI, SMSego, and PESMO. To evaluate performance, we used the hypervolume of the region dominated by Pareto-frontier, which is a standard evaluation measure in MOO. For the kernel function in all the methods, we employed the Gaussian kernel k(x, x ) = exp(− x − x 2 2 /(2σ 2 )). The parameter σ is optimized by the marginal likelihood at every iteration. The samplings of F * in PFES and X * in PESMO, which we call Pareto sampling, were performed 10 times, respectively. For the cell partitioning of PFES, we used the quick hyper-volume algorithm (Russo & Francisco, 2014) . For the acquisition function maximization of all methods, we used the DIRECT algorithm (Jones et al., 1993) . The other experimental settings are shown in Appendix F.
Benchmark Functions
We first used benchmark functions which have continuous domain X . Each experiment run 10 times with a different set of initial observations which were randomly selected 5 points. Here, we consider the coupled setting. For Pareto sampling, NSGA-II was applied to functions generated from RFM with 500 basis functions, obtained by applying NSGA-II to the true objective function.
In Figure 3 , we see that PFES rapidly increases SRHV compared with the other approaches. ParEGO shows reasonable performance on Ackley/Sphere and DTLZ3, but in ZDT4 and DTLZ4, the increase was quite slow. This performance variance may be caused by effect of scalarization. Although EHI was relatively stable, our approach outperformed it except for the beginning of ZDT4. SMSego also shown comparable performance with EHI except for ZDT4. PFES also outperformed PESMO for all datasets which suggests that the entropy of Pareto-frontier F * can be a practical alternative of the entropy of Pareto-set X * .
We also confirmed the number of generated cells in PFES using DTLZ3 and DTLZ4 which have the largest output dimension L = 4 in four datasets. We randomly selected 50 training instances and calculated the PFES acquisition function in which Pareto-frontier F * is generated 10 times. Each F * contain 50 Pareto optimal f x as we set in the above experiment. Then, the average number of cells and its standard deviation were 563.9 ± 54.128 and 739.4 ± 122.673, respectively. These would be tractably small though the worse case evaluation is exponential with respect to L. Since in most of problems, L is quite small (typically, 2 or 3), PFES would be feasible for many practical settings. We also report computational time of acquisition functions in Appendix E.
Decoupled Setting with Materials Data
For evaluating the decoupled acquisition function, we used two real-world datasets from computational materials science, in which efficient exploration of materials is strongly demanded because accurate physical simulations are often computationally extremely expensive. The task is to explore crystal structures achieving high ion-conductivity and stability (i.e., L = 2), which are desirable properties for battery materials. For these datasets, X is a pre-defined discrete set, meaning that we have the fixed number of candidate materials (so called, pooled setting). Details of the two datasets, called Bi 2 O 3 and LLTO, are as follows:
The size of candidates is |X | = 335, generated by the composition Bi
The input is the three dimensional space defined by x, y, and z.
LLTO The size of candidates is |X | = 1119, generated by the crystal called Perovskite type La 2/3−x Li 3x TiO 3 for x = 0.11. In each candidate, positions of each one of atoms are permuted. The 2185 dimensional feature vector x is created through relative three dimensional positions of the atoms. Note that although this dataset has the high dimensional input space, BO is feasible because X is the pre-defined discrete set.
The objective functions are ion-conductivity f 1 x and stability f 2 x (negative of the energy), which can be observed through physical simulation models, separately. The Bi2O3 and LLTO data are collected based on quantum mechanics and classical mechanics, respectively. In the both cases, ion-conductivity is more expensive because it requires time-consuming simulations for observing dynamics of the ion. Here, we set the observation cost of the ion-conductivity and stability as λ 1 = 5 and λ 2 = 1.
For evaluation, we used inference relative hyper-volume (IRHV) because SRHV is not suitable to the decoupled methods in which only one of objectives are observed at every iteration. In IRHV, the Pareto set X * of the posterior mean function {µ(x)} x∈X is first identified, and then, the hyper-volume created by the true function on the identified Pareto set X * is evaluated. In these datasets, PFES and PESMO directly generated function values of GPR without RFM, from which the Pareto set can be easily sampled unlike the continuous input case. The decoupled variant of PFES used the cost-sensitive acquisition function (6), and PESMO can also define the same cost-sensitive variant of the original acquisition function (i.e., divided by the cost). Each experiment run 5 times with a different set of initial observations which were randomly selected 5 points. 
Conclusion
We propose Pareto-frontier entropy search (PFES) for multi-objective Bayesian optimization (MBO). We
show that the entropy of Pareto-frontier can be simply evaluated via sampling of Pareto-frontier and the cell-based decomposition. Further, we show PFES for the decoupled setting through the marginalization, for which simple computations are also provided. Our empirical evaluation on the benchmark functions and materials science data demonstrate effective of our approach. 
A Proof of Theorem 2.1
First, (5) is immediately derived from the independence of L GPRs. Let
we see
Based on the independence of f x , the integral of the first term can be decomposed as follows:
The term indicated by is the negative entropy of the truncated normal distribution. For the entropy of the truncated normal distribution, analytical formula is available (e.g, Michalowicz et al., 2013) , by which we can
Then, the above equation (10) is further transformed into
Substituting this into (9), we obtain
B Proof of Theorem 2.2
The marginal distribution of f l x can be partitioned into an interval f
] as shown in (7), which can be further transformed into
C Extension to Correlated Objectives
Objective functions in MOO are often correlated each other. Then, by incorporating the correlation into GPR, the search can be accelerated. Several studies have considered constructing multiple correlated GPR models including multi-task GPR model (Bonilla et al., 2008) and semiparametric latent factor (SLF) model (Seeger et al., 2004) . In the standard approaches including multi-task GPR and SLF, the multi-dimensional predictive distribution for x is reduced to a multi-variate Gaussian distribution N (µ(x), Σ(x)), where µ(x) ∈ R L and Σ(x) ∈ R L×L are the predictive mean and covariance matrix. For considering an extension of PFES to correlated objectives, we assume that the surrogate model is represented as a GPR model jointly for multiple responses.
For the coupled setting, we need to evaluate analytically intractable integrations in (3) and (4). The normalization constant Z (3) is defined by the sum of the integral of Gaussian distribution on the hyperrectangle region (C m ). The numerical computation of this form of integrations have been extensively studied (Genz & Bretz, 2009 ) mainly in the context of the Gaussian probability calculation. The integration in the entropy (4) can also be evaluated through the Gaussian probability (Appendix D shows computational detail).
Although this approach requires
calculations, in many practical problems, the number of objectives L is quite small.
For the decoupled setting, if L = 2, we can derive a simple form of the entropy calculation because the
. Then, we obtain the following theorem:
, where
. For the two dimensional correlated GPRs f (x), the entropy of
. From (7), the marginal can be written as follows:
Then, the entropy is
Although the integral inside the sum is analytically intractable, we can numerically calculate it easily because the integral is over the one-dimensional interval.
In the case of L > 2, the integral (7) is also the multi-dimensional Gaussian integration (Genz & Bretz, 2009) (7) can also be evaluated through the integration of the Gaussian density because p(f
can be analytically derived for a given f l x . Here again, for the integral in (7), we can use numerical technique for the Gaussian probability (Genz & Bretz, 2009 ). Then, we can simply approximate the integral of the entropy f l
x by a sum of finite grid points. This is also one-dimensional integral, and thus accurate approximation can be expected.
D Entropy Evaluation for Correlated Objectives
Here, we redefine
can be transformed as follows:
The term indicated by is the entropy of the multi-variate truncated normal distribution. This term can also be written as −E TN log p(fx|D) Zm
, where E TN is an expectation by the truncated normal distribution
with the predictive mean µ ∈ R L and the predictive covariance matrix Σ ∈ R L×L of the current GPR. We derive that this entropy can be represented through the moment of the truncated normal distribution:
Let
. Then, the second term of the above equation (14) is written as
If µ TN and Σ TN are available, the entropy (13) can be evaluated by combining (14) and (15).
The two expected values µ TN and Σ TN can be obtained from the first and the second moment of the multivariate truncated normal distribution, for which Manjunath & Wilhelm (2009) show efficient computations through the Gaussian integral calculation. Let µ i and µ i T N be the i-th element of µ and µ TN , respectively, and let σ i,j and σ i,j TN be the (i, j)-th element of Σ and Σ TN , respectively. By defining the k-th dimensional marginal distribution of the truncated normal as
where
TN , by defining the (k, q)-th two dimensional marginal distribution of the truncated normal as
Thus, to calculate (16) and (17)
dimensional Gaussian integration are necessary.
E Acquisition Function Computation
We randomly selected 50 training instances and calculated each acquisition function for randomly selected 100 points. We measured CPU time on our python code by the single thread execution. Precise evaluation of computational cost is difficult because of its dependence on implementation detail. Our main purpose here is to show PFES is feasible enough for reasonable size of L. We used DTLZ3 and DTLZ4, because they have L = 4 which is the largest value among four datasets we used in Section 5.1. The results are shown in Table 1 and 2.
SMSego and ParEGO were relatively fast. EHI were slightly slow for DTLZ4 compared with those two methods. EHI also used cell-based decomposition of the dominated region, but Pareto-frontier is constructed from the observed instances. In BO, the number of the observed instances is often quite small because the objective function is assumed to be expensive. Thus, the number of cells in EHI are often small in practice though in the worse case, the number of cells can be exponential with respect to L. In our experiments, PESMO was slow mainly because of the EP approximation which requires the iterative procedure for each candidate points. However, since EP is represented as a sequence of matrix operations, by using some optimized implementation, PESMO can be accelerated. According to (Hernandez-Lobato et al., 2016) , PESMO can be much faster than EHI. Our PFES is also cell-based computation. We already show that the number of cells in these two datasets were less than 1000 in main text. As we already see in Section 3, since the computation of PFES is O(M L) (given predictive distribution, Pareto-frontier F * , and the cells), it can be calculated within reasonable time if the number of cells M is moderate.
F Experimental Settings
For GPR, we used GPy (https://sheffieldml.github.io/GPy/). The marginal likelihood optimization of the Gaussian kernel parameter σ > 0 is performed by using gradient descent. The noise term in GPR σ noise is fixed at 10 −4 . We implemented ParEGO and SMSego by ourselves. For ParEGO, the weighting constant ρ of the augmented Tchebycheff function is set 0.05 as indicated by the original paper (Knowles, 2006) . For SMSego, the coefficient of lower confidence bound is set as β t = Φ −1 (0.5 + 1/2 L ) which is also indicated by the original paper (Ponweiser et al., 2008) . For PESMO, we used the code in environment, we implemented our own code of PESMO based on it. For PESMO, about Pareto sampling, we used the same settings as PFES. The number of sampling is 10, and the number of basis of RFM is 500. Figure 5 shows the results on LLTO with the larger limit of the cumulative cost (Here, PESMO and PESMO (decoupled) is not included because our implementation of them are not quite fast). In this longer iteration result, the superior performance of PFES (decoupled) can also be confirmed.
G Additional Result on LLTO

