Abstract The well-known lifted cover inequality is widely employed in solving mixed integer programs. However, it is still an open question whether an arbitrary project lifted cover inequality can be computed in polynomial time for a given minimal cover (Gu, Nemhauser, and Savelsbergh, INFORMS J. Comput., 26: 117-123, 1999). We show that this problem is N P-hard, thus giving a negative answer to the question.
Introduction
The lifted cover inequality (LCI) is a well-known cutting plane for mixed integer programs. The LCI was first studied in [2, 9, 17] . Its effectiveness on using as a cutting plane was demonstrated in [4] , see also [7, 10, 11, 16, 18] . Given a cover inequality, in order to obtain an LCI, we need to lift variables one at a time sequentially. To lift each variable, a knapsack problem is required to be solved to compute the lifting coefficient. Under certain conditions, the LCI can be computed in polynomial time, see [5, 14, 19] . In general, however, the complexity of computing an arbitrary LCI is still unknown. This was explicitly mentioned in [6] as an open question.
"We show that this dynamic programming algorithm may take exponential time to compute a sequential LCI that is not simple. It is still an open question whether an arbitrary LCI can be computed in polynomial time for a given minimal cover C."
The above question was also cited as an open question in [1, 5, 8, 15] . We will give a negative answer to the question by showing that the problem of computing an arbitrary LCI is N P-hard. Thus, unless P = N P, there exists no polynomial time algorithm to computing an arbitrary LCI.
This paper is organized as follows. In Section 2, we review how to compute an LCI. In Section 3, we describe the elegant example by Gu [5] , which provides exponential lifting coefficients. The main result is given in the last section, which shows the N P-hardness of the problem of computing an arbitrary LCI.
Computing a lifted cover inequality
Consider the knapsack set X := {x ∈ B n : a T x ≤ b}, where b ∈ Z + and a = (a 1 , · · · , a n )
T ∈ Z n + are given. A subset C ⊆ N := {1, . . . , n} is called a cover of X if the sum of the items a i 's over C exceeds the knapsack capacity b; i.e., i∈C a i > b. A cover C is a minimal cover if and only if
For any subsets N 0 and N 1 of N with N 0 ∩ N 1 = ∅, denote X(N 0 , N 1 ) be the following restriction set of X,
It is easy to see that, for each cover C, the cover inequality
is valid for X(N \C, ∅), where c := |C| is the cardinality of C. The cover inequality (1) is facet defining for conv(X(N \C, ∅)), which is the convex hull of X(N \C, ∅), if and only if C is a minimal cover (see for example [3] ). We can consider to fix some variables to be ones as well. Assume that (C, N 0 , N 1 ) is a partition of N and denoteb = b − i∈N1 a i . In this case, the inequality (1) is facet defining for conv(X(N 0 , N 1 )) if and only if C is a minimal cover of X(N 0 , N 1 ); i.e., i∈C a i >b; i∈C\{j} a i ≤b for all j ∈ C.
Throughout this paper, we shall assume that (C, N 0 , N 1 ) be a partition of N and C is a minimal cover of X(N 0 , N 1 ).
In general, however, the inequality (1) may not be valid for X if N 1 = ∅. Furthermore, even if N 1 = ∅, such an inequality may not represent a facet of conv(X). To obtain a strong valid inequality, we can lift the variables in N 0 ∪N 1 one at a time by solving an optimization problem sequentially. More precisely, let l 1 , . . . , l n−c be a lifting sequence such that N 0 ∪ N 1 = {l 1 , . . . , l n−c } and
be the inequality obtained so far, where
To lift the variable x lj+1 , we need to solve a knapsack subproblem depending on whether l j+1 belongs to N 0 or N 1 .
(i) Up-lifting. If l j+1 ∈ N 0 , compute the lifting coefficient α lj+1 by solving the lifting problem
(ii) Down-lifting. If l j+1 ∈ N 1 , compute the lifting coefficient β lj+1 by solving the lifting problem
After having lifted all the variables, we obtain the lifted cover inequality (LCI)
See for example [5, 12, 14] for more details about LCI. Here we just notice that different lifting sequences may lead to different LCIs. The inequality (4) is called a non-project LCI if N 1 = ∅ and a project LCI if N 1 = ∅ (see [5] ). Given a lifting sequence, the non-project LCI can be computed ( [19] ) in the complexity of O(cn), where c = |C| again. For the project LCI, if C ∪ N 1 is a minimal cover of X and the lifting sequence is enforced to {l
. . , |N j | and j = 0, 1 and r is a given integer between 1 and |N 0 |, Gu [5] proved that the LCI can be obtained in the complexity of O(cn 3 ). As mentioned before, however, the complexity of computing an LCI with an arbitrary lifting sequence is still unknown.
We close this section by noting that the LCI is invariant under scaling.
Observation 1 Given the same partition and the lifting sequence, multiplying a positive integer to the knapsack constraint gives the same LCI.
3 The example by Gu (1995) In this section, we describe the elegant example constructed by Gu [5] , which leads the lifting coefficients to be exponential. It is related to the following vector f ∈ Z 2r+1 , where r is a given positive integer.
We give two facts on the vector f , which can easily be verified by induction.
Observation 2 For j = 3, . . . , 2r + 1, it holds that
Observation 3 For j = 3, . . . , 2r+1, it holds that
Consider the knapsack set X with 2r + 1 variables, where the coefficients of the knapsack constraint are f 1 , . . . , f 2r+1 in (5) 
we know that C is a minimal cover of X(N 0 , N 1 ) = {x ∈ B 2 : x 1 + x 2 ≤ 1}. Now consider the lifting sequence {3, 4, . . . , 2r + 1}; i.e., l j = j + 2 for 1 ≤ j ≤ 2r − 1. The following lemma is due to [5] . For completeness, we provide a proof.
Lemma 1 (Gu 1995 
Proof. We proceed by induction. At first, the lifting problem of the variable
Hence
, respectively. Now we consider lifting the variable x j+1 . If j + 1 ∈ N 0 , the problem (2) reduces to
Since
where the last equality follows from Observation 2, the feasibility of the problem (6) requires x i = 0, 1 ≤ i ≤ j and hence α j+1 = f j+1 . If j + 1 ∈ N 1 , the problem (3) reduces to
It is easy to verify that
Hence the all-one vector is feasible and solves the problem (7), yielding β j+1 = f j+1 . So the statement is true for j + 1 as well. By induction, this lemma holds.
⊓ ⊔ Lemma 1 indicates that the LCI for this specific example is
By Observation 3, the input size of this example is polynomial, but the lifting coefficients {f i } are exponential with r. This example by Gu will play an important role in the coming complexity analysis.
4 N P-hardness of computing an arbitrary lifted cover inequality
In this section, we show the N P-hardness of the problem of computing an arbitrary LCI. To begin with, we give a basic property of the vector f in (5).
Lemma 2 Let f be defined as in (5), where r ≥ 1 is given. For any τ ∈ Z + satisfying 0 ≤ τ ≤ 2r+1 i=1 f i , there exists a subset S ⊆ {1, . . . , 2r + 1} such that τ = i∈S f i .
Proof. We proceed by induction on r. The result apparently holds for r = 1. Assume that the result is true for some r ≥ 1. To verify the result for r + 1, it suffices to consider the case that
Then it is easy to see that
By the induction assumption, there exists S ⊆ {1, 2, 3, ..., 2r + 1} such that τ 1 = i∈S f i . By picking a more element 2r + 3 and a possible element 2r + 2, we know that there exists some subset of {1, 2, 3, ..., 2r + 3} such that the sum of f i 's over this subset is exactly τ . Thus the result holds for r + 1. By induction, this lemma is true. ⊓ ⊔ Next, we introduce the RPP problem [13] , which is N P-hard.
Problem RPP. Given a nonnegative integer m, a finite set K with |K| = k, and a size ω i ∈ Z + for the i-th element with i∈K ω i = 2(2 m+1 − 1), does there exist a subset T ⊆ K such that i∈T ω i = 2 m+1 − 1 or i∈T ω i = 2 m+1 − 2 ?
We are now ready to present the main result of this paper; i.e., provide an N P-hardness proof for computing an arbitrary LCI. The basic idea is as follows. Firstly, we adopt Gu's example (see Section 3) to make the lifting coefficients exponential. Secondly, some variables fixed at zero will be lifted, where the lifting coefficients can easily be obtained. Finally, we lift a variable fixed at one, whose corresponding lifting problem is equivalent to the RPP problem and hence is N P-hard.
Theorem 1 The problem of computing an arbitrary LCI is N P-hard.
Proof. For an RPP instance with m ≥ 0 and K = {2r + 4, . . . , n − 1}, we shall construct a problem of computing an LCI in polynomial time. For convenience, define λ = 2 m+1 −1 and then i∈K ω i = 2λ. Assume without loss of generality that 1 ≤ ω i ≤ λ − 1 for all i ∈ K. We construct a problem of computing an LCI as follows. Set r = m + 6, n = 2r + 4 + k, and b = 2r+1 i=1 λf i + λ(3λ + 6), where f is defined as in (5) . Set the coefficients of the knapsack constraint as
for i = 1, . . . , 2r + 1; λ(λ + 3) + 1, for i = 2r + 2; λ(λ + 3) − 1, for i = 2r + 3; ω i (λ + 1), for i = 2r + 4, . . . , n − 1; λ(3λ + 6 + f 2r+1 ), for i = n.
Define the partition (C, N 0 , N 1 ) with C = {1, 2}, N 0 = {4, 6, 8, . . . , 2r, 2r + 2, 2r + 3, . . . , n − 1}, and N 1 = {3, 5, 7, . . . , 2r + 1, n}. Finally, let the lifting sequence be {3, . . . , n}. We shall prove that the lifting coefficient β n = f 2r+1 + 3λ + 5 if and only if the answer to the RPP instance is yes.
Before doing this, we note that the input size of this LCI problem is polynomial of that of the RPP instance. To see this, let L be the input size of the RPP instance. Then it suffices to show that r ≤ O(L q ) for some fixed integer q. Since the input size of a positive integer t is log 2 (t + 1), it follows that log 2 (2 m+2 − 2 + 1) = log 2 (
where the first inequality follows from ω i + 1 ≥ 2 for all i ∈ K. Thus, we have that m ≤ L − 2, which further implies that
For preparation, we also verify
In the following, we consider the lifting procedure. By construction, the knapsack inequality of this instance reads
Since a 1 = λ, a 2 = λ, and
we know that C is a minimal cover of X(N 0 , N 1 ) with the cover inequality
Step 1. Lifting the variables x 3 , . . . , x 2r+1
Starting with the cover inequality (11), we know from Observation 1 and the inequality (8) that, after lifting the variables x 3 , . . . , x 2r+1 , the inequality is
Step 2. Lifting the variables x 2r+2 and x 2r+3
We first consider the variable x 2r+2 . The associated lifting problem is
The problem (12) is feasible at the zero vector since
where the last inequality follows from (10) . Letx be the optimal solution of (12). Since f i ∈ Z for i = 1, . . . , 2r + 1, its feasibility requires
On the other hand, from Lemma 2, we can always find anx such that
The optimality ofx gives that
Similarly, the lifting problem of x 2r+3 reads
Then α 2r+3 = λ + 2, which is achieved at an optimal solutionx satisfyinḡ x 2r+2 = 1 and
Step 3. Lifting the variables x 2r+4 , . . . , x n−1
We shall show that α i = ω i for all i ∈ K by induction. At first, consider the lifting of the variable x 2r+4 . This requires to solve the problem
Ifx is an optimal solution of the problem (14) withx 2r+3 = 1, by the feasibility and (10), we have
This, together with Lemma 2, indicates that we can define a new feasible point x such thatx 2r+2 =x 2r+2 ,x 2r+3 = 0, and
It is easy to see thatx andx give the same objective values. Hence, we can assume that x 2r+3 = 0 in the problem (14) . Furthermore, since ω 2r+4 ≤ λ − 1, similar to the problem (13), we can show that the optimal value of (14) is α 2r+4 = ω 2r+4 , which is achieved at an optimal solutionx satisfyingx 2r+3 = 0, x 2r+2 = 1, and
Now assume that α i = ω i for 2r + 4 ≤ i ≤ j and j < n − 1 and consider the lifting problem of x j+1 :
We claim that there exists an optimal solutionx such thatx 2r+3 =x 2r+4 = · · · =x j = 0. To see this, suppose that an optimal solutionx is such that x t = 1 for some t ⊆ [2r + 3, j]. Analogously, define a new pointx withx i =x i for 2r + 2 ≤ i ≤ j and i = t,x t = 0, and
By simple calculations,x is feasible to the problem (15) and gives the same objective value asx. Similar to the problem (13), we can verify that α j+1 = ω j+1 . Thus by induction, we have that α i = ω i for all i ∈ K.
Step 4. Lifting the variable x n Finally, we concentrate on lifting the variable x n . The lifting problem is
For convenience, denote g(x) to be the objective function in the above problem. Consider the pointx withx i = 1 for 2r + 2 ≤ i ≤ n − 1 and
By Lemma 2, such a point must exist. We can check thať x is feasible to the problem (16) and g(x) = f 2r+1 + 3λ + 4. Furthermore, for a binary vector x, if at least one of the two components x 2r+2 and x 2r+3 is equal to zero, we have that
Thus to seek better values for β n , we may set x 2r+2 = x 2r+3 = 1. In this case, the problem (16) reduces to
Now assume thatx is an optimal solution of (17) . Denote p = n−1 i=2r+4 ω ixi . It is easy to see that p ≤ 2λ. Consider the following four cases.
(a) p ≤ λ − 2. In this case, the knapsack constraint in the problem (17) is trivially satisfied and the optimality ofx implies that
f i = f 2r+1 + p + 2λ + 6 ≤ f 2r+1 + 3λ + 4.
(b) p = λ − 1. Similar to the case (a), we have that g(x) = f 2r+1 + 3λ + 5.
(c) p = λ. In this case, the feasibility ofx indicates that
Furthermore, the optimality ofx implies that
i=1 f i − 1. Thus we can also check that g(x) = f 2r+1 + 3λ + 5. (d) λ + 1 ≤ p ≤ 2λ. On one hand, the feasibility ofx requires
where the last equality follows from p ≤ 2λ. On the other hand, the optimality ofx requires that the inequality in (18) holds with equality, yielding
To summarize, the lifting coefficient β n = f 2r+1 + 3λ + 5 for the problem of computing the LCI constructed in the above, if any only if p = λ or p = λ − 1, or equivalently, the answer to the RPP instance is yes. Since the RPP problem is N P-hard and the construction of the companion problem is in polynomial, we conclude that computing an arbitrary LCI is N P-hard. This completes the proof.
⊓ ⊔
