It is still a challenge to numerically achieve the interactive competition between ductile damage and brittle fracture in ductile-to-brittle transition (DBT) region. In addition, since two types of fracture occur at two independent material length scales, it is difficult to process them with the same mesh size by using finite element method. In this study, a framework of modelling DBT of a thermal mechanical controlled-rolling (TMCR) steel is explored by using the cellular automata finite element (CAFE) method. The statistical feature of material's microstructure is incorporated in the modelling. It is found that DBT curve cannot be reproduced with only one temperature dependent flow property, for which another temperature dependent variable must be considered. A temperature dependent effective surface energy based on typical cleavage fracture stage is proposed and obtained through a continuum approach in present work. The DBT of TMCR steel is simulated by using CAFE method implemented with a temperature dependent effective surface energy. It is found that numerical simulation is able to produce a full transition curve, especially with scattered absorbed energies in the transition region represented. It is also observed that simulation results can reproduce a comparable DBT curve contrasting to the experimental results.
Introduction
Ductile-to-brittle transition (DBT) is normally found in the BCC materials, e.g., steel, due to temperature decreasing and loading rate elevation. Ductile fracture usually occurs at higher temperature, e.g. the upper-shelf, with a damage mechanism of void nucleation, growth and coalescence. The well-known Gurson type of model [1] [2] [3] [4] and Rousselier model [5] have been widely used to describe ductile fracture accompanying with plastic deformation, in which the critical void volume fraction f c has been proposed as the failure criterion. While, unstable cleavage fracture is commonly initiated by second-phase particle cracking due to dislocation pile-up, which refers to the sequence of three steps: particle breakage, transgranular fracture within a single grain and overcoming of the grain boundary [6] . A simple model proposed by Ritchie, Knott and Rice [7] , so called RKR model, assumes that cleavage failure occurs when the maximum principle stress ahead of the crack tip exceeds the fracture stress f over a characteristic distance. In order to describe the statistical nature of micro-cracks in the stress field, micromechanical models [8] [9] [10] following the weakest link philosophy have been reformulated based on RKR model, which provide a promising local approach to understand the essentials of cleavage. One of the most widely used approaches is Beremin model [8] , in which a simple expression for macroscopic failure probability can be derived involving a scalar measure of the crack-front loading, the so-called Weibull stress w . Consequently, two main types of the failure criterion for cleavage have been established, critical fracture stress f or Weibull stress w . Whereas, in the DBT regime, two fracture modes coexist, and the final rupture of materials occurs as a consequence of the competition between two failure mechanisms.
Modelling of DBT of steel has aroused great interest in past decades. Ductile damage models (e.g., GTN, Rousselier) combined with RKR criterion model or local approach (e.g. Beremen model) has been widely applied to model the DBT of steel under quasi-static load [11, 12] or dynamic load [13] [14] [15] [16] [17] [18] . However, it is basically a post-processing solution to evaluate the occurrence of cleavage after stress field ahead of crack tip obtained from the constitutive equation of ductile model. The competition between two failure mechanisms and the interaction between two failure modes in the transition region are not https://doi.org/10.1016/j.msea.2019.04.012 Received 4 January 2019; Received in revised form 1 April 2019; Accepted 3 April 2019 involved indeed. Furthermore, the fracture in the transition region occurs on two independent scales of microstructure size, ductile fracture related to the spacing of the dominant void initiated from particles, while the brittle fracture related to the grain or cleavage facet size. It is difficult to handle two fracture modes with only one mesh size using the finite element method. Although attempts have been conducted to overcome this problem by using non-local approaches [11, 12, 19] , it is still a challenge to represent the competition between two failure mechanisms and the interaction between two failure modes in the transition region. However, one approach coupled cellular automata (CA) and finite element (FE), so-called CAFE method, provides a practical solution to solve these two challenges simultaneously [20] . In addition, the statistical feature of microstructure of material can also be represented in this method, e.g. initial void distribution, grain size distribution, misoriention of grain boundaries etc., such that the scatter of toughness in the transition region can be captured. The principle and implementation of CAFE method have been thoroughly described in the ref. [20] [21] [22] [23] [24] [25] .
It is known that the flow properties, e.g., yield stress and strain hardening, will be altered as temperature decreases, which could be a significant factor resulting in the occurrence of DBT. However, only temperature-dependent flow stress is not enough to predict the transition behavior of materials when comparing with the test data reported by Rossoll et al. [16] , Tanguy et al. [18] and Shterenlikht et al. [20] . Many efforts have been made to describe temperature dependence of fracture toughness in the DBT transition region. A global approach, Master curve method has been adopted in ASTM E1921 [26] , in which the variation of fracture toughness with temperature in DBT region can be described with a reference temperature T 0 . Although the Master curve method is very convenient to apply in practice since only few tests are needed for calibration, it requires high constraint and small scale yielding conditions. Tanguy et al. [18] has simulated the DBT of A508 steel with a temperature-dependent u rather than a constant value when modelling the Charpy impact test. By using Master curve method [26] to calibrate the parameters of Beremin model, Petti et al. [27] , Wasiluk et al. [28] , Cao et al. [29] and Qian et al. [30] have also found that u is increasing with temperature in the transition region. Gao et al. [31] has found that u increased with temperature reflecting the combined effects of temperature on material flow properties and toughness. Moattari et al. [32] accurately predicted the fracture toughness in DBT transition region by introducing a temperature-dependent u described with a summation of athermal and thermally activated stress contribution. A temperature dependent misorientation of grain boundary proposed by Shterenlikht et al. [20] has been implemented into the CAFE method to model the DBT of Charpy test of TMCR steel. It has to be noticed that either the temperature dependent u or misorientation proposed in the literature is just a phenomenological parameter for DBT modelling. Therefore, exploring a physicalbased variable to disclose the nature of temperature dependent fracture toughness in the transition region is not only significant but also necessary. In this work, on the basis of our previous work [33] , a continuum approach is developed to estimate the effective surface energy in the DBT transition region of a TMCR steel. Then, we attempt to establish a framework of numerical prediction of the DBT in steel by utilizing the CAFE method implemented with the temperature dependent effective surface energy.
The present paper is organized as the followings. Section 2 reviews the CAFE method and discusses the parameters of the model. Section 3 introduces a continuum solution to determine the temperature dependent effective surface energy of TMCR steel. Section 4 describes the finite element procedures and models used to predict the DBT of steels. Section 5 presents the main modelling results of DBT of Charpy tests by using CAFE method implemented with a temperature dependent effective surface energy. The physical nature of the competition between particle size dominated and grain size dominated cleavage propagation is also discussed. The feasibility of CAFE method implemented with temperature dependent effective surface energy is validated by comparing the predicted results to experimental results in the literature [20] . Section 6 ends the paper with a short summary and conclusions.
The CAFE method
The motivation of the CAFE method is to combine the structural and microstructural interactions by finite element method [20] [21] [22] . The method is divided into two phases: one is finite elements to capture the stresses or strains at the structural level, the other is to catch the mechanical essentials of the microstructural behavior and its development in a set of CA arrays. Fig. 1 shows the implementation of the above strategy to deal with the fracture in the transition region where both ductile and brittle micro-mechanisms work simultaneously [20] . In each material integration point, the microstructure is represented by two CA arrays, where the brittle array represents the cleavage behavior while the ductile array processes ductile damage. Structural information, for example, stress/strain and damage variable, processed in FE level inputs to CA levels, meanwhile, the microstructural evolution and the failure are integrated and send back to the FEs. To achieve the implementation of CAFE method in finite element, the explicit dynamic process has been chosen to develop a VUMAT by Shterenlikht et al. [20] [21] [22] so that crack can propagate along a natural failure path through element removal.
The Roussellier ductile damage model [5] is adopted to describe the constitutive response at the integration point. Equation (1) describes the plastic potential of this model
whereH ( ) eq is the hardening property of material; 1 and D are material constants that need to be tuned; eq , m and eq are equivalent stress, mean stress and equivalent strain; B ( )is the function of damage variable ; is relative density, which can be described by
where f 0 is initial void volume fraction. In ductile CA arrays, cell size L D is used to characterize the unit cell size of ductile damage of material with a single void, which normally relates to the spacing of inclusions or large carbides in steel. According to modified Griffith theory, the critical fracture stress for cleavage can be calculated by
where eff is effective surface energy for the cleavage fracture; E and are Young's modulus and Poisson's ratio respectively; d is grain size. In present work, a temperature dependent effective surface energy for cleavage will be applied in the CAFE method to calculate critical fracture stress of cleavage. A fraction of brittle cells, , in each brittle CA array, is adopted to represent grains with adjacent grain boundary carbides, where micro-crack has already nucleated. In brittle CA arrays, the cleavage facet size (d CFS ) is applied as the size of cells in brittle CA arrays, e.g. L B , which can be measured through fractographic analysis on the fracture surface of specimen [20] . Since the misorientation between grains is naturally the barrier of cleavage crack propagation crossing the grain boundary [34] , a random orientation is assigned to each cell in brittle CA arrays, and a misorientation threshold, e.g., th , is assumed so that crack can propagate from one cell to the other. The property of CA depends on the state of cells. The state of each cell in next time increment is determined by its state and the states of neighboring cells at the previous time increment. Once that the cell is failed due to the fracture propagation, the state of cell will be changed from 'alive', e.g., initial state, to 'dead'. Then, the closing neighborhood of 'dead' cell will be stress-concentrated since the 'dead' cell lost its load-bearing capacity. A framework [22, 25] has described in detail how to locate such a closing neighborhood around the 'dead' cell. The local concentration factors are utilized to solve this problem, which are C D for ductile CA array and C B for brittle CA array. Thus, at the next time increment, the states of concentrated cells (either ductile or brittle) are determined by the results of comparison between the product of damage variable and concentration factors and failure criteria mentioned above. An integrity indicator, , is used to count the 'dead' cells of both ductile and brittle CA arrays by which the potential fracture at every 
The calculation process of the CAFE method is presented in Fig. 2 . It has to be mentioned that in order to reduce the calculation time, the damage variable t ( ) i is given to the ductile CA array instead of the strain increment tensor t ( ) ij i , and accordingly only the solution dependent variable is returned to the FE from CA array. Both ductile and brittle CA arrays are used only for the simulation of fracture propagation at each CA scale, while, the constitutive response is calculated at FE level. In addition, for the easy achievement of convergence, in ductile CA array a normal distribution of damage value F rather than that of f 0 is adopted. At each increment of deformation, the model compares the present damage variable with the failure value F until the material failed. Since two CA arrays occupy the same physical space, the evaluation of the cells shall be synchronized in both CA arrays. Thus, a mapping rule has been introduced in the CAFE method to reflect dead cells in ductile CA array into the corresponding brittle CA array, and vice versa [21] . After stress concentration occurred on the cell m in either CA arrays, it becomes dead when failure criteria are satisfied. A more detailed description about the CAFE method can be found in literature [21] .
The temperature dependent effective surface energy
Based on the theory of shielding effect of dislocation mobility on crack tip, a method has been proposed [33] to predict the temperature dependent effective surface energy of single-crystal iron in the ductileto-brittle transition (DBT) region. In the present work, this method will be extended to calculate the effective surface energy of steel in the transition region.
The shielding effect of the dynamics of dislocation on crack tip stress field can be assessed with a continuum method [33, 35, 36] . It is assumed that the material is isotropic, and that the rate-dependent plastic deformation is induced by dislocation emission and motion. According to Orowan law, the shear strain rate p , can be used to describe the plasticity caused by the dislocation mobility
Where is a proportionality constant; d is the dislocation density; b is Burgers vector; v is dislocation velocity. The dislocation velocity v can be obtained from the function of resolved shear stress and temperature , e.g., the empirical Arrhenius type law
where Q is the activation energy for dislocation velocity;k B is the Boltzmann constant; m is a material constant for wide range of stress level; v 0 is material specific reference dislocation velocity; 0 is normalization shear stress; here is the absolute temperature in Kelvin. Since the material is assumed to be isotropic, the von Mises equivalent stress Mis and the equivalent plastic strain rate p can be used to replace the plastic shear strain rate p in equation (5) and the resolved shear stress in equation (6) . Then, after inserting the equation (6) into equation (5), the equivalent plastic strain rate to describe the ratedependent plasticity induced by the dislocation mobility can be derived
where 0 is a reference strain rate; 0 is a normalization stress. It is known that DBT normally occurs in body centered cubic (BCC) metals, e.g., single-crystal iron, Fe alloys and steel, due to the thermalactivated dislocation emission and motion [37] . The difference between single-crystal iron and steel is the presence of impurities (e.g., particles), grain boundary and preexisting dislocations in the latter, which affects the dislocation behavior, for instance, nucleation, motion, multiplication etc. If their effect on the fracture of the latter can be described by the change of dislocation density near crack tip comparing with that of former, see equation (5), the model developed for singlecrystal iron is possible to be applied to the steel according to the theory of the of shielding effect of dislocation mobility on crack tip. To do this, several assumptions have to be made. Firstly, a micro-crack is assumed to be initiated within a grain boundary particle, e.g., carbide or inclusion, at a position x c ahead of the notch/crack tip where the local tensile stress equals to the maximum principle stress, see Fig. 3 (a) . Then, the nucleated micro-crack will penetrate the interface between particle and matrix once that local tensile stress at the interface exceeds the fracture stress. Secondly, we postulate that the penetration of the micro-crack into the interface leads to the final unstable cleavage fracture, namely the crack resistance of grain boundary is not taken into account. Further, it is assumed that the crack penetration from particle into matrix is dominated by a local K-field. Then, the elastic zone (dislocation free zone) in the continuum model for single-crystal material [33] is replaced with an elastic particle, and the viscoplasitic material outside the elastic region is defined as the ferrite, e.g., a timedependent plastic matrix. Thus, a new continuum model can be adopted to estimate the fracture toughness of steel in the transition region, see Fig. 3 . The continuum model: (a) the schematic illustration of the micro-crack initiation and propagation across the interface and grain boundary, c is the particle diameter, and d is grain size; (b) MBL model to calculate the effective surface energy for cleavage extension across the interface between particle and matrix [33] . c is particle size. Fig. 3 (b) .
Only the upper-half of model is presented due to symmetry, see Fig. 3 (b) . A small circle around the crack tip with a radius c/2 is the elastic zone, e.g., particle. The radius of model R is 20 times larger than the elastic zone size. Outside the elastic zone, there is the matrix, e.g., ferrite, which is time-dependent plastic material described by the equation (7) . A crack with an initial radius of × R 1.15 10 4 is located in the center of model. Abaqus 6.14 is employed, and 4-node and plane strain elements (CPE4) are used in all simulations. Through the nodal displacement on the outer boundary layer in the MBL model, a linear elastic K I field, e.g., the applied stress intensity factor K a , with a constant loading rate K is implemented. To calculate the effective surface energy, only a stationary crack is studied.
For a sharp crack tip, cleavage fracture occurs once the crack tip stress intensity factor equals to the critical value, i.e. = K K t C . The critical stress intensity factor K C depends only on the material's surface energy s in terms of the Griffith criterion. Due to the shielding effect of plastic deformation on the crack tip stress field, the local stress intensity factor K I t at crack tip is always lower than the applied stress intensity factor K I a , particularly at higher temperature. The applied stress intensity factor K a at the moment of failure, e.g.
C is regarded as the fracture toughness of material. According to modified Griffith the-
eff , the effective surface energy can be obtained by
Thus, the applied stress intensity factor K I a at cleavage fracture can be calculated, and accordingly the effective surface energy for cleavage extension across the particle-matrix interface of steel in the transition region can also be obtained from equation (8).
Numerical simulation
An explicit dynamic process is adopted to model the Charpy test by using an explicit code with CAFE strategy implemented, which has been introduced in Section 2. The geometry of Charpy V-notch specimen is 55 mm*10 mm*10 mm according to the standard ASTM E23 16b [38] , the notch radius and notch depth are 0.25 mm and 2.0 mm respectively. The striker and anvils size and geometry are also those of the standard ASTM E23 16b [38] . The finite element model of Charpy test is shown in Fig. 4 , in which the full Charpy specimen is meshed with 8 nodes and reduced integration elements (C3D8R). Cells are assembled only to those elements in a small region in the center of specimen with a mesh . Therefore, in each element or integration point, there are 125 ductile cells and 1000 brittle cells. Accordingly, the damage zone is composed of 87500 ductile cells and 700000 brittle cells. It is assumed that the CA array either ductile or brittle loses the load-bearing capacity when the cells in one orthogonal section of CA array are failed [21] . Therefore, the maximum numbers of the dead cells in each CA array are taken as
for ductile CA arry and for the brittle CA array. The concentration factor for ductile CA, e.g., C D , is 1.4 and that for brittle CA, e.g., C B , is 1.4 and 11.0 respectively [20] .
The initial void volume fraction f 0 is assumed to be 0.0001. The statistical feature of damage failure value F conforms to a normal distribution, in which the mean value F mean is 8.0 and the standard deviation F std is 1.2. The material constant D and 1 are 1.65 and 400 MPa respectively. These values of ductile damage variables used in the present work has been calibrated with experimental results of pure ductile fracture, for example the upper shelf energy (USE) of Charpy test. The flow property of the TMCR steel at different temperature is presented in Fig. 5 (a) . The microstructure of this TMCR steel is presented in the Fig. 5 (b) , which consists mainly of ferrite and some banded pearlites. Based on the measurement of grain size of this TMCR steel, the histogram of grain size distribution is obtained as shown in the Fig. 5 (c) , which presents a bimodal distribution. Since these tiny grains will never fracture as they have very high fracture strength, the modelling results are not affected by omitting this small volume of tiny grains. Hence, an equivalent unimodal three-parameter Weibull distribution is applied to characterize the grain size distribution of this material, in which the scale, shape and location parameter are 1.223, 5.392 and 0.516 respectively. The fraction of brittle CA cells that cleavage is nucleated, , is assumed to be 0.01, which has been adopted by Shterenlikht et al. [20] as well. The misorientation threshold th is assumed to be°40 . The effective surface energy for the fracture stress of cleavage will be calculated in the section 5.
Numerical results and discussion
In the following, we firstly present the predicted results of DBT by using a constant effective surface energy. To reproduce the transition by using the CAFE method, another temperature dependent variable, e.g., the temperature dependent effective surface energy, is calculated via the continuum approach introduced in the Section 3. Although being improved, the DBT predicted with the calculated temperature dependent effective surface energy indicates that the role of grain boundary in the cleavage propagation in the transition region cannot be neglected. As such, the lower limit of effective surface energy for overcoming the barrier of grain boundary in the transition region is estimated based on both the temperature dependent effective surface energy for unstable cleavage formation and the size ratio of cleavage facet (unit) to critical particle. In the end, an accurate prediction of DBT of TMCR steel is achieved by using the lower limit of effective surface energy for crack propagating across the grain boundary.
DBT prediction by using a constant effective surface energy
Firstly, a constant value of the effective surface energy eff , J m 52 / 2 , which has been adopted in the study on the DBT of TMCR steel by Wu et al. [23] and Shterenlikht et al. [20] , is used in the CAFE method to calculate the fracture stress of cleavage according to equation (3) . The other parameters to model the DBT of TMCR steel have been introduced in the Section 4. The absorbed energy of standard Charpy tests in the transition region vs. temperature is plotted in the Fig. 6 , in which the predicted results by CAFE method with constant effective surface energy compare with the experimental results by Shterenlikht et al. [20] . At each temperature, three runs have been performed. Since the statistical nature of material has been incorporated in the model, results present a scattered feature as shown in the Fig. 6 . It can be found that the predicted absorbed energy at higher temperature is not as scattered as that at lower temperature since the fewer cleavage happens at higher temperature. The predicted absorbed energy at lower temperature, e.g., 193 K, is comparable to the experimental results. However, the predicted absorbed energy is dramatically underestimated comparing to the experimental results. It implies that only temperature-dependent flow stress of material shown in Fig. 5 (a) is not adequate to obtain an ideal DBT behavior, which has been similarly reported by Rossoll et al. [16] , Tanguy et al. [18] and Shterenlikht et al. [20] . Thus, the second temperature-dependent parameter has to be searched so as to accurately represent the DBT behavior of materials.
The effective surface energy of TMCR steel

Identification of the parameters
It is found that the variation of activation energy of DBT among single-crystal iron, poly-crystal iron and Fe-alloys is relatively minor [39, 40] , e.g., in the range of 0.2-0.5. This implies that the minor difference between parameters calibrated from the activation energies of DBT of different steels can be expected. In addition, there are still some resemblances between low carbon steel studied by Tanaka et al. [40] and the TMCR steel investigated in the present work, e.g., the ferritic type of microstructure and controlled-rolling process of production. Since the absence of the test results of activation energy of DBT of the TMCR steel, a low carbon steel experimentally obtained by Tanaka et al. [40] is utilized to approximately identify the parameters for the calculation of effective surface energy of the TMCR steel. In the aim of exploring a solution to estimate the effective surface energy in transition region, the gap between two materials, e.g., low carbon steel and the TMCR steel can be ignored.
As reported in the literature, a relation between loading rate K and c has been found through experiments [41] .
where E a is the activation energy for the DBT, which equals to the activation energy Q for dislocation velocity; c is critical DBT temperature at which ductile fracture changes to be brittle fracture [33, 35, 36] . Based on the theory of shielding effect of dislocation mobility on crack tip, equation (9) has also been used to depict the correlation of loading rate and c of low carbon steel by Tanaka et al. [40] . The critical transition temperatures of low carbon steel have been measured through four point bending tests under different outer-fiber strain rates by Tanaka et al. [40] . The outer-fiber strain rate can be calculated by Ref. [42] . [21] , (b) the microstructure of TMCR steel [20] and (c) the histogram of grain size distribution [20] . where f is the outer-fiber strain rate and is the cross head speed, B is the thickness of specimen and S 1 is the outer span of specimen. The applied stress intensity factor of four point bending test can be calculated by using the equation [43] . , F is loading force, S 2 is inner span, W is width of specimen and a is notch depth. To obtain the loading rate of four point bending test, three-dimensional analysis with a quasi-static process is carried out in the present study. The cross head speed applied for modelling is converted from outer-fiber strain rates used by Tanaka et al. [40] in terms of the equation (10) . It has to be mentioned that only a stationary crack is studied. The Young's modulus Eand poison's ratio of steel are 206 GPa and 0.29 respectively. The loading rate, e.g., the rates of stress intensity factor, applied on the four-point bending specimen is calculated by equation (11) . The outer-fiber strain rates and calculated loading rate, e.g., the applied rates of stress intensity factor are listed in Table 1 . The critical DBT temperature under a specific loading rate can be predicted by using the continuum approach introduced in section 3. Different elastic zone size (e.g., particle size) of the model is also studied. To obtain the critical DBT temperatures under the loading rates listed in Table 1 , for each elastic zone size, several groups of parameters have been tried following the method introduced previously by the authors [33] . By doing this, groups of parameters are optimized for each elastic zone size, which are listed in the Table 2 . The computed DBT temperatures under different loading rates are compared with experimental results by Tanaka et al. [40] in Fig. 7 . It is shown that the computational results of low carbon steel agree well with experimental results, which indicates that the group of parameters for each elastic zone size is reliable. Meanwhile, the influence of the elastic zone size on the fracture toughness in the transition region is also studied under the loading rate 10 MPam Fig. 8 that to achieve an identical DBT temperature c the minor difference among the fracture toughness for different elastic zone sizes is presented in the whole temperature range by using the parameters identified above. Recall the equations (5)- (7), at a specific temperature and under same stress level, when activation energy Q is determined, with the combination of parameter of 0 and m, the similar amount of shielding effect of dislocation dynamics and DBT behavior can be always achieved no matter how large the elastic zone size (particle size) is. To this end, it can be concluded that the predicted DBT of low carbon steel by using the continuum model is elastic zone size independent. In the later simulation, the parameters verified for elastic zone size 1 µm will be adopted.
The temperature dependent effective surface energy
As mentioned above, the shielding effect of dislocation mobility on crack tip is loading rate dependent. To obtain the loading rate of Charpy impact test, the three-dimensional analysis of Charpy test is conducted. The geometry of Charpy V-notch specimen is identical to that introduced in the section 4. To model the transient process of impact and obtain the J-integral from Abaqus, a dynamic implicit process is utilized. However, only a stationary crack is studied here. The V-notch Charpy impact specimen is actually replaced by U-notch specimen in the calculation of J-integral since that the identical J-integrals calculated by Abaqus have been obtained from both notch-type specimen with same radius in present study. A path-independence pattern is Table 1 The outer-fiber strain rates of the four point bend tests on fully annealed low carbon steel [43] and the calculated applied rates of stress intensity factor. By applying continuum approach shown in Section 3, the fracture toughness of the TMCR steel in the DBT region is calculated with parameters identified in section 5.2.1 and the loading rate of Charpy impact test calculated above. According to equation (8) , the effective surface energy of TMCR steel in the transition region is calculated as shown in Fig. 10 . It can be found that the effective surface energy of steel in the lower temperature, e.g. below 200 K, is very stable and comparatively low. However, it increase rapidly until the critical DBT temperature when temperature beyond 220 K. In addition, an equation for describing the correlation between the effective surface energy and temperature is obtained by fitting the calculated effective surface energy at different temperature, see Fig. 10 . This equation for temperature dependent effective surface energy will be adopted in the later simulation of DBT of TMCR steel.
DBT of TMCR steel modeled with an effective surface energy
A temperature-dependent effective surface energy law obtained in Section 5.2 (see Fig. 10 ) is applied to the CAFE method to simulate the DBT of TMCR steel. Here, the procedure and parameters used for the modelling are identical to those utilized in the Section 5.1 except that a constant value of the effective surface energy is replaced by the temperature-dependent effective surface energy. The predicted absorbed Charpy energy vs. temperature is plotted in the Fig. 11 , in which the experimental results are also presented for comparison. It can be observed that the DBT transition happens in a very narrow temperature range and a dramatic steep transition are obtained comparing with the experimental results. In addition, both lower shelf and upper shelf of DBT are obviously underestimated.
In the process of the unstable cleavage propagation of steel, the second step is critical in terms of the formation of unstable fracture [45] , otherwise the crack stops or be blunted at the interface, and then the cracked particle may act as the nuclei for void growth when ductile fracture intervenes. The critical fracture stress for the crack propagation across the interface between the particle and matrix, e.g., particle cleavage strength pm [46] , can be calculated by 
where pm is the effective surface energy to propagate the micro-crack across particle-matrix interface; c is the particle size. Once unstable fracture formatted, e.g., micro-crack initiation from the particle and penetration into the matrix, the first grain boundary could be the barrier for unstable cleavage crack to trespass, see Fig. 3 (a) . The critical fractures stress, e.g. grain strength mm [46] , becomes a criterion for the extension of the crack across the grain boundary, which can be described as
where mm is the effective surface energy for crack propagation across the grain boundary; d is grain size. Comparing with the equation (14) , it indicates that (14) When the local stress near the particle = < L mm pm , the microcrack could propagate across the grain boundary, and unstable cleavage fracture would be ensured by the particle cracking. It implies that the unstable fracture is dominated by the particle size, e.g., cleavage at the lower shelf, where the local stress near the particle is high enough due to the higher yield stress. However, when = > L mm pm , the crack arrests at the grain boundary, resulting in the appearance of stable and grain-sized micro-crack. It means that the propagation of unstable fracture is dominated by the grain size, e.g., cleavage occurring in the transition region, where the local stress near the particle is not adequate to overcome the grain strength. Therefore, it can be concluded that the role of grain boundary on the unstable cleavage propagation should not be neglected, and that the cleavage propagation in the transition region depends on the competition between mm and pm , e.g., particle dominated or grain size dominated [46] [47] [48] [49] [50] .
A critical condition for crack propagating across the first grain boundary can be deduced from the equation (14) when mm equals to pm , from which the lower limit of the effective surface energy for crack extension across the grain boundary can be achieved (15) It implies that the minimum of mm is solely related the size ratio of grain and particle when the effective surface energy of cleavage formation of the material, e.g., pm , has been obtained. As such, the pm can be transferred to mm , by using equation (15) . Recall the equation (3), the mm is exactly required to calculate the fracture stress of cleavage in CAFE method. While, the effective surface energy obtained in the section 5.2, it is actually not the mm but the pm , which is the reason why the absorbed energies in the full temperature range is underestimated as shown in the Fig. 11 .
Based on the pm obtained in Section 5.2, DBT of the TMCR steel is predicted with the variable ratio of d c / as shown in the Fig. 12 . It can be observed that different ratio of d c / can achieve a similar upper shelf, while the lower shelf and the absorbed energy in transition region are quite different. Since complete ductile fracture happens on the upper shelf, the ratio of d c / presents no effect on the absorbed energy, which is usually only relevant to the cleavage fracture. It is also found that the larger ratio of d c / enables a higher absorbed energy of steel in the temperature range below the upper shelf. Meanwhile, a lower transition temperature, T , is achieved for the larger ratio of d c / . San Martin et al. [47] has studied the cleavage fracture in the transition region of Ti-V alloyed steel, in which some isolated cleavage islands could be formed surrounded by ductile fracture. They have measured the sizes of cleavage islands, e.g., d CL and the sizes of cleavage initiators, e.g. c crit. . The effective surface energy mm has been calculated by using a similar transferring rule (e.g., equation (15) (15) can physically reflect the toughness of material as shown in Fig. 12 .
It is well known that the particle precipitated in the steel is nonuniformly distributed for both size and spacing. Ahead of the crack/ notch tip, the particle is sampled as the cleavage nucleate once the maximum principle stress ahead of the crack/notch tip is higher than pm , see equation (12) . However, the stress ahead of the crack/notch tip generally decreases with the temperature, which means that accordingly the size of qualified particle to be sampled as the initiator of cleavage decreases with the decrease of temperature. A linear relation between temperature and critical particle size has been found in SA 508 steel by Lee et al. [51] . Since the grain size is temperature independent, it implies that the ratio of d c / is not a constant value in the transition regime but a variable relevant to the temperature. In addition, the crystallographic unit of cleavage could not be the grain size, since crack deflection or arrest usually does not happens at the lower grain boundary. Whilst, it has been pointed out that the cleavage fracture unit T is defined as the temperature corresponding to the impact energy halfway between the lower shelf energy (LSE) and USE [49] .
(facet) size or the effective grain size is more suitable to describe the cleavage fracture unit, and that both of them match each other very well in Mn-Mo-Ni low alloy steel [52] . To accurately describe the competition between pm and mm of cleavage fracture in the transition region, the grain size d in equation (15) . in equation (16) according to the equation (15) , from which the mm can be obtained. Then, the calculated mm is implemented in CAFE method to predict the DBT of TMCR steel. The predicted absorbed energy vs. temperature is plotted in the Fig. 13 , in which the experimental results of TMCR steel is also presented for comparison. It is observed that simulation is able to produce a full transition curve with a scatter pattern of absorbed energies in the transition region. Generally, the predicted transition curve is comparative to the experimental results. The simulation can reproduce a similar LSE and USE comparing with the experimental results, while the absorbed energy in transition region is slightly underestimated comparing with the experimental results.
It is not surprising for the underestimation of the absorbed energy in the transition region as shown in Fig. 13 because that the mm estimated from equation (15) is just its lower limit. Actually, it is very difficult to precisely measure or predict the effective surface energy for crack propagating across the grain boundary [47, 50] . In the section 5.2, a constant exponent m that describes the correlation between dislocation velocity and resolved shear stress is used to estimate the effective surface energy of unstable cleavage formation (e.g., the second step) in the transition region, see equations (6) and (7) . However, it has been found that m decreases with the increase of temperature [53, 54] , which means that the fracture toughness in transition region could be underestimated since the lower m can lead to a higher toughness [35] in the transition region. Accordingly, the pm for cleavage penetration into matrix could be under-predicted as well. This could be a reason why the predicted absorbed energies in the transition region are lower than those of experimental results as shown in Fig. 13 . Since the lacking of the experimental correlation between the ratio of d c /
CF U S crit ( )
. and temperature for this TMCR steel, an artificial linear relation between them is assumed to transfer the pm to mm , which is inspired by the study in Ref. [51] . Therefore, measurements on the critical particle size and the cleavage facet (unit) size of steel have to be conducted so as to find a more reliable temperature dependent ratio of d c / CF U S crit ( ) . .
Conclusions
In this study the CAFE method developed by Shterenlikht et al. [20] [21] [22] has been applied to mitigate some of the computational challenges in modelling of DBT and incorporate the statistical nature of microstructure at the same time. In order to realistically capture the temperature dependent fracture toughness in the transition region, a physical based variable has to be searched, which is also one of the motivations of this work. On the basis of our previous work [33] a continuum approach has been developed to estimate the effective surface energy for unstable cleavage formation, e.g., pm . Further, to describe the essence of the competition between particle size and grain size controlled propagation of unstable cleavage, a more robust variable, effective surface energy for overcoming the barrier of grain boundary, e.g., mm , was proposed. Finally, a framework for the modelling of DBT is explored through implementing the mm into the CAFE method. Some important findings obtained in present work can be summarized as followings:
• It is proved that a second temperature dependent variable has to be found to reproduce the DBT curve, in addition to the temperature dependent flow properties. In present work, a continuum approach has been developed to establish the second temperature dependent variable, e.g., pm .
• It is observed that the role of grain boundary on the unstable cleavage propagation cannot be ignored. Through analyzing the competition between the particle size and grain size dominated unstable cleavage propagation, a method to quantify the lower limit of mm has been built.
• Due to the fact that cleavage facet (unit) size or effective grain size, e.g., d
CF U S ( ) , rather than the grain size is more appropriate for characterizing the cleavage fracture unit, the ratio of grain size to critical particle size has been replaced by d c /
CF U S crit ( )
. in the estimation of mm .
• It is found that numerical simulation by using the CAFE method implemented with mm is able to produce a full transition curve, especially with scattered absorbed energies in the transition region represented.
Although a framework of modelling DBT of steel is explored in this work, it still has some limitations. More experimental results are required for the calibration of parameters to calculate the temperature effective surface energy adopted in present work, for instance, the activation energy for the DBT and the temperature dependent ratio of d c /
. of the TMCR steel. In addition, the adiabatic heating effect and viscoplastic of material is not considered in Charpy impact modelling. . . Here, data is fitted by the sigmoidal method.
