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In many applications, data and/or parameters are supported on non-Euclidean mani-
folds. It is important to take into account the geometric structure of manifolds in statistical
analysis to avoid misleading results. Although there has been a considerable focus on simple
and specific manifolds, there is a lack of general and easy-to-implement statistical methods
for density estimation and modeling on manifolds. In this article, we consider a very broad
class of manifolds: non-compact Riemannian symmetric spaces. For this class, we provide
a very general mathematical result for easily calculating volume changes of the exponential
and logarithm map between the tangent space and the manifold. This allows one to define
statistical models on the tangent space, push these models forward onto the manifold, and
easily calculate induced distributions by Jacobians. To illustrate the statistical utility of
this theoretical result, we provide a general method to construct distributions on symmetric
spaces. In particular, we define the log-Gaussian distribution as an analogue of the mul-
tivariate Gaussian distribution in Euclidean space. With these new kernels on symmetric
spaces, we also consider the problem of density estimation. Our proposed approach can use
any existing density estimation approach designed for Euclidean spaces and push it forward
to the manifold with an easy-to-calculate adjustment. We provide theorems showing that
the induced density estimators on the manifold inherit the statistical optimality properties
of the parent Euclidean density estimator; this holds for both frequentist and Bayesian non-
parametric methods. We illustrate the theory and practical utility of the proposed approach
on the space of positive definite matrices.
Key Words: Convergence rate; Density estimation; Log-Gaussian distribution; Poincare´
disk; Positive definite matrices; Riemannian symmetric space; Siegel space; Tangent space.
1 Introduction
Assume X1, .., Xn are i.i.d random variables on a Riemannian manifold (M, g) such that the
law of X has a density f with g the Riemannian metric. There are various approaches to
estimate f from n i.i.d data including histograms, orthogonal series, kernel approaches, and
mixture models. Kernels and mixture estimators rely on families of parametric probability
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distributions on M. This article provides a way to explicitly construct such families on a
large class of Riemannian manifolds: Riemannian symmetric spaces.
On most manifolds, kernels and mixture estimators are more convenient to implement
in practice than histograms and orthogonal series. For histograms, the main difficulty is to
construct appropriate tessellations of the manifold (M, g), which guarantee convergence as
the number of samples n goes to infinity, and which can be computed with a reasonable
algorithmic complexity. Even on simple examples like the hyperbolic space, where there
exists numerous regular tessellations, histograms appear to be an impractical solution.
Orthogonal series approaches rely on estimating scalar products between the density f
and a set of functions, commonly corresponding to the eigenfunctions of the Laplace-Beltrami
operator. This strategy enables one to obtain convergence rates adapted to the order of
differentiability of the density f (Hendriks, 1990). This method is particularly adapted to
manifolds in which the spectrum of the Laplacian is countable and its eigenfunctions have
explicit expressions. This is the case for the torus and sphere, but not for non-compact
manifolds, such as the hyperbolic space, where the spectrum of the Laplacian is continuous.
Estimation of f then requires estimating an uncountable number of coefficients, with no clear
approach for producing an accurate approximation that can be practically implemented.
A primary challenge for kernels and mixture models is to construct families of distribu-
tions on the manifold (M, g) whose densities have explicit expressions. A seemingly simple
candidate family includes distributions whose densities with respect to the Riemannian mea-
sure are normalized indicator functions
ϕp,r =
1
vg(B(p, r))1B(p,r), (1)
where B(p, r) is the ball centered at p of radius r and vg is the Riemannian volume. However,
computing the normalization constant is typically non-trivial, as there are no closed form
expressions for the volume of balls on arbitrary manifolds.
Another approach to build probability distributions onM is to define a probability dis-
tribution in a tangent space TpM and map it to the manifold. The Riemannian exponential
is a natural way to perform this mapping. Pelletier (2005) used such maps to define prob-
ability kernels for density estimation. In expressing the density on M, it is necessary to
compute the local volume change between TpM and M induced by the exponential map,
see Figure 1. A primary contribution of this article is to provide an expression of this volume
change when M is a locally symmetric space.
This volume change appears in various geometry problems and is known to physicists
as the van Vleck-Morette determinant (Van Vleck, 1928; Morette, 1951; Kim and Thorne,
1991; Visser, 1993). A famous example is gravitational lensing. Considering a punctual light
source in space-time, the van Vleck-Morette determinant describes the distribution of light
per unit of volume (Reimberg and Abramo, 2013).
We will see in section 3 that the local volume change induced by the exponential map is
obtained by solving a Jacobi equation, the Jacobi equation being a second order differential
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Figure 1: The infinitesimal volume change between the grey areas depends on how the
neighboring geodesics are deviating or getting closer. It is determined by the Riemannian
curvature along the geodesic expp(tv).
equation whose coefficients are functions of the Riemannian curvature tensor R. In the
context of gravitational lensing, the solutions of this equation have to be numerically esti-
mated (Visser, 1993). Riemannian symmetric spaces are Riemannian manifolds for which
the covariant derivative of the Riemann curvature tensor vanishes everywhere. On these
manifolds, the Jacobi equation has constant coefficients and the solutions have explicit ex-
pressions. Thus, Riemannian symmetric spaces are a broad class of spaces for which the
volume change induced by the exponential can be computed explicitly.
These spaces play an important role in statistics since they include Euclidean spaces,
spheres, orthogonal groups, Grassmannians, hyperbolic spaces, and spaces of symmetric pos-
itive definite matrices, to name just a few. Although there has been substantial consideration
of specific symmetric spaces on a case-by-case basis, there has not been any general method-
ology that can be implemented in practice for density estimation on arbitrary symmetric
spaces. Some of the specific cases that have been considered include spheres (Hall et al.,
1987; Bai et al., 1989; Baldi et al., 2009; Eugeciouglu and Srinivasan, 2000; Healy et al.,
1996; Healy Jr et al., 1998), hyperbolic spaces (Huckemann et al., 2010; Chevallier et al.,
2015), symmetric positive definite matrices (Kim and Richards, 2011; Said et al., 2017a,b;
Chevallier et al., 2017), rotations (Kim, 1998; Hielscher, 2013), Grassmanians (Chikuse, 2002;
Turaga et al., 2008) and the Siegel space (Chevallier et al., 2016; Said et al., 2017b) used
to model the geometry of Toeplitz-block-Toeplitz covariance matrices (Barbaresco, 2013b).
Recently, Said et al. (2017a,b) proposed an approach for defining Gaussian distributions on
symmetric spaces with non-positive curvature, with the normalizing constant computable at
a reasonable cost.
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Our main contributions are to (1) introduce a broad class of log-Gaussian distributions on
Riemannian symmetric spaces; (2) provide a general theorem on volume changes in applying
the exponential map from a tangent plane to a Riemannian symmetric space, (3) use this
result to obtain a simple analytic form for the log-Gaussian density and a corresponding
algorithm that can be used practically for kernel density estimation in arbitrary Riemannian
symmetric spaces, (4) provide a general theory on how statistical optimality for any density
estimator in Euclidean spaces implies statistical optimality for the push-forward density
estimator, and (5) apply our theory and methods to a variety of interesting datasets including
improving methods for specific manifolds, such as the space of positive definite matrices.
2 Gaussian-Based Distributions on Manifolds
Defining valid and computationally tractable distributions on general manifolds is known
to be a hard problem. In order to address this problem, we start by attempting to define
Gaussian-based distributions on manifolds.
For manifolds that are embedded in an ambient Euclidean space, a common strategy is
to define a Gaussian distribution in the ambient space and then project onto the manifold.
For example, a projected normal distribution on a sphere can be obtained by normalizing a
Gaussian random vector. Similarly, a Gaussian distribution on the real line can be used to
define a wrapped Gaussian distribution on a circle. However, such constructions cannot be
generalized to broader classes of manifolds.
An alternative approach is to define a Gaussian-like distribution on a manifold M by
using the geodesic distance d(x, x˜) from the intrinsic mean x˜ in place of the Euclidean
distance from the Euclidean mean. This leads to the so-called Riemannian Gaussian (RG)
distribution (Pennec, 2006; Said et al., 2017a,b) defined as
p(x | x˜, σ2) ∝ exp
(
−d
2(x, x˜)
2σ2
)
, x, x˜ ∈M, σ > 0,
where σ2 controls the variance. However, the RG distribution suffers from multiple practical
issues. 1: computation is often not feasible except in toy cases due to intractability of the
geodesic distance and the lack of a closed form for the normalizing constant. 2: RG is not
very flexible due to the isotropic structure with a single variance parameter instead of a
matrix Σ. 3: sampling from the distribution is very complicated, and may require numerical
approximations.
There is also an existing literature focusing on Fre´chet means or log-Euclidean means
on Riemannian manifolds and corresponding central limit theorems. From this point view,
Schwartzman (2016) defined Gaussian laws on PD(m), called the log normal distribution,
without further statistical theory and applications or generalizations to other manifolds.
In this paper, we propose a new class of log-Gaussian distributions, which address all
three practical issues of the RG distribution. The log-Gaussian distribution is obtained
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by defining a multivariate Gaussian on a tangent plane TpM to the manifold M at point
p ∈M and then mapping the distribution onto the manifold via the exponential map. The
exponential map from TpM to M is denoted by expp, with its inverse from M to TpM
called the logarithm map or log map, denoted by logp. The Riemannian metric on M is
denoted by g. Figure 1 provides an illustration of this mapping and the associated volume
change. For more details about exponential and log maps, see Supplementary Materials and
Carmo (1992).
Through the exponential map, any distribution in Euclidean space can be pushed to the
manifold. Let ν be a measure on the tangent space, then its push forward measure, denoted
by exp∗ ν, is defined as (exp∗ ν)(A) := ν(exp−1(A)) for any A ∈ FM, the sigma field on M.
Similarly, any distribution on the manifold can be pulled back to the tangent space through
the log map. In this paper, we focus on the log-Gaussian distribution – chosen so that the
pullback is multivariate Gaussian. However, this technique applies to any other distribution
in Euclidean space.
Definition 1. Given a fixed point p ∈M (discussed in Section 3), a random variable X on
M is said to be log-Gaussian if logp(X) is d-dimensional multivariate Gaussian in TpM.
X is said to follow lG(µ,Σ) if logp(X) ∼ N(µ,Σ).
The density function of the log-Gaussian distribution admits an analytic form when J
does, given by the following theorem:
Theorem 1. The density function of the log-Gaussian distribution lG(µ,Σ) is
f(x) = (2pi)−
d
2 det(Σ)−
1
2J−1p (x) exp
(
−1
2
(logp(x)− µ)>Σ−1(logp(x)− µ)
)
,
where Jp(x) is the Jacobian of the exponential map at p, or the volume change, see Figure
1.
The proof is straightforward, by the rule of change of variables, see also Equation 3.
In order to obtain an analytic form for the log-Gaussian distribution, one needs to
calculate the exponential and log maps as well as the Jacobian for the specific manifold
under consideration. For example, when M = PD(m), the space of all m by m positive
definite matrices, then the exponential and logarithm map are the matrix exponential and
matrix log, and the Jacobian also admits a simple form. We postpone the technical details
of the derivation of the exponential map (exp), the log map (log) and the Jacobian (J)
for general manifolds to the next section, with explicit formulae in some specific examples
including the space of positive definite matrices, Poincare´ disk, etc.
In contrast to the Riemannian Gaussian and other Gaussian-based distributions on man-
ifolds, the specification of the log-Gaussian, an intrinsic distribution on the manifold which
does not depend on any embedding, does not require evaluation of geodesic distances on
manifolds, the normalizing constant is available, and sampling is simple. In particular, in
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order to sample from lG(µ,Σ), one can first sample vectors from N(µ,Σ), and then push to
the manifold by the exponential map.
This procedure is straightforward for broad manifolds; for example, in the space of
positive definite matrices PD(m), we first sample Z1, · · · , Zn ∼ N(µ,Σ) with µ ∈ Rd and
Σ ∈ PD (d), where d = m(m+1)2 , then we simply let Xi = eZi (matrix exponential) to obtain
the samples X1, · · · , Xn ∼ lG(µ,Σ). Exploiting these appealing properties, we propose to
use the log-Gaussian as a new kernel for density estimation on manifolds.
In the next section, we discuss the class of manifolds where the above construction holds,
that is, the exponential and logarithm maps are globally well-defined and the Jacobian
admits an analytic form. We will also provide general tools to calculate exp, log and J .
3 Exponential map and Jacobians
3.1 Notations and assumptions
Let (M, g) be a d dimensional Riemannian manifold with Riemannian metric g. Let µg be
the Riemannian measure and expp be the Riemannian exponential at p ∈ M, denoted exp
when there is no ambiguity with the usual exponential function.
The Riemannian metric g induces a Lebesgue measure on TpM, denoted by νg. The
volume change described in Figure 1 can be expressed as
Jp(x) =
dexpp∗(νg)
dµg
(x), x ∈M. (2)
For any measure ν on TpM dominating νg with density function f = dνdνg , the density
function of the push forward measure expp∗(ν) with respect to the Riemannian measure µg
is given by
d expp∗(ν)
dµg
(x) = J−1p (x)f(exp
−1
p (x)), x ∈M. (3)
For simplicity, denote the push forward density function also by exp∗ f , that is, (expp∗ f)(x) =
J−1p (x)f(exp−1p (x)). When Jp(x) is known, the measure expp∗(νf ) has an explicit density.
It can then be used for kernel density estimation or in a mixture model. From now on, we
always assume
(A) M has non-positive sectional curvature.
(B) M is locally symmetric, that is, ∇R = 0, where∇ is the Levi-Civita connection induced
by the Riemannian metric g and R is the curvature tensor.
From the theory of symmetric spaces, any locally Riemannian symmetric space with non-
positive sectional curvature is non-compact. Furthermore, the Cartan-Hadamard theorem
6
shows that the space is simply connected and hence M is a non compact Riemannian sym-
metric space. Throughout the remaining article, we always assume M satisfies assumption
(A)(B), or equivalently, M is a non compact Riemannian symmetric space.
Any Riemannian symmetric space can be written asM = G/K, where G is the isometry
group ofM with Lie algebra g and K is the isotropic subgroup of G with Lie algebra k. The
Lie algebra decomposition g = k⊕m where m ∼= TeM with e := exp(0), see Theorem 11 in the
Supplementary Material for more details. In the remaining sections, we fix the base point
at p = e for two reasons. First, at e, exp, log and J admit simpler forms than those at any
other point. Second, the performance of our method does not depend on the specific choice
of the base point since the manifold is symmetric. On a Riemannian symmetric group, the
Lie group exponential coincides with the manifold exponential; this is a key property that
leads to a variety of the powerful tools used in this article. Assumption (A) ensures the
global existence of exp = expe and log = loge while assumption (B) implies a closed form
for the Jacobian J = Je.
3.2 Main result
We now describe how to compute J when M is locally symmetric. For u ∈ TeM, let
Ru : TeM → TeM be the self-adjoint endomorphism of TeM given by Ru(v) = R(u, v)u,
where R is the curvature tensor, and denote its i-th eigenvalue by λi(Ru). Similarly, the
adjoint representation of Lie algebra g is given by adu : TeM→ TeM, v 7→ adu(v) = [u, v]
and denote the i-th eigenvalue of adu by αi(u). Then the Jacobian or volume change is given
by the following theorem.
Theorem 2. If M is (locally) symmetric of non-compact type, the Jacobian of the expo-
nential map at x ∈M is
J(x) = Je(x) =
d∏
i=1
√
λi(Rlog x)
sinh(
√
λi(Rlog x))
=
d∏
i=1
|αi(log x)|
sinh(|αi(log x)|) .
The above theorem gives two explicit formulae for the Jacobian, and hence for the
density function of the induced measure by the exponential/logarithm map. We will apply
this formula throughout the remaining article. In some symmetric spaces, the eigenvalues
of Ru are easier to calculate while for others the eigenvalues of adu are easier to calculate,
hence the above two formulae enhance the flexibility of calculation.
The proof of Theorem 2 requires many concepts and theories of Lie groups and differential
geometry. The proof is given in the appendix and more technical details can be found in the
Supplementary Materials and Kobayashi and Nomizu (1963); Helgason (1979). We discuss
several examples of locally symmetric spaces with non-positive curvature and provide the
formulae for the exp and log map as well as the Jacobian. These pieces allow one to define
explicit analytic expressions for log-Gaussian densities, kernel mixtures and kernel density
estimators.
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3.3 Examples of locally symmetric spaces
3.3.1 Space of positive definite matrices
The space of all positive definite matrices arises in a variety of applications. One type
of problem occurs when the parameters of interest are positive definite matrices, such as
covariance matrices. Another popular area is network and graph analysis, where the graph
Laplacian, a positive definite matrix, is of key interest in inferring properties of graphs. Also,
in a number of areas, data take the form of positive definite matrices. These data play an
important role in many applications including visualization (Moakher and Batchelor, 2006),
pedistrian detection (Tuzel et al., 2008), foreground segmentation (Caseiro et al., 2012),
texture recognition (Jayasumana et al., 2013), rada signal processing (Arnaudon et al.,
2013, 2011), etc.
Let Sym(m) and PD(m) be, respectively, the sets of real symmetric and real symmetric
positive definite m by m matrices. We have PD(m) = GL+(m)/SO(m), where GL+(m) is
the space of all m by m matrices with positive determinant and SO(m) is the space of all
m by m orthogonal matrices with determinant 1. Then the identity element of GL+(m) is
Id, the identity matrix, and for any Σ ∈ PD(m), the exponential map at identity is given
by exp(Σ) = eΣ, where e· is the matrix exponential. The tangent space of PD(m) at the
identity is Sym(m) and for any X ∈ Sym(m), the log map is given by the matrix log. The
volume change of the exponential is
J(Σ) = JId(Σ) =
∏
i<j
|λi − λj |
sinh
( |λi−λj |
2
) . (4)
where λi is the i-th eigenvalue of the matrix log Σ
1/2.
3.3.2 Poincare´ Disk
The Poincare´ disk has recently become popular in machine learning as an appealing choice of
latent space in models representing lower-dimensional non-linear structure in data. For ex-
ample, variational auto-encoders (VAEs, Kingma and Welling (2019)) are an extremely pop-
ular approach for learning generative models for complex data. VAEs typically incorporate
independent standard normal latent variables within a deep neural network. However, it has
recently been shown that, for datasets with hierarchical structure, there are clear advantages
to instead using latent variables that have support on the Poincare´ disk. This observation
has motivated the Poincare´ VAE (PVAE, Mathieu et al. (2019)), the Poincare´ Wasserstein
auto-encoder (Ovinnikov, 2019), Adversarial PVAE (Dai et al., 2020) and Mixed-curvture
VAE (Skopek et al., 2019) among others.
The Poincare´ disk, denoted by P(2), also called the conformal disk model, is a popular
model of 2-dimensional hyperbolic geometry. Poincare´’s disk is the 2-dimensional unit disk
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in R2: P(2) = {x ∈ R2 | ‖x‖ < 1} equipped with the following Riemannian metric:
ds2 =
4‖dx‖2
(1− ‖x‖2)2 .
P(2) ∼= SO(2, 1)/SO(2) is a symmetric space with constant negative curvature, where
SO(2, 1) is the generalized special orthogonal group. The identity element is the origin 0 ∈ R2
and the tangent space at 0 is R2. The exponential map is exp(z) = z‖z‖
√
1− 21+cosh(‖z‖) for
z ∈ T0P(2) and the log map at the origin is log(x) = x‖x‖acosh
(
1 + 2‖x‖
2
1−‖x‖2
)
. The Jacobian
J is given by
J(x) =
r
sinh(r)
, r = acosh
(
1 +
2‖x‖2
1− ‖x‖2
)
.
High dimensional Poincare disk P(d) with d > 2 can be defined similarly and the formulae
for exp, log and Jacobian can be derived by the same technique so we will not present the
details here.
Hence, we have all the ingredients to define log-Gaussian densities on the Poincare´ disk
in a simple analytic form. As we will illustrate, this further implies simple methods for kernel
density estimation and mixture modeling. In the machine learning literature on PVAEs, a
‘wrapped’ normal distribution has been proposed on the Poincare disk, which has the same
form as our log-Gaussian (Mathieu et al., 2019). However, the authors only consider the
Poincare case and obtain the distribution from a different perspective that does not rely on
mapping from the tangent plane.
3.3.3 Siegel space
The Siegel space plays an important role in many fields including radar processing (Bar-
baresco, 2011, 2013a,b), image processing (Lenz, 2016) and statistical mechanics. (Berezin,
1975).The Siegel upper half-space of degree m (or genus m) (also called the Siegel space),
denoted bySm, is the set of complex m by m matrices with symmetric real part and positive
definite imaginary part (Siegel, 1939):
Sm = {Z = X + iY : X ∈ Sym(m), Y ∈ PD(m)} .
The Siegel space can be viewed as generalization to matrices of the upper half-space model
for hyperbolic spaces. Similarly to the upper half-space case, there is a disk representation:
Sm ∼= Dm = {Z ∈Mm(C) : Z∗Z ≺ Id},
where Mm(C) is the set of all m by m complex matrices, Id is m by m identity matrix, ·∗ is
conjugate transpose and ≺ is the Loewner order: A ≺ B ⇐⇒ B−A is positive semi-definite.
Observe that when m = 1, Z ∈ C ∼= R2, the condition becomes ‖Z‖ < 1, which is exactly
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the Poincare disk. Hm is equipped with the Riemannian metric, making it a Riemannian
symmetric space:
ds = 2 tr(Y −1dZY −1dZ¯).
The identity element is 0 ∈ Cm and the tangent space at 0 is
T0Dm =
{
X =
[
A B
−B A
]
: A,B ∈Mm(R), A> = −A, B> = B.
}
The exponential and logarithm maps are matrix exponential and log. The Jacobian is
J(Z) =
∏
i<j
λi − λj
sinh(λi − λj)
∏
i≤j
λi + λj
sinh(λi + λj)
,
where λi = tanh
−1(eigi(Z)). The analytic form of the log-Gaussian distribution on the
Siegel space follows. This distribution represents a more flexible generalization of Chevallier
et al. (2016). Alternative Gaussian-based distributions on Siegel space have been introduced
in Said et al. (2014, 2017a).
4 Density estimation
Density estimation on Euclidean spaces is well developed methodologically and well under-
stood theoretically (Tsybakov, 2008; Gine´ and Nickl, 2016; Ghosal and Van der Vaart, 2017).
In contrast, the literature on statistical theory and methods of density estimation on non-
Euclidean spaces (e.g. Riemannian manifolds) is in its infancy. Pelletier (2005) considered
density estimation on compact Riemannian manifolds from a frequentist perspective and
obtained L2 consistency for a family of kernel density estimators. Chevallier et al. (2016)
considered kernel density estimation on the Siegel space motivated by applications in radar
processing. Bhattacharya and Dunson (2010) developed Bayesian kernel mixture models for
density estimation on compact metric spaces and manifolds and proved weak posterior con-
sistency; see also Bhattacharya and Dunson (2012) for a strong consistency result. Castillo
et al. (2014) study posterior contraction rates for nonparametric models, including density
estimation on compact manifolds based on priors defined via heat kernels on the manifolds.
The present work is novel in proposing a general methodology of constructing analyti-
cally tractable probability distributions on manifolds. In contrast, the above methods are
hampered by the need to either rely on previously-defined kernels on the manifold or on
heat kernels, which are typically intractable to calculate. For many non-Euclidean mani-
folds, there are either no previously-defined kernels that are computationally tractable or the
available kernels are very limited in flexibility; e.g., having a single bandwidth parameter.
In addition, almost all of the focus in the literature has been on compact manifolds, while
we consider non-compact cases.
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Our approach of starting with a distribution on the tangent space and pushing it for-
ward to the manifold via the exponential map is beneficial in density estimation in multiple
aspects. These benefits come from being able to leverage on developments in Euclidean
spaces. For example, starting with a kernel on Euclidean space, we can induce a kernel on
the manifold. Although we focus on placing a Gaussian on the tangent space to induce a
log-Gaussian distribution on the manifold, the strategy is general. The mapping approach
allows one to trivially modify kernel density estimation algorithms developed in Euclidean
cases. Furthermore, the logarithmic map and exponential map satisfy a surprisingly attrac-
tive property that many common metrics between probability distributions are invariant or
equivalent under those maps. Such invariance/equivalence properties imply that statistical
properties of density estimation on manifolds can be extracted from known properties of
density estimators on Euclidean spaces.
In the theorem below we collect some useful identities and inequalities on some commonly
used distances and divergences between probability measures under the exponential map of
the manifold. For two measures µ1 and µ2 that are absolutely continuous with respect to
measure µg with density function f1 and f2, we consider the following distances/divergences:
(1) Hellinger distance: d2H(µ1, µ2) :=
∫
M
(√
f1 −
√
f2
)2
dµg.
(2) Kullback-Leibler divergence: KL(µ1 ‖ µ2) :=
∫
M f1 log
f1
f2
dµg.
(3) Lp distance: dLp(µ1, µ2) :=
(∫
M(f1 − f2)pdµg
) 1
p .
(4) Wasserstein p-distance: Wp(µ1, µ2) :=
(
infγ∈Γ(µ1,µ2)
∫
M d(x, y)
pdγ(x, y)
) 1
p , where d is
the geodesic distance on M and Γ(µ1, µ2) is the collection of all measures on M×M
with marginals µ1 and µ2.
Theorem 3. Under the above notation,
(1) dH (exp∗ ν1, exp∗ ν2) = dH (ν1, ν2).
(2) KL(exp∗ ν1 ‖ exp∗ ν2) = KL(ν1 ‖ ν2).
(3) dLp (exp∗ ν1, exp∗ ν2) ≤ dLp (ν1, ν2).
(4) If further assume Ω = support(µ) is compact, then
Wp (ν1, ν2) ≤Wp (exp∗ ν1, exp∗ ν2) ≤ CWp (ν1, ν2) ,
where C = min(pi2 ,
rΩ
sΩ
) with rΩ = diam(Ω) = sup
x,y∈Ω
d(x, y) the diameter of Ω and sΩ the
minimum branch separation (Bernstein et al., 2000).
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Theorem 3 implies that the distance between measures on tangent spaces and manifolds
are preserved under the push forward of the exponential map and logarithm map, respec-
tively. That is, if we transform data to the tangent space by the log map and estimate
the density in the tangent space by canonical methods widely used in Euclidean spaces, and
then pull the estimated density back to the manifold through the exponential map, the error
on the manifold is the same as/less than the error in the tangent space. The main benefit
is that well known results for error rates in Euclidean spaces can be applied directly in the
manifold setting.
Suppose we have i.i.d samples X1, · · · , Xm ∼ µ on manifold M, where µ is an unknown
probability measure and f is the corresponding density with respect to the Riemannian
measure µg. The following Algorithm describes a simple approach for estimation of µ and f
leveraging on algorithms for estimating measures and densities in Euclidean spaces. In the
following subsections, we consider kernel density estimation and Bayesian density estimation
under the proposed approach.
Algorithm 1: Density and measure estimation on manifolds
input : Data X1, · · · , Xn ∼ µ with density function f .
output: Estimated density and measure f̂n, µ̂n.
1 Transform the data to the tangent space Zi = log(Xi);
2 Apply density estimation in the tangent space by any existing method, to get the
estimated density and measure of Zi, denoted by ĝn and ν̂n;
3 Pull the estimated density and measure back to the manifold:
f̂n(x) = (exp∗ ĝn)(x) = J
−1(x)ĝn(log(x)), ∀x ∈M;
µ̂n(A) = (exp∗ ν̂n)(A) = ν̂n(log(A)), ∀A ∈ FM.
4.1 Kernel density estimation
The kernel density estimator lets f̂n(X) =
1
n
∑n
i=1Kh(X −Xi). An issue for data on non-
Euclidean manifolds is how to choose an appropriate kernel. We solve this problem using
the kernel of the log-Gaussian defined in section 2. This leads to the estimator
f̂n(X) =
1
n
n∑
i=1
J−1(X)N
(
logX − logXi
h
; 0, Id
)
. (5)
The convergence rate of this log-Gaussian kernel density estimator is given by the following
theorem.
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Theorem 4. Let µ0 be a compactly supported probability measure on M with density func-
tion f0 such that ‖f0‖W 2,p(M) :=
(∑2
i=0
∥∥∥f (i)0 ∥∥∥p
Lp
)1/p
≤ r. Let fˆn be the kernel density
estimator defined as above. Then there exists a constant C(r) > 0 such that
Ef0‖fˆn − f0‖pp ≤ C(r)n−
2p
4+d .
This is the same convergence rate as that obtained for the KDE with a Gaussian kernel in
a d-dimensional Euclidean space with the true density satisfying the same norm conditions
as those above (Cleanthous et al., 2019, Theorem 3.2).
4.2 Bayesian posterior contraction
Consider Bayesian estimation of the probability density f defined on the manifold M from
iid samples Xn = {X1, · · · , Xn} ⊂ M from f . Assume that the unknown density f belongs
to some set F . Given a prior distribution Π on F , the posterior distribution given Xn is
Π(f |Xn) ∝
n∏
i=1
f(Xi) Π(df).
We are interested in the contraction rate of the posterior from a frequentist perspective; in
particular, assuming that {Xi}ni=1 are drawn from some underlying truth f0, we would like to
identify the smallest shrinking neighborhood of f0 where the posterior Π(f |Xn) concentrates
as n → ∞. Specifically we say that the posterior contracts at rate n with respect to the
Hellinger metric if for every large constant M > 0, as n→∞,
Π(f : dH(f, f0) ≥Mεn|Xn)
Pf−→ 0.
There is a rich literature on posterior contraction rates on Euclidean spaces, but very
limited consideration of the manifold setting. A notable exception is Castillo et al. (2014)
who studied contraction rates of posterior distributions for several nonparametric models
defined on a compact manifold using priors defined by a heat kernel Gaussian process.
However, their results are restricted to compact manifolds without boundaries since they
rely heavily on heat kernel estimates, which are only known to be valid on compact manifolds.
In this section, we provide posterior contraction results for Bayesian density estimation
on a general class of locally symmetric Riemannian manifolds. For a density f defined
on such a d-dimensional manifold M, let f˜ = log∗ f be the push-forward of f under the
logarithmic transform; f˜ is a density on Rd. Conversely, f = exp∗ f˜ . To study frequentist
properties of the posterior, we assume that the underlying true density f0 of the samples
Xn is supported on a compact set Ω ⊂ M. Since both the exponential and logarithmic
transformations preserve the topological properties of the space, the push-forward density
f˜0 is supported on the compact set Ω˜ = log(Ω) ⊂ Rd. Without loss of generality, we may
assume that Ω˜ is strictly contained in the cube [0, D]d for some D > 0.
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Prior. Consider the prior distribution Π on a set of densities F which are supported
on the manifold M. Let Π˜ be the set of pushforwards of Π via the logarithmic map, i.e.
Π˜ = {log∗ f, f ∈ Π}. Note that Π˜ is a set of distributions on Rd. Conversely, we can build
Π from Π˜ via the exponential map, i.e. Π = exp∗Π˜. In the sequel, we consider the prior Π˜
chosen as the truncated version of the log Gaussian process prior with adaptive bandwidth
proposed in van der Vaart et al. (2009). Specifically, the prior Π˜ is the distribution of the
random function f˜ ∼ Π˜ defined by
f˜(x) = pw(x) :=
χ(x)ew(Ax)∫
[0,D]d χ(x)e
w(Ax)dx
, (6)
where 0 ≤ χ ≤ 1 is a smooth cut-off function supported on Ω˜ and W is a centered Gaussian
process on Rd with smooth trajectories. For simplicity and to fix ideas, we consider in the
present paper only the squared exponential covariance function
E[w(x)w(y)] = exp(−‖x− y‖2), ∀x, y ∈ Rd.
The scaling parameter A in (6) is a positive independent random variable which is introduced
to tune the regularity of the sample path of w and hence that of the density f˜ . We assume
that A possesses a positive density h satisfying, for some positive constants C1, C2 and
non-negative p, q and every a > 0,
C1a
pe−a
d logq a ≤ h(a) ≤ C2ape−ad logq a ≤ g(a).
Note that the above is satisfied if Ad is a Gamma distribution if q = 0.
The next theorem establishes the contraction rate of the posterior Π on M.
Theorem 5. Assume that the true density f0 = exp∗ f˜0 is supported on a compact set
Ω ⊂M with f˜0 supported on Ω˜ ⊂ [0, D]d. Assume further that f˜0 takes the form
f˜0(x) =
χ(x)ew0(x)∫
[0,R]d χ(x)e
w0(x)dx
for some w0 ∈ Cα([0, D]d) with α > 0. Then the posterior distribution Π(·|Xn) corresponding
to the prior Π contracts at rate εn = n
− α
d+2α (log n)
4α+d
4α+2d .
The above convergence rate and posterior contraction rate results are meant to give a
flavor of the importance of Theorem 3 and how it can be used to easily carry over con-
vergence rate results for existing density estimators in Euclidean cases to a broad class of
non-Euclidean manifolds.
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5 Simulation Study
In this section, we present numerical experiments on the space of positive definite matrices
with simulated data focusing on the following four algorithms:
1. KDE with Wishart kernel W: f̂W(X) = 1n
∑n
i=1W2(X | 1νXi, ν), where ν > 1 is a
tuning parameter acting as a bandwidth.
2. KDE with inverse Wishart kernel W−1: f̂W−1(X) = 1n
∑n
i=1W−12 (X | νXi, ν + 3),
where ν > 3 is a bandwidth tuning parameter.
3. KDE with log-Gaussian kernel lG:
f̂lG(X) =
1
n
n∑
i=1
lG(X | Xi, h Id) = 1
n
J−1(X)
n∑
i=1
N(logX | logXi, h Id),
where J is the Jacobian presented in Equation 4 and h is the bandwidth.
4. Mixture of log-Gaussian:
f̂MlG(X) =
L∑
j=1
ωjlG(X | µj ,Σj) =
L∑
j=1
ωjJ
−1(X)N(logX | µj ,Σj).
The bandwidths are chosen by cross-validation using the log-likelihood for held out data.
Implementing 1-3 are straightforward, with 3 relying on Algorithm 1. To implement 4,
we transform Xis to the tangent space by the log map and then apply standard algorithms
for fitting mixtures of multivariate Gaussians; in particular, we use the Matlab function
“fitgmdist” which relies on the Expectation-Maximization (EM) algorithm (Dempster et al.,
1977). Given the very poor performance of Wishart and inverse Wishart based KDE, and
preliminary results suggesting mixtures of Wishart/inverse Wishart kernels are far from
competitive, we do not consider mixture models using such kernels.
We sample 2000 2 × 2 positive definite matrices from three classes of distributions:
Wishart, inverse Wishart and log-Gaussian, and evenly split them into training and test
sets. We estimate the density by the above four algorithms and then measure performance
on the test data using the sum of log likelihoods.
Wishart. We sample X ∼ W2(Id, ν) separately for ν ∈ {2, · · · , 10} and repeat the exper-
iment 10 times. Figure 2 shows the results averaged across the 10 replicates.
The performance of both Wishart and inverse Wishart KDE decay as ν increases; due
to the inflexibility of both distributions they are very poor choices of kernel. We provide a
rationale for the poor performance of the Wishart; the inverse Wishart can be ruled out for
similar reasons. Recall that the expectation and variance of X ∼ W2(V, ν) are E[X] = νV
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Figure 2: Test data log-likelihood scores for 4 algorithms with data generated from the
Wishart with different degrees of freedom ν. The proposed log-Gaussian based methods
correspond to the blue and magenta lines.
and var(Xij) = ν(v
2
ij + viivjj). In KDE, the expectation of the ith kernel is Xi and the
variance is proportion to XiV . For the Wishart to be well defined, ν > d − 1. Hence,
V < 1d−1Xi, so that the variance of the ith kernel is bounded above by
1
d−1Xi. When the
upper bound is small, such as when Xi is close to the zero matrix, the kernel at Xi is forced
to be concentrated at Xi. If the true density is not high at such locations, poor performance
results. In contrast, the bandwidth of the log-Gaussian can be controlled freely.
Inverse Wishart. We sample X ∼ W−12 (V, ν) separately for V = [100, 30; 30, 10] and
ν ∈ {2, · · · , 10}, repeating the experiment 10 times. Figure 3 shows the results averaged
across the 10 replicates.
The result is similar to the Wishart case except that the performance of the Wishart and
inverse Wishart KDE methods improves with the true degrees of freedom. This is because
the expectation ofW−12 (V, ν) = Vν−3 , so smaller ν corresponds to a larger scale of the samples,
implying worse performance under the argument discussed above in the Wishart case.
Log-Gaussian. We sample X ∼ lG(0, σ2Id) separately for σ2 ∈ {e−3, e−2, · · · , e3} and
repeat the experiment 10 times. Figure 4 shows the results averaging over the 10 replicates.
The performance of all algorithms decays as σ2 increases, as expected since this reflects a
decreasing signal-to-noise ratio. The log-Gaussian based KDE and mixture models dominate
the Wishart and inverse Wishart KDE estimators across all true values of the parameters.
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Figure 3: Test data log-likelihood scores for 4 algorithms with different ν in inverse Wishart.
Figure 4: Test data log-likelihood scores for 4 algorithms with different σ in log-Gaussian.
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6 Applications
In this section, we apply our proposed approach to data in the space of positive definite
matrices, considering two applications to texture classification. The same method can be
applied trivially for data supported on other non-compact locally symmetric spaces by simply
replacing the exponential map, logarithm map and Jacobian.
Texture classification is a canonical problem in computer vision, focusing on assigning
images to predefined texture classes. Important application areas include material science
and medical image analysis, both of which are considered in this section.
In the texture analysis literature, a texture is considered as a pattern of local variation
in image intensity (Tuzel et al., 2006) observed on either gray or RGB scale(s), so an image
can be represented by a covariance matrix in the following way:
• Given an image I with p by q pixels, first define n features at each pixel Fuv ∈ Rm.
Common features include gray scale, gradient of gray scale, Hessian of gray scale, etc,
which vary across datasets, mainly depending on the complexity of each image data
set. The more complex, the more features.
• Define X = Cov(Fuv). For simplicity and lower computational cost, sometimes only
features at grid vertices contribute to the covariance matrix because neighbor pixels
tend to contain similar information.
As a result, texture classification is based on the space of positive definite matrices
PD(m) with manifold dimension d = m(m+1)2 , where m is the number of features of the
image. For each image Ii, we first extract features Fi and then calculate Xi ∈ PD(m) by
the above two steps. We also denote the label of image Ii by yi ∈ {1, · · · , L}. Among
density based classifiers, we consider Naive Bayes (NB), where all features of X, denoted by
X1, · · · , Xd, are assumed to be mutually independent. Given X, the posterior is given by
p(y = k | X) = p(y = k)p(X | y = k)
p(X)
=
p(y = k)
∏d
j=1 p(X
j | y = k)∑L
l=1 p(y = l)
∏d
j=1 p(X
j | y = l) ,
where p(y = k) is the marginal probability of y = k and p(Xj | y = k) is the conditional
density of the jth feature given the image class status. Assuming a 0-1 loss function, class
assignments are made based on:
ŷ = argmax
k∈{1,··· ,L}
p(y = k | X) = argmax
k∈{1,··· ,L}
p(y = k)
d∏
j=1
p(Xj | y = k).
The above naive Bayes approach has clear conceptual problems in considering the differ-
ent elements of the positive definite matrix Xi as independent, and separately estimating the
density within each class for each element. The elements of the matrix Xi are constrained
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due to the positive definite constraint, but the naive Bayes method ignores this constraint
and treats each element as having unconstrained support on the real line.
As a more reasonable alternative that characterizes dependence in the features and takes
into account their non-Euclidean support, we apply our log-Gaussian KDE and mixture
modeling approaches described in the previous section to estimate the within-class feature
densities. In summary, we consider the following four conditional density estimators:
1. Let Zi = Vec(Xi) and apply a Gaussian Naive Bayes (GNB) algorithm letting
p(X|y = k) = N(Vec(X) | µk, diag{σj2k }), µk =
1
nk
∑
i:yi=k
Zi, σ
j2
k =
1
nk
∑
i:yi=k
(Zji −µjk)2,
where nk = #{i : yi = k} and j = 1, · · · , d is coordinate index.
2. Applying KDE to the vectorized features, the Gaussian Kernel Classifier (GKC) lets:
p(X|y = k) = 1
nk
∑
i:yi=k
N(Vec(X) | Zi, hId).
3. Replacing the Gaussian kernel by log-Gaussian kernel, we have the Log Gaussian Naive
Bayes (LGNB) algorithm:
p(X|y = k) = lG(X | µk,diag{σj2k }), µ =
1
n
∑
i:yi=k
log(Xi), σ
j2
k =
1
nk
∑
i:yi=k
(log(Xi)
j−µjk)2.
4. Similarly, the Log-Gaussian Kernel Classifier (LGKC) is:
p(X|y = k) = 1
nk
∑
i:yi=k
lG(X | log(Xi), hId).
We do not show results for Wishart and inverse Wishart kernels, because the performance
is dramatically worse than for the above methods for the reasons stated in Section 5. In
our analyses, we assume diagonal covariances in the Gaussian and log-Gaussian kernels for
simplicity in computation.
To measure the classification performance, we consider both the classification accuracy
and Brier score. For each example, we randomly split the data 50−50 and repeat 100 times
and present the boxplot for both classification accuracy and Brier score for the above four
algorithms. We use the matlab toolbox “Classification Learner” where all tuning parameters
are chosen by 5−fold cross validation.
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Figure 5: Sample images from Kylberg dataset.
6.1 Kylberg dataset
Kylberg dataset (Kylberg, 2011) contains 28 texture classes of different natural and man-
made surfaces with 160 unique texture patches per class. Each texture patch is represented
by a lossless compressed 8 bit png file with 576 × 576 pixels after normalization. Samples
from this dataset are shown in Figure 5.
Following the convention of Harandi et al. (2014), we resized the images to 128 × 128
pixels and extract 5 features:
Fuv =
[
Iuv,
∣∣∣∣∂I∂u
∣∣∣∣ , ∣∣∣∣∂I∂v
∣∣∣∣ , ∣∣∣∣∂2I∂u2
∣∣∣∣ , ∣∣∣∣∂2I∂v2
∣∣∣∣]> .
Then we generate the covariance matrix on a 32× 32 grid evenly distributed on the image,
resulting a 5 × 5 positive definite matrix representing each image. That is, we obtain 28 ×
160 = 4480 samples in PD(5), a symmetric space with dimension 15. Our goal is to classify
these images. The accuracy and Brier score boxplots are shown in Figure 6.
There is a clear improvement for our log-Gaussian kernel relative to a Gaussian kernel
for both standard naive Bayes and kernel naive Bayes procedures.
6.2 Virus dataset
The virus dataset (Kylberg et al., 2012) contains 15 virus classes of various shapes in trans-
mission electron microscopy images. Each image is representated by a 8 bit png file with
41 × 41 pixels. Samples from this dataset are shown in Figure 7: the first panel resembles
the Corona virus.
Since viruses from some classes look very similar, classifying virus images is known to
be a very hard problem (Harandi et al., 2014). As a result, more features are needed in
addition to gray-scale and its derivatives in order to better analyze the dataset. We extract
25 features commonly used in this field:
Fuv =
[
Iuv,
∣∣∣∣∂I∂u
∣∣∣∣ , ∣∣∣∣∂I∂v
∣∣∣∣ , ∣∣∣∣∂2I∂u2
∣∣∣∣ , ∣∣∣∣∂2I∂v2
∣∣∣∣ , G0,0uv , · · · , G4,5uv ]> ,
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Figure 6: Boxplots for classification accuracy and Brier score for Kylberg data set
Figure 7: Sample images from Virus dataset.
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Figure 8: Boxplots for classification accuracy and Brier score for Virus data set
Kylberg Quadratic
Discriminant
Quadratic
SVM
Gaussian
SVM
Bagged
Trees
Frobenius 92 90.4 88.7 85.8
log-Euclidean 92.1 91.7 91.3 90.1
Table 1: Accuracy for different classifiers for the Kylberg dataset
where Go,suv is the response of a 2D Gabor wavelet with orientation o and scale s (Lee, 1996),
with 4 orientations and 5 scales. Then we generate the covariance matrix on a 10× 10 grid
evenly distributed on the image, resulting in a 25× 25 positive definite matrix representing
each image. That is, we obtain 15× 100 = 1500 samples in PD(25), a symmetric space with
dimension 325. Our goal is to classify these images. The accuracy and Brier score boxplots
are shown in Figure 8. From the accuracy and Brier score we can tell that classification
of Virus dataset is much harder than Kylberg dataset and log-Gaussian kernel outperforms
Gaussian.
The above results focus on classifiers that rely on estimating the density of the features
within each class, motivated by our focus on density estimation on manifolds. However,
distance-based classifiers can also benefit from the log transform. In particular, in place
of the Euclidean distance between the original features, we use the log-Euclidean distance
on PD(m). We illustrate these gains on the above two datasets in Table 1 and 2, showing
the accuracy of the best distance-based classifiers. There is clear improvement using the
log-Euclidean distance on PD(m) in place of the Frobenius norm in these examples.
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Virus Subspace
Discriminant
Linear
SVM
Gaussian
SVM
Linear
Discriminant
Frobenius 57.1 54.3 51.7 51.9
log-Euclidean 62.1 59.1 57.9 55.6
Table 2: Accuracy for different classifiers for the Virus dataset
7 Discussion
In this article, we propose a simple and general class of methods for analysis of data sup-
ported on any one of a very broad class of non-compact manifolds. In particular, by focusing
on locally-symmetric spaces, we are able to obtain a simple analytic form for the Jacobian
of the transformation between the tangent plane and manifold. This simple form, which is a
novel mathematical result, allows us to easily go back and forth between Euclidean models
on the tangent plane and induced models on the manifold.
In addition to the form of the Jacobian, our main results are to induce a broadly use-
ful class of log-Gaussian distributions for manifold data, while also showing how the log-
Gaussian can be used for density estimation and in classification problems. Remarkably, we
also show that statistical optimality properties of density estimators on Euclidean spaces
are maintained in applying the exponential map to push the density estimator onto the
manifold. This is due to the fact that the transformation preserves a number of important
distances between densities and measures; we provide novel theory in this respect.
The framework provided in this article makes it considerably easier to fully take into
account the manifold structure of data and/or parameters in statistical analyses. This is
a significant step forward from current methods, as it tends to be very difficult to define
densities and measures on manifolds that are simple enough to work with routinely in statis-
tical analyses. For example, current approaches are often limited to very specific manifolds,
involve intractable to calculate geodesic distances, and/or include intractable normalizing
constants. It will be interesting to build on the framework to define a rich class of models
not just focusing on log-Gaussian distributions; for example, one can consider alternative
kernels, log-Gaussian processes on manifolds, etc.
One limitation is that, although non compact locally-symmetric spaces are a broad class,
there are many statistically important manifolds that are not included in this class. We
would like to generalize the approach to compact symmetric spaces, such as spheres and
Grassmannians. In compact spaces, the logarithm map is not globally well defined, but only
defined within the cut locus. Potentially one can rely on multiple log maps and pasting
together of local patches in this case. We would also like to generalize the methods to
accommodate spaces with less symmetry; for example, the Stiefel manifold is widely used
in statistics but is not locally symmetric. A primary challenge in such cases is obtaining a
tractable form for the Jacobian; A promising direction is to obtain approximation algorithms
and otherwise leverage on the results in the current paper.
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8 Appendix
8.1 Proof of Theorem 2
We start with the first equation:
J(x) =
∏
i
√
λi(Rlog x)
sinh(
√
λi(Rlog x))
For u = log x ∈ TeM, let γ(t) = exp(tu0) be the unit speed geodesic starting from γ(0) = e
with initial velocity u0 =
u
‖u‖ . Without loss of generality, we assume ‖u‖ = 1 so u = u0,
otherwise we can rescale u and the eigenvalues are also rescaled accordingly. To simplify
notation, let x = γ(1). Let e1, .., ed be an orthonormal basis of TeM with ed = u. The volume
change can be expressed as the inverse of the Jacobian determinant of the differential of the
exponential,
J(t) := J(γ(t)) = det
(
∂ exp
∂e1
(ted), · · · , ∂ exp
∂ed
(ted)
)−1
.
Although we are only interested in J(x) = J(γ(1)), we consider general J(t) for any t, which
provides the Jacobian at any point on the geodesic γ.
Let Y1, .., Yd be the vector fields on γ solving the Jacobi equation with Yi(0) = 0, Y
′
i (0) =
ei, i = 1, · · · , d. Since for t > 0
Yi(t) = t
∂ exp
∂ei
(ted),
we have
J(t) = det
(
1
t
Y1(t), · · · , 1
t
Yd(t)
)−1
, (7)
see Eq.(6.93) on page 220 of Willmore (1996).
The Jacobi fields along a geodesic γ are solution of the Jacobi equation,
Y ′′ +R(γ′, Y )γ′ = 0.
Let ei(t) be the parallel transport of ei along the geodesic γ. Given a vector field X along
γ, let [X](t) be its coordinates in the basis e1(t), .., ed(t). On a locally symmetric space, Rγ′
has zero derivative, hence Rγ′(t) ≡ Rγ′(0) = Ru and the Jacobi equation becomes
[Y ′′] + [Ru][Y ] = 0,
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where [Ru] is the matrix of the self-adjoint endomorphism of TpM, Ru(v) = R(u, v)u.
We can thus set the basis e1(0), · · · , ed(0) to be orthogonal eigenvectors of Ru. Let
λ1, · · · , λd be the eigenvalues of Ru. We then obtain
Yi(t) =
sin(
√
λit)√
λi
ei(t), (8)
where sin(
√
λit)√
λi
is defined as sin(
√
λit)√
λi
=
∑∞
k=0(−1)k λ
k
i t
2k+1
(2k+1)! . Note that if λi is a non-positive
eigenvalue, the sinus becomes a hyperbolic sinus. Since the locally symmetric space M is
non-compact, the eigenvalues λi are all non-positive, and combining Eq. 7 and 8 we obtain
J(t) = J(γ(t)) = det
(
sinh(
√
λ1t)√
λ1t
e1(t), ..,
sinh(
√
λdt)√
λdt
ed(t)
)−1
=
d∏
i=1
√
λit
sinh(
√
λit)
. (9)
In particular, when t = 1, γ(1) = x so our desired equation holds:
J(x) = J(1) =
d∏
i=1
√
λi
sinh(
√
λi)
.
To show the second equation, it suffices to show that α2i = λi, where we need the following
Lemma, which is a standard result in symmetric space theory, see Supplementary Material
or (Helgason, 1979, Theorem 4.2) for a proof.
Lemma 1. Assume M is a symmetric space, then for any u, v, w ∈ TeM,
R(u, v)w = [w, [u, v]].
By Cartan-Hadamard theorem, a non-compact symmetric space is diffeomorhphic to its
tangent space at e, hence simply connected. Since any simply connected locally symmetric
space is symmetric, Lemma 1 applies: Ru(x) = R(u, x)u = [u, [u, x]] = adu(adu(x)) =
ad2u(x). Letting v be the eigenvector of adu corresponding to αi, we have
Ru(v) = adu(adu(v)) = adu(αiv) = α
2
i v = λiv.
That is, v is also an eigenvector of Ru and the corresponding eigenvalue is λi = α
2
i .
8.2 Proof of Theorem 3
We prove the four results one by one.
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(1) Let Fe and FM be the sigma algebras of TeM and M, then
TV (exp∗(ν1), exp∗(ν2)) = sup
B∈FM
|exp∗(ν1)(B)− exp∗(ν2)(B)|
= sup
B∈FM
∣∣ν1 (exp−1(B))− ν2 (exp−1(B))∣∣
= sup
A∈Fe
|ν1 (A)− ν2 (A)| = TV (ν1, ν2) .
(2) H2(exp∗(ν1), exp∗(ν2)) =
∫
M
(√
d exp∗(ν1)
dµg
−
√
d exp∗(ν2)
dµg
)2
dµg
=
∫
M
(√
d exp∗(ν1)
d exp∗(νg)
d exp∗(νg)
dµg
−
√
d exp∗(ν2)
d exp∗(νg)
d exp∗(νg)
dµg
)2
dµg
d exp∗(νg)
d exp∗(νg)
=
∫
M
(√
d exp∗(ν1)
d exp∗(νg)
−
√
d exp∗(ν2)
d exp∗(νg)
)2
d exp∗(νg)
=
∫
TeM
(√
dν1
dνg
−
√
dν2
dνg
)2
dνg = H
2(ν1, ν2).
(3) KL(exp∗(ν1) ‖ exp∗(ν2)) =
∫
M log
(
d exp∗(ν1)
d exp∗(ν2)
)
d exp∗(ν1)
=
∫
TeM
log
(
dν1
dν2
)
dν1 = KL(ν1 ‖ ν2).
(4) Observe that xsinh(x) ≤ 1 so J ≤ 1 by Theorem 2, then
Lp(exp∗(ν1), exp∗(ν2)) =
(∫
M
∣∣∣∣d exp∗(ν1)dµg − d exp∗(ν2)dµg
∣∣∣∣p dµg) 1p
=
(∫
M
∣∣∣∣d exp∗(ν1)d exp∗(νg) d exp∗(νg)dµg − d exp∗(ν2)d exp∗(νg) d exp∗(νg)dµg
∣∣∣∣p dµgd exp∗(νg)d exp∗(νg)
) 1
p
=
(∫
M
∣∣∣∣d exp∗(ν1)d exp∗(νg) − d exp∗(ν2)d exp∗(νg)
∣∣∣∣p Jp−1d exp∗(νg)) 1p
≤
(∫
TeM
∣∣∣∣dν1dνg − dν2dνg
∣∣∣∣p dνg) 1p = Lp(ν1, ν2).
(5) Observe that
γ ∈ Γ(exp∗(ν1), exp∗(ν2))⇐⇒ log∗(γ) ∈ Γ(ν1, ν2). (10)
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Let dg(·, ·) be the geodesic distance on M, then
W pp (exp∗(ν1), exp∗(ν2)) = inf
γ∈Γ(exp∗(ν1),exp∗(ν2))
∫
M×M
dg(x, y)
pdγ(x, y)
= inf
log∗ γ∈Γ(ν1,ν2)
∫
TeM×TeM
(exp∗ dg)(logx, logy)
pd log∗ γ(log x, log y)
= inf
γ˜∈Γ(ν1,ν2)
∫
TeM×TeM
d˜g(a, b)
pdγ˜(a, b),
where d˜g is the geodesic distance on TeM with respect to the induced Riemannian metric
g˜ = exp∗ g. Recall that
W pp (ν1, ν2) = inf
γ˜∈Γ(ν1,ν2)
∫
TeM×TeM
dE(a, b)
pdγ˜(a, b),
where dE(a, b) = ‖a − b‖ is the Euclidean distance on TeM. So we only need to relate
d˜g and dE on TeM.
For one direction, since the Euclidean distance is the shortest among all geodesic dis-
tances, we have dE(a, b) ≤ d˜g(a, b) for any a, b ∈ TeM. For the other direction. Let sΩ
be the minimal branch separation and rΩ be the radius of Ω, where the finiteness of sΩ
and rΩ result from the compactness of Ω. We then split the proof into two cases:
(a) When dE(a, b) ≥ sΩ, d˜g(a,b)dE(a,b) ≤
rΩ
sΩ
by definition.
(b) When dE(a, b) < sΩ, by Lemma 3 in Bernstein et al. (2000), dg(a, b) ≤ pi2dE(a, b).
Then we conclude that dE(a, b) ≤ d˜g(a, b) ≤ CdE(a, b) where C = min
(
pi
2 ,
rΩ
sΩ
)
.
Combining above pieces, we have the desired inequalities:
W pp (ν1, ν2) = inf
γ˜∈Γ(ν1,ν2)
∫
TeM×TeM
dE(a, b)
pdγ˜(a, b)
≤ inf
γ˜∈Γ(ν1,ν2)
∫
TeM×TeM
d˜g(a, b)
pdγ˜(a, b) = W pp (exp∗(ν1), exp∗(ν2))
≤ Cp inf
γ˜∈Γ(ν1,ν2)
∫
TeM×TeM
dE(a, b)
pdγ˜(a, b) = CpW pp (ν1, ν2).
8.3 Proof of Theorem 4
By assumption, the support Ω = support(f0) ⊂M is M. Since log, exp, J and J−1 are all
smooth, they are all bounded on Ω, as are their derivatives of any order. Let F0 = log∗ f0 =
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(f0 ◦ exp) · J−1, that is, F0(u) = log∗(f0)(u) = J−1(exp(u))f0(exp(u)), then F0 is supported
by Ω˜ = log(Ω), which is again compact by the smoothness of log. In addition, there exists
a constant C1 = C1(Ω) such that
‖F0‖W 2,p(Rd) ≤ C1‖f0‖W 2,p(M) ≤ C1r
Recall the kernel density estimation in Rd:
F̂n(u) =
1
n
n∑
i=1
Kh(u− log(Xi)) = log∗ f̂n
converges to F in the known rate (Cleanthous et al., 2019):
E‖F̂n − F‖pp ≤ C(r)n−
2p
4+d
Finally, by Theorem 3 (4), we have
E‖f̂n − f0‖pp = E‖ exp∗ F̂n − exp∗ F0‖pp
≤ E‖F̂n − F0‖pp
≤ C(r)n− 2p4+d .
8.4 Proof of Theorem 5
The proof relies on the following Lemma, an analog of van der Vaart et al. (2008, Lemma
3.1). The proofs are different due to the cut-off function χ so we present the detailed proof
here.
Lemma 2. For any measurable function v, w : [0, D]d → R, we have the following inequali-
ties:
(1) dH(pv, pw) ≤ ‖v − w‖∞e
‖v−w‖∞
2
(2) KL(pv ‖ pw) . ‖v − w‖2∞e‖v−w‖∞(1 + 2‖v − w‖∞)
(3) Let V (p|q) = ∫ log(p/q)2dp, then V(pv, pw) . ‖v − w‖2∞e‖v−w‖∞(1 + 2‖v − w‖∞)2.
28
Proof. (1) First recall that dH(pv, pw) =
∥∥∥ χ1/2ev/2‖χ1/2ev/2‖2 − χ1/2ew/2‖χ1/2ew/2‖2∥∥∥2, by triangle inequality:
dH(pv, pw) =
∥∥∥∥∥ χ1/2ev/2‖χ1/2ev/2‖2 + χ
1/2ev/2
‖χ1/2ew/2‖2
− χ
1/2ev/2
‖χ1/2ew/2‖2
− χ
1/2ew/2
‖χ1/2ew/2‖2
∥∥∥∥∥
2
≤ ‖χ
1/2(ev/2 − ew/2)‖2
‖χ1/2ew/2‖2
+ ‖χ1/2ev/2‖2
∣∣∣∣ 1‖χ1/2ev/2‖2 − 1‖χ1/2ew/2‖2
∣∣∣∣
≤ ‖χ
1/2(ev/2 − ew/2)‖2
‖χ1/2ew/2‖2
+
∣∣‖χ1/2ev/2‖2 − ‖χ1/2ew/2‖2∣∣
‖χ1/2ew/2‖2
≤ 2‖χ
1/2(ev/2 − ew/2)‖2
‖χ1/2ew/2‖2
.
Observe that |ev/2 − ew/2| ≤ ew/2e|v−w|/2|v − w|/2 for any v, w ∈ R, the square of the
right side is bounded above by∫
χewe|v−w||v − w|/2∫
χew
≤ ‖v − w‖2∞e‖v−w‖∞ .
(2) By Ghosal and Van der Vaart (2017, Lemma B.2),
KL(pv ‖ pw) . d2H(pv, qw)
(
1 +
∥∥∥∥log pvpw
∥∥∥∥
∞
)
,
so we only need to bound
∥∥∥log pvpw ∥∥∥∞. Let cv = log (∫ χev) so pv = χef−cv . Observe
that
w − ‖v − w‖∞ ≤ v ≤ w + ‖v − w‖∞,
then by the monotonicity of c and nonnegativity of χ,
cw − ‖v − w‖∞ ≤ cv ≤ cw + ‖v − w‖∞.
So ‖cv − cw‖∞ ≤ ‖v − w‖∞ and∥∥∥∥log pvpw
∥∥∥∥
∞
= ‖ logχ+ v − cv − logχ− w + cw‖∞ ≤ 2‖v − w‖∞.
As a result,
KL(pv ‖ pw) . ‖v − w‖2∞e‖v−w‖∞(1 + 2‖v − w‖∞).
(3) Again by Ghosal and Van der Vaart (2017, Lemma B.2),
V (pv, pw) . d2H(pv, qw)
(
1 +
∥∥∥∥log pvpw
∥∥∥∥
∞
)2
.
By (2),
∥∥∥log pvpw ∥∥∥∞ ≤ 2‖v − w‖∞ so (3) follows.
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Now we can prove Theorem 5.
According to van der Vaart et al. (2009, Theorem 2.1) and van der Vaart et al. (2008,
Theorem 3.1), Lemma 2 together with the regularity assumption on f˜0 implies that the
push-forward posterior measure Π˜(·|Xn) on Rd contracts at the desired rate εn:
Π˜(f˜ : dH(f˜ , f˜0) ≥Mεn|Xn)→ 0,
where ε = n−
α
d+2α (log n)
4α+d
4α+2d .
The invariance of the Hellinger distance under the exponential map (see Theorem 3 (2))
gives the same rate for posterior Π(·|Xn) on M:
Π(f : dH(f, f0) ≥Mεn|Xn) = Π˜(f˜ : dH(f˜ , f˜0) ≥Mεn|Xn)→ 0.
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9 Supplementary Materials
In this section, we introduce basic concepts related to Riemannian symmetric spaces. The
supplementary will lead to Lemma 1 at the end, which is the key to prove Theorem 2. Most
materials in this section are from Chen and Li (2004). Readers interested in more details
may read Helgason (1979) and Kobayashi and Nomizu (1963).
9.1 Riemannian symmetric spaces
Definition 2. Let (M, g) be a m dimensional Riemannian manifold, p ∈M . σp : M −→M
is called a central symmetry at p if
1. σp ∈ I(M), the isometry group of M , that is, σp is a diffeomorphism and σ∗p(g) = g.
2. σp is an involution, that is, σp ◦ σp = Id.
3. p is an isolated fixed point of σp, that is, there exists a neighborhood U of p such that p
is the unique fixed point of σp in U .
Definition 3. (M, g) is said to be symmetric about point p if a central symmetry σp exists.
(M, g) is said to be a (Riemannian) symmetric space if it is symmetric about any point
p ∈M .
In this section, (M, g) is always assumed to be a Riemannian symmetric space and σp is
a symmetry about p.
Lemma 3. (σp)∗ = −Id : TpM → TpM .
Corollary 1. σp(expp(tv)) = expp(−tv).
This corollary implies reversing the geodesic is an isomorphism; this is referred to as
geodesic symmetry.
Theorem 6. Let R be the curvature tensor, then DR = 0.
Corollary 2. Let R be the Riemannian curvature tensor, then R is parallel about the Levi-
Civita connection.
Definition 4. (M, g) is said to be a locally symmetric space if R is parallel.
Any complete, simply connected locally symmetric space is symmetric. Furthermore,
the universal covering space of a locally symmetric space is symmetric.
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Theorem 7. If (M, g) is a locally symmetric space, then for any p ∈ M , there exists a
neighborhood U and a local isometry σp : U → U such that p is the unique fixed point of σp
in U and σp is an involution. σp is called the local symmetry about p.
Theorem 8. A Riemmian symmetric space is complete.
Definition 5. Let (M, g) be a Riemannian space. If there exists a Lie transformation group
G acting on M and G ⊂ I(M) transitively, M is said to be a (Riemannian) homogeneous
space.
Proposition 1. A homogeneous space that is symmetric about one point is a symmetric
space.
Homogeneous spaces are “less symmetric” than symmetric spaces.
Theorem 9. I(M) acts on M transitively, so a symmetric space is homogeneous. Fixing
any p ∈ M , define K := {τ ∈ I(M)|τ(p) = p} < I(M) as a subgroup of I(M). K is called
the isotropic group of I(M) at p and there exists a bijection between M and I(M)/K.
Definition 6. Letting
S :=
{
W (C,U) = {τ ∈ I(M)|τ(C) ⊂ U}
∣∣∣∣C ⊂M compact, U ⊂M open },
the topology generated by S is called the compact-open topology on I(M).
The compact-open topology gives I(M) a topological structure, making it a topological
group. What’s more, it induces a smooth structure so I(M) admits a natural Lie group
structure, see the following theorem.
Theorem 10 (Myers-Steenrod 1939). The compact-open topology induces a smooth structure
so that I(M) is a Lie transformation group acting on M . If M is compact, so is I(M).
Corollary 3. For any fixed p, the isotropic subgroup K at p is a compact subgroup of I(M).
Furthermore, M is diffeomorphic to I(M)/K.
The above corollary shows that from the manifold M we can find a Lie transformation
group acting on it and M itself is diffeomorphic to the quotient of this Lie group over a
compact subgroup, called the isotropic subgroup. The remarkable fact is that this procedure
is reversible: starting from a pair of Lie groups, called the Riemannian symmetric pair, we
can recover the manifold.
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9.2 Riemannian symmetric pair
Theorem 11. Let G = I0(M) be the component of I(M) containing the identity element
IdM , fix p ∈M , K is the isotropic subgroup at p, then
1. G is connected, K is a compact subgroup of G and M is diffeomorphic to G/K.
2. Define σ : G→ G, σ(τ) := σp ◦ τ ◦ σp as an involution endomorphism.
3. Define Kσ = {τ ∈ G|σ(τ) = τ} as a closed subgroup of G.
4. Denote the connected component of Kσ containing the identity element by K0, then
K0 ⊂ K ⊂ Kσ,
K does not contain any nontrivial normal subgroup of G.
5. Denote the Lie algebra of G and K by g and k, then
k = {X ∈ g|σ∗e(X) = X}.
If m := {X ∈ g|σ∗e(X) = −X} then we have the following decomposition of g:
g = k
⊕
m
and the following relations:
[k, k] ⊂ k, [m,m] ⊂ k, [k,m] ⊂ m.
6. Let pi : G→M be the canonical projection pi(g) = g · p, then
pi∗e(k) = {0}, pi∗e(k) = TpM.
7. For any X ∈ m, let γ(t) be the geodesic starting at p in direction X, then
γ(t) = exp(tX) · p,
where exp : g→ G is the exponential map of the Lie group. For any Y ∈ TpM , (exp(tx))∗p(Y )
is the parallel translation along geodesic γ(t).
Remark 1. The above theorem implies that the exponential map in a symmetric space is the
“same” as the exponential map of the Lie group, which is often easier to deal with, especially
when G is a matrix Lie group. In such a case, the exponential map is nothing but the matrix
exponential. We have seen this in Section 3.
The Lie algebra decomposition g = k
⊕
m implies that m is the same as the tangent
space of M while k represents the subgroup K which is quotient out in G/K.
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Example (Positive definite matrices). Let M = PD(m), then G = GL+(m) and K =
SO(m). In this case, The Lie algebra decomposition is :
g = Mm(R) = so(m)⊕ Sym(m),
where so(n) = {A : A> = −A} is the Lie algebra of the special orthogonal group SO(m).
This is a well-known fact: any matrix can be written as the sum of a symmetric and an
anti-symmetric matrix: A = A+A
>
2 +
A−A>
2 .
From a symmetric space (M, g), we can construct (G,K, σ) where G is a Lie group,
σ : G→ G is an involutory endomorphism and K0 ⊂ K ⊂ Kσ where Kσ is the fixed points
subgroup of (G, σ) and K0 is the component of Kσ containing the identity. In the above
theorem, G = I0(M) is the component of I(M) containing the identity and σ : τ 7→ σp◦τ ◦σp
is an involutory endomorphismp, and K is the isotropic subgroup at p. In fact, this process is
invertible, that is, given (G,K, σ) satisfying certain conditions, we can construct a symmetric
space (M, g) such that G = I0(M), σ : τ 7→ σ0 ◦ τ ◦ σ0 and K is the isotropic subgroup at p.
Definition 7. Let G be a connected Lie group and K is a closed subgroup of G. If there
exists an involutory endomorphism σ : G→ G such that
K0 ⊂ K ⊂ Kσ,
where Kσ is the fixed point subgroup of G and K0 is the component of Kσ containing identity,
then (G,K, σ) is called a symmetric pair.
Definition 8. let Ad : G→ GL(g) be the adjoint representation of Lie group G where g is
its Lie algebra. For a symmetric pair (G,K, σ), if Ad(K) is a compact subgroup of GL(g),
(G,M, σ) is called a Riemannian symmetric pair.
Corollary 4. Assume (M, g) is a symmetric space, let G = I0(M) and K be the isotropic
subgroup at p ∈M , σ : τ 7→ σp ◦ τ ◦ σp, then (G,K, σ) is a Riemannian symmetric pair.
This is a direct corollary of Theorem 11. The construction in the opposite direction is
guaranteed by the following theorem.
Theorem 12. Let (G,K, σ) be a Riemannian symmetric pair, let pi : G → G/K be the
natural projection. Assume p = pi(e) where e is the identity of G, then there exists a
G-invariant Riemannian metric Q on the homogeneous space G/K so that (G/K,Q) is a
symmetric space. In this case, the symmetry at p, denoted by σ0 satisfies
σ0 ◦ pi = pi ◦ σ,
and for any g ∈ G,
τ(σ(g)) = σ0 ◦ τ(g) ◦ σ0,
where τ(g) : G/K → G/K is given by hK 7→ ghK.
This theorem provides the construction in the other direction: from a Riemannian sym-
metric pair, we can construct a symmetric space associated with it.
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9.3 Curvature tensor in Riemannian symmetric spaces
In this section we discuss the special properties of the curvature tensor in Riemannian
symmetric spaces, which leads to Lemma 1.
Definition 9. Assume (M, g) is a Riemannian manifold with Riemannian metric g, let
X ∈ X(M) be a smooth vector field. For any p ∈ Up ⊂ M , let ϕp : (−εp, εp) × Up → M
be the local one parameter transformation group generated by X. If for any p ∈ M , any
t ∈ (−εp, εp), ϕp(t, ·) : Up →M is local isometric, then X is called a Killing vector field.
The Levi-Civita connecton ∇ to Killing fileds admits the following properties:
Lemma 4. If X is a Killing field, then for any Y,Z ∈ X(M),
g(∇YX,Z) + g(∇ZX,Y ) = 0.
Furthermore, if X,Y, Z are all Killing forms, then
g(∇XY,Z) = 1
2
(g([X,Y ], Z) + g([Y,Z], X)− g([Z,X], Y )).
When (G,K, σ) is a Riemannian symmetric pair and M = G/K is a symmetric space
with Lie algebra decomposition g = k ⊕ m, then the tangent map of the natural projection
pi : G → M is an epimorphism: pi∗e : g = TeG → T[e]M . For any ξ ∈ g, let ξ˜ be the
Killing field corresponding to pi∗e(ξ). Furthermore, pi∗e(ξ) = ξ˜([e]). As a result, kerpi∗e = k
so pi∗e|m : m → T[e]M ∼= g/k is linearly isomorphic and isometric. This isometry enables us
to carry the curvature tensor on T[e]M to m. In addition, due to the symmetry of M , it’s
geometry remains the same across the manifold, so we only need to consider the geometry at
[e] = K, or equivalently, on T[e]M ∼= m. For any ξ, η, ζ, λ ∈ m, we can define the curvature
tensor on m:
g(R(ξ, η)ζ, λ) := g(R(ξ˜, η˜)ζ˜, λ˜)([e]),
R(ξ, η)ζ := (pi∗e)−1R(ξ˜, η˜, )ζ˜.
Definition 10. For any ξ ∈ g, define ad ξ˜ : X(M)→ X(M) to be:
ad ξ˜(X) := [ξ˜, X], ∀X ∈ X(M).
The conjugate of ad ξ˜, denoted by (ad ξ˜)∗, is given by:
g((ad ξ˜)∗η˜, X) = g(η˜, ad ξ˜(X)) = g(η˜, [ξ˜, X]), ∀η˜, X ∈ X(M).
Lemma 5. Let M = G/K be a symmetric space, then for any ξ, η ∈ g,
∇
ξ˜
η˜ =
1
2
(
[ξ˜, η˜] + (ad ξ˜)∗η˜ + (ad η˜)∗ξ˜
)
. (11)
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In particular, when ξ ∈ m and η ∈ m,
∇
ξ˜
η˜([e]) = 0,
when ξ ∈ m, η ∈ k, then
∇
ξ˜
η˜([e]) = −˜[ξ, η]([e]).
Now we have all the ingredients to prove the following theorem, and Lemma 1 follows
immediately.
Theorem 13. Let M = G/K be a Riemannian symmetric space corresponding to the Rie-
mannian symmetric pair (G,K, σ) where G acts on M effectively, then for any ξ, η, ζ ∈ m,
R(ξ, η)ζ = [ζ, [ξ, η]].
Proof. Recall that for any ξ, η, ζ ∈ m,
R(ξ˜, η˜)ζ˜ = (∇
ξ˜
∇η˜ ζ˜ −∇η˜∇ξ˜ ζ˜ −∇[ξ˜,η˜]ζ˜)([e]).
When ξ, η ∈ m, [ξ˜, η˜]([e]) = 0, so the last term vanishes: ∇
[ξ˜,η˜]
ζ˜([e]) = 0. Applying Equation
11, the first term is
∇
ξ˜
∇η˜ ζ˜ = 1
2
(
[ξ˜, η˜] + (ad ξ˜)∗η˜ + (ad η˜)∗ξ˜
)
=
1
4
(
[ξ˜, [η˜, ζ˜]] + (ad ξ˜)∗([η˜, ζ˜]) + (ad[η˜, ζ˜])∗ξ˜
)
+
1
2
(
∇
ξ˜
((ad η˜)∗ζ˜ +∇
ξ˜
((ad ζ˜)∗η˜)
)
([e]).
We simplify the above equation term by term. Fix any λ ∈ m, by the AdK-invariance of
the inner product 〈·, ·〉 in m, we have
g
(
[ξ˜, [η˜, ζ˜]], λ˜
)
([e]) = 〈[ξ, [η, ζ]], λ〉,
g
(
(ad ξ˜)∗([η˜, ζ˜]), λ˜
)
= g
(
[η˜, ζ˜], [ξ˜, λ˜]
)
([e]) = 0,
g
(
(ad[η˜, ζ˜])∗ξ˜, λ˜
)
([e]) = 〈ξ, [[η, ζ], λ]〉 = −〈[[η, ζ], ξ], λ〉 = 〈[ξ, [η, ζ]], λ〉.
Observe that ξ, ζ, λ ∈ m and [η, λ] ∈ k, by Lemma 5,
g
(
∇
ξ˜
((ad η˜)∗ζ˜), λ˜
)
([e]) =
(
ξ˜g
(
ζ˜, [η˜, λ˜]
)
− g
(
(ad η˜)∗ζ˜,∇
ξ˜
λ˜
))
([e])
=
(
g(∇
ξ˜
ζ˜, [η˜, λ˜]) + g(ξ˜,∇
ξ˜
[η˜, λ˜])
)
([e])
= −g
(
ξ˜,∇
ξ˜
[η, λ]
)
([e]) = 〈ζ, [ξ, [η, λ]]〉.
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Similarly, the final piece is ∇
ξ˜
((ad ζ˜)∗η˜)([e]) = 〈η, [ξ, [ζ, λ]]〉. Combine above pieces we have
g
(
∇
ξ˜
∇η˜ ζ˜, λ˜
)
([e]) =
1
2
(〈[ξ, [η, ζ], λ〉+ 〈[ξ, [η, λ], ζ〉+ 〈[ξ, [ζ, λ], η〉) .
Similarly, by switching ξ and η, we have
g
(
∇η˜∇ξ˜ ζ˜, ]λ˜
)
([e]) =
1
2
(〈[η, [ξ, ζ], λ〉+ 〈[η, [ξ, λ], ζ〉+ 〈[η, [ζ, λ], ξ〉) .
By the Jacobi identity and the AdK-invariance of 〈·, ·〉, we have
〈[ξ, [η, ζ], λ〉 = −〈ξ, [λ, [η, ζ]〉.
As a result,
〈R(ξ, η)ζ, λ〉 = g
(
R(ξ˜, η˜)ζ˜, λ˜
)
=
1
2
(〈[ξ, [η, ζ]], λ〉 − 〈[η, [ξ, ζ]], λ〉+ 〈[ξ, [η, λ]], ζ〉
− 〈[η, [ξ, λ]], η〉+ 〈[ξ, [ζ, λ]], η〉 − 〈[η, [ζ, λ]], ξ〉 )
= 〈[ξ, [ζ, λ]], ξ〉.
By symmetry of the curvature tensor, the desired equation follows:
〈R(ξ, η)ζ, λ〉 = 〈[ζ, [ξ, η]], λ〉,
R(ξ, η)ζ = [ζ, [ξ, η]].
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