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 With the development of web applications nowadays, intrusions represent  
a crucial aspect in terms of violating the security policies. Intrusions can be 
defined as a specific change in the normal behavior of the network operations 
that intended to violate the security policies of a particular network and affect 
its performance. Recently, several researchers have examined the capabilities 
of machine learning techniques in terms of detecting intrusions. One of  
the important issues behind using the machine learning techniques lies on 
employing proper set of features. Since the literature has shown diversity of 
feature types, there is a vital demand to apply a feature selection approach in 
order to identify the most appropriate features for intrusion detection. This 
study aims to propose a hybrid method of genetic algorithm and support 
vector machine. GA has been as a feature selection in order to select the best 
features, while SVM has been used as a classification method to categorize 
the behavior into normal and intrusion based on the selected features  
from GA. A benchmark dataset of intrusions (NSS-KDD) has been in  
the experiment. In addition, the proposed method has been compared with 
the traditional SVM. Results showed that GA has significantly improved  





Support vector machine 
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The last two decades have witnessed a dramatic expansion of the internet applications in which 
different technologies have been emerged regarding the field of computer network [1, 2]. In this manner, 
both local area network (LAN) and wide area network (WAN) have played an essential role in terms of 
several domain of interests such as financial, medical, industry and security that made the need of computer 
network is so imperative for different businesses [3-5]. However, such growth of using computer networks 
has contributed toward the emergence of new and unseen abuse activities. Regardless of hacking activities, 
tremendous business networks are significantly vulnerable for malicious acts such as the worms, Trojan and 
viruses. Regarding to the importance of computer network nowadays and our ever growing dependency on 
them has made the security manner is so crucial and listed in the top of priorities for many domain of 
interests [6-8]. One of the major concerns that has been tackled in the information security community 
recently is the intrusion detection systems (IDS) [9-11]. 
Intrusion detection is the task of observing, identifying and detecting the operations that would 
make the network vulnerable to be violated in terms of the security policies [12]. Many researchers have 
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addressed the problem of detecting cyber-based attacks on computer networks. Denning [13] has claimed that 
the key characteristic behind any system that intended to detect intrusion lies on the ability to monitor and 
diagnose the network records searching for abnormal behaviors related to the system usage. Corporations are 
usually implementing standard authentication metrics that formulate different level of access in which  
the authorized user is allowed to access particular level. However, this method does not provide an absolute 
guarantee regarding the prevention of intrusions. Several incidents have been occurred for large corporations 
such as Yahoo and Amazon would emphasize the insufficient impact of such method. The intruders are 
usually being attackers who aim to damage or at least obstruct the network traffic and affect its performance 
using several kinds of attacks. The process of intrusion can be defined as a significant change from  
the normal behavior to a suspicious behavior occurred in the system intended to affect the security of  
the network and harm the performance (paper). Such change will significantly impact the confidentiality, 
integrity and the availability of the network resources [14].  
Several approaches have been proposed for the task of intrusion detection, such efforts were mainly 
relying on machine learning techniques. However, determining the appropriate learning paradigm is  
a challenging task. Some authors have utilized the supervised learning [15]. Other researchers have used  
the unsupervised learning [16]. Both learning paradigms have their own advantages and disadvantages.  
For instance, one of the shortcomings of supervised learning is the need for labelled instances, but it has  
the advantage to achieve better accuracy to classify similar examples. On the other hand, unsupervised 
learning techniques deal with the learning tasks with unlabeled or untagged data. Clustering is the most 
popular unsupervised learning technique. In clustering, the learning algorithm finds similarities among 
instances to build the clusters (i.e. group of instances). Instances that belong to the same cluster are assumed 
to having similar characteristics or properties and then are assembled into the same class. The disadvantage 
of unsupervised learning is the manually assignment of cluster numbers, which results in low accuracy in 
predictions. However, it has the advantage of detecting new examples better than supervised learning 
techniques, and considered to be more robust in IDSs.  
Therefore, some authors have tended to utilize the semi-supervised learning paradigm in order to 
combine the advantages of the two learning paradigms [12]. From one hand, semi-supervised has the ability 
to deal with unlabeled data, and on the other hand, it can simulate the advantage of supervised learning by 
achieving better accuracy regarding the process of classifying similar examples. Nevertheless, there is still  
a drawback regarding the features extracted in the process of classification. In fact, features play a crucial 
role in terms of improving the classification accuracy. In particular, the domain of classifying intrusions 
yields tremendous amount of features that have been used in the literature. These features such as duration, 
protocol type, service type, source size, destination size and others. This would lead to high dimensionality of 
feature space. 
- Problem formulation 
In order to illustrate the problem mathematically, let the data that contains the network traffic 
connections represented as 𝐶 = {𝑐1, 𝑐2, 𝑐3, … , 𝑐𝑛}. In this manner, each connection would have multiple 
associated features as 𝑓 = {𝑓1 , 𝑓2, 𝑓3 , … , 𝑓𝑚}. Here, it is necessary to determine the most appropriate features 
that would be correspond specific class label which belongs to 𝐶 = {𝐶1, 𝐶2} where 𝐶1 is the legitimate 
connection and 𝐶2 is the intrusion, the following formula would be be considered: 
 
∑ 𝐶𝑖  𝑓𝑖
𝑛
𝑖=0  (1) 
 
Apparently, the problem tends to be an optimization problem in which the number of possibilities for  
the solutions is relatively high. Therefore, the need to use the meta-heuristic approach becomes imperative in 
order to identify the best solutions. 
 
 
2. RELATED WORK 
Generally, there are tremendous approaches have been proposed for the problem of detecting 
intrusions. The earliest research efforts in terms of intrusion detection were used specification-based method. 
For instance, Tseng et al. [17] have presented a specification-based method for detecting intrusion and 
attacks within the ad-hoc on demand distance vector (AODV) routing protocol. In their work, the behaviors 
of the AODV requests and replays were being analyzed and compared with the correct behavior of critical 
objects. This is due to the fact that the intrusions are commonly leading the object to act incorrectly. 
Therefore, there will be no need for knowledge-based information to describe the intrusions. The proposed 
method has the ability to effectively detect most of the serious AODV routing attacks. 
Recently, there are many researchers who examined the capabilities of machine learning techniques 
regarding the intrusion detection. Some of those authors have used supervised machine learning, other 
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researchers used the semi-supervised and the rest of them used the unsupervised learning. For instance, 
Peddabachigari et al. [18]  have proposed a supervised machine learning approach for identifying intrusions 
using different algorithms. The authors firstly used both of decision tree (DT) and support vector machine 
(SVM) classifiers using the benchmark dataset of KDDCUP’99. Consequentially, the authors have used an 
ensemble approach as a hybrid of DT and SVM. The proposed hybrid method has outperformed both DT and 
SVM in terms of the classification accuracy. 
Shreya and Jigyasu [19] have proposed a supervised machine learning technique method in order to 
classify the intrusions. The authors have used the naïve bayes (NB) and k-nearest neighbor (KNN) to do such 
purpose. The authors have considered different metrics for the evaluation. First, they used the benchmark dataset 
of KDDCUP’99 in order to compare with other works that have used the same dataset. Based on the accuracy 
of classification, time consumption and memory consumption, the proposed method has demonstrated 
superior performance. Although the time consumed was relatively similar to the related work however,  
the memory consumption and the accuracy showed remarkable enhancement.  
Lin et al., [16] have proposed a hybrid method of supervised and unsupervised learning approaches 
for detecting intrusions. The unsupervised approach aims to utilize a cluster center approach in order to 
categorize the data into similar groups. This can be performed by initializing centroids and calculate the distance 
between every data point with the centroids. Then, each data point will be merged to its corresponding centroid in 
order to form clusters. Consequentially, this new and one-dimensional distance based feature is used to 
represent each data sample for intrusion detection by the supervised approach of k-nearest neighbor (KNN) 
classifier. The authors have used the KDDCUP’99 benchmark to evaluate their proposed method. Results 
showed that the proposed approach is outperforming the conventional KNN.  
Similarly, Tahir et al., [20] have proposed similar hybrid method of supervised and unsupervised 
learning for improving the classification accuracy of intrusion detection. The authors have used the k-means 
clustering technique in order to group the data into similar clusters. Then, the support vector machine classifier has 
been used in order to classify the intrusions and attacks. The data used in this study is NSL-KDD benchmark dataset. 
Puri and Sharma [15] have proposed a hybrid method of support vector machine (SVM) classifier 
and regression tree (RT) algorithm in order to detect intrusions. The authors have used the benchmark dataset 
of KDDCUP’99 in which the regression tree algorithm is designed for generating tree rules which will be 
used for classifying the attacks using SVM. Ashfaq et al., [12] have addressed the problem of acquiring  
a labeled samples of intrusion behaviors. By exploiting the capabilities of the semi-supervised learning 
technique, in which the labeled data is not compulsory, the authors have utilized a semi-supervised method of 
single hidden layer feed-forward neural network to train it on the intrusion behaviors. Using labeled dataset 
such as KDDCUP’99 and NSL-KDD, the authors have demonstrated the efficacy of the proposed neural 
network in terms of classifying new and unlabeled data.  
 
 
3. PROPOSED METHOD 
This section aims to describe the application of proposed hybrid GA and SVM that intended to 
detect the intrusions. This requires identifying a benchmark dataset that contains intrusions and normal 
behavior in order to enable the process of feature extraction and selection with the classification process as 





Figure 1. Framework of the proposed method 
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As shown in Figure 1, the proposed method begins with preparing the dataset that contains  
the intrusions. Consequentially, a feature extraction process will take a place in order to utilize different type 
of features. Then, GA will be used to search for the best solutions or in other word identifying the most 
appropriate features. Then, SVM will accommodate the classification task in which the behaviors will be 
categorized into normal and intrusion. However, the next sub-sections will tackle each phase separately. 
 
3.1. IDS dataset  
With the exponential expansion of computer networks usage and the numerous applications that are 
mainly depending on it, securing such networks has become a crucial task. Different threats and security 
vulnerabilities that are facing the networks have been addressed by several research studies. In the literature, 
the risks behind these threats have been discussed in which it may cause privacy violation and cost 
consumption. For this purpose, the intrusion detection systems has caught many researchers' attentions in 
which the behavior of the network operations are being analyzed in order to identify the anomalies. In fact, 
IDS monitor both the anomaly and normal behavior in order to generate a module that would characterize t 
he features of both behavior. However, some authors have argue that analyzing the anomaly behaviors rather 
than the normal behavior would improve the detection performance [21]. In this manner, another problem has 
been arisen which lies on providing a data for the anomaly behavior. This is due to the new trend in the field 
of IDS which can be represented by the utilization of machine learning technique. 
Supervised learning paradigm works by train a model using a predefined set of examples which is 
called training data [16]. Such examples contain the network features with a label such as Suspicious and Normal. 
The model here can generate statistical rules in order to discriminate the situations that occurred with intrusions. 
These rules will be used to help the model for classifying new or testing data [19]. However, sometimes it is 
difficult to acquire a labelled example due to the challenging issue of benchmark availability. Meanwhile, the manual 
labelling for a huge amount of the data seems to be tedious and time consuming [12]. 
For this purpose, a benchmark dataset has been created which is called KDDCUP’99 [22]. KDD'99 has 
been widely used for the sake of machine learning in terms of identifying anomaly activities. Such data has been 
created using the DARPA'98 IDS evaluation program [23]. DARPA’98 is about 4 gigabytes of compressed raw 
(binary) tcpdump data of 7 weeks of network traffic, which can be processed into about 5 million connection 
records, each with about 100 bytes. The two weeks of test data have around 2 million connection records. 
KDD training dataset consists of approximately 4,900,000 single connection vectors each of which contains 
41 features and is labelled as either normal or an attack, with exactly one specific attack type. The types of 
attack included in the KDD'98 dataset can be listed as follows: 
- Denial of service (DoS) 
- User to root (U2R) 
- Remote to local (R2L) 
- Probing  
However, Tavallaee et al., [24] have criticized such data and claimed that it suffers of multiple 
drawbacks. First, the KDD dataset suffers of the high degree of duplicated records in which nearly 75% of its 
records are being duplicated. In this manner, such redundant would significantly contribute toward making 
the learning paradigm rely on the frequent patterns in which the rare patterns would be ignored. Obviously, this 
will negatively affect the performance of detection. Second issue lies on the KDD dataset is the relatively 
small number of test set instances in which any classifier would correctly classify the test instances and 
having a minimum classification rate of 86%. Such results reveals the difficulty of comparing multiple IDSs 
due to the similar performances that would be resulted. Therefore, Tavallaee et al., [24] have proposed a new 
dataset called NSS-KDD in order to solve the two latter problems by providing more cases for the anomaly in 
the testing portion, as well as, providing a reasonable number of record in both training and testing sets. 
Table 1 depicts the details of the new dataset NSS-KDD. 
 
 
Table 1. NSS-KDD Dataset details 
Training set 






Attacks 3,925,650 262,178 93.32% 
Normal  972,781 812,814 16.44% 
Total 4,898,431 1,074,992 78.05% 
Testing 






Attacks 250,436 29,378 88.26% 
Normal 60,591 47,911 20.92% 
Total 311,027 77,289 75.15% 
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3.2. Feature extraction 
Features represents an imperative role in the context of supervised machine learning where  
the important features would significantly enhance the effectiveness of the classification, vice versa; the less-
important features would negatively impact the effectiveness of the classification. The features contained in 
the KDD-NSS can be represented into three main features; Basic features, Traffic features and Content 
features. These features would be tackled as follows: 
Basic Features: Basic features concentrate on the attributes that are related to the TCP/IP connection 
in which the features such as the protocol, type of service and type of flag are being considered. 
Traffic Features: This type of features concentrates on the window interval of the connections.  
There are multiple features that are being included in this category which can be illustrated as follows: 
a. Time-based Features: This type of features aim at analyzing the number of connection in respect to a 
time duration and it contains two aspects including same-host-features and same-service Features.  
In the first aspect, the number of connections that have the same destination host will be computed 
based on duration (i.e. 2 seconds). In the second aspect, the number of connections that have the same 
service will be computed based on the duration. 
b. Connection-based Features: In the context of time-based traffic features, there are many slow probing 
attacks that scan the hosts (or ports) using a much larger time interval than 2 seconds, for instance, one 
in every minute. Hence, such attacks do not generate intrusion patterns with a time window of 2 
seconds. To overcome this issue, the connection-based features have been introduced by the NSS-KDD 
dataset in which the number of connection would be computed based on a window of 100 connections. 
For the same-host-features, the number of connections that have the same destination host will be 
computed based on a window of 100 connections. Whereas for the same-service-features, the number of 
connections that have the same service will be computed based on a window of 100 connections. 
Content-based features: The previous type of feature (i.e. traffic) can fit some attacks such as DoS 
and Probing in which a tremendous amount of connections within short time are being produced.  
However, for both R2L and U2R attacks this would not be the case where these attacks are not producing 
intrusion patterns with a time window. Therefore, the new version NSS-KDD has considered such problem 
by adding a new type of feature that has the ability to analyze the R2L and U2R. This type of feature is called 
content feature and it concentrates on the login features such as the number of failed logins. 
 
3.3. Hybrid of SVM and GA 
Basically, SVM is one of the supervised machine learning techniques which aims to turn the data 
space into a vector space based on the features’ values [15]. Then, a separation task will be performed using  
a hyper-plane which is a separator that aims to divide the data into multiple portions based on the class labels. 





Figure 2. Separating the data space using the hyper-plane 
 
 
As shown in Figure 2, the data space consists of the network traffic behaviors, while the hyper-plane 
is dividing the data into two groups or class labels including ‘Normal behaviors’ and ‘Intrusion behaviors’.  
In fact, identifying the most robust hyper-plane, that has the ability to divide the data accurately,  
is a challenging task [25]. This is due to the less-accurate adjustment of the hyper-plane would lead to divide  
the data incorrectly where some normal behavior would be classified as intrusions or vice versa.  
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The task of identifying the most appropriate hyper-plane is mainly depends on the features used to 
establish the vectorization of the data space. Therefore, this study utilizes a meta-heuristic approach  
(i.e. genetic algorithm) in order to determine the best set of features that will lead to the most robust hyper-
plane. GA is one of the evolutionary algorithms that have been widely used for optimization problems where  
the feasible solution is required to be attained [26]. It works by generating an initial population of features, 
then assessing such population based on the fitness function. The best features from the initial population will 
be selected [27]. Consequentially, a reproduction operator is being performed to combine the best features. 
This study utilizes the crossover operation to conduct such task. Figure 3 depicts the workflow of the hybrid 









The evaluation of the proposed hybrid method will be based on the common information retrieval 
metrics precision, recall and f-measure [28-30]. Such measures can be computed using the contingency table 
as shown in Table 2. 
 
 
Table 2. Contingency table 
             Predicted 
Actual        
Legitimate connection Intrusion 
Legitimate connection True Negative (TN) False Positive (FP) 
Intrusion False Negative (FN) True Positive (TP) 
 
 
False Negative (FN) : is the number of correctly un-predicted connections. 
False Positive (FP) : is the number of incorrectly predicted connections. 
True Negative (TN) : is the number of actual intrusion connections that have not been predicted. 
True Positive (TP) : is the number of correctly predicted connections. 
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In this manner, the precision, recall and f-measure can be computed based on the following equations. 
 
















4. RESULTS & DISCUSSIONS 
In order to evaluate the proposed method, SVM has been applied twice; first without GA and second 
with GA. In addition, a comparison will be made between the above two applications using T-test evaluation 
method. T-test is a statistical significance indicates whether or not the difference between two groups’ 
averages most likely reflects a “real” difference in the population from which the groups were sampled. 
Table 3 represents the results of the two applications of SVM. 
 
 
Table 3. Results of SVM and SVM with GA 
No. Class SVM (F-measure) SVM & GA (F-measure) 
1. apache2 0.995984 1 
2. back 1 1 
3. buffer_overflow 0.754557 0.75456 
4. ftp_write 0.60042 0.60042 
5. guess_passwd 0.99447 0.99447 
6. httptunnel 0.996488 0.99649 
7. imap 1 1 
8. ipsweep 0.965311 0.96531 
9. land 1 1 
10. loadmodule 0.666667 1 
11. mailbomb 0.991427 0.99143 
12. mscan 0.982188 0.98219 
13. multihop 0.922994 0.92299 
14. named 0.849914 0.84991 
15. neptune 0.993964 0.99396 
16. nmap 0.759554 0.75955 
17. normal 0.940117 0.94012 
18. perl 1 1 
19. phf 0.80024 0.80024 
20. pod 0.836533 0.83653 
21. portsweep 0.838592 0.92724 
22. processtable 0.9995 1 
23. ps 0.908893 0.90889 
24. rootkit 0.866856 0.86686 
25. saint 0.745988 0.8766 
26. satan 0.778106 0.77811 
27. sendmail 0.777506 0.9605 
28. smurf 0.988878 0.98888 
29. snmpgetattack 0.64556 0.64556 
30. snmpguess 0.574483 0.95013 
31. spy 0.626374 1 
32. sqlattack 1 1 
33. teardrop 0.286525 0.50362 
34. udpstorm 1 1 
35. warezclient 0.996488 1 
36. warezmaster 0.97855 0.97855 
37. worm 1 1 
38. xlock 0.947368 1 
39. xsnoop 1 1 
40. xterm 1 1 
 Average 0.875262 0.92716 
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As shown in Table 3, the proposed genetic algorithm has significantly improved the SVM 
classification in terms of identifying intrusions. This has been demonstrated via the average f-measure of  
the proposed SVM with GA which was 0.927 compared to 0.875 the average f-measure of SVM without GA. 
In addition, a test called T-test has been applied on the f-measure for all the class labels for both applications. 
The results of such test was less than 0.05 which implied that the GA has significantly improved  
the classification performance.  
On the other hand, comparing the proposed method’s results with the state of the art such as  
Tahir et al., [20] who proposed an intrusion detection classification using SVM and obtained a 0.856  
of f-measure, it is obvious that the proposed method is outperforming. In addition, a study by Puri and  
Sharma [15] which also proposed an SVM classifier to detection intrusions, has obtained an f-measure of 0.883. 




This paper has proposed a hybrid method of genetic algorithm and support vector machine for  
the task of intrusion detection. The proposed method has been assessed using a benchmark dataset NSS-
KDD. Moreover, the proposed method has been compared with the conventional SVM. Results showed that 
the proposed method has outperformed the traditional SVM. This implies the feasibility of using GA in terms 
of identifying the best features. For future researches, addressing different meta-heuristic approaches such as 
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