Abstract. We describe quadratic harnesses that arise through the double sided conditioning of an already known quadratic harness and we characterize quadratic harnesses that arise by this construction from bridges of Lévy processes. We also analyze a construction that produces quadratic harnesses by "gluing together" two conditionally-independent quadratic harnesses and we show that the only q-Meixner processes that can be used in this construction are pairs of Poisson processes [4] or pairs of negative binomial processes [15] . Our main tool is a deterministic time and space transformation of quadratic harnesses.
Introduction
Quadratic harnesses are square integrable stochastic processes with linear conditional expected values and quadratic conditional variances. Examples of quadratic harnesses are the Wiener, Poisson, Gamma, and Pascal processes. A fairly complete description of quadratic harnesses with covariance s ∧ t := min{s, t} is given in [1] , where it is shown that generically quadratic harnesses are Markov processes which are uniquely described by five numerical parameters. From the constructions in [2, 3, 4, 6] we know that quadratic harnesses exist for a large set of parameters. In this paper we consider quadratic harnesses with more general covariances. Our main tool is a deterministic transformation that preserves quadratic harness property but may change the covariances and the parameters of a quadratic harness. Such transformations define a left group action of the group of invertible affine mappings R 2 → R 2 .
We apply these transfomrmations to analyze two probabilistic constructions of quadratic harnesses. We describe quadratic harnesses that arise by a double sided conditioning from another quadratic harness. Such conditional processes are "bridges" and we can transform them into the "standard form" with covariance s ∧ t. After such a transformation, the only effect of conditioning is the change of the parameters of a quadratic harness. We use this approach to exhibit new examples, not covered by the construction [6] , of quadratic harnesses that arise by conditioning from the five quadratic harnesses that are Lévy processes. We also analyze a special construction that first appeared in [4] , and which consists of "gluing together" two conditionally independent simpler quadratic harnesses into a more complicated quadratic harness. We show that the only q-Meixner processes that can be "glued" into a quadratic harness are either pairs of Poisson processes [4] or pairs of negative binomial processes [15] .
Quadratic harness property
Throughout the paper F s,t is a family of sigma fields with s < t in T = (α, β) ⊂ (0, ∞) such that F s,t ⊂ F r,u for r, s, t, u ∈ T with r ≤ s ≤ t ≤ u. We consider stochastic processes X = {X t : t ∈ T } on T such that X u is F s,t measurable if u ≥ t or if u ≤ s.
An integrable stochastic process X is called a harness [12, 17, 21] on T if for any s, t, u ∈ T with s < t < u,
All integrable Lévy processes are harnesses [14, (2.8) ]; additional examples appear in references on quadratic harnesses that are mentioned after Definition 1.1. It will be convenient for our purposes in this paper to rewrite (1.1) in vector form as In the sequel, if process X is clear from the context, to shorten the notation we will write ∆ s,u instead of ∆ s,u (X). It follows from (1.1) that admissible expectations of a harness X are affine in t, i.e., (1.4) E(X t ) = t, µ , t ∈ T, where (1.5) µ = µ 1 µ 2 .
Moreover, if X is a square integrable harness then by [1, Proposition 2.1] the admissible covariances are of the form (1.6) Cov(X s , X t ) = s, Σt , s, t ∈ T, s ≤ t , where Σ = c 0 c 1 c 2 c 3 and s = s 1 .
Throughout this paper, letters s, t, u are reserved to denote non-negative real numbers so that s, t, and also u = [u, 1] T have this special meaning also when used with subscripts or primed. We also use the convention that s ≤ t ≤ u.
Note that under our convention s ≤ t so Σ is not a symmetric matrix; for example, s ∧ t corresponds to Σ = 0 1 0 0 . We also remark that if c 3 ≥ 0, c 1 > c 2 , and c 0 c 3 > c 2 2 then the right hand side of (1.6) indeed defines a positive definite function on T = (0, ∞). To verify this, let a(s, t) = s, Σt for s < t and c(s, t) = a(s ∧ t, s ∨ t).
.j≤n is positive definite as a sub-matrix of the above.
A square-integrable stochastic process X = {X t : t ∈ T } has quadratic conditional variances if for any s, t, u ∈ T with s < t < u,
is a quadratic function of X s , X u . This condition is much more restrictive than the harness property: there are only five Lévy processes (Wiener, Poisson, Gamma, Pascal/negative binomial, and Meixner/hyperbolic secant) with quadratic conditional variances, see [20] . Quadratic form Q t,s,u (x, y) has not been studied for the general covariance Σ.
When µ = 0 and Σ = 0 1 0 0 , it is known from [1, Theorem 2.2] that the assumptions (1.1) and (1.7), together with certain technical assumptions imply
where
Here η, θ, σ, τ, γ are constants independent of s, t, u, and the normalizing constant F t,s,u is determined uniquely by taking the average of both sides of (1.8).
Of course matrix Γ is not unique and it was chosen for consistency with the notation we used in previous papers; after substituting q for γ, the resulting parametrization of the conditional variance is identical to [1, (2.14) ].
The normalization constant F t,s,u can be expressed in terms of the mean µ, covariance Σ, and the parameters θ and Γ. When Σ = 0 1 0 0 and Γ is given by (1.9), according to [1, (2. 15)] we have
We re-write this formula in matrix notation using a special matrix
It is easy to see that J 2 = −I, J T = −J. For future reference we state also two less obvious properties: for A ∈ GL 2 (R),
Formula (1.10) can now be written as
This formula makes sense for any 2 × 2 matrix Γ as long as the denominator is non-zero. Proof. Write k[s, t] = E(X s X t ), m(t) = E(X t ) and
Taking the average of both sides of (1.8) and using (1.1) we get
Let Σ = Σ + µµ T . Note that m(t) is given by (1.4) and k[s, t] = s, Σt + m(s)m(t) = s, Σt for s ≤ t. Thus the left hand side of (1.15) simplifies to (c 1 − c 2 )(u − t)(t − s)/(u − s). To see this, we note that (t−s)u+(u−t)s = (u−s)t, so
and similarly
So the left hand side of (1.15) is
The right hand side of (1.15) simplifies by a similar method as follows. (Recall that Σ = Σ + µµ T .)
Thus (1.15) is equivalent to
Since (1.13) reads
(1.16) implies (1.14). Conversely, (1.14) simplifies (1.16) to
so if c 1 = c 2 then (1.13) follows.
All the examples we consider have quadratic conditional variance (1.8) and (1.13) holds. We therefore adopt the following. Definition 1.1. We will say that X is a quadratic harness on T with parameters µ, Σ, θ, Γ, and we will write X ∈ QH µ, Σ, θ, Γ if X = {X t : t ∈ T } is a squareintegrable process with mean (1.4), covariance (1.6), such that (1.1) holds, and the conditional variance is given by (1.8) with normalization (1.13) for all s < t < u in T . (The parameters then satisfy (1.14).) Here, Γ is an "arbitrary" 2 × 2 matrix. Note however that if µ = 0 and the covariance is s ∧ t, then condition (1.14) forces Γ to take form as in (1.9 Finally, we note for future reference that the conditional covariance for quadratic harnesses also takes a simple form: with s < t 1 < t 2 < u,
where K(a) = 1 + θ, a + a, Γa is the quadratic form from (1.8). The easiest way to see this is to note that (1.1) implies
Time and space transformations
For a non-degenerate affine function f :
define an f -transformation of the stochastic process X on T as the process
Here ϕ = ϕ f is the Möbius transform generated by A, that is ϕ(t) = (at + b)/(ct + d) for any t ∈ S. Throughout the paper we assume that T and f are selected so that S is a connected subset of (0, ∞) and T = ϕ(S). Since the adjective non-degenerate refers to det(A) = 0, this can be always achieved by choosing an appropriate restriction of X to a subinterval of T ; we also note that ϕ is increasing if det(A) > 0 and is decreasing otherwise. Our interest in this transformation comes from the fact that special cases appeared as ad hoc tricks in constructions of quadratic harnesses in [4, 6] . This is also case ν = −2 of the Lie group action from [19, page 375 ].
Example 2.1. Some well known transformations can be expressed in this form:
(i) Affine scaling:
(ii) Linear time-change:
Non-degenerate affine transformations with composition form a group. A calculation verifies that (2.2) defines (left) group action on stochastic processes:
This allows us to build more complicated transformations in simple steps, and gives us flexibility to consider either
For example, we can compose transformations from Example 2.1(i)(ii) to obtain Y t = aX t/a 2 .
For non-degenerate affine f with Möbius transform ϕ : (α, β) → (α ′ , β ′ ) and s < t in (α, β) define the associated sigma-fields
It is clear that the action of f on X preserves the linearity of regression and the quadratic form of the conditional variances (1.7) with respect to F f s,u . The transformation also affects the laws of the processes in a rather superficial way, so it is natural to study quadratic harnesses up to the equivalence relation generated by the action of non-degenerate affine functions. This raises a natural question how the covariances Σ, and how the coefficients of the conditional variance of a quadratic harness are transformed.
Theorem 2.1. Let f be a non-degenerate affine function and S, T be (generalized) subintervals of
f is a harness with respect to F f s,u with s < u in S and the mean of X f is given by (1.4) with
(ii) If X is a square integrable harness with covariance (1.6) given by matrix Σ X , then the covariance of Y = X f is given by (1.6) with (2.5) , and with parameters of the conditional variance given by
where (2.12)
where F t,s,u is given by (1.13) with Γ Y replacing Γ.
Lemma 2.2. Let f be a non-degenerate affine function (2.1) with Möbius transform
, and from the matrix form of (1.3) we have
Noting that (2.16) (cs + d)s ′ = As, and using (1.12) we get
Proof of Theorem 2.1(i).
Throughout the proof we write t ′ = ϕ(t) as in Lemma 2.2. By (1.2) and the definition of X f we have
By (2.16) and (2.14) we get
Thus the condition (1.1) holds true and X f is a harness process. Now we compute the mean of X f using (2.16):
and (2.4) follows.
Proof of Theorem 2.1(ii).
To find the covariance we again use (2.16) and the fact that Cov (
and thus (2.5) follows.
Proof of Theorem 2.1(iii)
. This is an immediate application of Lemma 2.2.
Proof of Theorem 2.1(iv).
Here we apply (2.6) with
We first use (1.13), (1.12), and (2.16) to re-calculate the normalizing constant:
So (2.18) rewrites as
Since the last term is invariant under transposition, we get (2.8) and (2.9). Finally, we see that (1.13) holds, thus (1.14) must be fulfilled, see Proposition 1.1. The case det(A) > 0 is handled similarly and the proof is omitted.
Example 2.2 (Time inversion). Suppose
, then Y is a quadratic harness on (1/β, 1/α) and the only changes in the parameters are
Next we consider the case when the covariance of a quadratic harness factors into linear functions of variables s < t. We first observe that for square-integrable harnesses additional assumption of one sided linearity of regression, i.e. that E(X t |F s ) with F s = σ(X r : r ≤ s), is a linear function of X s implies for non-degenerated processes that the coefficients in (1.6) satisfy c 0 c 3 = c 1 c 2 . (To see this, we center the process and compare the coefficients at su in E(X u |F s ) and in E (E(X u |F t )|F s ).) This means that the covariance (1.6) factors into the product of affine functions: for s < t, 
Thus the covariance factors into either (as
Conversely, by the group action property, if X has a covariance of product form (as+b)(ct+d) with det A > 0, then X f −1 has covariance s∧t. Here, the time interval may change as follows: we may need to choose a subinterval (S 1 , S 2 ) ⊂ (T 1 , T 2 ) on which the Möbius transform ϕ f −1 (t) is well defined. Then X f −1 is defined on (α, β) = ϕ f −1 ((S 1 , S 2 )). A product covariance (as + b)(ct + d) with det A < 0 is converted to (cs+ d)(at+ b) by the time inversion tX(1/t), see Example 2.1(iii).
Harnesses with quadratic conditional variances and covariances that factor under additional technical assumptions are quadratic harnesses in the sense of Definition 1.1. 7) and Q t,s,u (µ 1 , µ 2 ) = 0 for all s < t < u, then there exists (α, β) ⊂ T , and parameters θ ∈ R 2 , Γ such that (1.14) holds and either (1.8) or (2.11) holds for all s < t < u from (α, β). by (1.8) . On the other hand if G = 0, then (2.11) holds.
Proof.
Next we point out that it is easy to recognize which quadratic harnesses in the "standard form" can be transformed into each other by the action of an affine function f . 
Bridges
Bridges are stochastic processes on a bounded time interval [R, V ] with deterministic values at the end points. Harnesses and bridges are studied in [8] . Quadratic harnesses which are bridges appear in [6, Proposition 5.1]. Ref. [18] considers a more general definition of a bridge that connects two laws instead of degenerate measures.
Square integrable harnesses that are bridges, have a simple structure of the covariance, as it is given by (1.6) and must vanish at the endpoints. So
is of product form for s ≤ t. From (1.14) we see that if Y is a quadratic harness with Γ given by (1.9), then
recall that (1.8) in this case is
By Corollary 2.3 there exists a non-degenerate affine f such that X = Y f is a quadratic harness with covariance s ∧ t; for example, the Brownian bridge X on (0, 1) arises as W f from the Wiener process: X t = (1 − t)W t/(1−t) . Theorem 2.1(iv) relates the parameters of such quadratic harnesses in general. The following result specifies the details. T , and
T at the end-points. Assume that Γ is given by (1.9) and that V (1 + Rσ) + τ − Rγ > 0.
and the parameters of X are:
and
Proof. The proof consists of an application of Theorem 2.1 but it is the parameters of X that we want to determine from the equations. First, we note that the translation is by m = µ 1 µ 2 , see (2.1). Secondly, for non-degenerate Y we see from (3.2) that K(µ 1 , µ 2 ) > 0 so κ > 0. Next, since (3.1) corresponds to
, from (2.5) we verify that covariance (3.1) arises from s ∧ t if we apply f with the linear part given by
(Note that det(A) = M 2 (V − R) > 0, and that A is not unique.) We now apply Theorem 2.1(iv) to the affine function f with matrix A and vector m and to a quadratic harness X with mean zero, covariance s ∧ t and with the remaining parameters to be determined by solving the equations from the conclusion of Theorem 2.1.
From (2.10) and (2.9) we get
From (2.7), (2.8) and (2.9) we see that (3.9)
G (1 + m, θ + m, Γm ) = 1.
Since m = µ 1 µ 2 , this shows that G = 1/K(µ 1 , µ 2 ) and (3.7) follows.
From (2.8) we get
This gives (3.5) and (3.6).
Remark 3.2. In view of Corollary 2.5, the formulas in Theorem 3.1 can be written in many "equivalent forms" that correspond to composition of transformations from Example 2.1. 
, and
.
(ii) If Y ∈ QH(µ, Σ, θ, Γ) on (R, ∞) has the bridge covariance corresponding to
with
2 ) , and
Further examples of quadratic harnesses that have bridge property may arise by conditioning. Quadratic harnesses have cadlag versions so regular versions of conditional distributions exist. If Z is a quadratic harness on (α, β) and R < V are in (α, β), then conditionally on Z(V ), Z(R), the process still has quadratic harness property on (V, R), and of course it takes deterministic values at the endpoints. Furthermore, the conditional variance (1.8) is positive with probability one. Thus there is a set of probability one of pairs z R ∈ supp(Z(R)), z V ∈ supp(Z(V )) such that the laws
are well defined for all t ∈ (V, R) and that there are Borel sets U s of π s -measure one such that
are well defined for all s < t in (V, R) and all x ∈ U s . The following is the corresponding re-interpretation of Theorem 3.1. 
and the parameters of X are given by (3.5), (3.6) with µ = ∆ RV (Y), and by (3.7).
Proof. The proof consists of computing the parameters of Y so that we can apply 
Finally, we observe that the conditional variance of Y is given by the same formula as the conditional variance for Z. Therefore by Theorem 3.1, Y = X f for a quadratic harness X on (0, ∞) with parameters as claimed.
Application to constructions of quadratic harnesses
In this section we show how to apply previous results to analyze which quadratic harnesses with covariance s ∧ t can be constructed from already know quadratic harnesses either by conditioning or by a gluing construction as in [4] . Our basic building blocks will be the q-Meixner processes: these are quadratic harnesses with mean zero, covariance s ∧ t, η = σ = 0 and γ = q ∈ [−1, 1], see [3] . In particular, the five classical Lévy processes mentioned in the introduction are sometimes called Meixner processes and correspond to γ = 1.
Our main interest in such constructions stems from the fact that the constructions from the Askey-Wilson laws [6] 4.1. Conditioning. We can use Corollary 3.2 to recognize which quadratic harnesses could arise by conditioning from quadratic harnesses that are Lévy processes.
Proposition 4.1. Suppose X is a quadratic harness with mean zero, covariance s∧t and parameters θ X and Γ X . If there is a Meixner process Z such that
Proof. Let θ, τ, γ = 1 denote the parameters of Z. From Corollary 3.2 we read out that (with arbitrary a = 0)
Thus the relations hold as claimed.
Conditioning may allow to identify new quadratic harnesses, as seen from the following.
Example 4.1 (Dirichlet process). For any σ 0 , τ 0 > 0 with σ 0 τ 0 < 1, there exists a quadratic harness X (namely, a Dirichlet process) which has parameters σ X = σ 0 ,
, and γ X = 1 − 2 √ σ 0 τ 0 . Indeed, consider the case of conditional harnesses obtained from a gamma process Z. The gamma process can be mapped using an appropriate affine function g onto a quadratic harness Z g with parameters σ = η = 0, θ 2 = 4τ and τ > 0 that varies with the shape parameter of the gamma law. We can choose the parameter of gamma law to ensure τ = σ 0 τ 0 . Conditional processes of the gamma process are Dirichlet processes. Now choose
By (4.2) with any ∆ := ∆ RV ≥ 0
Of course, once we observe that Dirichlet processes are quadratic harnesses, same conclusion can be obtained directly by a fairly natural reparametrization (4.4) without invoking explicitly any of the transformations. Let a 1 , . . . , a n , a n+1 be positive numbers. A Dirichlet distribution D n (a 1 , . . . , a n , a n+1 ) is defined through its density
is called a Dirichlet process if there exists a finite nonzero measure µ on [0, V ] such that for any n and any 0 ≤ t 1 < . . . < t n ≤ V the distribution of the vector of increments (
This is one of the basic objects of non-parametric Bayesian statistics -see [7, 10] . Let µ = cλ, where λ is a Lebesgue measure on [0, V ] and c > 0 is a number. Recall, that the beta distribution, B I (a, b) is defined by the density
and if X ∼ B I (a, b) then
Since Y t has the beta distribution B I (ct, c(V − t)) the formulas (4.3) give
. 
It is also known that
and thus Y is a harness. The second formula in (4.3) gives
Define now (4.4)
It is elementary to check that (X t ) t∈[0,∞) is a quadratic harness with E(X t ) = 0, Cov(X s , X t ) = s ∧ t and the parameters are as follows
(Note that this agrees with the answers deduced from Proposition 4.1:
On the other hand, it can be easily seen that the process Y is a bridge on the gamma process (Z t ) t∈[0,∞) governed by the gamma distribution with the shape parameter 1/c and the scale equal 1. More precisely, in distribution process Y is identical to the gamma bridge (
Example 4.2 (Binomial process). For any real η 0 , θ 0 , such that η 0 θ 0 = −1/N < 0 for some N ∈ N there exist a quadratic harness X (namely, the Binomial process described here) which has parameters σ X = τ X = 0, θ X = θ 0 , η X = η 0 , and γ X = 1.
Indeed, consider the conditional harnesses obtained from a Poisson process Z with parameter λ > 0. All Poisson processes can be mapped by an appropriate affine function g onto the same quadratic harness Z g which has parameters σ = η = τ = 0, γ = 1, and θ = 1. The conditional processes of the Poisson process are the Binomial processes.
From ( 
Then the process Y is called a binomial process with parameter N . It is elementary to see that the conditional distribution
Therefore Y is a quadratic harness: (1.1) holds, and for any s, t, u ∈ [0, V ], s < t < u
An easy computation shows that if
then the process (X t ) t≥0 is a quadratic harness with E(X t ) = 0, Cov(X s , X t ) = s∧t and the parameters are θ X = V /N , η X = −1/ √ V N , τ X = σ X = 0 and γ X = 1. On the other hand, it is immediate that Y is a bridge obtained by conditioning a Poisson process (
It is interesting to see which properties of a quadratic harness are preserved by conditioning. The only universal invariant that we found is related to parameter q of the Askey-Wilson law from the construction in [6] . Proposition 4.2. Suppose X is a quadratic harness with mean zero, covariance s ∧ t and parameters θ X and Γ X . Suppose that there is a quadratic harness Z with parameters θ Z and Γ Z such that X = Y f for some conditional bridge Y in Z.
(ii) If Z is a q-Meixner process, i.e. η Z = σ Z = 0, and the conditioning is with R = 0 and z R = 0 then
Proof. Formula (4.5) follows by a direct computation from (3.7). Formula (4.6) follows from the expressions in Remark 3.3, which gives θ
Remark 4.1. For a q-Meixner process Z with γ Z = 1, the conclusion of Proposition 4.2(ii) can be strengthened to double equality
Indeed, from Proposition 4.1 we see that η
In particular, quadratic harnesses with covariance s∧t that arise by conditioning from the negative binomial process have
(These are discrete "negative hypergeometric" processes.) Similarly, quadratic harnesses with covariance s ∧ t that arise by conditioning from the "hyperbolic Meixner" process with
Gluing construction. This section is motivated by the construction of a classical bi-Poisson process from a pair of two conditionally independent Poisson processes [4] and by another recent construction of a quadratic harness from two conditionally independent copies of a negative binomial process [15] . These constructions essentially consist of choosing an appropriate deterministic moment of time T so that Y T -conditional (and Y T -conditionally independent) processes Y + := {Y t : t > T } and Y − := {Y t : t < T } arise as space time transforms of the above mentioned Lévy processes.
We remark that in principle all quadratic harnesses arise from such a gluing construction. A fixed T > 0 can be treated as the upper value V in Remark 3.3 resulting in the process X − = (X t ) t≤V conditioned with respect to X V , and on the other hand, we can treat this value as the left-hand side value R in Remark 3.3 and consider the process X + = (X t ) t≥R conditioned with respect to X R . Then both processes are quadratic harnesses and by Markov property they are X Tconditionally independent. So for example, a Poisson process arises from gluing a binomial process with another Poisson process, or a Wiener process arises from gluing a Brownian bridge with another Wiener process.
The question of interest here is when the "components" X − and X + to be glued are in some sense "simpler" than the resulting process. Using Corollary 3. Proof. If Y comes from gluing a q-Meixner process then the conditional bridge Y − corresponding to R = 0, V = T exists and can be transformed into a q-Meixner process X with parameters given in Remark 3.3(i).
The only possibility for (3.12) to correspond to a q-Meixner process is when the parameters of Y satisfy (4.7) σT 2 + (1 − γ)T + τ = 0.
Since σ, τ ≥ 0 (see [1, Theorem 2.2]), the only solution with γ ≤ 1 is γ = 1, σ = τ = 0. Then from (3.6), see also (3.14), we indeed get a Meixner process when we set T = θ/η.
Other solutions of (4.7) are possible only when (1 − γ) 2 ≥ 4στ . However, since γ ≤ 1 + 2 √ στ by [1, Theorem 2.2], this gives γ = 1 + 2 √ στ and T = τ /σ. Then from (3.6), see also (3.11) , the coefficient at µ 1 vanishes so we indeed get a Meixner process when η √ τ = θ √ σ.
We remark that somewhat unexpectedly a quadratic harness constructed in [15] from two copies of conditionally-independent negative binomial processes reaches the "upper limit" γ = 1 + 2 √ στ of the bound in [1, Theorem 2.2], and that the product στ can take arbitrarily large values.
Commutation equation
According to [1, Theorem 2.3] , quadratic harnesses are closely related to a commutation relation [1, (1.1)] (5.1) xy − γyx = I + θx + ηy + τ x 2 + σy 2 .
Equations like (5.1) are sometimes studied by algebraic methods and converted into simpler but equivalent forms, see [9, 13, 16] . Here we give a probabilistic interpretation of such transformations. Suppose a quadratic harness X has finite moments of all orders, infinite support, and martingale polynomials p n (x; t) of degree n for each n ≥ 0. Recall that this means E p n (X t ; t) F s = p n (X s ; s) and since p 0 (x; t) = 1 is always a martingale, there exists an infinite matrix C(t) = [C i,j (t) : i, j ≥ 0] with C j+1,j (t) = 0 for all t ∈ (α, β) such that xp n (x; t) = n+1 j=0 C j,n (t)p j (x; t).
For definiteness, we set C j,n (t) = 0 for j ≥ n + 2.
An inspection of proof of [1, Theorem 2.3] shows that C(t) = tx + y and the infinite matrices x, y satisfy equation (5.1) which we write in matrix notation: 
This is
A calculation gives K ′ (m) = 1/G, so (5.2) follows.
