Abstract-In this paper, the problem of simultaneous wavelet estimation and deconvolution is investigated with a Bayesian approach under the assumption that the reflectivity obeys a Bernoulli-Gaussian distribution. Unknown quantities, including the seismic wavelet, the reflection sequence, and the statistical parameters of reflection sequence and noise are all treated as realizations of random variables endowed with suitable prior distributions. Instead of deterministic procedures that can be quite computationally burdensome, a simple Monte Carlo method, called Gibbs sampler, is employed to produce random samples iteratively from the joint posterior distribution of the unknowns. Modifications are made in the Gibbs sampler to overcome the ambiguity problems inherent in seismic deconvolution. Simple averages of the random samples are used to approximate the minimum mean-squared error (MMSE) estimates of the unknowns. Numerical examples are given to demonstrate the performance of the method.
I. INTRODUCTION
N reflection seismology experiments (e.g., [16] ), a test I signal (or seismic source) is sent to probe the layered earth and the reflected signal (seismic trace) is recorded by a geophone or hydrophone at the surface. Geophysical structure of the earth is then investigated through an analysis of the reflectivity from deep layers of the earth. The true reflectivity, however, is not directly accessible; instead, the recorded signal is a smeared version of the reflectivity, caused by reverberations due to the surface layers. One of the important objectives in seismic data processing is to undo the effects of the degradation in order to recover the true reflectivity. This usually requires a certain deconvolution technique, since the received signal can be regarded as a convolution of the reflection sequence with an unknown seismic wavelet. As a common practice, the seismic wavelet is often modeled as a deterministic finite moving-average filter, while the reflectivity is assumed to be a sequence of random variables with scattered nonzero values (e.g., [16] ). In most of the available deconvolution techniques, the reflection sequence is further assumed to be white so that the random variables in the sequence are mutually independent (e.g., [ 141, [ 151) . Manuscnpt received August 16, 1994; revised July 25, 1995 . This work was supported in part by the NSF under Grant DMS-9301193 and by the ONR under Grant N00014-92-C-0019.
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Publisher Item Identifier S 0196-2892(96) 00997-7. To successfully recover the reflection sequence, it is crucial for the deconvolution algorithms to incorporate as much prior knowledge about the reflectivity as possible. Wiggins [ 181, for example, proposed a criterion that describes the "simplicity of appearance" of the reflection sequence, resulting in the well-known minimum entropy method (see also [2] and [4] ). Probabilistic models for the reflection sequence are also helpful, among which the Bernoulli-Gaussian white sequence model has been proved very successful (e.g., [lo] , [14] , [15] ,
In the Bernoulli-Gaussian white sequence model, the occurrence of nonzero values in the reflection sequence is governed by a Bernoulli law while the magnitude of nonzero values by an independent Gaussian distribution (e.g., [ 141, [ 151) . With suitable choice of parameters, the Bernoulli-Gaussian model can imitate the appearance of reflection sequences characterized by the sparseness of nonzero values. The problem, then, becomes that of simultaneous estimation of the seismic wavelet, the statistical parameters, and the reflection sequence. Since ambient noise is always present in the recorded signal, the statistical parameters to be estimated also include those that describe the probability distribution of the noise.
To estimate these unknown quantities, maximum likelihood (ML) approach has been shown to yield satisfactory results (e.g., [14] , [15] ); yet, to obtain the ML estimates numerically involves highly complicated iterative algorithms and detection schemes that can be quite computationally expensive (e.g., [9] , [ll] , [14] , [15] ). Besides, the convergence of these algorithms to desired solutions is not always guaranteed, depending on the choice of initial guess.
Under the Bernoulli-Gaussian white sequence model, the present paper deals with the deconvolution problem from a Bayesian point of view: The unknown quantities are treated as random variables with suitable prior distribution and inferences about the unknowns obtained on the basis of their posterior distribution. This approach is found to be able to incorporate nonminimum-phase wavelet and even colored reflection sequences into a unified framework and make effective use of prior information about the unknown quantities.
Instead of directly computing the Bayesian estimates, we employ a Monte Carlo procedure-the Gibbs sampler-to iteratively generate random samples from the joint posterior distribution of the unknowns. Bayesian estimators, such as the minimum mean-squared error (MMSE) estimator and the maximum aposteriori (MAP) estimator, of the unknown quan-1171).
0196-2892/96$05.00 0 1996 IEEE tities can be easily approximated using the random samples. For instance, to find the MMSE estimate of the reflection sequence, one simply calculates the average of the corresponding components in the sample, and thus avoids the burdensome computation of the conditional expectation of the reflection sequence given the recorded signal.
The Gibbs sampler has been applied with success to image restoration problems when the degradation filter and the statistical parameters of the signal and noise are known a priori (e.g., [7] ). Extensions to the cases of unknown degradation filters and statistical parameters have also been developed recently by Chen and Li [l] and Liu and Chen [13] for the deconvolution of discrete-valued input signals (see also [ 121) . Our experiment in this paper on simulated data further proves the suitability of the Gibbs sampler in seismic deconvolution.
The rest of the paper is organized as follows. Section 11 provides the mathematical formulation of the problem. Section 111 introduces the Bayesian approach and the prior distributions to be used. Then the joint posterior and conditional posterior distributions of the unknowns to be used in the Gibbs sampler are derived. Section IV briefly reviews the Gibbs sampler in general and details its implementation in our particular problem. Some simulation results are presented in Section V. It is clear that some information about the reflection sequence must be provided in order to distinguish it from the seismic wavelet. The Bernoulli-Gaussian white sequence model ([ 111, [ 141, [ 151) is one of the well-established models in this regard. The model assumes that {ut} is a white sequence whose common probability distribution is a mixture of Bernoulli and Gaussian distributions. In other words, the distribution of ut takes the form (2) where q E ( 0 , 1) is the probability that ut = 0. According to this model, the nonzero values of ut follow a Gaussian distribution with mean zero and a certain variance r2. Both rj and r2 are unknown in practice, and hence, to be estimated along with the reflection sequence from the observed data.
The seismic wavelet ( 4 % ) is a broad-band sequence often modeled as being deterministic with finite length (e.g., [SI, [14] , [15] ). The order q of the seismic wavelet is assumed to be available in the sequel. The causality assumption of {&}, i.e., the assumption that q5z = 0 for any i < 0, is not crucial since a noncausal wavelet of finite length [17] can be easily transformed into a causal one by index substitution (both i .
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and t). The scale ambiguity in {&}, however, is crucial to the existence of unique solution. In fact, since multiplying the q5z by any nonzero constant does not change the problem if the reflectivity is re-scaled accordingly, the deconvolution problem cannot be uniquely solved without imposing extra conditions that eliminate the ambiguity. To this end, we assume that the wavelet is normalized with qho = 1, although other conditions, such as the total power of the seismic wavelet, also help to achieve the same objective.
The ultimate goal of simultaneous wavelet estimation and deconvolution is to estimate {#z}, 7 , T', 2, as well as {ul, . . . , un}, solely on the basis of {XI, . . . , x n } . Clearly, there are more unknowns to be estimated than the observed data. This partially explains the difficulties that arise in the maximum likelihood method in seeking to maximize a function of such enormous dimension. The Bayesian approach, on the other hand, helps to ease the problem, especially when combined with Gibbs sampling.
III. THE BAYESIAN APPROACH
To deal with the aforementioned problem of simultaneous wavelet estimation and deconvolution, the Bayesian approach assumes that the unknown quantities are realizations of random variables governed by certain prior probability distributions.
This assumption is particularly reasonable for the seismic wavelet since the reverberations in the surface layers of the earth are indeed random in nature [14] . For other parameters, the imposed prior distributions simply reflect the degree of uncertainty of belief about the values of the parameters in a mathematical way that can be easily coped with by the Bayes theorem.
In the Bayesian paradigm, inferences about the unknowns are made by investigating their joint posterior probability distribution that reflects the gain of knowledge from the observed data toward the unknowns. Widely-used Bayesian point estimates include the conditional expectation, known as the minimum mean-squared error (MMSE) estimator, and the mode of the posterior distribution, known as the maximum a posteriori (MAP) estimator; the former minimizes the meansquared error criterion while the latter intends to provide the maximum certainty about the parameter in a way similar to the maximum likelihood principle.
A. Prior Distributions
A unique feature of Bayesian approach rests on its ability to incorporate prior information about unknown parameters in the form of prior probability distribution. A suitable choice of priors is essential not only to the accommodation of prior information but to the insurance of simplicity of the resulting posterior distributions as well. Roughly speaking, the priors should contain predetermined parameters that reflect the degree of uncertainty toward the unknowns. If no prior information is available, flat or "nearly" flat priors should be used. The prior distributions should also be simple enough so as to minimize the computational burden of the posterior distributions. Conjugate priors are commonly used for this purpose.
A conjugate family of prior distributions is closed under sampling, i.e., if the prior distribution is in the family, the posterior distribution given a sample will also be in the family, regardless of the observed values in the sample and the sample size. Hence, if a conjugate prior is used, the posterior distribution will have the same form with updated information reflected by a change in the parameters of the distribution. For example, the beta distribution is a conjugate family for samples from a Bernoulli distribution-when (binary) data are observed from a Bernoulli(@ distribution and , 9 follows a Beta(a, b) prior, the posterior distribution of 0 given the data will always be a beta distribution. If fact, the posterior distribution is Beta(a + X, b + Y ) , where X and Y are the numbers of 0's and l's, respectively, in the data set. For most commonly-used distribution families, a conjugate prior also ensures that the resulting MMSE estimator is consistent (e.g., [3] , p. 335). The MMSE estimator may be biased if the mean of the prior does not coincide with the parameter. However, as the sample size grows, the effect of the prior distribution fades away and the bias eventually vanishes.
Based on these principles, the following priors are employed in our problem of deconvolution and all of them are conjugate priors. Other choices are possible but may not lead to computationally tractable posteriors. . some unknown parameters. If r 2 is allowed to change with time, the problem becomes more complicated, though still solvable. The difficulty comes from the fact that the conditional posterior distribution of the parameters in r2 may not have a simple form and hence more sophisticated sampling procedures such as the rejection method have to be employed to generate random samples for these parameters. At this stage of development, stationarity of the data record is assumed. 3) Given q and r 2 , the reflection sequence {ut} is assumed to be i.i.d. (independent and identically distributed) with a common distribution of the form (2). For convenience, it is also assumed that ut = 0 with probability one for Typical graphs of the beta and inverted chi-square distributions with various parameters can be found in Figs. 1 and 2 , respectively. These graphs help to understand the impact of each parameter on the shape and center of the priors. Since the degree of uncertainty about the unknowns is controlled by these parameters, one is always advised to experiment with a few combinations of the parameter values until satisfactory results can be obtained.
B. Posterior Distributions
Equipped with these priors, one can easily derive the conditioizal posterior distributions for a later use in the Gibbs sampler. To this end, it is crucial to note that under the assumption that { e t } is Gaussian white noise the joint distribution of X := {zl, ..., xn}, CP, U := { u~-~, ..., un}, g2, and q takes the form of It is worthwhile to note that using standard routines one can easily generate random samples from these conditional posterior distributions. This turns out to be crucial to successful application of the Gibbs sampler to the deconvolution problem. We also remark that the proposed approach can be easily extended to handle colored Gaussian noise (e.g., a MA(q,) process). In this case, the probability density function
x(XI@, U, o', 7 ) in (3) needs slight modification (though still an exponential function) in order to incorporate the correlation structure of the noise. The other calculations are similar. For simplicity, however, we use the Gaussian white noise model in developing our algorithms.
IV. THE GIBSS SAMPLER
Because of its high complexity, direct inference from the joint posterior distribution of the unknown quantities in our problem is extremely difficult, if not impossible. The Gibbs sampler serves as a means to circumvent the difficulties.
Rather than pinpoint the optimal solutions, as many numerical optimization algorithms do, the Gibbs sampler generates a Markov chain of random samples whose equilibrium distribution coincides with the desired joint posterior distribution of the unknowns. It is mostly helpful when the joint posterior distribution is complicated while the conditional posterior distributions are simple. This is indeed the case in our problem.
A. A Generic Example
To be more specific, let us consider a generic example of making inference about three unknown variableshectors 21, 2 2 , and 23 from the data vector x. Suppose the joint posterior distribution of ( z 1 , z2, xg) given x is known to be p (z1, 2 2 , z31 x) . The objective of Gibbs sampling is to generate random samples of (21, 22, 2 3 ) In so doing, the Gibbs sampler produces a sample Markov chain { @ I , m , 2 2 , m , 23, m ) , m = 0 , 1, . . . } whose limiting (or equilibrium) distribution as m -+ 00 can be shown to agree with the desired posterior distribution p ( z 1 , 2 2 , 231 x) under some regularity conditions. For details, see [5] and [7] .
To ensure the convergence in practice, the first N samples saved samples, inference can be made about the unknowns.
For instance, the MMSE estimate of X I , namely E(z1I x ) , can be approximated by averaging X I , N +~ (or 21, ~+~l c ) for
B. Remarks on Implementation
In our problem of deconvolution, the Gibbs sampler is implemented by using the conditional posterior distribution in Section 111. To accelerate the convergence, the reflection sequence is "visited" five times more often than the other parameters due to the high correlation between successive samples of the reflection sequence.
It is also worth pointing out that even with the constraint 40 = 1 there are still possible ambiguities in the deconvolution problem, of which the shift ambiguity is especially prominent in some cases. For example, if the leading coefficients 40, . . . , (bk, (for some k < q with q5lc M l), are relatively small in the seismic wavelet, the Gibbs sampler may not be able to effectively distinguish the time-shifted model P Yt =
4$LJ + E t
J=O from the true model in (l), where 4; := qhJ+,+ for j = 0, 1 . + . , q (assuming q$ = 0 for j > q) and xi := X t -k for t = 0, 1 . . . , q . In such cases, the posterior distribution of the unknowns becomes approximately a mixture of several distributions-each corresponding to a possible time delay-that play the same role as local equilibrium in optimization problems. As a result, the convergence speed of the Gibbs sampler may be considerably decreased.
To overcome this problem, we employ the following constrained Gibbs sampler as reported in [ 11. Since in many cases the seismic wavelet has a unique maximum in absolute value, one can impose a constraint so that the largest Gaussian distribution is to use the rejection method, i.e., when a sample is drawn from the unconstrained distribution (4), it is checked to see if the constraint is satisfied; if not, the sample is rejected and a new sample is generated. This procedure continues until a sample that satisfies the constraint is obtained. One can also restart the Gibbs sampler when it takes too long (e.g., 1000 runs) for the rejection method to generate a desired sample. In this case, it seems plausible to start with the last rejected @ and shift it forward or backward (with l " l e s r(@)
vacancies filled by zeros) so that the resulting wavelet satisfies the constraint.
V. SIMULATION RESULTS
Some simulations are carried out to test the proposed method. The true seismic wavelet {4%, z = 1, . . . , 40) is assumed to be of the form 4z := 4,*/&, where
The reflection sequence {ut} is generated from a Bernoulli-Gaussian distribution (2) for t = 1, . . . , 2000, where { e t } is Gaussian white noise with zero mean and unit variance u2 = 1. Fig. 3(a) shows the observed signals for the case of SNR = 26 dB; Fig. 3(b) is the reflection sequence recovered on the basis of the MMSE criterion with the dots representing the true reflectivity; and Fig. 3(c) shows the MMSE estimate for the seismic wavelet along with the true wavelet. Figures 4 and 5 are organized in a similar way. In each of the cases, the Gibbs sampler is carried out with 4000 iterations and the last 1000 samples are averaged to obtain the MMSE estimates. Note that checking for convergence in the Gibbs sampler is in general an open problem to be tackled with rigorous methods. Most of the time, the convergence depends on the specific problem to which the Gibbs sampler is applied, although several methods have been proposed recently for checking the convergence in general situations (e.g., [6]). One of the methods proposes to generate multiple sequences and to compare these sequences using some summary statistics in order to determine whether the Gibbs sampler has converged. This, however, requires additional computing time and memory. In our example, experiments show that 4000 iterations are enough for convergence.
In the above simulation, we assume that the location of the largest value of the seismic wavelet is known a priori in order to remove the shift ambiguities in the deconvolution problem. The prior distribution for 41 is assumed to be multivariate normal with mean zero and a diagonal covariance matrix with 100 as diagonal elements, namely = 0 and Co = 1001. The prior distribution for 7 is assumed to be Beta(50, lo), Le., a = 50 and b = 10. The order q of the seismic wavelet and the variance r2 of the reflectivity are assumed to be known and the corresponding true values are ured in the Gibbs sampler. The prior distribution for u2 is assumed to be ~~' ( 2 , 0.3), Le., we take v = 2 and X = 0.3. The initial values in the Gibbs sampler are taken to be o2 = 1, ut = 0, for t = 1, . . . , 2000, and 7 = 0.9.
As seen from these results, the proposed method is able to recover the reflectivity almost perfectly when the signalto-noise ratio is high or moderate. For S N R as low as 4 dB, the method still provides satisfactory estimates for most of the reflection coefficients, especially for those with large values, although the performance generally deteriorates with the decrease of SNR.
The computing time of the proposed procedure is minimum due to the fact that all the conditional posterior distributions from which we generate random samples are very simple so that the random number generation can be done rather rapidly. The 5000 iterations in the above example took less than one minute to complete on a Sun SPARClO workstation. More careful implementation of the method may help to further increase the speed.
VI. CONCLUDING REMARKS
In this paper, we presented a new method for the simultaneous wavelet estimation and deconvolution of reflection seismic signals. The method employs the celebrated Bernoulli-Gaussian white sequence model for the reflectivity. In addition to the reflectivity sequence and the wavelet, statistical parameters in the reflectivity and the noise models are also estimated from the data under a Bayesian framework. The minimum mean-squared error (MMSE) estimators of these unknowns are calculated using a Monte Carlo technique called the Gibbs sampler. Numerical experiments on simulated data have shown that the method is able to provide rather precise estimates even under low signal-to-noise ratios. Further research should extend this method to other reflectivity models (e.g., [14] , [15] ) and to multichannel seismic signals (e.g., [lo] ).
