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Chapter 0
Prologue
One’s ideas must be as broad as Nature if they are to interpret Nature.
- Sir Arthur Conan Doyle in “A Study in Scarlet”
In one of his lectures Francis Crick has remarked the following:1
“...The ultimate aim of the modern movement in biology is in fact to explain
all biology in terms of physics and chemistry. There is a very good reason
for this. Since the revolution in physics in the mid-twenties, we have
had a sound theoretical basis for chemistry and the relevant parts of
physics. This is not to be so presumptuous as to say that our knowledge is
absolutely complete. Nevertheless quantum mechanics, together with our
empirical knowledge of chemistry, appears to provide us with a foundation
of certainty on which to build biology. In just the same way Newtonian
mechanics, even though we know that it is only a first approximation,
provides a foundation for, say, mechanical engineering...”
During the last decades modern biology has indeed evolved from just a taxonomical
listing to the genomic era. Various attempts have been made to make it possible to solve
the complex biological problems with the help of expertise from other branches of science
like physics, chemistry or statistics. As a result, branches like biophysics, biochemistry or
recently bioinformatics have emerged and a plethora of knowledge from ‘live molecules’
has been unleashed in front of us. We can ‘see’ tiny cells or even a single molecule,
solve its structural puzzles/determinants or see the relationship with the whole genome
xi
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of the species. Modern day molecular biology thus attempts to resolve the mechanism
of biological complexity at a molecular level with the help of all these techniques.
X-ray crystallography, Nuclear Magnetic Resonance (NMR) Spectroscopy2 or mod-
ern techniques like x-ray free electron lasers (xFEL), cryoelectron tomography3 now
routinely provide a static picture of bio-molecules for example, the structure of a folded
protein. Monitoring dynamical properties of the molecules at the atomic level however,
is not trivial and has become possible only recently with advanced experimental tech-
niques like fluorescence spectroscopy,4,5 single molecule atomic-force microscopy (AFM)
combined with either optical or magnetic tweezers,3,6 NMR relaxation measurements.7
However, these techniques yet are not able to directly provide an atomistic picture of
protein dynamics in situ with sufficient time resolution.
Computer simulation techniques have been developed to bridge this gap. Computers
have been used to solve scientific problems from as early as the 1950s. With the advent
of very powerful computers, numerical simulations have now become a very important
tool in research both to bridge the gap between theory and experiments as well as to
be a predictive method for the process of interest. A major advantage of computer
simulations over the experimental techniques is that it allows to ‘see’ the process as
it happens at atomic detail at any desired time resolution. At the same time, such
simulations are obviously only as accurate as the employed molecular methods, and
additionally rely on sufficient sampling of the relevant conformational space. There is
a number of different approaches in employing molecular simulations as can be seen
from Fig. 1, and the type of simulation is usually chosen depending upon the question
of interest. Molecular dynamics (MD) simulations are widely used to investigate the
processes occurring on timescales from femtosecond to microsecond. It is this technique
which we use throughout the present work.
Since the first application of MD to a small protein in vacuum, now more than 25 years
ago, advances in computer power, algorithmic developments, and improvements in the
accuracy of the used interaction function (force fields, see Sec. 1.1.1) have established MD
as an important and predictive technique to study dynamic processes of biomolecules at
atomic resolution. Because of the inherent complexity of biomolecules, MD is still limited
in time and size scale (Fig. 1). However, if the system under investigation is chosen
carefully, MD has shown to be quite powerful to investigate many different processes.
The examples include the reversible folding of peptides,10 or large scale conformational
changes in ATPase11 or chaperones.12 Such dynamical structural changes are results of
the exploration of these molecules in their high-dimensional free energy landscape, and
these explorations are often required to fulfil their diverse functions.13 In terms of such
an energy landscape, the kinetics and molecular mechanism as the function requires is
thus governed by the energy barriers, valleys and plateaus along the pathways. Since the
molecular dynamics approach provides the possibility to probe such energy landscapes,
it has become a very important technique for studying structure-function relationship
of biomolecules.
We have taken this approach of biomolecular dynamics simulations to probe the
xii
0.1 Scope of the thesis
Figure 1: Scheme of the size of the simulation system, computational expense and time scales ac-
cessible by different simulation techniques: QS- Quantum simulations, MD- Molecular dynamics,
BD- Brownian dynamics and HD-Hydrodynamics/Fluid dynamics. Quantum mechanical meth-
ods are accurate but can be applied for only very small systems and for ultrafast processes, while
as the system size becomes larger and the timescales of interest increase more and more approx-
imations are needed. The highlighted area near MD (at the ns timescale) shows the timescales
and processes accessible by molecular dynamics simulations with todays computer power. The
circles show the longest (≈ 1µs) and the biggest (N > 5x109, L≈ 0.4µm) molecular dynamics
simulations (until 2000) by Duan & Kollman8 and Roth9 respectively.
atomistic details of a property known as processivity, which is an inherently dynamical
property of a certain class of enzymes. In the next two sections, the details on this study
and the procedures employed in the present work are outlined briefly.
0.1 Scope of the thesis
As the title already suggests, the main aim of this thesis is to elucidate the molecular
mechanism of the processivity by studying a prototypic example of a particular bacte-
rial hyaluronidase from the plethora of other processive enzymes. From the variety of
methods of simulations available as discussed before, we deploy the molecular dynamics
(MD) approach to tackle this problem at atomistic detail. The question of processivity
of bacterial hyaluronidases can be seen from two different perspectives, and we hope
to answer both sides in the thesis as it develops. First, the processivity mechanism is
observed throughout nature and hence trying to address this issue at the molecular level
is of general biophysical/biochemical importance. Secondly, Streptococcus Pneumoniae
xiii
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hyaluronate lyase (SpnHyal), the prototypic enzyme we study here, is itself one of the
important virulence factors14 and has great physiological/medical importance. Thus, by
studying this system, we hope to achieve knowledge about the fundamental molecular
mechanism in a specific subsystem as well as an overview of the processivity mechanism
in general.
Processive enzymes and their biophysical relevance
The processivity of an enzyme can be defined as the number of rounds of catalysis
that can be performed before the enzyme dissociates from the substrate.15 Processiv-
ity plays an important role throughout nature and is exploited by many enzymes that
synthesise, degrade or modify biopolymers. Processive enzymes presumably enhance
their efficiency by remaining attached to their polymeric substrates between multiple
rounds of catalysis. Accordingly it is generally assumed that after one round of catal-
ysis, the substrate slides through the enzyme to the next round of catalysis. To date
many enzymes are shown to be processive such as a very highly processive enzyme
λ−exonuclease which has a closed toroidal structure that degrades double-stranded
DNA (dsDNA) into a single-stranded DNA (ssDNA)16 or a recently solved phospho-
mannomutase/phosphoglucomutase (PMM/PGM),17 which can utilise either glucose or
mannose-based phospho-sugars as substrates. Structural studies have provided first
hints on the mechanism of processivity for several proteins.18 However, atomic details
of particularly the substrate sliding phase between subsequent rounds of catalysis, re-
main largely unknown. The knowledge of this phase would prove important not only
to gain structural insight into the molecular mechanism of these processive enzymes
but also from a energetic or bioengineering point of view, for example to engineer a
processive enzyme mimic.19
Molecular mechanism of sugar degradation by hyaluronidases
In the following work, we try to probe the question of processivity mechanism by
elucidating the microscopic mechanism of processivity of Streptococcus Pneumoniae
hyaluronate lyase (SpnHyal), which primarily degrades hyaluronan polymers (HA).
Atomistic knowledge of the processive degradation of HA by SpnHyal that may be ob-
tained with the present study has its own fundamental physiological importance. These
lyases (Hyals) are an important class of polysaccharide degrading lyases and also have
many applications in the medical field. Also, hyaluronan (HA) itself, the polysaccharide
that these lyases degrade, has a very important physiological and medical role.
Recently, high-resolution structures of hyaluronate lyase from two different species
(Streptococcus Pneumoniae and Streptococcus Agalactaie) were solved, both of the apo
form of the enzymes, as well as in complex with substrate and product.20–23 These struc-
tures of HA di–, tetra– and hexasaccharides from the Jedrzejas laboratory are also the
first structures of HA bound to biological enzymes. In addition, recently there is also a
structure of bee venom hyaluronidase (BVH, currently the best 3D model of mammalian
xiv
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Figure 2: A typical SpnHyal-HA MD simulation system studied in the thesis. Surface represen-
tation of SpnHyal with HA inside the cleft (in space filling representation) is shown. The grey
lines represent the water molecules as an explicit solvent surrounding the system. The cleft of
the protein where the degradation of HA occurs processively has a partially closed shape with
room enough for three disaccharide units (or six rings) of the HA. Several free and enforced
simulations are performed to investigate the mechanism of translocation of the HA through this
cleft.
Hyals) even in complex with HA tetrasaccharide (pdb code: 1FCV (complex with HA)
and native enzyme 1FCQ, 1FCU).24 As these studies only provide state snapshots of the
enzyme and enzyme-substrate complex, it is becoming increasingly interesting to know
the dynamics of Hyals in their native state as well as in complex with HA substrate.
Also it is interesting to compare the structure and dynamics of the HA oligomers under
physiological conditions and in complex with Hyal enzymes.
We employ molecular dynamics (MD) simulations with the aim to study one full
processive cycle of the SpnHyal-HA system (see Fig. 2), including the substrate translo-
cation by one disaccharide unit. A particular focus is on the question of how the enzyme
can provide on one hand strong, specific binding during catalysis and on the other hand
weak, unspecific binding during the substrate sliding phase. The project involves a close
collaboration with group of Dr. Mark Jedrzejas, an expert in biochemistry and x-ray
structural analysis of hyaluronate lyase, who provided experimental validation of and
feedback to the simulation results.
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0.2 Outline of the thesis
This thesis aims at contributing to the understanding of functional aspects of SpnHyal-
HA system at the atomic level. Molecular dynamics simulations of both ‘free’ and ‘en-
forced’ are employed to understand the interplay between the protein dynamics and
the sugar translocation. Also the dynamics of hyaluronan oligomers at sub-microsecond
timescale is studied. The biological background and the questions for each of the studies
is addressed in detail in the introductory section of the corresponding chapters (Chap-
ter 3 through Chapter 6). The thesis is structured as follows:
Chapter 1 — Theory and Methods
Protein dynamics simulations aim at answering specific questions concerning the
molecular mechanism and driving forces of the protein transition of interest. They
thereby significantly contribute to the understanding of functional motions, a prerequi-
site for their systematic modification by means of genetic engineering, active compounds,
or other means. Molecular dynamics (MD) simulations are widely used to monitor pro-
tein motion on up to microsecond time scales nowadays. The method describes the
dynamics of a molecular system by numerically integrating the Newtonian equations
for the respective atoms in the system. The simulations themselves give coordinates
and velocities (and energies) of every atom in the system at each timestep and these
are analysed afterwards with techniques like Principal Component Analysis (PCA), a
method which we use throughout the thesis. The MD method and PCA along with
other details are described in Chapter 1.
Chapter 2 — Processivity and Hyaluronidases
Processive enzymes are found throughout nature and many enzymes have been cat-
egorised so far as processive enzymes. Chapter 2 gives a brief introduction about what
processivity is and what is known about processive enzymes. The prototypic enzyme
SpnHyal that we have studied in the present work is also described in detail. The phys-
iological and medical relevance of this enzyme are also sketched. Further insights into
the putative mechanism of the processive degradation of the polysaccharide hyaluronan
(HA) was obtained by the high-resolution x-ray structures solved in the laboratory of
Dr. Jedrzejas. The structures from two different strains showed different structural
arrangements giving the first hints that conformational changes of the protein are in-
volved in the mechanism. The structural background of the SpnHyal-HA system and
the putative role of protein dynamics as investigated by CONCOORD simulations22,23
are sketched in this chapter.
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Chapter 3 — Hyaluronan: Structure and Dynamics
The polysaccharide hyaluronan that is processively degraded by SpnHyal has been
widely studied in recent years. Due to its high biocompatibility and its common presence
in the extracellular matrix of tissues, hyaluronan is gaining popularity as a biomaterial
scaffold in tissue engineering research. Its viscoelastic properties primarily make it a very
important component in medical use such as in eye surgery (i.e. corneal transplantation,
cataract surgery, glaucoma surgery and surgery to repair retinal detachment), treatment
in osteoarthritis, cosmetic surgeries and as a tumour marker for prostate and breast
cancer. Our studies with HA started primarily with a question of which set of atomic
parameters (force field) is appropriate for the simulation studies of this sugar. MD
simulations of HA in aqueous solution with different force fields were carried out and
the suitable force field was chosen by comparing the simulation data with the available
experimental data. These simulations and the choice of the force field are sketched in
detail in this chapter.
Chapter 4 & 5 — Flexibility of SpnHyals: Part I & II
The functional roles of proteins are often correlated with their structural changes or
their dynamics, and this coupling between the dynamics and function is now a well es-
tablished theoretical concept.25 In Chapter 4, we sketch the conformational changes at
the active site of the protein that were observed for the first time using a MD approach.
The first three principal modes of flexibility of the protein showed drastic differences for
the apo (in the absence of the sugar) and the holo (in the presence of the sugar) con-
figurations. Two newly solved structures were found to confirm this finding, suggesting
that the protein actively takes part in processivity and does not just provide the infras-
tructural framework. In Chapter 5 we sketch the details on several ‘free’ simulations
where we investigated these domain motions in detail with various lengths of HA inside
the cleft and at different configurations. All the simulations were investigated for any
spontaneous processivity. The structural, conformational and energetic differences be-
tween the two sets of simulations, one involving HA in the catalytic phase and the other
in the processive phase were investigated to gain insights into the substrate binding and
processivity mechanism.
Chapter 6 — Enforced MD simulations of the SpnHyal-HA system
The ‘free’ simulations from Chapter 4 and 5 indicated that the processivity may occur
at longer timescales than previously assumed, since even within ∼ 100 ns of simulations,
a spontaneous processivity was not observed with the translocation of a complete dis-
accharide unit. This indicated, at first, a strong energy barrier of at least ∼ 20 − 30
kJ/mol∗ for the process to be crossed. So, as a next step, we performed enforced or
‘biased’ simulations on the SpnHyal-HA system in which we forcefully translocated the
∗when Kramer’s rate theory is applied
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sugar along an assumed processive pathway. A number of MD simulation techniques
have been developed that allow to enforce the system to undergo the transition of inter-
est along a defined pathway.26–33 Again, the method of choice depends on the questions
to be answered regarding the functional motion under investigation. By means of a set
of advanced MD simulation methods, this chapter addresses the question of the sugar
translocation inside the cleft. First, elevated temperature simulations, force-induced
sugar ‘pulling’, and Essential dynamics simulations were used to enforce and study the
translocation phase i.e. the sliding of the substrate through the cleft along the appropri-
ate (putative) reaction coordinate. Secondly, Essential Dynamics and umbrella sampling
techniques were used to probe the free energy profile for the sugar on this pathway of the
sliding phase. From these studies new insight about the energy barriers for the putative
pathway of the sugar in sliding phase has been obtained.
Chapter 7 — Epilogue
Finally in Chapter 7, we summarise all the results from these studies. The general
mechanism underlying the processive nature of the enzyme and the interplay between
protein and sugar dynamics are discussed.
As stated before, the study of SpnHyal-HA system is a prototype case for processive
enzymes in general. It is hoped that the results obtained from these investigations shall
add to the bigger picture of processivity mechanism in general.
xviii
Chapter 1
Theory and Methods
All models are false but some models are useful.
- George E. P. Box
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Summary
This chapter presents the theoretical basis of the thesis. The details on the particular
methods and simulation setup used for different biological systems studied in the present
work are given in the respective chapters (Chapter 3 to 6). After a brief introduction, the
principles of the molecular dynamics (MD) simulation method, the principal simulation
tool used in this work (Sec. 1.1) are discussed. In Sec. 1.2, the conditions for the MD
simulations and the methods used in the present work are discussed. Finally, analysis
methods such as Principal Component Analysis (PCA) that are used throughout the
present work are described in Sec. 1.3.
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1.1 Molecular Dynamics simulations - Principle
When it all began...
Newton’s Principia Mathematica34 changed the whole perspective of man’s quest
for understanding the universe, making mathematical physics accepted as a reliable
and powerful tool for describing nature. The famous three laws of motion accurately
predicted the motions of objects spanning an enormous range of scales — from tra-
jectories of terrestrial projectiles to those of planets, including the legendary windfall
apple. These laws worked so well that they were believed to be universal laws for more
than two centuries, after which a second revolution in scientific history took place. It
was the beginning of the twentieth century, also known as the ‘golden period’,35 when
classical Newtonian mechanics was found to be inadequate to explain the phenomena
on the atomic scale, and the theory of ‘Quantum Mechanics’ 36,37 was born. Despite the
philosophical questions of interpretation38 which arise from this new theory, it is hard
to question the astounding accuracy with which quantum mechanics describes the world
around us. Today there is little doubt, that quantum theory applied to electrons and
atomic nuclei forms the basis for almost all of physics, chemistry and biology.
Unfortunately, such equations of motion become too complicated to solve analytically
for all but the simplest (and hence most trivial) of systems. For describing phenomena
of relevance to the larger systems one has to solve these equations approximately by
modelling the process of interest computationally. Here again, with the increasing size
of the system to be studied, it becomes more and more difficult to obtain the quantum
mechanical solution even numerically, and one typically focuses on (sometimes ad hoc)
approximations to these equations to capture the essential energetics of the problem
of interest. Most of the biologically relevant systems fall into this category and hence
faster but approximate methods to deal with them have been developed rapidly during
the last decades.39 For example, a systematic reduction of the full quantum mechanical
description of a system has been carried out to obtain a more conceptually and compu-
tationally managable set of equations which can be applied to large biological systems
like proteins. As the method obtained that way forms the working horse used through-
out the present work, this method and its principal approximations are discussed in this
chapter. We then briefly discuss the basic information that is obtained by solving these
equations, but our main focus, to be covered in later sections, is the numerical frame-
work to solve the equations of motions describing the molecular dynamics of proteins,
i.e. the structure and energetics of proteins at atomic detail as they evolve with time.
1.1 Molecular Dynamics simulations - Principle
This section describes the theoretical framework for the molecular dynamics (MD)
simulations. The exhaustive description of the MD-method can be found in recent re-
views40–43 and many textbooks.39,44–47 Here we just briefly outline the principles and
approximations on which the MD simulations are based. As discussed in the intro-
duction, an appropriate simulation technique is generally chosen depending upon the
phenomenon of interest. A typical protein consists of tens to hundreds of amino acid
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residues, amounting to systems of thousands of atoms. It presents dynamics from bond
vibrations at the femtosecond timescale to large-scale conformational changes occurring
within microseconds or even slower. The MD simulation method efficiently describes
the dynamics of highly complex structures of biomolecules, and yet gives a reasonably
accurate description of the phenomena within a large timescale window, spanning sub-
picoseconds to microseconds, at atomic detail. In the present work we therefore use MD
to study large conformational changes and protein-ligand interactions in the SpnHyal-
HA system occurring at sub-microsecond timescale.
1.1.1 From Schro¨dinger equation to Molecular Dynamics
The observable properties of all forms of matter are determined completely by quan-
tum mechanics from solutions of the time-dependent many-body Schro¨dinger equation
(we stick to the non-relativistic description here),
Hψ = i}
∂ψ
∂t
, (1.1)
with H denoting the Hamiltonian, the sum of potential and kinetic energy; ψ the wave
function; and } = h/2pi with h the Planck’s constant. The wave function comprises all
the particles of the system, i. e. is a function of the coordinates and momenta of both,
nuclei and electrons.
This equation includes all the equilibrium properties and nonequilibrium, or response
properties. Equilibrium properties encompass all thermodynamic properties, including
the equations of state and phase diagrams, and quantities such as specific heat and
compressibility. Nonequilibrium properties include responses to various perturbations,
such as mechanical impulses, which determine transport and mechanical properties of
materials. However, Eqn.1.1, even for small systems of more than approximately ten
atoms, is computationally prohibitive with current state of the art computers. To be
able to describe larger systems, like a protein in its solvent environment, the following
three approximations are necessary.
Approximation I: Born-Oppenheimer
The first approximation is based on the fact, that due to the much lower mass and
consequently much higher velocity of electrons as compared to nuclei, electrons can be
assumed to instantaneously follow the motions of the nuclei. Therefore, the electronic
degrees of freedom can be separated from the nuclear degrees of freedom. This approxi-
mation, is called“Born-Oppenheimer approximation”.48–50 Thus, the total wave function
ψ can now be separated into the nucleic wave function ψN and electronic wave function
ψe,
ψ(R, r) = ψN (R)ψe(R, r), (1.2)
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where the electronic wave function depends only on the positions, not on the velocities,
of the nuclei; and the resulting time-independent Schro¨dinger equation for the electrons
can then be solved for fixed nuclei positions to obtain the electronic energy,
Heψe (R, r) = Ee (R)ψe (R, r) (1.3)
where the electron Hamilton operator
He = Te + VNN + VNe + Vee (1.4)
is the sum of respective nuclei (N) and electron (e) interactions V , and the kinetic
contributions Te. The fact that the positions of the nuclei enter only parametrically
also means that the nuclei now move in an effective potential, given by the ground
state energy Ee (R) of Eqn.1.3, which describes the influence of the electron dynamics
on the nuclei motion. The motion of the nuclei itself thus follows the time-dependent
Schro¨dinger equation
i}
∂ψN (R, t)
∂t
= (TN + Ee (R))ψN (R, t) . (1.5)
This approximation has been shown to hold to a high level of accuracy.51–53
Approximation II: Classical description of nuclear dynamics
Because of their large size, the solution of the nuclear time-dependent Schro¨dinger
equation (Eqn.1.5) is still a prohibitive task, for proteins. As a second approximation,
therefore, the dynamics of the nuclei are described by the classical equivalent to it, i.e.
Eqn.1.5 is replaced by the Newtonian equations of motion for classical point masses,
mi
d2Ri (t)
dt2
= −∇iEe (R1, . . . , RN ) , i = 1, . . . , N
= − dV
dRi
, (1.6)
where Ri and mi are the coordinates and the mass of atom i and V is the potential
energy of the system as a function of all atomic coordinates Ri. Eqn.1.6 is just another
form of Newton’s second law,
Fi = miai, (1.7)
The force Fi acting on atom i at position Ri gives its acceleration ai. This allows
computation of the displacement of atom i within a given time step ∆t by integrating
the equation to yield a change in velocity, which, in turn yields the displacement. The
verlet algorithm54 or equivalent is typically applied for the efficient numerical integration
of Newton’s equations of motion.
The classical description mentioned above is appropriate for non-bonded heavy atoms
at room temperature. Quantum mechanical effects of nuclei motions, such as the tun-
nelling of hydrogen atoms55–57 and the superfluidity of liquid helium,58,59 become pro-
nounced for light atoms or at low temperatures or also for heavy atoms, at room temper-
ature, when invloving covalent or hydrogen bonds. For this classical approximation to
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Type of vibration τ [fs]
bond stretching 10-24
bond angle bending 20-40
libration of water molecules 50-80
hydrogen bond stretching 170-700
Table 1.1: Typical vibration periods in molecules and hydrogen-bonded liquid. Compare
h/kT = 170 fs at 300 K.
be valid, the thermal energy, therefore, has to be distinctly larger than the energy gaps
between neighboring quantum states of the system. For the harmonic oscillator, as an ex-
ample, this requirement means that the classical description is valid if kB T  ∆E = hω
(kB: Boltzmann constant; T : temperature; ∆E: energy difference between neighbored
states; h: Planck constant; ω: vibrational frequency). At physiological temperatures
(300 K), this condition is fulfilled for vibration periods τ  160fs. From Table 1.1 it
can be seen that, bond stretching and bond angle bending modes, as well as librations of
water molecules∗ involve shorter vibration periods and, hence, are beyond the classical
limits.60 The conformational motions of interest in the present work, however, occur on
picosecond61 or longer timescales and can therefore be described well within classical
mechanics framework.
Using the Born-Oppenheimer approximation and a classical description of nuclei
dynamics allows to describe systems of several hundred atoms on timescales of about
10 ps.62 The large number of electrons in proteins still prohibits to solve the time-
independent Schro¨dinger equation for the electrons. Therefore studies like the present
one require a further approximation, in which the potential energy of the whole system
is calculated classically, on the basis of a simple ‘empirical’ model for atoms connected
via bonds.
Approximation III: Molecular Mechanics
In the Born-Oppenheimer approximation the nucleic coordinates enter only as pa-
rameters and move in an effective potential Ee(R1, . . . , RN ) of Eqn.1.6. In studies as the
present one, where no chemical reactions are involved, this effective potential can there-
fore be approximated by a semi-empirical function, or “force field”. The development
of a force field is a major field of computational chemistry.63 Here we just outline the
principles behind it. The new potential energy as a function of the atomic coordinates
approximately describes all bonded and non-bonded interactions. In bonded interac-
tions covalent forces caused by the change in length of a chemical bond, Vb (Fig. 1.1 A);
the bending of an angle between two bonds Va(B); the out-of-plane deflection of planar
∗rotational vibrations whose frequency is determined by the moment of inertia of a water molecule
and forces working on this mode, which are mainly due to hydrogen bonds.
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Figure 1.1: Scheme to illustrate the force field terms. The forms of the potentials used for each
of the terms in a typical mechanical force field are shown in the upper panel. The lower panel
shows these interactions by means of the example of the HA with protein side chains. Black
arrows show the corresponding bonded and non-bonded interactions - A: Vbond, bond-stretching
potential; B: VAngle, angle-bending potential; C: Vdih dihedral (out-of-plane) potential. E: Vcoul;
Coulomb potential, F: VLJ, Lennard-Jones potential.
groups, Vimp (C); and the torsion of bonds (D),Vdih; are described, and the associ-
ated potentials are chosen as harmonic(A-C) or periodic (D), respectively. Non-covalent
interactions are: non-polar van der Waals interactions Vvdw(E) and the electrostatic in-
teractions between partial and formal charges of the atoms, Vcoul (F). In van der Waals
interactions, a Lennard-Jones64,65 potential (E) collectively models the short-range re-
pulsion (preventing atoms from penetrating each other) and induced dipole attraction
(dispersion) between two atoms. The total potential is the sum of all these individual
interaction terms, and is given by
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V (R) = Vb + Va + Vimp + Vdih + Vvdw + Vcoul
=
∑
bonds
ki
2
(bi − bi,0)2
+
∑
angles
ki
2
(θi − θi,0)2 +
∑
extraplanar
angles
ki
2
(ζi − ζi,0)2
+
∑
dihedrals
Vn
2
(1 + cos (nφ− δ))
+
∑
atoms
i
∑
atoms
j>i
4ij
[(
σij
rij
)12
−
(
σij
rij
)6]
+
qiqj
4pirij
, (1.8)
Here the force field parameters for bonded interactions are the equilibrium bond length
bi,0 and angle θi,0, the respective force constants ki, and the multiplicity n, the energy
height Vn and the phase δ of the dihedral. Non-bonded interactions are parametrised in
terms of partial charges qi for Coulombic interactions, and the parameters ij and σij ,
defining the depth and position of the Lennard-Jones potential. These parameters are
derived by fitting data to experimental thermodynamic or structural data such as crystal
structure, infrared spectra, free energies of solvation etc., combined with high level ab
initio (quantum) calculations in a self-consistent manner.43,44 In the case of proteins,
such parametrisation is typically carried out for small simple molecules, like amino acid
analogs and short peptides, which can be regarded as the elementary building blocks of
large proteins.
A series of different force fields have been developed (CHARMM,66 GROMOS,67
AMBER,68 OPLS,69,70 JUMNA,71 SPASIBA,72 CFF,73 PFF01,74 MM375 etc.), which
differ in the type of described molecules for which they are optimised, the number of
considered degrees of freedom, the methodology of optimisation and the exact formula-
tion of some of the energy terms in Eqn. 1.8. In the present work, the OPLS-AA69,70
force field is used for both the protein Hyal and the polysaccharide HA, with a small
modification in the HA parameters76 (see also Appendix B for the complete set of pa-
rameters file and Sec. 3.2 of Chapter 3 for the details on the parameter choice of the
sugar). The OPLS-AA force field has been developed and refined for proteins by quan-
tum mechanical calculations of small chemical entities, and treats all atoms explicitly. It
has become one of the popular force fields for the simulation of protein dynamics and is
under constant development.77 It has been applied here with the TIP4P water model∗
in conjuction with which this force field has been optimised.78
In the present work, the applied force field describes the potential energy of proteins
for the simulation of protein dynamics. Since molecular mechanical force fields do not
∗A great web-resource on the water structure and models can be found at:
http://www.lsbu.ac.uk/water/
8
1.2 MD simulations in practice
consider the change of the electronic wave function with respect to the nuclei, they do
not treat quantum effects, such as polarisation, chemical reactions, or electronic excited
states, explicitly. Nevertheless, the modern force fields implicitly incorporate quantum
effects like polarisation and excited state properties to some extent.79 This demonstrates
the usefulness, and, at the same time, the limit of today’s empirical force fields.80 It is
thus crucially important to validate and complement MD simulations by experiments
wherever possible, as is also consistently carried out throughout this thesis.
1.2 MD simulations in practice
In the previous section we saw how the exact quantum mechanical description of large
biological systems can be reduced to the set of force-field based Newtonian equations
of motion. All the simulations carried out in this work were performed using such a
framework as implemented in the GROMACS software package.81–83 The algorithms
and other methods used by this software in a typical MD simulation study and the ones
used in the present work will be introduced in the following subsections: In Sec. 1.2.1
the leap-frog algorithm,84–86 an efficient algorithm used for the numerical integration of
the equations of motion (Eqn.1.6) is described. In Sec. 1.2.2 various ways to account for
the solvent environment are discussed and the choice of the atomistic model is justified.
The chosen boundary conditions and the conditions to generate an isothermal/isobaric
ensemble are discussed in Sec. 1.2.3 and Sec. 1.2.4 respectively. Sec. 1.2.5 sketches
some of the techniques used to improve the efficiency of MD calculations. Finally, MD
simulations usually imply a minimisation and equilibration phase, the relevance of which
is explained in Sec. 1.2.6.
1.2.1 Integration method and time step
A prerequisite for describing the dynamics of a molecule by means of the Newtonian
equations of motion is a proper initial structure and initial atomic velocities. Struc-
tures with an atomic resolution are usually obtained from x-ray crystallography or nu-
clear magnetic resonance (NMR) spectroscopy.3 Protein structures can be found in
the Brookhaven Protein Data Bank,87,88 which contains, up to now, more than 40, 000
structures. Small simple molecules can be built using molecule editors (QUANTA, in-
sightII,89 Molmol90 etc.). The initial atomic velocities are generated at the start of the
MD simulation, Maxwell distributed according to the appropriate temperature.
Based on these initial conditions, Newton’s equations of motion (Eqn.1.6) are nu-
merically solved iteratively in small time steps, ∆t. There are many algorithms present
(like Verlet,54 Verlet-Sto¨rmer,91 velocity-verlet,92 Beeman,93 Runge-Kutta,94,95 leap-
frog84–86) to perform this integration (For more detailed discussions about the integrator
methods see45,47,96–98). In the present work, the numerically stable leap-frog∗ algorithm
∗Notably, an interesting description of the leap-frog algorithm can be found in“The Feynman Lectures
on Physics”, Vol.1, Chapter 9. see ref.99
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is employed,60 which is of the second order in ∆t and the advantage of this method is that
the expensive force calculation is done only once per integration step. The algorithm
calculates positions r at time t and velocities v at time t− ∆t2 ,
v
(
t+
∆t
2
)
= v
(
t− ∆t
2
)
+
F (t)
m
∆t
r (t+∆t) = r (t) + v
(
t+
∆t
2
)
∆t . (1.9)
The integration time step, ∆t in Eqn.1.9 has to be chosen such that it is small (typically
about a factor of ten smaller) in comparison to the fastest motions of the systems to
ensure stable and accurate integration. As mentioned in Sec. 1.1.1, since hydrogen-bond
vibrations occur within several femtoseconds (Table 1.1) this restricts the time step to
∼1 fs. To perform faster calculations for large system larger time steps can be used by
using algorithms that constrain bond lengths, (see Sec. 1.2.5). MD simulations presented
in this work apply the LINCS algorithm, allowing a time step of 2 fs.100 The discretised
equations of motion (Eqn.1.9) are modified further to model the effect of a heat bath
and to treat the system in an isothermal (NVT)or isobaric (NPT) ensemble.
1.2.2 Solvent environment
The solvent environment strongly affects the structure and dynamics — and hence
the function — of proteins and bio-polymers101,102 and therefore must be described ac-
curately. In the present work, the solvent environment of the protein was simulated
explicitly (see Fig. 1.2). An explicit solvent environment, however demands high com-
putational costs, requiring up to 90–95% of the total simulation time. To alleviate this
problem, many mean field models for treating solvent effects implicitly have been de-
veloped.103–106 Although they save computational power, these treatments suffer from
severe limitations as discussed below. We will also discuss why, in the present work, the
explicit description of solvent molecules is indispensable.
Implicit solvent model
Solvent molecules influence the properties of the solute in many different ways. First,
polar solvent molecules force the solute, say protein, to minimise its hydrophobic surface,
which may strongly affect the conformation and stability of the solute. This hydrophobic
effect107 can be approximated in implicit solvent models by introducing a hydrophobic
surface dependent energy term (proportional to solvent accessible surface area of solute
atoms or groups of atoms103,104,108–111) to the force field.112 Furthermore, the dielectric
shielding of molecular charges due to the polarisability of the solvent can be roughly
described by using a distance dependent dielectric coefficient εr > 1 (εwater ≈ 80 and
εmethanol ≈ 30).
However, implicit models impose another level of approximation to the method and
may lead to wrong conformations of simulated peptides or proteins. To name an example,
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a model using surface area terms as well as a dielectric function113 appears to favour
helices with backbone hydrogen bonds between residues i and i + 5, the — extremely
rare — pi-helices, over those with bonds between residues i and i+4, the – very common
– α-helices.113,114
Also, at physiological concentrations, an additional dielectric screening arises because
of ions. A much more computationally expensive method to describe this dielectric
shielding is to solve the linearised Poisson-Boltzmann (PB) equation at each point of
the simulation system.104,115–117 The computational expense spent on solving the PB
equation has been reduced by updating the potential only every 200 integration steps115
instead of at every step. However, comparisons of electrostatic potentials calculated
by a finite-difference PB approach, and from MD simulations with an explicit solvent
environment shows a difference of at least 0.4 kcal mol−1 e−1, demonstrating the lim-
ited accuracy of the implicit solvent model.118 Apart from these electrostatic effects,
the dynamics of the solute is influenced by the viscosity of the solvent. Langevin dy-
namics119,120 principally allows to describe this effect by introducing noise and friction
forces.121–126 However, the translational and rotational diffusion depends on the partic-
ular interactions between the solvent and the solute. Since in this work the translational
diffusion of a polysaccharide ligand molecule attached to a protein shall be studied in
detail, the ligand-solvent interactions and protein-solvent interactions must be described
as accurately as possible. Likewise, specific interactions like H-bonds between protein,
sugar and water are important to be described explicitly. Moreover, the solvent proper-
ties in the vicinity of a protein, like, e. g., the viscosity might significantly differ from its
bulk properties.127–129 Therefore, the usage of explicit solvent molecules in this work is
mandatory.
Chosen solvent models
For most proteins, except membrane proteins, the natural environment is water.
Therefore, to be able to mimic the system under study as close to the in vivo system as
possible, generally proteins to be simulated are solvated in water with ions in physio-
logical concentrations. In the present study, we have also chosen the fully explicit water
solvent environment, with TIP4P water model,130 for all our simulations. Also in all
the simulations Na+ ions were added to neutralise the net charge of the protein-ligand
system (counterions).
1.2.3 System boundaries
Generally, a system in the simulation set up is many orders of magnitude smaller than
in the respective experiment, to keep the simulation computationally tractable. Even if
explicit solvent conditions are chosen, another major difference between the molecular
dynamics simulations of a system and the experiments performed on the same sys-
tem are the boundary conditions. To minimise artefacts arising from the finite-system
boundaries, which become important for such small system sizes, appropriate boundary
11
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conditions have to be chosen. Different solutions have been suggested like (1) introduc-
ing a boundary potential that maintains the volume and shape of the simulations system
or counterbalances the surface tension (2) preventing the solvent molecules from evap-
oration by a ‘wall’ of atoms which are fixed131 or harmonically restrained at stationary
points (3) allowing stochastic dynamics for the atoms close to the wall to account for
the energy exchange with the environment and (4) avoiding preferred orientations of
the solvent molecules on the surface.39,131–135 In the present work, periodic boundary
conditions (PBC) are employed to overcome any short-range surface artefacts. These
also facilitate pressure coupling (Sec. 1.2.4). In PBC, each simulation box is periodically
replicated an infinite number of times so that each copy is surrounded by virtual copies of
itself in all directions. Possible shapes of the unit cell can be a cuboid, a dodecahedron,
or a truncated octahedron. In a box with periodic boundaries, a molecule that leaves
the box on one side, immediately reenters the box on the opposite side. In this way, the
simulation system does not have any surface. However, artefacts may arise from this
artificial periodicity, since the molecules also interact with their periodic images due to
the long-range electrostatic interactions. If these interactions are strong enough, they
may even strongly affect the conformational dynamics such as the artificial stabilisation
of α-helices.136 These artefacts are minimised by increasing the box to an extent large
enough such that the system of interest (say protein) does not interact with its image
from the neighboring box. The most popular way used is to apply the minimal-image
convention, where each atom ‘sees’ at most only one image of every other atom in the
system. The energy and/or force is calculated with the closest atom or image.
In the present work, a cuboid box was chosen for all simulations. The choice of the
box size is a trade off between minimisation of artefacts from the periodic boundaries
and maximisation of the computational efficiency. For the studies of HA oligomers the
starting condition of the box was such that the fully extended HA is buried inside the
box at least 1 nm away from the box walls (see Fig. 1.2 a). For all the Hyal-HA systems,
the minimal distance between protein and the borders of the wall was at least 1 nm
(see Fig. 1.2 b). For detailed discussion about the particular simulation set up see the
respective sections.
1.2.4 Temperature and pressure coupling
In principle, the molecular dynamics calculated by solving the Newtonian equations
of motion (Eqn. 1.6) conserves the total energy of the system (NVE ensemble) and
depends on the initial conditions only, such that after a long time, the ensemble of
structures of the respective trajectory will approach a microcanonical ensemble∗. In
real systems, however, a molecular subsystem (say protein) of the size studied in the
simulation constantly exchanges energy with its surrounding, making the temperature,
rather than energy, remain constant (canonical ensemble). In addition, numerically
∗assuming that a trajectory of infinite length will pass every phase space point with its appropriate
Boltzmann probability (ergodicity), or will pass arbitrarily close to every such point (quasi-ergodicity).
For detailed discussion refer to the standard textbooks on statistical mechanics.120,137,138
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Figure 1.2: (a) Setup for simulations to study the hyaluronan oligomers. Hyaluronan hexas-
accharide is shown in stick representation (blue). (b) Simulation setup for the Hyal/Hyal-HA
system. The protein is shown in cartoon representation. Water molecules are shown in line
representation in both pictures
solving the Newtonian equations leads to discretisation errors95,97 and rounding of the
force terms introduces numerical noise, i. e., random forces, which heat up the system.
To be closer to reality, energy exchange should therefore be introduced to the simulation.
It is thus necessary to control the temperature T of the system, which should remain
close to a given target temperature T0. Several methods to achieve this by coupling the
system to a heat bath have been proposed.139–141 The Nose´-Hoover thermostat,139,140
e.g., induces a heat bath parameter as a new degree of freedom whose dynamics is driven
by the deviation of the real system temperature from the heat bath temperature; here a
respective ‘inertia’ parameter governs the strength of the coupling. This approach has
the disadvantage that it produces a spurious oscillatory relaxation.
In the present work, therefore, the weak coupling scheme of the Berendsen thermo-
stat141 is used, where the coupling to a heat bath is achieved by correcting the actual
temperature according to
dT
dt
=
T0 − T
τ
, (1.10)
which leads to a strongly damped exponential relaxation of the temperature towards
the target temperature T0 with a time constant τ . The change of the temperature is
achieved by rescaling the velocities of each atom every step with a time-dependent factor
λ given by
λ =
√
1 +
∆t
τT
(
T0
T
− 1
)
. (1.11)
The time constant τ depends on the parameter τT
τ =
2CV τT
NfkB
, (1.12)
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where Nf denotes the total number of degrees of freedom, CV the heat capacity, and
kB Boltzmann’s constant. In all explicit solvent simulations presented in this work, the
target temperature T0 and the coupling time constant τ were chosen to 300 K and 0.1 ps
respectively, unless otherwise specified.
In addition to the heat bath coupling, real biological systems are subjected to a con-
stant pressure of usually 1 atm. Therefore, again to mimic the experimental situation as
closely as possible, in the simulations, isobaric ensembles were generated, i.e, the pres-
sure, rather than the volume, was kept constant. In the present work, this is achieved by
using a similar approach as for the temperature coupling. Now the pressure is corrected
in each step (Berendsen barostat141) according to
dP
dt
=
P0 − P
τp
(1.13)
The pressure thus relaxes exponentially to the target pressure P0, which was chosen to
1 atm in all simulations. The pressure correction is achieved by scaling the coordinates,
at every integration step, by a factor µ, given by
µ = 1− ∆t
3τp
κ (P0 − P ) , (1.14)
where κ is the isothermal compressibility of the system. In the present work, the value for
water at 1 atm and 300 K, κ = 4.6 e−5bar−1, was used. The pressure P was calculated
from the kinetic energy Ekin and the virial coefficient Ξ according to
P =
2
3V
(Ekin − Ξ) , (1.15)
where V denotes the volume of the system. The virial Ξ is defined as
Ξ = −1
2
∑
i<j
(ri − rj).Fij. (1.16)
Here, Fij denotes the force exerted from atom i on atom j. For all the simulations in
the present work, all directions were scaled isotropically. Due to large fluctuations of
the instantaneous pressure in such small systems, a weak coupling constant of τp = 1ps
was applied.
1.2.5 Improving efficiency
For large proteins such as studied in the present work, molecular dynamics simulations
described above are still very highly demanding in computational expenses and hence
optimisations are routinely applied to improve the efficiency of the simulations∗. These
∗A 20ns MD simulation for a typical explicit solvent system of 50, 000 atoms with exact calculation of
non-bonded forces (i.e. O(N2) complexity) would require about 6 ·1016 floating point operations (flops).
Assuming a typical (actual) computing power of 1.0 Gflops/s this calculation would take about 40 years.
The efficient methods used in GROMACS and in this thesis (larger timestep, PME electrostatics etc.)
make this calculation possible in only a few months. Furthermore, parallelisation means that for the
perfect(ideal) scaling, the time decreases by a factor of two for every doubling of the computer resources.
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can be a larger time step, using compound atoms or even course grained models, applying
efficient methods to calculate the non-bonded force terms in (Eqn.1.8), and by using
many processors at a time (parallelisation).
Larger integration timestep
Bond-length constraints do not significantly alter the protein dynamics,142 and when
excluding the bond-stretching vibrations, the HOH bond angle bending becomes the
fastest degree of freedom, with a period of 21 fs. (See Table 1.1). Therefore, as dis-
cussed in (Sec. 1.2.1), constraining the bond lengths allows an integration time step ∆t
(in Eqn.1.9) of 2 fs without any loss of generality. If angle constraints are also applied,
the vibrations below 50 fs can be removed (See Table 1.1), thus allowing an even larger
integration time step of 5 fs. However, such constraints have been shown to affect the
conformational dynamics.142 For these reasons, in the present work, a timestep of 2 fs
was used with the bond-length constraint algorithm LINCS,100 which after an uncon-
strained integration step, rescales the bond lengths to their target value. For water, the
SETTLE algorithm was used which incorporates the constraints within the potential by
means of Lagrange multipliers.143
Efficient calculation of the non-bonded forces
In each integration step, the force calculation, particularly the evaluation of the non-
bonded interaction is computationally the most expensive part. The non-bonded force
terms are the van der Waals force (Fig. 1.1 E) and Coulomb potential (Fig. 1.1 F), and
calculation of these forces requires all interatomic pairs to be considered (last term of
Eqn.1.8). Thus the complexity of the calculation scales as O(N2) for an N atom system.
In a simple and routinely used way to enhance the computational efficiency, the calcula-
tion of non-bonded interactions is performed using a cut-off scheme.66 In such a cut-off
approach the interactions are calculated only for the atoms residing within a certain de-
fined cut-off (typically in the range of 1.0 to 1.4 nm). However, this approach is a good
approximation only for the short ranged van der Waals potential. For the long ranged
Coulomb forces, a twin-range-approach45 has been used in the past where the forces are
additionally, but less frequently calculated for atoms within a larger shell, where they
fluctuate more slowly than closer atoms. However, the use of such methods still creates
artefacts144,145 of truncating interactions suddenly beyond a certain range. To calculate
the electrostatic forces, we therefore applied the grid-based Ewald summation method∗
— called Particle-Mesh-Ewald (PME)147,148 — which is more accurate albeit compu-
tationally more expensive. This method, as implemented in GROMACS, uses a grid
(‘charge-grid’) to assign charges and fast fourier transformations for the calculation of
the reciprocal sum, and therefore scales only as O(N ·logN) as opposed to O(N2) scaling
of the ordinary Ewald method. In the presented work, the PME nethod was used with
∗The Ewald method was first introduced to calculate the long range interactions of the periodic images
in crystals,146 and is valid in the present work because of the use of periodic boundary conditions.
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a neighbour-list update, Coulomb and van der Waals cut-off r1 = r2 = 10 A˚ , and the
charges were assigned to a grid with a lattice constant of 1.2 A˚ using cubic interpolation.
This means that electrostatic interactions within 10 A˚ are calculated explicitly, whereas
long range elctrostatic interactions are interpolated in the grid. Both the explicit and
PME interactions are updated every step.
Parallelisation
For a large biomolecular system such as described in the present work, the molecular
dynamics run can still be remarkably slow for the long time-scale phenomena. The
run time of the simulations can be shortened significantly by running each simulation
on more than one processor in parallel. Here, the atoms of the simulation system are
distributed to different processors such that the workload of each processor is maximised
while keeping the required data transfer at minimum. The GROMACS package is very
well parallelised, and we used 2, 4 or 8 processors for the different simulations.
1.2.6 Minimisation and equilibration
The simulation systems are generally relaxed to an equilibrium for a given tempera-
ture prior to the production runs (the simulations from which the analyses are made).
This relaxation is carried out in two steps namely, energy minimisation and equilibra-
tion, in which the kinetic energy is equally distributed to all degrees of freedom. This
relaxation is necessary, for several reasons.
Molecular dynamics simulations are generally started from a well resolved x-ray or
NMR structure. For the present work the x-ray structure of the resolution 1.7 A˚was
used.22 These structures — or the coordinates of the atoms in the molecules — are
determined from the electron density maps2,3 and then refined by procedures like sim-
ulated annealing and minimisation, in which the knowledge about covalent geometries
enters.39,149,150 Nevertheless, due to the trade-off between force field and goodness-of-
fit to electron density maps, the resulting structures can show abnormal bond lengths,
considerable deformation of bond or torsion angles, and even overlap of van der Waals
spheres. Additionally, some internal strain may also be induced by transferring a pro-
tein from a crystal environment (including crystal packing interactions) to the solvent
environment. Such strains can lead to high forces, and if started from such a structure,
the numerical simulation may fail (resulting in a “crash”) due to integration artefacts
occurring due to such high forces. Thus, a step before MD is required to avoid such un-
favourable forces. In the present work, these strains were relaxed by a steepest descent
on the energy landscape, until a local minimum was reached. In this iterative procedure
an initial step size of 0.1 A˚ was chosen, adapted to the steepness of the potential, and
the descent was continued until the step size converged to the computer precision. Sub-
sequent to the minimisation, the system is solvated with water and counterions and then
coupled to a heat bath (Sec. 1.2.4) and heated to the target temperature 300K (unless
otherwise stated) and then equilibrated at this temperature. In the present work, this is
16
1.3 Analysis methods
achieved by restraining the atomic positions in the simulation for 2 ns. In the position
restrained simulations, the heavy atoms of the system were kept close to their initial
positions r0 by subjecting them to a harmonic potential.60
V (r) =
kr
2
(r− r0)2 (1.17)
After this equilibration step the solvent environment (water and counterions) is equi-
librated or “relaxed” around the protein or protein-ligand complex, while making sure
that the experimentally determined protein structure is preserved. The system is then
subjected to further equilibration with harmonic constraints released. Whether the sys-
tem is equilibrated or not is monitored by plotting the relevant observables (e.g. root
mean square deviation and potential energy) versus time. The equilibration is consid-
ered to be reached when drifts of these observables are absent or small. The trajectories
succeeding the minimisation and equilibration phase, were taken for the calculation of
thermodynamical properties discussed in Sec. 1.3 or further analysis.
1.3 Analysis methods
After equilibration the trajectories can be analysed for various equilibrium and non-
equilibrium properties. In the simulations presented in this work, the configurations of
the system after every picosecond were recorded for further analysis. This section de-
scribes one of the most used analysis methods in the thesis, namely Principal Component
Analysis (PCA) (Sec. 1.3.1).
1.3.1 Principal Component Analysis
In a complex energy landscape of a protein, it is seen that rare transitions between
multiple minima are often also the functional motions. Hence methods have been under
constant development to probe such areas of the landscape (see Chapter 6). Analysing
an MD simulation of a protein for such functional motions is not a trivial problem. It
requires to filter out all the fast motions of atomic wigglings and extract the collective or
functional motions occurring on slower time-scales.151 Currently, the two most widely
used methods to determine such motions are: normal mode analysis (NMA)39,152,153 and
principal component analysis (PCA).151,154–156 The first attempts to filter such collective
degrees of freedom in a protein dynamics were realized by normal mode analysis (NMA)
of small proteins157–160 where the potential energy is approximated harmonically and
the collective modes are obtained by diagonalizing the Hessian matrix in a local energy
minimum. Apart from small molecules, the NMA approach, has also been successfully
applied to calculate high frequency vibrational spectra of proteins.161 However, it is not
clear to what extent this harmonic approximation to a single minimum of the potential
energy surface can characterise the functional motion on the complex frustrated multi-
minima energy landscape of proteins.162
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Principal Component Analysis (PCA) has been in use for various different applica-
tions including data analysis, data compression, data visualisation, image processing,
pattern recognition and has proved to be a very useful application for analysing high-
dimensional data in a relevant reduced-dimensional subspace. Since its first applica-
tion to macromolecules,163 PCA has also been one of the most successful methods for
analysing protein dynamics.164 PCA and other quasi-harmonic analysis methods165–167
show that beyond the harmonic approximation protein dynamics is dominated by few,
mostly anharmonic, collective modes, describing about 90% of the total atomic fluctua-
tions in a protein with only first few (5-10 %) collective degrees of freedom.155
Figure 1.3: A schematic representation of PCA for an MD trajectory.
source: http://www.mpibpc.gwdg.de/abteilungen/073/presentations/Overview/pca.html
PCA is based on the principle of diagonalisation of the covariance matrix of the atomic
fluctuations calculated from an ensemble of structures giving the eigenvectors as the
directions of the largest fluctuations. The eigenvalues correspond to the amplitudes in
those directions. From a PCA of protein dynamics we get two kinds of motions. The first
type constitutes the anharmonic motions caused by rare transitions between multiple
minima. These usually describe large (domain) motions occurring on long timescales.
They are often referred to as ‘essential’ modes of motion as they frequently have been
shown to be functionally relevant. The second type constitutes so called quasi-harmonic
modes, since the fluctuational distribution of these modes can well be approximated
by a Gaussian. The ‘essential dynamics’ or the dynamics in the essential subspace
is often most interesting and at the focus of computational studies.12,168 Enhanced
sampling techniques (see Chapter 6) or simple models of protein dynamics169,170 have
been developed based on this notion. There have been different opinions about the
convergence of PCA modes in a simulation171,172 and whether the PCA modes obtained
from a short MD simulation really describes a considerable and sufficient amount of the
protein motion observed on long time scales. However, these opinions argue about the
PCA from short MD simulations while most of the simulations presented in this work
are on sub-microsecond timescales. We show that for those simulations the principal
modes are not only sufficiently converged but also favourably agree to experiments. The
principle of PCA is illustrated in Fig. 1.3
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Summary
Processive enzymes are a special class of enzymes that can remain attached to their
polymeric substrates between multiple rounds of catalysis. Because of this property the
efficiency of these enzymes is increased manifold as compared to the generic case where
successful enzyme-ligand encounters are limited by random diffusion. In this chapter,
first the general processivity mechanism is introduced and particular examples of pro-
cessive enzymes are discussed (Sec. 2.1). Hyaluronidases, glycan degrading processive
enzymes, and their main properties, are then described in Sec. 2.2. In Sec. 2.3 we discuss
in detail the structure of Streptococcus Pneumoniae Hyaluronate Lyase (SpnHyal) along
with the catalytic mechanism degrading the glycosaminoglycan substrate Hyaluronan
(HA). This enzyme represents a prototypic processive enzyme and all the work presented
in this thesis, is carried out using SpnHyal-HA structure complex. Preliminary work
carried out using CONCOORD simulations is also sketched briefly.
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2.1 Processive Enzymes
Biopolymers — either as polynucleotides (DNA or RNA), polypeptides (proteins),
or polysaccharides (cellulose, starch or hyaluronan) — play a central role in biology.
For their function and metabolism they often need to be modified. Many enzymes have
evolved to synthesise, degrade or modify biopolymers, e.g., DNA- and RNA-synthases,
DNA polymerases, the ribosome complex (protein synthesis), proteases (protein degra-
dation), or enzymes acting on glycans such as cellulases (cellulose metabolism), amylases
(breakdown of starch) and hyaluronidases. Because of the polymeric/repetitive nature of
these biopolymers, many enzymes also act on these polymers processively. Such enzymes
are called ‘processive’ enzymes.
In general, the time required between two successive rounds of catalysis is limited, at
least in part, by the frequency of enzyme-substrate encounters. In a non-processive en-
zymatic mechanism, this frequency depends on diffusion (often random) in three spatial
dimensions (or even six, when rotation is also considered). For processive enzymes, how-
ever, the substrate remains bound to the enzyme between multiple rounds of catalysis.
Thus, instead of a six-dimensional diffusion, the enzyme in this picture slides along the
polymeric substrate in a quasi one-dimensional fashion, thereby enhancing the efficiency
of the processive enzymes manifold as compared to normal enzymes.
Processive enzymes are of interest not only because of their abundance, but also due
to their enormous importance in many human diseases. To give particular examples,
recently, major clinical interest has emerged in the blocking of the processive reverse
transcriptase involved in HIV infection173 and enzymes such as protein farnesyltrans-
ferase and telomerase that are involved in dominant forms of cancer.174,175
Processivity in enzymes was first discovered during the 1960’s from studies of the
enzyme ribonuclease.176 Since then, many such proteins have been identified in na-
ture, and techniques have been developed and refined to quantitatively characterise the
phenomenon of processivity.177,178 Processive enzymes can be classified into two main
structural groups:18
Class I. Closed structures: These enzymes completely enclose the substrate
to facilitate the sliding phase between multiple rounds of catalysis. The complete
enclosure can again be formed from two kinds of structures:
Class I(a), Asymmetric structures: In some processive enzymes, a sin-
gle polypeptide chain creates an asymmetric structure that is capable of com-
pletely enclosing a polymeric substrate. For example, in Fig. 2.1 (a), the bulk
of the enzyme forms a well-defined groove within which the substrate binds.
Examples for this type of processive enzyme include exonuclease I from E.
coli (PDB code: 1FXX), Phage T7 DNA polymerase with processivity factor,
and E. coli thioredoxin (PDB code: 1T7P). The lytic transglycosylase Slt70
from E. coli (Fig. 2.1(a)) processively degrades bacterial-cell wall. It consists
of an asymmetric ring, which is created from 22 α−helices. Attached to this
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ring, via a linker domain, is the catalytic domain, which is structurally ho-
mologous to goose egg-white lysozyme. It is thought that the ring allows the
protein to encircle the polysaccharide strands that constitute the cell wall,
thus confering processivity.
Class I(b), Toroids: These are protein structures that encircle their sub-
strates by forming symmetric, oligomeric toroids. This class includes the
sliding clamp proteins that associate with different DNA polymerases to en-
able processive replication, the eukaryotic protein PCNA, and bacteriophage
T4 gp45. Fig. 2.1(b) shows the bacteriophage λ-exonuclease, that proces-
sively degrades one strand of double-stranded DNA (dsDNA) from the 5’
to the 3’ direction. The phage λ uses this exonuclease to facilitate genetic
recombination with the E. coli chromosome via the double-stranded break
repair and single-stranded annealing pathways. λ-exonuclease is a trimeric
protein with the three subunits arranged to form a toroid. The channel
formed by λ-exonuclease is tapered such that dsDNA may enter one side
but only single-stranded DNA (ssDNA) may exit from the other side. Sim-
ilarly, polynucleotide phosphorylase (PNPase), which plays a critical role in
the degradation of mRNA, processively removes nucleotides from the 3’ end
of single-stranded RNA (ssRNA). The toroidal shape plays a very important
role in the processivity of these enzymes.
Class II. Partially enclosing structures: The structures of this class of pro-
cessive enzymes have a well-developed groove or cleft that partially encloses the
substrate, and the enzyme can be described as having the shape of a saddle.
Several examples of partially enclosing processive enzymes can be given such as
uracil DNA glycosylase (UDG) responsible for processively scanning and remov-
ing misincorporated uracil bases from DNA, and AP-endonuclease (APE-1), or the
TATA-box binding protein (TBP), required for accurate initiation of transcription
in eukaryotes. Similarly, the structures of Taq RNA polymerase and yeast RNA-
polymerase-II suggest that a saddle (or claw) shape allows these molecules to re-
main bound to their substrate, and this “clamp” subunit is critical for processivity
of transcription.
Processive DNA helicases, like PcrA, fall into this structural class as they have
a saddle-shaped groove to bind ssDNA. Helicases constitute a special case of pro-
cessive enzymes as they couple the hydrolysis of ATP to the physical movement
along their polymer substrate. Helicases use the energy of ATP hydrolysis to open
the hydrogen-bonded double helix of DNA, a prerequisite for their movement along
the DNA strand. Many cellulases that can catalyse both endo- and exocleavage
contain large grooves. These enzymes have loops that fold over their active sites,
resulting in an enclosed substrate-binding tunnel, leading to their dual specificity.
However, not all proteins with surface groove are processive enzymes, and hence
additional information is needed to understand how processivity is accomplished.
Figure 2.1(c) shows hyaluronate lyase from Streptococcus pneumoniae (SpnHyal).
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The enzyme processively degrades polymeric hyaluronan (HA),179 yielding only
disaccharides as products. The active site of this enzyme resides in a long posi-
tively charged groove, which provides a suitable complement to negatively charged
HA. In the present work the processivity mechanism in SpnHyal is studied using
MD simulations.
Figure 2.1: Representative structures for each class of processive enzymes. a) Class Ia: Lytic
transglycosylase Slt70 (PDB code: 1Q5A); b) Class Ib: λ-exonuclease (PDB code: 1AVQ); and
c) Class II: Hyaluronate lyase (PDB code: 1LOH).
Structural studies have provided first hints on the mechanism of processivity for
several proteins, but atomic details of particularly the substrate sliding phase between
subsequent rounds of catalysis still remain unknown. We try to address this issue with
molecular dynamics by elucidating the microscopic mechanism of processivity of a pro-
totypic processive enzyme: hyaluronate lyase (Fig. 2.1(c)), a glycan degrading enzyme of
which high-resolution structures from two different species were recently solved — both
in the apo form of the enzymes, as well as in complex with substrate and product. In the
present work, we examine the translocation of the hyaluronan (HA) substrate within the
hyaluronate lyase to gain further insight into the mechanism of processivity. Hyaluronate
lyases have application in structural studies of connective tissue glycosaminoglycans and
have very important physiological and medical roles, which will be discussed in Sec. 2.2.1.
2.2 Hyaluronidases
Hyaluronate lyases (Hyal) fall into the category of partially enclosing processive en-
zymes. They primarily degrade hyaluronan (HA), the polymeric glycosaminoglycan
(GAG). Hyaluronan is a polymer built of disaccharide units, which is present in es-
sentially all higher organisms and also in some microbes (see Chapter 3 for details on
HA). The end-product of the degradation is the unsaturated disaccharide unit (for the
detailed catalytic mechanism see Sec. 2.3.2)
Gram-positive organisms often secrete Hyals, which are thought to have an impor-
tant role in pathogenesis, since all the Gram-positive bacteria that produce Hyals are
capable of causing infections in animals.180 Many pathogenic streptococci produce ex-
tracellular Hyals, which aid the organism to spread into the host tissues, by processive
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degradation of host HA (which forms the connective tissue structure or practically the
physical defensive wall of the host) and other glycosaminoglycans.181 One such gram-
positive bacterial organism is Streptococcus pneumoniae, a human pathogen that can
cause life-threatening diseases such as pneumonia, bacteraemia, and meningitis. Hyals
are displayed on the surface of gram-positive organisms and are thus involved in direct
interactions with host tissues (see Fig.2.2). With the degradation of hyaluronan Hyals
allow microbial access to, or migration between host tissue. Hyals are therefore thought
to contribute significantly to pathogenesis and are considered to be important pneumo-
coccal virulence factor to be studied as an alternative for a pneumococcal vaccine. In
the later sections we discuss these enzymes in detail.
Figure 2.2: Schematic diagram of the virulence factors of Strep. pneumoniae. Hyals (represented
by black rectangle) are one of the major surface proteins.).
2.2.1 History and physiological importance
Studies on extracts of mammalian testes and other tissues in 1928, showed that there
is a ‘spreading factor’ facilitating diffusion of antiviral vaccines, dyes and toxins in-
jected subcutaneously.182 In 1937, K. Meyer, who also isolated the structure of hyaluro-
nan (see Chapter 3), identified an HA-degrading enzyme in bacteria183 and soon the
mammalian ‘spreading factor’ was shown to be an HA-degrading enzyme.184 The term
“hyaluronidase” was introduced by K. Meyer in 1940 to denote enzymes that degrade
hyaluronan. Hyaluronidases are widely distributed in nature and many hyaluronidase-
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like enzymes∗ have been detected and/or isolated from a large number of tissues and
organisms, e.g. liver, kidney, placenta, uterus, testes, spleen etc.; from the venom of
snakes, lizards, bees, scorpions, fish, wasps, spiders etc.; as well as from some bacteria,
fungi and invertebrate animals.187–189 Because they are difficult to purify and isolate,
hyaluronidases - although very important - were not studied in detail and had been
disregarded enzymes until recently improved techniques were available.190–192
Hyaluronidases are of great importance in many medical fields† like orthopaedia,
surgery, ophthalmology, internal medicine, dermatology, and gynaecology.188,193 Their
ability to cleave hyaluronan in tissues results in increased membrane permeability, a
reduced viscosity, and a facilitated diffusion of injected fluids. These phenomena, re-
ferred to as ‘spreading effect’ of hyaluronidases, are used to accelerate and increase
absorption of injected drugs, e.g. antibiotics, to promote resorption of excess fluids, to
improve the effectiveness of local anaesthesia, and to diminish pain due to subcutaneous
or intramuscular injection of fluids. Sperm hyaluronidase is involved as a key player in
successful fertilisation in most mammalians, including humans.194 Hyaluronidases are
also shown to have positive effects in cancer treatment and chemotherapy.195,196 With
respect to all these applications, the number of pharmacological studies of hyaluronidases
to further support the physiological and pathophysiological role of the enzyme and its
substrate hyaluronan have developed tremendously in the past decade.197–202 However,
the molecular mechanism behind the hyaluronan degradation by hyaluronidases is still
not completely understood. In the present work, we take the first steps towards solving
this problem.
2.2.2 Classification of Hyaluronidases and Streptococcus pnumoniae Hyaluronate
Lyase
In 1971, K. Meyer introduced a classification scheme for hyaluronidases based on
biochemical analysis of the enzymes and their reaction products, which is still remarkably
accurate as seen with the advent of genetic data.203 K. Meyer identified three principal
types of hyaluronidases:
1. Hyaluronidases (endo-beta-N-acetylhexosaminidases) degrading hyaluronan by
cleavage of the β−1, 4−glycosidic bond leading to tetrasaccharides and hexasaccha-
rides as the major end-products. These are mainly mammalian-type hyaluronidases
(EC 3.2.1.35) and the best known enzymes are the testicular, the lysosomal and the
bee venom hyaluronidases. These enzymes have both hydrolytic and transglycosi-
dase activities,204 and can degrade HA and chondroitin sulfates (ChS), specifically
C4-S and C6-S, as well as, to a small extent, dermatan sulfate (DS).
∗These hyaluronidases differ in their molecular weight, substrate specificity and pH optima185,186
†For a good reference on science and applications of hyaluronan and hyaluronidases, see Glycoforum
(2003) website: http://www.glycoforum.gr.jp/science/hyaluronan/hyaluronanE.html
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2. Hyaluronidases (EC 3.2.1.36) from leeches, other parasites, and crustaceans are
hyaluronate 3-glycanohydrolase or endo-beta-glucuronidases yielding tetrasaccha-
ride and hexasaccharide as end-products. They degrade HA by hydrolysis of 1,3-
linkages between β−D-glucuronate and N-acetyl-D-glucosamine residues.
3. Bacterial hyaluronidases (EC 4.2.2.1 or EC 4.2.99.1) degrade HA and to various
extents, CS and DS. They are endo-beta-Nacetylhexosaminidases that operate by a
β−elimination reaction yielding primarily unsaturated disaccharide end-products.
Bacterial hyaluronidases are actually hyaluronate lyases179,190 isolated from var-
ious microorganisms e.g. strains of Clostridium, Micrococcus, Streptococcus or
Streptomyces,180,205 and differ in substrate specificity∗.
Alternatively, based on the molecular genetic analysis the hyaluronidases can be
divided in two main classes according to sequence homology:
1. Hyaluronidases from eukaryotes: This class contains eukaryotic hyaluronoglu-
cosaminidases (EC 3.2.1.35) like mammalian hyaluronidases†, bovine testicular
hyaluronidases (BTH), or bee venom hyaluronidases (BVH).
2. Hyaluronidases from prokaryotes: Here a variety of hyaluronidases has been
decoded (EC 4.2.2.1)‡. The best characterised among these are Streptococcus pneu-
moniae (Spn) and Streptococcus agalactiae (Sag) hyaluronan lyases.179,209,210 It
is this SpnHyal that we study here in the present work as a prototypic case for
processive enzymes.
2.3 Streptococcus Pneumoniae Hyaluronidase (SpnHyal)
Both, Streptococcus pneumoniae (Spn) and Streptococcus agalactiae (Sag) hyaluro-
nan lyases, are among the best studied hyaluronidases.179,209,211,212 Both cleave the
β − 1, 4−glycosidic bond of hyaluronan between D-glucuronic acid and N-acetyl-D-
glucosamine in a β−elimination reaction resulting in the unsaturated disaccharide 2-
acetamido-2-deoxy-3-O-(β−D-gluco-4-enepyranosyluronic acid)-D-glucose.179,209,211,212
With the recently resolved very high resolution x-ray structure of SpnHyal22 at about
1.7A˚ as well as further biochemical and computational analysis21,201,209–211,213–221 this
enzyme is structurally well-characterised.
∗Some hyaluronidases do have absolute specificity for hyaluronan such as those from the bacteria
Pneumococcus and the mold Streptomyces.
†With the tremendous progress in molecular genetics in the last years and the knowledge of the
complete “Human Genome”; six-hyaluronidase-like sequences were identified with about 40% sequence
identity: Hyal-1, Hyal-2, Hyal-3, Hyal-4, HYALP1 (a pseudogene) and PH20 (SPAM 1).206,207
‡See e.g. Carbohydrate-Active Enzymes server208 at URL: http://afmb.cnrs-mrs.fr/CAZY/, 1999.
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2.3.1 Choice of SpnHyal for processivity study
Streptococcus pneumoniae hyaluronate lyase (SpnHyal) is expressed in many strains
of Streptococcus pneumoniae that are involved in several diseases such as pneumonia,
bacteraemia, meningitis, otitis and sinusitis.14,181,222 In the present study, we have
chosen SpnHyal as a prototype for processive enzymes for the following reasons:
• High-resolution structures are available for two streptococcal species: Strep. pneu-
moniae and Strep. agalactiae for both the native enzyme (apo form) and in com-
plex with substrate molecules (holo form).20,212
• Its processive mechanism is presumably prototypic for many other processive en-
zymes in the category of partially-enclosing structures (possibly including nucle-
ases, DNA polymerases and cellulases). However, the processivity mechanism of
SpnHyal is non-trivial, and also presents a great challenge. This is because, while
an appropriately shaped active site of an enzyme appears desirable for processivity,
it is not sufficient and not all the proteins with a substrate-binding cleft present
are processive.
• SpnHyal is biochemically well-controlled, and an expression-system is available.214
The studies presented in this work are carried out in collaboration with the Jedrze-
jas group at Children’s Hospital and Research Institute, USA; which provides both
the expertise and infrastructure for a functional and structural characterisation of
the simulation results, such as the predicted effect of Hyal point mutants.
• A detailed molecular mechanism for the catalytic process of the enzyme is avail-
able.20,211
• There is increasing clinical interest because of the involvement of Hyal in bacterial
pathogenesis (see Sec. 2.2.1).
• Previous simulation studies with SpnHyal show that a molecular dynamics study
of processive mechanism is feasible22,23 (for details see Sec. 2.3.3).
2.3.2 Structure of SpnHyal and its catalytic mechanism
Structure of Spn Hyaluronate Lyase:
The structure of Streptococcus pneumoniae hyaluronate lyase (SpnHyal) allowed the
first insight into bacterial degradation of HA.211 The full protein consists of four domains:
an N-terminal HA binding domain, a small spacer β−sheet domain, an α−domain,
and a C-terminal β−sheet domain, which are connected through peptide linkers. In
the crystal structure (PDB code: 1LOH) the first two domains were auto-degraded
from the N-terminal region and the structure consists of only two structural domains
of approximately equal size connected by a short peptide linker (11 residues). The
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Figure 2.3: Structural details of SpnHyal. a) Two views of the crystal structure of SpnHyal
(1LOH.pdb) in cartoon representation. The α−helical α−domain is in red, while the β−sheet
β−domain can be seen in yellow colour. The small linker peptide can be seen in the right picture.
There HA-binding cleft is clearly seen in the α−domain with HA in stick representation. (b) The
schematic representation of the domain blocks of the full SpnHyal. In the crystal structure the
first two domains at the N-terminus are auto-degraded and the stable structure of the last two
domains at the C-terminus with the linker is obtained. (c) Electrostatic potential distribution in
the catalytic cleft of the SpnHyal. The majority of the cleft is highly positively charged (shown
in blue), whereas the product-releasing end of the cleft (HA1 position) is negatively charged
(shown in red). The positions of the hydrophobic (aromatic) patch and catalytic residues are
also labeled.
N-terminal α−helical α−domain consists of 13 α−helices (first 361 residues), and the
C-terminal β−domain consists of 24 β strands packed into five antiparallel β sheets
(following 347 residues) (See Fig. 2.3). The binding cleft for the HA substrate is located
in a broad gorge between these two domains, and is about 30 A˚ in length and 10 A˚ in
width, thus leaving enough room for three disaccharide units or a hexasaccharide unit
(see Fig. 2.3). Most of the cleft belongs to the α−domain. Substrate modelling, later
confirmed by the x-ray structure in complex with the disaccharide product20 and tetra-
and hexasaccharide units of hyaluronan22 showed that essentially all the interactions
between the protein and the substrate are provided by the α−domain.
Basically three types of interactions between SpnHyal and HA substrate were found:
(a) Overall, the binding cleft is dominated by positively charged residues (positive
patch), enhancing the affinity to the negatively charged substrate.
(b) Aromatic residues form a hydrophobic patch that matches the sugar rings of the
substrate and anchors the substrate precisely into the binding cleft, thereby pre-
sumably enhancing substrate affinity and thus selectivity.
(c) A negative patch is located near the binding site of the first disaccharide unit
(HA1), which presumably facilitates the disaccharide product release.
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PAD mechanism for catalysis:
Based on the studies of the complex structures of SpnHyal with both substrate
and product, together with site directed mutagenesis,20,22,211 a new proton-acceptance-
donation (PAD) mechanism for HA degradation has been proposed recently∗. This
mechanism is depicted in Fig. 2.4 both schematically and in detail. The enzyme initially
makes a random exolytic bite in the polymer which is then followed by endolytic degra-
dation, one disaccharide unit of HA at a time, until the chain is fully degraded. The
steps involved can be summarised as follows:
1. Binding of Hyal to the polysaccharide HA substrate. The positive charges
in the majority of the cleft guide the HA chain into the cleft. The aromatic patch
in the cleft then anchors and positions the cleavage sites on the substrate.
2. Glycosidic bond cleavage. The nucleophilic NE2 atom of the His399 residue,
assisted by Asn349, accomplishes the removal of the more acidic, axially positioned
C5 proton from the glucuronate residue. This results in the formation of an un-
saturated C4-C5 bond on glucuronic acid. Tyr408 delivers a proton to the oxygen
of the O-C4 glycosidic bond resulting in breaking of this bond. This completes the
β−elimination process of substrate degradation.
3. Disaccharide product release. The final degradation product is thus the unsat-
urated and negatively charged disaccharide unit of hyaluronan (Fig. 2.4(b)). The
negative patch in the cleft provides the electrostatic force to release this product
making way for the new educt in the next catalytic round.
4. Proton exchange. His399 loses its extra proton and Tyr408 obtains a proton
by interacting with water molecules in the microenvironment and thus regenerates
their original configuration for the next round of catalysis.
5. Processivity. The remaining hyaluronan substrate then slides by one disaccharide
unit and the process repeats itself until it is completely exhausted.
2.3.3 Previous studies on the processive mechanism of SpnHyals
CONCOORD223 simulations of SpnHyal both, in the absence and presence of sub-
strate, have provided first clues on the mechanism of processivity in Hyal.22,23 Essential
dynamics (ED) analyses of the simulated trajectories showed that the collective fluctu-
ations in SpnHyal are dominated by mainly three domain motions. The first type of
domain motion (eigenmode 2 in Fig. 2.5) describes an opening and closure of the two
domains with respect to each other. This seems to be directly connected to substrate
∗Previously all the bacterial Hyals have been thought to cleave HA using an elimination mechanism,
and hence they were termed hyaluronan lyases, to distinguish them from mammalian hyaluronidases,
which are hydrolases, cleaving HA by a hydrolysis process.
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Figure 2.4: (a) A schematic representation of the catalytic mechanism (proton acceptance
and donation mechanism or ‘PAD’) and the processivity in the SpnHyal-HA complex. (b) The
unsaturated disaccharide product of the catalytic action between SpnHyal and polymeric HA-
substrate. (c) A detailed SpnHyal-HA interface. The hexasaccharide segment of HA (labeled
HA1 to HA3) is coloured in orange. The green residues form the catalytic, aromatic and negative
patches in the cleft. During the catalytic mechanism an unsaturated disaccharide product is
formed at the reducing end.
affinity because for the substrate inside the cleft this opening/closing of the domains
markedly changes the contacts with the protein. Although this mode is important for
the rounds between catalysis and also during the catalysis, it does not give any insight
into how the substrate can actually slide along the cleft between two successive rounds
of catalysis. Here two other modes of protein motion have been proposed to play a role.
These are a twisting of the two domains (eigenmode 1 in Fig. 2.5) and an opening/closing
motion of the entry/exit sites of the cleft (eigenmode 3 in Fig. 2.5). The twisting mode
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Figure 2.5: The first three eigenmodes (eigenvectors) of the domain motions from the ED anal-
yses of CONCOORD simulations. These represent the three largest domain motions occurring in
the protein, namely opening/closing of the cleft (center), twisting of the α−domain with respect
to the β−domain (left) and the opening/closing of the access to the cleft (right).
is hypothesized to play a major role during the sliding phase of the substrate, because
an analysis of protein-residue contacts for the two extreme structures along this mode
showed a shift of about 11A˚, which closely matches with the length of a disaccharide unit
of HA (about 10A˚). This mode therefore was predicted to be involved in the processivity
mechanism of this enzyme.
In the present work, therefore, we investigate these domain motions with explicit
MD simulations and analyse their influence on the protein-substrate motion in detail.
This study may represent an important step towards understanding the processivity
mechanism structurally and energetically of SpnHyal in particular, and of its class of
partially-enclosing processive enzymes in general.
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Summary
Hyaluronan (HA) is a very simple biopolymer containing only two kinds of sugar units.
Hundreds or thousands of these sugar units are linked by alternate β−1,4 and β−1,3
glycosidic bonds. The present chapter starts with a brief introduction of HA (Sec. 3.1).
The OPLS-AA force field has proved to be suitable for the description of proteins in
a solvent environment and therefore we chose this force field for all the simulations
of SpnHyal in the present work. Since HA is a carbohydrate, we first investigate, in
Sec. 3.2, whether this force field is also valid for this molecule. It turns out that some
modifications of OPLS-AA force field were needed to describe HA adequately. Thus,
we chose this modified set of the force field parameters for HA, throughout the present
work.
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3.1 Hyaluronan (HA): Introduction
In 1934, K. Meyer and J. Palmer showed that the substance isolated from the vit-
reous of bovine eye contained an uronic acid and an aminosugar, but no sulfoesters.
For this novel glycosaminoglycan, they proposed the name “hyaluronic acid”224 (from
hyaloid (vitreous) + uronic acid). Today this macromolecule is most frequently referred
to as ‘Hyaluronan’ (HA) and is one of the most versatile macromolecules in nature.
Hyaluronan is now known to be present in essentially all higher organisms and also in
some microbes. In recent years, because of its viscoelastic properties, hyaluronic acid
has found a great many medical applications and has become one of the most important
biopolymers in this regard.
3.1.1 Chemical structure and polymer properties
It took additional 20 years before the chemical structure of the basic disaccharide mo-
tif forming hyaluronic acid was finally determined by Meyer225 and coworkers. Chemi-
cally, hyaluronic acid is a very simple linear polymer consisting of repeating disaccharide
units linked through alternating β − 1, 4 and β − 1, 3 glycosidic bonds. The uronic acid
and aminosugar in the disaccharide are D-glucuronic acid and D-N-acetylglucosamine
respectively as shown in Fig. 3.1. Both sugars in the disaccharide unit are spatially
similar to glucose, which in the beta configuration allows all of its bulky groups (the
hydroxyls, the carboxylate moiety and the anomeric carbon on the adjacent sugar) to be
in sterically favourable equatorial positions while the small hydrogen atoms occupy the
sterically less favourable axial positions. Thus, the structure of the disaccharide shown
in Fig. 3.1 is energetically very stable.
The number of repeat disaccharides in an HA molecule varies greatly and can reach
10, 000 or more resulting in a very high molecular weight upto ∼ 4 million daltons (∼ 400
daltons per disaccharide). With the average length of a disaccharide of ∼ 1 nm, HA
polymers of 10, 000 repeats may extend to 10 µm if stretched from end to end.
Figure 3.1: The repeat disaccharide of hyaluronic acid, –D-glucuronic acid–β-1,3-N-
acetylglucosamine-β-1,4–. The number of repeat units can be n = 20–20000.
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Hyaluronan is a member of the glycosaminoglycan (GAG) family, which contains
mostly linear polymers of high molecular weight. Other important members of this
family are chondroitin/chondroitin sulphates (Ch/ChS), Keratan- and dermatan sul-
phates, heparin and heparin sulphates. Different from all other glycosaminoglycans HA
is strictly composed of non-sulphated sugar units as shown in Fig. 3.1, and to date, no
naturally occurring chemical variants of this molecule have been found. Also, in contrast
to other GAGs, HA is not covalently bound to a protein core. In 1986, Balasz et. al.226
suggested the term hyaluronan reflecting the fact that it exists in vivo as a polyanion
due to the mostly charged carboxyl groups of the glucuronic acid residues (pKa = 3–4,
depending on the ionic conditions227) and not in the protonated acid form. This term
has now substituted the older terms hyaluronic acid and hyaluronate.
3.1.2 Solution structure and aggregation properties
There has been long debate about the solution conformation of hyaluronan. Histor-
ically, it was assumed for a long time that hyaluronan chains were expanded random
coils in physiological solutions. NMR studies performed by Scott et.al.228 for the first
time suggested an ordered structure of HA in aqueous solution. Because of 180◦ rota-
tions between alternating disaccharide units, this conformation model is characterised
by a gently undulating, tape-like, two-fold helix, and is stabilised via internal hydrogen
bonds and interactions with solvent229 (Fig. 3.2). The striking feature of this secondary
structure of hyaluronan is an extensive hydrophobic patch of about 8 CH-groups from
3 carbohydrate units. Thus, HA includes properties of highly hydrophilic material si-
multaneously with hydrophobic patches, which is characteristic of lipids. A more recent
study230 with residue-specific NMR and computational studies shows however, that in-
stead of strong intra-molecular hydrogen bonds, weak transient hydrogen bonds that are
in rapid interchange with solvent molecules stabilise the solution structure of the HA.
Moreover, HA in an aqueous solution shows self-aggregation229 into strands of a hon-
eycomb meshwork, where the thickness of the strands increases with HA concentration
(see Fig. 3.3). According to 13C−NMR studies,232 this aggregation is stabilised both
by hydrophobic interactions between the hydrophobic patches and by hydrogen bonds
between acetamido and carboxylate groups of neighbouring HA chains arranged antipar-
allel to each other. Since such hydrophobic and hydrophilic “bonds” can be formed on
both sides of the HA polymer, higher order aggregates can assemble causing strands of
increased thickness in a HA meshwork. Recently, NMR spectroscopy investigations233
demonstrated that the tertiary structures (aggregation of antiparallel HA chains) are
specifically and reversibly disaggregated by mild physicochemical changes (raising tem-
perature or pH). Further, it was highlighted that the supramolecular organisation of HA
is on the edge of stability indicating that reversible formation and breakdown of tertiary
structures might have a major influence on controlling biological properties.
These aggregation properties lead to high viscosity, and the volume of hydrated-HA
is about 1000-fold increased compared to that of non-hydrated HA.234 In the hydrated
state, the diffusion of e.g. proteins and electrolytes is considerably facilitated. Generally,
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Figure 3.2: I: A tetrasaccharide from a hyaluronan chain, consisting of two disaccharide
repeating units showing the preferred configuration in water. G = glucuronate, N = N-
acetylglucosamine. The dotted lines indicate hydrogen bonds, of which 5 are potentially present
in each hyaluronan tetrasaccharide. (a) aqueous solvent, (b) non-aqueous solvent dimethyl sul-
foxide. In non-aqueous solvent the water bridge between N2 acetamido and G1 carboxylate in
(b) is replaced by a direct H-bond (a). The G1, N1 disaccharide is rotated 180 degrees about the
axis of the chain, compared with the disaccharide G2, N2. The chain is thus a two-fold helix.
Arrows indicate the glycol groups, which are resistant to periodate oxidation.
II: Model of a hyaluronan oligosaccharide constructed from space filling Courtauld atoms, based
on the structure in I. The H-bonds marked with arrows are between the acetamido and neigh-
boring glucuronate units. The H atoms marked with a cross are part of a hydrophobic patch
consisting of 8 CH groups. The hydroxymethyl group can be rotated easily to add its CH2 to
this patch. (All figures from Scott, Glycoforum231)
all molecules can pass through this network, but with different velocities depending on
their hydrodynamic volumes. Thus the hyaluronan network acts as a diffusion barrier
in vivo and may regulate the transport of other substances through the intercellular
space.235 The organisation of HA is supposed to substantially influence the binding of
HA to receptors.
3.1.3 Occurance and physiological importance
Found as a major constituent of the extracellular matrices, hyaluronan is present in
essentially all higher organisms and also in some microbes. HA is found in the vitreous
body of the human eye (0.1–0.4 mg/g wet weight), in synovial joint fluid (3–4 mg/ml),
in umbilical cord (∼ 4 mg/ml), in rooster comb (up to 7.5 mg/ml), in the matrix
produced by the cumulus cells around the oocyte prior to ovulation (∼ 0.5 mg/ml) or
in the pathological matrix that occludes the artery in coronary restenosis. The largest
amount of hyaluronan (7–8 g per average adult human, about 50% of the total HA in the
body) resides in the skin tissue where it is present in both the dermis (∼ 0.5 mg/g wet
tissue) and the epidermis (∼ 0.1 mg/g wet tissue). Furthermore, hyaluronic acid serves
as a structural element in the matrix, e.g. in hyaline cartilages (1mg/g wet weight)
where it retains aggrecan molecules in the matrix through specific protein-hyaluronan
interactions.227
Lower concentrations of HA are found in the matrix of other connective tissues such
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Figure 3.3: I: A – Plan (1) and elevation (2) of computer drawn projections of the tapelike
hyaluronan molecule. (3) is the view seen along the two fold helix axis. Note the polymer chain
follows a gentle curve in both (1) and (2), in planes at right angles to each other. The N atoms
are shown as blue circles. B – Plan projection of a hyaluronan molecule. The red patches are
the hydrophobic patches stretching along three sugar units on alternate sides of the polymer
chain. Circles represent acetamido and squares represent carboxylate groups. Only the most
relevant atoms are shown. C – scheme, seen in side view, of a possible duplex between two
molecules of hyaluronan, (similar structures are possible for chondroitin, keratan and dermatan
sulfates and mixtures of two or more, including hyaluronan). The two participating molecules
are antiparallel to each other. The dotted lines delineate each sugar unit. The red bars are the
hydrophobic patches stretching along three sugar units, alternating between front and back of
the polymer chain. The blue circles and squares are on the same edge of the molecule and of the
duplex (see also B). The curves in each molecule, seen in A and B, closely follow the same course
in the antiparallel arrangement so that the two molecules fit well together in the duplex. The
hydrophobic patches thus engage closely with each other and the acetamido and carboxylate
groups are within H-bonding distances.
II: Scheme of the three-component structure (hyaluronan, collagen fibrils and proteoglycans
(PGs)), proposed to be the basis of the stability of vitreous humour. The PGs bridge the
collagen fibrils, via specific binding sites on the collagen fibrils, and the collagen–PG structures
are separated by a hyaluronan meshwork that interacts with the chondroitin sulfate components
of the PG bridges. (All figures from Scott, Glycoforum231)
as those surrounding smooth muscle cells in the aorta. Hyaluronan as an essential struc-
tural element in the matrix plays an important role in tissue architecture by immobilising
specific proteins (aggrecan, versican, neurocan, brevican, CD44 etc.) in desired locations
within the body. Moreover, hyaluronan is implicated in many biological processes in-
cluding fertilisation, embryonic development, cell migration and differentiation, wound
healing, inflammation, growth and metastasis of tumour cells and whenever rapid tissue
turnover and repair are occurring.234–236 The function of HA may be partly regulated by
its chain length, e.g. angiogenesis is presumably induced by small HA oligosaccharides,
whereas high molecular weight HA exerts inhibitory effects.237
HA interacts with a variety of receptors and hyaluronan binding proteins (hyalad-
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herins) on the surface of cells.235,238 The great number of hyaladherins known so far can
be grouped into (i) the structural hyaluronan-binding proteins of the extracellular ma-
trix, such as link protein and the aggregating proteoglycans, (ii) cell surface hyaluronan
receptors and (iii) intracellular hyaluronan binding proteins. The most studied hyaluro-
nan receptor to date is CD44 (lymphocyte homing receptor), which is responsible for a
wide variety of cellular functions, e.g. receptor mediated internalisation/degradation of
hyaluronan, cell migration and cell proliferation. Several other cell membrane-localised
receptors have been identified including the RHAMM (receptor for hyaluronan which
mediates motility), ICAM-1 (intercellular adhesion molecule-1), the LEC receptor (Liver
Endothelial Cell clearance receptor)231,235 and LYVE-1 (Lymphatic endothelial hyaluro-
nan receptor).239 While most interactions between hyaluronan and hyaladherins are
non-covalent the SHAP (Serum-derived Hyaluronan-Associated Protein)-complex rep-
resents the only case with covalent hyaluronan-protein crosslinking. The formation of
this SHAP-hyaluronan complex plays an important role in the construction and main-
tenance of certain hyaluronan-rich extracellular matrices.240
3.1.4 Medical applications
Probably, in the late 1950s, the first medical application of hyaluronan to humans
was a vitreous humour supplement/replacement during eye surgery. Due to hyaluronan’s
high water-binding capacity and high viscoelasticity, HA is suitable for various medical
and pharmaceutical applications. For example, given that HA retains moisture, it is
used since a long time in cosmetics.
A rapid increase of hyaluronan levels can occur in many clinical situations, for ex-
ample during urticaria, the oedema associated with wound healing and inflammation,
and the organ enlargement that occurs after transplantation. Furthermore, circulating
levels of hyaluronan rapidly increase in situations such as shock, septicaemia and in burn
patients.236,241,242
One of the most successful medical applications of HA is the use of sodium hyaluronate
and a covalently cross-linked form of hyaluronan for the treatment of osteoarthritis.243 It
has been reported that sodium hyaluronate suppresses cartilage degeneration, protects
the surface of articular cartilage,244 normalises the properties of synovial fluids245 and
reduces the perception of pain.246,247
3.2 Force field choice
The first question regarding simulations of the HA either free or in complex with the
protein was which force field to use. Because OPLS-AA force field77 has proved to be
suitable for the description of proteins in the solvent environment we choose this force
field for all the simulations of SpnHyal in the present work. Since HA is a carbohydrate,
we first investigate whether the OPLS-AA force field is also valid for this molecule.
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3.2.1 Simulation setup
A hexasaccharide segment of the hyaluronan substrate was taken from the SpnHyal-
HA complex (pdb code: 1LOH, which was used for all the simulations in the present
work). This hexasaccharide segment was then simulated for 100 ns with 6 different
forcefield variants (see Table 3.1) and validated against the available experimental data.
No. force field variant water model comments
1 Gromos96 SPC United Atoms – Gromos96 (kindly provided
by P. Hu¨nenberger248)
2. AG93 SPC United Atoms -Amber/Glycam9368,249.
3. OPLS-AA TIP4P All Atom – OPLS69,70
4. OPLS-AA* TIP4P All Atom – OPLS with partial charges
calculated at DFT level (B3Lyp/6-31G)
5. OPLS SEI TIP4P All Atom – OPLS with molecule specific
Scaled Electrostatic Interactions (SEI)250
(also see Appendix B)
6. OPLS-SEI* TIP4P All Atom – OPLS with both 4 and 5
taken together.
Table 3.1: List of simulations carried out to determine the most suitable force field for hyaluro-
nan simulations. All the simulations were carried out in explicit water solvent with the water
model as specified.
All the simulations were carried out with the MD software package GROMACS 3.1.4
and GROMACS 3.2.1.81 The hexasaccharide segment of the hyaluronan substrate re-
moved from the SpnHyal-HA complex was energy-minimised using the steepest-descent
algorithm (Sec. 1.2.6), followed by solvation in a cubic box of approximately 50 x 50 x
50 A˚3 in size containing 12, 360 atoms for the simulations with SPC water model (4091
water molecules), and 15, 995 atoms with TIP4P water model130 (3961 water molecules).
To compensate for the negative charge on the HA hexasaccharide, 3 counterions Na+
were added.
Each of the fully solvated and neutralised simulation systems was then again energy
minimised to obtain the starting configuration for the simulations. The solvent and HA
were separately coupled to an external temperature bath141 of 300 K with a relaxation
time of 0.1 ps. In all simulations the system was weakly coupled to a pressure bath of
1 atm with isotropic scaling and a relaxation time constant τp = 1 ps. Bond lengths were
constrained to their equilibrium lengths using the LINCS algorithm.100 This algorithm
allows a 2 fs time step for the leap-frog integration scheme. For the Lennard-Jones
interactions, a cut off distance of 1 nm was applied. Electrostatic interactions between
charge groups at a distance less than 1 nm were calculated explicitly, and the long-range
electrostatic interactions were calculated using the Particle-Mesh-Ewald method147 with
a grid spacing of 0.12 nm and a fourth-order spline interpolation (see also Sec. 1.2). A
40
3.2 Force field choice
2 ns MD simulation was carried out with harmonical constraints on the protein heavy
atoms with a force constant of k = 1000 kJmol−1 nm−2 to equilibrate water and ions of
the system. A subsequent MD simulation of 5 nm length was performed to equilibrate the
whole system while the root mean square deviation (RMSD) for the sugar was monitored.
Finally, the production run was carried out for 100 ns, storing the coordinates of all the
atoms at every picosecond for further analysis. A typical simulation set up is shown in
Fig. 1.2 (a).
3.2.2 Validation and choice of OPLS-SEI* force field
All the simulations were validated using two approaches: Principal Component Anal-
ysis (PCA) and glycosidic dihedral distribution. For the principal component analysis,
first all available x-ray structures of HA were collected. All the simulations were then
projected onto the eigenspace of PCA of these experimental data to see how well they
overlap with the space spanned by the available experimental structures. Since the PCA
on the complete sugar resulted in unrealistic eigenvectors for the simulations like almost
complete rotation around the glycosidic bond, PCA was performed on the individual
units of the sugar e.g. three disaccharide units (D1, D2, and D3) and two tetrasaccha-
rides (T1 and T4). This way it was ensured that the PCA eigenvectors correspond to
the true configurational space sampled by both MD simulations and the experimental
x-ray structures.
Figure 3.4 shows the main results of these projections. From this figure it can be
easily seen that OPLS-AA (red) overestimates the flexibility of this sugar and should not
be used. Except pure OPLS-AA, all the other variants are quite in good agreement with
the experimental data. The GROMOS (magenta) and the AG93 (black) force field yield
quite rigid sugars and some times do not explore the eigenspace sufficiently to sample the
experimental data points. The other force field variants show intermediate behaviour if
sampling the conformational space for the experimental data is concerned. OPLS with
quantum charges modification (green) and OPLS-SEI with the same quantum charges
(yellow) show profound effects on the distribution and many times they sample a different
space than the others. However, they also agree very well with all the experimental data
and sample almost all the experimental structures during 100 ns of simulation time.
Although they sample more space than AG93 they do not yield overly flexible sugar as
pure OPLS-AA sometimes does. In fact as can be seen from D1-mode1:2, D1-mode2:4,
and D3-mode1:4 projections using these force fields explore outlying areas to sample
the experimental structures that are not visited by the GROMOS or AG93 force fields.
Following these results, we can choose a force field that is compatible to the OPLS-AA
force field used for the simulations of the protein (SpnHyal).
Since, the main degrees of freedom in any sugar are its glycosidic bond dihedral tran-
sition, the determination of the right force field was also assisted by the analysis of the
dihedral distribution of the glycosidic linkages. Figure 3.5 shows the distribution of five
dihedral angles in the simulated sugar, and corresponding dihedrals for the experimen-
tal structure. For the first and fourth linkage (φ1 and φ4, respectively) the OPLS-AA
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Figure 3.4: 2D projections of all the simulations in Table 3.1 onto PCA-eigenvector sets. D1, D2,
and D3 denote that PCA is performed on the respective disaccharide units of the hexasaccharide
substrate. Similarly, T1 and T2 denote tetrasaccharide units. Colour code in each plot is as
follows — black: United Atoms – Amber/Glycam93, magenta: United Atoms – Gromos96, red:
All Atom – OPLS-AA, green: All Atom – OPLS-AA with modified partial charges (OPLS-AA*),
blue: All Atom – OPLS with scaled molecule specific electrostatic interactions (OPLS SEI), and
yellow: All Atom – OPLS SEI* (OPLS-AA with both SEI and new partial charges), and cyan
circles: experimental data.
force field clearly yields a distribution different from the experimental x-ray structures.
Only electrostatic interaction modifications (OPLS-SEI) were found not sufficient to al-
leviate this as is evident from the dihedral distribution in the fifth glycosidic linkage.
The remaining force fields result in correct distribution of all the glycosidic linkages.
Since the protein in the present work is described by the OPLS-AA force field, the most
compatible force field variant was chosen for the HA. This OPLS-SEI* contains both
the electrostatic interaction scaling as well as the new partial charges as obtained by
quantum mechanical calculations (see Appendix B for the detailed force field parameter
set of the HA substrate used in the present work).
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Figure 3.5: Dihedral distribution along the glycosidic linkages of HA6 polymer. All the simula-
tions are validated against the structural data available. The distribution of the dihedrals with
pure OPLS-AA force field (red) is clearly does not match with the experimental data for two
of the glycosidic linkages. Scaling of the molecule specific interactions (SEI) helps improve the
distribution drastically (blue). The chosen force field for the present work (yellow) consists of
this scaled parameters as well as modified partial charges of the system as calculated quantum
mechanically. (colour code is as explained in Fig. 3.4.)
3.2.3 Flexibility of HA in the presence of the SpnHyal
With the new chosen OPLS-AA force field variant (OPLS-SEI*), the hexasaccharide
segment of HA was simulated in the presence of SpnHyal (For details of this simulation
setup see Chapter 4). Here, we focus on the difference between the behaviour of the
sugar in the presence or absence of the surrounding protein. A particular question to be
addressed was whether the behaviour of the β − 1, 4 linkage with respect to the β − 1, 3
linkage changes because SpnHyal selectively cleaves β − 1, 4 glycosidic bond. Thus all
43
Chapter 3. Hyaluronan: Structure and dynamics
Figure 3.6: Time evolution of dihedral distribution along the glycosidic linkages of HA in free
simulation as well as in the presence of SpnHyal. In all the plots, red dots denote the psi
distribution along with the blue trace of running average at the interval of 100 ps overlayed,
and black lines denote the phi distribution along with the green trace of running average at
the interval of 100 ps overlayed. As can be seen the overall flexibility of the sugar along all
the glycosidic dihedrals reduces in the presence of the enzyme. This is also depicted in the 2D
projection of the first two eigenvectors obtained from the PCA of the sugar.
the glycosidic linkages were observed during the simulations (free sugar and sugar bound
to SpnHyal).
Figure 3.6 shows the time evolution of the glycosidic dihedral angles over the simula-
tion time. Generally, HA in free solution shows overall increased flexibility compared to
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HA inside the cleft as can be seen in the projection of the first two eigenvectors of the
PCA performed on the sugar trajectories of both cases. One major difference between
the β−1, 3 and β−1, 4 is seen in both, free-HA and HA bound to SpnHyal. The β−1, 4
glycosidic bond is seen to be more flexible than the β − 1, 3. It is seen that all linkages
of the same type (i.e. either 1-3 or 1-4) show a similar range of motion, irrespective of
where they are situated in the oligosaccharide chain. The average (φ − ψ) angles for
the 1-3 linkage in free simulation are (46.80, 3.90) and for the 1-4 linkage are (37.60,
9.90). In the presence of the protein these averages are (41.30, 0.970) for 1-3 linkage and
(18.60, −26.40) for 1-4 linkage. This unusual change in 1-4 linkage is mainly due to the
phi4psi4 pair as seen from the figure.
3.3 Conclusions
The dynamical dependence of HA on different force field variants was investigated
by employing many different long time-scale (100 ns) molecular dynamics simulations.
All the simulations are cross-validated against the available experimental data using two
approaches – PCA and glycosidic linkage dihedral distribution. Even slight changes in
the partial charges show a profound effect on the behaviour of the sugar. An improved
version of the OPLS-SEI force field as developed by Kony et al.250 adequately describes
the carbohydrates. This force field variant along with modified partial charges as cal-
culated explicitly by a quantum mechanical way has shown better agreement with the
available experimental data than normal OPLS-AA force field. AG93 and Gromos96 are
also suitable to describe the HA behaviour, however, since we simulate SpnHyal with
the OPLS-AA force field, we prefer the variant of this force field for all the simulations
of HA in the present work.
HA shows quite dramatic flexibility along its glycosidic linkages. This flexibility
was studied for the free and SpnHyal bound HA. For free HA simulation, the β − 1, 4
glycosidic bond shows a broader distribution in the φ − ψ space compared to that of
β − 1, 3 glycosidic bond. In the presence of SpnHyal this flexibility is decreased. This
is interesting since SpnHyal is known to cleave only β − 1, 4 glycosidic bond selectively
during the catalysis. It may be speculated that because of its inherent flexibility, the
β − 1, 4 glycosidic bond can explore many preferred orientations in the limited space of
the catalytic cleft to be cleaved by the protein, which is not possible for the more rigid
β − 1, 3 linkage. More detailed investigations of the dynamics along these β − 1, 4 and
β − 1, 3 linkages such as studies revealing why these linkages have different flexibility in
the free environment may give insights into the structural basis for such specificity.
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Summary
Biomolecules often show large-scale conformational motions that may be functionally
essential. To investigate such conformational motions, we employ molecular dynamics
simulations of Streptococcus pneumoniae Hyaluronate lyase (PDB code: 1LOH). Three
principal modes of motions are observed that may be relevant to the processivity mecha-
nism. The main observation is that in the presence of hyaluronan substrate, the protein
gets ‘locked up’ in a closed conformation; while the apo SpnHyal is seen to be more flex-
ible. In this chapter we sketch these observations of dynamical exploration from“closed”
to “open” conformation in detail. After a brief introduction in Sec. 4.1, the experimental
procedures are sketched in Sec. 4.2, in which two novel structures obtained by the Je-
drzejas group are introduced. The simulation set-up is then discussed in Sec. 4.3. The
Principal Component Analyses (PCA) performed on these simulations and other analy-
ses are discussed in detail in Sec. 4.4. Finally, the implications of these observations to
the overall processivity mechanism of SpnHyal are discussed in Sec. 4.5.
Part of this chapter was published in:
Daniel J. Rigden, James E. Littlejohn, Harshad V. Joshi, Bert L. de Groot and Mark J.
Jedrzejas. Alternate Structural Conformations of Streptococcus pneumoniae Hyaluro-
nan Lyase: Insights into Enzyme Flexibility and Underlying Molecular Mechanism of
Action. J. Mol. Biol. 358:1165-1178 (2006).
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4.1 Conformational motions of proteins
A single, fixed conformation is adequate only to represent a very rigid protein. Such
a system would correspond to a “lock-and-key” model in which the protein exists in a
single well-defined state. However, the energy landscape of most proteins is frequently
described in terms of a folding funnel in which there are many unfavourable states that
collapse via multiple routes into possibly several favourable folded states representing
minima in the energy landscape. The protein can explore these minima by changing
its structure (See Fig. 4.1). The flexibility of a protein is thus an inherent property
that is often important for its functionality. The conformational changes can be small
chair-boat changes in a sugar ring251 upto large scale concerted motions in e.g. the
ribosome.252 Well-known examples are molecular motors, like muscle proteins, whose
protein dynamics is directly related to the mechanics of muscle contraction. Thus,
an investigation of the dynamics of the structural fluctuations and its relation to the
reactivity and conformational change of the protein is very important for any attempt
to understand the activity of a biomolecule. Against this background, we investigate
the conformational motions of SpnHyal and their relations to the HA-binding with MD
simulations.
Figure 4.1: A single structure of a protein implies an all-or-nothing folding funnel, perhaps best
described with the mathematic singularity shown on the left. The folding funnels on the right
and in the center demonstrate the conformational flexibility of a “standard” flexible protein and
a “rigid” protein, respectively.
The main motivation behind the present study was to investigate the possibility of
the SpnHyal to explore conformations different from the “closed” conformations that
were available from x-ray crystallography.20,21,211,213–215 Apart from these closed con-
formations of S. pneumoniae (SpnHyal), open conformations were available for Hyal
from a different species: S. agalactiae (SagHyal), and it was speculated that domain
opening was an inherent feature of the Hyal structure. However, it was unknown why
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only the S. agalactiae Hyal structures were found in an open configuration. To investi-
gate domain opening in SpnHyal, MD simulations that focus at the domain flexibility
were carried out and the results are presented in this chapter. The simulation results are
compared to two novel x-ray structures of SpnHyal that were obtained simultaneously.
The implications of the revealed domain motions for the processivity mechanism are
also discussed.
4.2 Crystallisation of new SpnHyal structures
The work presented in this chapter was carried out in close collaboration with the
Jedrzejas group, where two new structures of SpnHyal were crystallised and solved.
Below, we briefly discuss the results from the experimental investigations carried out in
Jedrzejas group.
4.2.1 Crystallisation and diffraction data collection
The wild-type S. pneumoniae Hyal, in its fully functional truncated form composed of
the catalytic and C-terminal domains only, was produced as reported previously.213,214
Two new crystal forms were obtained. These crystals grew within several months and
were of different morphology compared to those of the wild-type enzyme reported be-
fore.213 The first set of crystals was obtained employing 30% (w/v) polyethylene glycol
monomethyl ether (PEGMME) (pH 6.5), and the second set of crystals was obtained
utilising 70% (w/v) saturated malonic acid (pH 6.6). These are henceforth referred to
as PEGMME and MALONATE structures, respectively.
The crystals were cryo-protected and frozen using standard methodology. The diffrac-
tion data were collected using a synchrotron source, beamline 5.0.1 of the Berkeley Cen-
ter for Structural Biology, Advanced Light Source, Lawrence Berkeley National Labo-
ratory. The PEGMME crystals yielded x-ray diffraction data at 2.8 A˚, and indexed to
the P21 space group with unit cell dimensions a = 86.4 A˚, b = 83.3 A˚, c = 98.7 A˚, and
γ = 98.8◦. The MALONATE crystals yielded a 3.3 A˚ diffraction data set, space group
C2, and unit cell dimensions of a = 117.7 A˚, b = 101.1 A˚, c = 85.2 A˚, and γ = 125.1◦.
The reasons for the relatively poor diffraction by the new crystal form are unclear. The
crystals took a very long time to grow, and conceivably, the structural flexibility of the
enzyme is reflected in the crystal quality and the resulting x-ray diffraction data.
4.2.2 Structure solution and refinement
The structures were solved by molecular replacement methods employing the MOL-
REP programme and utilising the 1.56 A˚ crystal structure of the wild-type S. pneumo-
niae Hyal structure (SpnHyal) as a search model. This structure was then divided into
smaller parts based on the structural and dynamic domains previously identified.22,23
This approach was necessary to successfully achieve a solution of the SpnHyal-PEGMME
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structure. Solutions were further refined using rigid body refinement in CNS software.
Computational refinement was alternated with manual rebuilding with O. All data were
used throughout with no intensity or sigma-based cut-offs applied. SigmaA-weighted
map coefficients and maximum likelihood functions were always used. An Rfree value,
calculated from 5% of reflections set aside at the outset, was used to monitor the progress
of refinement. The asymmetric unit of the SpnHyal-PEGMME crystal form contains two
Hyal chains, which were constrained to identical conformations with CNS during initial
refinement. Later, the constraints were replaced by restraints and, where the density
suggested conformational differences between the chains, specific regions were exempted
entirely from the restraints. During the final stages of refinement exempted residues
were 385-388, 420-433, 435, 444, 492-493, 518, 524 and 527-540. At a late stage, water
molecules were placed into 3σ positive peaks in |Fo − Fc| maps if density was also evi-
dent in |2Fo−Fc| maps and suitable hydrogen bonding partners were available. Sulfate
and malonate ions derived from the crystallisation solutions were modeled into suit-
ably shaped regions of electron density. Temperature factors were refined first on a
per-residue basis, and then per-atom for a limited number of iterations guided by the
behaviour of the Rfree value.
4.3 Simulation details
SpnHyal-apo and SpnHyal-holo were both simulated with explicit MD-simulations.
Both simulations started from the closed SpnHyal conformation (PDB code: 1LOH).22All
the simulations were carried out with the MD software package GROMACS 3.1.4 and
GROMACS 3.2.1.81,82 For the Hyal-apo simulation the HA substrate was removed
from the structure manually. The N-terminal and the C-terminal residues (1VAL and
721LEU) were corrected using WHATIF.253 The protonation states for histidines were
corrected manually. The system was then energy-minimised using steepest-descent al-
gorithm (Sec. 1.2.6), followed by solvation in a cubic box of approximately 76 x 102 x
84 A˚3 in size containing ∼ 80, 000 atoms (∼ 16, 000 − 18, 000 water molecules). The
515 crystallographic water molecules were retained. For the apo system 8 counterions
Na+ and for the holo system 11 counterions Na+ were used to neutralise the charge
on the system. The water model used was TIP4P130 and the force fields used were
OPLS-AA69,70 for protein and OPLS-SEI* for the HA hexasaccharide (see Chapter 3).
Each of the simulation systems was then again energy minimised to obtain the start-
ing configuration for the simulations. The solvent, HA, and the protein were separately
coupled to an external temperature bath141 of 300K with a relaxation time of 0.1 ps. In
all simulations the system was weakly coupled to a pressure bath of 1 atm with isotropic
scaling and a relaxation time constant τp = 1ps. Bond lengths were constrained to
their equilibrium lengths using the LINCS algorithm.100 This algorithm allows a 2 fs
time step for the leap-frog integration scheme. For the Lennard-Jones interactions, a
cut off distance of 1 nm was applied. Electrostatic interactions between charge groups
at a distance less than 1 nm were calculated explicitly, and the long-range electrostatic
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interactions were calculated using the Particle-Mesh-Ewald method147 with a grid spac-
ing of 0.12 nm and a fourth-order spline interpolation (see also Sec. 1.2). A 2 ns MD
simulation was carried out with harmonical constraints on the protein heavy atoms with
a force constant of k = 1000 kJmol−1 nm−2 to equilibrate water and ions of the system.
A subsequent MD simulation of 5 ns length was performed to equilibrate the whole sys-
tem while the protein backbone RMSD was monitored. Finally, the production run was
carried out for 50 ns, storing the coordinates of all the atoms at every picosecond for
further analysis. A typical simulation set up is shown in Fig. 1.2 (b). Table 4.1 below
shows the details of the two simulations carried out.
Simulation details time System size
SpnHyal-apo 1loh structure without HA substrate 50 ns 77 278 atoms
SpnHyal-holo 1loh structure 50 ns 83 542 atoms
Table 4.1: Details of two simulation systems. Both the simulations start from the same crystal
structure (pdb code: 1LOH). For SpnHyal-apo simulation the sugar was manually removed from
the crystal structure.
A principal component analysis (PCA) was used to analyse the concerted fluctuations
of domains from the MD trajectories (for details on the PCA method see Sec. 1.3.1).
To compare the collective motions of simulations of SpnHyal-apo and SpnHyal-holo, the
PCA was first performed on available crystal data including the two new conformations
(see Table 4.2). The two simulations were then projected onto the resulting set of
eigenvectors for direct comparison of the extent of flexibility.
Abbreviation Bacterium Ligand Resolution (A˚) PDB code
SpnHyal211 S. pneumoniae None 1.56 1egu
SpnHyal-holo20,22 hyaluronan-
disaccharide/ 1.70 1c82
tetrasaccharide/ 1.53 1lxk
hexasaccharide 1.70 1loh
SpnHyal-PEGMME219 None 2.80 2brw
SpnHyal-MALONATE219 None 3.30 2brv
SpnHyal-vitamin C21 Vitamin C 2.00 1f9g
SagHyal212 S. agalactiae None 2.10 1f1s
SagHyal-holo23 hyaluronan-
hexasaccharide 2.20 1lxm
Table 4.2: Crystal structures referred to in this work and their abbreviations. Starting structure
for the simulations is SpnHyal-holo. SpnHyal-PEGMME and SpnHyal-MALONATE refer to the
newly solved structures while SagHyal refers to structures from different bacterial species.
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The main feature of the catalytic α-domain is the presence of a large, long cleft
where the substrates bind and undergo catalysis. This domain exhibits high flexibility
that presumably facilitates the mechanism of action of substrate degradation. From the
molecular dynamics simulations this flexibility was analysed in detail and its presumed
role in the processivity mechanism was investigated. The MD simulations were compared
to each other and to the x-ray structural data available along with the two novel x-ray
structures resolved by the Jedrzejas group. Below, we discuss the results from both, the
experiments and the simulation studies, in detail.
4.4.1 Description of the new pneumococcal Hyal structures
The individual domain structures of Hyal in the two new conformations, SpnHyal-
PEGMME and SpnHyal-MALONATE, are similar to those observed in earlier crystal
structures20,22,211 (Fig. 2.3). The nomenclature PEGMME and MALONATE indicates
the main crystallisation agent used to obtain diffracting crystals of SpnHyal in the two
new conformations. The crystallised Hyal molecule is composed of two domains, the
catalytic domain (α-domain) having an α5/α5 barrel structure and the β-domain com-
prised mainly of an antiparallel, three-layer β-sandwich). As in earlier crystal structures
the catalytic cleft transverses the α-domain. The active site of the enzyme is located
within the barrel domain on one side of the cleft area.21,22,210 Both new structural
conformations of the pneumococcal Hyal enzyme display a variety of structural dif-
ferences from previously observed Hyal crystal structures. These were analysed using
intra-domain root mean square deviation (RMSD) calculations and Dyndom to describe
domain motions.
The shape of the cleft varies significantly among all structures. In the closed con-
formation of SpnHyal-holo it is even covered by a bridge over the catalytic residues
forcing the substrate to thread through the cleft for catalysis (Fig. 4.2 upper left). In
SpnHyal-PEGMME the cleft is widely open, in a conformation that would facilitate
processivity by allowing easy substrate translocation towards the reducing end.211,218
The remaining structures appear to illustrate intermediate cleft opening/closing stages.
In the SpnHyal-MALONATE structure the cleft is nearly closed and in the SagHyal
structure it is nearly open.
4.4.2 Bacterial Hyals are flexible
The Hyal enzyme exhibits a high flexibility that facilitates the mechanism of action
of this enzyme. A previous flexibility analysis revealed three major types of motion of
the enzyme (Fig. 2.5):22,23 (i) a rotation/twisting motion of the whole α-domain relative
to the top half of the β-domain (Fig. 2.5 left); (ii) an opening/closing domain motion
influencing the width of substrate-binding cleft (Fig. 2.5 center); and (iii) the motion of
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Figure 4.2: Differences in the extent of the opening/closing of the catalytic cleft for different
crystal structures discussed in the chapter. Side-by-side view of the distribution of the potential
inside the catalytic cleft for representative structures. The location of catalytic, hydrophobic,
negative, and positive patches as well as the reducing/non-reducing ends of the HA substrate
are labeled. The electrostatic potential magnitude is held constant for all enzyme panels, and is
colour-coded as follows: blue: positive; red: negative.
loops from the β-domain, relative to the α-domain, that are involved in the formation
of the side of the cleft resulting in opening/closing of the access/entrance to the cleft
(Fig. 2.5 right). For the sake of clarity we maintain the same numbering of motions
throughout the present work.
Here, we present multi-nanosecond molecular dynamics simulations of SpnHyal-holo
and SpnHyal-apo in explicit solvent. These represent a significant advance on the earlier
computational analyses made with the computationally efficient but quantitatively less
rigorous CONCOORD program.22,23,223 Our simulations confirm the results from the
previous flexibility analysis and reveal the three types of domain motion found before as
the principal modes of collective fluctuation as derived from a principal component anal-
ysis (PCA). In both molecular dynamics (MD) simulations, SpnHyal-apo and SpnHyal-
holo, the opening/closing mode of the cleft (ii) is the largest amplitude fluctuation. As
can be seen in Fig. 4.3, the extent of the opening found in the simulations is in line
with the x-ray structures. The most open structures are even more widely opened in
the simulation of SpnHyal than the SagHyal and SpnHyal-PEGMME crystal structures.
The opening motion is found to be reversible in the simulations, with the most closed
conformations demonstrating the same degree of closure as the x-ray structures of the
closed enzyme, SpnHyal. Along this opening mode, the SagHyal structure, and oth-
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(a)
(b)
(c)
Figure 4.3: MD trajectories (blue and magenta traces) together with x-ray structures of Hyal
(circles), projected onto the two principal modes of structural divergence among all bacterial
Hyal structures. (a) The graph demonstrates the opening/closing motion of the cleft (motion
(ii)) revealed by the principal mode of structural divergence (x-axis). The 50 ns trajectory of the
SpnHyal-apo simulation (blue) samples this motion in close agreement with the structural data
available, whereas the hexasaccharide-bound SpnHyal-holo remains in a more closed configura-
tion (magenta). Also along the twisting mode (i), the simulations sample a similar range as the
x-ray structures, leaving only the S. agalactiae Hyal (Sag.Hyal) x-ray conformations unsampled.
The arrows point to two structure snapshots from the simulations, depicting the most open
(right) and closed (left) sampled configurations from the simulation. (b) Similar projection of
MD trajectories reveals the twisting motion (motion (i); x-axis) and the opening/closing motion
of the entrance of the cleft (motion (iii); y-axis). The SpnHyal-apo and SpnHyal-holo simulations
(blue and magenta traces, respectively) sample this motion, again in close agreement with the
structural data. (c) RMSD for the two MD trajectories with respect to the PEGMME crystal
structure. The blue trace shows the trajectory of the SpnHyal-apo simulation and magenta trace
shows the trajectory of the SpnHyal-holo simulation. RMSD for both the simulations decreases
to as low as 1.2 A˚ showing that the opening mode is significantly sampled.
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ers from the same species (green circles in Fig. 4.3), exhibit a slightly higher degree of
opening than the SpnHyal-PEGMME structure.
An RMSD (root mean square deviation) analysis was carried out to quantify the
structural differences. The RMSD between the crystallographic starting structure of the
simulations (PDB code: 1LOH (Table 4.1), the“closed”conformation) and the SpnHyal-
PEGMME structure (the “open” conformation) is 2.2 A˚. During the simulation of both
SpnHyal-apo and SpnHyal-holo the RMSD, compared to the PEGMME structure, de-
creases to as little as 1.2 A˚ (see Fig. 4.3 (c)). This confirms that in both simulations
the opening mode is significantly sampled. Interestingly, the MD simulation including
a hyaluronan hexasaccharide (SpnHyal-holo) does not sample the more open configura-
tions to the same extent as the simulation of SpnHyal-apo within the same time span
of 50 ns (Fig. 4.3(a)), suggesting that the substrate locks the protein in a more closed
conformation. The maximal amplitude of the opening of the cleft of SpnHyal-apo is ob-
served to be up to 12.8 A˚ (measured as the difference between the Cα −Cα separations
of Asn231 (in the loop in the α−domain) from Gly769 (in the loop in the β−domain,
which contributes to the catalytic cleft) in the most open and the least open trajectory
snapshots). In the simulation of SpnHyal-holo the extent of the cleft-opening, measured
in the same way, is observed only to be up to 6.5 A˚ (see Fig. 4.3(a) and Table 4.3).
This is further quantified by the mean projection along this mode for the SpnHyal-apo
simulation to 0.64± 1.16 (standard deviation) while for the SpnHyal-holo simulation it
is 0.01± 0.51. For comparison, the mean Asn231-Gly769 distances of the SpnHyal-holo,
SpnHyal-PEGMME, and SagHyal structures are 14.0 A˚, 22.1 A˚, and 21.6 A˚, respectively.
The second-largest amplitude domain motion observed in the simulations corresponds
to the twisting mode (i) from the original flexibility analysis. This mode results in a
reciprocal motion of the two domains with respect to the cleft, and might therefore
enable an effective translocation of the substrate along the cleft. This presumption is
supported by the extent of the twisting motion in the simulations. In the simulation of
SpnHyal-apo the α-domain is observed to be shifted with respect to the β-domain due
to this twisting mode by up to about 11 A˚. This extent was measured as the separation
between the Cα atoms of Asp340 of the superimposed most twisted and least twisted
snapshots from the trajectory. Strikingly, this is also approximately the length of a
disaccharide unit of the hyaluronan substrate. Also along this mode, the simulated
motions agree closely with the crystallographic structural differences.
Along this twisting mode (i), the SpnHyal-PEGMME structure represents a struc-
tural difference to SpnHyal in the opposite direction as the S. agalactiae x-ray structures,
SagHyal. However, the MD simulations span the complete range sampled by the x-ray
structures, suggesting that this mode also reflects an intrinsic mode of flexibility of the
protein. Our results also indicate that, although virtually the whole range of both the
opening/closing (ii) and the twisting mode (i) is accessible to Spn Hyal, these two modes
appear to be coupled during the simulation, leaving the Sag Hyal x-ray structures (green
circles in Fig. 4.3) unsampled during the simulations. This means the enzyme cannot
attain high values for motion i and motion ii at the same time (see Fig. 4.3). Thus,
although the Spn Hyal and the Sag Hyal x-ray structures are both reflecting the inherent
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Table 4.3: The extent of the dynamic domain motions in apo and holo-Hyal simulations. For the
first eigenvector the distance between the Cα−Cα separations of Asn231 and Gly769 in the most
open and least open trajectory snapshots gives the extent of the opening/closing motion of the
cleft. The twisting extent (amplitude of the second eigenvector) is measured by the separation
between the Cα atoms of Asp340 for the superimposed most twisted and the least twisted
snapshots from the trajectory. For the third eigenvector the distance between the Cα − Cα
separations of Asn341 and Asn580 was measured to give the extent of the opening/closing of the
access to the cleft at the reducing-end.
flexibility of this family of enzymes, part of the structural difference presumably results
from sequence differences.
Mode (iii), corresponding to a bending of the two domains that influences the width
of the cleft entrance/exit, is the third-largest amplitude mode resulting from the MD
simulations. Along this mode, the SpnHyal structure samples an intermediate position
and the SpnHyal-PEGMME structure and SagHyal structures represent a conformation
with the entrance opened and the exit closed. The MD simulations demonstrate that
this motion is sampled to the same extent in the opposite direction, thereby enabling
opening the exit and closing the entrance to the cleft. The amplitude of this motion
was measured as the difference between the Cα−Cα separations of Asn341 and Asn580
(since these residues are from the α− and β− domain respectively and are near the
exit side of the catalytic cleft) in the trajectory snapshots with most open and least
open cleft entrances in the same way as for mode (ii). This distance was found to
be maximally 9.08 A˚ in the simulation of SpnHyal-apo, whereas for SpnHyal-holo the
amplitude of this cleft-access mode was found to be maximally 5.47 A˚. Thus, also this
motion is significantly more explored in the SpnHyal-apo structure.
4.5 Discussion
Two novel structures of SpnHyal have been presented. They were obtained using
crystallisation conditions different from those hitherto employed. It could be argued
that they do not necessarily reflect physiologically relevant conformations due to the
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use of PEGMME and MALONATE. However, several factors lead us to believe in the
validity and relevance of the structures. Although precipitant can certainly influence the
crystallised conformation, it is unlikely that it could“force” the molecule into an energet-
ically unfavourable conformation. In fact, conformational diversity in structures of the
same protein has often been correlated with functionally important motions. Thus, the
conformations captured in the SpnHyal-PEGMME and SpnHyal-MALONATE struc-
tures can reasonably be supposed to be accessible to the enzyme and hence to be of
potential importance to its in vivo function. In this regard, it should be noted that
the pH values at which the structures crystallised, pH 6.5 and 6.6 for the SpnHyal-
PEGMME and SpnHyal-MALONATE structures, respectively, are neither far from the
pH optimum of the enzyme of ∼ pH 6.0–6.5, nor very different from pH 6.0 at which
the enzyme has previously been crystallised. The pneumococcal Hyal is a very resilient
enzyme and remains active under a variety of conditions including moderate concentra-
tions of ammonium sulfate (original crystallisation medium for this enzyme), or sodium
malonate salts, or PEG, including PEGMME.219 As expected, however, at high concen-
trations of these crystallising molecules the enzyme activity is compromised. Regardless,
Hyal molecules capable of full activity22,23 are contained within the crystalline lattice
or once such crystals are re-dissolved under standard assay conditions.213,214
Importantly, commonly molecular dynamics simulations can reproduce modes of
structural variability observed in sets of crystal structures and, indeed, we show that
to be the case for Hyal. Finally, the most radically different conformation of SpnHyal
described here, SpnHyal-PEGMME, bears a clear resemblance to a previous structure
of SagHyal making less likely the idea that it is an artifact of no physiological relevance.
With the reliability of the new structures established, their implications for our under-
standing of Hyal flexibility and function have been discussed. Based on MD simulations
studies, a cleft opening/closing motion (ii) has been predicted to be essential for cataly-
sis. The new SpnHyal-PEGMME structure now provides the first experimental evidence
that directly points to the ability of Hyal to achieve this open conformation predicted
earlier. Such an open conformation was previously observed for SagHyal but the dif-
ferent species origin of that protein left a doubt as to the universality of the flexibility
leading to the conformation. The new structure reveals that this cleft-widening motion
is an intrinsic mechanistic property of the enzyme, independent of the protein source.
The structural differences between all Hyals may be correlated to their modes of
action, as revealed by kinetic analysis with a variety of substrates.215 Biochemical data
demonstrate that Hyal cleavage of HA, its primary substrate, proceeds via an initial
endolytic cleavage until the average HA chain decreases to approximately 300 kDa.
At this stage another mode of action based on processive, exolytic HA degradation
of one disaccharide at a time initiates. When HA chains reach ∼ 100 disaccharides
(of about 300 kDa) in length the rapid exolytic and processive activity producing a
solely unsaturated disaccharide unit as the end-product of degradation are the primary
mode of action.22,210 Such behaviour is directly related to HA aggregation. Large HA
polymers strongly aggregate whereas aggregation decreases with diminishing size of HA.
Below 40 kDa (100 disaccharides)254,255 HA is thought not to be aggregated, resulting
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in processive action of Hyal. Bacterial Hyals degrade chondroitin substrates by a purely
endolytic process.
With the benefit of the new crystal structures presented here, and the consistent
multinanosecond MD simulations reported, it is tempting to speculate on a putative
underlying molecular mechanism of processive degradation of substrate(s) by bacterial
Hyals. The process putatively consists of the following steps. Once the access to the
cleft is open (motion (iii)) and the cleft is widely open (motion (ii)) the substrate is free
to bind in the cleft. Upon binding, the entrance closes (motion (iii)) and the cleft width
diminishes while the catalytic residues move into their functional positions (motion (ii)).
Once the catalytic residues perform catalysis, the residues responsible for product release
move in to repel the product (motion (ii)). For further processive exolytic degradation
of one substrate disaccharide at a time, the entrance-gate remains closed (motion (iii))
preventing the substrate from escaping the cleft and the cleft widens again (motion
(ii)). The substrate-bound enzyme then undergoes the twisting motion (i), by which
the substrate is translocated in the direction of its reducing end by ∼ 10 A˚, which is
also the length of a disaccharide. This would be followed by motion (ii), cleft closure,
and catalysis and subsequent cleft opening and product release, and repetition of the
cycle until the substrate is fully degraded in the processive manner. In the endolytic
degradation mode, both cleaved products would be released from the cleft after the
catalysis, a process facilitated by gate opening (motion (iii)) and widening of the cleft
(motion (ii)). The type of degradation is substrate specific and depends on the length
and aggregation of the substrate.218 Further experiments complemented by additional
simulations (Chapters 5 and 6) are required to study the individual steps in detail to
verify the proposed mechanism.
4.6 Conclusions
We have studied the structural basis of the molecular mechanism underlying the
cleavage of substrates by bacterial Hyals with molecular dynamics simulations and x-
ray crystallography in a collaborative effort. It is not common for enzymes to crystallise
under different conditions yielding different structures of the same enzyme. However,
in the case of Hyals from two streptococcal species, Spn Hyal and Sag Hyal, crystals in
a number of structural conformations were obtained. These conformations were found
to closely agree with the dynamic behaviour of the enzyme as revealed by molecular
dynamics simulations and were convincingly associated with the mechanism of the en-
zyme for processive hyaluronan degradation at the molecular level. Obtaining the new
structures allowed the validation of the computational models of enzyme action. The
new structures also reveal that the structural differences previously observed for different
bacterial Hyals (Spn and Sag) are not primarily due to sequence differences. Rather,
these structures, together with molecular dynamics simulation results, reflect a set of
specific domain motions likely to be common to all bacterial Hyals.
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Summary
Inspired by the results obtained from the previous chapter, in this chapter we present
simulations of SpnHyal together with the HA substrate. Additionally, the two simu-
lations reported in the previous chapter were extended to 100 ns, to see whether there
was any change in the domain motions on longer timescales. After a brief introduction
(Sec. 5.1) the simulation details are discussed in Sec. 5.2, and in Sec. 5.3 the results
emerging from these simulations are discussed. Three loop regions around the cleft have
been found to be highly flexible and these may play an important role in the processive
mechanism (Sec. 5.3.1). Subsequently, large scale motions of the protein as well as their
relation to substrate translocation were investigated. The opening/closing motion of
the cleft and the twisting motion of the domains are the largest domain motions in the
protein irrespective of the presence or absence of the HA. However, their amplitudes
change with the presence of HA and thus corroborating the functional role of these
motions in the processivity (Sec. 5.3.2). There was no spontaneous translocation of a
complete disaccharide observed. Hence, to investigate the cause for the substrate to
remain bound inside the cleft, we first monitored the flexibility of the sugar inside the
cleft (Sec. 5.3.3). The relation of the domain motions to the HA-substrate flexibility
are discussed in Sec. 5.3.4 and 5.3.5. These observations and the investigations of the
interactions of the HA substrate with specific regions and some of the critical residues
of the cleft known from the mutation experiments (Sec. 5.3.6 and Sec. 5.3.7) gave some
insight into the interplay between the protein domain motions and the processivity of
the sugar. Finally, the probable cause of an energy barrier that may be present for the
processivity to occur spontaneously is discussed in Sec. 5.3.9. The chapter ends with
the collection of all the results in Sec. 5.4.
62
5.1 Flexibility of SpnHyal
5.1 Flexibility of SpnHyal
In Chapter 4, it was observed that SpnHyals exhibit flexibility in the form of do-
main motions. In the case of Hyals from two streptococcal species, S. pneumoniae and
S. agalactiae, crystals in a number of structural conformations are available and these
conformations were found to closely agree with the dynamic behaviour of the enzyme
as studied by molecular dynamics simulations. Furthermore, this flexibility was experi-
mentally confirmed by two newly resolved structures (PEGMME and MALONATE as
discussed in Chapter 4) in the “open” conformation. Obtaining these new structures
allowed further validation of the computational models of enzyme action, which we now
extend for the further studies.
In the previous Chapter, the flexibility of SpnHyal was hypothesised to be associated
with the mechanism of processive hyaluronan degradation at the molecular level. In the
proposed model, the flexibility of Hyal was suggested to facilitate processivity of this
enzyme by threading the linear polymeric substrate(s) through the enzymatic/catalytic
cleft. Against that background it is now interesting to see whether additional simulations
including the HA support that mechanism. In this chapter we study the flexibility of
the SpnHyals with HA substrates of different lengths. With long timescale simulations
(∼ 100 ns), we investigate the question in detail how the flexibility of the enzyme and
the processive translocation of short length HA-substrates are linked. Basically, two
questions are addressed: (1) does the flexibility of the enzyme depend on the presence
of HA substrates of different lengths, and (2) do we observe any spontaneous movement
of HA-substrates of these lengths?
Related to these questions is the question to determine whether two classes of in-
teractions between enzyme and substrate can be distinguished. It was proposed earlier
that processive enzymes provide both a specific, tight binding mode that is necessary to
optimally position the substrate for catalysis, and an unspecific, weak binding mode for
the sliding phase. The second, weak binding regime can be expected to be characterised
by a trade-off between strong enough binding to prevent the substrate from dissociating,
and a weak enough binding to enable sliding of the substrate between successive rounds
of catalysis. We are interested in knowing whether indeed two distinct binding regimes
can be distinguished or not, and if yes to study the nature of both binding modes, both
structurally and energetically. Since SpnHyals are processive in nature, they remain
attached to the HA between the multiple rounds of the catalysis. Thus they should
exert a strong binding force on the HA so that the HA does not leave the cleft in the
catalytic phase, while they should at the same time exert weak forces or some repulsive
mechanism in the sliding phase so that the HA can slide through the cleft easily. We
wish to investigate how the SpnHyal achieves this.
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No. Simulation protein structure substrate length time [ns] Total System size
1. SpnHyal-apo 1loh — 100 (5) 77,278 (7)
2. SpnHyal-holo 1loh hexasaccharide 100 (5) 83,542 (10)
3. SpnHyal-holo2 1loh hexasaccharide 100 (5) 83,542 (10)
4. HLT2water1 1loh tetrasaccharide 100 (5) 89,550 (9)
5. HLT2water2 1loh tetrasaccharide 85 (5) 89,167 (9)
6. HLT2water3 1loh structure tetrasaccharide 95 (5) 89,551 (9)
back mutated
to F408Y
7. HLT2water4 1loh structure tetrasaccharide 40 (5) 89,460 (9)
back mutated
to F408Y
8. HLT3water1 1loh hexasaccharide 100 (7.5) 100,681 (10)
9. HLT3water2 1loh hexasaccharide 100 (7.5) 100,682 (10)
10. HLT3water3 1loh hexasaccharide 100 (7.5) 100,486 (10)
11. HLT4water1 1loh octasaccharide 75 (10) 162,681 (11)
12. HLT4water2 1loh octasaccharide 46 (10) 165,341 (11)
13. HLT4water3 1loh octasaccharide 70 (10) 165,341 (11)
Table 5.1: List of simulation systems with the simulation time in ns (equilibration time in
brackets) and total number of atoms in the system. The number in the brackets of the last
column relates to number of counterions (Na+) used to neutralise the system charge.
5.2 Simulation details
Several free MD (‘real time MD’) simulations of ligand-bound and ligand free SpnHyal
were carried out with the MD software package GROMACS 3.1.4, GROMACS 3.2.1
and GROMACS 3.3.81–83 The starting structure for all the simulations was the crystal
structure with PDB code: 1LOH.pdb.22 The two simulations discussed in the previ-
ous chapter, namely SpnHyal-apo and SpnHyal-holo, were extended to 100 ns. Another
simulation of SpnHyal-holo was also carried out for 100 ns but with different initial
conditions of coordinates and velocities (coordinates of the previous SpnHyal-holo sim-
ulation at 10 ns as a starting structure). In the new simulations the HA-substrate was
modified such that it resembles the substrate just after the catalytic action has been
performed (completion of step 4 in PAD mechanism discussed in Sec. 2.3.2). That way
the HA-substrate in the starting structure is now ready for the next catalytic round i.e.
for the sliding through the cleft, according to the proposed mechanism of processivity.
Simulations including tetra-, hexa- and octasaccharide were carried out. For the sim-
ulations with tetrasaccharide-HA as the substrate, the first part of the hexasaccharide
(HA1 from Fig. 2.4) was manually removed and the remaining tetrasaccharide part was
treated as substrate. Two types of simulations were performed — one with the crystal
structure 1loh and the other with wild-type protein. The wild-type protein was back-
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mutated to F408Y, since in 1LOH.pdb the catalytic residue Tyr408 was mutated. Since
this mutation concerns solely a catalytic residue it presumably does not affect the pro-
cessivity mechanism (the sliding phase of the HA-substrate). For the simulations with
hexasaccharide-HA as the substrate, a disaccharide was modelled at the non-reducing
end of the tetrasaccharide part obtained as described above. This resembles the 1loh
structure but shifted by one disaccharide unit towards the non-reducing end. The subse-
quent simulations were performed to see whether in ‘free’ simulations the HA-substrate
would slide through the cleft to yield a 1loh-like structure. Similarly, for two of the sim-
ulations (no. 11 and 12) with octasaccharide as substrate the initial structures were also
modeled such that octasaccharide is at the start of the next round of catalytic cycle or
sliding phase. For simulation no. 13, with the octasaccharide as substrate, the HA was
placed like in the 1loh-like structure. This means that the end-product side is occupied
and the substrate is now ready for the catalytic action. The details of each simulation
system are given in Table 5.1. Each series of simulations identical in structure and num-
ber of atoms differs in the initial conditions of coordinates and velocities (in a similar
way as holo and holo2).
The simulation systems were set up with simulation details as discussed in Chapter 4.
The equilibration time for simulations was now increased up to 10 ns for the modeled
systems to accommodate the changes in the substrate structure. The total simulation
time was more than 1µs. As before, the coordinates at every picosecond were recorded
for analysis.
5.3 Results and discussions
From all the simulations listed in Table 5.1, we first identified the major regions of
the protein that exhibit large flexibility during the simulations and thus may play a
role in the processivity mechanism (Sec. 5.3.1). Since the main features of the protein
flexibility are described as the first three principal modes of motion from the PCA
(see Chapter 4), we investigated these modes again for all simulations (Sec. 5.3.2). To
investigate the relationship between the sugar motion and the protein flexibility, first the
flexibility of the sugar in terms of its root mean square deviation (RMSD) and its motion
inside the cleft were monitored (Sec. 5.3.3). To see whether any spontaneous processivity
was observed in the free simulations the translocation of the HA-substrate through the
cleft was monitored in Sec. 5.3.4. The role of the domain motions of the protein with
respect to the motion of the sugar as a measure of the processivity gives an indication
of how protein domains affect the motion of the sugar inside the cleft. Finally, specific
interactions between the cleft-residues and HA occurring inside the cleft were monitored
to investigate in detail the functional role of protein-domain motions in the processivity
mechanism. We characterise and rationalise some of the specific known interactions
from the protein-sugar complex in Sec. 5.3.6 to Sec. 5.3.8. Based on these interactions,
major factors that may be responsible for the HA-substrate to remain attached inside
the cleft are validated and proposed.
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5.3.1 Equilibration and the flexibility of the SpnHyals
The root mean-square deviation (RMSD) from the crystal structure 1loh (i.e. the
starting structure of SpnHyal-holo simulation) was monitored during the equilibration.
Figure 5.1: RMSF per residue for all the simulations. In the upper right corner the protein is
shown in cartoon and in surface representation with the regions of the three loops marked with
LI: red, LII: yellow, and LIII: green. The RMSF for these loops are highlighted in the same
colours in all the graphs
For all simulations, the RMSD for the protein Cα atoms was found to level off
between 1.25 A˚ to 2.5 A˚(not shown). The root mean square fluctuations (RMSF) per
residue for the SpnHyal-apo simulation and all other simulations are shown in Fig. 5.1.
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A striking feature is the suppressed RMSF for the three flexible loops indicated as
LI, LII, and LIII in the holo-simulations as compared to the apo-simulation. In the
apo-simulation the RMSF for these loops is very high, up to 4.0 A˚. This fluctuation is
lower in all cases in which the sugar is present in the cleft, showing the influence of
its presence. On the contrary, the RMSF for the residues 27-43, which form a helix at
the entry side of cleft (just preceding the loop LI), increases for most simulations with
HA-substrate (simulations 4–13 in Table 5.1) except in holo-simulations and simulations
with octasaccharide substrate (simulations 2–3 and 12–13 in Table 5.1). In those cases,
where the RMSF for this helix is high (sim. no. 4–12), the position of the HA-substrate
is such that it is ready for the next round of the catalysis. The RMSF for the residues
338–350, which form a loop area near the entry side, shows a similar behaviour. The
loop region from the β−domain contributing to the catalytic cleft (residues 597–603)
also shows increased flexibility in the presence of HA-substrate. The high flexibility for
residues 360 to 370 corresponds to the peptide linker between the α− and β−domain.
The high flexibility of the regions around the residues 517 to 524 (in the HLT2water and
HLT4water cases) and of residues 634 to 648 (in the HLT4water case) are not of interest
here as these regions (loops in the β−domain) are not near the catalytic cleft. Thus,
Overall, protein flexibility seems to be directly affected by the presence of sugar inside
the cleft. In the next sections we will study the behaviour of these regions in detail.
5.3.2 PCA and the domain motions in SpnHyals
In the previous chapter, the flexibility of SpnHyal was studied by the analysis of two
simulations. Here, we extend this analysis by inspection of additional simulations (see
Table 5.1). This is illustrated in the two figures Fig. 5.2, Fig. 5.3 and Table 5.2.
In Fig. 5.2, the 2-D projections for the first three eigenvectors are shown. In each
panel A, B, C, and D the graph on the left side shows the projections onto the first two
eigenvectors. These graphs demonstrate the opening/closing motion of the cleft on the
x-axis and the twisting motion along the y-axis. The green circles in the upper right
corner represent the S. agalactiae x-ray conformations. All the 13 simulations leave
these conformations unsampled, reconfirming the structural divergence among bacterial
Hyal structures as was speculated from the earlier flexibility analyses. All simulations
in which the HA is in 1loh-like position (both SpnHyal-holo simulations (sim. no. 2 and
3, red and green traces from A-left) and the HLT4water3 simulation (sim. no. 13, green
trace from D-left)) and one HLT2water simulation (sim. no. 4, black trace in B-left)
see Table 5.2) sample the opening/closing motion of the cleft reversibly, but to a lower
extent than other simulations some of which sample this motion even up to the newly
solved “open” conformations (PEGMME, cyan circles). All these simulations also show
the twisting mode significantly sampled. This is also seen from the graphs on the right
in each panel where the x-axis gives the extent of the twisting mode.
Figure 5.3 shows the time evolution of the first three eigenvectors for all simula-
tions. For the SpnHyal-apo simulation, the first eigenvector, which describes the open-
ing/closing motion of the cleft, is spanned reversibly. The opening at 20 ns repeats again
67
Chapter 5. Flexibility of bacterial Hyals: Part II
Figure 5.2: 2-D Projections of the simulation trajectories together with the x-ray structures
projected on the essential subspace obtained from the PCA. On the left hand side MD trajectories
with the available x-ray structures of Hyal (circles) are projected onto the first two principal
modes of the PCA. The x-axis gives the extent of the opening/closing motion of the cleft, while
the second eigenvector (y-axis) shows the extent of the twisting mode (twisting between α and
β domain). On the right hand side panel, the projections on the second and third eigenvector
are shown, with the third eigenvector describing the opening/closing motion of the entrance of
the cleft (y-axis). (A) Projections of the MD trajectories of the simulations of Hyal-apo and two
Hyal-holo simulations (simulations of 1loh structures). Similar projections of the trajectories
of simulations of SpnHyal with the (B) hexasaccharide HA, (C) tetrasaccharide HA, and (D)
octasaccharide HA inside the cleft.
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Figure 5.3: Time evolution of the simulation trajectories together with the x-ray structures
projected on the essential subspace obtained from the PCA. The available x-ray structures of Hyal
are shown as circles and the simulation trajectories are shown as traces. (A) Projections of the
MD trajectories of the simulations of Hyal-apo and two Hyal-holo simulations (1loh structures).
Similar projections of the trajectories of simulations of SpnHyal with (B) the hexasaccharide
HA, (C) the tetrasaccharide HA, and (D) the octasaccharide HA inside the cleft.
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Sim. Eigenvector (i) Eigenvector (ii) Eigenvector (iii) Eigenvector (iii)
No. (opening/closing (twisting of the (opening/closing of (opening/closing of
of the cleft) α− domain) the access to the cleft) the exit to the cleft)
1 13.0 11.2 6.3 9.8
2 6.9 6.7 5.9 6.1
3 6.2 4.9 3.9 3.4
4 2.5 4.8 5.7 6.2
5 13.1 9.9 11.4 0.5
6 11.8 4.5 9.5 2.1
7 7.2 2.3 5.1 8.1
8 13.7 4.0 10.0 2.7
9 9.2 3.8 5.8 4.1
10 7.3 5.7 6.2 9.3
11 7.2 4.7 4.4 2.3
12 7.0 7.6 5.2 2.2
13 6.5 5.6 1.6 2.6
Table 5.2: The extent of the dynamic domain motions in all the simulations (same as described
in Chapter 4). The order of the simulations is the same as shown in the Table 5.1. For the first
eigenvector the distance between the Cα−Cα separations of Asn231 and Gly769 in the most open
and least open trajectory snapshots gives the extent of the opening/closing motion of the cleft.
The twisting extent (amplitude of the second eigenvector) is measured by the separation between
the Cα atoms of Asp340 for the superimposed most twisted and the least twisted snapshots from
the trajectory. The last two columns give the extent of the amplitudes for the third eigenvector
showing entry-side opening and exit-side opening respectively. For the entry site opening the
distance between the Cα − Cα separations of Asp211 and Ser771 is measured while for the exit
side opening the distance between the Cα − Cα separations of Asn341 and Asn580 is measured
to give the extent of the opening/closing of the access to the cleft.
after about 40–50 ns. This reoccurring opening is also seen in the two of the HLT2water
simulations (red and orange traces in B), and one of the HLT3water simulations (black
trace in C). Two simulations with hexasaccharide substrate (sim. no. 8 and 9) start
from relatively ‘open’ conformations, but significantly sample the ‘closed’ conformations
and ‘open’ conformations reversibly as seen from Fig. 5.3 (black and red trace). In
HLT4water simulations the protein opens up almost immediately, and then closes for
all the three simulations for most of the time. In the simulations with octasaccharide
in 1loh-like position, this closing is faster than in the other simulations and to a larger
extent. Relating the twisting mode to the cleft opening/closing an anti-correlation can
be seen for at least six simulations (apo simulation (1), HLT3water (8,9,10) simulations,
and two of the HLT2water simulations (5,7) — red and orange traces). The twisting
(second eigenvector) is seen to be at the maxima whenever the protein is in the “open
conformation” (first eigenvector).
In general, the most open structures from the simulations are even more widely
70
5.3 Results and discussions
open than the SagHyal and the newly solved SpnHyal-PEGMME crystal structures
for as many as 6 simulations (sim. no. 1, 5, 6, 8, 9, 11). The extent of the principal
modes during the simulations was quantified in a similar manner as in the previous
chapter and is summarised in Table 5.2. The maximal amplitude of the opening of
the cleft of SpnHyal-apo was observed to be up to 13.0 A˚ (measured as the difference
between the Cα−Cα separations of Asn231 and Gly769 in the most open and least open
trajectory snapshots). For comparison the distances between these residues in a ‘closed’
conformation of 1loh and in ‘open’ conformations of PEGMME (2 structures) were
observed to be 14.8 A˚, 22.1 A˚, and 21.6 A˚ respectively, showing the maximum amplitude
of opening of the cleft in the experimental structures to be 7.3 A˚.
Interestingly, both simulations of the SpnHyal-holo system (sim. no. 2 and 3) failed
to sample the more open configurations to the same extent as the other simulations
within the time span of 100 ns, suggesting that the substrate locks the protein in a more
closed conformation. Here, the extent of the cleft-opening was observed to be only up to
6.9 A˚, and 6.2 A˚ respectively (see Table 5.2). This observation was further supported by
another simulation having 1loh-like structure as a starting point (HLT4water3 simulation
(sim. no. 13)), in which the opening was found to be maximally up to only 6.5 A˚. All
other simulations (except sim. no. 4, black trace, Table 5.2) show varying but generally
larger extent along this mode. These results suggest that the decreased flexibility of the
protein in the presence of the substrate is due to the HA in the position ready to be
cleaved. Thus the SpnHyal-holo simulation presented in the previous chapter did not
get ‘locked-up’ in a closed configuration by chance.
The second eigenvector represents a twisting mode of the two domains with respect
to the cleft. This mode has therefore been speculated to play an important role in the
effective translocation of the substrate along the cleft. The simulated motions along
this mode also agree closely with the crystallographic structural differences. In the
simulation of SpnHyal-apo the α-domain is observed to be shifted by up to about 11 A˚
with respect to the β-domain due to this twisting mode. This extent was measured
as the separation between the Cα atoms of Asp340 of the superimposed most twisted
and least twisted snapshots from the trajectory. Strikingly, this is also approximately
the length of a disaccharide unit of the hyaluronan substrate. The amplitude of the
second eigenvector is seen at its maximum extent in the time span of 60 to 80 ns of the
apo-simulation (Fig. 5.3 A, black trace).
Only one simulation from the HLT2water system (sim. no. 5) shows the twisting of
the α−domain up to the same extent (compare red trace in Fig. 5.2 B and Fig. 5.3
B). The simulations for both holo proteins do not show as much twisting motion as the
apo-simulation does. The observation that in all the other 11 simulations the extent of
this twisting motion is smaller and that in none of these simulations the substrate is
translocated through one complete disaccharide unit supports the role of this twisting
mode in the processivity mechanism. For comparison the twisting between PEGMME
structures (cyan circles in Fig. 5.2) and 1loh structure was found to be 4.1 A˚ and 4.0 A˚
and the twisting between the MALONATE structure and 1loh was found to be 0.4 A˚.
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The third-largest eigenvector is the third-largest amplitude mode resulting from the
MD simulations and corresponds to a bending of the two domains that influences the
width of the cleft entrance/exit. Along this mode, the SpnHyal-PEGMME structure
and SagHyal structures represent a conformation with the entrance opened and the exit
closed. The MD simulations demonstrate that this motion is sampled to the same extent
on both sides of the SpnHyal-PEGMME structure and SagHyal structures, thereby
enabling opening the exit and closing the entrance to the cleft as well as opening of the
cleft exit. The amplitude of this motion was measured in both directions. The opening
of the cleft entrance was measured as the difference between the Cα − Cα separations
of Asp211 and Ser771 in the trajectory snapshots with most open and least open cleft
entrances in the same way as for the first eigen-mode whereas the opening of the cleft
exit was measured as the difference between the Cα − Cα separations of Asn341 and
Asn580 for the same snapshots. The opening of the cleft-entrance was found to be
at maximum when the complete length of the HA-substrate was inside the cleft (i.e.
for tetrasaccharide and hexasaccharide). Since the length of the cleft is approximately
long enough to fit only 3 disaccharide units of HA (a hexasaccharide substrate) the last
disaccharide unit of HA in HLT4water systems lies outside the cleft. In those cases
(sim. no. 11 & 12) the opening of the cleft access was found to be minimum for the
systems in which HA is ready for the sliding. For the simulations in which the HA
position is 1loh-like (sim. no. 2, 3 and 13) this opening was found to be even lower.
These observations may elucidate the binding mechanism of SpnHyal to HA during the
catalysis process. The opening/closing of the cleft-exit was not found to be correlated
to the closing/opening of the entrance site. The cleft-exit was found to be maximally
opened (9.8 A˚) in the simulation of SpnHyal-apo, whereas for the rest of the simulations
it was seen to vary from 0.5 A˚ (sim. no. 5) to 9.3 A˚ (sim. no. 10). Thus, this motion is also
significantly more explored in the SpnHyal-apo simulation compared to the simulations
of hyals with HA substrate. Interestingly for the last simulation (sim. no. 13) where
the octasaccharide substrate is in 1loh-like position, the opening of the cleft access is
minimal. Comparing (a) the opening of the cleft in case of 2 holo simulations and 3
simulations where hexasaccharide is ready for the sliding, and (b) the opening of the
cleft in case of simulation of octasaccharide in 1loh-like position (sim. no. 13) and other
two simulations with octasaccharide substrate ready for the sliding phase, it is seen
that when the substrate is ready for the sliding phase, the cleft access opens. Once the
substrate is in position for the catalytic action, the cleft access closes. This indicates a
putative functional role of the third eigenvector as helping in binding the substrate after
the sliding action is over.
Taken together, the simulations presented in this chapter thus confirm the domain
motions observed in the previous chapter. The fact that such a flexibility of the enzyme
is seen in all these different configurations strongly indicates that the protein domain
motion plays an important role in the processivity mechanism. Additionally, there
appears to be a strong correlation between the protein domain motions and the presence
of a sugar substrate/product (holo configuration). This correlation will be examined in
more detail in the next sections.
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5.3.3 Flexibility of the HA inside the cleft
As a next step towards understanding the processivity mechanism, we first zoom in
the picture to analyse the interactions of sugar with some specific regions inside the cleft.
First, to see whether any spontaneous processivity was observed in our free simulations,
and also to obtain a measure of sugar flexibility inside the cleft, the positions of the sugar
were monitored with respect to the cleft. The resulting distances are shown in Fig. 5.4
for the four cases as discussed. On the x-axis the distance between the center of mass
(COM) of the catalytic cleft of the enzyme and the COM of the sugar is plotted whereas
on the y-axis the distance between the COM of the next disaccharide to be cleaved
and the COM of the catalytic residues in the cleft is measured. For one complete cycle
of the processivity this distance should decrease by about 1 nm, which is the length
of the HA-disaccharide unit. The distances on the x-axis are scaled to zero such that
the starting distance will be at zero for all cases. The movement on the x-axis can be
correlated to the overall adjustment or positioning of the sugar inside the cleft i.e. the
flexibility of the sugar inside the cleft. In all cases the sugar did not show complete
disaccharide unit movement along the y-axis towards zero, indicating that processivity
was not observed for these cases in at least 100 ns timescale. However, all simulations
show the flexibility of sugar in terms of movement along the x-axis to varied extent. In
fact in sim. no. 8 and sim. no. 6 the sugar is very flexible and even though the sugar
does not leave the protein completely, it shows movement in out-of-plane direction. In
sim. no. 8 this can be attributed to the initial condition of the cleft which is relatively
opened and for sim. no. 6 it can be attributed to the short substrate, which can move
inside the cleft freely. For the simulations of SpnHyal with the tetrasaccharide substrate
inside the cleft, the sugar remains stable (Fig. 5.4 B, black, red and orange curves). For
the longer substrates (hexasaccharide and octasaccharide) the flexibility of the sugar
varies and this may be attributed to the adjustment of the sugar for proper positioning
as can be seen from the snapshots (inset in Fig. 5.4 C and D). For the simulations 2
and 3 the sugar remains ’locked up’ in its initial position showing not much movement
inside the cleft (upper panel of the Fig. 5.4 A).
The flexibility of the sugar inside the cleft as seen from Fig. 5.4 was further supported
by the RMSD of the sugar inside the cleft. The RMSD of the first four rings of the sugar
in each case was computed with respect to that in the crystal structure 1loh. This allowed
direct comparison of all cases discussed above. Fig. 5.5 shows these RMSDs together.
For the simulations where the sugar is in 1loh-like position (sim. no. 2, 3 and 13, black,
gray and brown traces), the RMSD of the sugar remained stable and lower than all other
simulations. Interestingly, RMSDs for the sim. no. 9 and 10 in which sugar was in a
position ready for the processivity cycle (orange and magenta traces) started initially
from high values and then slowly decreased at around 50–60 ns. The RMSDs for all
the other simulations remained stable for the duration of the simulations, and did not
decrease. The red trace in Fig. 5.5 where the sugar was ready for the processivity or
sliding phase, but with the cleft in a slightly ‘open’ conformation showed the highest
RMSD.
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Figure 5.4: Motion of the sugar inside the cleft. On the x-axis the distance between the center
of mass of the catalytic cleft of the enzyme and the center of the sugar is plotted. This distance
is scaled for each case so that the starting point is zero on x-axis (as shown by the circles). On
the y-axis the distance between the center of mass of the next disaccharide to be cleaved and
the center of mass of the catalytic residues in the cleft is measured. For one complete cycle
of the processivity this distance should therefore decrease by about 1 nm, which is the length
of the HA-disaccharide unit. Pictures show the position of the sugar inside the cleft for the
particular states shown by the arrows. The green cartoon and stick representation is for the
starting configuration while the blue cartoon and stick representation shows the state of the
complex at the position indicated by the arrow.
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Figure 5.5: Flexibility of the first four rings of HA inside the cleft. RMSDs are calculated with
respect to the first four rings of HA in the crystal structure 1loh, which is used as the starting
structure for all the simulations in this work. Black, gray and brown traces are the RMSDs for
the simulations where the HA is in 1loh-like position (sim. no. 2, 3 and 13). They remain low
for all the duration of the simulations. Orange and magenta traces start from the high value
where the sugar is ready for the processivity cycle (sim. no. 9 and 10) and slowly decrease to
lower values consistently. For all the other simulations, the RMSDs remain stable at high values
(except the red trace, sim. no. 8 where the cleft of the protein is relatively open at the beginning
than in other simulations)
5.3.4 Processive motion of the sugar
The flexibility of the sugar inside the cleft is shown in Fig. 5.4. Interestingly, the two
simulations with hexasaccharide substrates inside the cleft, at a position in which the
sugar is ready for the processivity cycle (sim. no. 8–10), showed large motions of the
sugar.
To further investigate whether the sugar in each of the above cases has moved towards
a reactive (1loh-like) configuration, thus confering the ‘real’ processive sliding, we pro-
jected the simulation trajectory on the first eigenvector obtained from the PCA carried
out on a set of two structures: the 1loh crystal structure and the starting structure of
HLT3water1 simulation. The first eigenvector of this PCA reflects the effective translo-
cation of the sugar towards a 1loh-like structure. As can be seen from Fig. 5.6 no signif-
icant motion of the sugar was observed for the simulations except in the two HLT3water
simulations (magenta and orange traces in the uppermost panel A). Both SpnHyal-holo
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Figure 5.6: Motion of the sugar inside the cleft resulting from the PCA performed on the sugar.
Panel A (top) shows the motion of the sugar for all the 12 simulations with HA substrate present
inside the cleft. The black circle shows the position of the sugar in the SpnHyal structure. In
an idealised processive cycle the simulations ready for the sliding phase (sim. no. 4 to 12) should
move the distance of one disaccharide unit and attain the 1loh-like structure (move towards the
black circle). Panel B shows a detailed picture of this sugar motion along with three protein
domain motions for the simulations 9 and 10, where the sugar shows some processivity in the
expected direction. Regions of the sugar motions with respect to the decrease in the second
eigenvector value are highlighted in yellow. Panel C shows the overlays of the initial structure
of simulations (in green) and the structure at maximum sugar translocation (in blue) for each of
the cases. The catalytic position is shown by the residues in grey stick representation. The red
arrows show the position of the next glycosidic β − 1, 4 oxygen linkage that would be cleaved.
The arrows pointing down show the initial position while arrows pointing upwards show the final
position depicting the movement in the processive direction.
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simulations show remarkable stability in the sugar position. The sim. no. 13 where
octasaccharide was modelled similar to a 1loh-like position so that it is ready for the
catalytic action, also shows stability like both SpnHyal-holo simulations. These three
simulations indicate that the sugar does not show processivity from the 1loh-like position
or the processivity takes place after the catalysis is completed in the step of disaccharide.
In all the simulations with tetra- hexa- or octasaccharide substrate except for sim. no. 9
and 10 (magenta and orange traces in the uppermost panel) the sugar remains stable
at its original position. Surprisingly in sim. no. 8 (HLT3water1 simulation, red trace
in upper panel A), the sugar moves in the non-processive or backward direction. In
this simulation, the cleft of the protein was relatively open at the start of the simula-
tions. Interestingly, the two cases of HLT3water (where the hexasaccharide is ready for
the sliding phase) spontaneously show almost half way progress towards the 1loh-like
position.
Next, we inspect the role of protein domain motions in relation to the processivity for
simulations no. 9 and 10. Interestingly, panel B in Fig. 5.6 clearly shows the correlation
of the first two eigenvectors emerging from the PCA of the protein domain motions
with the translocation of the sugar. The twisting mode or the second eigenvector is
apparently connected with the translocation because whenever the projection of this
eigenvector decreases (α−domain twisting towards exit side of the cleft) the sugar is
seen to be moving forward towards the 1loh-like position. The increase in the projection
to the first eigenvector or the opening of the cleft seems to be a consequence rather than a
cause of sugar translocation. Panel C shows the snapshots of the system at the maximum
sugar translocation. In both snapshots, protein and the sugar in initial configuration are
shown in green cartoon and stick representation respectively, while the structures at the
maximum translocated sugar are depicted in blue cartoon and stick representation. The
catalytic residues are shown in gray colour in stick representation. The glycosidic oxygen
of the second sugar ring has to come close to these catalytic residues in order to complete
one processive cycle. The position of this oxygen is indicated with red arrows in each
picture of panel C. From these snapshots it can be seen that the sugar in simulation 9
and 10 has moved only through one sugar ring (i.e. about halfway) towards the 1loh-like
position. However, Fig. 5.4 also shows that the distance between the next-disaccharide
and the catalytic center does not decrease significantly. This shows that this sugar has
not properly oriented or positioned yet during the 100 ns of simulation.
5.3.5 Role of protein dynamics in substrate binding
Does the substrate binding affinity, and/or sliding speed depend on protein confor-
mation? In other words is the dynamics of the protein actively involved in the processive
mechanism, or is the structural framework offered by the enzyme sufficient for the pro-
cessive degradation of its substrate?
We now try to correlate the specific types of fluctuations in the protein structure to
specific aspects of the processive mechanism in the observations made so far to address
above question. It is worthwhile to correlate the highest RMSD in case of sim. no. 8
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(red trace in Fig. 5.5) and the backward propagation of the sugar along the processivity
direction in that case. This movement is seen to be consistent from the beginning of the
simulation on (note that the cleft of the protein is open at the start of the simulation). If
this simulation is compared with the other two simulations that include a hexasaccharide
substrate (sim. no. 9 and 10), and all the other simulations in which no processivity is
observed, a striking correlation pattern of the domain motions of the protein with the
sugar motion/flexibility emerges. First, this for the first time indicates that either the
opening of the cleft or the twisting of the domain motion alone is not sufficient for the
complete processivity. Rather sugar translocation appears unfavourable if not assisted
by an other domain motion of the protein. In other words this may indicate that in a
successful processivity cycle, both motions — twisting between the domains and opening
of the cleft — are playing a coupled role. Second, even if the opening of the cleft is seen
as a consequence rather than a cause of sugar translocation in sim. no. 9 and 10, it
appears a crucial domain motion in the processivity cycle. This seems to be consistent
because, as seen from Fig. 5.3 C (black trace), the protein in this case does not show the
‘closing’ of the cleft to the same extent as in sim. no. 9 and 10 (red and green traces in
Fig. 5.3 C), while its twisting motion is similar to those in sim. no. 9 and 10 (at least for
the first 80 ns). Hence, if only the twisting motion is important for the processivity, this
simulation should also have shown spontaneous processivity in the expected direction.
The fact that the protein is relatively open at the start of the simulation thus appears
to drastically influence the processivity. Third, there is another piece of evidence to
support the mutual interplay of the first two eigen-motions of the protein. Because
of the helical nature of HA, it is apparent that the sugar has to reorient itself for the
next catalytic process when the glycosidic oxygen is positioned properly relative to the
catalytic residues (Fig. 2.4). It is not yet clear whether it can reorient after the sliding
phase (slide–and–flip process) or it reorients during sliding (screw–like motion), but it
is clear that the opening motion of the cleft is necessary for this reorientation. Since
opening of the cleft presumably facilitates the positioning/orientation of the sugar inside
the cleft by providing enough space for the sugar, one plausible scenario may be that
while the sugar is guided through the cleft with the help of the twisting motion, it
orients itself whenever the cleft permits it to do so. During the twisting the cleft tries to
remain ‘closed’ so that sugar does not leave the cleft, but is tightly bound to the cleft. In
contrast, when the cleft opens, the sugar tries to reorient itself without sliding. Finally,
from the above observations, it may be speculated that this translocation process is
happening at much longer timescales (typically more than 100 ns) and poses a main
bottleneck of the complete processive cycle as shown in Fig. 2.4.
5.3.6 Interaction of the HA with the positive and aromatic patch of the
cleft
We now zoom in to the emerging picture even more to investigate the different en-
ergetics and interactions between the sugar and the cleft that may be involved in the
processive translocation of the sugar inside the cleft.
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For this purpose we investigated particular interactions of the HA inside the cleft for
four cases: both SpnHyal-holo simulations in which the sugar motion in the processive
direction was found to be minimal (Fig. 5.6) and also its flexibility was very low (Fig. 5.5)
and the two HLT3water simulations in which we got significant processivity or sliding
of the sugar in the expected direction (sim. no. 9 and 10) as observed in the previous
section (Fig. 5.6). We chose these four cases for this analysis because the length of
the sugar in each case is the same (hexasaccharide) such that these simulations can
be directly compared to each other. The simulations differ only in the positioning of
the sugar inside the cleft. In the former case (sim. no. 2 and 3) the sugar is ready
for catalysis (sliding phase presumably completed) while in the latter cases (sim. no. 9
and 10) the sugar is ready for the processivity or sliding phase. Direct comparison of
these simulations may thus give some insight into how the protein-sugar interaction
changes at different stages of the complete processive cycle. As discussed in Sec. 2.3.2
the binding cleft of the SpnHyal mainly consists of three regions: (a) a largely positive
patch, (b) an aromatic patch near the catalytic residues and (c) a negative patch near
the product site. These are shown again in Fig. 5.7. One of the striking features is the
charge complementarity of the binding cleft of the enzyme and the HA substrate. The
positive patch was proposed earlier to provide an increased affinity for the negatively
charged HA substrate. Previously, the aromatic patch (Trp291, Trp292 and Phe343)
has been proposed to provide on one hand the basis for a precise positioning of the
substrate in the binding cleft,216 and on the other hand to contribute to the substrate
sliding mechanism. We now investigate the roles of these two patches in the processivity
for the four chosen simulations.
The short range interactions between the sugar and these regions for the above men-
tioned four cases are shown in Fig. 5.7. In the topmost panel (A) the initial position
of the sugar inside the cleft for each set of simulation is shown. The cleft is shown
in surface representation together with the interactive regions of interest (here positive
and aromatic patches) are shown. The sugar is shown in space filling representation,
and positions of the three disaccharide units D1 (first two rings), D2 and D3 (last four
rings) are indicated. In each case D1 would be the next disaccharide unit to be cleaved.
In the left picture, the holo configuration (sim. no. 2 and 3) shows that sugar is ready
for the catalytic phase, i.e. the first disaccharide at the reducing end (D1) is ready
to be cleaved. The glycosidic oxygen linking D1 and D2 is positioned near catalytic
residues (not shown). In the right picture (sim. no. 9 and 10) the sugar is in the slid-
ing/processivity phase and has to move by about one disaccharide unit (∼ 1 nm) such
that the glycosidic oxygen linking D1 and D2 is positioned at the catalytic residues in
the 1loh-like position (or similar to the left picture).
Short range energies of the interaction of the positive patch with the sugar are shown
in panel B. This energy is decomposed in two parts – interaction with the first two
rings (D1) and interaction with the last four rings (D2 and D3). For holo simulations
this interaction with the sugar as a whole is strongly attractive (black and red trace for
sim. no. 2 and green and blue trace for sim. no. 3) compared to those in HLT3water
simulations (black and red trace for sim. no. 9 and green and blue trace for sim. no. 10).
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Figure 5.7: A: Surface representation of the interaction regions in the cleft of SpnHyal along
with the HA sugar (space filling representation for three disaccharides D1, D2, and D3). A major
part of the cleft at the non-reducing end (near D2 and D3) is highly positively charged. The
positions of hydrophobic and catalytic residues are also shown. The left picture shows the initial
position of the sugar for the holo simulations in which the sugar is ready for the catalysis phase
whereas the picture on the right shows the sugar ready for the sliding phase (shifted by one
disaccharide unit towards the non-reducing end). B: Short range energies of the interactions of
the positive patch with first two rings (D1) and the last four rings (D2 and D3) for holo (on the
left) as well as HLT3water (on the right) simulations. The strong attractive interactions with the
substrate (D2 and D3) provide tight binding for the sugar in the catalytic phase (left, red and
blue traces) while in the sliding phase, even though the sugar is positioned closer towards the
positive patch, a much weaker attraction between cleft and substrate is observed, presumably
provided due to the cleft opening. C: Similar interaction energies with the hydrophobic/aromatic
patch of the cleft show that for the catalytic phase (left), the non-polar interactions are very
stable. The dynamic non-polar interactions in the sliding phase correlate well with the sugar
motion and the protein domain motions from Fig. 5.6.
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The interaction with D1 is less attractive but stable compared to that with the rest of
the substrate (D2 and D3). Similarly, panel C shows the interactions of the hydropho-
bic/aromatic patch with sugar in two parts (with D1 and with D2 and D3)) for each of
the simulations.
In both the holo simulations the interactions of D1 with positive patch as well as
aromatic patch were observed to be very stable, showing that D1 is ‘locked’ in the
catalytic position. Also, the interaction energies of the last four rings with the aromatic
patch for these simulations are very small, mainly due to the larger distance from the
aromatic patch. This stability of the energies was also reflected in the mobility of the
sugar (See Fig. 5.6) and in the fluctuations of the first 4 rings of the sugar inside the cleft
(See Fig. 5.5). This indicates that the fluctuations in the interaction energies with the
positive patch in these simulations are largely due to the contribution from the end part
of the sugar in these cases (last two rings at the non-reducing end or D3). Except for D3,
locking of both the disaccharides around the catalytic patch and aromatic patch can be
attributed to ‘not opening’ of the protein cleft during these simulations. This is further
supported by the energy-evolutions in sim. no. 9 and 10. In these simulations, where D1
is not at the catalytic site, the whole sugar is showing dynamic (varying) interactions
of the sugar with both positive patch and aromatic patch. As the protein closes, the
interaction energy of the last 4 rings with the positive patch becomes more and more
attractive and when the cleft is ‘closed’ (during ∼ 30 − 60 ns) the interaction with the
positive patch is the strongest (most attractive). During this period, the translocation of
the sugar inside the cleft is also observed to be minimal (see Fig. 5.6). The interactions
with the hydrophobic patch in this period are almost negligible during this period. While
in the beginning (first 20 ns) and after about 50 ns the interactions with the aromatic
patch were also observed to be stronger, thus supporting the proposed role of the protein
dynamics in the processivity mechanism.
Overall, the stronger attractive interactions of both the patches with the sugar in
sim. no. 2 and 3 suggest that sugar in 1loh-like position is in favourable position compared
to the simulations 9 and 10. In contrast, for the sugar in the processive phase overall
weaker attractions (or even repulsive aromatic interactions) indicate an unfavourable
position of the sugar inside the cleft. These observations support the hypothesis of
strong binding during the catalytic process and weak binding during the processive or
substrate-driving phase. However, the fact that the sugar did not show any spontaneous
processivity during 100 ns for the simulations 9 and 10 may indicate a large energy
barrier that has to be crossed in the substrate-sliding process.
Thus the protein cleft opening/closing motion clearly/strongly alters/affects the at-
tractive interaction of the sugar substrate with the cleft. The disaccharide units around
the catalytic site (D1 and D2) are stabilised by both strong attractive interactions with
positive patch and by the non-polar interactions with hydrophobic residues. The strong
attractive interactions with the substrate (D2 and D3) keep the sugar tightly bound
when it is properly oriented for the catalytic phase (left, red and blue traces) while
when the sugar is in the processivity/sliding phase the overall attraction for the sub-
strate is lowered even though the sugar is positioned closer towards the positive patch.
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Figure 5.8: SpnHyal-HA interface. On the left the figure shows the HA-binding site in the
SpnHyal structure. The hexasaccharide segment of HA (labeled 1-6) is coloured in purple. The
table on the right shows major interface contacts between specific residues from the active site of
the enzyme and the atoms of the HA substrate. (Figure and table adopted from S. Li et al.211).
Lower energies correlate with the opening of the cleft so that the sugar is relatively
weakly bound thus allowing easy translocation but not leaving of the cleft. The interac-
tions with the aromatic patch are also stronger in this period to guide the sugar in the
processive direction. These interactions are sometimes even repulsive hinting towards
an energy barrier in the translocation phase.
5.3.7 Characterisation of important known residues
In the previous section we observed the role of the positive and aromatic patch in
the cleft to provide suitable binding and sliding of the sugar inside the cleft. We now
decompose the interactions to the individual residue level to find the important residues
that contribute the most to these interactions. To this end we investigated the simula-
tion data for the roles of specific residues that are known from mutant experiments211 to
be important in processivity in one way or another. SpnHyal mutants R243V, N349A,
H399A, Y408F (a crystal structure that is also used in all these simulations), N580G,
W292A, F343V, W291A/W292A, W291A/W292A/F343V have been previously pro-
duced and characterised experimentally. Asn349, His399 and Tyr408 are known to be
directly involved in the catalysis since their mutation results in inactivation of the en-
zyme. Mutants R243V and N580G also show modified activity when compared to the
wildtype. A close up of the active center of the SpnHyal along with the hexasaccharide
substrate is shown in Fig. 5.8 in which aforementioned residues are shown. Also given
are several residues along the cleft in close contact with the hexasaccharide substrate
that seem to be important either by providing electrostatic or any other interaction.
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Based on these experimental studies the short range interactions were investigated in
Figure 5.9: Short range interaction energies for the interactions of the important residues in
the catalytic cleft of the SpnHyal with the individual sugar rings. The labelling of the sugar ring
HA3/1 means that the third sugar ring from the holo simulations (sim. no. 2 & 3) and the first
sugar ring from the HLT3water simulations (sim. no. 9 & 10) is considered for the interactions,
since these rings are in the similar positions inside the cleft. The sugar is stabilised inside the
cleft by the balanced interplay of interactions with the residues positioned above and below
it. Based on these interactions the roles of the known important residues can be validated as
well as some new mutations can be proposed. For example, residue Trp292 contributing to the
aromatic patch is known from the mutational experiments to play a key role and here in the
simulations it is seen to provide different interactions to the third ring of the sugar depending
upon whether the sugar is in 1loh-like position or in the processive phase. Similarly, residues
Arg466 and Asn468 are seen to provide the attractive interactions for the sim. no. 9 and 10 and
can be good candidates for the mutation experiments.
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the four simulations discussed above (sim. no. 2, 3, 9 and 10). These include elec-
trostatic interactions with each individual sugar ring 1 to 6 with specific individual
residues particularly those residues for which mutation experiments were previously
performed (Arg243, Asn349, Asn399, Tyr/Phe408 Trp291/Trp292/Phe343), and other
specific residues of the cleft in contact with the sugar (from Fig. 5.8). Correlations be-
tween these interactions and the observations from Sec.5.3.6 were used to narrow down
the number of residues significantly contributing to the interaction with the sugar. We
performed this analysis with only the first 6 rings of holo simulations and the corre-
sponding similarly positioned first four rings of HLT3water simulations, and not for the
last two rings of HLT3water simulations (sim. no. 9 and 10). Figure 5.9 shows the sig-
nificantly contributing (≥ 10kJ/mol−1 energy) interactions of these interactions. As can
be seen the balanced interplay of the interactions of residues positioned above and below
the sugar keep the sugar stable inside the cleft. Of particular interest are the residues
from the aromatic patch (Trp291, Trp291, Phe343), Asp293, and Arg243, which are
positioned above the sugar, while Tyr408, Arg462, Arg466 and Arg468 are positioned
below the sugar plane (See Fig. 5.8).
The residues in the aromatic patch (Trp291, Trp292 and Phe343) indeed play a vital
role in the stabilisation of the sugar inside the cleft when it is in the catalytic phase.
The interactions of these residues with the first two rings (HA1 and HA2) of sim.no. 2
and 3 are always stably attractive. For the third rings (HA3) of sim. no. 2 and 3 these
interactions rapidly decrease to zero, while for sim. no. 9 and 10 the patterns are opposite.
The interactions of Trp292 with the first ring of the sugar (positioned similar to HA3
of holo simulations) are of repulsive nature while the interactions with Trp291 provide
attractive interactions. These interactions are in favour of processivity. Interestingly,
however, Asp293 and Arg466 provide attractive interaction and may explain to some
degree the lack of spontaneous processivity in these simulations.
Similar patterns are observed for the fourth ring of the sugar in holo simulations
(HA4). Here, Trp292, Arg243, and Arg466 provide attractive interactions for the sugar
in the catalysis phase. These residues interact differently with the similarly positioned
second ring in HLT3water simulations (sim. no. 9 and 10). In this case, Trp292 pro-
vides weaker attraction while the interaction with Arg243 rapidly reaches zero. Taking
these interactions into account Trp293 is suggested to provide the repulsive part of the
interaction.
With these observations it seems that in addition to the residues that have been
already verified experimentally to be critical in the binding/cleaving process (these in-
clude Arg243, Asn349, Asn399, Tyr408, Trp291, Trp292, and Phe343), also Arg466 and
Arg462 may play a vital role in the processivity mechanism in general. Asn468 may
also be a good candidate for mutational studies of the protein with longer substrates
because this seems to provide the attractive interaction to HA6 (ring 6 of sugar in holo
simulations).
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Figure 5.10: General regions around the catalytic cleft in the cartoon and the surface rep-
resentation. (a) Entry-side region of the catalytic cleft consisting of 2 helices α2 and α11 (in
red); loops in the α−domain namely αL10 (in yellow), αL12 (in green) and part of loop L1 (in
yellow); and a loop from the β−domain βL3 contributing to the cleft (in purple). (b) core-region
of the catalytic cleft consisting of 2 helices α3 (in green) and α5 (in red), loops in the α−domain
namely L1 and L2 (in yellow), and a loop from the β−domain βL15 (in cyan). (c) Exit-side
region of the catalytic cleft consisting of loops in the α−domain namely L3 (in yellow) and αL8
(in green), and a loop from the β−domain βL1 (in red) of which βL15 is part of.
5.3.8 Other Interactions
For the simulation 9 and 10, it was observed that the last two rings of the sugar
(at the non-reducing end) move out of the plane away from an α−helix at the entry
side of the cleft of the protein (Fig. 5.6 C). This interaction might be an artifact of
modelling the last disaccharide part into incorrect position. It would thus be interesting
to monitor the interaction of the last disaccharide around this region since it may also
provide necessary interactions for the longer substrates. To investigate this aspect and
to characterise the interaction of sugar with the regions of the cleft at various stages
of the processivity mechanism, we classify these regions as the entry-region, core-region
and the exit-region of the cleft. These regions are shown in Fig. 5.10. The entry region
contains residues from the positive patch, the core-region corresponds to the positive
and the aromatic patch whereas the exit region contains the residues from the negative
patch defined earlier. We are interested in investigating the interaction of the last parts
of the longer substrates in the simulations (sim. no. 8 through 13) with the entry region
of the cleft (Fig. 5.11).
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Figure 5.11: Short range interactions of the last disaccharide units (at the non-reducing end)
of the HA with the entry region of the cleft. Upper figures (1 and 2) show the interactions of the
last disaccharide for sim. no. 8—10 (D3) and 13 (D4). These interactions are initially very strong
and then equilibrate showing that the HA has positioned itself in a favourable position after the
manual modelling. The interactions are still attractive, but to varying degree. The picture at
the right below shows the interactions of the last disaccharide unit (D4) of the sim. no. 11—12
with the entry region. Since this disaccharide is lying outside the cleft, the interactions decrease
to zero quickly as expected.
On the top left in Fig. 5.11 the interactions with the last disaccharide unit (D3) at
the non-reducing end of the HA are shown for the sim. no. 8–10. These interactions
with the entry region of the cleft start with high values. Upper figures (1 and 2) show
the interactions of the last disaccharide for sim. no. 8—10 (D3) and 13 (D4). These
interactions start from very high values, probably because of the modelling of these
units in unfavourable positions, and then decrease significantly showing that the HA has
positioned itself in a favourable position. The interactions are still attractive as they
should be, but to a varying degree. Similar behaviour is obtained for the sim. no. 11—13
where the substrate is one disaccharide longer. The picture on the upper right shows
the interactions of the entry region with the penultimate disaccharide unit (D3) for
sim. no. 11 and 12 and the last disaccharide unit (D4) for the sim. no. 13 (since the
substrate is in 1loh-like position for the sim. no.13). The overall attractive interactions
of all these units with the entry region of the cleft further validate the modelling of
the last part of the HA in the long substrate. The picture at the lower right shows
the interactions of the last disaccharide unit (D4) of the sim. no. 11—12 with the entry
region. Since this disaccharide unit is lying outside the cleft, the interactions quickly
decrease to zero as expected. The slight attractive interaction may be the contribution
of the sugar ring7 in these cases, which is outside the cleft but near to the entry-region.
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5.3.9 Complementary forces and origin of an energy barrier
With all the observations from the previous sections, we now can address the question
of what keeps the sugar from sliding through the cleft in the simulations discussed in
Sec. 5.3.4 or what is the binding force for the sugar when it is inside the cleft so that
it does not leave the cleft even when the cleft is ‘open’. As addressed in Sec. 5.1, these
observations indeed point to two classes of interactions of HA inside the cleft in the
processive phase (sim. no. 9 and 10) — repulsive interactions with the aromatic patch
and weak attractive interactions with the positive patch. Even though the 1loh-like
position is favourable for the sugar inside the cleft, spontaneous processivity was not
observed in HLT3water simulations (sim. no. 9 and 10). This indicated the presence
of an energy barrier for the processivity. The investigation of specific interactions such
as electrostatic interactions, and hydrogen bonding with specific residues inside the
cleft investigated for the two classes of the simulations also supported this view. One
possible contribution to the interactions discussed in Sec. 5.3.6 may come from the
hydrogen bonding of the sugar inside the cleft as discussed in 5.3.8. If that is the case,
then it may also lead to the contribution to an energy barrier because for the probable
reorientation of the sugar, these hydrogen bonds have to break. Thus, these hydrogen
bonds of the sugar with the cleft also provide two opposite scenarios — keeping the
sugar attached to the enzyme which is required for the processive nature of the enzyme,
but at the same time presenting an energy barrier for the rotation phase of the sugar
for proceeding to the next cycle.
The processivity of the enzyme may occur as an outcome of the dynamic competition
between several interactions (electrostatic, hydrogen bonding or any other interaction),
which are essential for providing strong binding forces so that the substrate does not
leave the cleft and at the same time presenting an energy barrier for the process.
5.4 Conclusions
We have carried out various ‘free’ simulations of the SpnHyal-HA complex in which
the position of the HA substrate inside the cleft and/or its length is varied. From these
extensive simulation studies the results from the previous chapter are confirmed. This
gives sound support to the fact that bacterial Hyals are of flexible nature, which is
very important in their physiological actions. In fact the conformational variance of
the protein or the structural framework it provides is functionally important for the
processivity and not just the random dynamical exploration of the energy landscape.
The correlation of these interactions and the sugar movement inside the cleft with the
domain motions of the protein indicate that the dynamics of the protein is actively
involved in the processive mechanism. The role of the twisting mode is proposed to be
responsible for the sliding of the sugar. This analysis on one hand provided a sound
basis for the simulation model, while on the other hand provided some insights on the
substrate affinity inside the cleft.
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Investigation of the mobility of the sugar inside the cleft showed that even for the
∼ 100 ns long simulations, a complete processivity by one disaccharide unit was not
observed. This indicates that the process of sliding occurring after the catalysis is the
main bottleneck or the time-limiting factor in the overall kinetics of the enzyme-ligand
interaction. More detailed investigations are required to analyse the exact cause of this
rate-limiting step.
It is seen that the substrate binding affinity, varies depending on the substrate po-
sition inside the cleft and also on the protein conformation. Roles of positive patch
and aromatic of patch of the cleft are important in providing strong or weak attraction
depending upon the substrate position. As the first step to understand the mechanism
of processivity or sliding of the sugar through the cleft, the simulations were rationalised
based on the available knowledge of mutation experiments, and the specific interactions
between some of the known important residues and the HA-substrate were investigated
in detail. These interactions have provided clues of how the substrate interacts when it is
ready for the catalytic phase and when it is ready for the sliding phase. We have found,
as expected, that the Trp291, Trp292, Phe343 (contributing to the aromatic patch of
the cleft), Arg243, and Arg462 keep the first disaccharide of the sugar ‘locked up’ when
it is in the catalytic phase by providing strong attractive interactions. For the rest of the
substrate, varying interactions were observed depending upon the the position/length of
the substrate and protein (whether it is open or closed initially). Here, also, the residues
from the aromatic patch are observed to play a critical role in providing attractive in-
teractions to the sugar helping it to remain stable inside the cleft. Also in this respect
interactions of Tyr/Phe408 (of the catalytic cleft), Arg466 are seen to be important.
Analysis of the hydrogen bonding for all the simulations provided an additional con-
tribution to the varying interactions of the sugar in the cleft. Based on the residue-level
electrostatic interactions and hydrogen bonding analysis two more residues are observed
to be important in the mechanism. Asn468 of the positive patch is seen to provide a
strong attractive potential only for the longer substrates thus leading to a strong binding
to the cleft. Similarly, Trp292 of the aromatic patch is seen to be involved extensively
in the hydrogen bonding for all the simulations. The analysis of the role of these two
residues provides better understanding of the binding mechanism of the sugar inside the
cleft.
In conclusion, it can be said that the specific interactions and/or fluctuations in the
protein-ligand complex and their correlation with the substrate movement show that
the aromatic and the positive patch of the catalytic cleft are important in binding the
substrate in between the multiple rounds of the catalysis. These patches are conserved
in all the bacterial Hyals indicating their functional importance.
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Enforced MD simulations on SpnHyals.
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Summary
With the current state of the art computers, molecular dynamics simulations can probe
the nanosecond to microsecond timescale dynamics of biomolecules. However, some of
the processes, such as protein unfolding/folding or the sugar-translocation addressed in
the present study, occur more slowly and the MD simulations need to be accelerated to
span those regions of the energy landscape that the ‘standard’ MD simulation cannot
access. Many different techniques of enhanced MD simulations are routinely used to
drive the system towards a specific direction to induce the transitions of interest. These
techniques differ in the algorithm, the method with which a bias force is applied, and
also in the choice of the reaction coordinate along which the process is enforced to pro-
ceed. In the present work, we use primarily three such enhanced-MD techniques: High
temperature simulations (Sec. 6.2), Force Probe Molecular Dynamics (FPMD) (Sec. 6.5)
and Essential Dynamics (ED) (Sec. 6.6). Simulations from both these techniques concur
that the cleft opening/closing motion and twisting of the domains of the protein relative
to each other are essential for the processivity. Finally, we also present the preliminary
free energy profile obtained for the enforced sugar translocation in Sec. 6.7.
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6.1 Kinetic traps and force-induced simulations
Because of the complex structures of biomolecules, their energy landscapes are high-
dimensional and of complex nature. The structure and dynamics of biomolecules strongly
depend on these energy landscapes. Different motions/processes of the proteins can be
described in terms of exploring the energy landscapes as shown in Fig. 4.1. Confor-
mationally stable substrates of the protein are then represented by a large number of
local minima separated by energy barriers of different heights. Local motions occurring
on picosecond to few nanosecond timescales usually involve traversing of small energy
barriers that may easily be studied with the modern day computation power. In fact the
classical MD method has been very useful to investigate the properties of a system at
multinanosecond timescales these days. However, many times the system under study
gets trapped in a local minimum of the complex high dimensional energy landscape and
crossing that barrier with the normal MD method usually requires a huge (and hence
impractical) amount of computational time. A short MD simulation of a few nanosec-
onds, generally does not explore all those regions in the configurational space that are
accessible under physiological conditions, where timescales usually are in the order of
magnitudes larger. Sometimes, the rate-limiting factor of the complete process to be
studied is on a relatively long timescale, requiring also very long, and hence impracti-
cal, simulation time. As a consequence, the conformational ensemble obtained by MD
simulation is almost never complete. This is called ‘sampling problem’ and has been a
general challenge for MD simulations for a long time. Several MD simulation methods
to enhance conformational sampling have been developed during the last years.45,256
In the present work, we do not observe any processivity from the ‘free’ (unbiased)
simulations (Chapter 5). Hence, in this chapter we use three sampling-enhancement
techniques to drive the system to the desired state: elevated temperature simulations,
Force Probe Molecular Dynamics (FPMD), and Essential Dynamics sampling (ED).
FPMD and ED sampling methods yield the forces on the system as a measure for the
mechanical stability of the system. In general, they give insight into the properties
of the system under mechanical load, i. e. under non-equilibrium conditions. In the
following sections we discuss first the theoretical principles and then simulations using
these methods in detail (Sec. 6.2 to 6.6). The particular questions that are addressed in
the following sections are: (1) what are the critical pathways for the sugar translocation
process? (2) what regions inside the cleft and/or which specific interactions of the cleft-
residues with the sugar are responsible for the huge barrier that is not overcome in the
long ’real time’ simulations? and (3) how does the enzyme accomplish the directionality
in relation to the characterisation of the earlier two questions? In other words, does the
sugar overcome this barrier independently or is protein dynamics actively involved in
the barrier modification, i.e. does the enzyme help the sugar to overcome the barrier?
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6.2 Elevated temperature simulations
6.2.1 Principle
Figure 6.1: Schematic representation of the energy landscapes explored by the system (repre-
sented by grey sphere) at different temperatures. As the temperature of the system increases it
becomes easier for the system to cross the energy barriers and go from one local minimum to
another (say from C to B). The transitions that otherwise would not be possible, can thus be
explored by increasing the system temperature.
Increasing the temperature increases the diffusivity. Therefore, one of the simplest
methods to reduce the required simulation time, and thus to enhance the sampling
efficiency, is to increase the temperature of the system of interest. This method has
been successfully applied in computational studies of docking of ligands into the binding
pocket of a number of proteins.257 It has the advantage that the diffusion speed of
the ligand is enhanced, thereby drastically reducing the simulation time required for
searching appropriate binding modes, without affecting the dynamics of the proteins.
The principle behind this technique is schematically depicted in Fig. 6.1. The system
shown as a grey sphere at minimum A is at temperature T0 and cannot explore any other
part of the energy landscape because of the large energy barrier. A similar situation
could occur if the system is at minimum B or C at temperature T0. However if the
temperature of the system is increased to T1 or T2 then the system can easily overcome
the energy barriers as shown and explore the regions in the landscape that would not be
accessible otherwise. Hence, we employ elevated-temperature simulations to study the
change in the fluctuations of the HA substrate in the cleft as discussed in Sec. 6.2.2—
6.2.4.
In the ‘free’ MD simulations employed in the present work the system was coupled
to a heat bath by correcting the actual temperature using the Berendsen thermostat141
(see Sec. 1.2.4). The coupling strength is set by the coupling constant τ , which was set
to 0.1 ps. Temperature coupling assumes the system to be thermally equilibrated, and
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removes temperature differences. In contrast, in the elevated temperature simulations
part of the system has a different temperature. To achieve this, the coupling constant
τ was decreased to 0.01 ps for the simulations presented here.
6.2.2 Simulation setup
Four different simulations were setup to test the high-temperature behaviour of the
sugar inside the cleft of SpnHyal. These simulations were carried out with the MD
software package GROMACS 3.2.1 and GROMACS 3.3.82,83 The starting structure
for each simulation was the same as that of the ‘free’ simulation corresponding to that
system. As discussed in Sec. 6.2.1, the temperature coupling constant τ was decreased
to 0.01 ps. The remaining details of these simulation systems were similar to those set
for the ‘free’ simulations as discussed in Sec. 4.3. The details of the simulation systems
is sketched in Table 6.1. The simulations correspond to the free simulation configuration
2,4 and 10 of Chapter 5. We chose these systems as in these systems the protein showed
the least opening of the cleft (see Sec. 5.3.2 and Fig. 5.2). The only difference to those
simulations is the now increased temperature of the sugar as indicated in the Table. 6.1.
In all four simulations the protein and solvent are kept at 300K. The equilibration time
for simulations was now increased to 10 ns for the system to acclimatise for the changes
in the substrate structure.
No Simulation substrate length Temperature of time (ns) Total System size
the sugar (K) (number of atoms)
1. SpnHyal-holo hexasaccharide 500 100 (10) 83,542 (10)
2. HLT2water tetrasaccharide 500 100 (10) 89,550 (9)
3. HLT3water1 hexasaccharide 500 20 (10) 100,486 (10)
4. HLT3water2 hexasaccharide 750 36.5 (10) 100,486 (10)
Table 6.1: List of high-temperature simulation systems simulated. The simulation time T in
nanoseconds is stated with the equilibration time in the brackets. Similarly, in the column of total
number of atoms N in the system the number in the brackets gives the number of counterions
(Na+) used to neutralise the system charge.
6.2.3 Results and discussions
Two main results were compared to those in the case of room-temperature simulations
(Chapter 4 and 5). First, the PCA projections of the protein were compared to see how
the protein responds to the sugar at high-temperature (see Fig. 6.2). Panels A and
B show the 2-dimensional projections of the simulation trajectories on the first two
eigenvectors as obtained by the PCA of the crystallographic data (on the left), and
on the right is the similar projection on 2nd and 3rd eigenvector. Panel C shows the
93
Chapter 6. Force-induced MD simulations of SpnHyal-HA system
Figure 6.2: A,B: 2-D Projections of the simulation trajectories together with the x-ray structures
projected on the essential subspace obtained from the PCA. On the left hand side the projections
along the first two eigen-modes show the extent of the opening/closing of the cleft (along the
x-axis) and the twisting of the α−domain with respect to the β−domain. The opening/closing
of the entrance/exit of the cleft access (projection along the third eigenvector) is shown along
the y-axis on the right. The flexibility of the protein increases significantly from the respective
cases of the simulations in Chapter 5. The holo-simulation (black trace in A) even showed
the opening of the cleft which was not observed during the ‘free’ holo simulation. These plots
indicate a strong coupling of the protein dynamics with the sugar mobility inside the cleft. C:
Time evolution of the simulation trajectories together with the x-ray structures projected on
the individual eigenvectors obtained from the PCA. The x-ray structures of Hyal are shown as
circles and the simulation trajectories are shown as traces.
time evolution of the simulation along the individual eigenvector. Table 6.2 gives the
quantification of these eigenvectors in terms of amplitudes of cleft opening or twisting
motion or cleft/access opening similar to Table 5.2.
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Sim. Eigenvector (i) Eigenvector (ii) Eigenvector (iii) Eigenvector (iii)
No. (opening/closing (twisting of the (opening/closing of (opening/closing of
of the cleft) α− domain) the access to the cleft) the exit to the cleft)
1 12.7 6.6 5.3 6.2
2 9.4 4.3 3.4 11.2
3 3.9 2.9 3.0 4.0
4 9.8 4.4 3.3 5.5
Table 6.2: The extent of the dynamic domain motions in all the simulations (same as described
in Chapter 4). The order of the simulations is the same as shown in Table 5.1. For the first
eigenvector the distance between the Cα−Cα separations of Asn231 and Gly769 in the most open
and least open trajectory snapshots gives the extent of the opening/closing motion of the cleft.
The twisting extent (amplitude of the second eigenvector) is measured by the separation between
the Cα atoms of Asp340 for the superimposed most twisted and the least twisted snapshots from
the trajectory. The last two columns give the extent of the amplitudes for the third eigenvector
showing entry-side opening and exit-side opening respectively. For the entry site opening the
distance between the Cα − Cα separations of Asp211 and Ser771 is measured while for the exit
side opening the distance between the Cα − Cα separations of Asn341 and Asn580 is measured
to give the extent of the opening/closing of the access to the cleft.
Interestingly, from these observations, it is convincingly seen that the protein domain
motions are affected by increasing the temperature of the sugar in each case. In each
simulation the protein opened to larger extent than in simulations with the sugar at
300 K in the respective case (See Fig. 5.2, Fig. 5.3 and Table 5.2). The amplitudes for
all the eigenvectors in sim. no. 3 are smaller than that obtained for the simulations at
300K, but that can be attributed to the fact that this simulation was carried out for only
20 ns. Surprisingly, only the first eigenvector seems to be affected in all the simulations.
The amplitudes of the motions for the second eigenvector i.e. the twisting motion was
observed to be almost of the same extent as observed in Chapter 5. The opening/closing
of the access to the cleft, i.e. the opening of the entry region of the cleft was observed
to be to a lesser extent than before.
Next, the flexibility of the sugar inside the cleft and its movement in the processive
direction were monitored to see whether a complete translocation of the sugar is observed
during these simulations. As can be seen from Fig. 6.3 (a), the root mean square
deviation (RMSD) of the sugar clearly increased compared to that at 300K, showing
that the sugar at high temperature is more dynamic, as expected. The RMSD was
obtained in a similar manner as in Chapter 5 (see Sec. 5.3.3). This gave a measure
for the flexibility of the first four rings of the sugar inside the cleft. In all simulations
the overall flexibility of the sugar was increased due to the higher temperature, but it
remained stable fluctuating at these high values. The simulation with the hexasaccharide
substrate at 750 K (sim. no. 4) showed a decrease in the RMSD towards the 1loh-like
sugar initially but then remained stable. The sugar in simulation 1, i.e. with the sugar
in the catalytic position showed a very dynamic character. The RMSD was correlated
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Figure 6.3: (a) Flexibility of the first four rings of HA inside the cleft. RMSDs are calculated
(in similar manner as in Chapter 5) with respect to the first four rings of HA in the crystal
structure 1loh, which is used as the starting structure for all the simulations in this work. In
all the simulations the overall flexibility of the sugar was increased due to higher temperature,
but it remained stable (except in SpnHyal-holo case). The simulation with the hexasaccharide
substrate at 750K showed a decrease in the RMSD towards the 1loh-like sugar initially but then
remains stable. The sugar in simulation 1, i.e. with the sugar in the catalytic postion shows
a very dynamic character. This results in the opening of the cleft, which was not observed in
the ‘free’ simulations before. (b) Motion of the sugar inside the cleft obtained by the PCA
performed on the sugar in a similar manner as in Chapter 5 (see Sec. 5.3.4). The black circle
shows the position of the sugar in the SpnHyal structure. For one complete processive cycle, the
simulations ready for the sliding phase (sim. no. 2 to 4) are expected to show motion towards
this circle (by moving through the distance of one disaccharide unit and attaining the 1loh-like
structure). The black trace shows the simulation trajectory of SpnHyal-holo. The sugar in this
simulation is stable as expected. None of the simulations shows complete translocation towards
the processive direction, supporting the proposed energy barrier in the processive mechanism.
to the opening of the cleft, which was not observed in the ‘free’ simulations before.
The PCA on the sugar was carried out to see whether any movement of the sugar
in the processive direction was observed. As can be seen from Fig. 6.3 (b) there is
no spontaneous processivity observed during these simulations. Hence, even though the
flexibility of the sugar is increased, there is still some barrier that keeps the sugar ‘locked’
up in its positions.
6.2.4 Conclusions
Results indicate that modification in the behaviour of the sugar is inherently coupled
to the dynamics of the protein. This supports the earlier observations of the dynamic
interplay of the protein and the sugar in the processivity mechanism and reconfirms the
finding that the protein has to accommodate/modulate its function according to the
conditions of the sugar. This would also support the hypothesis that protein domain
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motions are functionally important for the sugar translocation/processivity. The in-
creased flexibility of the sugar correlates well with the opening of the cleft of the protein
especially for the SpnHyal-holo simulation, in which the protein remained ‘closed’ in the
free simulations. However, even though the dynamics of the sugar increases it is not
sufficient to drive it towards the catalytic position if it is positioned one disaccharide
unit before. This may support the proposed energy barrier from Chapter 5. Since the
sugar is still not able to cross this barrier, we now need more sophisticated procedures
to drive the system forcefully in processive direction to study the mechanism in detail.
6.3 Force Probe Molecular Dynamics (FPMD) simulations: Prin-
ciple
In high temperature simulations, as described above, the system freely explores the
energy landscape at that temperature. Furthermore, the elevated temperature may lead
to artefacts due to temperature coupling, particularly because in our case the temper-
ature of only the subsystem (HA) was enhanced. The larger the difference between
the temperature of the HA and the SpnHyal, the larger are the artefacts expected to
be. Therefore, it is not desirable to raise the temperature to a very large extent. As
could be seen from Sec.6.2, we obtained evidence that flexibility or mobility of the sugar
is inherently coupled with the protein dynamics. However, the complete processivity
through one disaccharide unit was still not obtained by this increased but ‘free’ diffu-
sion. To this end, it is necessary however, to drive the system in a particular direction
to effect the desired transition. In FPMD simulations the system can be forced to the
desired state by ‘pulling’ one or more pull groups or parts of the system in a pre-defined
pulling direction specified in cartesian coordinates. This mimics the situation in an AFM
experiment (for more details on the AFM technique see Appendix C) by employing a
harmonic potential (or a ‘virtual’ spring) that acts as a flexible cantilever. This tech-
nique allows the system to explore the areas of the configurational space it otherwise
would not visit via ‘real-time’ MD simulation. To account for statistical errors, series of
AFM experiments are performed to yield only mean values of the results (say forces of
individual rupture events). Comparison to molecular simulations is therefore straight-
forward. Thermodynamic and kinetic quantities, such as free energies and activation
free energies of folding and binding, obtained from the molecular simulations can in
principle be directly compared to the experiments, provided these simulations allow the
estimation of these equilibrium properties.
Fig. 6.4 shows an example of a force-probe MD simulation system. Pulling is carried
out by subjecting one or more atoms i of the simulation system to a harmonic spring
potential,
Vspring,i(t) = k0[zi(t)− zspring,i(t)]2, (6.1)
where k0 is the spring constant, zi(t) the position of the center-of-mass (COM) of the
pulled atoms i, and zspring,i the position of the spring.
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Figure 6.4: A typical FPMD simulation consists of an atom or group of atoms subjected to a
harmonic spring potential. In this example, HA (sphere representation) is ‘pulled’ through the
cleft of the SpnHyal. The COM of the protein cleft is kept fixed at all the time.
As the spring moves with constant velocity v along the specified direction mechan-
ical stress on the pulling group(s) is developed. The spring position can be calculated
according to
zspring,i(t) = zi(0)±∆z(t), (6.2)
where ∆z(t) = vt is the spring dislocation. Forces on each atom of the pull groups as
they move under the influence of the spring are
Fi = k0 [zi(t)− zspring,i(t)] . (6.3)
The force profiles (force plotted against either time or spring position) give insight
into the overall behaviour of the system under mechanical load similar to single molecule
AFM experiments. In this thesis, we simulated the force-induced translocation of the
HA-substrate (Sec. 6.5) by subjecting the first sugar ring at the reducing end of the HA-
substrate to a harmonic potential while keeping the center-of-mass of the catalytic cleft
fixed. Force profiles are obtained using Eq. 6.3 and compared for different conditions.
Maxima of the force profiles denote rupture forces corresponding to the phenomena
where the sugar starts moving along the chosen reaction coordinate.
FPMD simulations are becoming increasingly popular and find many applications.258–260
One major disadvantage of this method is however, that the reaction coordinate along
which the system is driven is defined externally but in most cases this coordinate is not
known a priori. Choosing an appropriate reaction coordinate is both, very important
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and a challenging task for such simulations and can only be partially solved by sam-
pling many directions and comparing the corresponding force profiles. In the case of
the SpnHyal-HA system we chose the vector from the non-reducing end towards the
reducing end of the sugar as the pulling direction.
We use the established technique of FPMD simulations to ‘pull’ the HA-substrate
along an appropriate reaction coordinate in the (putative) catalytic/processivity direc-
tion. To investigate the influence of the protein domain motions observed in the previous
chapters, we use these FPMD simulations independently as well as in conjunction with
another sampling enhancement technique called Essential Dynamics sampling technique
(EDSAM), which is described in the next section.
6.4 Essential Dynamics (ED) Sampling: Principle
In Essential Dynamics (ED) sampling, another efficiency enhancing sampling tech-
nique,27,28 the reaction coordinate can be deduced from the PCA (Sec. 1.3.1) of a short
free MD simulation of the system under investigation. The reaction coordinate repre-
sents one or several of the principal modes of motion resulting from PCA of the system.
Subsequently, the system is driven along this reaction coordinate. This way external
parameters are minimised since now the reaction coordinate is also an inherent property
of the system. In other words the system is enforced to undergo functional motions as
deducted from its dynamics at equilibrium (i.e. from free dynamics)
Figure 6.5: Schematic representation of Essential Dynamics technique for two linear sampling
methods along a chosen eigenvector in forward (A) or backward (B) direction. In one method
the stepsize of the increment is fixed (top in each case) while in the other method the stepsize
is not fixed and free to vary (bottom in each case). Figure adopted and modified from.261
Figure 6.5 shows how ED sampling is put into practice. One or more eigenvectors
are defined as the subspace in which sampling shall be enhanced. Then, one of two ED
sampling variants can be applied: (1) by specifying the direction along the principal
mode and the fixed stepsize towards the desired end-state, or (2) by specifying the
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direction along the principal mode but no fixed step-size. In this case, all step-sizes were
allowed. In both variants only those steps were accepted that were not along the negative
direction of the reaction coordinate. The other degrees of freedom are unperturbed
and can equilibrate during the ED simulation. In both variants the parameter that
determines the simulation time for ED sampling is the step size. However, in the latter
an optional upper limit for the progressive motion may be given by choosing an upper
limit for the step size.
We have used this technique to force the HA-substrate to the target position inde-
pendently as well as in conjunction with the FPMD simulations to study the role of
protein motion with respect to sugar translocation. Both these techniques stimulate the
system and the system is no longer in equilibrium conditions. The forces we obtain from
these methods however, can be used to derive the equilibrium properties such as the free
energy profile of the system, which describes the overall energy barriers to be overcome
during the process.
6.5 FPMD simulations: Results and discussions
Using the established FPMD simulation technique (Sec. 6.3), we carried out a series
of FPMD simulations with an additional external force applied to the HA substrate
‘pulling’ it through the binding cleft of SpnHyal. During this process, the pulling force
was monitored as a function of the travelled distance.
6.5.1 Rupture force, pulling speed, and force constant
All the simulations were performed using the GROMACS software package 3.2.1.60,82
The starting structure for all enforced calculations studied here is the one with the
hexasaccharide substrate inside the cleft of the SpnHyal in the position after catalysis
(i.e. ready for the sliding, or similar to sim. no. 9 or 10 from Chapter 5). The basic
simulation set up is similar to that discussed in Sec. 4.3. The harmonic spring was
positioned at the first ring (HA1) of the sugar at the reducing end and the pulling
directions were chosen along the direction of the vector connecting the COM of the first
ring (HA1) and the COM of the second ring (HA2) (see Fig. 6.6). This pulling direction
was chosen such that the sugar was pulled directly towards the catalytic site to acquire
a 1loh-like structure. To achieve this the sugar has to move by one disaccharide unit,
i.e. about 1 nm. To this end, all the simulations were carried out until the sugar had
moved at least 1 nm in the forward direction. The simulation times ranged from 400
ps (for the stiffest spring k = 5000 kJ/mol/nm2 and fastest velocity of 1 nm/100 ps) to
20 ns (for the simulations with a spring constant of k = 250 kJ/mol/nm2 and the slowest
velocity of 1 nm/5 ns) totalling more than 100 ns of FPMD simulation time in this set.
The center of mass (COM) of the cleft of the protein was kept fixed at all times to avoid
the rotation of the protein induced due to the applied pulling.
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Figure 6.6: Closeup of the region around the cleft of the protein (cartoon representation)
together with the sugar (stick representation). The arrow and the spring denote the pulling
direction for the simulation to enforce the sugar translocation.
Initially, a number of simulations with different pulling velocities υ and different force
constant for the harmonic spring k were performed to ‘pull’ the sugar in the forward
(processive) direction:
• k = 100 kJ/mol/nm2 : 1 nm/1 ns (twice), 1 nm/2 ns, 1 nm/5 ns
• k = 250 kJ/mol/nm2 : 1 nm/100 ps, 1 nm/1 ns (twice), 1 nm/2 ns,1 nm/5 ns
• k = 500 kJ/mol/nm2 : 1 nm/100 ps, 1 nm/500 ps, 1 nm/1 ns, 1 nm/2 ns, 1 nm/5
ns (all simulations twice)
• k = 750 kJ/mol/nm2 : 1 nm/100 ps, 1 nm/1 ns, 1 nm/2 ns (all simulations twice)
• k = 1000 kJ/mol/nm2 : 1 nm/100 ps (twice), 1 nm/1 ns (3 times), 1 nm/2 ns
• k = 5000 kJ/mol/nm2 : 1 nm/100 ps (twice), 1 nm/1 ns (3 times), 1 nm/2 ns
( 3 times ), 1 nm/5 ns
Of these, k = 1000 kJ/mol/nm2 and k = 5000 kJ/mol/nm2 correspond to an almost
infinite stiff spring behaviour (which may be good for the calculation of the potential
of mean force (PMF) in conjunction with Jarzynski identity see Sec. 6.7.3), while k =
100 kJ/mol/nm2 was very soft requiring a large amount of time to build up enough
force on the sugar to actually move. In general, the slower the speed, the better is
the agreement with the free simulations. However, to increase the efficiency the speed
is increased appropriately and the force constant is chosen high enough (to make the
spring stiff enough spring so that the pulling group follows it almost instantaneously).
The pulling speeds mentioned above are still much larger than normally encountered
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in experimental studies. However, the approach is still valid as long as it is made sure
that we can extrapolate from the simulation regime to the experimental regime.262 So
far, there are no studies performed with the long HA being pulled through the cleft
experimentally and therefore without the experimental feedback one cannot be sure
of the pulling speeds employed or the values of the forces obtained from these force
profiles. However, it is to be expected that experimental pulling speeds would be orders
of magnitude smaller.
Here, with FPMD simulations, we wish to study the overall behaviour of the protein-
sugar complex in response to mechanical forces, and whether there is any hint towards
an energy barrier as indicated by the free simulations in Chapter 5. Choosing the speed
or force constant is not a very critical issue as long as it does not impose a change of
the pathway. This can be ensured by choosing the pulling velocities from the thermally
activated regime (i.e. a logarithmic dependency of the pulling velocity on the rupture
forces262). This was indeed seen in Fig. 6.7 (D) that shows the maximum rupture-forces
for all the simulations mentioned above. The plot shows a linear dependence for high
pulling velocities (υ > 1 nm/ns), showing the friction-dominated pulling for these veloc-
ities, and a logarithmic dependency for slower velocities (υ < 1 nm/ns), the thermally
activated regime. Another criterion to chose the values of the pulling speed and the
force constant in the present studies may be the comparison of the protein behaviour
as a response function to these parameters. Since we have fairly good confidence in
the functional role of protein domain motions from the sub microsecond simulations,
we checked in each of the above simulations the protein domain motions as obtained
from the projection of the simulation trajectory on to the PCA performed on the set of
the experimental structures (same procedure as was carried out in Sec. 4.4.2). Compar-
ing the domain motions along the first three eigenvectors in each of the simulation to
those observed in the SpnHyal-apo simulation (not shown), we chose the combination
of k = 750 kJ/mol/nm2 and υ = 1nm/ns for the stiffness of the spring and the pulling
speed respectively. This way, we made sure that if protein conformational changes are
indeed coupled to sugar translocation, the simulations are long enough to allow for such
changes.
Figure 6.7 (A) shows a typical force curve obtained from the FPMD simulations. As
the spring moves along the chosen coordinate, the force on the sugar starts building up
and the rupture force gives the measure of the maximum force required for the sugar to
actually start moving along the reaction coordinate. Fig. 6.7 (A) shows the force curves
for one set of the simulations described above (for k = 750 kJ/mol/nm2). For the force
curve corresponding to the simulation with pulling speed υ = 1nm/ns, the sugar starts
moving at 2 ns and the overlay of the initial structure and the structure at 2 ns shows
complete movement of the sugar by one disaccharide unit (B). The projections of the
simulations for this force constant on to the PCA eigenvector set and the comparison
to the SpnHyal-apo simulation carried out previously, show that a pulling speed of
υ = 1nm/ns is fairly suitable as the pulling speed since it allows collective protein
motions to relax as a response to the sugar translocation (C). We chose this set of
spring constant and the pulling speed for our next simulations.
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Figure 6.7: (A) Force curves for three different pulling speeds in the simulations with k = 750
kJ/mol/nm2. The maximum force, called the rupture force, shows the event when the sugar
moves through one complete disaccharide unit in the expected direction. This is shown in B,
with the overlay picture of the initial structure (protein in green cartoon and the sugar in yellow
stick representation) and the structure at 2 ns (protein in blue cartoon and the sugar in purple
stick representation). In this picture the protein at 2 ns can be seen to be ‘open’ and ‘twisted’
showing the protein response to the sugar pulling. The projection of the simulation trajectories
on to the first two eigenvectors obtained from the PCA of the experimental structural data is
shown in panel C (see also Chapter 4). Here it is clearly seen that as the sugar is subjected to the
FPMD simulation, the protein responds by opening and twisting. The magnitude and direction,
however, depends on the pulling speed. By comparing the extent of the opening and twisting
to those obtained from the SpnHyal-apo simulation, we chose the pulling speed of υ = 1nm/ns
for the rest of the pulling simulations. Panel D shows the maximum rupture forces for all the
simulations performed in this set.
6.5.2 Protein flexibility in FPMD simulations
To obtain a better sampling of the pulling simulations with the chosen parameters
(k = 750 kJ/mol/nm2 and υ = 1nm/ns), we performed FPMD simulations indepen-
dently as well as in conjunction with the EDSAM technique, to pull the sugar in the
forward as well as in the backward direction to address the question whether the protein
conformation affects sugar translocation. To this end, two types of structures were cho-
sen. Simulations for the first set were performed on the ‘closed’ structure of the protein
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(1loh-like) and the sugar was then pulled under three conditions:
• Free exploration of the protein dynamics. (Forward),
• Fixed individual PCA eigenvector coordinates of the protein. Here, keeping the
first eigenvector fixed resulted in the cleft ‘closed’ at all times (ED1), keeping the
second eigenvector fixed did not allow the protein to twist (ED2), and keeping the
third eigenvector fixed resulted in keeping the entry/exit of the cleft locked in the
original position (ED3).
• Pulling the sugar backwards in the non-processive direction such that it emerges
from the cleft at the non-reducing end (Opposite). The pulling direction for these
simulation was chosen as the vector connecting the COM of the last ring (HA6)
and the COM of the penultimate ring (HA5). These simulations were performed
to obtain any knowledge on the directionality of the processive mechanism.
The principle of these simulations is sketched in Fig. 6.8. Similarly, all simulations
described above were also performed with the ‘open’ structure of the protein. To this
end, the ‘open’ structure configurations were first obtained by EDSAM simulations that
drove the protein to the ‘open’ configuration (see Sec. 6.4) while keeping the sugar fixed
as in the original configuration (such that it does not move during these simulations).
Subsequently a similar set of FPMD simulations was performed on each of the ‘open’
conformations.
Simulations for the ‘closed’ structure were performed on ten different configurations,
whereas simulations on five different ‘open’ configurations were performed. Figure 6.9
shows the result for representative cases for each ‘closed’ and ‘open’ scenario. Panel A
and B show the force curves for the simulations in each scenario. They show the devel-
opment of the forces on the sugar until it starts moving in the desired direction causing
forces to drop suddenly to very low values. These rupture forces vary under different
conditions depending upon whether the pulling is performed in forward or opposite di-
rection. Panel C and D show the 1D projection of the FPMD simulation trajectories
projected to the individual eigenvectors, along with the SpnHyal-apo simulation carried
out previously (see Chapter 5). These plots allow the comparison of the extent of protein
domain motions in each case.
A major difference in the force profiles in the panels A and B is the overall lower
profile for the simulations starting with ‘open’ structure compared to those with ‘closed’
structures. This shows that the opening of the protein cleft facilitates (and may be
necessary for) the translocation of the sugar. This can be further validated by the
projections of these simulations on the first eigenvector (panels C and D, evec1-plot).
Here it can be seen that the protein opens up significantly in all the simulations starting
with the ‘closed’ structure. For the simulations starting with the ‘open’ structures the
protein was already open and remained open for the duration of the simulations. The
opening in already open scenario was observed more pronounced than that observed in
104
6.5 FPMD simulations: Results and discussions
Figure 6.8: Scheme of the FPMD simulations setup described in Sec. 6.5.2. The arrow at the
“non-reducing” end (left) of the sugar depicts the pulling of HA in the ‘opposite’ direction (in the
non-processive direction). Similarly, the arrow at the reducing end of the HA (right) denotes the
pulling in the putative processive direction for four cases (pulling with protein free and pulling
with each of the eigenvectors of the protein fixed).
apo-simulation. Interestingly, in each scenario the simulations with the first eigenvector
‘fixed’ also concur with this observation (in both panels A and B, ED1 depicts the forces
for the pulling simulations with fixed eigenvector 1, red curve). For the simulation with
the protein cleft kept closed and fixed at all times (A, red curve) larger forces were
required for the translocation of the sugar compared to all other cases. On the contrary
the simulations performed by forcing the protein cleft ‘open’ at all times showed lower
rupture force than the corresponding Forward pulling (B, black and red curves) thus
strongly supporting the functional role of the opening mode.
While the relation between sugar mobility and protein conformation for the opening
mode was clear and consistent in all the 15 simulations, the relation with the second
eigen-mode was observed to be varying for the simulations in the ‘closed’ protein sce-
nario. In panel A of Fig. 6.9 it is seen that forces required for the simulation where
the twisting of the protein was not allowed (ED2, green curve), were lower than those
observed when the protein is free (Forward, black curve). This, however, is may not an
indication that for the translocation the twisting of the protein is not favourable, as in
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Figure 6.9: (A) Force curves for the pulling simulations with the starting structure of the
protein ‘closed’: Forward — sugar pulling with protein free, ED1 — sugar pulling with the first
eigenvector of the protein kept fixed at all times, ED2— sugar pulling with the second eigenvector
of the protein kept fixed at all times, ED3 — sugar pulling with the third eigenvector of the
protein kept fixed at all times, Opposite — sugar pulling in the opposite (non-reducing) direction.
(B) Similar force curves for the pulling simulations with the starting structure of the protein as
‘open’. The overall lower force profiles and time-durations required for the translocation of the
sugar indicate that opening of the cleft of the protein is favourable (and may be necessary) for
the processivity. The lower forces for the opposite pulling concur with the presence of an energy
barrier as proposed previously. (C) and (D): The projections of the simulations to the individual
eigenvectors obtained by PCA versus time, as discussed in Chapter 4.
three of the other simulations in the ‘closed’ protein scenario (not shown), the rupture
forces were larger than the“free-Forward”simulations (for others they were comparable).
The variation of this motion in the pulling simulations may reflect the complex nature
of the interplay of this domain motion with the first eigenvector (opening of the cleft)
and the translocation of the sugar. To obtain a more detailed view on the functional
role of this domain mode, more statistics is needed from additional pulling simulations
(with possibly slower pulling speeds).
106
6.5 FPMD simulations: Results and discussions
Figure 6.10: A and B: Histograms showing the maximum force rupture in all the pulling
simulations discussed in Sec. 6.5.2. For the simulations starting with ‘open’ configuration the
overall lower rupture forces show that opening of the cleft is favourable (or may be necessary)
for the translocation. C: Average of the rupture forces in each case versus time corresponding
to rupture event. All the simulations show faster translocation of the sugar for the ‘open’ set.
D: Plausible explanation for the overall lower force profile for the pulling in opposite direction.
The proposed energy barrier may have higher slope for the processive direction than for the
non-processive direction.
Keeping the third eigenvector ‘fixed’ (which means the cleft access is locked) resulted
in an apparent slight increase in the rupture force (blue curves). This might be corre-
lated with the fact that the exit site has to open for the sugar translocation matching
the observed projection of the trajectories onto this eigenvector. The increase in the
projection relates to the opening of the cleft/access. This for the first time also strongly
suggests a putative role of the third eigen-mode of the protein domain motions on the
sugar translocation (in addition to the proposed role in the product-release mechanism).
Probably, the most interesting result is the lowest rupture forces required to pull the
sugar in the opposite (non-processive) direction. This was very consistent in all the 15
simulations irrespective of whether the protein is ‘closed’ or ‘open’. This low rupture
force might indicate a favourable path for the sugar to move in the opposite direction
and a higher energy barrier for the sugar to slide in the processive direction. The lower
forces may indicate the presence of a significant energy barrier and in hence a more
difficult forward pulling than pulling in the opposite direction. However, it is important
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to note the difference between (pulling) forces and (free) energies. For example, in the
scenario shown in Fig. 6.10 (D), if we start at S, in an FPMD simulation the maximum
force towards P2 might be higher than in the direction of P1, whereas P1 is higher in
the free energy. The difference is due to the different slopes of the free energy profile.
The simulations described in this section gave some insight into the possible direc-
tionality of the processivity mechanism. The overall lower force profiles in the pulling
simulations in the opposite direction can mean that some ‘pushing’ mechanism is re-
quired for the HA substrate to slide into the next round of catalysis. This may be
important only for the short length HA substrates since for the longer HA-substrates
the binding of the HA with the entry region (Fig. 5.11) along with the domain mo-
tions of the protein may play a role. However, it is difficult to address questions on
the underlying free energy profile from such simulations. Therefore, we subsequently
performed a series of simulations aimed at deriving an approximate free energy profile
for the substrate sliding phase, as discussed in the next sections.
6.6 ED simulations: Results and discussions
As discussed earlier the pulling simulations provided valuable insight in the induced
transition dynamics and it was seen from the observations in Sec. 6.5 that these simula-
tions both confirmed the role of the protein dynamics on the mobility of the sugar and
added a new finding concerning the directionality of the processive mechanism. However,
the main disadvantage of the method is the fixed pulling direction. Essential Dynamics
(ED) simulations may partly alleviate this bias by taking the reaction coordinate from
the dynamics of the system itself, as deduced from the PCA on the free simulation.
To perform Essential dynamics (ED) simulations we took two structures: SpnHyal
with the hexasaccharide substrate shifted by one disaccharide unit (a snapshot from the
equilibrated simulation HLT3water3, or sim. no. 10 of Chapter 5) and the x-ray structure
1loh. A PCA performed on these two structures yielded the reaction coordinate for the
motion of the sugar by one disaccharide translocation (since that is the biggest difference
in these two structures). Then with the EDSAM simulation technique the first structure
was forced to attain the 1loh-like structure by slowly driving the system in the positive
direction to sample this reaction coordinate. We carried out both the variants of the
EDSAM technique as described in Sec. 6.4, i.e. forcing the system with fixed stepsize
(linfix) or variable stepsize (linacc) along the chosen direction. Since the first four rings
of the HA inside the cleft are from the crystal structure and hence — because of its
helical nature — it was already rotated to some extent. This rotation was also reflected
in the first eigenvector of the PCA. Thus, twisting of the HA was also induced as a part
of the reaction coordinate, which may indicate that this reaction coordinate was indeed
a more realistic coordinate than the one defined in the FPMD simulations.
As a first step we carried out two ED simulations with the ‘linfix’ method to force
the sugar along the eigenvector within a fixed timeframe of 2 ns in the forward and
the opposite direction. These simulations were performed on the structures where the
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Figure 6.11: A and B: Essential Dynamics simulations performed for ten starting structures
(the same as used for the FPMD simulations described in Sec. 6.5 with the ‘closed’ protein).
Simulations without the stepsize control (A) and with stepsize control (B) are shown with the
RMSD of the sugar in each simulation. The short range energy interactions of the sugar with the
cleft as calculated in Sec. 5.3.6 provided a hint towards the proposed energy barrier (for example,
green trace in A, maroon trace in B). C: Three representative cases from B were chosen for the
calculations of the underlying free energy profile. D: Similar comparison for the EDSAM slow
simulations (2 ns) with a fixed stepsize to drive the HA towards a 1loh-like position. Here, the
system takes equal steps to achieve the target position and so is more ‘biased’ than the other
simulations (as in A and B). The “forward” and “opposite” direction pulling show a comparable
behaviour.
sugar was shifted by one disaccharide unit (one each from HLT3water1 (sim. no. 9) and
HLT3water2 (sim. no. 10) of Chapter 5). The structures were taken from the equilibrated
part of the respective simulation but when the sugar has yet not shown any processive
motion towards 1loh-like position. The resulting sugar motion along with its short range
interactions with the cleft are shown in Fig. 6.11 (D).
As described at the end of Sec. 6.4, we are interested in obtaining an approximate free
energy profile for the sliding phase. To start simulations we first employed the ‘linacc’
method, in which the chosen speed can only serve as an upper limit parameter, to
pull the sugar in the first set of pulling simulations (i.e. all the ten starting structures
for which the protein was cleft was ‘closed’). When the ‘linacc’ method was applied
without any speed limit (i.e. when all spontaneous steps in the selected direction were
accepted and all those in the opposite direction were rejected), all these simulations
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showed a transition within 20 ps. This was surprisingly fast given the fact that no
spontaneous transitions were observed in free simulations, even at the 100 ns timescale.
Since 20 ps is extremely fast we performed the simulations with this set again with a
slower speed of the translocation by providing upper limit for the stepsize of accepted
steps. The simulations were then carried out for about 250 ps each. The trends observed
were qualitatively similar to those observed from the behaviour in the fast simulations.
Fig. 6.11 (B) shows the result for this set of simulations. Insets in each figure show the
RMSD of the sugar for these simulations with respect to the target position of the sugar
in 1LOH.pdb showing that the target (catalytic) position is reached within 2.5 A˚ RMSD.
The sugar in both the cases moved very fast through the cleft along the chosen direction
due to the applied bias. In all these simulations the translocation was acompanied by
according protein domain motions (along the first three PCA eigenvectors of the protein)
i.e. during these simulations the protein cleft opened and twisted as observed before
in the FPMD simulations (not shown). Based on these energy-PCA curves (A and B),
RMSDs of the sugar relative to 1loh position (insets for A and B), and protein domain
motions (not shown), three simulations were identified as candidates for obtaining a free
energy profile for the translocation of the sugar using a more extensive approach (see
next section). The slow ED simulations for these simulations (run1, run4, and run9) are
shown in Fig. 6.11 (C) where, after the sugar translocation, the simulations approached
the regions that were spanned by the ‘free’ SpnHyal-holo simulation (brown trace in C).
The projections onto the PCA eigenvectors of the protein motions were also compared
to ‘free’ holo- and apo-simulations.
6.7 Free energies
The free energy of a system is usually expressed as the Helmholtz function, A (for an
NVT ensemble), or the Gibbs function, G (for an NPT ensemble), and is often considered
as one of the most important quantities in thermodynamics because it determines the
driving force for spontaneous processes. It is an equilibrium property of the system.
Because of the sampling problem discussed earlier, the free energy calculation from a
‘standard’ MD simulation often poses a major challenge. However, making use of the
fact that the free energy is a state function (independent of the pathways), it is possible
to compute the free energy differences between a state A and a state B, ∆G = GB−GA,
by driving the system from A to B using the enforced techniques discussed earlier.
In the present work, approximate free energies for the SpnHyal-HA system were
calculated from equilibrium trajectories and from non-equilibrium trajectories. To derive
free energies umbrella sampling techniques were applied and potentials of mean force
were calculated from constraint forces applied to the sugar coordinate. For the non-
equilibrium trajectories (e.g. FPMD) in principle the Jarzynski relation could be applied
to derive a free energy profile (see also Sec. 6.7.3). In the present work we chose to focus
primarily on the PMF and the umbrella sampling approach. These techniques and the
preliminary results are outlined in the following sections Sec. 6.7.1 to 6.7.3.
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6.7.1 Free energies from equilibrium trajectories
When FPMD simulations or ED simulations are carried out using a constraint force
(in the harmonic sense this corresponds to an infinitely stiff spring), a free energy profile
for the substrate translocation in the processive cycle can be constructed by integration
over the mean force (averaged at several points along the pathway). Such a free energy
profile (also termed potential of mean constraint force (PMF)), provides the information
in which phase of the process barriers have to be overcome. Mapping to the structure
then may tell which enzyme-substrate interactions play critical roles in that respect.
ED simulations (Sec. 6.4) force the system to move along the chosen principal modes.
One simple method used in this thesis to estimate the free energy profile, was to fix the
essential coordinates at n equidistant points, spaced by dz (‘linfix’ with stepsize 0). To
obtain the equilibrium forces acting on the system at those coordinates the remaining
3N − 1 degrees of freedom, for an N atom system, were allowed to equilibrate for a
period of 10 to 25 ns for each set. Excluding the initial equilibration period, one can
then calculate the mean force at each of these n points along the principal mode. The
PMF is given by the sum over the average forces of the n points,
∆GPMF =
∑
n
〈F 〉dz, (6.4)
where dz is the distance between sampling points along the principal mode z, and 〈F 〉
is the force acting on the system along the remaining coordinates.
Convergence can be slow due to equilibration effects and high force fluctuations. It
can be assessed by comparing PMFs obtained from windows of different lengths and
parts of the trajectories. Free energy profiles and convergence for the translocation of
the HA-substrate in the SpnHyal are discussed in Sec. 6.7.2.
Umbrella Sampling
Another widely used method to assess the free energy profile from equilibrated tra-
jectories is umbrella sampling. In this method many overlapping windows along the
chosen reaction coordinate are simulated simultaneously. An artificial harmonic biasing
potential, called umbrella potential is added to each window simulation at systemati-
cally spaced positions along the reaction coordinate. This umbrella potential forces the
system to compute an ensemble average over a biased distribution within that window.
After sufficiently long simulations (equilibration per window) are carried out for each
window, the umbrella bias is removed to obtain the final estimate of PMF.
The process of unbiasing and recombining the different simulation windows is the
major difficulty in umbrella sampling and there are different strategies for it. One simple
estimate is obtained from the mean deviation from the umbrella center per window, and
integrating these mean forces. In this thesis, we used a more sophisticated strategy
called Weighted Histogram Analysis method32 (WHAM), which makes use of all the
111
Chapter 6. Force-induced MD simulations of SpnHyal-HA system
information in umbrella sampling and does not discard the overlapping regions. In
particular, the WHAM technique computes the total unbiased distribution function as
a weighted sum of the unbiased distribution functions. The weighting function can be
expressed in terms of known biased distribution functions. We use this procedure to
obtain the PMF along the reaction coordinate of sugar-translocation obtained by PCA.
At each window of simulation the bias potential was obtained by an inverted gaussian
potential in the conformational flooding technique.263
6.7.2 Free energy profile for HA translocation
We employed the simulations to obtain a putative free energy profile for the HA
translocation as described in the above two sections. As described at the end of Sec. 6.6,
three simulations from slow EDSAM simulations were chosen for these calculations. To
obtain the free energies as described in Sec. 6.7.1, 21 equidistant positions of the HA
along the reaction coordinate were chosen for each of the three runs. By keeping the
sugar ‘locked’ in each of these positions, the system was relaxed for a long time. The
simulation time for each window was 25 ns (for run4), 10 ns (for run1) and 25 ns (for
run9) thus the total simulation time was well above 1.2µs. However, as described above,
the convergence is very slow, presumably because of slow equilibration of perpendicular
coordinates like the protein domain motions.
The free energy profiles are computed for every 250 ps window of the last 1.5 ns
of run9 and are seen to slowly converge (see Fig. 6.12 A). From this profile a barrier
of ∼ 10 − 20 kJ/mol can be seen. Only 20 datapoints for each of these profile were
available. Therefore, to obtain better statistics, the datapoints from all the simulations
(run1, run4, and run9) were collected thus adding to at least 60 datapoints in total.
The features of the energy profile did not change and are shown as the black curve in
Fig. 6.12 (B). In both the profiles (computed from single run9 in Fig. 6.12 (A) and for
all the datapoints taken together Fig. 6.12 (B), black curve), an energy barrier in the
processive direction may correspond to the high forces required for the sugar to move
in that direction in the FPMD simulations. To further validate this profile a set of 10
more ‘free’ or unbiased simulations (each of 10 ns) was performed with sugar at different
intermediate positions around the region where an intermediate valley is seen (within 0
to -2 along the x-axis). The prjections of these free simulations are shown as overlayed
histograms in Fig. 6.12 (A) (brown curves on the top of the profile). These histograms
represent the probability distribution of the simulations along the reaction coordinate
and were observed to quickly cluster around the intermediate minimum (around 0 on
the x−axis) thereby confirming its presence. These simulations are all depicted by a
red curve in Fig. 6.12 (B), which represents a very rough free energy estimate from the
probability densities of these simulations according to the relation G ≈ −kT lnρ with ρ
being the positional probability density along the reaction coordinate.
To obtain better statistics and better resolution of the free energy profile we per-
formed umbrella sampling on two sets of the simulations (run4 and run9). In these
simulations, structures at 60 equidistant windows for run9 and 50 equidistant windows
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Figure 6.12: A: Free energy estimation carried out by employing Essential Dynamics simulations
for the sugar translocation by restraining the HA at 21 different positions along the putative
reaction coordinate. The energies are calculated for 250 ps windows of the last 1.5 ns of the total
10 ns trajectories for each position and the profile seems to converge slowly (black to magenta
curves). The emergence of an intermediate minimum is validated by employing a series of free
simulations (overlayed as brown histograms) each of 10 ns starting from different sugar positions
along the reaction coordinate. The projections of these simulations to the sugar eigenvector show
an increased probability distribution around this intermediate minimum and thereby confirm its
presence. B: The umbrella sampling simulations performed for the two sets of runs (run4 and
run9) from the earlier EDSAM simulations. The green curve shows the free energy profile
obtained from the umbrella sampling for run4 simulating each of the 50 windows for 10 ns.
The blue (first 10 ns) and magenta curves (10− 20 ns) show similar estimates of the free energy
from the simulations of 20 ns simulation of each of the 60 windows. The large deviation at the
end is both due to poor overlap of the neighbouring umbrellas and the simulations being far
from the equilibrium (since we drive the system fast with “linacc” simulations to this structure,
long equilibration times are required). The red curve shows a rough estimate of the free energy
profile extracted from the density probability from multiple free simulations using the relation
G ≈ −kT lnρ. The black curve shows the free energy estimation from the simulations of all
the three sets of EDSAM simulations (run1, run4 and run9) with the sugar restrained at 21
different positions. C: Convergence for the umbrella sampling set US2. The profile converges
fast in the initial periods (for the first 10 ns) and for the next 10 ns it is slowly converging. D:
Force extension curves and work obtained for a very stiff spring as very first steps towards a free
energy estimate via the Jarzynski Identity.
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for run4 were obtained from the slow linacc simulations (Sec. 6.6). Umbrellas were cre-
ated by biasing the simulations with a harmonic potential (as obtained by the inverse
gaussian flooding263). The simulation was performed for 25 ns (for the first set US1 —
with structures from run4) and 20 ns (for the second set US2 — with structures from
run9) for each window thus totalling almost 2.2 µs. All the results taken together are
shown in Fig. 6.12 (B). Here the green curve shows the free energy profile from the um-
brella sampling on the first set (for 25 ns simulations). US1 showed convergence at least
in the initial parts and the deviation at the right end was due to non-overlapping of the
neighbouring umbrellas in that region posing a problem for the WHAM procedure. The
free energy profile obtained in a similar manner for the second set is shown in blue (the
first 10 ns) and magenta curves (for 10 to 20 ns). Umbrella sampling for this set is seen
to be converging (from the blue curve for the first 10 ns to the magenta curve from 10
to 20 ns, see also Fig. 6.12 C) and is therefore still being continued for better statistics.
Profiles from both sets at this stage, despite not being fully converged yet, confirm the
features obtained from the earlier simulations, indicating a free energy barrier of about
∼ 10 − 20 kJ/mol. The exact underlying cause of this energy barrier is still unknown
and correlating back these profiles to the structures is planned as a future step of the
analysis.
6.7.3 Free energies from non-equilibrium trajectories
It has recently been shown that free energy profiles can be derived from the irreversible
work involved in non-equilibrium if the work is equal to or larger than the difference in
free energy, ∆G ≤W simulations.264–266
Generally, for the transformation of a system from state A to state B under equilib-
rium conditions (for an infinitely slow transition) the work involved in this transition
equals the difference in free energy, ∆G = W . If the system is driven from state A
to state B in finite time, i.e. under non-equilibrium conditions, part of the system
energy is dissipated irreversibly as heat through friction. The work required for the
transition is directly proportional to the force that is applied externally to induce the
desired transition. In this case then, the work is larger than the difference in free energy,
∆G ≤W .
For the general, non-equilibrium case the Jarzynski equality holds;
〈e−βW 〉 = e−β∆G. (6.5)
This remarkable relation in principle allows to calculate free energy differences from
non-equilibrium experiments and simulations.266
Thus, the free energies for any non-equilibrium simulations (in principle for an infi-
nite number of A to B transitions) can be computed from the Jarzynski relation, saving
computational efforts involved in ‘free’ or ‘real-time’ simulations. The free energy cal-
culations based on the Jarzynski equation have been found to be comparable to those
obtained by conventional equilibrium methods.267 To calculate a free energy profile
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using Eq. 6.5 from FPMD simulations for HA translocation in SpnHyal we used an ex-
tremely stiff spring (k = 5000 kJ/mol/nm2) and a very fast pulling speed (1 nm/100 ps).
Fig. 6.12 (D) describes the work obtained from these simulations. However, it should
be noted that to obtain the free energy profile comparable to potentials of mean force
(PMF) obtained from the umbrella simulations described in the previous section, many
sampling simulations are required (and also with much slower speed) and the calcula-
tion described here should only serve as proof of concept of how to employ this method.
As can be seen from the umbrella sampling simulations (Fig. 6.12 (B)) each umbrella
needs at least 20 ns (or more) for the protein to relax and hence to yield a reasonable
estimate of the free energy. Since in the FPMD simulations as shown in Fig. 6.12 (D)
the pulling speeds are too high ((1 nm/100 ps), the work obtained is also orders of mag-
nitude higher, as compared to umbrella sampling indicating that an unrealistic pathway
has been sampled. This also shows the limitation of the application of the Jarzynski
relation with arbitrarily fast pulling simulations.
6.8 Conclusions
Mainly three advanced techniques to enforce the HA translocation were employed:
high-temperature simulations, FPMD simulations, and ED sampling simulations. The
simulations described in this chapter served two purposes. First, from the exhaustive
‘free’ or unbiased simulations, we have fair confidence that protein-ligand interplay oc-
curs and in the active role of the protein domain motions in the processive mechanism.
The enforced simulations described in this chapter fully confirmed these observations.
These include mainly the domain motions of the protein and their effect on the translo-
cation of the HA. This may be considered as a benchmark for these advanced techniques
in which the system is no longer in equilibrium or ‘free’. Second, with this benchmark,
we performed extensive simulations to probe the putative free energy landscape involved
in the processive mechanism. FPMD simulations provided the first hints on the shape of
the landscape, and also provided insight into the involved roles of the domain motions
of the protein on sugar translocation. From the sampling with this technique so far,
convincing evidence was found that opening of the cleft favours (or may be even nec-
essary) for the translocation of the sugar. Furthermore, some evidence was found that
the other two domain motions (twisting and opening of the cleft exit) may play a role
in sugar translocation but more sampling is required for better understanding of their
role in the processive mechanism.
Finally, exhaustive simulations were performed to obtain an estimate for the under-
lying free energy profile for the sliding phase of the processive mechanism. These concur
the previous observations, indicating a moderate free energy barrier in the processive
direction that is low enough to be easily passed due to thermal energy, and can thus be
expected to occur spontaneously. Based on the fact that no spontaneous translocation
has been observed so far on the sub-microsecond timescale one may speculate that cou-
pling to slow collective domain motions poses the rate limiting step for the translocation
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part of the processive mechanism. An energy well is identified intermediate along the
reaction pathway. This finding is also supported by a new set of ‘free’ simulations. The
work involved in this chapter is still preliminary and extensive sampling in each method
is required to further validate the results obtained.
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Science evolves not only by answering old questions but also by posing the new ones.
- Bert de Groot
In the introduction of this thesis, it was said that the purpose of the thesis is to
address two different aspects of the processivity problem. First, the biophysical rele-
vance of the processivity mechanism by studying the prototypic SpnHyal-HA system,
and to address the processivity mechanism in general broad perspective. Second, the
fundamental knowledge of the molecular mechanism of the SpnHyal system in particu-
lar details, which itself has physiological and medical importance. At the end, it is now
the appropriate place to discuss the contributions of this thesis to the above mentioned
fields with a short review of all the results.
The processivity mechanism is an inherently dynamic process and although the struc-
tural studies so far have given some hints towards the mechanism of processivity in many
systems (like SpnHyal, AP endonuclease), the main dynamical phase of how the sub-
strates in these systems are actually translocated during multiple rounds of catalysis is
difficult to study by experimental means. It was not clear until now, how this dynamical
process of sliding in such systems can be explained only by the structural framework
of the enzymes. We have tried to answer this longstanding question by elucidating the
molecular mechanism at atomic detail by molecular dynamics simulations, which as the
name suggests, is a technique developed to address dynamical problems. Indeed, with
the particular example of the SpnHyal-HA system, we are now able to suggest that
only the knowledge of the structural framework of an enzyme is not sufficient to un-
derstand such a complex function. In fact, the processivity occurs as a very balanced
conformational and energetic interplay between the enzyme and the substrate. The
work addressed in this thesis has opened up many possibilities to study a variety of
such processive enzymes in a biochemical or bio-engineering way and to add to general
knowledge of this class of enzymes.
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The sliding process generally requires a balance of the two opposite forces acting
at the same time. A strong binding of the substrate to the enzyme is required for
the substrate to remain attached to the enzyme, at the same time the binding must
be weak enough so that the substrate can easily translocate or slide to accomplish the
processivity. By employing various molecular dynamics simulations on the SpnHyal-HA
system (Chapter 5) we actually observed this change of the interactions at various stages
of the processivity and a preliminary putative cause of the processivity could also be
sketched. The processivity mechanism is in general much more complicated than just
docking of the substrate to the enzyme, and the interplay between the conformational
dynamics of an enzyme and the flexibility of the substrate may allow special interactions
depending upon the system. Because of these interactions, it may be speculated that the
processivity phase or the sliding phase may represent the main bottleneck to the time-
limiting factor of the overall kinetics of the process. As an experimental means to validate
this speculation, some AFM studies pulling the substrates in such a processive enzyme
would help greatly to understand the scenario and mechanism underlying the sliding
of the substrate. Simulation studies that address this issue at atomic detail are on the
other hand very challenging, because the dynamic coupling between the enzyme and the
substrate motions requires a large computational power for sufficient sampling of such
events to have statistical confidence to speculate further on the underlying mechanism.
With the ever increasing advent in computer technology it may yet be possible to study
such systems more detail in coming years.
For the SpnHyal-HA system, there are many promising findings that have indeed en-
riched the knowledge about the processivity mechanism in this system. The processivity
mechanism in this system is mainly governed by the interplay of the domain motions
of the protein that facilitates the sliding of the sugar. The twisting of the α-domain
with respect to the β-domain has been speculated to be particularly important for the
sliding mechanism. The sliding phase was found to occur at much longer timescales
than expected and spontaneous processivity is still not accessible by the free simulations
with the current state of the computer power. By employing various simulations, both
‘free’ and biased, we have been able to speculate about the principle time-limiting factor
in this process. The investigation of the roles of the residues and charged regions of
the cleft in various stages of the processivity mechanism - be it the sliding phase or the
product release phase - have validated both the theoretical and experimental findings
and also provided a wealth of knowledge to guide further studies along these lines.
Chapter 3 dealt with the comparison of different force fields and validated the ap-
proach of choosing the OPLS-AA force field (with some modifications in molecule specific
dihedral terms). A comparison of the behaviour of the dynamics of the free sugar in
aqueous solution and that of the sugar inside the cleft of SpnHyal provided hints of
different behaviour of the glycosidic dihedrals under both conditions. This work pro-
vided support to the previous finding (by x-ray crystallography, NMR, as well as other
biophysical and computational methods like very short time MD) that hyaluronan is
highly dynamic in aqueous solution. To validate the new force fields with these works
and/or to gain any new insights into the long-term dynamics of the HA, we also have
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started the studies of hyaluronan oligomers themselves in solution with a particular fo-
cus on aggregation. The simulations of different lengths of hyaluronan (2 to 10 rings)
in aqueous solution were carried out to investigate the long term dynamics at microsec-
ond timescales. The work may provide insights into the dynamical properties of this
molecule at longer time scales.
Chapters 4 and 5 tell a story of how protein domain motions play an active role in the
processive mechanism. In both these chapters extensive ‘free’ or unbiased simulations
totalling to more than ∼ 1µs have been presented. These simulations contain HA of
different lengths inside the cleft at different phases of the mechanism (either in the
processive phase or in the catalytic phase). From both the chapters important properties
of the SpnHyal that emerge are: the protein exhibits flexibility around the cleft region
that may play a functional role in the processivity mechanism. Basically three major
motional modes were identified from the PCA on these simulations: opening/closing of
the protein cleft, twisting of the α−domain (which contributes to almost all of the cleft)
with respect to the β−domain, and the opening/closing of the entry/exit side of the cleft.
All these motions were quantified and investigated for the relationship with each other
and with respect to the sugar flexibility/motion inside the cleft. The opening/closing
mode, which is also the largest amplitude mode, is found to be coupled to the twisting
mode, the second largest amplitude mode, and these two seem to play a key role in the
translocation of the sugar.
The positively charged cleft was proposed to cause strong binding for the negatively
charged HA inside the cleft, but how the sugar can overcome these attractive forces while
sliding through to the next catalytic round was unclear. In Chapter 5 we investigated
the interactions of the sugar with the positive patch and an aromatic patch near the
catalytic site as a whole and also on an individual residue level (for the residues that
were known to be important from mutation experiments and some other residues in
close vicinity of the sugar). From these investigations, it was seen that the positioning
of the sugar inside the cleft was balanced by the interactions of the residues in the cleft
positioned above and below the sugar. Interactions of HA with the aromatic patch differs
depending upon whether the sugar is in the catalytic (largely attractive) or processive
(sometimes repulsive interactions) phase and this may give a hint towards the role of
this patch in the interplay of strong binding increasing the affinity within the cleft and
weak binding essential for the sliding. More detailed investigations in this line (also
complemented by the mutation experiments) would throw light into how the enzyme
accomplishes these two seemingly opposite forces for the processive mechanism.
Although massive simulations of ∼ 100 ns timescales were performed, the sugar in the
simulations described in these Chapters (4 & 5) did not show spontaneous translocation
by one complete disaccharide unit (the enzyme has been proposed to degrade the sugar
processively mainly in disaccharide units215). Therefore, in subsequent studies we chose
to apply an additional biasing potential during these simulations to be able to study en-
forced translocation in the expected direction. Chapter 6 which describes the enforced
simulations focused on questions like what keeps the sugar not to translocate sponta-
neously on the sub-microsecond timescales, and whether there is any sign of an energy
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barrier along the processive reaction coordinate. We performed first high-temperature
simulations to increase the fluctuations and to see whether this minimal bias helps the
sugar to translocate by one disaccharide unit. Although the sugar did not processively
move, we saw strong correlation of the protein domain motions along the three domain
motions that were studied in previous chapters. This reconfirmed the coupling between
the dynamics of the protein and its function (the processivity mechanism).
Since the sugar did not move even when its temperatures was increased to as high
as 750 K and since it is undesirable to increase the temperatures of the simulation
systems to arbitrary high values, we then seeked for other means to achieve translocation.
In the first attempt, we performed a series of FPMD simulations to ‘pull’ the sugar
through the cleft. With a reasonable force (spring constant k = 750 kJ/mol/nm2)
and pulling speed (v = 1 nm/ns) we achieved the desired translocation of the sugar for
various situations. All these simulations concur to some extent with the ‘free’ simulations
strongly supporting the role of domain motions of the protein coupling to the mobility
of the sugar. Also the fact that these motions of the protein occur spontaneously as a
response to the force induced on the sugar reflects the view that these motions are an
inherent property of the protein. We convincingly observed that sugar slides with relative
ease if the protein-cleft is open and/or kept open for the simulation time. Although it is
intuitive that if the protein is open, the sugar is sliding with ease because of the obvious
available larger space to fluctuate and move/slide, a very surprising result was obtained
when the sugar was pulled in the opposite direction. In all the FPMD simulations, even
a lower force was required for the sugar to slide in the reverse direction compared to
the force required for the forward motion in any situation. This provided a hint for an
energy barrier which may show different slopes in the different directions.
With this observation we went on to compute the free energy estimates for the pro-
cessive mechanism. For this we employed the Essential Dynamics (ED) simulations and
umbrella sampling techniques. The free energy calculations were found to require a
large sampling and the computations are still continuing. However, the preliminary free
energy estimates showed interesting features. Among these is a hint to an intermediate
minimum which was confirmed by the ‘free’ simulations. Secondly, as expected, we in-
deed observe an energy barrier along the chosen reaction coordinate. Third, the energy
barrier observed from the free energy profiles so far is not very high as compared to the
thermal energy under physiological conditions so that they can be easily overcome by the
thermal energy. The exact values of the energy barrier, its origin, the cross-relationship
of the energy profile to the structural information and how the protein can overcome this
barrier to accomplish the processivity are issues which need to be addressed in future.
The low barrier heights may support the fact that the process can be expected to occur
spontaneously. The fact that it does not within the 100 ns time scale may again indicate
a strong coupling of sliding to the domain motions, which poses the rate limiting step
for the translocation part of the processive mechanism of SpnHyals.
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7.1 what remains to be done...
In the end, like many PhD theses, I should also glorify the value of this work and tell
stories of how it tried to solve many riddles of the processivity mechanism with the
very specialised system, leading to answer the Question of Life, Universe, and Every-
thing. But that would be a daringly false statement. Where does this thesis stand
then? To put it in George B. Shaw’s words “Science... never solves a problem without
creating ten more.” The studies described in this thesis have opened up many other
questions related to the processivity mechanism of the SpnHyal-HA system, and that,
I would say, is the contribution of the thesis. There are a number of open questions
at the moment. With new simulations along with experiments (especially site directed
mutagenesis experiments) some of these questions may be answered in the future.
What can be a role simulations could play in further studies? Future steps would
have to involve more sampling and more detailed analysis to address questions described
below.
One possibility could involve simulations with neutral substrate or mutated enzyme.
Simulations of artificially modified substrate analogs bound to Hyals may be carried out
to investigate the role of specific interactions between the enzyme and the substrate. For
example, the role of electrostatic interactions between the positively charged binding cleft
of the protein and the negatively charged substrate can be investigated by monitoring the
effect of computationally switching off the explicit charges on the substrate. Likewise,
free energy perturbation (FEP) simulations may be carried out to model and analyse
mutations within the hydrophobic patch of the enzyme. The latter have the advantage
that not only the dynamic response to the perturbation can be monitored, but also the
(binding) free energy cost (or gain) of the modification can be calculated.
From the present work the presence of an energy barrier has now become obvious.
Apart from more analyses to probe the free energy estimates for the proposed mecha-
nism, there is another interesting issue. It would be interesting to know how the enzyme
accomplishes the directionality in the processive mechanism. How does it overcome the
energy barrier in the pathways? In structural studies of the SpnHyal the presence of a
negatively charged region near the catalytic site of the cleft was observed. This led to the
proposal of the repulsive mechanism for the negatively charged unsaturated disaccharide
product. Leaving of the disaccharide product, possibly assisted by energy set free during
catalysis, might therefore be the underlying mechanism that provides directionality to
the processive mechanism. Some studies of this issue have already started and it will
be interesting to study this aspect in detail in connection with the energetics of the free
energy profile obtained. Both substrate and product may be placed inside the cleft and
the release of the product (if it occurs on short time scales) may be investigated in detail
for different lengths of the sugar.
From Chapter 4 and 5 the protein is seen to be mostly closed or ‘locked’ when the
substrate is bound in the catalytic position, and to open up after the substrate has been
removed. This can be revealed for many different lengths of the HA inside the cleft to
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study the effect of substrate length on the processivity. Similar motions are expected in
other bacterial Hyals. The overall dynamics would, however, have to be checked with
multiple proteins of the Hyal family (including the mammalian hyaluronidases) in order
to assess whether the findings observed here are transferable to other systems. These
studies on one hand may give information about the common processivity mechanism
of this family and on the other hand validate the simulations presented here. Also of
interest are questions such as why SpnHyal selectively degrades only HA and not other
sugars? Are the domain motions observed in this thesis specific only when SpnHyal
interacts with HA or is it the general dynamical mechanism of these lyases for any
substrate (Ch/ChS for example).
PCA however useful, is still restricted to only linear collective coordinates. It would
be interesting to apply approaches that are not restricted to this limitation. One of these
approaches would be Full Correlation Analysis method (FCA),268 which was developed
recently. Also, recently, an approach to assess general non-linear collective coordinates
was developed by Schro¨der et al.,269 which can be applied to detect the non-linearly
correlated Hyal-HA dynamics.
The dynamics is happening at a much longer timescale than was presumed, and
hence some sampling enhancement was applied like FPMD and EDSAM. These have
to be justified with more sampling and also for various lengths of the HA. Some of
the more advanced techniques like Jarzynski Identity264,265 (JI) or Crooks Fluctuation
Theorem270,271 (CFT) can also be applied to these simulations to get the overall energy
profile along the coordinate. Recently, a method named TeeREX272 was developed by
Kubitzki et. al. It would be interesting to apply this method to only selectively enhance
the sampling along the sugar eigenvector in the replica exchange formalism.
Finally, and most importantly, the results obtained in the thesis have to be compli-
mented or verified by experiments. Even after that, one can only hope that both the
results from the simulations (which could be alleged to be ’unreal’) and from the ex-
periments (but still in vitro) correspond to the ‘reality’. One can only pretend to know
how the system is behaving under natural conditions and hope to apply the knowledge
to the benefit of the society. After all, in Francis Crick’s words1
“...The main difficulty with large molecules, as opposed to small molecules, is
that because they have so many parts the computation becomes almost
prohibitively long. Nature’s own analogue computer- the system itself-
works so fantastically fast. Also she knows the rules more precisely than
we do. But we still hope, if not to beat her at her game, at least to un-
derstand her — to give a concrete example, to calculate how a particular
molecule folds itself up...”
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I have learnt silence from the talkative, toleration from the intolerant, and kindness
from the unkind; yet strange, I am ungrateful to these teachers.
- Kahlil Gibran (1883 - 1931)
Its just a beginning! It is a milestone! ... I can say I am quite thrilled at the end of
this endeavour of thesis writing. After almost 3 months of collecting data and putting
everything in context, I am right now full of many emotions. I am exhausted and in
much need of sleep, I am satisfied that I was able to finish this thesis finally — although
on quite a tight schedule, I am quite excited and motivated to do more work on the
lose ends and unfinished stories of the hyaluronidases or to look into the problems in
new perspectives, I am tensed to find some other position somewhere in the world and
I am sad that my very cheerful days here in Go¨ttingen are nearing their end. Yes, I
am totally buried underneath the heap of thoughts and emotions, and if this is only
because of the writing of this thesis, I now can (at least partly) understand how many
authors feel when they finish the mammoth task of book-writing (of say a big textbook
like Biochemistry273 or a series of story books like Harry Potter) and why they express
thanks to so many people. When I look back now, I cannot stop thinking of all the
factors that helped me to reach this milestone in my life, and what a better place would
be than here, to express the words of gratitude to all those who helped me in direct or
indirect way to get here?
My first thanks is of course reserved to my supervisor Dr. Bert de Groot. Bert has
always been there, and not like a boss, but mostly like a caring colleague. I am short of
words in expressing my gratitude to him in helping me in every problem be it academic
or personal. His way of looking positively at every single thing is amazing. There were
times when I saw no light in this project and he always cheered me up (at least until
the next wave of darkness) by showing the positive sides of my achievements until then.
His patiently improving my soft skills in science, listening to each of my problems and
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his ability to suggest a remedy for it, his vast experience and great enthusiasm towards
research will always be my inspiration and to follow him suit is a goal to attain in my
life.
The second most important person whom I want to thank is Evi Heinemann who
helped me from the first day on. She has been very kind and compassionate all the time
and in spite of her very busy schedule she always found time to help me get through
German bureaucracy. Big thanks I owe also to Ingo Hoffmann, Oliver Slawik, Martin
Fechner and Ansgar Esztermann for their enormous help by keeping all the computers
in good health whenever we needed them.
I wish to thank Prof. Tim Salditt for his willingness to be the first referee for this
thesis, and also all other members in the PhD committee.
I very much thank the whole department, its former and current members, for all the
discussions, help with GROMACS and all the fun. Special thanks to Frauke Gra¨ter who
taught me FPMD simulations and Lars Scha¨fer for setting up QM simulations for HA
parameters. Thanks to all my quake mates - Ben, Gunnar, Jochen, Martin (Stumpe),
Maik, Marcus, Matthias, and also others with whom I had lot of fun whenever I was
tired of trying to move the sugar. Thanks all you guys for making days in the lab
enjoyable with all the cakes and icecream parties. Special thanks to Guillem Portella for
his friendship and also for teaching me Linux, scripting and other details in the ‘matrix
world’ in general. Discussions with you were always cheerful and informative and I will
never forget your friendship. Thanks to Ulli, Olli, Ulf, and Marcus (Hennig) for staying
up late at night in the lab and keeping the lab awake at nightshifts which helped me a
lot during these years. Thanks to Juergen, Maik, Ben, and Guillem for making it easy
to bridge the big cultural gap between me and the rest of the European world.
This thesis would not have been in this form if Ira had not read it and refurbished it
from a novice diary to scientific account. Thanks Ira for your great and valuable help
and constructive criticism. I know it was really horrible job for you to order the chaos
from my writings.
The project would not have been fruitful without great help and support from Dr.
Mark Jedrzejas. I am grateful to him for his hospitality during my visit to his lab in
USA during the initial period of the project. I also wish to thank him for sparking my
interest in molecular biology and biochemistry.
Thanks to MPG and DFG for financially supporting my stay here in Germany and
allowing me to visit many conferences during my PhD. Thanks to MPI canteen for
not letting me die of hunger (I really enjoyed the food despite what people accuse). I
wish to thank the GROMACS developers (especially Carsten who helped me every now
and then) and the GROMACS mailing list for enhancing technical knowledge about
GROMACS. Thanks also to all developers and distributors of all the excellent softwares
I have used.
I wish to thank all my Indian friends in Go¨tingen and Germany especially Sunil,
Nandan, Sadanand, Manmohan, Krishna, Anmol and Ritika, Avinash, and Debasis for
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never letting me become homesick. My old friends Abhinav and Prasad (and his wife
Anjali): thanks for all the good times visiting many places in and around Germany and
feeding me great food whenever I visited you. I wish to thank all my friends: your
friendship, support and never-failing encouragement has meant a lot to me, even if the
possibilities to meet some of you did not materialise. Memory is always a handicap at
such a moment when you are in dire need of it. I must have left out many names of
people who have helped me and supported me willingly during all these years. I thank
you all. I will always remember that without your timely help at the precise moments
it would not be possible for me to be at this stage today.
Finally, it would not have been possible without constant suport of my parents and
sisters who always believed in me more than myself. Mom and Dad, it is because of
your backing me and granting me complete freedom to choose and follow this line of
career that I am here today. I know you have sacrificed much for the sake of my studies.
Thank you again for your love and support...
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Appendix A
Abbreviations and Programs
A.1 Abbreviations commonly used
2D two-dimensional
3D three-dimensional
AFM Atomic Force Microscopy
BTH bovine testicular hyaluronidase
BVH bee venom hyaluronidase
Ch(S) Chondroitin(sulphate(s))
COM center of Mass
DNA deoxyribonucleic acid
DS dermatan sulphate(s)
dsDNA double-stranded deoxyribonucleic acid
ED essential dynamics
FPMD Force Probe Molecular Dynamics
fs femto second
GAG(s) glycosaminoglycan(s)
HA Hyaluronan/Hyaluronic Acid
(h/)Hyal(s) Hyaluronidase(s)
MD Molecular Dynamics
NMR Nuclear Magnetic Resonance
ns nano second
PAD Proton Acceptance and Donation
PCA Principal Component Analysis
PMF potential of mean force
ps pico second
RMSD(s) root mean square deviation(s)
RMSF(S) root mean square fluctuation(S)
RNA ribonucleic acid
S. or Strep. Streptococcus
Spn Streptococcus pneumoniae
ssDNA single-stranded deoxyribonucleic acid
µs micro second
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A.2 Programs and softwares used
Protein Data Bank
All experimentally resolved biomolecular structures are deposited in a database called
Protein Data Bank (PDB). The proteins in the database are identified by a unique four-
letter identifier called PDB-ID. There are currently over 40 000 entries in PDB and is
growing. The database can be accessed freely under at http://www.pdb.org.
The experimental conformations for SpnHyal and for HA under study in this thesis
were taken from this database. There are multiple models in case of structures resolved
using NMR (in case of HA solution structures that were compared with the simulations
to validate the modified parameter set of the HA molecule in Chapter 3. In these cases,
for the sake of uniformity, we have always calculated RMSDs with respect to the first
model in the PDB file.
GROMACS
All the MD simulations were carried out using GROMACS60 simulation package.
http://www.gromacs.org
Gaussian
GAUSSIAN274 is a software program popularly used for computational chemistry simu-
lations. This program was used to calculate the partial charges for the HA parameter-set
decision (see Appendix B for the details). http://www.gaussian.com/
Pymol and VMD
Visualisation softwares Pymol275 and VMD276 were used for visual representation of
protein structures and the generation of high-resolution graphics for the thesis.
http://pymol.sourceforge.net/ ; http://www.ks.uiuc.edu/Research/vmd/
Xmgrace
All the graphs in this thesis were generated using Xmgrace which runs on unix-like
systems. http://plasma-gate.weizmann.ac.il/Grace/
LATEX
The thesis was typesetted using LATEX in the Kile–1.8 integrated environment for LATEX.
http://www.latex-project.org/ ; http://kile.sourceforge.net/
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HA force field parameters
Here we describe the parameter set (OPLS-AA*) used for the HA in all the simu-
lations presented. This was derived from an improved version of the original OPLS-all
atom (OPLS-AA) force field for carbohydrates.277 The improvement was achieved by
applying additional scaling factors for the electrostatic interactions between 1,5- and
(in turn requiring scaling of) 1,6-interactions (for C4 and C6 atoms in hexapyranoses).
This scaling was shown to improve the conformational energetics in comparison to the
OPLS-AA force field. By applying such scaling for the electrostatic interactions of the
1,5- and some 1,6-interactions and by adjusting the torsional parameters we obtained a
new set of parameters for HA. Futrthermore, the partial charges as obtained by quantum
mechanical calculations were incorporated. The resulting set of parameters is shown to
agree well with the available experimental structural data (Chapter 3) and is given in
Table B.1 and B.3
Figure B.1: schematic representation of HA disaccharide unit with the atom numbers labeled
for the topology.
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Non-bonded parameters
atom atom type & opls name charge sigma60 epsilon60
1 CT (opls 135) -0.319 3.50000e-01 2.76144e-01
2 HC (opls 140) 0.102 2.50000e-01 1.25520e-01
3 HC (opls 140) 0.102 2.50000e-01 1.25520e-01
4 HC (opls 140) 0.102 2.50000e-01 1.25520e-01
5 C (opls 235) 0.843 3.75000e-01 4.39320e-01
6 O (opls 236) -0.654 2.96000e-01 8.78640e-01
7 N (opls 238) -0.575 3.25000e-01 7.11280e-01
8 H (opls 241) 0.386 0.0 0.0
9 CT (opls 137) -0.06 3.50000e-01 2.76144e-01
10 HC (opls 140) 0.06 2.50000e-01 1.25520e-01
11 CT (opls 183) 0.17 3.50000e-01 2.76144e-01
12 HC (opls 140) 0.06 2.50000e-01 1.25520e-01
13 OH (opls 169) -0.437 3.07000e-01 7.11280e-01
14 HO (opls 170) 0.437 0.0 0.0
15 OS (opls 180) -0.43 2.90000e-01 5.85760e-01
16 CT (opls 183) 0.17 3.50000e-01 2.76144e-01
17 HC (opls 185) 0.03 2.50000e-01 1.25520e-01
18 CT (opls 157) 0.309 3.50000e-01 2.76144e-01
19 HC (opls 140) 0.014 2.50000e-01 1.25520e-01
20 HC (opls 140) 0.009 2.50000e-01 1.25520e-01
21 OH (opls 154) -0.760 3.12000e-01 7.11280e-01
22 HO (opls 170) 0.455 0.0 0.0
23 CT (opls 158) 0.246 3.50000e-01 2.76144e-01
24 HC (opls 140) 0.041 2.50000e-01 1.25520e-01
25 CT (opls 183) 0.269 3.50000e-01 2.76144e-01
26 HC (opls 185) 0.058 2.50000e-01 1.25520e-01
27 OS (opls 180) -0.615 2.90000e-01 5.85760e-01
28 OH (opls 169) -0.510 3.07000e-01 7.11280e-01
29 HO (opls 170) 0.510 0.0 0.0
30 CT (opls 183) 0.495 3.50000e-01 2.76144e-01
31 HC (opls 185) 0.014 2.50000e-01 1.25520e-01
32 CT (opls 158) 0.246 3.50000e-01 2.76144e-01
33 OS (opls 180) -0.210 2.90000e-01 5.85760e-01
34 HC (opls 140) 0.078 2.50000e-01 1.25520e-01
35 OH (opls 169) -0.756 3.07000e-01 7.11280e-01
36 HO (opls 170) 0.467 0.0 0.0
37 CT (opls 158) 0.210 3.50000e-01 2.76144e-01
38 HC (opls 140) 0.052 2.50000e-01 1.25520e-01
39 OH (opls 169) -0.758 3.07000e-01 7.11280e-01
40 HO (opls 170) 0.497 0.0 0.0
41 CT (opls 183) -0.163 3.50000e-01 2.76144e-01
contd on next page
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Non-bonded parameters continued from previous page
atom atom type & opls name charge sigma60 epsilon60
42 HC (opls 185) 0.096 2.50000e-01 1.25520e-01
43 C3(opls 271) 0.993 3.75000e-01 4.39320e-01
44 O2 (opls 272) -0.799 2.96000e-01 8.78640e-01
45 O2 (opls 272) -0.815 2.96000e-01 8.78640e-01
46 CT (opls 183) 0.192 3.50000e-01 2.76144e-01
47 HC (opls 185) 0.057 2.50000e-01 1.25520e-01
Table B.1: Non-bonded parameters for the disaccharide unit of the HA.
Most of the bonded parameters are the same as the standard OPLS-AA parameters
except a few molecule specific tosional parameters that were scaled. Regarding the
scaling of these interactions, the torsional parametrs were changed according to the
hexapyranoses terms as described by Kony et.al76 (also given in Table B.2):
Table B.2: Sets of Tosional Angle parameters for Hexapyranoses for the OPLS-AA and OPLS-
SEI force fields corresponding to the Potential Energy Functiona. According to Kony et.al.
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Accordingly, following terms were modified (the atom numbers are from Fig. B.1):
atoms in the torsion the new OPLS–AA–SEI type
9 11 13 14 C—C—O—H
11 9 25 27 C—C—C—OS
15 16 23 25 C—C—C—OS
27 30 33 37 C—C—C—OS
32 30 33 37 C—C—C—OS
32 41 46 37 C—C—C—OS
43 41 46 48 C—C—C—OS
33 37 46 48 C—C—C—OS
23 16 18 21 C—C—C—OH
30 33 37 39 C—C—C—OH
39 37 46 41 C—C—C—OH
35 33 37 46 C—C—C—OH
30 33 35 36 C—C—O—H
37 33 35 36 C—C—O—H
33 37 39 40 C—C—O—H
46 37 39 40 C—C—O—H
46 41 43 44 C—C—C—OH
46 41 43 45 C—C—C—OH
Table B.3: List of torsional angles that were modified according to new OPLS-SEI force fields.
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Principle of AFM experiments
Atomic force microscope (AFM) is probably one of the few instruments that cur-
rently provides atomic resolution and at the same time can be operated in solution.
Because of these properties, AFM, originally developed as an imaging technique, is now
also routinely used to monitor the dynamical changes in biomolecules as they ‘work’, i.e.
during their functional cycle. During the years, major advances in optimisation in sam-
ple preparation,278 image acquisition279 and continuous instrumentation development280
have made it possible now to manipulate single protein molecules and to measure the
involved mechanical force.281
Figure C.1: A schematic representation of a typical AFM experiment. The sample molecule is
attached to the movable surface. The cantilever is approached vertically until it makes contact
with the other end of this sample. As the surface is moved slowly, the cantilever bends and this
information can then be converted to to obtain the force-extension profiles yielding information
about the mechanical properties of the system under study.
Fig. C.1 shows the schematic theme of a typical AFM single molecule experiment.
The molecule under investigation is attached and kept fixed on one side to a surface
via polymeric linkers. The cantilever or a flexible arm having a sharp tip at its end, is
then approached vertically towards the sample until the other end of the molecule under
study is attached to the tip. Now the surface is moved with a constant velocity thus
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inducing a variation in the binding/unbinding force between the cantilever tip and the
molecule. The force as a function of the cantilever position can be obtained from the
subsequent bending of the cantilever. The resulting maximum forces (rupture forces)
and the shape of the force profile can then give insights into the mechanical properties of
the system, like unfolding/folding pathways, binding energies, or involved intermediates.
Similar approaches that allow the mechanical manipulation of single molecules or cells
are magnetic and laser tweezers3 or the combinations of one or more of these.
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Abstract (English)
Processive enzymes are a special class of enzymes which presumably remain attached to their
polymeric substrates between multiple rounds of catalysis. Due to this property, the substrate
slides along the enzyme and reduces the time for the random diffusional enzyme-substrate en-
counters thereby increasing the efficiency of these enzymes manifold. Although structural in-
formation from many processive enzymes is available, the atomistic details of particularly the
substrate sliding process, which is an inherently dynamic process, remain largely unknown.
We take first steps to understand the sliding process by investigating a prototypic processive
enzyme: Streptococcus Pneumoniae Hyaluronate lyase, a bacterial enzyme that degrades the
polysaccharide substrate hyaluronan. Here we have investigated the flexibility of the enzyme as
observed from essential dynamics simulations and its relation to the enzyme-substrate interac-
tions by employing several free and enforced molecular dynamics simulations (on sub-microsecond
timescale). This way we have identified a coupling between domain motions of the enzyme and
the processivity or the sliding phase of the substrate. In the putative mechanism for the substrate
translocation phase we observed an energy barrier along the processive direction and it is specu-
lated that this may arise because of the reorientation of the sugar inside the cleft of the protein.
This view was supported from the Force probe molecular dynamics simulations and umbrella
sampling simulations that were employed to obtain a preliminary free energy profile underlying
the mechanism. The observed free energy barrier is low enough to be easily crossed by thermal
fluctuations, renderring essential slow collective domain rearrangements as likely rate-limiting
factor for the processive cycle. The collective conformational motions of the protein along with
particular interactions of individual amino acids may be involved in this translocation phase.
Experimental validation along with further computational studies will be useful to understand
this complex mechanism.
Keywords : Streptococcus Pneumoniae, bacterial hyaluronidases, hyaluronan, molecular dy-
namics, essential dynamics, collective motions, Force Probe Molecular Dynamics.

Abstract (Deutsch)
Prozessive Enzyme bilden eine spezielle Klasse von Enzymen, die vermientlich wa¨hrend vieler
katalytischer Durchla¨ufe an ihrem Substrat haften bleiben. Hierdurch gleitet das Substrat am
Enzym entlang und die Zeit bis zu einem zufa¨lligen diffusiven Aufeinandertreffen von Enzym
und Substrat wird reduziert, was die Effizienz der Enzyme um ein Vielfaches erho¨ht. Obwohl
Informationen u¨ber die Struktur vieler Prozessiver Enzyme zur Verfu¨gung stehen, ist die Gleit-
phase, die inha¨rent dynamisch ist, weitgehend unbekannt. Wir unternehmen erste Schritte um
den Gleitprozess zu verstehen, indem wir einen Prototyp fu¨r ein Prozessives Enzym untersuchen,
na¨mlich Streptococcus Pneumoniae Hyaluronate lyase, ein bakterielles Enzym, das das Polysac-
charidsubstrat Hyaluronsa¨ure abbaut. Wir haben den Zusammenhang zwischen der Flexibilita¨t
des Enzyms, wie sie in “Essential Dynamics”Molekulardynamik Simulationen beobachtet wurde,
mit Enzym-Substrat Interaktionen untersucht, indem wir etliche freie Simulationen und erzwun-
gene Molekulardynamik simulationen angewandt haben. Auf diese Art haben wir eine Kopplung
von Doma¨nbewegungen des Enzyms mit der Prozessivita¨t oder der Gleitphase des Substrates
aufgezeigt. Bei dem vermuteten Mechanismus der Substrattranslokation haben wir eine En-
ergiebarriere entlang der Prozessionsrichtung beobachtet und es ist zu vermuten, dass diese
sich aus der Reorientierung des Zuckers innerhalb der Proteinspalte ergibt. Diese Sichtweise
wurde unterstu¨tzt durch “Force Probe” Molekulardynamik simulationen und “Umbrella Sam-
pling” Simulationen, die angewandt wurden um vorla¨ufige freie Energie Profile zu erhalten, die
dem Mechanismus zu Grunde liegen. Die beobachtete freie Energie Barriere ist niedrig genug
um leicht durch thermische Fluktuationen u¨berwunden zu werden, so dass essentielle langsame
kollektive Reorganisationen der Domains als wahrscheinliche Raten bestimmende Faktoren fu¨r
den prozessiven Zyklus in Frage kommen. Experimentelle Besta¨tigung zusammen mit weiteren
rechnergestu¨tzten Studien wird von großem Nutzen fu¨r das Versta¨ndnis dieses komplexen Mech-
anismus sein.
Keywords : Streptococcus Pneumoniae, bakterielle Hyaluronidasen, Hyaluronsa¨ure, Moleku-
lar dynamiksimulationen, Essential Dynamics, kollektive Bewegungen, Force Probe MD.
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