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The GPU (Graphics Processing Unit) has high computing power.The technology called GPGPU 
which uses GPU for general purpose computation is used in various fields.In this research, the 
theoretical model of multi GPU with plural GPUs construct, analyze and implement algorithms 
that operate on multi GPU. 
























のマルチ GPU の実行モデルは，通常時は 1 つの
スレッドによって逐次的に実行され，並列処理時





現在扱っているマルチ GPU では GPU を 3 枚搭








モデルと UMM, DMM を組み合わせて 1 つの








1 と表 1 で紹介する. 
 
 
























(3) マルチ GPU に対する理論モデル 





どを考慮している.それに GPU の枚数や CPU-
GPU 間,GPU-GPU 間の通信などを考慮した構成




図 4 と表 2 に示す. 
 
 
図 4：マルチ GPU に対する理論モデル 
 






サイズが E の入力配列 x とサイズが F+E-1 の入
力配列 y, サイズがNの出力配列 zがある場合,z[i] 









論値は以下の表 3,表 4 のようになる. 
 









































+ 𝐿g𝑚 + 𝐿𝑠𝑚 − 1) + 2*f*Lcg)  
(gm≧2E+2f  sm≧2𝑒𝑠+2𝑓𝑠) 
 









































+ 𝐿g𝑚 + 𝐿𝑠𝑚 − 1)+ 2*f*Lcg) 
(gm≧2E+2f  sm≧2𝑒𝑠+2𝑓𝑠) 
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