Many common iterative or recursive DSP applications can be represented by synchronous data-flow graphs (SDFGs). Our prior work with SDFGs introduced a static scheduling algorithm which produces a time-optimal schedule on an ideal system with unlimited resources. In this paper, we now present a variation on that algorithm for scheduling an SDFG to achieve efficient execution in the presense of resource constraints. Herein, we outline our methods, evaluate their time complexity and demonstrate their effectiveness on several examples.
Introduction
Since the most time-critical parts of DSP applications are loops, we must explore the parallelism embedded in the repetitive pattern of a loop. One of the most useful models for representing DSP applications has proven to be the multirate or synchronous data-flow graph (SDFG) first proposed by Lee [10] . The nodes (vertices) of a SDFG represent functional elements, while edges between nodes represent data channels between them. Each node consumes and produces a predetermined fixed number of delays (i.e., data tokens) on each invocation. Additionally, each edge may contain some initial number of delays. This model has proven popular with designers of signal processing programming environments with its use leading to numerous important results regarding DSP programs.
Prior to our exploration of the subject [11, 12] , the most common method for manipulating and scheduling SDFGs was to translate the SDFG to its single-rate equivalent (i.e. a traditional DFG with trivial production and consumption rates) and work with this new graph. Unfortunately we have previously demonstrated that it may be impossible to reverse the translation. We would also be replacing the concise SDFG model with a dramatically larger graph, complicating future design stages.
For this reason, we have chosen to work exclusively with the more robust SDFG model and have developed efficient algorithms for static scheduling and retiming. However, these results have been developed with the assumption of unlimited resources. While this is a very common assumption when developing such basic theory, it clearly does not represent a real-world setting. There is some work on resource-constrained scheduling and optimization of traditional data-flow graphs [3, 5, 6] , but this paper represents the initial investigation into effectively dealing with this issue when it arises with synchronous graphs.
In this paper, we will review the basic definitions and results necessary for specifying and manipulating a SDFG. We will propose a polynomial-time algorithm for scheduling a given SDFG to execute in close-to optimal time within a resource-constrained system. Finally, we will demonstrate the effectiveness of our algorithm by applying it to several examples.
In the next section, we will formalize the fundamental concepts related to the studies of synchronous dataflow graphs, retiming and static scheduling. Next is our scheduling algorithm, including detailed examples. Finally, we summarize our work and point to future directions for study.
Synchronous Data-Flow Graphs
In this section, we review the definitions and ideas developed originally by Lee and Messerschmitt [9] for synchronous data-flow graphs in order to formalize these concepts.
Basic Definitions
A synchronous data-flow graph (SDFG) (sometimes called a multirate or regular data-flow graph) is a finite, directed, weighted graph G = V, E, d, t, p, k where:
1. V is the vertex set of nodes or actors, which transform input data streams into output streams;
2. E ⊆ V × V is the edge set, representing channels which carry data streams;
is a function with d(e) the number of initial tokens (delays) on edge e; 4. t : V → N is a function with t(v) the execution time of node v;
5. p : E → N is a function with p(e) the number of data tokens produced at e's source node to be carried by e;
6. k : E → N is a function with k(e) the number of data tokens consumed from e by e's sink node.
(In this definition N is the set of natural numbers {1, 2, 3, ...}.) If p(e) = k(e) = 1 for all e ∈ E, we say that G is a homogeneous data-flow graph (HDFG). HDFGs are also sometimes referred to as single-rate data-flow graphs or simply data-flow graphs.
To illustrate, consider the SDFG given in Figure 1 below. Throughout this paper, we will use square-shaped nodes to represent addition operations requiring one time unit to complete execution, while circles represent multipliers taking time two. For instance, t(A) = t(C) = 2 and t(B) = 1 in the figure. The small numbers at either end of an edge denote tokens produced or consumed. In this example, the numbers at either end of the edge connecting A and B indicate that node A produces two tokens on this edge when it executes, while node B consumes one token from this edge each time it runs. The short bar-line cutting the edge from node C to node A, hereafter denoted (C, A), represents the initial token to be consumed by A. Similarly, there are two delays on the edge (B, C). It is sometimes useful to characterize an SDFG by its topology matrix, an |E| × |V | matrix similar to an incidence matrix. Each row corresponds to one edge in the graph, while each column corresponds to a node. A positive (i, j) th entry in the topology matrix indicates the number of tokens produced by the j th node on the i th edge, while a negative entry here gives the number of tokens consumed by node j from edge i. All other entries are zero. As an example, the topology matrix of Figure 1 is
For purposes of this representation, nodes A, B and C are designated nodes 0, 1 and 2, respectively, while the edges are numbered in the order (A, B), (B, C) and (C, A).
In [10] it was demonstrated that a repeating sequential schedule can be constructed for a SDFG G if the rank of the graph's topology matrix is one less than the number of nodes in the SDFG. (The reverse is not necessarily true, as shown in [12] .) If this condition holds there is a positive integer vector q in the nullspace of the topology matrix called a repetition vector for G. The repetition vector for G with the smallest norm is called the basic repetition vector (BRV) for G [1] . For example, the BRV for the SDFG in Figure 1 is q = 1 2 1
T . The elements of a BRV q indicate that q j copies of node v j must be executed during every iteration of the static schedule. In our example we must schedule two copies of B and one copy each of A and C each time. (Henceforth, we will use the notation q u to denote the component of q corresponding to node u.) Finally, a SDFG is consistent if it has a BRV.
Liveness and Consistency of SDFGs
Traditionally, in order to study an SDFG, it has been useful to create its equivalent homogeneous data-flow graph (EHG). As the name implies, an EHG performs the same function as the original SDFG, but is constructed so that each edge carries at most one token. Since each node is expecting to either produce or consume more data than this, an EHG compensates by inserting multiple edges between nodes. An algorithm for creating EHGs is outlined in [1] . For our purposes, the concept of the EHG is useful only when discussing liveness. As in [1] , we say that a SDFG is live if its EHG has no zero-weight cycles. Otherwise the graph is deadlocked. Since liveness is an important property when studying SDFGs, developing an efficient test is crucial. One simple test from [11] is outlined below.
Theorem 2.1 A SDFG with BRV q is live if, for every edge
While imperfect, this check gives us a straightforward way to determine liveness for many SDFGs. It should be clear that a SDFG must be both live and consistent in order for it to have a repeating static schedule.
The Iteration Bound of a SDFG
As we have stated, an iteration is simply an execution of all nodes of a SDFG once. The average computation time of an iteration is called the iteration period of the SDFG. If a SDFG G contains a loop, then the iteration period is bounded from below by the iteration bound [13] of G (sometimes referred to as the maximum cycle mean of G), which is denoted B(G) and defined to be the maximum time-to-delay ratio of all cycles in G. While complicated to derive for SDFGs in general, as shown in [11] , we can quickly estimate this value.
Theorem 2.2 The iteration bound of a SDFG G with basic repetition vector
We will denote the fraction on the right in the above inequality as β(G). Indeed, in cases where delays are distributed evenly among the edges in the EHG (such as in our example above), the iteration bound will equal β(G) exactly. For example, the graph in Figure 1 contains one loop with an adjusted delay count of two and a total computation time of 5; thus β(G) = 5 2 for this graph.
Static SDFG Scheduling
As shown in [11] , there are two models we consider when discussing static scheduling. We formally define an integral schedule on a SDFG G to be a function s : V × (N ∪ {0}) → N ∪ {0} where the starting time of node v in the i th iteration (i ≥0) is given by s(v, i). Similarly, we define a fractional schedule to be a function s : V × (N ∪ {0}) → {r ∈ Q|r ≥ 0} with the same stated properties. In either case, s is a legal schedule if s(u, i)+t(u) ≤ s(v, i+⌈d(e)/max{q u , q v }⌉) for all edges e = (u, v) and iterations i.
A legal schedule is a repeating schedule for cycle period c if s(v, i + 1) = s(v, i) + c for all nodes v and iterations i. A repeating schedule can be represented by its first iteration, since a new occurrence of this partial schedule can be started at the beginning of every interval of c clock ticks to form the complete legal schedule. If an operation of the partial schedule is assigned to the same processor in each occurrence of the partial schedule, we say that our schedule is static.
Finally, we can implement a static schedule using one of two design styles. If, as in our model, two copies of the same node cannot be in execution simultaneously, our schedule follows a non-pipelined implementation. Nonpipelining creates an implicit precedence relation between consecutive copies of the same node, ensuring that the first copy stops before the succeeding copy begins. If no such restriction is placed on the schedule, it is said to follow a pipelined implementation.
Our scheduling algorithm from [11] starts by constructing the scheduling graph G s = V, E, w, t . This is done by reweighting each edge e = (u, v) according to the formula w(e) = c . As shown in [11] , if c is a feasible clock period, then the corresponding scheduling graph contains no negative-weight cycles. To uncover such cycles, we further alter G s by adding a node v 0 and zero-weight directed edges from v 0 to every other node in G. We then define sh(v) for every node v to be the length of the shortest path from v 0 to v in this modified G s . (If G s contains a negative weight cycle we will be unable to arrive at such figures.) We will make further alterations to this model in our work to come.
For now, with this definition we can show, as in [11] , We refer to the method that results from these ideas as SDFG scheduling.
Resource Constrained SDFG Scheduling
Our scheduling algorithm appears as Algorithm 1 below. In this section we will review each step, demonstrating its effectiveness on Figure 1 assuming a system with one adder (requiring execution time 1 as previously noted) and one multiplier (taking 2 time units).
Deriving a Target Clock Period
SDFG scheduling requires specification of a clock period to attempt to achieve. In an environment without resource constraints we could simply use the iteration bound estimate. However, the lack of adequate resources may prevent us from achieving this optimality. The key to deriving a more easily achievable starting point lies within this result.
Lemma 3.1 Let G = V, E, d, t, p, c be a SDFG with BRV q. Define V X ⊆ V to be the nodes of G requiring a type-X non-pipelined functional unit for execution. Further define F X to be the number of type-X non-pipelined functional units available, each requiring time T X ≥ 1 to perform an operation. Then the cycle period for a resource-constrained schedule of G is bounded from below by
Proof: The result is as in [2] with the number of operations using a type-X functional unit replaced by its value in a SDFG, the sum of elements from the BRV for nodes in the SDFG using a type-X functional unit. 2
When working in a resource-constrained environment, begin by selecting a target clock period greater than or equal to both the iteration bound and all of the lower bounds from Lemma 3.1 for each resource type. This way, we consider both the theoretically best value as well as figures that take the realities of the target system into account.
In our example from Figure 1 using only one functional unit of each type, the target value derived from the iteration bound would be 3. The only node needing an adder is B (with q B = 2), so the lower bound from the adder is ⌈ 1 1 · 2⌉ = 2. On the other hand, both A and C need the multiplier, so the lower bound from the multiplier is ⌈ 2 1 ·(1+1)⌉ = 4, making 4 our initial target clock period.
Predecessors and Descendants
Because we will need the information when we sort out the resource conflicts later, we examine each edge in G without delays and generate linked lists of each node's predecessors along such edges, and count the number of descendants for each node along such edges. In the case of our example, we have only one non-trivial linked list (B with a predecessor of A) and one non-zero descendant count (1 descendant of A).
Algorithm 1 Creating a resource-constrained static schedule
Input: A SDFG G = V, E, d, t, p, k with BRV q, a specified system and model Output: A resource-constrained static schedule S G ′ ← G /* Working copy of G */ for all e = (u, v) ∈ E with zero delays do Add u to v's linked list of predecessors Increment u's descendant count end for repeat Calculate ⌈β(G ′ )⌉ and the resource lower bounds from Lemma 3.1 c ←the maximum of these figures repeat 
Constructing a Scheduling Graph
Next, we construct a scheduling graph, a model that encapsulates all information we will ultimately need to create our schedule. For the resource-constrained problem, this requires three steps, as seen in Algorithm 2. First, since multiple copies of some nodes must be scheduled at the same time, we reweight each node's execution time by the formula τ (v) = t(v) · qv FX , essentially distributing the copies of a node across the available functional units. For example, in Figure 1 , the only node with multiple copies is B. With only one adder, τ (B) = 2 since the two copies of B will eventually have to be scheduled one after the other. If we had two adders, τ (B) = 1 because the copies could be scheduled to execute simultaneously on the different functional units.
Algorithm 2 Creating the scheduling graph
Input: A SDFG G = V, E, d, t, p, k with BRV q, a specified clock period c Output:
Next, as in [11] , the edges are reweighted to preserve precedence relations among the nodes. Finally, in order to uncover negative-weight cycles (indicating an infeasible clock period), we add a node v 0 and zero-weight directed edges from this source to every other node in G. As an illustration, the scheduling graph for Figure 1 with clock period 4 appears as Figure 2 below.
SDFG Scheduling
Next, we apply the Bellman-Ford single-source shortestpath algorithm [4] to the scheduling graph. As said above, if the graph contains a negative-weight cycle, the given clock period is infeasible, so we increment it and try again. Otherwise, we derive the weight of the shortest paths in the scheduling graph from v 0 to every other node in O(|V ||E|) time. This information is used by SDFG Scheduling (Algorithm 3 below) to derive the starting times for all nodes in the first iteration. These can then be repeated every c steps to generate the entire schedule.
Algorithm 3 Modified SDFG Scheduling
Input: BRV q and shortest path vector sh for SDFG G Output: An resource-constrained static schedule S for all v ∈ V of resource type X do for j = 0 to qv − 1 do
Returning to the example of Figure 1 , we examine the scheduling graph and see that sh(A) = sh(C) = 0 and sh(B) = − 1 2 , giving start times of 0, 2 and 0 for A, B and C respectively. This schedule is visualized in Figure 3 (a) below. As can be seen, the two copies of B appear backto-back on the lone adder. However, this schedule overlaps the executions of the two multiply operations, violating the resource constraint. We require additional work to compensate for this. 
Correcting for Resource Constraints
The first step in adjusting for resource conflicts is to topologically sort the vertices, first by descending start time, then by number of descendants in the SDFG's directed acyclic counterpart, as is done in list scheduling [2, 5] . In our example, this sorted list is {B, A, C}. Next, we consider them in pairs and add zero-delay edges to the original graph if a resource conflict exists. Returning to our example, this step adds a new edge (A, C) to the graph. (Had there been an additional multiplier in the system, A and C would have been initially assigned to different functional units, causing the test contained in this step to fail and this edge to be omitted.) Figure 4 . The revised scheduling graph.
Repeating the process, we see that 4 is still a valid target clock period, so proceed to construct the new scheduling graph of Figure 4 . This time, the calculated shortest paths are sh(A) = 0 and sh(B) = sh(C) = − 1 2 , yielding starting times of 0, 2 and 2, offsetting the start of C long enough so that it can share the functional unit with A, as seen in Figure 3 (b).
Timing Analysis
The value of the iteration bound can be found in O(|V ||E| log |V |) time assuming upper bounds on the total delay count and total computation time [7, 8] . The resource lower bounds are calculable in O(|V |) time by linearly sorting all nodes by resource type then performing the prescribed computations. Similarly, the generation of the linked lists of predecessors and descendant counts can be done in O(|E|) time.
Entering the initial loop, building the scheduling graph takes O(|V ||E|) time [2] , as does the Bellman-Ford algorithm [4] . The worst case would feature a SDFG with all nodes in one loop, requiring O(|V |) iterations before arriving at a successful computation of shortest paths. Thus we estimate the first loop as taking O(|V | 2 |E|) time. As seen by Algorithm 3, the complexity of the SDFG Scheduling step is O(κ|V |) where κ is the maximum element of the BRV, a figure unknowable in general. A topological sort may be performed in O(|V | + |E|) time [4] , while the search for resource conflicts is an O(|V | 3 ) operation due to the nested loops and the stepping through the linked lists. Finally, the worst case of the outer loop happens if all operations were initially scheduled to the same functional unit, requiring O(|V |) iterations to place them in sequential order. (Note that this assumption directly contradicts our previous one regarding the structure of the SDFG.)
Thus we conclude that this initial version of our method takes O(|V | 4 |E|) time in the worst case, assuming reasonable upper bounds on several properties of the original SDFG. This is almost certainly an overestimate due to conflicting assumptions made above and can be improved with more efficient data structure choices at crucial steps in the algorithm.
Second Example
As further proof of the effectiveness of our method, consider the SDFG of Figure 5 (a) with BRV q = 2 1 2 1 T . The iteration bound is 3 (total computation time of 6, adjusted delay count 2 in the graph's only loop). If, as before, we assume one adder and one multiplier taking execution times 1 and 2, respectively, the resource lower bounds are both 4, which we use for our initial clock estimate. Also, A and C have non-trivial predecessor linked lists (D and B, respectively), while B and D have non-zero descendant counts of 1. Given our predecessor lists and descendant counts, we can use any topological ordering that places A and C in any order before B and D in any order. Choosing alphabetical ordering, we add begin by adding (A, C) to the SDFG. This increases D's descendant count to 2, so that the next pass of the loop adds the edge (D, B) to the graph. The new edges increase the iteration bound of the graph to 6 due to the new simple cycle {D, A, B}. With this as our new clock period, we repeat the main loop of Algorithm 1 to derive the final schedule in Figure 5 (b).
Conclusion
In this paper, we have reviewed the basic definitions and results necessary for specifying and manipulating a SDFG. We have proposed a polynomial-time algorithm for scheduling a given SDFG to execute in close-to optimal time within a resource-constrained system. Finally, we have demonstrated the effectiveness of our algorithm by applying it to several examples.
Our last example reveals the amount of work to do yet. The use of better data structures such as heaps will make sorting out the resource conflicts more efficient. Also, if we are allowed to overlap iterations of the schedule in Figure 5 (b) we can achieve an improved clock period of 4. This method as defined is not flexible enough to permit this overlap yet. As we continue to develop the theory of synchronous data-flow graphs, we will be able to dramatically improve the effectiveness and efficiency of this technique.
