Previous studies show that radiologists can discriminate normal from abnormal mammograms after just 250-2000 ms of observation. Interestingly, radiologists can still discriminate normal from abnormal when the abnormal breast is the breast contralateral to the lesion. It is not clear which features/patterns of the images are responsible for successful extraction of this "gist" impression. In an effort to better understand this signal of abnormality, we have developed a convolutional neural network (CNN) model to perform the same task. This model is constructed in three steps. First, VGG-19, an established CNN, is pre-trained on non-medical images, using the imageNet database. This training makes the CNN analogous to a naïve observer, able to categorize objects but uninformed about mammography. Next, we feed full-field mammograms through the network to obtain 4096-dimensional feature vectors which are abstract representations of the original mammograms. Finally, we perform normal/abnormal classifications on mammograms using features obtained in previous step, using a supervised machine-learning algorithm. We fine-tune its parameters by performing an exhaustive grid search on the types of kernels and cost values. In a way the last step is similar to sending radiologists to medical school to teach them how to interpret the visual information represented by abstract features. The CNN produced AUC values of 0.74, comparable to our human observers. Human and computational assessments of gist are correlated (r=0.65). However, since they are not perfectly correlated, it is possible to combine human and CNN assessments of abnormality to produce a joint assessment that is better than either humans or CNN alone. The signal is not well correlated with breast density. These results show that there are global signals of abnormality that can be detected by an appropriately trained CNN. It is possible that such signals could serve as "imaging risk factors" in breast cancer screening.
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