Abstract: This paper addresses to the problem of designing, modelling and practical realization of robust model predictive control which ensures a parameter dependent quadratic stability and guaranteed cost for linear polytopic systems. The design procedure based on BMI and LMI is reduced to off-line output feedback gain calculation. A numerical example and an application to a real process is given to illustrate the effectiveness of the proposed method.
INTRODUCTION
Model predictive control (MPC) is a modern controller which is widely used in industrial applications. The main idea of MPC is to predict the future behaviour of the system over a finite receding horizon and to find the optimal value of the system input with respect to predictions and given constraints. There exist several different realizations of MPC. Extensive overview of MPC algorithms can be found in Maciejowski [2002] , Rossiter [2003] .
The drawbacks of the most common MPC algorithms are the on-line computational complexity and the feasibility problem which in the past limited the use of MPC to plants with a slow time response because it solves optimization problem in each sample time. Another drawback when the plant model is uncertain or unstable is the lack of guaranteed stability and robustness of the closedloop system that can cause a poor performance of the system. Numerous design procedures were developed to guarantee robust stability. They are based on the infinite time horizon with the on-line LMI optimization [Kothare et al., 1996] , the min-max optimization with a terminal constraint in an invariant set Mayne, 1998, Lofberg, 2003 ], the off-line LMI optimization to calculate a sequence of output feedback laws and the on-line selection of the appropriate law [Ding et al., 2008] or the robust tube-based control design approach [Mayne et al., 2005] . The problems of the computational complexity and the robust stability are solved in the robust explicit MPC [Kerrigan and Maciejowski, 2004 ].An excellent survey of robust MPC design can be found in [Bemporad and Morari, 1999 , Mayne et al., 2000 , Rakovic, 2012 . Alternatively, in many implementations the MPC is applied without input and output constraints [Camacho and Bordons, 1999] . Then the algorithm reduces to linear feedback controller. But the design procedure still does not guarantee the stability
The work has been supported by the Slovak Scientific Grant Agency, Grant No. 1/1241/12. or the robust stability and the closed-loop stability can be checked only by simulation. Recently the new MPC algorithm which guarantees the robustness of the closedloop system have been presented in Nguyen et al. [2013] , Veselý and Rosinová [2010] , Veselý et al. [2010] .
In this paper we pursue the ideas of Veselý et al. [2010] where the robust MPC algorithm has been designed on the base of the polytopic system quadratic stability and the input constraints, but the implementation problem in the real plants has been left out. However, the quadratic stability generally provides quite conservative results. To find a less conservative approach in this paper the parameter dependent quadratic stability(PDQS) [de Oliveira et al., 1999 , Peaucelle et al., 2000 is used. The controller feedback gains calculation is formulated in the form of bilinear matrix inequalities (BMI). Because currently available BMI solvers do not allow to work with high order systems the problem of calculating an MPC output feedback gain needs to be transformed from BMI to LMI with a linearisation approach. The designed controller solves the main drawbacks of the standard MPC because it guarantees the robust stability and requires only a simple on-line calculation based on the output feedback and the state estimation for a prediction model. The problem of MPC control algorithm design using PDQS and its practical implementation is the main result of the paper.
The main principle of the controller design is described in the section 2. In the section 3 an MPC design procedure without constraints is derived. The last section contains a numerical example and a practical implementation to a real unstable magnetic levitation system with results from experiments. The following notational conventions will be adopted: The inequality P > 0 (P < 0) denotes the positive (negative) definiteness of the matrix, I denotes the identity matrix with a corresponding dimension and the notation y(k + h|k) is for simplicity reasons replaced by y(k + h) and denotes a h step ahead prediction of y calculated in the sample time k.
PRELIMINARIES AND PROBLEM FORMULATION
Let the polytopic linear discrete time system be described byx
are state, control input and output variables of the system respectively. The matricesÃ(ξ) andB(ξ) belong to the convex set S, with M vertices S 1 , . . . , S M that can be formally defined as:
MatricesÃ i ,B i andC are known with constant coefficients of corresponding dimensions. Let consider the following integrator to force disturbance rejection and to achieve set-point tracking
where w(k) is a desired set-point value. Adding the integrator (3) to (1) one obtains:
where
y(k) is a plant output for the proportional part of the controller and z(k) is a plant output for the integral part of the controller. Optionally, the derivative part of the controller can be added in the form of the first difference:
) Then the system (4) is augmented as follows:
The selection of the system (4) is based on (5) or (7) depending on the desired controller structure. Simultaneously with (4) we consider the nominal plant of the system in the form:
(1) If the MPC design is based on the quadratic stability, the rate of change of coefficients ξ i may reach any value which satisfies (2).
(2) If the MPC design procedure is based on the parameter dependent quadratic stability, ξ i are constant and unknown. (3) In the references [Veselý et al., 2010 , Nguyen et al., 2013 , Veselý and Rosinová, 2010 , for the model predictive control design procedure there are two main ideas presented. In the first [Veselý et al., 2010] ξ i0 , i = 1, . . . , M are known and constant. In the last two references coefficients ξ i0 (for the realization of the prediction model) are known but may be changed. (4) For the next we assume that the system model (4) and the nominal model (8) satisfy to remark 2.
The nominal model (8) will be used for the construction of the prediction model and (4) is considered as a real plant description providing the plant output. Therefore, we assume that for time k, output y(k) is obtained from the uncertain plant model (4), and predicted outputs for time k + 1, . . . , k + N y will be obtained from the model prediction, when the nominal model (8) is used. The prediction is carried out over a finite output horizon N y and a control horizon N u (N u ≤ N y ). Note that we consider F ij = 0 for i = N u + 1, . . . , N y . Therefore for the next development we consider N u = N y .
Consider the predictive control algorithm with output feedback as follows:
where F ij = F ij E ij ,F ij ∈ R m×l , E ij ∈ R m×l are proportional and integral controller gain matrices.
States and outputs of the system for time instant k are obtained from real system measurements:
for time instants k + h, h = 1, . . . , N y the nominal model is used:
• h
For h = 1, . . . , N y in the matrix form one obtains:
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Matrices (14) in the system with prediction (12) are used only for calculation of robust controller gains (matrix A f is augmented with zeros to square matrix). In the practical implementation with respect to remark 4 matrices A(ξ) and B(ξ) are replaced with A 0 and B 0 when ξ i0 is constant. Then for the model prediction we obtain matrices A f p and B f p in the form:
If ξ i0 is known and can change value then all matrices A 0 and B 0 in (8) should be recalculated in every sample time.
Control algorithm (9) can be rewritten to matrix form:
Matrices F ij , i, j = 0, 1, . . . , N y are output feedback gains with constant entries to be determined by minimizing the cost function as follows:
q j ∈ R n×n , r j ∈ R m×m , Q and R are positive definite matrices.
The following lemmas will be used in the next development. Lemma 1. Suppose there exists a Lyapunov function (12) with control algorithm (9) the following inequality holds
then the closed-loop system is robustly stable. Lemma 2. Consider the system (4), if there exists a control law (9) and a Lyapunov function
such that the closed-loop system is robustly stable and for the first difference of a Lyapunov function on the closed-loop system solution holds:
then the control law (9) is said to be the guaranteed cost control law with J ≤ J * .
Proof: Summing (20) from k = k 0 to k = ∞ the upper bound on J is obtained
The design procedure is given as follows:
with constraints:
(1) System model (12) with given N y and N u .
(2) Robust stability constraint and performance (20).
Note that in the above design procedure the optimisation results are the gain matrices F ij , i, j = 0, 1, . . . , N y which can be calculated off-line using the above design procedure which reduces to the standard robust controller design procedure. From Peaucelle et al. [2000] the following lemma is obtained: Lemma 3. Assume that the uncertain system with control algorithm is given by (12) and (15). The closed-loop system is parameter dependent quadratic stable if there exists a parameter dependent Lyapunov matrix P (ξ) = M i=1 P i ξ i > 0, auxiliary matrices H and G such that the following inequality holds:
Because of BMI the following approach transforms above inequality to LMI. On the base of Veselý et al. [2011] the two step LMI desing procedure is obtained:
(1) Solve the following matrix equations: 
) where Q and R are weighting matrices in the cost function (17). Positive definite matrices P i and matrices F , H represent unknown variables. Equations (24) are BMI. In order to transform (24) to linear matrix inequalities at first a Shur complement is used: [Han and Skelton, 2003 ] transforms nonlinear diagonal terms to LMI by finding its upper bounds. Where for a given matrix W the linearisation is:
This linearisation approach requires several iterations to find a solution. At first an initial value for X k is selected. In the next iteration X k is equal to the calculated value of X from the previous iteration. (2) Check the robust stability. The LMI condition of parameter dependent quadratic stability [Peaucelle et al., 2000] is (23).
The quality of the above controller design method was experimentally proved in [Vozák and Veselý, 2013] .
In order to find F which is suitable for the application on real processes with respect to noise suppression and maximal values of manipulated variables it is possible to use additional constraints. One of the possibilities is to constraint elements of F = {f ij }:
(1) c 1min ≤ f ij ≤ c 1max for j = 1, 4, 7, . . ., ∀i (proportional part of the controller) (2) c 2min ≤ f ij ≤ c 2max for j = 2, 5, 8, . . ., ∀i (integral part of the controller) (3) c 3min ≤ f ij ≤ c 3max for j = 3, 6, 9, . . ., ∀i (derivative part of the controller)
For the next development assume that the gain matrices F ij are calculated off-line. The main problem is modelling and practical implementation of control algorithm (9) on the base of plant measurable output vectors y(k) and states x(k). Note that designed gain matrices F ij guarantee closed-loop stability, robustness and ensure guaranteed cost.
PRACTICAL IMPLEMENTATION
In this section we construct for a given N y and N u the final control algorithm for the case of robustly stable predictive control without input and output constraints.
Multiplying (10) from the left side by C f and substituting (15) to (10)
Let matrix C f B f F be partitioned as follows:
where M 1 is the first block column of matrix C f B f F .
and M 2 is the other part of matrix C f B f F . From (28) and (27) one obtains:
Using (30) and (27):
From (9) rewrite the control algorithm:
Substituting (31) to (32) and after some manipulation: D 3 for the case of ξ i0 = const., i = 1, 2, . . . , M are constant too and calculated off-line but for the case when ξ i0 changes, matrices D 1 , D 2 , D 3 should be recalculated in every sample time. Because gain matrices F andF are constant and guarantee the closed-loop robust stability the calculation of D matrices is straightforward.
EXPERIMENTAL RESULTS
In order to prove applicability of the MPC algorithm two examples are presented. The first is a simulation of randomly generated system. In the second example the algorithm was implemented to control an unstable magnetic levitation system.
Random system
The system model is generated as a random discrete time model in the affine form:
where q 1 , q 2 ∈ −1, 1 . 
Calculated output feedback matrix F with Q = I, R = I, N y = N u = 7 and system model structure (5) is: 
Simulated system output and input is in fig. 1 .
Magnetic levitation
The main principle of magnetic levitation model CE152 made by HUMUSOFT [HUMUSOFT, 1996] is to control the position of a steel ball between a coil and an induction sensor. The process was identified in three working points • the system is robustly stable in all working points,
• the output has zero steady state error.
CONCLUSION
A new predictive control algorithm guarantees the robust stability of the closed-loop and the guaranteed cost control. Due to off-line calculation of gain matrices its practical implementation is straightforward and with only simple on-line calculations required. In the case without input and output constraints it obviously reduces to linear feedback controller with constant gain matrices. For this approach a control algorithm was derived and practically implemented to control unstable magnetic levitation system. Obtained results prove good performance of the controller.
