West Nile virus (WNV) -a mosquito-borne arbovirus-entered the USA through New York City in 1999 and spread to the contiguous USA within three years while transitioning from epidemic outbreaks to endemic transmission. The virus is transmitted by vector competent mosquitoes and maintained in the avian populations. WNV spatial distribution is mainly determined by the movement of residential and migratory avian populations. We developed an individual-level heterogeneous network framework across the USA with the goal of understanding the long-range spatial distribution of WNV. To this end, we proposed three distance dispersal kernels model: 1) exponential -short-range dispersal, 2) power-law -long-range dispersal in all directions, and 3) power-law biased by flyway direction -long-range dispersal only along established migratory routes. To select the appropriate dispersal kernel we used the human case data and adopted a model selection framework based on approximate Bayesian computation with sequential Monte Carlo sampling (ABC-SMC). From estimated parameters, we find that the power-law biased by flyway direction kernel is the best kernel to fit WNV human case data, supporting the hypothesis of long-range WNV transmission is mainly along the migratory bird flyways. Through extensive simulation from 2014 to 2016, we proposed and tested hypothetical mitigation strategies and found that mosquito population reduction in the infected states and neighboring states is potentially cost-effective.
48
models are the number and complexity of the compartments required to account for the 49 many host and vector populations. In turn, the number of compartments increases the 50 number of unknown parameters. Approximation of these parameters in any biological in the model outputs. 53 We developed an individual-based heterogeneous network framework to understand 54 WNV geographic spread. To build the network framework, we used the American Robin 55 population density across the contiguous United States. The demographic 56 characteristics of avian host populations and vector populations are not homogenous 57 geographically, so we used a heterogeneous network framework. The transmission 58 intensity of WNV depends on the abundance of WNV-infected vector mosquitoes in a 59 given location. Mosquito population numbers fluctuate with local weather and season 60 throughout the year, therefore we used a temperature dependent transmission rate. 61 Although dead-end hosts cannot spread WNV to mosquitoes, we have quantified WNV 62 case data only for humans, which we used to estimate unknown parameters. 63 To understand the WNV spatial distribution, we proposed distance dispersal kernels, 64 which describes the probability of dispersal with respect to distances. In this framework, 65 we proposed three types of distance dispersal kernels: 1) exponential, 2) power-law, and 66 3) power-law biased by flyway. Then we compared the three distance kernels using 67 approximate Bayesian computation based on sequential Monte Carlo sampling 68 (ABC-SMC) method [13] [14] [15] [16] [17] [18] . After conducting an extensive simulation for 2014-2016, 69 we observed that an adapted fat-tailed or power-law kernel, which has long-distance 70 links in specified directions can best describe the WNV human case data. We tested 71 this network framework for the best kernel with the human case data and found that 72 simulated results for more than 41 states of 49 states are consistent with the reported 73 WNV cases. We proposed several theoretical mitigation strategies to control WNV and 74 calculated their estimated costs. From the analysis of mitigation strategies, we suggest 75 that potentially effective mitigation policies would include the application of mitigation 76 control in areas with active transmission and in immediate neighboring states.
Many species of birds have long-distance migration during the spring and fall. Therefore 101 the network does not focus on one long-distance migrating bird species but aggregates 102 all species along the known flyways. To estimate model parameters we used human case 103 data for WNV from CDC [2] , which is the third dataset. 104 WNV Epidemic model 105 To explore WNV long-distance spatial distribution in the USA, we used an 106 individual-based heterogeneous network framework. In this framework, birds are on the 107 individual level, a node represents an individual bird and connection between nodes is 108 the possibility of virus dispersal from one infected bird to another susceptible bird by 109 mosquito vectors. Links or connections are formed by movement of birds or movement 110 of vectors. If there is no link between nodes then infected birds and insects are not 111 moving virus between nodes. All virus transmission occurs by local competent vector 112 mosquitoes. There is some evidence of bird-to-bird transmission, but it likely does not 113 contribute to or maintain outbreaks. We split the bird population into four 114 compartments; susceptible, exposed, infected, and recovered. Although, in the literature 115 most mathematical models do not consider the exposed avian class when modeling 116 WNV [8, 12, 25, 26] . Birds transmit virus to mosquitoes when a susceptible mosquito 117 vector takes an infected blood meal, then the mosquito becomes infectious after the 118 extrinsic incubation period (EIP), or the time needed for the virus to spreads from the 119 mosquito mid gut to the salivary glands; usually this process takes 7 to 14 days [3, 27] . 120 In addition, an infected bird can infect many mosquitoes simultaneously and also an 121 infected mosquito can bite many susceptible or infected birds. Therefore, there is some 122 delay in the system, to represent this delay we added the exposed class. We estimated 123 exposed period from data by using the approximate Bayesian computation with 124 sequential Monte Carlo sampling (ABC-SMC) method. After the exposed period, birds 125 entered the infected compartment and an infected bird transitions to recovered after 4-5 126 days. To simulate this model, we used generalized epidemic mean-field (GEMF) 127 framework developed by the Network Science and Engineering (NetSE) group at Kansas 128 State University [28] . In GEMF, each node stays in a different state and the joint state 129 of all nodes follows a Markov process [28] [29] [30] . The node level description of this Markov 130 process is:
Here, X(t) is the joint state of all individual nodes at time t. x i (t) is a node state, 134 x i (t) = C means node i is in C compartment at time t, C = 0, 1, 2, 3 corresponds to 135 susceptible, exposed, infected, and recovered compartment. Y i is the number of infected 136 neighbors of node i, β(T ) is the probability of transmission from one infected bird to 137 one susceptible bird, which is a function of temperature, λ is the rate for exposed to 138 infectious state, and finally, a node recovers from infectious state at a rate δ.
139

Zoonotic spillover transmission 140
To model disease transmission from the bird population to human population, we added 141 a zoonotic spillover transmission compartment. We modeled occurrence of human cases 142
as a Poisson process [26, 31] . longevity, then mosquitos will be infective longer. However if longevity decreases more 161 than incubation period, then mosquitos will not be able to transmit the virus. We used 162 information about rainfall in this research implicitly through optical mosquito season.
163
Optimal mosquito season of any location is estimated from monthly average 164 temperature and rainfall data for that location [33] . [20] . We considered the 185 mosquito season June-October for the simulation period. Although the mosquito season 186 is not the same for all states, mosquitoes are active from June to September in all of the 187 states at these times [33] .
188
The network for the avian population is (V, E). Here, V is the set of nodes, which is 189 the union of nodes of all sub-network, V = SN 1 ∪ (OBS i mj ) * S c + N 0 , here, OBS i mj is the total number of observations 194 of American Robins in state i in month mj, N 0 is the error term and N 0 ∼ N (5, 2) for 195 this model. m1 is the first month after May and m2 is the last month before October 196 when the average monthly temperature is greater than T 0 . S c is the scaling constant.
197
In each sub-network, we assumed that nodes are connected through Erdos-Renyi 198 (n,p) random network topology [37] . In this network topology, we created links 199 randomly among nodes with a probability p. Here, n is the number of nodes in a 200 sub-network and p is the probability to form an edge. We set the probability 201 p = R * log(n)/n, here R is a constant (R ≥ 2), as this value is more than the threshold 202 value for the connectedness of an Erdos-Renyi graph [38] , so nodes of a sub-network are 203 locally connected. We will refer these networks as a local network in the subsequent 204 sections of this paper. To build connections among sub-networks, we considered 205 long-distance dispersal kernels, which describe the probability of dispersal with respect 206 to distances. Dispersal kernels provide a simple model of dispersal to model dispersal 207 events. For long-distance events, we used three types of kernel models; 1) Exponential, 208 2) power-law, and 3) power-law-flyway, which is a power-law kernel biased by flyway. A 209 simple caricature of the network is shown in Fig 1. There are three sub-networks, A, B, 210 and C. The links, which formed local networks are shown by solid lines. These links are 211 introduced by Erdos-Renyi (n,p) network topology. Dashed lines are inter-links among 212 sub-networks. These links established by using long-distance dispersal kernels. 
Exponential distance kernel 214
In this distance kernel, connection probability among sub-networks will decrease 215 exponentially with distance. Probability to form a link is:
Here, d ij is the distance between sub-network i and j, K e is the shape parameter of 217 exponential distribution kernel. For distance between two states, we took the distance 218 between their centroids. The network with the exponential dispersal kernel was created 219 as follows:
220
Step 1 Calculate the distance among sub-networks. d ij is the distance between 221 sub-network i and j.
222
Step 2 Calculate P (d ij ), this is the probability to form a link between sub-network 223 i and j.
Step 3 Generate a random number rand for each pair of nodes (a,b), where a ∈ i 225 and b ∈ j.
226
Step 4 If rand < P (d ij ) then an undirected link will form between node a and b.
227
Inter-links among sub-networks, generated by exponential distance kernel are shown in 228 Fig 2a . epidemiology [39] , in 2001 foot-and-mouth disease epidemic [40] , and also, in human 236 diseases [41] . In power-law connections [42] , the probability of connectivity among 237 sub-networks will decrease with distance according to the following equation:
Here d min is minimum distance among sub-networks and K pl is the power-law 239 parameter. The process to build this network is similar to a network for exponential long-distance spreading of WNV [46] . To build this distance kernel, we considered two 250 types of links among sub-networks; 1) links which are formed for residential or 251 short-distance migratory bird movements and 2) links which are formed for 252 long-distance migratory bird movements. For the first type of links, we used an 253 estimated movement range of 500 km [47] , these connections are unrelated to flyways. 254 For the second type of connections, we considered two migration periods; spring 255 migration (April -June) and late summer/fall migration (July -September) [30] ; during 256 the spring migration, we established long links from south to north and in late 257 summer/fall migration, the reverse. To establish any long link, we picked two 258 sub-network and establish a link if they were in the same flyway with probability P (d ij ) 259 (Eq. 6), these links were directional and direction was imposed with respect to 260 migratory period. Inter-links among sub-networks for this kernel were shown in Fig 2c . 261 The algorithm to create this network was:
262
Step 1 Calculate the distance among sub-networks. d ij is the distance between 263 sub-network i and j.
264
Step 2 Calculate P (d ij ) using Eq. 6, this is the probability to form a link between 265 states i and j.
266
Step 3 Generate a random number rand for each pair of nodes (a,b), where a ∈ i 267 and b ∈ j.
Step 4 If rand < P (d ij ) and d ij < 500km then an undirected link will form 269 between node a and b.
270
Step 5 If rand < P (d ij ) and d ij > 500km and states i and j are in the same 271 flyway then an directed link will form between node a and b according to the 272 migration period.
273
Temporal network behavior 274 Bird populations are not constant in any region, they change with time because of bird 275 movement. To consider this fact, this study adds a node property, namely, Activity. This 276 property can hold two values: 1 = Active and 0 = Inactive. In the entire network, only 277 Active node can contribute to the spreading of the WNV. By controlling this property, 278 we varied the size of the active node population in any sub-network with respect to the 279 variation of the avian population in that region. The length of the simulation each year 280 was five months (June -October). Then, each month nodes are activated randomly 281 according to the total number of birds observed in that region in that month.
282
ABC-SMC for parameter estimation and model comparison 283
In this framework, we adopted approximate Bayesian computation based on a sequential 284 Monte Carlo sampling (ABC-SMC) method for parameter estimation and model 285 selection [13] [14] [15] [16] [17] [18] .
286
Parameter estimation 287 ABC-SMC is a computational method of Bayesian statistics that combines a particle Here, x is the simulated data set, dist is the 297 distance function, is the tolerance and P is the number of SMC rounds or the number 298 of populations, where P < ..... < 2 < 1 [48] . This is an adapted sequential importance 299 sampling. In each SMC round, it uses perturbation kernel to sample a parameter set.
300
After each simulation of the model, the model output and data are compared using 301 some goodness-of-fit metrics. A parameter set is accepted if the distance between the 302 model output and data is less than the tolerance level. The accepted parameter set is a 303 particle and accepted particles form a population for that SMC round. We used two 304 goodness-of-fit metric or distance function in this research. The first goodness-of-fit 305 metric is squared root of the sum of squared error between observed incidence data and 306 simulated incidence data for any proposed parameter set. The first goodness-of-fit 307 metric for this model is:
Here, x(i,j) is simulated incidence model data for i week and for j location. The second 309 goodness-of-fit metric is the absolute difference between the number of infected states from observed data and simulated data, infected state defined as a state where at least 311 one infected individual has reported. The ABC-SMC algorithm, we adopted for this 312 model from Toni et al. [13] , which has given in Text S2. We used this algorithm 313 separately for estimating parameters for this three distance dispersal kernel network 314 models. As our models are an event based stochastic simulation, we simulated them 30 315 times with GEMF for each particle to get 30 realizations of the system. Then we take 316 the average of these realizations. As the average over the multiple runs of a stochastic 317 system holds more information than a single stochastic run.
318
Model comparison 319
In many areas, researchers deal with model selection. Bayesian theory is a 320 comprehensive method to make inference about models from data. Approximate
321
Bayesian computation was used in many research areas for model selection [49] . To 
Here, P r(d|m) is the marginal likelihood and P r(m) is the prior probability of the 326 model. We used a uniform distribution for prior distribution of unknown parameters.
327
For each model, we have four unknown parameters; network parameter K (K e is the 328 network parameter for the exponential kernel and K pl is the network parameter for the 329 both power-law kernels), constant for transmission rate β 0 , transition rate from exposed 330 to infectious state λ, and zoonotic transmission spillover rate η. In each population, we 331 took 1000 particles. We used Bayes factor to compare a model with another model. For 332 model m i and m j , Bayes factor [52] is,
Here, P r(m i ) is the prior and P r(m i |d) is the marginal posterior distribution of model 334 m i . The Bayes factor is a summary evidence in favor of one model over another 335 supported by the data. If B ij is in range 1-3, we can conclude that summary of the 336 evidence against mj in favor of m i is very weak. If B ij is in range 3-20, we can conclude 337 that summary of the evidence against m j in favor of m i is positive [52] . The ABC-SMC 338 model selection algorithm is very similar to the algorithm for parameter estimation. algorithm for model selection has given in Text S2. Although ABC-SMC is an accurate 349 statistical tool for parameter estimation and model selection, however, the results of this 350 method are sensitive to summary statistics [53] . For our case, no summary statistics 351 were required because we used the entire set of data and we compared the simulated 352 and observed dataset directly by using goodness-of-fit or distance metric. A full dataset 353 is sufficient to get the consistent result from approximate Bayesian Computation [54] . management, but in these theoretical scenarios, it is assumed they can develop or 362 benefit from effective statewide mosquito management programs. The framework will 363 simply estimate how much the mosquito abundance is reduced or maintained based on 364 the theoretical outcomes of coordinated control. Furthermore, we realize mosquito 365 control is generally conducted on a county or municipal level, but the human case data 366 is only available on a state level. Therefore the recommendations are for the lowest 367 resolution of the data, which is state level but applies to counties and municipalities as 368 well. If vector management is increased in a sub-network, then transmission rates will 369 be changed by, β r = β RF , here β r is the reduced transmission rate and RF is the 370 reduction factor. Then management costs will be Cost = RF * N S c , here N S c is the 371 number of states where control measures were applied. We considered supplemental 372 management measures with the existing management measures. We used two types of 373 mitigation strategies across the United States, 1) dynamic infected place tracing 374 strategy and 2) static ranked based strategy.
375
In the infected place tracing, we traced the infected states, then plan the mitigation 376 strategies according to them. For this type of mitigation strategies, we considered three 377 cases; 1) case-1: only infected : applied control only in the infected states; 2) case-2: 378 infected & first neighbors: applied control in the infected states with its first 379 neighboring states (whose distance is less than 500km), and 3) case-3: infected & first 380 neighbors & second neighbors: applied control in the infected states with its first 381 neighboring states, and also with its second neighboring states (whose distance is in 382 500 − 1000km). For infected tracing control measure, we kept track of infected places 383 monthly. If SN i sub-network is infected for month t, then control measures were 384 applied for the month t + 1 based on these three cases.
385
In the static ranked based mitigation strategy, we ranked the states by different 386 variables (for example, temperature, size of the avian population etc.). For this strategy, 387 we considered three cases; 1) temp.: states ranked by temperature, 2) pop.: states 388 ranked by avian population size, and 3) temp. & pop.: states ranked by temperature 389 and avian population size both, then we applied management measures in the top 30% 390 of the states.
391
Results
392
We developed a novel flexible individual based heterogeneous network framework to test 393 three WNV dispersal kernels across the contiguous United States based on human case 394 data distributions. We used this framework for the year 2014, 2015, and 1016. The To test the performance of this framework, we used estimated parameters from Table 1 448 for power-law kernel influenced by flyway. We set the parameters value; K pl = 2.3147, 449 β 0 = 0.0059day -1 , λ = 0.0721day -1 , and δ = 0.2031day -1 . The simulation period for the 450 avian population model is from week-23 to week-44. The output of avian population 451 was used as the input of zoonotic spillover compartment. Then we compared the output 452 of zoonotic spillover compartment with human case data for week 24 to week 45. We 453 considered a one-week lag between WNV incidence in birds and WNV incidence in 454 humans. In humans, WNV-infected individuals (approximately 20%) develop a mild 455 febrile illness after 3-6 days [56] . Peak of reporting of dead birds is one week prior than 456 the reporting peak of human incidence [57] . In Fig 5, the mean simulated human case 457 from the 49 sub-networks is compared with the weekly human case data for 2015 for the 458 contiguous USA. The absolute errors between them are shown here. From this whisker 459 plot, we can see that the median of the absolute error for the states is close to zero. In 460 Fig 5, the largest outlier is California (marked by black circles). These outliers result 461 from a mismatch between the simulated peak human incidence time and the observed 462 human incidence peak time possibly because the very long state (north to south) has 463 weather which is very different in southern California (warmer and drier) than northern 464 California (cooler and wetter) causing a difference between peak mosquito seasons in 465 the southern and northern parts. 466 We compared the total yearly incidence of human WNV from this model with the 467 state level reported case data. The results are shown in Fig 6. For 2015, we found that 468 the case data for 42 of 49 locations were within the simulation results. To build a disease prevalence map, we grouped the states in four categories; 1) 475 higher prevalence -incidence is more than 100, 2) intermediate prevalence -incidence 476 is in between 50-99, 3) moderate prevalence -incidence is in between 25-49 and 4) low 477 prevalence -incidence is less than 25. To group the states, we used the median of the 478 simulation results. The disease prevalence map from the model are presented in Fig 7a 479 and from observed data are presented in Fig 7b. Among 49 locations, 40 locations are in 480 the same prevalence group in both maps.
481
Mitigation strategies 482 We applied mitigation strategies on the power-law-flyway kernel network model to find 483 the optimal mitigation plan. Fig 8a shows neighbors & second neighbors) than case-1 (only infected). The number of states where 487 control measures were applied is displayed in Fig 9, which is proportional to cost.
488
Therefore, the cost was minimal for case-2 than other two cases for RF > 2. From the 489 cost analysis, we concluded that, although the cost for case-1 is less at the beginning of 490 the yearly outbreak, we need to apply management only in the infected places, however 491 by the end of the year the total cost for case-2 will smaller because of the smaller 492 epidemic size.
493
The results of the static ranked based mitigation strategy measure are presented in 494 Fig 8b. We observed that, before RF = 4.5, number of infected states for temp. & pop. 495 dropped earlier than others. Number of infected states or epidemic size was smaller for 496 temp. than pop. after RF > 3, infected population of a sub-network are more positively 497 correlated with temperature. The N S c is always the same for these three cases. For all 498 mitigation strategies, minimum epidemic size could be 2, as we started the epidemic 499 from two states.
500
Discussion
501
We proposed an individual-based heterogeneous network framework and tested three 502 dispersal kernels to understand the spatial spread patterns of WNV human case data 503 across the contiguous United States.
504
This framework requires fewer parameters and has more flexibility to represent the 505 spatial-temporal dynamics of WNV. Adding parameters will make the framework more 506 realistic, for example, more competent bird species, landscape features for habitat 507 preferences of host and vector species, daylight conditions [32] Furthermore, this framework is flexible and therefore can represent various hosts and 529 vectors including with population seasonality, which plays an important role in WNV 530 dynamics. For host population seasonality, we added a node property Activity, this 531 property allows us to control active host populations in the network in a specific time 532 period. We added vector seasonality in this framework through temperature dependent 533 transmission rate. This framework proposed one exponential and two fat-tailed distance 534 kernel models for long-distance transmission of WNV. WNV spatial distribution is very 535 complex because WNV can infect more than 300 bird species, some of which are 536 residential birds and short-distance migrators which disperse less than 500 km distances 537 (short connections) whereas some species are long-distance migratory birds creating long 538 connections. The long-distance migratory birds are the long-distance dispersal (LDD) 539 agents for WNV. Previous studies tried to analyze spreading of WNV using a traveling 540 wave with constant velocity, however, WNV spread more rapidly across the North 541 America than would be expected from the assumption of constant velocity traveling 542 wave [58] . Likely this is because traveling wave models unlike distance dispersal kernel 543 models for WNV spreading do not capture the long-distance migrating birds which can 544 have various migratory ranges and distances. Distance dispersal kernels have more 545 flexibility to represent the different bird migration distances and can account for 546 accelerating invasions. However, exponential kernels produce short-connections and 547 therefore like traveling waves are limited to constant expansion, unlike fat-tailed 548 power-law kernels which can generate accelerating invasions by creating the 549 long-distance connections from migratory birds [59] . However, a general fat-tailed 550 power-law kernel makes long-distance links in every direction which does not follow the 551 incidence of WNV. Instead, a power-law-flyway kernel can be used to produce the long 552 connections in the direction of flyways and short links in other directions. Bayesian 553 inference was used to test which of the three kernel models best described WNV 554 distribution on the network for three most recent years (2014-2016). The 555 power-law-flyway kernel best described the distribution of WNV cases because the 556 long-range WNV transmission was concentrated mainly along the migratory bird 557 flyways. The general power-law kernel overestimated the incidence data in some states 558 because it was creating long-distance links in all directions.
559
The performance for the power-law-flyway dispersal kernel model was evaluated for 560 the three most recent years (2014-2016) when WNV was endemic in the USA. The 561 observed case data for the 49 locations were within the range of the simulated results for 562 41 states for 2014 ( Fig S2 in Tex S1), 42 states for 2015 ( Fig 6) , and 45 states for 2016 563 (Fig S4 in Tex S1 ). For all three years, the simulated results were similar to the observed 564 data, except in Colorado, Louisiana, Mississippi, Nevada, Nebraska, North Dakota, and 565 Washington. Nevada was over-reported for 2015 and all others were under-reported. The 566 power law flyway dispersal kernel network model reported more WNV human incidence 567 in Nevada than reported cases, one possible reason for over-reporting cases in Nevada 
