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Abstract: After the Cold War, the defense industries found themselves at a crossroads. However,
it seems that they are gaining new momentum, as new technologies such as robotics and artificial
intelligence are enabling the development of autonomous, highly innovative and disruptive intelli-
gent systems. Despite this new impetus, there are still doubts about where to invest limited financial
resources to boost high-tech defense industries. In order to shed some light on the topic, we decided
to conduct a systematic literature review by using the PRISMA protocol and content analysis. The
results indicate that autonomous intelligent systems are being developed by the defense industry
and categorized into three different modes—fully autonomous operations, partially autonomous
operations, and smart autonomous decision-making. In addition, it is also important to note that, at
a strategic level of war, there is limited room for automation given the need for human intervention.
However, at the tactical level of war, there is a high probability of growth in industrial defense, since,
at this level, structured decisions and complex analytical-cognitive tasks are carried out. In the light
of carrying out those decisions and tasks, robotics and artificial intelligence can make a contribution
far superior to that of human beings.
Keywords: artificial intelligence; defense industry; high technology; intelligent systems; level of
war; robotics
1. Introduction
Advances in intelligent defense systems are growing and paving the way for high tech-
nological defense industries. Technologies such as robotics [1,2], artificial intelligence [3],
and the internet of things [4] are driving considerable changes and impacts on defense
industries [5]. These technologies are known to be capable of developing autonomous in-
telligent systems, increasingly designed for military applications and capable of operating
efficiently in conflict areas and war zones. Thus, technology is often considered to be the
key to many military revolutions in history, the so-called major military innovations or, as
others have named, radical change in military affairs [6]. Three main factors are driving the
latest revolution in military affairs: (1) rapid technological advancements that moved the
Industrial Age into the Information Age; (2) the end of the Cold War; and (3) the decline in
United States defense budgets [7].
In recent years, we have identified several studies on the development of autonomous
defense systems in the industry sector. Some examples are presented in Zhang et al. [8],
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who focus on studying autonomous defense systems and relevant technological applica-
tions (e.g., X47-B, Predator, Global Hawk). However, apart from the division of warfare
applications, to the best of our knowledge, no article has so far made a characterization of
the autonomous defense systems literature in modes. That said, our intention is to explore
and understand the following two research questions:
Research Question 1. How can the several modes of autonomous defense systems in
the defense industry be categorized?
Research Question 2. How does the characterization of the autonomous defense
systems modes contribute to making the defense industry highly technological?
Considering these research questions, it is quite evident that this research aims to
understand and describe a real-life phenomenon, as suggested by Yin [9]. Although the
research is of a qualitative and descriptive nature, it falls within the domain of applied
sciences since it aims to identify the existing gaps and fill these gaps by initiating new
scientific research in robotics and artificial intelligence applications at the various levels of
war. It would seem, thus, inappropriate to carry out a more in-depth study to improve the
high-tech defense industry without first knowing the holistic view of the use of autonomous
defense systems.
This topic is important since there has been an exponential investment in autonomous
intelligent systems in the military sector [5]. However, to the best of our knowledge, there
has been no prior characterization of the modes of operations of these systems. In that
regard, our article provides a comprehensive characterization of autonomous intelligent
systems according to the various levels of war and different types of decisions and arti-
ficial intelligence. In addition to presenting a characterization of the various modes of
autonomous intelligent systems in the defense industry, this article also characterizes how
these modes contribute to making the defense industry highly technological. The novelty
of this article is associated with the need to increase the degree of intelligent automa-
tion at the lowest levels of war. The need for automation is justified by the argument
that, at the tactical/operational level, the military follows clear orders and makes struc-
tured decisions. Therefore, if structured decisions are made at the tactical level, which
requires the performance of tasks of an analytical-cognitive nature, the type of intelli-
gence needed is mechanical, thus, justifying the replacement of military personnel by
machines, creating an excellent opportunity for the technological defense industries. On
the other hand, at the strategic level of war, there is limited scope for the use of lethal
autonomous weapon systems, given the need for human intervention, so as not to run into
the current United Nations ethical, moral, and legal guidelines. Thus, this article’s specific
strengths are also associated with the managerial contribution, insofar as it provides the
due knowledge on where to invest innovation and development resources of intelligent
autonomous technologies, where they have a more significant growth perspective (i.e., in
field operations—tactical level).
The remaining of the paper is organized as follows: the next section presents a
conceptualization of the most relevant terms and applications; this is followed by an
explanation of the methodological process; the results of this study are presented in
Section 4, where the answers to the research questions can be found; in the last section, the
conclusions are withdrawn, focusing on theoretical and managerial contributions, research
gaps and suggestions for future work.
2. Conceptual Background
This section presents a brief conceptualization of the most relevant terms for this
research. It also discusses the challenges for the defense industry and analyses the applica-
tions of autonomous intelligent systems in war.
2.1. Concepts and Definitions
In recent years, one of the most profound changes in the defense sector has been the use
of robots, aiming to replace human beings in tasks of high precision and analytical-cognitive
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complexity [10], tasks of high risk for human life [11] and/or physically and physiologically
strenuous [12,13]. To that end, the defense industry developed various sophisticated
warfare applications that can operate in multiple domains (i.e., space, cyberspace, air, sea,
and land). Due to a wide range of defense technologies, it is currently difficult, if virtually
impossible, to describe consensual warfare applications among all defense researchers
and academics. In addition to the growing demand for autonomous defense systems, a
relevant argument that justifies the writing of this article is the degree of maturity that some
military technologies have achieved [14]. The degree of maturity is somewhat related to
the high learning curve of autonomous defense systems, due to the increased connectivity
of these systems, via remote and network connection (e.g., fifth-generation technology
standard for broadband cellular networks—5G) [15,16] and easy access to big data. Those
characteristics allow autonomous defense systems to make decisions quickly, without
empathetic or emotional impasses, which is an important distinctive characteristic when
compared to human beings [17,18]. Thus, autonomous defense systems work without
human interference, boosted by the latest advances in intelligence, cognition, computing,
and system sciences [19]. When referring to autonomous defense systems, most are robots
that detect, identify, understand, and interact autonomously with the external environment.
Their capacity is based essentially on three functionalities: (1) sensors, which detect the
environment characteristics [20]; (2) artificial intelligence, which identifies and understands
the surrounding reality [21]; and (3) mechanisms, which allow real interaction [22].
Several articles in the literature carried out an analysis of automation, autonomy,
and intelligence, which allows us to understand the most relevant terms. For instance,
Insaurralde and Lane [23] define automation as the ability of a system to automatically
carry out a certain process by following a code. They define autonomy as the ability of a
system to carry out an automatic process by making decisions, implementing the choices
made, and checking the evolution of such actions, i.e., make choices on its own. On the
other hand, the human intelligence literature usually defines intelligence as the human
ability to learn over time and adapt to the external environment [24,25]. Moreover, the
artificial intelligence literature refers that intelligence is the capacity of mimicking human
intelligence [26], such as the ability of knowledge and reasoning [27], problem-solving [28],
communicating, interacting, and learning [29]. Huang and Rust [26] and Huang et al. [30]
also proposed three artificial intelligences—mechanical, thinking, and feeling (Figure 1).
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Mechanical artificial intelligence is used for simple, standardized, repetitive, and
routine tasks. An example of a civil app ication of mechanical i telligence s the use
of service robots to clean tel rooms, replacing humans in routine a d standardized
tasks [18]. Thinking artificial intelligence is used for complex, systematic, rule-based, and
well-defined tasks. An example of this is Boston Dynamics’ quadrupedal robots, highly
adaptable, versatile, and capable of capturing the mobility, autonomy, and speed of living
creatures [31,32]. Feeling artificial intelligence is used for social, emotional, communicative,
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and interactive tasks ([33], p. 32). Due to limited empathic and socioemotional capacity
of machines, we believe that feeling artificial intelligence in the military domain should
be performed by human beings. This argument is justified by the current state of social
and emotional evolution of intelligent machines, which has not yet reached the desirable
stage. For instance, it is difficult to imagine a lethal autonomous weapon system [34] in a
combat situation with socioemotional ability capable of deciding whether to kill a child
with a weapon in his possession. Such complex and socioemotional tasks require skills that
are currently at the limit of the human being; some activities can eventually be shared with
intelligent machines, but in the context of the decision-making process. We will hardly
see a robot crying for a human in its current stage of evolution, whereas the opposite is
already true. For example, when Boomer “died” in Iraq, the American soldiers offer him
an impromptu military funeral—in this case Boomer was not a human being, but a robot
whose job was to search for and defuse bombs [35]. Perhaps due to examples such as this
one, robots have been increasingly integrated and accepted into military teams [36].
It is likely that the types of intelligence are also related to the types of decisions, as we
will see in the Results section. Laudon and Laudon [37] classified decisions as structured,
semi-structured, and unstructured. According to these authors, unstructured decisions
are those in which decision-makers must evaluate and decide about something that is
new, not routine, and for which there is no previously defined procedure. These decisions
are made at the strategic level of the organization. In contrast, structured decisions are
repetitive and routine, where established rules and accepted procedures are previously
defined. Decisions of this type are taken at the operational management level. Intermediate
decisions are semi-structured, where only part of the problem has a clear answer defined
by a well-accepted procedure.
2.2. Type and Levels of Autonomy
The type and levels of autonomy are also well described in the literature, although
the measurement scales are not always consensual, making it difficult to select a model. In
that regard, Vagia et al. [38] presented a literature review of the evolution of the levels of
autonomy since the end of 1950s (Table 1).
Table 1. A taxonomy for the levels of autonomy (Adapted from Vagia et al. [38]).
Levels of Automation Description
Level 1—Manual control. The computer offers no assistance.
Level 2—Decision proposal stage. The computer offers some decision to the operator. The operatoris responsible for deciding and executing.
Level 3—Human decision select stage. The human selects one decision, and the computer executes.
Level 4—Computer decision stage. The computer selects one decision and executes with humanapproval.
Level 5—Computer execution and on human information stage. The computer executes the selected decision and informs thehuman.
Level 6—Computer execution and on-call human
information stage.
The computer executes the selected decision and informs the
human only if asked.
Level 7—Computer execution and voluntary information stage. The computer executes the selected decision and informs thehuman only if it decides to.
Level 8—Autonomous control stage.
The computer does everything without human notification,
except if an error that is not into the specifications occurs. In
that case, the computer needs to inform the operator.
One of the most interesting aspects we highlight in Table 1 is the introduction of the
failure mode at the fully autonomous control stage (level 8), which means the computer
operates completely autonomously unless an unexpected error occurs. If the error does not
appear in the program specifications, the computer must seek human support. This human
support is relevant to the subject of this paper since, at the limit of the use of military
technologies, there may be a need to attack human beings without any margin of error
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in selecting those who live or die. The intervention of human beings was not frequently
considered at this level, as observed in one of the most relevant studies about levels of
autonomy, published by Endsley and Kaber [39]. The taxonomy of Vagia et al. [38] intends
to combine a series of levels from other articles that seem to have no significant differences
between them, presenting the reader with a simpler and easier-to-understand model. The
authors also intended to present a taxonomy that could be widely used, and, in this regard,
the authors stated that it is up to the user to decide how to create their own taxonomy at the
automation level and prioritize their needs and requirements. The modes of autonomous
intelligent systems that we further developed show some similarities with the model of
Vagia et al. [38], although it is not as comprehensive as it focuses on a specific domain (i.e.,
military field).
2.3. Military Applications of Autonomous Intelligent Systems
The defense industry is increasingly conducting autonomous defense systems research
and development in several domains: space, cyberspace, air, sea, and land. It is in that
regard that we present an overview of military application of autonomous defense systems
in each of the aforementioned domains:
• Space robotics and autonomous intelligent systems;
• Autonomous intelligent cyber-defense agents;
• Intelligent unmanned autonomous systems—in the air, at sea, and on land.
Space robotics autonomous intelligent systems are presented as machines capable of
operating in space and carrying out exploration in adverse environments that may not be
found in the natural conditions of earth. In general, space robots are divided into two types:
(1) orbital robots [40], which are characterized by robotics in low earth orbit or robotics in
geostationary orbit; and (2) planetary robots [41], which are capable of closely examining
extraterrestrial surfaces. As mentioned by Gao et al. [42], depending on the applications
(orbital or planetary), space robots are often designed to be mobile, manipulate, grab, drill
and/or collect samples, such as the National Aeronautics and Space Administration’s
recent Mars 2021 Perseverance Rover [43]. These robots are expected to have several levels
of autonomy, from tele-operation by humans to fully autonomous operations. Depending
on the level of autonomy, a space robot can act as [42]: (1) a robotic agent (or human
proxy) that can perform tele-operation up to semi-autonomous operations; (2) a robotic
assistant, who can help human astronauts that range from semi- to fully-autonomous
operations; or (3) a robotic explorer capable of exploring unknown territory in space using
fully autonomous operations. As an exemplary method, Giordano et al. [40] is presented
as a validating benchmark. They reported an efficient fuel control strategy for a spacecraft
equipped with a manipulator. Their key findings are associated with the strategy of using
the thrusters, the reaction wheels, and the arm drives in a coordinated way to limit the use
of the thrusters and achieve the ideal zero fuel consumption in non-contact maneuvers. The
authors were able to validate the method via a hardware-in-the-loop simulator composed of
a seven degrees of freedom arm mounted on a simulated six degrees of freedom spacecraft.
Some military space robotics autonomous intelligent systems are related to spy satellites of
some military powers and space-based missile defense systems.
Autonomous cyber defense is an area that has been driven by the defense sector in
anticipation of threats to military infrastructures, systems, and operations [44]. These
systems will be implemented through autonomous and intelligent cyber-defense agents
that will fight against intelligent autonomous malware [44] and are likely to become
primary cyber fighters on the future battlefield [45].
The popularity of advanced applications in the domains of air, land, and sea has
also been steadily increasing [46] with the intelligent unmanned autonomous systems,
which can perform operations without human intervention with the help of artificial
intelligence [8]. In that regard, intelligent unmanned aircraft systems have aimed at
autonomous flight, navigation, sensory, and decision-making capabilities [47] above con-
ventional unmanned aircraft systems or unmanned aerial vehicles. Currently, unmanned
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aircraft systems and unmanned aerial vehicles systems have often been used for intelli-
gence, surveillance, and reconnaissance activities or to carry out attack missions against
high-value targets [48]. In addition, several methodologies have been targeted to these
systems, such as Jourdan et al. [49], who designed an approach to mitigate common
unmanned aerial vehicle failures, including primary control surface damage, airframe
damage, and complete engine failure. Intelligent unmanned aircraft systems are beginning
to be developed mainly in the civil context, such as package delivery [50], agriculture, and
agroindustry [51], to name a few. The intelligent unmanned maritime and underwater sys-
tems have pushed the technology beyond imaginable limits in order to deal with complex
ocean and sea missions [23]. These systems present new opportunities for naval use, in
particular for dangerous missions, such as highly efficient mine sweeping. Recognizing the
potential of autonomous underwater vehicles for both science and the military, in 1997 the
Massachusetts Institute of Technology and the North Atlantic Treaty Organization joined
efforts to develop robotic technologies applicable to mine countermeasures [52]. These
systems have evolved with the use of disruptive technologies until today [53]. For example,
Sands [54] developed very relevant methodologies in this regard. He studied determin-
istic artificial intelligence for unmanned underwater vehicles, proposing an automated
control and learning methodology that requires simple user inputs. Noteworthy is also
the attention that has been given to unmanned ground vehicles. Of these, an interesting
example is the BigDog, developed by Boston Dynamics, which is a four-legged robot for
transporting loads in difficult terrain [46] and has been adapted with autonomous naviga-
tion [55]. Moreover, mathematical structures and expectation-maximization and Gaussian
mixture models algorithms have been developed [53]. Besides its applications in robotics
and unmanned ground vehicles, these algorithms can also be used in various domains
such as cybersecurity, object detection, and military logistics. The practical application of
these algorithms has resulted in modern technology that can be applied on the battlefield,
as presented by Bistron and Piotrowski [53], who give us examples of solutions such as
Spot and Atlas (also developed by Boston Dynamics). In addition to the potential for civil
society, much is speculated about the use of these autonomous robots in the revolution of
military ground operations [6].
3. Methodology
This study was carried out as a systematic literature review, based on the original
guidelines proposed by Moher et al. [56]. This research strategy is well justified by Fink [57],
who argues that it is: systematic, since it embraces a methodological approach; explicit,
as all data collection procedures are described in it; and comprehensive, as it brings
together a wide range of scientific knowledge. The search process was undertaken in
Elsevier´s Scopus, one of the world´s largest abstract and citation databases of peer-
reviewed literature. By choosing Scopus over other scientific databases (e.g., Web of Science,
EBSCO Host, ScienceDirect) and/or academic search engines (e.g., Google Scholar), this
article takes advantage of (1) greater transparency and easy replicability of results [58],
(2) superior coverage of journals in the fields of applied and technological sciences [59],
(3) peer-reviewed articles, which increases the quality of the results and the credibility of
the research, (4) wider application of filters, and (5) immediate generation of search results
in graphs and tables. Thus, based on the previous advantages, the use of a single scientific
database has been accepted by the academic community [59]. By following the assumptions
of Moher et al. [56], this research uses the PRISMA Statement (also known as Preferred
Reporting Item for Systematic Reviews and Meta-Analysis), which consists of a 27-item
checklist and a four-phase flow diagram. The checklist includes items considered essential
for the transparent reporting of a systematic review [60]. As Page [61] points out, each
item on the checklist was accompanied by an “explanation and elaboration”, providing
additional pedagogical justifications and guidance for each item, along with examples
to demonstrate complete reports. The adoption of the guideline has been extensive, as
indicated by its citation in tens of thousands of systematic reviews and frequent use as
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a tool to assess the integrity of published systematic review reports [62]. To do so, the
search was initially conducted on 14 April 2021, by identifying documents with the terms
“Defense Industry” and “Intelligent Systems” in all fields of search.
Following the typical application of filters during the screening phase of the PRISMA
protocol, manuscripts were selected by source type, document type, and language (Table 2).
The screening phase allowed more accurate results to be obtained. The selection of the
source and type of document is closely related to the quality of the publication, as there
seems to be a consensus among the academic community that journal articles are those
that generally have superior scientific quality. Moreover, the option of selecting articles in
English seemed to be an adequate option in order to avoid misinterpretations of the articles;
on the other hand, as English is used worldwide, it involved a greater article coverage
when compared to any other language. Following, the eligibility phase allowed to exclude
articles that were not strictly related to the topic; and the inclusion criteria, which allowed
to add manuscripts that were relevant to corroborate some information retrieved from
Scopus. The final sample consisted of 62 articles from peer-reviewed journals (Table 2). The
data analysis followed the technique known as content analysis [63,64] in order to highlight
new concepts and ideas [65]. The first phase started with the reading of all articles so as
to identify similar words and terms [66]. After grouping the text, we identified the most
relevant categories and subcategories [67]. In a next phase, we hierarchized the categories
and subcategories to identify the patterns and ideas [68]. To assist in the analysis, we used
a qualitative data analysis software—NVivo 11 [69], whose process allowed to obtain a
holistic view of the existing literature, which is presented in the next chapter.
Table 2. Scopus search with PRISMA statement.
Elsevier’s Scopus® Database n
Identification
“Defense Industry” AND “Intelligent Systems” (All fields) 153
Screening
Source type (Journals) 67
Document type (Articles) 61
Language (English) 57
Eligibility
Full-text articles assessed for eligibility 51
Included
Included studies (+11 articles) 62
4. Results
Since early, Hetrick [70] defined the high-tech defense in four manufacturing in-
dustries. The first two manufacturing industries are known as the aerospace industry—
aircrafts, guided missiles, and space vehicles; the third is the ordinance and accessories, and
the fourth corresponds to navigation systems and equipment manufacturing. All of these
industries can operate in the development of autonomous defense systems. One example
is the research on ammunitions in future intelligent combat, which is a timely topic [71].
After carefully evaluating the applications of autonomous defense systems, it is safe to
argue that three generic modes can be identified in the defense industry.
Three Modes of Autonomous Intelligent Systems in the Defense Industry
We identified high-technological autonomous defense systems that are being devel-
oped by the defense industry, and that can be categorized in three different modes (Table 3).
The proposal to categorize autonomous defense systems modes is due to the scarcity of
scientific production that favors a taxonomy for this type of systems, both autonomous and
intelligent. Given the above, we continue by answering both research questions through
real-life examples, taking into account the challenges and opportunities of each modality.
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Table 3. Modes of autonomous intelligent systems in the defense industry.
Modes of Autonomous





The human has no control over
the operation
Military
tactical Structured decision Mechanical intelligence
Mode 2–Partially
autonomous operation
The human has some kind of
control over the operation, or the









The intelligent system supports





• Mode 1. Fully autonomous operation (the human has no control over the operation).
The doctrine of war is normally divided into three levels—strategic, operational,
and tactical [72,73]. The first mode of autonomous defense systems usually operates at
the tactical level, as it requires structured decisions in the field of operations. While the
Mode 1 has greater efficiency when compared to humans, humans are expected to be
replaced by machines in the middle and long term. Taking into account the previous
argument, Mode 1 is expected to strongly contribute to make the defense industry highly
technological. At lower levels of war (i.e., tactical level), structured decisions are made
since soldiers are limited to following well-defined orders on the battlefield. In these
situations, the performance of tasks is of an analytical-cognitive nature, where mechanical
intelligence is the most recommended; that is, machines must take control of military
operations. One example of Mode 1 from the data collected from Scopus is given by
Rossiter [6], who recently published an article on the use of unmanned ground vehicles
and how they are revolutionizing ground military operations. Rossiter [6] corroborates our
previous arguments in the extant that unmanned ground vehicles’ use has been intensified
in recent years due to artificial intelligence, advanced computing, sensors, vision systems,
and propulsion technologies. Rossiter [6] also refers that the United States Autonomous
Systems Strategy (published in 2017) defined as a medium-term priority (2021–2030) the
need to have fully autonomous unmanned combat vehicle operations. However, when it
comes to the use of unmanned ground vehicles, recent history has shown that technological
developments are promising but, so far, are unsatisfactory due to the created expectations.
Thus, expectations have been made that there will be machines that will completely replace
humans on the battlefield, but the defense industry is far from achieving that goal. In short,
as can be seen in Table 3, fully autonomous operations (Mode 1) operate at the level of
tactical warfare where structured decisions are made and which, in turn, refer to a type of
mechanical intelligence. As far as mechanical intelligence is concerned, humans are likely
to start losing control of these military operations to machines. Building upon the previous
arguments, the next natural step is to define the construction elements of different types
of weapons, as suggested by Božanić et al. [74], in order to produce autonomous systems
suitable for users.
• Mode 2. Partially autonomous operation (the human has some kind of control over
the operation, or the system assists humans and vice-versa).
Mode 2 is suitable for the operational level of warfare, as humans generally need
to make semi-structured decisions with a medium level of responsibility. In this case,
machines are recommended to take control over military operations, albeit with some kind
of human control. An example of Mode 2 was also obtained from Scopus. In a first stage, it
was possible to ascertain that in the context of the naval defense situation, awareness of
the battle space is mission-critical. According to Dalkiran et al. [75], in platform-centered
warfare, each combat unit keeps an individual situational awareness that is limited by a
geographical area due to the limited range of the sensors (e.g., radar, optical and infrared
sensors, sonar). The authors also refer that it is possible to achieve a shared battlefield
awareness by connecting combat management systems on warships with command and
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control systems. Therefore, they proposed a communication mechanism for integrating
data distribution service systems in real-time, where a combat management system could
support military personnel on a warship with two main functions: (1) creating awareness of
the battle space in real-time; (2) eliminating enemy forces using onboard weapon systems.
According to Dalkiran et al.’s [75] research, a combat management system generates a
tactical image with tracking data from various sensors and using data fusion algorithms.
Subsequently, the collected information is sent to the weapon systems at high frequencies to
engage enemy forces. These systems are generally used at an operational and strategic level,
helping commanders to accomplish the security mission. Briefly, and as can be seen in Table
3, military operations are partially autonomous. These are carried out at the operational
level of war and where semi-structured decisions are made. These levels/decisions result
in the domain of thinking intelligence, as mentioned by Huang and Rust [25,32]. This type
of intelligence applies to complex tasks based on well-defined rules. Therefore, it is likely
that humans will also lose some control of these military operations to the machines or to
models which support decision making [76–78]. Typically, artificial intelligence algorithms
are used to simulate the human analytical, cognitive, and intuitive components.
• Mode 3. Smart autonomous decision-making (the intelligent system supports hu-
man decision).
Mode 3 is suitable for strategic military operations, as humans are usually required to
take complex and unstructured decisions with a high level of responsibility. In that regard,
autonomous defense systems advise and support the human decision-making process, but
do not replace humans in their decision. As these advanced systems are intelligent and
autonomous, the upper limit of their military use can result in serious injury or loss of
human life’s, which means that, at a strategic level of war, it may be advisable to maintain
some degree of human intervention and decision-making, preventing machines from killing
humans indiscriminately in case of error. Furthermore, whereas in the manufacturing and
services industry some degree of automation may be acceptable at high levels of decision,
in the military and defense industry this is highly discouraged. So, it is necessary to find
ways that allow the development of intelligent machines without coming up against the
current ethical, moral, and legal guidelines of the United Nations (UN) [79,80]. These
guidelines emphasize responsibility in deciding by humans over machines to safeguard
interest in preserving human life. Given the above, it is likely that there will be little
room for automation in Mode 3, which will not contribute to the same extent as Mode 1
to make the defense industry highly technological. From the content analysis, we can
verify a relevant finding associated with the diversity of the degree of performance of
the autonomous defense systems at the strategic level. That is, the autonomous defense
systems that operate at the strategic level, mostly also operate at the lowest levels of the
war. An example of the previous argument is unmanned aerial vehicles, which, due to
their exponential growth and wide variety, can be used at all levels of war. The range of
performance of unmanned aerial vehicles is discussed by Hamurcu and Eren [81] when they
argue that they can be piloted remotely or fly autonomously or semi-autonomously. Their
variety is mainly due to technological advances in robotics, which can imply widespread
use, ranging from surveillance, tactical reconnaissance, and combat operations. If within
the scope of surveillance and reconnaissance it can be acceptable for unmanned aerial
vehicles to be autonomous and intelligent, with regard to combat operations, there has
been much resistance in automating their decision.
Table 3 summarizes all the information regarding the autonomous defense systems
Modes in the defense industry. Below we present the section of conclusions that focus on
the main contributions of this research.
5. Conclusions
The purpose of this article was twofold. It first presented a characterization of the vari-
ous modes of autonomous intelligent systems in the defense industry. Then, it characterized
how those modes contribute to making the defense industry highly technological.
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The results indicate that the autonomous intelligent systems can be categorized in
three different modes—fully autonomous operations, partially autonomous operations,
and intelligent autonomous decision-making. With regard to Mode 1, since autonomous
defense systems perform complex analytical-cognitive operations more efficiently than
humans, it is likely that the latter will be replaced by machines in the medium and long
term. Mode 2 is recommended to be run by autonomous defense systems, while humans
can assume some kind of control. At this level, operational missions are developed, where
human beings are called upon to make semi-structured decisions. Finally, at a strategic level,
autonomous defense systems support humans in case of need. Therefore, in this specific
case, autonomous defense systems only support but do not replace humans in its decision.
Each mode contributes differently to making the defense industry highly technological.
In other words, from our analysis, we conclude that it is likely that automation in Mode
3 will be much more limited when compared to Mode 1. This is because in Mode 3 there
must be a higher degree of decision and human intervention, which surpasses the previous
modes that should have a higher degree of automation. These results provide guidance on
the levels of automation where defense managers must invest their time and resources in
research and development. So, scientific research in military technologies is recommended
to focus on the first two levels of war (i.e., Tactical and Operational). As for the strategic
level, the technological application is still very limited in the domain of empathic capacity
in decision making, so it will likely continue to be operated in the hands of humans.
As this article follows a systematic literature review, some limitations are worth
mentioning. First, the research presents a snapshot of the reality. Indeed, the Scopus
database is constantly being updated, and, thus, it is likely that some relevant research
has been left out of the analysis. Second, it is possible that other articles are left out of
the analysis due to the application of filters. However, the PRISMA protocol allows the
inclusion of relevant articles, mitigating the effects of that exclusion. Third, if different
keywords are selected on Scopus, the search may also yield different results. However,
after having performed several simulations with synonymous words, we found that the
keywords chosen were those with the largest number of search results. Finally, the results
have not been empirically tested and validated. Despite the aforementioned limitations,
the analysis of the existing literature allowed the presentation of a holistic view of the
phenomenon, which is focused on the autonomous defense systems in the context of
defense, but also to provide managerial guidelines on where to invest the resources.
Following this article, we suggest to empirically test and validate the findings to analyze
if the research and development in the defense industry is moving in the right way. A
second study can be focused on the technological transfer to the production industry and
its commercialization, given that many of the existing theoretical studies end up not being
carried out in practice. Finally, it may be interesting to study complementary fields of
research for intelligent autonomous systems. This is the case of notable researchers such as
Kwon et al. [82,83] who bring us neural network applications and adversarial examples.
These military applications allow to deceive enemy classifiers and to safeguard the tactical
use of intelligent autonomous systems.
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