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Abstract
In this paper, we will prove a regularity criterion that guarantees solutions of the Navier–
Stokes equation must remain smooth so long as the the vorticity restricted to a plane remains
bounded in the scale critical space L4tL
2
x, where the plane may vary in space and time as long
as the gradient of the vector orthogonal to the plane remains bounded. This extends previous
work by Chae and Choe that guaranteed that solutions of the Navier–Stokes equation must
remain smooth as long as the vorticity restricted to a fixed plane remains bounded in family of
scale critical mixed Lebesgue spaces. This regularity criterion also can be seen as interpolating
between Chae and Choe’s regularity criterion in terms of two vorticity components and Beira˜o
da Veiga and Berselli’s regularity criterion in terms of the gradient of vorticity direction.
1 Introduction
The Navier–Stokes equation is the fundamental equation of fluid mechanics. The incompressible
Navier–Stokes equation is given by
∂tu−∆u+ (u · ∇)u+∇p = 0
∇ · u = 0, (1.1)
where p is determined entirely by u by convolution with the Poisson kernel,
p = (−∆)−1
3∑
i,j=1
∂uj
∂xi
∂ui
∂xj
. (1.2)
The Navier–Stokes equation is best viewed as an evolution equation on the space of divergence free
vector fields rather than as a system of equations, and that is the vantage point we will adopt in
this paper.
Two other fundamentally important objects for the study of the Navier–Stokes equation are
the strain and the vorticity. The strain is the symmetric part of ∇u, and is given by
Sij =
1
2
(∂iuj + ∂jui) . (1.3)
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The vorticity is the curl of the velocity, ω = ∇×u. It is a vector representation of the anti-symmetric
party of ∇u, with
A =
1
2
 0 ω3 −ω2−ω3 0 ω1
ω2 −ω1 0
 , (1.4)
where
Aij =
1
2
(∂iuj − ∂jui) . (1.5)
Note that is implies that for all v ∈ R3,
Av =
1
2
v × ω. (1.6)
The evolution equation for the strain is given by
∂tS −∆S + (u · ∇)S + S2 + 1
4
ω ⊗ ω − 1
4
|ω|2I3 + Hess(p) = 0, (1.7)
and the evolution equation for vorticity is given by
∂tω −∆ω + (u · ∇)ω − Sω = 0. (1.8)
Before we proceed, we should define a number of spaces. We will take H˙1
(
R3
)
to be the
homogeneous Hilbert space with norm
‖u‖2
H˙1
=
∫
R3
4pi2|ξ|2 |uˆ(ξ)|2 dξ. (1.9)
We will note that for all u ∈ H˙1, we have
‖u‖2
H˙1
= ‖∇u‖2L2 . (1.10)
We will take the inhomogeneous Hilbert space H1
(
R3
)
to be the space with norm
‖u‖2H1 = ‖u‖2L2 + ‖u‖2H˙1 (1.11)
Finally we will take the mixed Lebesgue space LptL
q
x to be the Banach space
LptL
q
x = L
p
(
[0, t);Lq
(
R3
))
. (1.12)
We will note in particular that
‖u‖L∞t L∞x = ess sup
(x,τ)∈R3×[0,t)
|u(x, τ)| (1.13)
In his foundational work on the Navier–Stokes equation, Leray proved the global existence of
weak solutions to the Navier–Stokes equation satisfying an energy inequality for arbitrary initial
data u0 ∈ L2 [15]. Such solutions, however, are not known to be either smooth or unique. Kato
and Fujita introduced the the notion of mild solutions [7], which are solutions that satisfy the
Navier–Stokes equation,
∂tu−∆u = −(u · ∇)u−∇p, (1.14)
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in the sense of convolution with the heat kernel as in Duhamel’s formula. They used this notion
of solution, in particular the higher regularity that can be extracted from the heat kernel, to show
that the Navier–Stokes equation has unique, smooth solutions locally in time for arbitrary initial
data u0 ∈ H˙1. Mild solutions are only known to exist locally in time, however, and so this approach
based on the heat semigroup cannot guarantee the existence of global-in-time smooth solutions of
the Navier–Stokes equation. It is one of the biggest open questions in the field of nonlinear PDEs
whether smooth solutions of the Navier–Stokes equations can develop singularities in finite time. If
the H˙1 norm remains bounded this guarantees that a solution of the Navier–Stokes equation must
remain smooth, but there is no known bound on the growth of the H˙1 norm of u. One bound we
do have for smooth solutions of the Navier–Stokes equation is the energy equality.
Proposition 1.1. Suppose u ∈ C ([0, Tmax);H1 (R3)) is a mild solution to the Navier–Stokes
equation. Then for all 0 < t < Tmax
1
2
‖u(·, t)‖2L2 +
∫ t
0
‖∇u(·, τ)‖2L2 dτ =
1
2
∥∥u0∥∥2
L2
. (1.15)
The energy equality gives us bounds on solutions u of the Navier–Stokes equation in L∞t L2x and
L2t H˙
1
x, but this cannot guarantee regularity, because both of these bounds are supercritical with
respect to the scale invariance of the Navier–Stokes equation. The solution set of the Navier–Stokes
equation is invariant under the rescaling
uλ(x, t) = λu(λx, λ2, t). (1.16)
If we do have a bound on u in a scale invariant LptL
q
x space then that is enough to guarantee
regularity. In particular, the Ladyzhenskaya-Prodi-Serrin regularity criterion [13,22,23] states that
if a smooth solution of the Navier–Stokes equation develops a singularity in finite-time Tmax < +∞,
then for all 2p +
3
q = 2, 3 < q ≤ +∞, then∫ Tmax
0
‖u(·, t)‖pLq dt = +∞. (1.17)
It is easy to check that this regularity criterion is scale critical with respect to the rescaling in
(1.16). This result was extended to the q = 3, p +∞ case by Escauriaza, Seregin, and Sˇvera´k [6],
where they proved that if Tmax < +∞, then
lim sup
t→Tmax
‖u(·, t)‖L3(R3) = +∞. (1.18)
There have been many extensions of these regularity criteria, far more than we can discuss here,
so we will confine ourselves to discussing regularity criteria directly related to this paper. For a
very thorough overview of the literature on regularity criteria for solutions to the Navier-Stokes
equation, see Chapter 11 in [14].
One regularity criterion proven by Chae and Choe [2] has a particular geometric significance.
Chae and Choe prove a scale critical regularity criterion on two components of vorticity. For a two
dimensional solution of the Navier–Stokes equation in the xy plane, the vorticity is entirely in the z
direction, perpendicular to the xy plane. This means that if the vorticity restricted to the xy plane
or, using rotational invariance, any fixed plane, remains bounded in a scale critical space, then the
solution is not too far from being two dimensional. The size of the vorticity restricted to a plane
can be interpreted as a measure of how fully three dimensional a solution of the Navier–Stokes
equation is, so Chae and Choe’s regularity criterion can be interpreted as saying that blowup must
be fully three dimensional. Chae and Choe’s result is the following.
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Theorem 1.2. Suppose u ∈ C
(
[0, Tmax); H˙
1
(
R3
))
is a mild solution of the Navier–Stokes equa-
tion, and let v ∈ R3, |v| = 1. Then for all 3q + 2p = 2, 32 < q < +∞, there exists Cq > 0 depending
only on q such that for all 0 < t < Tmax
‖u(t)‖2
H˙1
≤ ‖u(0)‖2
H˙1
exp
(
Cq
∫ t
0
‖v × ω(·, τ)‖pLq dτ
)
. (1.19)
In particular, if Tmax < +∞, then∫ Tmax
0
‖v × ω(·, t)‖pLq dt = +∞. (1.20)
Remark 1.3. Chae and Choe’s result is not stated in this form in [2]. Chae and Choe prove a
regularity criterion on two components of the vorticity, (ω1, ω2, 0). However, we can see that
e3 × ω = (−ω2, ω1, 0). (1.21)
This means that a regularity criterion on (ω1, ω2, 0) is equivalent to a regularity criterion on e3×ω.
Using the rotational invariance of the Navier–Stokes equation, this is equivalent to a regularity
criterion on v × ω for any fixed unit vector v ∈ R3. We note that the Navier–Stokes equation is
rationally invariant in the sense that if Q ∈ SO(3) is a rotation matrix on R3, and u is a solution
of the Navier–Stokes equation, then uQ is also a solution of the Navier–Stokes equation where
uQ(x) = Qtru (Qx) . (1.22)
See chapter 1 in [16] for further discussion.
We will note that because ω = ∇× u, is a derivative of u, the vorticity has the rescaling.
ωλ(x, t) = λ2ω(λx, λ2t). (1.23)
If ω is a solution of the vorticity equation, then so is ωλ for all λ > 0. Theorem 1.2 is critical with
respect to this rescaling.
Theorem 1.2 was then extended into Besov spaces by Chen and Zhang [24] and more recently
into the endpoint Besov space, B˙
− 3
q∞,∞, by Guo, Kucˇera, and Skala´k [8]. This is an improvement
on Theorem 1.2, because we have an embedding Lq ↪→ B˙−
3
q∞,∞, and B˙
− 3
q∞,∞ is the largest translation
invariant Banach space with the the same scaling relation as Lq. This is therefore, the furthest ad-
vance that can be made to Chae and Choe’s regularity criterion solely by loosening the assumptions
on the space.
Another regularity criterion with geometric significance is the regularity criterion in terms of
the positive part of the intermediate eigenvalue of the strain matrix. This was first proven by
Neustupa and Penel in [19–21] and independently by the author using different methods in [17].
Theorem 1.4. Suppose u ∈ C
(
[0, Tmax); H˙
1
(
R3
))
is a mild solution of the Navier–Stokes equa-
tion. Let λ1(x, t) ≤ λ2(x, t) ≤ λ3(x, t) be the eigenvalues of S(x, t), and let λ+2 (x, t) = max {0, λ2(x, t)} .
Then for all 3q +
2
p = 2,
3
2 < q ≤ +∞, there exists Cq > 0 depending only on q such that for all
0 < t < Tmax
‖u(t)‖2
H˙1
≤ ‖u(0)‖2
H˙1
exp
(
Cq
∫ t
0
∥∥λ+2 (·, τ)∥∥pLq dτ) . (1.24)
In particular, if Tmax < +∞, then ∫ Tmax
0
∥∥λ+2 (·, t)∥∥pLq dt = +∞. (1.25)
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This regularity criterion gives a geometric characterization of the structure of potential finite-
time blowup solutions of the Navier–Stokes equation. Theorem 1.4 says that in order for blowup
to occur, the flow needs to be stretching in two directions, while compressing more strongly in
the third. Points where the strain has two positive eigenvalues, corresponding to stretching in two
directions, and one negative eigenvalue, corresponding to compressing more strongly in a third,
are the points that drive enstrophy growth and hence blowup. This provides more insight into the
qualitative properties of blowup solutions than the regularity criteria that just involve the size of
u or ω. The author also proved the following corollary of Theorem 1.4 in [17].
Corollary 1.5. Suppose u ∈ C
(
[0, Tmax); H˙
1
(
R3
))
is a mild solution of the Navier–Stokes equa-
tion. Let v ∈ L∞ (R3 × [0, Tmax];R3) , with |v(x, t)| = 1 almost everywhere. Then for all 3q + 2p =
2, 32 < q ≤ +∞, there exists Cq > 0 depending only on q such that for all 0 < t < Tmax
‖u(·, t)‖2
H˙1
≤ ∥∥u0∥∥2
H˙1
exp
(
Cq
∫ t
0
‖S(·, τ)v(·, τ)‖pLq dτ
)
. (1.26)
In particular, if Tmax < +∞, then∫ Tmax
0
‖S(·, t)v(·, t)‖p
Lq(R3) dt = +∞. (1.27)
This result follows from Theorem 1.4 because tr(S) = 0, so λ2 is the smallest eigenvalue of S
in magnitude. Therefore, if v ∈ R3, |v| = 1, then
|Sv| ≥ |λ2|. (1.28)
Corollary 1.5 follows immediately from this fact and Theorem 1.4. We will show in Section 3 that
the special case of Corollary 1.5 where we take v ∈ R3 to be a fixed unit vector is equivalent to
Chae and Choe’s result, Theorem 1.2.
This raises an interesting question: can Chae and Choe’s result be extended to a regularity
criterion on v × ω, where v is a unit vector that is allowed to vary in space. Clearly, unlike in
Corollary 1.5, we won’t be able to take an arbitrary unit vector, otherwise we would simply take
v = ω|ω| , and regularity would be guaranteed for any solution of the Navier–Stokes equation. In
fact, using Corollary 1.5, it is possible to improve Chae and Choe’s result to one that allows the
unit vector v to vary in space and time, so long as ∇v remains bounded. The main theorem of this
paper is the following.
Theorem 1.6. Suppose u ∈ C ([0, Tmax);H1 (R3)) is a mild solution of the Navier–Stokes equa-
tion. Suppose v ∈ L∞ (R3 × [0,+∞);R3) , with |v(x, t)| = 1 almost everywhere, and suppose
∇v ∈ L∞loc
(
[0,+∞);L∞ (R3)) , Then for all for all 0 < t < Tmax
‖u(·, t)‖2
H˙1
≤ ∥∥u0∥∥2
H˙1
exp
(
2916C2
∥∥u0∥∥4
L2
‖∇v‖2L∞t L∞x +
C2
8
∫ t
0
‖v(·, τ)× ω(·, τ)‖4L2 dτ
)
, (1.29)
where C2 is a constant independent of u, taken is in Theorem 1.4 and Corollary 1.5.
In particular, if Tmax < +∞, then∫ Tmax
0
‖v(·, t)× ω(·, t)‖4L2 dt = +∞. (1.30)
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Chae and Choe’s result, Theorem 1.2, states that for a solution of the Navier–Stokes equation
to blowup in finite-time, the vorticity must become unbounded in every fixed plane. For a two
dimensional flow in the xy plane, the vorticity is entirely in the z direction, so Theorem 1.2 can
be interpreted as requiring the blowup of vorticity to be globally three dimensional. Theorem
1.6, strengthens this result, by requiring the vorticity to blowup in every plane, where the plane
may vary in space and time so long as the gradient of the vector orthogonal to the plane remains
bounded, meaning the geometry of the blowup must be locally three dimensional.
This result highlights the strength of the strain formulation of the Navier–Stokes regularity
problem. Using the strain formulation, we are able to get a stronger regularity criterion in terms
of the vorticity than by working directly with the vorticity formation. Theorem 1.6 follows as a
fairly direct corollary of Corollary 1.5 using the relationship between the structure of the strain and
vorticity that is imposed by the divergence free condition on the velocity. Because the regularity
criterion on λ+2 gives us geometric information that is fundamentally anisotropic in that it does
not involve any fixed direction, it allows us to go from component reduction regularity criterion
that involve some fixed direction, and therefore guarantee regularity as long as the solution is not
too far away from being globally two dimensional in some sense, to a component reduction type
regularity criterion that only requires that the solution is not too far away from being locally two
dimensional. The regularity criterion in terms of λ+2 first proven by Neustupa and Penel therefore
encodes fundamentally anisotropic information about the structure of possible blowup solutions
that does not require the imposition of any arbitrary direction. For this reason it is quite powerful.
We should also note that while Chae and Choe’s result holds for 2p +
3
q = 2,
3
2 < q < +∞, the
proof of Theorem 1.6 only holds with q = 2, p = 4, because the Hilbert space structure of L2 is
essential to the proof. It is possible that Theorem 1.6 can be generalized for all 32 < q < +∞, but
this would require much more delicate analysis, and likely somewhat different techniques.
There are several other scale critical, component reduction type regularity criteria. For instance,
Kukavica and Ziane [12] showed that if a smooth solution of the Navier–Stokes equation blows up
in finite-time Tmax < +∞, and if 2p + 3q = 2, with 94 ≤ q ≤ 3, then∫ Tmax
0
‖∂3u(·, t)‖pLq dt = +∞. (1.31)
More recently, it was shown by Chemin and Zhang [3] and Chemin, Zhang, and Zhang [4] that if
Tmax < +∞ and 4 < p < +∞, then∫ Tmax
0
‖u3(·, t)‖p
H˙
1
2+
2
p
dt = +∞. (1.32)
Neustupa, Novotny´, and Penel had previously proven a regularity criterion on u3 [18], which was
the first result of this type, but their regularity criteria was not scale critical; it required u3 to be
in the subcritical space LptL
q
x, with
2
p +
3
q =
1
2 . Like Theorem 1.2 due to Chae and Choe, all of these
results say that the flow must be regular as long as it is not too three dimensional in the sense that
either u3 or ∂3u remains bounded in the appropriate scale critical space. The rotational invariance
of the Navier–Stokes equation implies that there is nothing special about the particular direction
e3, so ∂3u and u3 can be replaced by v · ∇u and u · v respectively for any unit vector v ∈ R3,
but the vector v cannot be allowed to vary in space. These regularity criteria are therefore global
anistotropic regularity criteria in that they require solutions which are globally anisotropic in some
sense to remain smooth. Theorem 1.6 is significantly stronger because it is a locally anisotropic
regularity criterion which only requires solutions to be locally anisotropic to remain smooth.
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There is one recent regularity result that does involve local anisotropy. Kukavica, Rusin and
Ziane proved that if u is a suitable weak solution on R3, and for some domain D ⊂ R3 × R+,
we have ∂3u ∈ LptLqx(D), with 2p + 3q = 2, 94 ≤ q ≤ 52 , then u is Ho¨lder continuous on D [11].
This is a locally anisotropic regularity criterion, because we only require control on ∂3u in some
domain, not globally. This implies that the control on the anisotropy is local. This differs from
Theorem 1.6, which involves an estimate over the whole space, and is therefore a global, not local
regularity criterion, but a global regularity criterion that is locally anisotropic, on account of the
direction being allowed to vary. We will discuss the relationship between Kukavica, Rusin, and
Ziane’s regularity criterion and Theorem 1.6 further in section 3.
Another regularity criterion related to Theorem 1.6 is the regularity criterion in terms of the
vorticity direction proven by Constantin and Fefferman, which states that the direction of the
vorticity must vary rapidly in regions where the vorticity is large in order for a solution of the
Navier–Stokes equation to blowup [5]. This was a very important advance in that the rapid change
of the vorticity direction in regions of large vorticity has long been at least heuristically understood
as a fundamental property of turbulent flow, and Constantin and Fefferman’s result shows that any
Navier–Stokes blowup solution must be “turbulent” in this sense. Indeed, even Leonardo da Vinci’s
qualitative studies of turbulence in the early 1500s [9] show an understanding of the fundamental
character of a rapid change in the orientation of vortices in turbulent regions of the fluid to the
phenomenon of turbulence.
Figure 1: Leonardo da Vinci, Studies of Turbulent Water. Royal Collection Trust.
Kolmogorov would rigourously describe the phenomenon depicted purely heuristically by da
Vinci with his celebrated theory of turbulent cascades [10], which remains central to our under-
standing of turbulence. Kolmogorov showed that turbulence should involve a transfer of energy
from lower order frequency modes to higher, with a decay of the energy spectrum E(ξ) ∼ |ξ|− 53 , and
also that turbulence is locally isotropic, with no preferred vorticity direction. Constantin and Fef-
ferman were the first to connect the change in the orientation of vortices in turbulent regions to the
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Navier–Stokes regularity problem, which suggests that blowup for the Navier–Stokes equation is not
only of purely mathematical interest, but could have significant physical implications—particularly
if there is finite-time blowup—on our phenomenological understanding of turbulence.
Constantin and Fefferman’s result was later generalized by Beira˜o da Veiga and Berselli in [1].
In particular, as a corollary of their refined result that the vorticity direction must vary rapidly
in regions with large vorticity, they proved a regularity criterion in terms of the gradient of the
vorticity direction, ∇ ω|ω| .
Theorem 1.7. Suppose u ∈ C ([0, Tmax);H1) is a mild solution of the Navier–Stokes equation that
blows up in finite-time Tmax < +∞. Then for all 2p + 3q = 12 , 6 ≤ q ≤ +∞.∫ Tmax
0
∥∥∥∥∇( ω|ω|
)
(·, t)
∥∥∥∥p
Lq
dt = +∞. (1.33)
This is related to Theorem 1.6, because if we take v = ω|ω| , then we find that Theorem 1.6
implies if Tmax < +∞, then
ess sup
0<t<Tmax
∥∥∥∥∇( ω|ω|
)
(·, t)
∥∥∥∥
L∞
= +∞. (1.34)
If we take the p = 4, q = +∞ case of Theorem 1.7, then we can see that if a solution of the
Navier–Stokes equation blows up in finite-time Tmax < +∞, then∫ Tmax
0
∥∥∥∥∇( ω|ω|
)
(·, t)
∥∥∥∥4
L∞
dt = +∞. (1.35)
We will note that Beira˜o da Veiga and Berselli’s result is stronger than the special case of
Theorem 1.6 where we take v = ω|ω| because it not only specifies that ∇ ω|ω| , must become unbounded
as we approach blowup time, but also a rate of blowup—namely that its integral to the fourth power
must go to infinity. We can see that the two extremal cases of Theorem 1.6 are the case where v is
constant and hence ∇v = 0, in which case we recover Theorem 1.2 from Chae and Choe, and the
case where v = ω|ω| and hence v × ω = 0, in which case we recover a weaker form of Theorem 1.7,
from Beira˜o da Veiga and Berselli. Therefore this result could be said to interpolate between these
two results, although suboptimally at one end. We will discuss why this interpolation is suboptimal
in section 3.
In section 2, we will prove the main result of the paper, Theorem 1.6. In section 3, we will
further discuss the relationship between this result and the previous literature.
2 Proof of the Main Theorem
We will now prove Theorem 1.6, which is restated here for the reader’s convenience.
Theorem 2.1. Suppose u ∈ C ([0, Tmax);H1 (R3)) is a mild solution of the Navier–Stokes equa-
tion. Suppose v ∈ L∞ (R3 × [0,+∞);R3) , with |v(x, t)| = 1 almost everywhere, and suppose
∇v ∈ L∞loc
(
[0,+∞);L∞ (R3)) , Then for all for all 0 < t < Tmax
‖u(·, t)‖2
H˙1
≤ ∥∥u0∥∥2
H˙1
exp
(
2916C2
∥∥u0∥∥4
L2
‖∇v‖2L∞t L∞x +
C2
8
∫ t
0
‖v(·, τ)× ω(·, τ)‖4L2 dτ
)
, (2.1)
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where C2 is taken is in Theorem 1.4 and Corollary 1.5. In particular, if Tmax < +∞, then∫ Tmax
0
‖v(·, t)× ω(·, t)‖4L2 dt = +∞. (2.2)
Proof. We will prove that this theorem is a corollary of Corollary 1.5. In particular, we will show
that ∫ t
0
‖S(·, τ)v(·, τ)‖4L2 dτ ≤ 2916‖u0‖4L2‖∇v‖L∞t L∞x +
1
8
∫ t
0
‖v(·, τ)× ω(·, τ)‖4L2 dτ. (2.3)
First we will recall from (1.6) that
1
2
v × ω = Av (2.4)
=
1
2
(∇u)v − 1
2
(∇u)trv. (2.5)
Therefore we find that
1
4
‖v × ω‖2L2 =
1
4
‖(∇u)v‖2L2 +
1
4
‖(∇u)trv‖2L2 −
1
2
〈
(∇u)v, (∇u)trv〉 . (2.6)
Likewise we may compute that
Sv =
1
2
(∇u)v + 1
2
(∇u)trv, (2.7)
and therefore
‖Sv‖2L2 =
1
4
‖(∇u)v‖2L2 +
1
4
‖(∇u)trv‖2L2 +
1
2
〈
(∇u)v, (∇u)trv〉 . (2.8)
Putting together (2.6) and (2.8), we find that
‖Sv‖2L2 =
1
4
‖v × ω‖2L2 +
〈
(∇u)v, (∇u)trv〉 . (2.9)
We know that for all a, b ≥ 0, (a+ b)2 ≤ 2a2 + 2b2, so we find that
‖Sv‖4L2 =
1
8
‖v × ω‖4L2 + 2
(〈
(∇u)v, (∇u)trv〉)2 . (2.10)
Now we will need to estimate
〈
(∇u)v, (∇u)trv〉 . By definition we have
〈
(∇u)v, (∇u)trv〉 = 3∑
i,j,k=1
∫
R3
∂iujvj∂kuivk dx. (2.11)
Integrating by parts with respect to xi, and applying the fact that ∇ · u =
∑3
i=1 ∂iui = 0, we find
that 〈
(∇u)v, (∇u)trv〉 = − 3∑
i,j,k=1
∫
R3
uj∂kui(vk∂ivj + vj∂ivk) dx (2.12)
≤
3∑
i,j,k=1
∫
R3
2|u||∇u||v||∇v| (2.13)
= 54
∫
R3
|u||∇u||∇v| (2.14)
≤ 54‖u‖L2‖∇u‖L2‖∇v‖L∞ . (2.15)
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This estimate implies that
‖Sv‖4L2 ≤
1
8
‖v × ω‖4L2 + 5832‖u‖2L2‖∇u‖2L2‖∇v‖2L∞ . (2.16)
Applying the energy equality and our hypothesis on ∇v, we find that∫ t
0
‖u(·, τ)‖2L2‖∇u(·, τ)‖2L2‖∇v(·, τ)‖2L∞ dτ ≤
∫ t
0
∥∥u0∥∥2
L2
‖∇u(·, τ)‖2L2‖∇v‖2L∞t L∞x dτ (2.17)
=
∥∥u0∥∥2
L2
‖∇v‖2L∞t L∞x
∫ t
0
‖∇u(·, τ)‖2L2 dτ (2.18)
≤ 1
2
∥∥u0∥∥4
L2
‖∇v‖2L∞t L∞x . (2.19)
Therefore we may conclude that∫ t
0
‖S(·, τ)v(·, τ)‖4L2 dτ ≤ 2916
∥∥u0∥∥4
L2
‖∇v‖2L∞t L∞x +
1
8
∫ t
0
‖v(·, τ)× ω(·, τ)‖4L2 dτ (2.20)
Applying Corollary 1.5, this completes the proof.
3 Relationship to the previous literature
In this section, we will further discuss the relationship between the results in this paper and the
previous literature. In particular, we will show that Theorem 1.5, the regularity criterion on Sv,
is equivalent to Chae and Choe’s regularity criterion on v × ω in the special case where we take
v ∈ R3 to be a fixed unit vector. In order to do this we will first need to introduce the Helmholtz
decomposition of vector fields in Lq, 1 < q < +∞ into gradients and divergence free vector fields.
Proposition 3.1. Suppose 1 < q < +∞. For all v ∈ Lq(R3;R3) there exists a unique u ∈
Lq(R3;R3), ∇ · u = 0 and ∇f ∈ Lq(R3;R3) such that v = u + ∇f. Note because we do not
have any assumptions of higher regularity, we will say that ∇ · u = 0, if for all φ ∈ C∞c (R3)∫
R3
u · ∇φ = 0, (3.1)
and we will say that ∇f is a gradient if for all w ∈ C∞c (R3;R3),∇ · w = 0, we have∫
R3
∇f · w = 0. (3.2)
Furthermore there exists Cq ≥ 1 depending only on q, such that
‖u‖Lq ≤ Cq‖v‖Lq , (3.3)
and
‖∇f‖Lq ≤ Cq‖v‖Lq . (3.4)
Using this decomposition we will define the projection onto the space of divergence free vector
fields Pdf : L
q → Lq to be
Pdf (v) = u, (3.5)
and the projection onto the space of gradients Pgr : L
q → Lq to be
Pgr(v) = ∇f. (3.6)
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We can now show that for any fixed unit vector v ∈ R3 ‖Sv‖Lq and ‖v × ω‖Lq are equivalent
norms.
Proposition 3.2. Suppose ∇ · u = 0, and ∇u ∈ Lq Then for all unit vectors v ∈ R3, and for all
1 < q < +∞
‖(v · ∇)u‖Lq ≤ Cq‖v × ω‖Lq , (3.7)
‖(v · ∇)u‖Lq ≤ Cq‖2Sv‖Lq , (3.8)
‖∇(u · v)‖Lq ≤ Cq‖v × ω‖Lq , (3.9)
‖∇(u · v)‖Lq ≤ Cq‖2Sv‖Lq , (3.10)
where Cq is taken as in Proposition 3.1. Furthermore,
1
2Cq
‖v × ω‖Lq ≤ ‖2Sv‖Lq ≤ 2Cq‖v × ω‖Lq . (3.11)
Proof. First we will observe that the rotational invariance of the space of divergence free vector
fields means that we can take v = e3 without loss of generality. It is a simple calculation to see
that
e3 × ω = ∂3u−∇u3. (3.12)
Likewise we can see that
2Se3 = ∂3u+∇u3. (3.13)
Clearly ∇u3 is a gradient, and we can also see that ∂3u is divergence free because
∇ · ∂3u = ∂3∇ · u (3.14)
= 0. (3.15)
This implies that
∂3u = Pdf (e3 × ω), (3.16)
∂3u = Pdf (2Se3). (3.17)
Applying Proposition 3.1 we can therefore conclude that
‖∂3u‖Lq ≤ Cq‖e3 × ω‖Lq , (3.18)
‖∂3u‖Lq ≤ Cq‖2Se3‖Lq . (3.19)
Likewise we can observe that
∇u3 = −Pgr(e3 × ω), (3.20)
∇u3 = Pgr(2Se3), (3.21)
and apply Proposition 3.1 to find that
‖∇u3‖Lq ≤ Cq‖e3 × ω‖Lq , (3.22)
‖∇u3‖Lq ≤ Cq‖2Se3‖Lq . (3.23)
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We will now finish the proof by applying the triangle inequality and concluding that
‖e3 × ω‖Lq = ‖∂3u−∇u3‖Lq (3.24)
≤ ‖∂3u‖Lq + ‖∇u3‖Lq (3.25)
≤ 2Cq‖2Se3‖Lq , (3.26)
and that
‖2Se3‖Lq = ‖∂3u+∇u3‖Lq (3.27)
≤ ‖∂3u‖Lq + ‖∇u3‖Lq (3.28)
≤ 2Cq‖e3 × ω‖Lq . (3.29)
This completes the proof.
Proposition 3.2 implies that in the range 94 ≤ q ≤ 3, Kukavica and Ziane’s regularity criterion
on ∂3u implies Chae and Choe’s regularity criterion on e3 × ω because
‖∂3u‖Lq ≤ Cq‖e3 × ω‖Lq . (3.30)
Likewise, Chemin, Zhang, and Zhang’s regularity criterion on u3 implies Chae and Choe’s regularity
criterion on e3×ω when 4 < p < +∞. We can see this by applying the fractional Sobolev embedding
W 1,q
(
R3
)
↪→ H˙ 12+ 2p (R3) when 2p + 3q = 2, and Proposition 3.2 to find
‖u3‖
H˙
1
2+
2
p
≤ Cq‖∇u3‖Lq (3.31)
≤ C˜q‖e3 × ω‖Lq (3.32)
We will also note that Theorem 1.6 differs in a fundamental way from the locally anisotropic
regularity criterion proven by Kukavica, Rusin, and Ziane in [11]. This is true in particular because
while
‖∂3u‖Lq(R3) ≤ Cq‖e3 × ω‖Lq(R3), (3.33)
no such inequality holds if we are not on the whole space. For arbitrary ∇u ∈ Lq,∇ · u = 0, and
arbitrary domains Ω ⊂ R3, there is no inequality of the form
‖∂3u‖Lq(Ω) ≤ Cq‖e3 × ω‖Lq(Ω). (3.34)
The proof of Proposition 3.2 relies on the Lq boundedness of the Helmholtz decomoposition, which
in turn relies on the Lq boundedness of the Riesz transform. This is something which only holds
globally, not locally, because the Riesz transform is a nonlocal operator. e3×ω controls ∂3u globally
in Lq, but not locally in Lq. This means that while Kukavica and Ziane’s regularity criterion for
∂3u ∈ LptLqx
(
R3
)
implies Chae and Choe’s regularity criterion for e3×ω ∈ LptLqx
(
R3
)
for 94 ≤ q ≤ 3,
the local anisotropic regularity criterion with ∂3u ∈ LptLqx (D) and the locally anisotropic regularity
criterion on v × ω, where v is allowed to vary do not have this same relationship.
Finally, we will note that when we set v = ω|ω| , Theorem 1.6 requires that if our solution of the
Navier–Stokes equation blows up in finite-time Tmax < +∞, then
ess sup
(x,t)∈R3×[0,Tmax)
∣∣∣∣∇( ω|ω|
)
(x, t)
∣∣∣∣ = +∞. (3.35)
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However, as we discussed in the introduction, Beira˜o da Veiga and Berselli proved the stronger
result that under these conditions∫ Tmax
0
∥∥∥∥∇( ω|ω|
)
(·, t)
∥∥∥∥4
L∞
dt = +∞. (3.36)
For this reason, it seems like it ought to be possible to relax the condition in Theorem 1.6 from
∇v ∈ L∞t L∞x to ∇v ∈ L4tL∞x . The methods used to prove Theorem 1.6 would at first glance suggest
this would be possible, but the difficulty is that when integrating by parts we cannot get all of the
derivatives off of u and onto v, which is what leads to the sub-optimal bound.
Remark 3.3. Suppose for all u ∈ H1,∇ · u = 0, v ∈ L∞, |v(x)| = 1 almost everywhere x ∈ R3 we
had a bound of the form
| 〈(∇u)v, (∇u)trv〉 | ≤ C ∫
R3
|u|2|∇v|2 (3.37)
≤ C‖u‖2L2‖∇v‖2L∞ . (3.38)
Then using the energy inequality we could conclude that∫ t
0
∣∣〈(∇u)v, (∇u)trv〉 (τ)∣∣2 dτ ≤ C2 ∫ t
0
‖u(·, τ)‖4L2‖∇v(·, τ)‖4L∞ dτ (3.39)
≤ C2 ∥∥u0∥∥4
L2
∫ t
0
‖∇v(·, τ)‖4L∞ dτ, (3.40)
and we could relax the requirement in Theorem 1.6 to ∇v ∈ L4tL∞x using precisely the same proof.
The difficulty is that, as much as at first glance it would appear that an inequality of the form
(3.37) should hold using integration by parts, after multiple attempts to do so by the author it does
not appear possible to push all the derivatives off of u and onto v in the manner desired. The
asymmetry from the transpose, (∇u)tr, does not seem to allow this. It is definitely possible, perhaps
even likely, that the condition can be relaxed to ∇v ∈ L4tL∞x , so that the interpolation between
Chae and Choe’s regularity criterion and Beira˜o da Veiga and Berselli’s will be optimal, but it
would require a fundamentally different proof, because it will not follow as a corollary the regularity
criterion on λ+2 in Theorem 1.4.
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