We report several tools for 3DEM structure identification and model-based refinement developed by our research group and implemented in our in-house software package, VOLROVER. For viral density maps with icosahedral symmetry, we segment the capsid, polymeric and monomeric subunits using segmentation techniques based on symmetry detection and fast marching. For large biomolecules without symmetry information, we use a multi-seeded fast-marching method to segment meaningful substructures. In either case, we subject the resulting segmented subunit to secondary structure detection when the EM resolution is sufficiently high, and rigid-body fitting when the corresponding crystal structure is available. Secondary structure elements are identified by our volume-and boundary-based skeletonization methods as well as a new method, currently in development, based on solving the grassfire flow equation. For rigid-body fitting, we use a translational fast Fourier based scheme. We apply our segmentation, secondary structure elements identification, and rigid-body fitting techniques to the PSB 2011 cryo-EM modeling challenge data, and compare our results to those submitted from other research groups. The comparisons show that our software is capable of segmenting relatively accurate subunits from a viral or protein assembly, and that the high segmentation quality leads in turn to high-quality results of secondary structure elements identification and rigid-body fitting.
Introduction
Humans have made a great deal of progress in revealing the structures and functions of biomolecules in the last several decades. A large number of proteins and DNA/RNA structures at atomic resolution, determined by X-ray crystallography and nuclear magnetic resonance (NMR) techniques, have been deposited in the Protein Data Bank 1 . However, it is still difficult for these two popular approaches to reveal the structures of large biomolecules such as viruses and ribosomes. X-ray crystallography requires certain crystalline forms of the purified biomolecules, but many viruses are resistant to the formation of crystals large enough for high resolution image reconstruction through X-ray diffraction 2 . The NMR method is currently limited to small molecules (<50 kDa).
Complementarily, cryo electron microscopy (cryo-EM) and efficient single-particle reconstruction algorithms have been shown to be powerful tools in revealing the structures of large biomolecules at subnanometer resolutions 3 . In cryo-EM, a large number of single-particle biological specimens are vitrified to preserve the native state of the biomolecule for imaging; sophisticated computational signal and image processing methods, such as the software packages SPIDER 4 , EMAN 5 , IMAGIC 6 , XMIPP 7 , AUTO3DEM 8 , IMOD 9 , Frealign 10 and Bsoft 11 , can efficiently build 3D models of these biomolecules. Using these and other approaches, many density maps at diverse resolutions (e.g., 3.3Å subvirion particle of aquareovirus 12 , 3.88Å cytoplasmic polyhedrosis virus 13 ) have been reconstructed and deposited in the EMDB (http://www.emdatabank.org/index.html) for public use. However, automatic analysis and interpretation techniques for reconstructed 3D electron density maps of biomolecular assemblies remain largely undeveloped 14 . Current methods for interpreting reconstructed 3D density maps depend primarily upon manual selection and visual inspection with the help of interactive graphic tools such as Chimera 15 . Due to the large physical size and structural complexity of biomolecular assemblies, manual processing is tedious and subjective, limiting the power of the cryo-EM approach in revealing the structures and functions of biomolecules. In this paper, we report the use of several tools implemented in our software package VOLROVER; these tools have been developed in the last decade for assisting the automatic and reliable interpretation of density maps.
In analyzing multi-component density maps derived from cryo-EM, the first step is to define the boundaries of the individual molecular components 16 , i.e., to segment each component. For instance, it is often useful to segment an asymmetric, or repeating, unit out of a symmetric virus so that structure interpretation needs only to be conducted on the subunit rather than on the entire map. Segmentation is usually carried out either manually 17, 18 or semi-automatically, using approaches like eigenvalue analysis 19 , watershed transforms 20, 21 , normalized graph cuts 22 , or Markov diffusion framework 23 . Current efforts to segment density maps with icosahedral symmetry into its subunits rely largely on manual work with the assistance of a graphical user interface 24, 25 , but the process can be both tedious and subjective 17 . Automatic segmentation is still one of the hardest tasks in the field of image processing. We present two tools for segmentation. The first, SymSeg 26 , segments density maps of molecules with symmetry. The second, AsymSeg 2 , segments density maps of molecules with no apparent symmetry.
After segmenting the asymmetric subunit or monomers from the density maps, the second step is to identify structural features in the density map. The number and kind of identifiable features depends on the resolution of the density map in question. A very general rule follows. Linear and planar features in high-resolution (3Å-5Å) density maps can be ascribed with minimal ambiguity to secondary structural features in the underlying protein, with progressively greater ambiguity---and hence fewer detectable features---as the resolution degrades (6Å-10Å). For very low-resolution (11Å-15Å) maps, only super-secondary structures, or motifs, can be identified. Relying on geometrical and feature analysis of the cryo-EM density map as well as analysis of the primary sequence of the underlying protein structure, Ludtke et. al 27 find the C  trace of a 4.2Å GroEL density map. DiMaio et al. 28 devise a probabilistic model to trace the backbone of a protein based on its Markov field representation. Jiang et al. 29 find the backbone structure for 4.5Å infectious 15 virus major capsid gp7. For secondary structure detection from density maps of intermediate resolution, Jiang et al. 30 devise an algorithm called Helix Hunter for detecting -helices. They model the helices as cylinders and convolve the density function of the cylinder with the original map to detect the location of the helices (namely, the peaks of the cross-correlation). A similar approach for -sheet detection is adopted by Kong et al. 31, 32 who model a -sheet as a disk like primitive and search through the input map to find the possible positions of the disk that best match the 3D density. SSEhunter 33 can identify helices and sheet simultaneously based on a composite score comprising the correlation score, skeleton score and pseudoatom score; SSEBuilder 33 provides a friendly interface for manipulation and visualization of the secondary structure elements. If the density map is coarser than intermediate resolution, it is difficult to identify secondary structures. However, some motifs or folds can still be discerned. SPI-EM 34 applies a probabilistic approach to determine the homologous superfamily defined by CATH 35 for 3D EM maps between resolutions of 8Å and 12Å. Jiang et al. 30 develop Fold Hunter for fitting a subunit/domain into a 3D map at intermediate/coarse resolution using an exhaustive six-dimensional search scheme. Khayat et al. 36 design FREDS to identify the crystal structure that best describes the electron density input by the user, in a fashion similar to SPI-EM. All these superfamily or folds detection schemes share a common model-based search technique. We present three methods for secondary structure elements identification. The volume-based secondary structure elements identification (VBSSI) 2 detects secondary structure elements from an input density map. Boundary-based secondary structural elements identification (BBSSI) 37, 38 detects secondary structures from a suitable surface extracted from the density map. Evolution based secondary structure elements identification (EBSSI) 39 , evolves an initial surface obtained from the density map in the normal direction to obtain the skeleton.
The atomic structure of a biomolecule can be fitted into its corresponding density map for the purposes of structural interpretation. Fitting can be manual or automated; approaches belonging to the former category, while suffering from a lack of objectivity, can be useful as an initial step. The automatic fitting problem can be divided into three sub-problems: representation, scoring, and search. The representation step represents the PDB (and sometimes the density map) in terms of a third data structure; the scoring step quantifies the overlap or correlation between the PDB and the density map; and the search step finds the transformation or deformation of PDB which maximizes the score defined in the second step. Situs 40, 41 , a suite of programs for rigid-body/flexible fitting, uses a vector quantization approach, with a number of codebook vectors representing both the PDB and the density map, to efficiently fit the former into the latter. Based on segmentation results from Segger 21 , the authors fit X-ray structures into the density maps by aligning crystal structures with single regions or small groups of regions (SeggerFit 47 , and Ahmed and Gohlke 48 each develop a flexible fitting approach based on normal mode analysis. These approaches differ only in their choice of coarse-graining model. There have also been a glut of papers on all-atomistic and coarse-grained molecular dynamical flexible fitting 49, 50, 51, 52 , the new-found popularity of which can be explained by the availability of high performance CPUs. We present a fast Fourier based fitting scheme, named F 2 Fit
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, for rigid-body fitting.
The rest of the paper is organized as follows. In the following section, we report experimental results on the PSB 2011 data (http://ncmi.bcm.edu/challenge) and compare our results to those from other research groups. In Section 3, we discuss validation schemes use them to evaluate our results as well as those from other groups. In Section 4, we review the techniques used in our segmentation, skeletonization, and rigid-body fitting routines. We conclude with a proposal for future work in Section 5.
Results
In this section, we report our experimental results, obtained by applying our segmentation/secondary structure detection/rigid-body fitting routines on PSB 2011 data. These routines are part of the publicly available software package VOLROVER 2.0 (http://cvcweb.ices.utexas.edu/cvcwp/?page_id=100). Since the PSB workshop results are available from the web (http://ncmi.bcm.edu/challenge/), we compare our results to those from other groups. See Table 1 for a detailed summary of the PSB data. Table 2 summarizes the results in this subsection. Segmentation results of 4.2Å GroEL density map by SymSeg are shown in Figure 1 , where (a) shows shaded rendering of the original density map and mesh representation of the segmented subunits are shown in (b). The ETR is written as m/n, m is the total number of atoms which are outside of a suitably chosen isocontour and n is the total number of atoms excluding water and other isolated atoms. Here the isovalue is adjusted as close to as the contour level recommended by the data depositors while keep as much as possible features. These numbers are from Chimera. In Figure 3 , we show the secondary structure elements identified by VBSSI. Figure (a) shows the segmented subunit density map, and figure (b) shows the secondary structures, with cyan cylinders representing the helices and magenta surface patches denoting  sheets. Figure (c) shows the detected helices. In figure (d) the detected helices/sheets are compared with the PDB structure (PDB ID: 1OEL).
Data of GroEL at 4.2Å Resolution
In Figure 4 , we show secondary structure elements identified by BBSSI. Figure (a) shows the subunit mesh and (b) shows the secondary structure detection results, where cylinders with magenta represent helices while random colored surface patches denote  sheets. Figure (c) shows the detected helices. In figure (d) , the detected helices/sheets are compared with the PDB structure (PDB ID: 1OEL). In Figure 5 we show secondary structure elements identified by EBSSI. Figure (a) shows the secondary structures identified by evolution based method superimposed on asymmetric subunit (transparent white). Table 3 summarizes the results in this subsection. In Figure 8 , we show segmentation results using SymSeg, where figure (a) shows the original density map with GroES lying above GroEL. The top part of GroEL is closer to GroES. Figure (b) shows the segmented asymmetric subunits assembly (mesh representation) and (c) shows the combination of the original density map with the segmentation. Figures (d) and (e) show the one asymmetric subunit of the top and bottom part of GroEL, respectively. In Figure 9 , we show the segmentation results of 7.7Å GroEL-GroES complex density map from Segger and hENM. 
Data of GroEL-GroES Complex at 7.7Å Resolution
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show one asymmetric subunit of the top and bottom part of GroEL, respectively. Figure 9 (d) shows the segmentation by hENM.
In Figure 10 , we show the secondary structure elements identified by VBSSI and BBSSI. In Figure 11 , the secondary structure elements identification result of SSEhunter is shown. In Figure 12 , we show the results of In Figure 13 , we show the results of fitting 2C7C into 7.7Å GroEL density map using SeggerFit and MultiFit. Table 4 summarizes the results in this subsection. In Figure 14 , we show segmentation results using the SymSeg subroutine in VOLROVER. The segmentation pipeline is summarized here; details can be found in the Methods section. 1) Segment the capsid of the icosahedral virus structure. The output is the segmented capsid and the twelve symmetry axes.
Data of Bacteriophage 15 Virus at 4.5Å Resolution
2) Segment the capsid into subunits, which are either pentamers or hexamers. The output is the segmented density map, a single pentamer and hexamer, and all the symmetry axes and corresponding rotation matrices. 3) Segment each pentamer or hexamer into monomers. Table 5 summarizes the results in this subsection. In Figure 15 , we show the segmentation result of 7.3Å bacteriophage 15 virus density map using SymSeg. Table 6 summarizes the results in this subsection. In Figure 17 , we show the segmentation results of 6.4Å 70S ribosome density map using AsymSeg. Figure (a) shows the original density map by shaded rendering with left side 30S subunit and right side 50S subunit. Figure  (b) shows the segmentation of 30S (yellow shaded) and 50S (cyan shaded) subunits and P-tRNA (red), A/T-tRNA (yellow) and EF-Tu (blue). Figure(c) shows the relative position of P-tRNA, A/T-tRNA and EF-Tu with respect to 30S subunit. We show the protein and RNA segmentation of 30S subunit in figure (d) and protein segmentation in the 30S subunit in figure (e) while 16S RNA of 30S subunit is shown in figure (f) . In Figures 19(a) and (b) , we show the segmentation results of 6.4Å 70S ribosome density map by Segger and hENM, respectively.
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Data of 80S Ribosome at 7.4Å Resolution
We summarize the segmentation result of 7.4Å 80S ribosome density map in Table 7 . Figure  18 show the segmentation results of 7.4Å 80S ribosome density map using AsymSeg. Figure 20 shows the segmentation result of 4.3Å mm-cpn density map using SymSeg. Figure (a) shows the original density map by shaded rendering and (b) shows the segmented subunit. Figure (c) shows the segmentation of the whole density map.
Data of Mm-cpn at 4.3Å Resolution
The segmentation results by Segger and hENM are shown in Figure 21 . Figure (a) shows the subunit segmentation by Segger and (b) shows the entire density map segmentation by Segger. In Figure 22 we show the fitting results of Fitting results for mm-cpn by SeggerFit are shown in Figure 23 . Here figures (a) and (b) show subunit fitting and entire molecule fitting of 3KFB into the segmented subunit density map and the whole density map by SeggerFit. Figures (c) and (d) show subunit fitting and entire molecule fitting of 3LOS into the segmented subunit density map and the whole density map by SeggerFit. Table 9 summarizes the results in this subsection. Segmentation results of 3. ) show segmented subunit and the three subunits of the density map by Segger, respectively. We show the segmentation result by hENM in figure (e). The results of fitting of 1QHD into the 3.8Å rotavirus density map by F 2 Fit, Gorgon-SSEhunter and SeggerFit are shown in Figure 25 . 
Data of Rotavirus at 3.8Å Resolution
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Discussion 3.1 Segmentation
Segmentation is still a hard problem in image processing, especially for density maps whose density values do not differ by a large amount. The segmentation results show that SymSeg and AsymSeg are better than Segger. If the molecule is symmetric, the segmentation is automatic, requiring no user intervention. Seed points can also be generated automatically. If the molecule does not possess symmetry, some manual interaction is necessary for generating good seed points. On the other hand, even in cases with symmetry, Segger usually requires user intervention such as merging and grouping. For example, in Figure 9 (a), the segmentation of GroEL and GroES are wrongly connected by Segger. The results by hENM are generally too coarse; see the segmentation of GroEL-GroES complex in Figure 9 (d) and Figure 21 (c).
In Pintille et. al 21 , the authors define a shape-matching score (sm) to validate the accuracy of segmentation following Garduño et. al 63 . In this paper, we propose two metrics to validate the segmentation results. For the segmentation, we consider two kinds of fidelity: geometric and biological. Geometric fidelity measures the extent to which a segmented density map resembles its parent, whereas biological fidelity measures the extent to which it resembles a blurred version of the X-ray crystal structure that corresponds to it. We introduce two metrics to quantify geometric fidelity. The Cross Correlation Variation (CCV) is defined as (A,B) is 0, which means the union of the segmented density maps matches the original density map exactly. The second metric we introduced is Averaged Multiple Isocontouring Measurements (AMIM), which is defined by
where n is the number of isocontours extracted from the density maps.
is a measure of the set which satisfies the binary relationship of ) , , ( z y x A and i f with i f as the i th isovalue. Here we take the binary relation  as  and the measure as the volume, i. e., the volume enclosed by the isosurface with isovalue i f . We can also use other binary relations, such as =, and the measure as area, i. e., the area of isosurface with isovalue i f . If a ground truth structure like the X-ray structure of molecule is available, we introduce a similar Cross Correlation Variation (CCV) to quantify biological fidelity:
Here we take i A as the blurred density map of the i th subunit of A. Again, the minimum of CCV (A,B) is 0, which means the segmented subunits match the biological corresponding subunits exactly. Here we should mention one issue of these metrics. They all depend on the alignment of two density maps. The alignment could impact the metrics and we use the rigid body fitting of one density map to another density map implemented in Chimera. Table 11 . In this table, the first column lists the indices of the regions segmented by Segger and provided by their authors. We have figured out the corresponding chains for their results and list them in column 2. The last row of the third and the fourth columns respectively shows the CCV metrics for geometric fidelity and biological fidelity. For SymSeg, we list the corresponding chains in column five and CCV metrics in the last row of last two columns, respectively. Here the subtotal cross correlation is the sum the previous 14 rows and entire cross correlation is the cross correlation of the original density map and the catenated density map (for geometric fidelity) or two concatenated density maps (for biological fidelity). From the last row of the table, we can see that Segger has done a better job than SymSeg in geometric fidelity but SymSeg is superior in biological fidelity than Segger. We also show CCV metric for biological fidelity for the segmentation of the 50S subunit of 6.4Å Ribosome density map by AsymSeg in Table 12 . From this table we conclude that AsymSeg performs well in general. The simplest way to validate results from secondary structure detection is to count the number of helices and sheets detected. If the crystal structure of the molecule is available, one can count false positives and false negatives, as in Jiang et al.
Secondary Structure Elements Identification
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, Kong et al. 31 and Bajaj et al. 37 The other evaluation methods include the spatial location and the size of the structure. From a visual inspection, we see that the results of VBSSI and BBSSI are very pleasing. The EBSSI method is also promising. The result of helix detection by SSEhunter is good; however, the sheets detected are not acceptable in either location or size (Figure 6(a) ). The result of SSEhunter in Figure 11 (a) is also questionable since for the open state of GroEL, their helices show heavy deformations and it is very difficult to extract such a long cylinder from the complicated density map. Furthermore, the helices they identify are difficult to correlate with the provided density map, as shown in Figure 11 (c). It is also true that not all the helices and sheets identified by VBSSI and BBSSI are exact. Even though the PDB is well fitted, there are still many gaps between the density map and the secondary structures from the PDB (see Figure 11 (c)). In Table 13 , we list the helices and sheets documented in PDB file, identified from PDB by DSSP 64 , Stride 65 and Ribbons 66 and identified from EM density map by VBSSI. In the fifth row of this table, we list the helices documented in PDB where the 4 3/10 helices are shown in Figure 26(a) . In Figure 26 , we show the correspondence between the secondary structures documented in PDB and identified by VBSSI. From Table 13 and this figure, we can see VBSSI can identify nearly all the helices and sheets.
Fitting
On the fitting results, we provide a visual as well as a metric-based comparison with results from other groups. The figures show that F 2 Fit produces visually unambiguous fits. Results from the two fitting metrics have been provided in the corresponding tables. The first metric, computed using Chimera, is the ratio of the number of atoms outside a suitably picked isocontour of the density map to the total number of atoms in the PDB. We term this score the external-total ratio (ETR); lower ETR scores are better. The second metric, computed by our own implementation, is the mutual information score, given by where E is the density map, P is the blurred PDB, p(x) and p(y) are the percentage of voxels in E and P that take on intensities equal to x and y respectively, and p(x,y) is the percentage of voxels in E with intensity x that are aligned with voxels in P with intensity y. Since the range of intensities in a density map is typically very high, a binning scheme with about 20 bins is used. The MIS has been used by Shatsky et. al 67 for 2D image alignment; it is proposed as a scoring function for density map fitting in Vasishtan and Topf 62 , where the authors conclude that it outperforms, or is comparable to, the cross-correlation function (Section 4.3, Equation  1 ) at all density map resolutions. The MIS is a probabilistic metric; other possible metrics include the Z-score 21 , a statistical metric that measures the normalized deviation of each candidate result from the mean, and the normal-vector score 62 , a geometric metric that measures the deviation of the surface of the density map from the fitted molecular surface. Comparing results from F 2 Fit to those from SeggerFit, Gorgon-SSEhunter, and MultiFit, we see that there is little or no disagreement about the fitting orientation, although the varying qualities of segmentation occasionally lead to small divergences in either of the metrics computed. For instance, whereas the Gorgon-SSEhunter fitting orientation for mm-cpn (Figure 22(c) ) does not differ significantly from ours, the excess density in its segmentation leads to a slightly exaggerated ETR. In this case, a higher ETR actually points to a deficiency in the segmentation rather than an improvement in the rigid-body fit. We draw the following conclusions from the rigid-body fitting comparisons. (a) The ETR and MIS are general guidelines to the quality of fit, and are useful up to a point. Both scores have a degree of arbitrariness inherent to them; the ETR depends heavily on the isocontour chosen, and the MIS on the number of bins used. (b) The MIS correlates well with the ETR on all fits. (c) All rigid-body fits submitted to the workshop perform similarly with regards to the MIS and ETR, with no obvious winners. In specific cases, certain methods score better than others. For instance, while Gorgon-SSEhunter and SeggerFit perform slightly better than F 2 Fit with respect to the rotavirus (Table 9) , the difference between the scores is not significant enough to conclude that they are better methods.
Methods
Cryo-EM Density Map Segmentation
Based on symmetric properties of macromolecules, we have developed two approaches to segment reconstructed density maps. The first, SymSeg, is designed for molecules with symmetric structures, such as most viruses with icosahedral symmetry and GroEL with dihedral rotational symmetry. The second, AsymSeg, is for general density maps. If the density maps are noisy, bilateral filtering 68 and generalized digitized total variation filtering 69 , implemented in VOLROVER, are available to improve the quality of the density map.
Icosahedral Virus Density Map Segmentation
Using the methods of Yu and Bajaj 2 , we can segment 3D reconstructed density maps for viruses with icosahedral symmetric structure by SymSeg. This segmentation, implemented as a server in VOLROVER, involves the following steps.
• Capsid segmentation. The single-seed fast marching method is used to segment the viral capsid. Global symmetry axes are detected.
• Subunit segmentation. The multiple-seed fast marching method is used to segment all globally symmetric subunits. Local symmetry axes are detected.
• Monomer segmentation. The multiple-seed fast marching method is used to segment monomers from each symmetric subunit.
The symmetry detection and fast marching methods are central to our icosahedral segmentation routines, and we describe them briefly below.
• Global symmetry detection. To detect the global symmetry axes, we use local feature-based correlation, where the features are the maximal critical points of the density map. The critical points are usually computed after anisotropic gradient vector diffusion 70 of the density map. After subdividing space into a number of angular bins passing through the origin, the maximal critical points are rotated through angular increments of 2k 5 in each bin, where k ={0,1,2,3,4}. The deviation of the intensities at the rotated critical points from their original values is computed. The angular bins in which this deviation vanishes correspond to the five-fold symmetry axes. In practice, the twelve angular bins with the smallest deviations are chosen as the five-fold axes.
• Local symmetry detection. Local symmetry detection is more complicated than global symmetry detection, since the local symmetry axis may not pass through the center of the molecule. The local symmetry axis has four degrees of freedom, two for determining the global orientation (, ) and two for the local orientation (', '). Yu and Bajaj 2 design a modified downhill simplex method 71 to detect local symmetry axes. The search algorithm traverses a very limited local orientation for each global orientation, and computes the global and local orientation based on the deviation computed.
• Fast marching method. In the fast marching method (FMM) 72 , a contour initialized from a chosen seed point is allowed to grow until a certain stopping condition is reached. Each voxel is associated with a time T, initially zero for seed points and infinite for all other voxels. In each step, the voxel on the marching contour with minimal time is deleted from the contour and the time values of its neighbors are updated according to | T(r)|F(r)=1, where F(r) is a speed function that is usually determined from the gradients of the original density map. Traditional FMM is designed to segment a single region. Yu and Bajaj 2 describe a multiple-seed FMM to simultaneously segment multiple regions. In this variant, the surface or curve can grow from many seeds belonging to the same or different classes. If the growing contours are of the same class, the domains conquered by these contours merge; otherwise they remain separated.
General Segmentation
If the molecule does not possess identifiable symmetry, we use AsymSeg to segment the density map. The difference from SymSeg is that the seed points here are usually semi-automatically selected. The seed points can be automatically collected for different ranges of density values. Using the tools provided by the graphics user interface (GUI) VolumeGridRover in VOLROVER and visual inspection, one can improve the seed points efficiently by deleting, adding, correcting manipulations. Then multi-seed fast marching method can be used to perform segmentation. This pipeline can be of course repeated for further enhancing the segmentation quality.
Secondary Structure Elements Identification for Intermediate Resolution Density Maps
We have developed three separate approaches to the problem of detecting secondary structures from an intermediate resolution density map. All of these approaches depend on finding the one and two-dimensional skeletons of a density map, to which we then ascribe, respectively, the alpha helices and beta sheets of the underlying protein.
Volume-Based Secondary Structure Elements Identification
The skeletonization method of Yu and Bajaj 14 is based on the local structure properties of the input density map. For each maximal critical point in the density map, a local structure tensor, constructed by convolving the local gradient tensor with a Gaussian filter, is decomposed in the eigenspace. Suppose the three eigenvalues of the structure tensor are  1 , 2 and  3 , with  1  2  3 . Based on the relationship between these eigenvalues, three cases of local shape can be classified. If  1  2  3 >0, the local shape resembles a sphere; If  1  2  3 0, the local shape resembles a line; and if  1  2  3 0, the local shape resembles a plane. The latter two cases correspond respectively to helices and sheets. In order to determine if a critical point is locally cylindrical or planar, the thicknesses of the local shape along three principal axes are compared with typical experimental values for the dimensions of helices and sheets (the average radius of an alpha-helix, for instance, is 2Å 73 ). If the thickness along a particular direction is above a certain threshold, the corresponding critical point is classified as belonging to a helix or sheet. The 1D skeleton is traced by following the eigenvector direction of the smallest eigenvalue, whereas the 2D skeleton is traced by generating polygons cell by cell based on the marching cubes method. Sometimes, several curves or surfaces can be traced from different maximal critical points to represent the identical helix/sheet; a step to merge curves and surfaces is thus necessary. Clean skeletons obtained after these steps are ready for the helices and sheets detection. Cylinders or piecewise cylinders can be built for helices.
Boundary-Based Secondary Structure Elements Identification
The skeletonization method of Bajaj and Goswami 38 constructs the unstable manifolds for the critical points of the distance function to the molecular surfaces. This approach uses the properties of the distance function to the molecular surface. There exists a beautiful relationship between the critical points of the distance function to the molecular surface and the intersection of Voronoi objects and corresponding Delaunay objects, where the Delaunay vertices are the sample points of the molecular surface. In 3 R , the critical points of the distance function are of four types, and they satisfy the following properties:
• The maximal critical points are the Voronoi vertices contained in their dual Delaunay tetrahedra.
• The index-2 saddle critical points lie at the intersection of Voronoi edges with their dual Delaunay triangles.
• The index-1 saddle critical points lie at the intersection of Voronoi facets with their dual Delaunay edges.
• The minimal critical points are the sample points themselves. Each point enclosed by molecular surface can be assigned a direction of steepest ascent of distance function. Define the orbit of each point as the path, beginning at that point, traced by following the direction of steepest ascent of the distance function at each point succeeding that point. Further, for each critical point of distance function, define the stable manifold as the set of points whose orbits end at these critical points, and the unstable manifold as the set of points whose inverted orbits end at these critical points. The unstable manifold of an index-2 saddle point is a collection of Voronoi edges that ends at a maximal critical point. The unstable manifold of an index-1 saddle point is a 2D region bounded by the unstable manifold of index-2 saddle points. The unstable manifolds of index-2 saddle points capture the features of linear skeleton and the unstable manifolds of index-1 saddle points capture the features of the planar skeleton of a density map. These features are then respectively ascribed to cylinders, or alpha helices, and surfaces, or beta sheets. More details can be found in Bajaj et al. 
Evolution Based Secondary Structure Elements Identification
The skeletonization method of Zhang and Bajaj 39 is based on solving the grassfire flow with an evolution scheme. If the extracted molecular surface from the density map is regarded as a fire front, then the skeleton of the density map is obtained when the fire front meets and extinguishes. The process can be represented by the grassfire flow , S N t     where N is the inward normal to the fire front S, v is the flammable speed and t is a time parameter. In its above form, the grassfire flow requires normal computation, which becomes impossible after the surface has undergone a certain amount of deformation. Moreover, it does not allow for a change in topology of the mesh, which is critical if the skeleton of the density map is to be extracted. If the fire front is represented by a level set function  , the grassfire equation | | t        can be solved by the level set method, where  is the gradient operator. Even though the topological change is automated and extracting patch like surface by contouring seems fine, to extract linear skeleton from the level set function is impossible. We formulate the grassfire equation as ( ), p E p t      where p is a point on S and E is the original density map. This formulation overcomes disadvantages of both the surface based and level-set based solving methods of the grassfire flow and enjoys several advantages. First, the fire front is represented by points from the mesh, which is usually an isocontour of the density map; during the evolution, the topology of the mesh is partially maintained. Second, normal evaluation at each point on the mesh can be approximated by trilinear interpolation of the gradients on the grid points of the density map. We thus avoid the evaluation of normal from the mesh. Third, it is easy to handle topological changes in the mesh during its evolution. For example, if two points of a triangle are too close, they can be merged so that the triangle degenerates into a line. 
Conclusions and Future Work
In this paper, we have reviewed several techniques for structure detection and refinement developed by members of our research group. Given an input density map, we have shown that our symmetric and general segmentation routines (Section 4.1) can identify a substructure of interest in the density map. This segmented subunit can then be subject to secondary-structure detection, using the volume-, boundary-, or evolution based techniques (Section 4.2), and to rigid-body fitting, using fast Fourier fitting (Section 4.3).
We have shown the application of each of the above techniques to the PSB 2011 data. Our results show that our segmentation routines are typically superior to those from other research groups, generating noise-free subunits with very little excess density. Our volume-and boundary-based secondary structure element identification routines are generally better than the other groups' methods. Our rigid-body fitting routine compares well with results from other research groups.
Our evolution based secondary structure detection is currently under development. We are also developing new flexible and rigid-body fitting techniques based on a combination of rotational and translational speedups.
