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Virtual Metrology (VM) predicts end-of-batch properties (metrology
data) from measurable input data composed of pre-process metrology and fault
detection and classification (FDC) system outputs. This dissertation aims at
moving a step closer to the realization of VM in semiconductor manufacturing
by providing solutions to the challenges that present VM technology faces.
First, various VM methods are introduced and compared in terms of prediction
accuracy using four industrial datasets collected from a plasma etch system at
Texas Instruments, Inc.. Kalman filter estimation is employed in a novel way
to serve as a VM model for predicting outputs of a static process. Recursive
PLS regression (R-PLSR) and Kalman filter show the best prediction results as
they update the model whenever new measurements are available. Next, two
PLS variants (PLS with EWMA mean update and recursive PLS) are proposed
as robust VM algorithms that can predict process outputs fairly accurately in
the presence of unexpected process drifts and noise. The obtained results
viii
reinforce VM technology by suggesting appropriate prediction methods when
unexpected process changes occur.
For a successful implementation of VM, the data entering the VM model
needs to be free from faults. Fault-free (reconstructed) data are obtained by
performing fault detection, fault identification, and fault reconstruction. A
novel fault detection method based on statistics pattern analysis (SPA) is
presented. The SPA method provides better fault detection performance for
different types of faults as compared to the MPCA-based methods. Next, three
well-known fault identification methods present in literature are implemented.
An equation that relates the RBC with the SVI is derived. The contribution
plot method identifies a smaller number of faults correctly as compared to the
RBC and the SVI methods. Fairly good estimates of the fault magnitude are
obtained when the faults are identified correctly.
An approach that combines physical measurements with the VM esti-
mates to develop a more robust approach than using VM alone is presented.
EWMA-R2R control is implemented using three well-known sampling methods
in order to demonstrate the superior performance of two novel control schemes:
B-EWMA R2R control and VM-assisted EWMA-R2R control. A new reliance
index, which is attractive from a mathematical and practical point of view,
is proposed. The VM-assisted EWMA-R2R control yields the best control
results among the control schemes employed in this study. The simulation
results demonstrate that VM has the potential to reduce measurement costs
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1.1 Metrology in Semiconductor Manufacturing
In semiconductor manufacturing, a wafer undergoes hundreds of differ-
ent steps to yield the final product. It is imperative to have a good knowledge
of the wafer characteristics at the end of each of these processes. Otherwise,
faulty wafers are detected too late, which leads to the loss of resources. Off-
line metrology using technologically advanced tools (e.g., ellipsometer, atomic
force microscope (AFM)) ensures that the process is on target by measuring
the critical dimensions of the post-process wafers.
In the semiconductor industry, the feature sizes have been shrinking
considerably over the past decade. Also, the rising demand for the products has
led to a tremendous increase in the throughput of fabs. It becomes impractical
to do offline metrology after each processing step for every wafer because
of high cost and time delay issues. The time spent in transporting wafers
from processing tool to measurement tool, measuring critical dimensions and
sending it back to the next processing tool can hamper the throughput of a
fabrication facility.
Broadly speaking, the current sampling strategy of a semiconductor
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fabrication facility is to sample one wafer per lot (a lot consists of about 25
wafers); i.e., a sampling rate of only 4%. In order to control the manufacturing
processes better, more frequent sampling is required. Hence, high resolution
and fast metrology equipment are needed to meet these challenges, which lead
to the concept of Virtual metrology (VM).
1.2 Virtual Metrology (VM)
VM is a potential solution for providing low-cost, fast, and accurate
metrology information and has many applications in lithography [28], etch
[105], and deposition processes [38]. VM predicts end-of-batch properties
(metrology data) from measurable input parameters. These input parameters
could consist of pre-process metrology and fault detection and classification
(FDC) system outputs. The predictions for end-of-batch properties are made
by supplying the input parameter information to a model. This model could
be physically-based (first principles), empirically determined, or a combination
of physical and empirical.
One of the major attractive features of VM is that it utilizes FDC data
that are already being used to detect and classify faults in the manufacturing
processes. An accurate prediction by VM would be an added value to the FDC
system as there is no need to install any new sensors. Almost all the critical
equipment in a semiconductor fabrication facility operate in parallel with a
FDC system; so once an accurate model is developed, it can be coupled with
the manufacturing tools without making major changes in operations.
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1.3 Challenges With The Current VM Technology
Researchers have proposed several approaches to develop VM for semi-
conductor manufacturing processes, but there is no standard and generalized
method as of now. Hung and Lin [52] adopted a radial basis function neural
network to construct the virtual metrology model. They studied a chemical va-
por deposition (CVD) process and found that the proposed model had several
advantages over the one based on back-propagation neural network. Cheng et
al. [52] proposed dual phase virtual metrology to consider both promptness
and accuracy. They also calculated the accompanying reliance index (RI) and
global similarity index (GSI) [16] and presented an illustrative example in-
volving fifth-generation thin-film-transistor liquid crystal display (TFT-LCD)
chemical vapor deposition equipment. The authors used multiple regression,
neural networks, and time series algorithms to build the conjecture models.
Figure 1.1: The working of VM-assisted EWMA-R2R control
Khan et al. [62] proposed a VM approach to implement wafer-to-wafer
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(run-to-run, R2R) control on a factory level, which is illustrated in Figure
1.1. The authors utilized the FDC data along with the process inputs and
upstream metrology data to predict outputs using the VM module. Whenever
new metrology data were available, the VM module was updated. The authors
presented solutions for the issues that will arise when VM becomes an integral
part of the factory-wide advanced process control solution for the wafer-to-
wafer control. Khan et al. also developed a recursive moving-window approach
using partial least squares (PLS) to update the VM module whenever new
metrology data become available [41, 63]. Pan and Tai [91] used multiple
linear regression and PLS regression to build prediction models for the film
thickness and critical dimensions for the online production of semiconductor
manufacturing. A comparison of various popular VM algorithms including
back-propagation neural networks (BPNN), simple recurrent neural networks
(SRNN), and multiple regression (MR) was reported by Su et al. [120]. The
process under investigation was a fifth-generation thin-film-transistor liquid
crystal display (TFT-LCD) chemical vapor deposition, same as in Cheng et
al. [16].
As semiconductor devices are continually shrinking and critical dimen-
sion (CD) approaches 32 nm, the control of gate CD, which depends on plasma
etch process, is a top priority in advanced semiconductor manufacturing [91].
But most of the work in the literature until now on VM aims at predicting the
outputs in a CVD process [16, 52, 120], which is more easily understood than
the plasma etch process. Due to complex physical and chemical phenomena, it
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has been difficult to accurately predict plasma processes [64]. However, some
authors have explored VM for etching process as summarized below.
Cheng et al. [16] presented an illustrative example involving 300 mm
semiconductor foundry etching equipment, but no comparison of the predicted
values with the actual measurements was reported. Zeng and Spanos [149]
applied six statistical techniques to predict etch bias for a plasma etch process,
but their results suffer from lack of accuracy. Recently, a VM system was
developed for an etching process based on various data mining techniques [59].
The authors used the actual metrology values from a preceding metrology
process and equipment sensor data to make the predictions. As stated in
the conclusion section of their work, this kind of approach would restrict the
usability of the VM system because metrology is not done at the end of each
process in semiconductor manufacturing. Some other works [75, 91] also suffer
from the same limitation. Further research should be conducted only using
the sensor data to build an accurate and reliable VM system.
1.4 Research Objectives
The present VM technology faces many challenges that must be ad-
dressed before it can be put into practice. Accuracy of the VM predictions
is one of the most important requirements as it directly affects the quality of
the products. Process noise, measurement noise, process drifts, and process
shifts are the main barriers in the development of an accurate VM model.
Other issues, for example, degradation of the quality of the VM predictions
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because of the faults present in the input data, and optimal sampling of the
wafers to be measured will arise when VM is put into practice. This proposal
aims at providing solutions to these challenges and moving a step closer to the
realization of VM in semiconductor manufacturing.
First, we introduce various methods used for implementing Virtual
Metrology (VM) and compare them in terms of prediction accuracy using in-
dustrial data collected from a plasma etch process in Chapter 2. Specifically,
multiple linear regression (MLR), principal component regression (PCR), par-
tial least squares regression (PLSR), recursive partial least squares regression
(R-PLSR), time series analysis, and Kalman filter estimation are compared
in terms of prediction accuracy using four industrial datasets collected from a
fabrication facility at Texas Instruments, Inc.. Predictions are made for etch
rate, sheet resistance, and critical dimension (CD) using the optical emission
spectroscopy (OES) data and 38 other process variables. Kalman filter estima-
tion is employed in a novel way to serve as a VM model for predicting outputs
of a static process.
Unexpected process drifts and noise can severely hamper the accuracy
of predictions made by popular VM algorithms such as PCA, PLS [63], neural
networks [64, 75], and Kalman filter [37]. Erroneous predictions provide false
information about the process, which might lead to inferior process control
and low product yield. Hence, the transformation of the existing algorithms
into more robust algorithms is of utmost importance for realizing VM in semi-
conductor industry. In Chapter 3, we focus on three variants of partial least
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squares regression and provide simulation results using the data generated
from a generic semiconductor process model present in VM literature. The
process model incorporates the effect of different types of process drifts and
noise.
While building VM models in the Chapters 2 and 3, we assumed that
the sensor data represent the true behavior of the process and are free from
sensor faults. Any undesirable process behavior is referred to as a fault and
can be further classified into sensor faults, actuator faults, and process faults.
Any of these faults can arise while manufacturing a product. Sensor faults are
the most relevant faults for VM as VM relies on the sensor data to predict
the process outputs. A sensor fault means that the value of a process variable
registered by the sensor is significantly different from the true value of the
process variable.
The assumption of fault-free sensor data becomes invalid when a mal-
functioning sensor corrupts the sensor data. The probability of the occurrence
of a sensor fault in a process increases linearly with the number of installed sen-
sors. Currently, semiconductor manufacturing processes deploy a large number
of sensors to monitor the process behavior, which leads to a greater risk of the
occurrence of sensor faults. When a sensor fault occurs, the corresponding
sensor data are erroneous and do not represent the true behavior of the pro-
cess. The quality of sensor data, which serve as inputs for VM models, has
a direct effect on the quality of predicted values. In the presence of faulty
input data, an accurate VM model will provide erroneous predictions for the
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outputs. This situation is known as Garbage-In-Garbage-Out in process mod-
eling terms. For using VM effectively, we need to make sure that the data
to be fed into the VM model are free from faults. Chapters 4 and 5 focus
on removing the effect of sensor faults from the sensor data and feeding the
corrected (reconstructed) sensor data to the VM model.
Figure 1.2: Summary of the approach adopted in Chapters 4 and 5.
Figure 1.2 summarizes the adopted approach. First, the sensor data are
analyzed to detect sensor faults. Once the sensor faults are detected, the next
step is to figure out which sensor contains the fault. It is possible that mul-
tiple sensors are simultaneously faulty, but the likelihood of the occurrence of
simultaneous multiple sensor faults is fairly low as the sensors are independent
physical entities. Our focus will be on single sensor faults only. After knowing
which sensor is faulty, the magnitude of the fault will be estimated. Fault-free
sensor data can be constructed by removing the effect of the identified sensor
faults from the faulty sensor data. Mathematically, fault-free sensor data are
obtained by subtracting the estimated magnitudes of the faults from the faulty
sensors present in the data.
In Chapter 4, we provide a literature review of the popular fault detec-
tion and identification approaches. Specifically, we first present fault detection
using principal component analysis (PCA). PCA is able to detect faults for
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a two-dimensional data matrix only, the two dimensions being time and pro-
cess variables in most cases. However, the data collected from semiconductor
manufacturing processes are three-dimensional, with an additional dimension
for different wafers. Hence, PCA cannot be directly applied for fault detec-
tion on data collected from a semiconductor manufacturing process. Instead,
multiway principal component analysis (MPCA) is employed to address this
limitation of PCA.
After discussing MPCA and its limitations when employed for a semi-
conductor manufacturing process, we will present a statistics pattern analy-
sis (SPA) based fault detection method in Chapter 5 that performs PCA on
the statistics of the process variables, unlike the traditional PCA and MPCA
methods that perform PCA on the temporal values of the process variables.
The advantages of SPA method over the PCA and MPCA methods are dis-
cussed in the context of semiconductor manufacturing. Next, we present and
discuss three well-known fault identification methods present in literature.
Specifically, these include contribution plot approach, reconstruction-based
contribution (RBC) approach, and sensor validity index (SVI) approach. The
magnitude of the fault is estimated by minimizing the fault detection indices,
SPE, T 2, or φ. The fault detection, identification, and reconstruction perfor-
mance of the above methods are compared using a benchmark etch dataset.
This comparison will enable us to determine the approaches that are the well-
suited for correcting faults present in sensor data, which serve as inputs for
VM models.
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The idea of using estimates made by VM as a substitute for physical
metrology seems very alluring at the first sight. VM may significantly reduce
the measurement costs as it does not require any actual physical measurements.
Substituting the physical measurements completely by VM might be the most
economical solution to the problem of high measurement costs, but it might
fail in the presence of process disturbance and shifts. If any undesired process
change happens, VM model might not be able to compensate for the unknown
change in the process and might not be able to predict the outputs accurately.
The process operator will be under the false impression that the process is
running normally, while the actual processed products will not be on the target.
On the other hand, a combination of physical measurements and VM
might be a more robust approach. Instead of blindly relying on the estimates
made by VM, the combined approach aims at monitoring the quality of VM
estimates and performs a physical measurement whenever the quality of VM
estimates falls below a threshold value. More metrology events increase the
measurement costs and decrease the product throughput (by increasing cycle
time), whereas too few metrology events might hamper the product quality.
Therefore, the frequency of metrology events needs to be optimized. Thus,
the implementation of the combined approach requires the development of
optimal sampling plans that will tell the semiconductor manufacturers when
to perform a physical measurement to supplement VM predictions.
In the context of deciding which wafers or products should be physi-
cally measured, the terms sampling and scheduling represent the same con-
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cept. Scheduling the metrology events is equivalent to sampling the wafers
to be measured. Whenever the VM prediction accuracy falls below a certain
threshold, an actual measurement should be done by the metrology tool and
the VM model should be updated. An intuitive solution is to do make fre-
quent physical measurements when VM predictions are quite different from
the metrology values and update the prediction model.
In Chapter 6, first we simulate a Single-Input-Single-Output (SISO)
process with process drift and noise. Run-to-Run (R2R) control is employed
to adjust the recipe settings (inputs) to ensure that the output stays on the
target in the presence of process drift and noise. After discussing R2R control
for the SISO case in detail to obtain a good understanding, we implement R2R
control on a Multiple-Input-Multiple-Output (MIMO) model available in the
VM literature. In general, the implementation of R2R control includes the
estimation of process gain matrix, process drift, or both. In semiconductor
manufacturing, process drift is a major issue of concern as process gain matrix
remains almost constant owing to the physics and chemistry behind the pro-
cess. So, in this work the process drift is estimated using the measurements
done according to the sampling plan. Whenever a measurement is made, the
value of process drift is estimated by exponentially-weighted-moving-average
(EWMA), a weighted average of the previous estimate of the process drift and
the process drift value suggested by the current measurement.
Devising an optimal sampling plan is critical in order to ensure that the
process outputs are on target, while not spending a large amount of money by
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measuring many products. We implement three commonly known sampling
methods, uniform sampling, random sampling, and dynamic sampling, in or-
der to demonstrate the superior performance of a novel reliance index based
sampling method that utilizes VM estimates. The most common sampling
strategy is uniform sampling, which measures a product after a fixed interval
of time or products. Random sampling does not have a fixed measurement
interval, but measures the products at random intervals that have specified
lower and upper limits. Both of these methods do not take advantage of the
known past and current behavior of the process. Dynamic sampling is based
on the intuitive idea of measuring more products when the process seems to
drift away from the target and measuring fewer products when the process
outputs are fairly close to the target. Bayesian detection approach will be
employed to implement dynamic sampling in this work. The Bayesian de-
tection approach calculates a posterior probability distribution using a prior
probability distribution and the observed data. When the probability that the
currently observed data is coming from a drifting process exceeds a threshold
value, the sampling frequency is increased. An improved dynamic sampling ap-
proach, which updates the value of EWMA forgetting factor λ using Bayesian
detection, is proposed in this work.
In the three sampling methods mentioned above (uniform sampling,
random sampling, and dynamic sampling) the estimates of the process drift
and the recipe settings (inputs) of the process are only updated when a physical
measurement is made as dictated by the sampling plan. Using the predictions
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made by VM model, it is possible to make these updates even when a physical
measurement is not done. VM enables us to update the estimate of process
drift and the recipe settings of the process after processing each product wafer
irrespective of the fact whether the wafer was physically measured or not. An
accurate VM model will ensure reduced measurement costs and better con-
troller performance. After processing each wafer, a decision whether the most
recent wafer should be measured or not needs to be made. This can be decided
by calculating a reliance index that quantifies how much a manufacturer can
rely on the VM estimate. If the value of calculated reliance index is below
a certain threshold, a physical measurement needs to be made as the man-
ufacturer cannot rely on the VM estimate. Some work on a reliance index
is present in VM literature but it suffers from a few shortcomings. A new
reliance index, which is more attractive from a mathematical and practical
point of view, is proposed in this work.
The summary of the contributions of this research is provided in Chap-
ter 7 along with the recommendations for future work.
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Chapter 2
Virtual Metrology Methods and Their
Application to a Plasma Etch Process
In this chapter, we will introduce various methods used for implement-
ing Virtual Metrology (VM) and compare them in terms of prediction accuracy
using industrial data collected from a plasma etch process. Specifically, mul-
tiple linear regression (MLR), principal component regression (PCR), partial
least squares regression (PLSR), recursive partial least squares regression (R-
PLSR), time series analysis, and Kalman filter estimation will be compared in
terms of prediction accuracy using four industrial datasets. Kalman filter esti-
mation will be employed in a novel way to serve as a VM model for predicting
outputs of a static process.
2.1 Introduction
In semiconductor manufacturing, a wafer undergoes hundreds of differ-
ent steps to yield the final product. It is imperative to have a good knowledge
of the wafer characteristics at the end of each of these processes. Otherwise,
faulty wafers are detected too late, which leads to the loss of resources. Off-
line metrology using technologically advanced tools (e.g., ellipsometer, atomic
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force microscope (AFM)) ensures that the process is on target by measur-
ing the critical dimensions of the post-process wafers. Due to the associated
high cost, offline metrology after each processing step for every wafer may be
impractical.
VM is a potential solution for this problem and has many applications
in lithography [28], etch [105, 112], and deposition processes [38]. VM predicts
end-of-batch properties (metrology data) from measurable input parameters.
These input parameters could consist of pre-process metrology and fault de-
tection and classification (FDC) system outputs. The predictions for end-of-
batch properties are made by supplying the input parameter information to
a model. This model could be physically-based (first principles), empirically
determined, or a combination of physical and empirical.
As semiconductor devices are continually shrinking and critical dimen-
sion (CD) approaches 32 nm, the control of gate CD, which depends on plasma
etch process, is a top priority in advanced semiconductor manufacturing [91].
But most of the work in literature until now on VM aims at predicting the
outputs in a CVD process [16, 52, 120], which is relatively easier and better
understood than plasma etch process. Due to complex physical and chemical
phenomena, it has been difficult to accurately predict plasma processes [64].
However, some authors have explored VM for etching process, as summarized
below.
Cheng et al. [16] presented an illustrative example involving 300 mm
semiconductor foundry etching equipment, but no comparison of the predicted
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values with the actual measurements was reported. Zeng and Spanos [149]
applied six statistical techniques to predict etch bias for a plasma etch process,
but their results suffer from lack of accuracy. Recently, a VM system was
developed for an etching process based on various data mining techniques [59].
The authors used the actual metrology values from a preceding metrology
process and equipment sensor data to make the predictions. As stated in
the conclusion section of their work, this kind of approach would restrict the
usability of the VM system as metrology is not done at the end of each process
in semiconductor manufacturing. Some other works [75, 91] also suffer from
the same limitation. Further research should be conducted only using the
sensor data to build an accurate and reliable VM system.
Cheng et al. [15] developed a business model to measure the profitabil-
ity of VM based on in-depth manufacturing practices and metrology operations
required for semiconductor manufacturing. This paper also proposed a novel
manufacturing system that integrates automatic virtual metrology (AVM) into
the manufacturing execution system (MES). The interfaces among AVM, other
MES components, and run-to-run (R2R) modules in the novel manufacturing
system are also defined such that the total quality inspection system can be




In this work, four datasets collected from a plasma etch system at Texas
Instruments’ DMOS6 wafer fab in Dallas, Texas will be used to compare the
VM methods (presented in Section 2.3) in terms of their prediction accuracy.
The datasets contain the recorded values of 18 Optical Emission Spectroscopy
(OES) signals collected every 0.1 second (i.e., data are collected at a frequency
of 10 Hz). Our goal is to predict the output properties (etch rate and sheet
resistance) using the OES signals as the input data. The datasets also contain
the actual measurement values of the etch rate and sheet resistance in order
to evaluate the predictions accuracy of the VM methods. The actual measure-
ments of the etch depth were done using atomic force microscope (AFM). If
the etch time is known, the actual value of the etch rate can be calculated.
The sheet resistance measurements were made using the test structures similar
to those discussed in Smith et al. [108].
Sheet resistance is one of the most important electrical-test parameters
used in the semiconductor manufacturing industry to assess the electrical qual-
ity of a product. It is defined as the resistance of a square sheet of material
with current flowing parallel to the plane formed by the square sides.
Figure 2.1 shows a thin film of length L, width W, and thickness t, made
up of a material of resistivity ρ with current flowing parallel to its length. The









Figure 2.1: A thin film made up of material of resistivity ρ.
In case of a square film, L = W , and the resistance becomes equal to
the sheet resistance.




From Equation 2.2, we can observe that sheet resistance increases on
reducing film thickness. For a given etching time in a trench etch process, a
higher value of sheet resistance would indicate a reduction in etch rate because
the trench containing the conducting film would be shallower.
Four datasets were collected from a plasma etch system at Texas In-
struments’ DMOS6 wafer fab in Dallas, Texas for the wafers processed during
the periods March-April 2009, September-October 2009, July-August 2010,
and January-February 2011; these datasets will be referred to as Dataset 1,
Dataset 2, Dataset 3, and Dataset 4, respectively in this work. For the Datasets
1, 2, and 3, lot-level etch rate measurements were available. In other words,
only one wafer was actually measured for each lot (a collection of 25 wafers)
for the first three datasets. For Dataset 2, the sheet resistance values of every
wafer were also available. The input data for the first three datasets comprised
of 18 OES signals. Dataset 4 was collected from a gate etch process to figure
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out the reason behind the significantly different values of critical dimensions
(CDs) of the first two wafers of a lot as compared to the rest of the lot. Dataset
4 was composed of an input data matrix made up of 38 process variables and
output CDs for 41 lots (441 wafers).
In order to correlate the OES data with the end-of-batch properties
(etch rate and sheet resistance), the data needs to be preprocessed. OES data
are available at intervals of 0.1 second, but only one value of sheet resistance
is available per wafer. Etch rate values are available for only wafer per lot.
Therefore, the temporal behavior of the OES signals recorded during the etch
process has to be summarized by a statistic before building a VM model that
can predict etch rates and sheet resistance values. To do so, it is assumed
that the amount of film removed (etched) is directly proportional to the area
under the OES curves in the OES signal vs. time plots. The OES curves for a
sample wafer are shown in Figure 2.2. Physically, the higher intensities of the
OES signals mean that more molecules are jumping from the excited states
to the ground state. This is a result of the higher excitation caused by the
plasma leading to high etch rates. Therefore, it is reasonable to assume that
the amount removed (etched) is a linear combination of the areas under the
OES signal curves for different wavelengths as shown in Equation 2.3.
Etch rate× etch time =
18∑
i=1
ai Areai + k (2.3)
For discrete measurements, the area under each OES curve is the sum-
mation of the areas of the rectangles with height equal to the OES signal value
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Figure 2.2: Variation of 18 OES signals with time for a sample wafer. Each
curve corresponds to an OES signal. There is not much variation in the OES
signal values; the mean values of the signals are sufficient metrics to build a
regression model.
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OESi,j tsample = ¯OESi etch time (2.4)




ai ¯OESi + k (2.5)
Equations 2.3 - 2.5 suggest that it is equivalent to say whether the
amount removed is directly proportional to the area under the OES curves
or the etch rates are directly proportional to the mean values of the OES
signals. It can be noticed from Figure 2.2 that OES signal values remain
almost constant during the etch time; therefore, the mean value of each OES
signal is a good choice for the metric to be used in regression.
Equation 2.2 shows that sheet resistance Rs is inversely proportional to
the film thickness. For a given etching time, lower etch rate will yield smaller
film thickness. Hence, sheet resistance is inversely proportional to the etch
rate and the OES signals. An equation analogous to Equation 2.5 can be
written to calculate sheet resistance using the OES signals. The coefficients a





ai ¯OESi + k (2.6)
2.3 Methods
In VM literature, multiple linear regression, principal component re-
gression, and partial least squares regression have been commonly adopted to
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predict the process outputs using the input data. These methods can be used
as benchmarks for evaluating the other three methods (recursive partial least
squares, time series analysis, and Kalman filter estimation) presented in this
chapter.
2.3.1 Multiple Linear Regression
A multiple linear regression model that relates inputs x with the output
y is shown in Equation 2.7. In this work, the inputs x are the OES data, which
consist of the intensity values of the light emitted at 18 different intervals of
wavelengths. xi represents the intensity of light emitted at wavelengths en-
compassed by the ith wavelength interval and y represents the process outputs,




Cixi + ν (2.7)
ν is a Gaussian white noise term with mean zero and variance equal to
R. The coefficient matrix C is calculated by minimizing the sum of squares of
the differences between the actual measurements and the values of y obtained
from Equation 2.7. C can be utilized to make the predictions of etch rate and
sheet resistance values when new OES data are available.
2.3.2 Principal Component Regression
X = TP T + E (2.8)
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Principal component analysis (PCA) aims at decomposing a data ma-
trix X into a score matrix T and a loading matrix P . The columns of the
loading matrix P represent the principal components. These components are
orthogonal to each other and represent the directions that capture the max-
imum variation in the data matrix X. Mathematically, the decomposition
is shown in Equation 2.8. E refers to the residuals, the part of X that is
not explained by the principal components. Choosing an optimum number
of principal components is critical to obtain a useful PCA model. Too few
principal components might not capture all the important characteristics of
the data, while too many principal components might incorporate more noise
in the model. As a general rule of thumb, the number of principal components
is chosen to be the number that explains more than 80% of the variance in X.
An interested reader is referred to Geladi and Kowalski [32] for details.
In principal component regression (PCR), multiple linear regression is
carried out between the scores T of the principal components and the outputs
y. Theoretically, PCR is superior to MLR when there are numerous noisy
and correlated predictor (input) variables. Correlated input variables cause
collinearity problems and lead to inaccurate estimation of the coefficients C.
PCR removes the correlation between the input variables by providing orthog-
onal (independent) principal components. The outputs y are related to the
scores T as shown in Equation 2.9.
y = CT + ν (2.9)
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2.3.3 Partial Least Squares Regression
In PCR, the principal components are calculated without any reference
to the output variables [62]. So, the principal components that explain a
major part of the variation in independent variables may not be related to
the variation in the output variables. This leads to an inaccurate estimation
of the regression coefficients. PLS does not suffer from this problem as it has
an inner relation that correlates the scores of the independent variables with
the scores of the dependent variables, enabling better prediction power than
PCR. Furthermore, PLS has been shown to be a robust multivariate linear
regression technique [66].
Suppose that we want to build a PLS model with n principal com-
ponents for predicting the output variable matrix y using the input variable
matrix X. Then the outer relation for X is given by Equation 2.10.
X = TP T + E =
n∑
i=1
tipi + E (2.10)
T , P , and E refer to the scores, loadings, and residuals of X, respec-
tively. ti and pi are the i
th columns of T and P , respectively and represent the
ith principal component. A similar outer relation can also be written for y .
y = UQT + F =
n∑
i=1
uiqi + F (2.11)
ui = biti + ei (2.12)
The scores of matrices X and y have an inner relation given by Equation
2.12. Here, bi refers to i
th regression coefficient. After calculating the regression
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coefficients, the outputs for the new input data can be predicted. A detailed
PLS algorithm can be found in Geladi and Kowalski [32].
2.3.4 Recursive Partial Least Squares Regression
Recursive PLS regression, a recursive version of the PLS regression,
updates the model whenever new data are available. It has better adapting
capability than PLS and proves beneficial when the process changes occur.
More details can be found in Qin et al. [99]. Recursive PLS regression will be
revisited in Chapter 3.
2.3.5 Time Series Analysis
The datasets under investigation were collected from consecutive lots,
i.e., sequential in time. Time series analysis can determine any sequential
pattern present in the data. This can be done by implementing the practical
procedure proposed by Box and Jenkins [10], which consists of three stages:
identification, estimation, and diagnostic checking. After finding an optimal
model using these three stages, predictions/forecasts can be made.
At the identification stage, two functions are used to measure the degree
of correlation between the observations within a data series. These functions
are known as estimated autocorrelation function (acf) and estimated partial
autocorrelation function (pacf). They are helpful in providing a crude idea
about the patterns present in the data under investigation. These functions
can be compared with those of different ARIMA (Auto-Regressive-Integrated-
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Moving Average) models. The model whose theoretical acf and pacf closely
resemble the estimated acf and pacf of the data series can be chosen a tentative
model for the data under investigation.
At the estimation stage, precise estimates of the parameters in the
identified model are calculated. The nonlinear least-squares (NLS) technique
most commonly used for estimation is a combination of two NLS procedures,
Gauss-Newton linearization and the gradient method. This combination is
often referred to as Marquardt’s compromise [78]. Mathematical details of
this method are provided in [10, 92].
A statistically adequate model is the one whose random shocks are
statistically independent, meaning not autocorrelated. This is checked by
finding the residual acf. The ultimate application of ARIMA modeling is to
forecast future values of a time series. Once we know the model structure and
the estimated parameters, it is possible to predict the future values of etch
rates and sheet resistance.
2.3.6 Kalman Filter Estimation
To our best knowledge, no technique that takes lot-to-lot model error
into consideration has been proposed for VM so far in literature. Predictions
made in the past can be compared with the actual measurements and relevant
adjustments can be made for the future predictions. Mathematically, this
means to add a term to the prediction equation that compensates for this
bias, multiplied by a gain factor. This gain factor should be chosen such that
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the error between the predicted and actual values and the error covariance
matrix is minimized. These are features of Kalman filter, which is a well




Cixi + ν (2.13)
A linear regression model that relates inputs x with the output y is
shown in Equation 2.13. Let us assume that the output measurements are
corrupted by Gaussian white noise ν with mean zero and variance equal to R.
Although the Kalman filter [58] was designed in early 1960s to estimate
the states of dynamic or time-varying systems, it can be used on static systems
as well. Pachter and Altman [89] used this technique to determine the structure
of certain protein molecules using geometric information provided by nuclear
magnetic resonance (NMR) studies. The formulation of the Kalman filter for




xnew = xold +K(y − Cxold) (2.15)
Pnew = Pold −KCPold (2.16)
yest = Cxnew (2.17)
In the above equations, K is the Kalman gain, P is the state error
covariance matrix, and R is the measurement noise covariance matrix. The
initial value of P was chosen to be the error covariance matrix of the states in
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the training set. R was chosen to be the variance of the measurement values of
etch rates and sheet resistance in the data used for model building. xold is the
state matrix made up of OES signals and xnew is the updated state matrix. y
represents the measured values of etch rates and sheet resistance; yest denotes
the estimated values of etch rates and sheet resistance. C is the coefficient
matrix that relates the OES signals with the outputs.
2.4 Results and Discussion
In this section, we will present the prediction results of the VM meth-
ods discussed in Section 2.3. The VM methods are implemented on the four
datasets collected from a plasma etch system at Texas Instruments, Inc. (see
Section 2.2 for details). For all these datasets, 70% of the data were utilized for
model building and the rest of the data were used for model validation. The
first three datasets contain 18 OES signals and etch rate values. OES signals
are available for all the wafers in the datasets but only one value of etch rate
is available per lot (a collection of 25 wafers). First, we will be comparing the
VM methods in terms of their ability to predict etch rates at lot-level.
Sheet resistance data are available for all the wafers in Dataset 2. So,
wafer-level predictions of sheet resistance can be made using the OES signals
and will be presented next. Dataset 4 was collected from a gate etch process
to figure out the reason behind the significantly different values of critical
dimensions (CDs) of the first two wafers of a lot as compared to the rest of
the lot. Last, wafer-level predictions of CD will be made using an input data
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matrix of 38 process variables. The process variables causing a non-uniformity
in the CDs of the first and second wafers of the lots will also be identified.
2.4.1 Lot-level etch rate predictions
Equation 2.5 shows that the etch rate of a wafer is linearly proportional
to the values of OES signals averaged over wafer’s etching time. This step
provides data that are suitable for making wafer-level predictions. As only
one value of etch rate is available per lot for the first three datasets, the
data need to be preprocessed further before implementing VM methods. The
averaged values of the OES signals are further averaged over all the wafers in
a lot. The preprocessed data now contains one etch rate value and one OES
value for each of 18 OES signals per lot.
The prediction performance of the VM methods is quantified by calcu-








Table 2.1: Comparison of VM methods for the lot-level prediction of etch rate
from OES data.
VM Method MAPE (Dataset 1) MAPE (Dataset 2) MAPE (Dataset 3)
Multiple linear regression 9.6253 4.1146 20.0643
Principal component regression 4.0331 3.0607 2.8069
Partial least squares regression 3.9044 3.0560 2.7494
Recursive partial least squares regression 2.7165 3.0514 2.6956
Kalman Filter 2.2599 3.0413 2.7380
Time series analysis 1.5771 6.1600 3.5711
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In Equation 2.18, yi is the actual metrology value of the output, ŷi is the
predicted value of the output, and n is the total number of predictions. Table
2.1 contains the MAPE values obtained by using different prediction methods
for the first three datasets. Due to the correlated nature of the inputs (OES
signals), multiple linear regression (MLR) did not provide good prediction
accuracy. For a system of linear equations, condition number is a measure
of sensitivity of the solution vector to noise in the data. Mathematically, it
is the ratio of the largest singular value of the data matrix to the smallest.
A data matrix with a low condition number is said to be well-conditioned,
while a problem with a high condition number is said to be ill-conditioned.
For Datasets 1, 2, and 3, the condition numbers were found to be 2390.6,
1398.7, and 1754.8, respectively, which are orders of magnitude greater than
1. This explains why MLR estimates are unreliable and not very accurate
for all three datasets. As expected, partial least squares regression (PLSR)
provided better results than principal component regression (PCR) and MLR
for all three datasets. 14 principal components explained more than 80% of the
variation in the data. Recursive PLS regression provided the best prediction
results among all the PCA-based methods.
Time series analysis provides good predictions for Dataset 1, but not
for Datasets 2 and 3. This is because of the presence of slight upward drift in
the etch rate in the validation sets of Datasets 2 and 3, which is not identified
by the time series model. The predictions drift away from the actual measure-
ments as lot-to-lot model error is not taken into consideration. This suggests
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that it is very important to update the VM model by feeding back the model
error, so that any departure away from the target can be compensated in time.
Recursive PLS regression (R-PLSR) and Kalman filter show the best
prediction results as they update the model whenever new measurements are
available. Figure 2.3 shows the prediction results for etch rate for the training
data of Dataset 2. Dataset 2 contains input and output data for 51 lots (1121
wafers). 70 % of the data (35 lots) were used for model building/training and
the rest were used for validation. The parameters trained during the training
phase are the model coefficients of PLS and time series analysis, measurement
noise covariance R for Kalman filter, and the forgetting factor for recursive
PLS regression. As recursive PLS regression and Kalman filter update the
model coefficients whenever new data are available, training these coefficients
would not be useful. For the validation data, the prediction results of the three
best methods for Dataset 2 are shown in Figure 2.4 for direct comparison with
those of sheet resistance in Figure 2.6.
2.4.2 Wafer-level sheet resistance predictions
Although the lot-level predictions of etch rate seem fairly accurate good
as depicted by small MAPE values in Table 2.1, the correlation between the
OES signals and the etch rates was not found to be very strong; a maximum
R2 value of 0.31 was observed. To obtain better correlation between the input
and the output variables, a quality variable that was measured for each wafer
was identified. Therefore, sheet resistance data were collected for 1121 wafers
31































Figure 2.3: Comparison of VM methods for the lot-level prediction of etch
rate from OES data for Dataset 2 (training).
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Figure 2.4: Comparison of VM methods for the lot-level prediction of etch
rate from OES data for Dataset 2 (validation).
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and correlated with OES data using various VM methods. Models were built
using 70 % of the total data (784 wafers) and the rest of the data (337 wafers)
were used for validation. Sheet resistance data were available only for Dataset
2. Table 2.2 compares various VM methods in terms of MAPE and R2 values
for wafer-level predictions of sheet resistance for Dataset 2.
Table 2.2: Comparison of VM methods for the wafer-level prediction of sheet
resistance from OES data for Dataset 2.
VM Method MAPE (Dataset 2) R2 (Dataset 2)
Multiple linear regression 8.7206 0.2387
Principal component regression 7.1892 0.5462
Partial least squares regression 6.8592 0.5847
Recursive partial least squares regression 5.0700 0.7149
Kalman Filter 5.2882 0.6953
Time series analysis 8.4565 0.4002
While comparing Tables 2.1 and 2.2, it can be observed that the pre-
dictions for sheet resistance have larger MAPE values than those of the pre-
dictions for etch rate. This is because of larger variance of the sheet resistance
data as compared to the etch rate data. Table 2.3 provides signal-to-noise
(mean-to-standard deviation) ratios (SNR) for sheet resistance and etch rate
for Dataset 2. SNR of etch rate is more than thrice of SNR of sheet resistance.
MAPE is not a good choice for performance metric if the output variables have
significantly different SNR. Correlation is better described by the correlation
coefficient R2 in such situations.
Figures 2.5 and 2.6 show the prediction results for sheet resistance for
the training and validation data for Dataset 2, respectively. It is evident from
Table 2.2 and Figure 2.6 that the OES data have much better correlation with
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Figure 2.5: Comparison of VM methods for the wafer-level prediction of sheet
resistance from OES data for Dataset 2 (training).
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Figure 2.6: Comparison of VM methods for the wafer-level prediction of sheet
resistance from OES data for Dataset 2 (validation).
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Table 2.3: Signal-to-noise ratio of the measured sheet resistance and etch rate
for Dataset 2.
Output variable Signal-to-noise ratio (SNR)
Etch rate 26.5812
Sheet resistance 7.3751
the sheet resistance data as compared to the etch rate data. Sheet resistance
was observed to be a strong function of four OES signals that capture emissions
from the wavelength intervals 481-483 nm, 504-506 nm, 702.5-704.5 nm, and
776-778 nm. These wavelength intervals correspond to emissions from F , O2,
SiF4, CO, Si, and He ions. Hence, we can deduce that sheet resistance
strongly depends on the optical emissions from these ions. An etch recipe
composed of CF4 and He was used for etching Organo-silicate Glass (SiO2
with hydrocarbons at interstitial sites) in this work. In short, the modeling
results were found to be in agreement with the process chemistry.
2.4.3 Wafer-level critical dimension (CD) predictions
Dataset 4 was collected to figure out the reason behind the non-uniformity
in the etch CDs of wafers in a gate etch process. The first two wafers of the
processed lots had significantly different CDs than the rest of the lot. Dataset 4
was composed of an input data matrix made up of 38 process variables (names
of process variables not provided as it is proprietary information) and output
CDs for 41 lots (441 wafers). If we are able to predict the CDs precisely using
the process variables, we can also figure out which process variables have the
most significant effect on the output. These process variables would be the
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ones which are more likely to cause undesired non-uniformities in the output
etch CD.
The collected data needed multiple steps of preprocessing because of
the issues with the data mentioned below. The etching times for the wafers
in a lot were not the same and the process variables recorded for the wafers
were also different. These issues were overcome by building data matrices that
contained information of common process variables for the same number of
time stamps for all wafers in a lot. Another challenging feature of Dataset
4 was that the data were only recorded when the value of a process variable
changed during the process so that database memory usage was minimized.
The data for the time stamps in between two available values were filled in to
ensure a data value exists at each time stamp of processing. Normalization of
time was also required for each wafer because the time stamps in the collected
data are recorded as the time passed since a fixed time instant in the past.
After preprocessing the data, a PLS model was built to predict CDs
of the wafers using 38 process variables. As trace data were available for the
process variables, a mean value was calculated for each process variable by
averaging the values over the processing time. This data compression step
is required because only one value of CD exists for a wafer. So, the size of
input data matrix was 441× 38 and the size of the output matrix was 441× 1.
Cross validation was done to choose the number of PLS factors and the best
fit was obtained when 35 factors were used. The prediction performance of
the VM methods was quantified by calculating mean absolute percentage error
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(MAPE) (see Equation 2.18).
The PLS model provided fairly good predictions with the MAPE value
of 1.5159, which is lower than the acceptable error of 2 percent mentioned in
VM literature. Figure 2.7 shows the predicted values of CD using the PLS
model for 441 wafers. The predicted and measured values for the first and
second wafers of each lot are marked to show that most of the outliers come
from first two wafers. To obtain a good prediction model, the outliers are left
out of the dataset generally. But for this study, the data for first two wafers
for each lot are retained in order to investigate the cause behind the CD non-
uniformity. The measured values of CD are plotted against the predicted CDs
in Figure 2.8 to show the positive correlation that exists between the predicted
and measured CDs. A R2 value of 0.4324 was obtained. The equation of linear
fit was found to be y = x+ 8.78 E − 13.
As a PLS model is built using normalized data (zero mean and unit
standard deviation), the PLS model coefficients represent an unbiased contri-
bution of each input variable to the output. Figure 2.9 shows the PLS model
coefficients for 38 input variables for the gate etch process. Variable numbers
4, 6, 9, 11, 13, 27, 29, 35, and 37 have significantly larger coefficients than
the rest of the process variables. In other words, these nine process variables
have significantly larger effect on the CD values than the rest of the process
variables. Most likely, these variables are causing the undesired CD values for
the first two wafers in the lots under consideration.
In order to verify the results from the PLS model, we can plot the
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First wafer CD (measured)
First wafer CD (predicted)
Second wafer CD (measured)
Second wafer CD (predicted)
Figure 2.7: CD values predicted by PLS model are fairly close to the measured
CDs and have a Mean Absolute Percentage Error (MAPE) of 1.5159. Most of
the outliers come from first two wafers of the lots. For the gate etch process
under investigation, target CD was 81 nm.
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Figure 2.8: A positive correlation exists between the measured CDs and the
predicted CDs. A R2 value of 0.4324 was obtained. The equation of linear fit
is y = x+ 8.78E − 13.
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Figure 2.9: PLS model coefficients for 38 input process variables. Variable
numbers 4, 6, 9, 11, 13, 27, 29, 35, and 37 have significantly larger coefficients
than the rest of the process variables. Most likely, these variables are causing
the undesired CD values for the first two wafers in the lots under consideration.
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Figure 2.10: Magnitude of variable number 9 for the first wafer, second wafer,
and a normal wafer in each of 41 lots under consideration. For all the lots, the
first wafer has a very different value than a normal wafer. Therefore, variable
number 9 is one of the variables that cause a different CD value for the first
wafer as compared to other wafers in the lot.
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process variables for different wafers in a lot. A large PLS coefficient means
that the process variable has a significant effect on the etch CD. For most of
the lots, CD of the first wafer was found to be different than the rest of the
lot. Figure 2.10 shows that the value of variable number 9 is very different
for the first wafer in all the lots as compared to other wafers in the lot. This
supports the PLS result which states that variable number 9 is a significant
input variable for predicting etch CD. In Figure 2.10, the first 27 lots were
processed on a different etch tool than that processed the next 14 lots. This
is the reason for the jump in the value of variable number 9 after lot 27.
2.5 Conclusions
In this chapter, various VM methods were introduced and compared
in terms of prediction accuracy using four industrial datasets collected from a
plasma etch system at Texas Instruments, Inc. Specifically, multiple linear re-
gression (MLR), principal component regression (PCR), partial least squares
regression (PLSR), recursive partial least squares regression (R-PLSR), time
series analysis, and Kalman filter estimation were implemented to predict pro-
cess outputs such as etch rate, sheet resistance, and critical dimension (CD).
Kalman filter estimation was employed in a novel way to serve as a VM model
for predicting outputs of a static process.
First, lot-level predictions were made for etch rate using 18 optical
emission spectroscopy (OES) signals for the first three datasets. Due to the
correlated nature of the inputs (OES signals), multiple linear regression (MLR)
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did not provide good prediction accuracy. As expected, partial least squares
regression (PLSR) provided better results than principal component regression
(PCR) and MLR for all three datasets. Recursive PLS regression provided
the best prediction results among all the PCA-based methods. Time series
analysis provided good predictions for Dataset 1, but not for Datasets 2 and
3. This is because of the presence of slight upward drift in the etch rate in the
validation sets of Datasets 2 and 3, which was not identified by the time series
model. The predictions drifted away from the actual measurements as lot-to-
lot model error was not taken into consideration. This suggested that it is very
important to update the VM model by feeding back the model error, so that
any departure away from the target can be compensated in time. Recursive
PLS regression (R-PLSR) and Kalman filter showed the best prediction results
as they update the model whenever new measurements are available. However,
the correlation between the OES signals and etch rate was not found to be
very strong because only one value of measured etch rate was available per lot.
Next, to obtain better correlation between the input and the output
variables, a quality variable that was measured for each wafer was identified.
Sheet resistance data were collected for 1121 wafers and correlated with OES
data using various VM methods mentioned above. Recursive PLS regression
and Kalman filter showed the best wafer-level predictions for sheet resistance
using the OES data. It was observed that the OES data have much better
correlation with the sheet resistance data as compared to the etch rate data.
Sheet resistance was observed to be a strong function of the OES signals that
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represent the optical emissions from the gases present in the etch recipe. In
other words, the modeling results were found to be in agreement with the
process chemistry.
Last, Dataset 4 was collected from a gate etch process to figure out the
reason behind the non-uniformity in the etch CDs of wafers. The first two
wafers of the processed lots had significantly different CDs than the rest of the
lot. Dataset 4 was composed of an input data matrix made up of 38 process
variables and output CDs for 41 lots (441 wafers). After preprocessing the
data, a PLS model was built to predict CD values using the process variables.
The model predictions were found to be fairly good with a MAPE value (see
Equation 2.18) of 1.5159 and a R2 value of 0.4324. Nine process variables that
had the most significant effect on the CD were identified. Most likely, these
process variables were responsible for causing the undesired CD values for the
first two wafers in the lots under consideration.
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Chapter 3
Tailored PLS Algorithms for Handling
Unexpected Drifts and Noise in Virtual
Metrology
Chapter 2 provided a comparison of various modeling techniques using
industrial data for the etch process. Specifically, multiple linear regression,
principal component regression, partial least squares regression, recursive par-
tial least squares regression, time series analysis, and Kalman filter estimation
were compared in terms of prediction accuracy using three industrial datasets.
Kalman filter estimation was employed in a novel way to serve as a VM model
for predicting outputs of a static process. Recursive partial least squares and
Kalman filter estimation yielded better predictions than the rest of the meth-
ods.
In this chapter, we will focus on three variants of partial least squares
regression and provide simulation results using the data generated from a
generic semiconductor process model present in VM literature. The process
model will incorporate the effect of different types of process drifts and noise.
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3.1 Introduction
In semiconductor manufacturing, a wafer undergoes hundreds of pro-
cessing steps before yielding the final product. Unexpected process drifts,
shifts, and noise deteriorate the processing quality of each of these steps, which
ultimately affects the final product quality. In order to achieve high product
yield, it is imperative to quantify product quality at the end of each process-
ing step. An ideal solution would be to take measurements for every wafer
after each processing step. However, this approach can not be adopted by
the industry as it will result in very high metrology costs leading to reduced
profits.
Several researchers [52, 59, 91, 149] have suggested Virtual Metrology
(VM) as an alternative approach, which aims at the estimation of end-of-batch
properties from measurable input/process variables. Unexpected process drifts
and noise can severely hamper the accuracy of predictions made by popular
VM algorithms such as PCA, PLS [63], neural networks [64, 75], and Kalman
filter [37]. Erroneous predictions provide false information about the process,
which might lead to inferior process control and low product yield. Hence,
the transformation of the existing algorithms into more robust algorithms is
of utmost importance for realizing VM in semiconductor industry.
Some work [62, 63] has been done in the past to include the effect of
process drifts and noise in the virtual metrology model, but the authors as-
sumed that the magnitude of process drift and noise was known beforehand.
Building a PLS model with process drift as one of the input vectors makes it
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easier to track the known drift while making predictions. This model had lim-
ited prediction capability as only the known drifts can be tracked. Due to the
lack of robustness and generalization, the model would fail to track unknown
process drifts and noise. Therefore, in this chapter, an effort has been made to
tailor the existing PLS algorithm to track unexpected drifts and noise, which
would result in a robust and adaptive VM algorithm. The objective of this
work is to provide generic guidelines that will assist us to select an appropriate
VM algorithm when the process under investigation is infected by drifts and
noise.
3.2 Process Model
In order to arrive at generic conclusions, a linear process model (shown
in Equation 3.1) that describes a typical semiconductor process was simulated.
This model was proposed by Khan et al. [63]; the authors implemented it to
prove that VM has the ability to improve run-to-run control of a semiconduc-
tor process. Han et al. [41] also simulated the same model to compare different
VM algorithms, but the presented results lacked consistency and did not pro-
vide generalized guidelines for the selection of appropriate VM algorithm.
yk = ukA+ ηk + εk (3.1)
In Equation 3.1, yk is the response vector (quality variables) obtained
at the end of run k, uk is the process input (recipe settings) vector that is set
at the start of run k, A is the process gain matrix that relates the inputs to
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the outputs, ηk is the process drift vector, and εk is a white noise sequence.
Along with the linear model shown above, Han et al. [41] also simulated
a nonlinear model given by Equation 3.2. This was done to investigate the
effect of nonlinearity on the performance of prediction methods.
yk = ukAu
T
k + ηk + εk (3.2)
The simplified example simulated in this work assumes that the pro-
cesses represented by Equations 3.1 and 3.2 can be described by two input
variables (u1 and u2), six process variables (v1, v2, v3, v4, v5, and v6), and
two output variables (y1 and y2). The process variables and the process gain
matrix are chosen such that the simulation study closely mimics the true be-
havior of a semiconductor manufacturing process. The general characteristics
of a semiconductor manufacturing process are: some process variables are cor-
related with each other; not all the process variables depend on the inputs;
there is no 1-1 relationship between the inputs and the outputs; the output
variables experience different amounts of drifts and noise. Taking these fea-
tures into consideration, the process variables and the process gain matrix can
be represented by Equations 3.3 - 3.9.
v1 = 0.3u1 + 0.4u2 + 0.7 (3.3)
v2 = 0.2v1 (3.4)
v3 = 0.2u1 + 0.2η1 + 0.1 (3.5)
v4 = 0.7u1 + 0.5u2 + 0.3η1 + 0.8η2 + 0.4 (3.6)
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v5 = 0.2v1 − 0.1v4 (3.7)







As semiconductor manufacturing processes suffer from different kinds
of drifts, it is essential to incorporate various drift types in the process models
represented by Equations 3.1 and 3.2. The process drift vector ηk can be easily
modified to reflect a desired drift type. In this work, four types of process
drifts are investigated: no drift, linear rise, ramp change, and drift starting
arbitrarily during the process. Linear rise refers to a drift type that causes a
linear increase in the outputs, ramp change also exhibits a linear increase in the
outputs but the drift vanishes after some time before reappearing again, and
the drift starting arbitrarily during the process does not appear immediately
when the process starts, but takes some time to show its effect on the outputs.
3.3 Design of Experiments
Design of experiments (DOE) is a standard approach in semiconductor
industry employed to study the effect of process inputs on process outputs. The
effect of an input variable is determined by conducting experiments in which
only the value of the variable under consideration is altered; other variables
remain unchanged. DOE data is used to build the initial VM model which
later predicts the values of outputs from new input data. In this study, a
full-factorial design for two input variables was carried out. Figure 3.1 shows
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the operating points A, B, C, D, and E used to build PLS model. It should
be noted that DOE data used for model building does not suffer from process
drifts and noise, which ensures that any drift or noise present in the validation
set is unknown to the PLS model. This fact will enable us to evaluate the
robustness of VM algorithms in presence of unexpected process drifts and
noise.
Figure 3.1: Operating points for PLS model building based on a full-factorial
design.
3.4 Prediction Methods
The most popular VM algorithms till date comprise of PCA, PLS [63],
neural networks [64, 75], and Kalman filter [37]. Several researchers [63, 73, 91]
employed PLS to predict the future properties of a wafer from the current
processing conditions. The essential features of PLS include fairly easy im-
plementation, good prediction accuracy, and its ability to identify the input
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variables which affect the outputs to a great extent. However, PLS estimates
are only effective if all the variables affecting the outputs are incorporated in
the model. This limitation incapacitates the traditional PLS algorithm [32]
to track unknown process drifts and noise. Hence, in this chapter, we present
two variants of PLS algorithm that can track the unknown process drifts and
noise more effectively as compared to the conventional PLS algorithm.
Figure 3.2: Implementation of PLS to predict the values of process outputs.
3.4.1 PLS with EWMA mean update
To build a PLS model, the data has to be mean-centered (normalized)
first to ensure that only the variations around the mean value take part in the
model building. These mean values are added back to the predictions made
by the model in order to bring back the process outputs to unnormalized
space. Traditionally, these means are calculated from DOE data and kept
constant while making predictions. However, unknown process drifts and noise
can significantly change the process mean values, which must be updated to
achieve acceptable prediction accuracy. One simple way to update the mean
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value is using Exponentially Weighted Moving Average (EWMA) as shown in
Equations 3.10 and 3.11.
meani+1 = (1− λ)meani + λmi+1 (3.10)
yi+1 = zi+1 +meani+1 (3.11)
In these equations, meani+1 denotes the updated mean value to be
used for making predictions at time i + 1, mi+1 refers to the raw mean value
corresponding to the latest observations, λ is the EWMA weighing factor that
is set by user, yi+1 stands for the predicted value of y in unnormalized units
at time i+ 1, and zi+1 denotes the PLS prediction of y in scaled (normalized)
units at time i+ 1. λ denotes the weighting given to the latest measurements
to estimate the mean value of the predicted values. A high value of λ (close
to 1) means that the latest measurements reflect the true behavior of the
process and must be trusted to a high degree to estimate the mean of predicted
values. However, in presence of large measurement noise, trusting the latest
measurements might lead to inaccurate estimates of mean. A low value of λ
(close to 0) represents a more conservative update of mean values. Providing a
small weighting to the latest measurements makes the predictions more robust
to measurement noise but might lead to a sluggish response in case of a process
drift or shift. In this work, the value of λ was set to 0.3 as done in most
industrial applications.
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Figure 3.3: Selecting the data for updating the PLS model.
3.4.2 Recursive PLS
Recursive PLS (also known as Adaptive PLS) updates the PLS model
whenever new measurements are available. The input and output matrices
used for building the PLS model are augmented with the new data and a
new model is calculated. A simplified way to update the model was proposed
by Qin [99]; different types of recursive PLS algorithms such as block-wise
and forgetting-factor-based algorithms were presented. The update method-
ology adopted in this work is shown in Figure 3.3. DOE data consists of five
operating points shown in Figure 3.1. The value of the outputs at these oper-
ating points can be calculated using Equations 3.1 and 3.2 for the linear and
the nonlinear model, respectively. Process drift and noise are not considered
while calculating the outputs for DOE data in order to evaluate the prediction
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methods in presence of unexpected drift and noise.
In this methodology, the PLS model is updated every five runs. The
new model is based on five DOE runs and five latest process runs; for example,
for predicting the outputs for process runs 11 through 15, the model is based
on five DOE runs and the process runs 6 through 10. This way of selecting data
matrices to update the PLS model ensures that both the DOE data and the
latest process behavior contribute towards the new PLS model. The inclusion
of DOE data provides the new model with drift-free and noise-free information
about the process inputs and outputs, whereas the inclusion of the latest
process runs tells the model about the current behavior of the process. Table
3.1 summarizes the characteristics of PLS, PLS with EWMA mean update,
and recursive PLS.
Table 3.1: Summary of the key features of the prediction methods employed
in this work.
Prediction method PLS PLS with EWMA mean update Recursive PLS
Mean update No Yes Yes
Model update No No Yes
Decision options Model inputs Model inputs and Model inputs, EWMA factor
(v′s or v′s+u′s) EWMA factor λ λ, and moving-window size
3.5 Results and Discussion
Simulations were carried out considering different kinds of unknown
drifts and noise in process models represented by Equations 3.1 and 3.2. In
order to compare the methods fairly in terms of their predictive power, the
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Figure 3.4: Predictions made by the PLS methods in the presence of a linear
rise.
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number of principal components required to build the PLS model for all three
methods was set to two. Figure 3.4 compares the predictions made by PLS,
PLS with EWMA mean update, and recursive PLS in presence of a linear drift
and Gaussian white noise. The first five runs on x-axis represent DOE runs
followed by 20 process runs. As the model updates start after five DOE runs
and five process runs, the predictions made by all three methods overlap for
process runs 6 through 10.
It can be observed that the PLS model is unable to track the linear drift
due to no model update. For process output y1, both PLS with EWMA mean
update and recursive PLS track the actual outputs fairly well with recursive
PLS performing slightly better. For output y2, only recursive PLS tracks the
outputs closely; PLS with EWMA mean update is unable to follow the drift
because of no model update as explained below. The process gain matrix A
shown in Equation 3.9 shows that the coefficient relating the input u1 with the
output y2 is negative. When the process variables and the outputs are regressed
to form the initial PLS model based on DOE data, the PLS coefficients for the
output y2 have a negative value for the process variables that are a function
of u1. However, process variables v3 and v4 shown in Equations 3.5 and 3.6
are functions of not only u1, but are also functions of the process drift vectors
η1 and η2. Therefore, in the case of a linear drift, the values of the process
variables v3 and v4 also increase linearly leading to a negative slope in the
predictions of y2. On the other hand, recursive PLS tracks the linear drift for
both the outputs because it updates the coefficients by rebuilding the model
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every five runs.
Figures 3.5 and 3.6 compare the predictions made by PLS, PLS with
EWMA mean update, and recursive PLS in presence of a ramp change and a
linear drift starting arbitrarily during the process with Gaussian white noise,
respectively. The results were found to be similar to those of linear drift.
Recursive PLS and PLS with EWMA mean update provided fairly good pre-
dictions for y1, but only recursive PLS was able to track the drifts for y2.
The prediction performance of the three methods was quantified by
calculating mean squared errors (MSE). Mean squared errors are the means
of squared errors between the actual output values and the predicted values.






In Equation 3.12, ypredicted,i and yactual,i correspond to the predicted
and the actual values of the outputs for the ith process run, respectively. n is
the total number of process runs for which the predictions are made, which is
equal to 20 in this study. Tables 3.2 and 3.3 provide the mean squared errors
(MSE) in the predictions made by the PLS methods in presence of different
kinds of drift for the outputs y1 and y2, respectively. Similar behavior was
observed for the nonlinear model shown in Equation 3.2.
While building a PLS model, it is critical to choose the input variables
for the model carefully. Only the process inputs or both the process inputs
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Figure 3.5: Predictions made by the PLS methods in the presence of a ramp
change.
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Figure 3.6: Predictions made by the PLS methods in the presence of a linear
drift starting arbitrarily during the process.
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Table 3.2: Summary of the prediction performance of the PLS methods for the
output y1. Recursive PLS provides the best predictions for all types of drifts.
Drift type MSE (PLS) MSE (PLS with EWMA mean update) MSE (Recursive PLS)
No drift 0.0007 0.0005 0.0004
Linear rise 1.0046 0.0384 0.0137
Ramp change 0.3014 0.1686 0.0126
Arbitrary linear drift 0.3331 0.0174 0.0090
Table 3.3: Summary of the prediction performance of the PLS methods for the
output y2. Recursive PLS provides the best predictions for all types of drifts.
Drift type MSE (PLS) MSE (PLS with EWMA mean update) MSE (Recursive PLS)
No drift 0.0003 0.0001 0.0001
Linear rise 0.2578 0.2220 0.0031
Ramp change 0.0773 0.0687 0.0031
Arbitrary linear drift 0.0855 0.0754 0.0015
and the process variables can be chosen as PLS inputs. Process variables of
the model adapted in this work depend on the process inputs. Therefore,
including the process inputs in the PLS inputs might be somewhat redundant
and can prove detrimental to the prediction accuracy of the model. It was
found that choosing only the process variables as PLS inputs provided lower
MSE values as compared to the case where both the process inputs and the
process variables were chosen as PLS inputs.
An important observation was made when the process was assumed to
be infected with a large measurement noise (Gaussian white noise with zero
mean and a large standard deviation). In such situations, PLS with EWMA
mean update showed its ability to provide better predictions than recursive
PLS. Recursive PLS tracked the noisy output measurements instead of pre-
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Figure 3.7: PLS with EWMA mean update provides better predictions than
recursive PLS in the presence of large measurement noise.
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dicting the actual process outputs. PLS with EWMA mean update, being
more conservative in update, only updates the mean which is not significantly
affected by the large measurement noise. Figure 3.7 compares the predictions
made by the PLS methods in presence of a large measurement noise. It can be
seen that PLS with EWMA mean update tracks the output y1 fairly well as
compared to recursive PLS. For process output y2, recursive PLS still provides
the best estimate because of no model updating done in PLS with EWMA
mean update method as discussed earlier in this section. Tables 3.4 and 3.5
provide MSE values for different noise sizes for the process outputs y1 and y2,
respectively.
Table 3.4: Mean squared error (MSE) values for the predictions of the output
variable y1 for different sizes of measurement noise.
Measurement noise size MSE (PLS) MSE (PLS with EWMA MSE (Recursive PLS)
(% of mean value of y1) mean update)
10 1.0046 0.0384 0.0137
20 1.0046 0.0563 0.1270
30 1.0046 0.0973 0.2629
Table 3.5: Mean squared error (MSE) values for the predictions of the output
variable y2 for different sizes of measurement noise.
Measurement noise size MSE (PLS) MSE (PLS with EWMA MSE (Recursive PLS)
(% of mean value of y2) mean update)
10 0.2578 0.2220 0.0059
20 0.2578 0.2398 0.0067
30 0.2578 0.2411 0.0165
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3.6 Conclusions
In this work, two PLS variants (PLS with EWMA mean update and
recursive PLS) were proposed as robust VM algorithms that can predict pro-
cess outputs fairly well in the presence of unexpected process drifts and noise.
Three types of process drifts were simulated and it was found that recursive
PLS and PLS with EWMA mean update provided better predictions than
traditional PLS algorithm for all drift types; recursive PLS being the best
prediction method. However, in the presence of large measurement noise, PLS
with EWMA mean update provided the best predictions as it is more conser-
vative than recursive PLS in adapting to new measurements. These general
guidelines reinforce VM technology by suggesting appropriate prediction meth-
ods when unexpected process changes occur. Other modeling features such as
the selection of model inputs, tuning of the EWMA factor λ, and design of
experiments were also discussed. The next step in this direction is to imple-




Detection of Faults in Virtual Metrology
Sensors Using MPCA
The previous two chapters of this dissertation provided a comparison
of various modeling techniques using both the industrial data and the simu-
lated data. Chapter 2 compared multiple linear regression, principal compo-
nent regression, partial least squares regression, recursive partial least squares
regression, time series analysis, and Kalman filter estimation in terms of pre-
diction accuracy using three industrial datasets. Kalman filter estimation was
employed in a novel way to serve as a VM model for predicting outputs of a
static process. Recursive partial least squares and Kalman filter estimation
yielded better predictions than the rest of the methods.
Chapter 3 focused on three variants of partial least squares regres-
sion and provided simulation results using the data generated from a generic
semiconductor process model present in VM literature. The process model
incorporated the effect of different types of process drifts and noise. It was
concluded that recursive partial least squares (also known as adaptive partial
least squares) provides the best predictions as compared to other variants for a
process suffering from drifts or shifts, while partial least squares with EWMA
66
update of the mean provided the best predictions if the process is corrupted
with a large measurement noise.
4.1 Introduction
While building VM models in the earlier chapters, we assumed that
the sensor data represent the true behavior of the process and are free from
sensor faults. Any undesirable process behavior is referred to as a fault and
can be further classified into sensor faults, actuator faults, and process faults
(see Section 4.2 for more information). Any of these faults can arise while
manufacturing a product. Sensor faults are the most relevant faults for VM
as VM relies on the sensor data to predict the process outputs. A sensor
fault means that the value of a process variable registered by the sensor is
significantly different from the true value of the process variable.
The assumption of fault-free sensor data becomes invalid when mal-
functioning of a sensor corrupts the sensor data. The probability of the oc-
currence of a sensor fault in a process increases linearly with the number of
installed sensors. Currently, semiconductor manufacturing processes deploy
a large number of sensors to monitor the process behavior, which leads to a
greater risk of the occurrence of sensor faults. When a sensor fault occurs, the
corresponding sensor data are erroneous and do not represent the true behav-
ior of the process. The quality of sensor data, which serve as inputs for VM
models, has a direct effect on the quality of predicted values. In the presence
of faulty input data, an accurate VM model will provide erroneous predictions
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for the outputs. This situation is known as Garbage-In-Garbage-Out in the
process modeling terms. For using VM effectively, we need to make sure that
the data to be fed into the VM model are free from faults. The objective of
this chapter is to detect the sensor faults using MPCA. It is possible that mul-
tiple sensors are simultaneously faulty, but the likelihood of the occurrence of
simultaneous multiple sensor faults is fairly low as the sensors are independent
physical entities. In this chapter, we will focus on single sensor faults only.
In this chapter, we will provide a literature review of the popular fault
detection and identification approaches. Specifically, we will first present fault
detection using principal component analysis (PCA). PCA is able to detect
faults for a two-dimensional data matrix only, the two dimensions being time
and process variables in most cases. However, the data collected from semi-
conductor manufacturing processes are three-dimensional, with an additional
dimension for different wafers. Hence, PCA cannot be directly applied for fault
detection on data collected from a semiconductor manufacturing process. In-
stead, multiway principal component analysis (MPCA) is employed to address
this limitation of PCA (see Section 4.2.2 for details).
4.2 Fault Detection Approaches
The fault detection approaches present in the relevant literature can be
classified into two main categories: model-based and data-driven approaches.
Model-based fault detection systems [8, 30, 33, 53, 55, 126] rely on dynamic
models that are physically-based or empirically-defined. Model-based ap-
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proaches can be further divided into two kinds of approaches. The first kind of
approaches utilize state estimators and the concept of analytical redundancy,
where residuals are derived by calculating the difference between the actual
outputs of the monitored system and the outputs obtained from a mathe-
matical model and a state estimator. The second kind of approaches utilize
analytical redundancy relations (ARRs) (or parity equations) [5, 118], where
residuals are obtained through differential-algebraic relationships that are gen-
erated by using a mathematical model. A major disadvantage of these model-
based approaches is their reduced reliability when a process-model mismatch
exists, which might be a result of the uncertainty present in the model pa-
rameters. Although a few improvements have been suggested in the literature
[22, 29, 31, 142], model-based fault detection approaches are not mature and
are undergoing active research . An interested reader is referred to a compre-
hensive review of nonlinear model-based fault detection methods by Castillo
[12].
Data-driven approaches [30, 124, 125] use signal processing techniques
on plant data to extract characteristic parameters and detect abnormal con-
ditions. Data-driven approaches can be further divided into two kinds of ap-
proaches. First, computational intelligence methods [4, 90, 116, 150, 154] (also
known as artificial intelligence approaches) incorporate heuristics and rea-
soning in the fault detection decisions. Popular computational intelligence
methods reported in literature comprise of soft computing [95], neural net-
works [110, 117, 150, 154], fuzzy logic [54, 79, 90, 96], expert systems [3], pat-
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tern recognition, and machine learning [122]. An important disadvantage of
some of these computational techniques is their inability to provide physical
reasoning for fault detection results because of their black box nature. The
second kind of approaches consist of statistical process monitoring (SPM) tech-
niques, which mostly employ principal component analysis (PCA) [2, 100, 143]
and partial least squares (PLS) [76, 87, 143]. These techniques have the ability
to handle a large number of measured process variables by compressing them
into fewer directions so that the operating conditions can be visualized in lower
dimensional plots.
The multivariate SPM methods such as multiway PCA (MPCA) and
multiway PLS (MPLS) have long been used in monitoring batch processes
in the traditional chemical and petrochemical industries [65, 67, 68, 76, 84–
86, 103, 130]. Qin [100] provides an excellent review and analysis of the past
and recent SPM methods. The characteristics associated with chemical batch
processes, such as unequal batch and/or step length, unsynchronized or mis-
aligned batch trajectory, and multimodal batch trajectory distribution, usu-
ally result in non-Gaussian distributed data and deteriorate the monitoring
performance of MPCA and MPLS. To address these challenges,various data
preprocessing steps are usually required for the MPCA and MPLS methods
to achieve satisfactory monitoring performance. These preprocessing steps,
including trajectory alignment/warping, trajectory mean shift, and data un-
folding, are often performed off-line and could be difficult to automate.
In the last few decades, the multivariate SPM methods have been
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adopted to monitor semiconductor manufacturing processes. The most com-
monly used multivariate SPM methods in the semiconductor industry are
MPCA [23, 134, 135, 146–148] and MPLS [23, 137]. Similar to chemical pro-
cess monitoring, two steps are involved in SPM for semiconductor processes:
(1) correlation information among different variables is extracted by apply-
ing dimension reduction techniques to measurements of multiple variables; (2)
fault detection is performed by examining whether a test sample follows the
same correlation pattern exhibited by the normal training samples. The de-
tails of PCA and MPCA approaches for fault detection are presented in the
following two subsections. Later in Section 4.4, MPCA will be implemented
to detect faults in a benchmark dataset.
4.2.1 Principal component analysis (PCA)
In Chapter 2, we presented PCA method in detail and employed it as a
VM model to predict output values from a given set of inputs. We learnt that
PCA can extract and rank data correlations within a data matrix according to
their importance. The amount of variance captured by a particular principal
component was found to be equal to the ratio of the corresponding eigenvalue
to the sum of all the eigenvalues. In industrial applications, where hundreds
of process variables are routinely measured, the critical features of the plant
are captured by relatively fewer strong correlations. In other words, instead of
observing all the process variables, monitoring the important correlations is a
more efficient way. This enables us to reject most of the process noise as it is
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not important from process monitoring point of view.
PCA extracts important correlations from the data matrix and serves
as an efficient way to monitor industrial processes. Using historical data,
normal behavior of the process is recorded and the acceptable limits of the
fault detection indices are calculated. When new data arrive, we can map it
into the new principal component subspace and calculate the indices. If the
indices are outside the acceptable limits, we conclude that the observed data
are faulty.
Suppose process data are stored in a matrix Xraw, n x m, where n is
the number of observations and m is the number of process variables/sensors
[14, 100]. After scaling the matrix to zero mean and unit variance for each
column (process variable/sensor), the data matrix X is decomposed by PCA
as shown in Equation 4.1.
X = TP + T̃ P̃ (4.1)
where T and P represent the scores and the loading vectors that explain
the important process variations, corresponding to large eigenvalues of the co-
variance matrix of X; T̃ and P̃ represent the scores and the loading vectors
dominated by process noise , corresponding to small eigenvalues of the covari-
ance matrix of X. The vector space spanned by important loading vectors P
is referred to as principal component subspace while the space spanned by P̃
is known as residual subspace.
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The choice of the number of principal components that go to the prin-
cipal subspace and the residual subspace is a critical issue. Choosing too few
principal components for the principal subspace might not capture all the im-
portant correlations present in the process data, where as choosing too many
principal components increases the risk of incorporating more noise in the
chosen principal components. The number of principal components chosen is
bounded by a minimum value of one and a maximum value equal to the number
of process variables in the data matrix X. One can utilize process knowledge
to make a wise decision for choosing the number of principal components. For
PCA, there are numerous methods available for this choice; according to the
published literature [48, 123, 152], cross validation [136], variance of the recon-
struction error [123], and parallel analysis are considered to be robust and
reliable methods.
Determination of an appropriate number of principal components re-
quired and subsequently obtaining the scores and the loading vectors constitute
the model building part of PCA-based fault detection approach. The next part
will guide us how to quantify the degree of similarity of the newly observed
data with the historical data and conclude whether a fault has occurred or
not.
When a new observation is collected, it is compared with the historical
data of the process to find the similarities between the two. In fault detection
using PCA, first the newly collected data are normalized using the mean and
standard deviation of the historical data as shown in Equation 4.2. This
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normalization is required to calibrate the new data so that only the relative





where x is the new observation after normalization, xraw is the raw
(unnormalized) observation, xmean consists of the mean values of the process
variables calculated from historical data, and xstd consists of the standard
deviations of the process variables calculated from historical data.
After normalization, the new observation is projected to the principal
component subspace and the residual subspace. This can be thought as split-
ting up the observed data into a part that can be explained by the PCA model
and a part that represents process noise. In Equations 4.3 - 4.5, x̂ and x̃ stand
for the projections of x on the principal component subspace and the residual
subspace, respectively. P T represents the transpose of the loading vectors P
and I is the identity matrix.
x = x̂+ x̃ (4.3)
x̂ = PP Tx (4.4)
x̃ = (I − PP T )x (4.5)
Once the projection of the new observation on the principal component
subspace and the residual subspace has been obtained, we can calculate certain
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fault detection indices that quantify the amount of dissimilarity between the
observed data and the historical data. Squared prediction error, SPE (or
Q statistic) and Hotelling’s T 2 statistic are the two most commonly employed
fault detection indices. Other indices that have been proposed in the literature
are summarized in a resourceful review paper by Qin [100]. These indices are
combined index φ [106, 145], Hawkins’ statistic [56], and Mahalanobis distance
[77]. In this work, we will be focusing on SPE, T 2, and φ fault detection indices.
The SPE index quantifies the projection of the observed data on the
residual subspace. A large SPE index would mean that the projection of the
observed data in the residual subspace is large, indicating that a large portion
of the observed data cannot be explained by the principal component subspace.
This situation enables us to conclude that the observed data are faulty as they
behave quite different from the historical data. Equation 4.6 provides the
mathematical expression for the calculation of SPE.
SPE = ‖x̃‖2 = ‖(I − PP T )x‖2 = xT C̃x (4.6)
In order to use the calculated SPE value for detecting faults, we need
to calculate a SPE limit. If the calculated SPE value is more than this limit,
it can be concluded that the observed data are faulty; otherwise, the data are
quite similar to historical data and are not faulty. A mathematical expression
for calculating the SPE limit, δ2α was developed by Jackson and Mudholkar
[57] and is shown in Equation 4.7. Here, δ2α is the upper SPE limit with a
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In Equation 4.8, l refers to the number of principal components in prin-
cipal component subspace, m is the total number of variables in data matrix
X, and λj is the eigenvalue corresponding to the j
th principal component.
The variation in the principal component subspace is measured by
Hotelling’s T 2 statistic (simply known as T 2 statistic). Equation 4.10 pro-
vides the expression to calculate the T 2 statistic. In this equation, P consists
of the loading vectors, Λ stands for the eigenvalues of the covariance matrix
of data X, and D = PΛ−1P T .
T 2 = xTPΛ−1P Tx = xTDx (4.10)
Assuming that the process behaves normally and the data follow multi-
variate Gaussian distribution, the relationship between T 2 index and F distri-
bution is given by Equation 4.11. Here, Fl,n−l represents an F distribution with
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l and n-l degrees of freedom, l refers to the number of principal components
in the principal component subspace, and n is the number of observations in
the data matrix X.
n(n− l)
l(n2 − 1)
T 2 ∼ Fl,n−l (4.11)
Equation 4.11 assumes that the population mean and covariance are
estimated from the data. The upper control limit for T 2 for a confidence level
α, T 2α, is calculated as shown in Equation 4.12. If the T
2 index of the observed
data calculated from Equation 4.10 are greater than T 2α, it can be concluded
that a fault has occurred. In the case when population mean is known and










If the number of observations, n is sufficiently large so that the pop-
ulation mean and covariance can be accurately estimated from the data, the
T 2 index can be approximated by the χ2 distribution with l degrees of free-
dom. In process monitoring, this is usually the case and the T 2α value is often
calculated using Equation 4.14.




Yue and Qin [144, 145] proposed a combined index for fault detection,
which combines SPE and T 2 indices as shown in Equation 4.15. The details






















4.2.2 Multiway principal component analysis (MPCA)
In the last section, we showed how PCA can be utilized for fault de-
tection purposes. We also introduced three commonly used fault detection
indices, SPE, T 2, and φ along with their upper control limits. It can be
recalled that the data matrix X considered was two-dimensional with the ob-
servations and process variables being the two dimensions. However, in the
case of batch processes like semiconductor manufacturing, an additional di-
mension for different batches/wafers needs to be included. This gives rise to
a three-dimensional data matrix.
The data associated with the semiconductor manufacturing processes
often has unequal batch lengths as shown in Figure 4.1 and Figure 4.2a. In
other words, data are available for different number of time stamps for different
batches. Closed-loop control is the primary cause of unequal batch lengths.
78
To control and minimize the variation in the etch depth, semiconductor fabs
implement run-to-run controllers, which adjust the etch times after every run.
This adjustment of etch times leads to the variation in the durations of etch
steps and the overall wafer processing time, which results in the misalignment
of wafer trajectories. The preventive maintenance (PM) events such as in-situ
cleaning and part replacement cause shifts in the states of equipment giving rise
to multimodal batch trajectory distribution. Because of these issues with data
collected from semiconductor manufacturing processes, PCA approach cannot
be applied directly and the data need to be preprocessed first as described
below.
Figure 4.1: Characteristics of semiconductor manufacturing processes. This
figure shows unequal batch lengths and unsynchronized/misligned and multi-
modal trajectories of a process variable, pressure, for two etch steps for four
processed wafers.
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Several steps of data preprocessing are required before applying PCA
to three-dimensional data collected from a semiconductor manufacturing pro-
cess. First, trajectory alignment is applied to make batches synchronized
using dynamic time warping (DTW) [151, 153]; then, it is ensured that the
batch lengths are equal; finally, trajectory mean shift (e.g., subtracting tra-
jectory mean from observed data) is applied to make all trajectories follow a
unimodal distribution. The preprocessed three-dimensional matrix (shown in
Figure 4.2b) needs to be further unfolded into a two-dimensional matrix, where
each row will now represent a batch of the preprocessed three-dimensional ma-
trix. The two-dimensional matrix is shown in Figure 4.2c, which is ready to be
analyzed by PCA. The above procedure is termed multiway PCA or MPCA.
If the original three-dimensional matrix had a size of I × J ×K (correspond-
ing to I batches, J process variables, and K time stamps), the unfolded two-
dimensional matrix will have a size of I×JK. This type of unfolding is known
as batch-wise unfolding as it helps us to analyze the differences between the
batches and allows us to detect faulty batches. Other types of unfolding are
also possible and have been discussed by Zhang [151].
After preprocessing, the resulting two-dimensional matrix is analyzed
using the procedure outlined in Section 4.2.1. In this chapter, we will be im-
plementing MPCA to detect faults in a benchmark dataset, which is presented
in the next section.
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Figure 4.2: Data preprocessing of three-dimensional data collected from a
semiconductor manufacturing process to obtain a two-dimensional matrix that
can be analyzed using PCA. This procedure is known as multiway PCA or
MPCA.
4.3 Details of the Benchmark Dataset
The benchmark dataset used in this work was collected from an Alu-
minium stack etch process performed on a Lam 9600 plasma etch tool at Texas
Instruments Inc. [132, 134]. This process etches a TiN/Al0.5% Cu/TiN/oxide
stack with an inductively coupled BCl3/Cl2 plasma. The key parameters of
interest are the linewidth of the etched Al line, uniformity across the wafer,
and the oxide loss. The dataset consists of 108 normal wafers processed during
three experiments which were several weeks apart and 21 wafers with inten-
tionally induced faults processed during the same experiments. The complete
process recipe consists of six steps but only two etch steps (main etch and
over etch) are considered in this study. There is a significant difference in the
means and variances of the monitored variables among different experiments
because of process drifts and maintenance events.
The original dataset contains 40 variables including process setpoints,
measured variables, and controlled variables such as gas flow rates, chamber
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pressure, and RF power. The inclusion of irrelevant variables in the analysis
degrades the performance of a fault detection technique. Therefore, in this
work only 19 non-setpoint process variables are used for fault detection as
suggested by Wise et al. [134]. The physics and chemistry of the problem
suggest that these variables should be relevant to the process and the final
product state. The data for these process variables were collected by the
installed sensors that record the values at an interval of 1 second. These
process variables are listed in Table 4.1.
Table 4.1: Process variables used for fault detection in an Aluminium stack
etch process.
BCl3 flow rate Cl2 flow rate RF bottom power
RF bottom reflected power End-point detector Helium pressure
Chamber pressure RF tuner RF load
RF phase error RF power RF impedance
TCP tuner TCP phase error TCP impedance
TCP top power TCP reflected power TCP load
Vat valve
RF stands for Radio Frequency; TCP stands for Transformer Coupled
Plasma.
Each of the 21 intentionally induced faults present in the original dataset
was created by changing the value of one of the process variables (say ith pro-
cess variable) to a value different than its setpoint value. The processing of a
wafer with the changed value of the ith process variable leads to corresponding
changes in the other process variables, according to the relationship of the
ith process variable with the other process variables. In order to make the
detection possible, the value of the intentionally altered ith process variable
was reset to the original setpoint value. If the value of the ith process variable
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was not reset to the original setpoint, the same relationship of the ith process
variable with other variables would hold and would not indicate a fault. By
resetting the value to the original setpoint, the relationship of the ith process
variable with others is now different and the wafer corresponding to these data
can be detected as faulty. The details of these faults are provided in Wise et
al. [132, 134].
These faults were introduced with a limited intention of comparing sev-
eral methods in terms of their fault detection performance. He [47] performed
a fault detection study on this benchmark dataset. These intentionally in-
duced faults serve the purpose of comparing different fault detection methods
successfully, but are not suitable for performing fault identification. Fault iden-
tification aims at finding the process variable/process variables which caused a
fault in a wafer/batch and serves as the basis for obtaining reconstructed data.
As the values of the intentionally altered process variables were reset to the
original set point values, it is highly unlikely that the altered process variables
would be identified as the ones causing the faults. Rather, the other process
variables, whose values changed because of their relationship with the altered
process variables, have more chance of being identified as the ones responsible
for the faults. Hence, the faults induced in the benchmark dataset are not
suitable for performing fault identification.
We may recall that the original dataset contained data for 108 normal
wafers. A significant amount of data for one of the wafers, wafer number 56,
were missing and consequently, it was not considered in this work. In order
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to perform fault identification effectively, artificial faults were introduced in
the data corresponding to 107 normal wafers. For example, a sensor fault in
the mean value of a process variable was simulated by adding a constant bias
to the setpoint value of the process variable. These artificial faults appear
more promising than the ones in the original dataset for performing fault
identification as the values of the altered process variables are not reset to
their setpoint values. Using the artificial faults, the chance of the altered
process variable getting identified as the one causing the fault is much more
than its chance while using the faults present in the original dataset.
The next section presents the implementation of MPCA to detect the
artificial faults discussed in this section. Effects of EWMA filtering and the
number of principal components held in the principal component subspace on
the fault detection performance of MPCA are also discussed.
4.4 Fault Detection Using MPCA
As discussed in the last section, artificial faults were created using data
for normal 107 wafers of the benchmark dataset. The processing times of
these wafers were quite different from each other and are plotted in Figure 4.3.
It should be noted that these times represent the duration of the main etch
and over etch steps only. Preprocessing was carried out to ensure that all the
batches are of same length, which will be the equal to the length of the batch
with the shortest processing time (95 for this dataset). After preprocessing,
three-dimensional data were unfolded to form a two-dimensional matrix. For
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this dataset, the three-dimensional data are of size 107 (wafers) X 19 (process
variables) X 95 (time stamps), which was unfolded to form a two-dimensional
matrix of size 107 X 19*95. The first 95 columns of the two-dimensional
matrix hold values of the first process variable for 95 time stamps; the next 95
columns contain values of the second process variable for 95 time stamps and
so on. Finally, the data in the two-dimensional matrix were normalized using
Equation 4.2.
Figure 4.3: Processing times for the normal (fault-free) wafers in the bench-
mark dataset. These times represent the duration of the main etch and over
etch steps only. The data need to be preprocessed before detecting faults using
MPCA.
85
4.4.1 Fault detection results using MPCA
After obtaining the normalized and preprocessed data for the normal
107 wafers of the benchmark dataset, a PCA model was built as described
in Section 4.2.1. The control limits for the fault detection indices, SPE, T 2,
and φ were also calculated. Faulty data are required to meet our objective
of performing fault detection using MPCA. Faulty data were created by in-
troducing artificial faults in the data for 107 normal wafers. Specifically, for
this section, constant biases were added to the normal/setpoint values of the
process variables to simulate sensor faults. Addition of a constant bias to the
values of a process variable for all time stamps is equivalent to adding a bias
to the mean value of the process variable. In this study, 19 such sensor faults
were introduced by adding a constant bias to one of the process variables at a
time. In other words, the first sensor fault was created by adding a constant
bias to the first process variable, the second sensor fault was created by adding
a constant bias to the second process variable, and so on (see Table 4.1 for
the list of 19 process variables). The sensor faults were introduced in this
manner to investigate the detectability of the faults in each of these 19 process
variables using MPCA. Sensor faults with a constant bias are the simplest and
the most frequently occurring type of sensor faults; other kinds of sensor faults
will be discussed later in Section 5.2.3. We are considering the simplest sensor
faults first in order to observe the best fault detection performance of MPCA.
If any other fault detection method provides better detection for these faults,
we can conclude that it is a superior fault detection method than MPCA.
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Figure 4.4: Fault detection using MPCA. 14 faults present in the mean values
of the process variables are detected.
Figure 4.5: Fault detection using MPCA. Zoomed-in view of Figure 4.4.
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Figure 4.6: Fault detection using MPCA. Zoomed-in view of Figure 4.5.
Figures 4.4-4.6 show the fault detection results for 19 sensor faults
using MPCA. Three fault detection indices, SPE, T 2, and φ were calculated
for these 19 faulty wafers along with the control limits of the indices. As SPE
index quantifies the projection of the observed data on the residual subspace,
more faults were detected using the SPE index as compared to the T 2 index.
In other words, SPE is a more useful index than the T 2 index for detecting
sensor faults. In this study, SPE, T 2, and φ indices were able to detect 14, 13,
and 14 faults out of 19 sensor faults, respectively.
In Figure 4.4, it is evident that SPE indices of the first and the second
faults are very large as compared to those of the rest of the faults. It can be
recalled that the first and the second faults were introduced by adding constant
biases to the first and the second process variables, respectively. The first two
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process variables had significantly smaller standard deviations as compared
to the rest of the process variables, resulting in large values after normalizing
using Equation 4.2. As the size of the normalized values of the process variables
directly affects the SPE indices (see Equation 4.6), the SPE indices of the first
two faults are found to be relatively larger than those of the other faults.
4.4.2 Effect of fault magnitude/size on fault detection performance
The magnitudes of the introduced faults were chosen to be 20 % of the
mean values of the process variables. For example, to simulate the first fault, a
constant bias of magnitude equal to 20 % of the mean value of the first process
variable was added to the normal/setpoint value of the first process variable.
The magnitude of the introduced fault affects the detection performance of
a fault detection method. The influence of the magnitudes of sensor faults
on the fault detection performance of MPCA is studied next. Sensor faults
with magnitudes equal to 1%, 5%, 10%, and 40% of the mean values of the
process variables were simulated. The number of faults of different magnitudes
detected by SPE, T 2, and φ indices are provided in Table 4.2. It is apparent
that the faults with large magnitudes are detected more easily as compared
to the ones with relatively smaller magnitudes. Large fault magnitudes lead
to large values of fault detection indices, which overshoot the upper control
limits indicating the occurrence of a fault.
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Table 4.2: Influence of the fault magnitude/size on the fault detection perfor-
mance of MPCA (19 sensor faults were introduced). The fault magnitude is
expressed in terms of the percentage of the mean value of process variables.
Faults with larger magnitudes are detected more easily than the faults with
relatively smaller magnitudes.
Fault magnitude/size Faults detected by SPE Faults detected by T 2 Faults detected by φ
1 9 2 6
5 13 9 13
10 13 11 13
20 14 13 14
40 15 13 14
4.4.3 Effect of confidence level (α) on fault detection performance
A confidence level of 95 % was used to calculate the control limits of the
fault detection indices for the simulation results provided in Figure 4.4.1 and
Table 4.2. This means that when the value of a fault detection index for a wafer
is more than its control limit, we can conclude with 95 % confidence that the
wafer is faulty. For a Gaussian distribution, 95 % of the data points fall within
two standard deviations from the mean. In other words, the wafers with a value
of the fault detection index greater than two standard deviations away from the
mean are considered as faulty. The performance of a fault detection method
is a function of confidence level value (α). Particulary, the value of confidence
level is set to calculate the control limits of the fault detection indices as
shown in Equation 4.7 for calculating SPE control limit and Equations 4.12-
4.14 for T 2 control limit. A higher value of confidence level will leave a smaller
room for the occurrence of false alarms. So, a higher confidence level typically
corresponds to higher control limits. Due to higher control limits, less number
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of faults will be detected. In essence, a higher confidence level will lead to
detection of a lower number of faults, but these detections are very likely to
be the actual faults, not false alarms. Table 4.3 shows the calculated control
limits of the fault detection indices and the number of faults detected out of
19 sensor faults for different values of confidence level (α). The magnitudes of
the introduced faults were chosen to be 20 % of the mean values of the process
variables for these simulations.
Table 4.3: Influence of the confidence level (α) on the fault detection perfor-
mance of MPCA (19 sensor faults were introduced). A higher confidence level
will lead to detection of lesser number of faults because of higher control limits,
but these detections are very likely to be the actual faults, not false alarms.
Confidence level (%) 70 80 90 95 99
SPE control limit 224.15 238.57 261.09 281.74 325.24
T 2 control limit 86.12 90.41 96.58 101.88 112.33
φ control limit 1.57 1.63 1.71 1.77 1.82
Faults detected by SPE 15 15 14 14 14
Faults detected by T 2 16 15 13 13 12
Faults detected by φ 16 15 14 14 14
4.4.4 False alarms
A false alarm refers to a situation when the process is operating under
normal conditions, but the fault detection system indicates the presence of a
fault. In other words, the values of fault detection indices are found to be above
the control limits even when the process is operating normally. Besides being
sensitive to faults, generating very few false alarms is an essential feature of a
reliable fault detection method. Ideally, a fault detection system must show
zero false alarms. Generating a large number of false alarms is detrimental
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to the economics of a process as false alarms lead to wasting of resources and
reducing the process throughput.
Figure 4.7: SPE indices for 107 normal wafers using MPCA. Twelve false
alarms were observed, i.e., the SPE indices were found to be more than the
SPE control limit for twelve normal wafers.
We can employ the PCA model built in Section 4.4.1 to observe whether
MPCA causes false alarms. Instead of creating artificial faulty data as done
in Section 4.4.1, the normal data for 107 were used to investigate if any false
alarms were raised. MPCA wrongly recognized twelve normal wafers as faulty
wafers, i.e., twelve false alarms were raised as shown in Figure 4.7. A confidence
level of 95% was used to calculate the control limits for the fault detection
indices, which means 5 out of 100 detections might be false alarms. MPCA
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raised many more false alarms than those expected for a confidence level of
95%.
4.4.5 Limitations of MPCA
In Section 4.4.1, MPCA was employed to detect artificially induced
faults in the benchmark dataset. Several preprocessing steps were required
before the data were sufficient for building the PCA model. MPCA provided
fairly good fault detection results, but was unable to detect all the artificially
induced faults (19 sensor faults were induced in this study). Section 4.4.4 was
presented to assess the performance of MPCA when applied to normal data.
MPCA raised 12 false alarms for the data of 107 normal wafers, which were
many more than those expected for a confidence level of 95%. This section
will discuss the limitations of MPCA, which led to the fault detection results
presented in Sections 4.4.1 and 4.4.4.
The first limitation of MPCA is that the data need to be preprocessed
before an effective PCA model can be built. Commonly used preprocess-
ing steps for the data collected from semiconductor manufacturing include
making the batch lengths equal, batch trajectory synchronization/alignment,
and mean shift to ensure that data follow a unimodal distribution. Typically,
these data preprocessing steps improve monitoring performance by making the
preprocessed data conform more closely to a multivariate Gaussian distribu-
tion. However, there are some disadvantages associated with the preprocessing
of data. First, the data preprocessing procedures such as trajectory align-
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ment/synchronization often require human intervention, which makes the au-
tomation of process monitoring difficult. Second, the data preprocessing may
distort process information and result in deteriorated monitoring performance
[153].
In the high-mix production environment of semiconductor manufac-
turing fabs, it is possible to have hundreds of different products running on
the same piece of equipment. If data unfolding and alignment are needed to
perform fault detection, different PCA models are needed for different prod-
ucts because different products usually have different batch durations. As a
result, the data preprocessing steps required in the high-mix production envi-
ronment make the model building and maintenance extremely labor intensive.
In addition, due to fast pace of development in semiconductor technology,
old products are continuously replaced with new more advanced products .
Therefore, new models need to be developed continuously for the new prod-
ucts. For example, by the year 2006, there were more than 7,000 active fault
detection and classification models at IBM [1] and over 30,000 models at Intel
[81]. In essence, it is highly desirable to minimize or eliminate the required
data preprocessing steps without sacrificing monitoring performance due to
the overwhelming effort required to carry out these steps.
The second limitation of MPCA when applied to fault detection is
its assumption of Gaussian distributed data. Specifically, the assumption of
Gaussian distributed data is made while calculating the control limits for the
SPE and T 2 indices using Equation 4.7 and Equations 4.12-4.14, respectively.
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The assumption behind the control limit for SPE is that the variables in the
unfolded matrix have a multivariate Gaussian distribution with population
mean equal to zero [57, 86]. The control limit of T 2 is determined with the
assumption that the scores follow a multivariate Gaussian distribution with
population mean equal to zero and estimated covariance matrix Λ [86, 121].
It should be noted that no assumption about the data distribution is made
when PCA and MPCA are applied to reduce data dimensionality or to find
patterns/clusters in the data.
For most semiconductor processes, the assumption of multivariate Gaus-
sian distribution for the unfolded variables or the scores is violated because of
the misaligned batch trajectories and the process mean shifts following tool
maintenance events. Figure 4.8 shows the distributions of two process vari-
ables, BCl3 flow rate and Cl2 flow rate, present in the benchmark dataset.
The fitted probability density functions (pdfs) of Gaussian distributions are
also plotted. It is evident that the distributions of these process variables are
far different from Gaussian distribution. The non-Gaussian distributed data
is one of the major factors that affect the performance of MPCA when used
for fault detection.
The third limitation of MPCA is that it is a second-order method, which
only considers the mean and the variance-covariance of the data. Therefore,
MPCA lacks the capability of providing higher-order representations of the
data collected from semiconductor manufacturing processes, which is often




Figure 4.8: Histograms of two process variables from the benchmark dataset
measured at a fixed time stamp for all the normal wafers (a) BCl3 flow rate;
(b) Cl2 flow rate. Clearly the distributions of these process variables are not
close to a Gaussian distribution.
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4.4.6 Fault detection using MPCA with EWMA filtering of resid-
uals
We saw in the last section that the non-Gaussian nature of the data
collected from semiconductor manufacturing processes poses serious challenges
to the fault detection performance of MPCA. When the data are not normally
distributed, undesirable false alarms are generated as shown in Figure 4.7. To
reduce false alarms, Exponentially-Weighted-Moving-Average (EWMA) filter-
ing can be applied to the residuals [104]. Here, the projections of the observed
data on the residual subspace are referred to as residuals, which are calculated
using Equation 4.5. Since an EWMA filter calculates a weighted average of a
group of data samples in a moving window, the filtered residuals are closer to
the normal distribution than the unfiltered residuals. This statement is sup-
ported by the popular Central Limit Theorem (CLT) [19] in statistics which
states that:
“Whatever be the distributions of the independent variables ξv - subject
to certain very general conditions - the sum ξ = ξ1 + ξ2 + ...... + ξn is
asymptotically normal (m, σ), where
m = m1 +m2 + ......+mn (4.17)
σ2 = σ21 + σ
2
2 + ......+ σ
2
n (4.18)
mv and σv are the mean and standard deviation of ξv, respectively”. Some
extensions of the classical CLT have been established in the literature [20, 97].
97
ēk = (I − Γ)ēk−1 + Γx̃k (4.19)
The general EWMA expression for residuals is given by Equation 4.19,
where ēk and x̃k are the filtered and the unfiltered residual values for sample
k, respectively. Γ denotes a diagonal matrix whose diagonal elements are the
forgetting factors for the residuals. The value of Γ can be chosen to detect
a particular kind of fault. Typically, Γ close to identity favors the detection
of variance changes in the data, while Γ close to zero is more sensitive to the
changes in mean values of the data. Therefore, the diagonal elements of Γ
can be adjusted according to the type of fault to be detected in each process
variable/sensor. Dunia et al. [25] have presented a few examples for choosing
the forgetting factors for EWMA filters.
In order to demonstrate the capability of EWMA filtering to improve
the normality of data obtained from a non-Gaussian distribution, we present
the following simple example. Ten thousand random numbers were generated
from the interval (0,1) using a uniform distribution to represent the residuals
of Equation 4.19. The filtered values of the residuals were calculated by setting
Γ equal to 0.1. Figure 4.9 shows the obtained filtered values of the residuals.
It can be seen in Figure 4.9(a) that the histogram of the filtered residuals
roughly resembles that of a normal distribution. The corresponding q-q plot
is provided in Figure 4.9(b), which shows that the quantiles of the filtered
residuals almost overlap the quantiles of the standard normal distribution. A




Figure 4.9: Filtered residuals obtained by setting the EWMA forgetting factor
(Γ) equal to 0.1 (a) Histogram (b) q-q plot. The filtered residuals conform
better to the normal distribution than the unfiltered residuals (generated from
a uniform distribution).
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residual value. This means that the obtained filtered values will be averaged
over more unfiltered values as compared to the filtered values obtained using
a larger value of Γ. The increased averaging effect is the reason behind the
improved normality of the residuals. Hence, we can conclude that EWMA
filtering leads to an improvement in the normality of the residuals.
Qin et al. [104] and Dunia et al. [25] have provided examples to
demonstrate the use of EWMA filtering of residuals. However, the value of Γ
was chosen to be 0.1 in the examples studied in both of these references. No
simulations or results were reported for the values of Γ close to unity. The
simple example simulated in our study reveals that EWMA filtering is unable
to improve the normality of the residuals if the chosen value of Γ is close
to unity. A larger value of Γ leads to a larger weighting of the most recent
unfiltered residual value, which reduces the averaging effect and causes the
filtered residuals to behave more like the unfiltered residuals. If the value of
Γ is set to unity, there will be no filtering and the obtained filtered residuals
will have the same distribution as that of the unfiltered residuals (uniform
distribution in this case). Figures 4.10(a) and 4.10(b) show the histogram
and the q-q plot of the filtered residuals using a Γ value of 0.9, respectively.
It is evident that the distribution of the filtered residuals is quite different
from a normal distribution; in fact, it resembles a uniform distribution more.
In essence, the ability of EWMA filtering to improve the normality of the
residuals strongly depends on the value of the EWMA forgetting factor, Γ.




Figure 4.10: Filtered residuals obtained by setting the EWMA forgetting fac-
tor (Γ) equal to 0.9 (a) Histogram (b) q-q plot. EWMA filtering fails to
improve the normality of the residuals. The filtered residuals resemble the
distribution of the unfiltered residuals (uniform distribution) more than the
normal distribution.
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detection of variance changes in the data, while Γ close to zero is more sensitive
to the changes in mean values of the data. Because EWMA filtering has the
potential to improve the normality of the residuals only for small values of Γ,
we can say that EWMA filtering improves the fault detection performance of
MPCA only when the faults are present in the mean values of the data.





In order to detect faults using the filtered values of residuals, a new
fault detection index ¯SPE is calculated using Equation 4.20. This equation
is analogous to Equation 4.6 with the unfiltered residual x̃ being replaced by
the filtered residual ē. The corresponding control limit for ¯SPE is given by
Equation 4.21. In this equation, δ̄2α is the control limit for ¯SPE, γ is the
EWMA forgetting factor assuming Γ=γI, and δ2α is the control limit for SPE
calculated using Equation 4.7. It should be noted that δ̄2α is smaller than δ
2
α
for γ values between zero and one. The two limits are equal when γ is equal to
one (no filtering). In other words, ¯SPE defines a tighter control region than
SPE because of filtering. An interested reader can find the derivation of this
limit in Qin et al. [104].
Figure 4.11 illustrates the benefit of performing EWMA filtering of the
residuals obtained while employing MPCA for fault detection. Without any
filtering, twelve false alarms were raised as mentioned in Section 4.4.4. EWMA
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Figure 4.11: ¯SPE indices for 107 normal wafers using MPCA with EWMA
filtering of residuals using a forgetting factor (γ) value of 0.1. The number
of false alarms is reduced to ten; twelve false alarms were observed when no
filtering was used. It is evident that all the false alarms occur at the start
of filtering and no false alarms are generated once ¯SPE falls below the ¯SPE
control limit.
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filtering smooths out the residuals, causing much smaller values of ¯SPE. In
this study, ten false alarms were observed after EWMA filtering of residuals.
According to Equation 4.19, the filtered residuals of the previous wafer
are required to calculate the filtered residuals for the current wafer. For the
first wafer, no previous filtered residuals are available. Therefore, the filtered
residual values are assumed to be same as the unfiltered values for the first
wafer; ¯SPE value for the first wafer will be equal to a much larger SPE value.
EWMA filtering starts to smooth out the unfiltered residuals second wafer
onwards and causes a gradual reduction in the values of ¯SPE. As a result, false
alarms occur at the start of filtering (for first ten wafers in this simulation). It
is evident from Figure 4.11 that EWMA filtering successfully avoids generating
false alarms once ¯SPE value falls below the ¯SPE control limit. Despite the
demonstrated benefit of reducing false alarms, EWMA filtering of the residuals
has a few limitations, which will be discussed in Section 5.2.3.
4.5 Conclusions
For a successful implementation of virtual metrology (VM), we need to
make sure that the data entering the VM model are free from faults. Sensor
faults are the most relevant faults in the context of VM as VM relies on
the sensor data to predict the process outputs. When a sensor fault occurs,
the corresponding sensor data are erroneous and do not represent the true
behavior of the process. The quality of sensor data, which serve as inputs
for VM models, has a direct effect on the quality of predicted values. In the
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presence of faulty input data, an accurate VM model will provide erroneous
predictions of the outputs. This situation is known as Garbage-In-Garbage-
Out in the process modeling terms. The first step for the removal of effect
of sensor faults from the sensor data is fault detection, which was done using
MPCA in this chapter.
In order to compare the performance of various fault detection methods,
a benchmark dataset (see Section 4.3) was utilized. The dataset consisted of
processing data of 108 normal wafers and 21 faulty wafers. However, the faults
in this dataset were introduced with a limited intention of comparing several
methods in terms of their fault detection performance only. These intention-
ally induced faults serve the purpose of comparing different fault detection
methods successfully, but are not suitable for performing fault identification
and reconstruction (see Chapter 5 for details).
First, we presented fault detection using principal component analy-
sis (PCA). PCA is able to detect faults for a two-dimensional data matrix
only, the two dimensions being time and process variables in most cases.
However, the data collected from a semiconductor manufacturing process are
three-dimensional, with an additional dimension for different wafers. Hence,
PCA cannot be directly applied for fault detection on data collected from a
semiconductor manufacturing process. Instead, multiway principal component
analysis (MPCA) is employed to address this limitation of PCA (see Section
4.2.2 for details).
MPCA was implemented to detect the artificial faults induced in the
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benchmark dataset. The effect of the fault magnitude and the confidence level
(α) on the fault detection performance of MPCA was also studied. It was found
that MPCA raised several false alarms (i.e., MPCA indicated the presence of
a fault for the fault-free data). Next, we presented a variation of MPCA that
reduces false alarms by EWMA filtering of the residuals. MPCA with EWMA
filtering of residuals detected less faults than MPCA for all the fault types.
Due to the filtering of the residuals, the effect of the faults appears slowly
in the filtered residuals. MPCA with EWMA filtering of residuals provided
better detection when a small value of the EWMA forgetting factor (Γ) was
used, which favors the detection of mean faults. So, it detected more mean
faults than the variance faults. The only advantage of using EWMA filtering is
that it leads to fewer false alarms than MPCA. It was observed that both the
MPCA-based methods were able to detect more mean and variance faults than
the skewness and kurtosis faults. This is due to the fact that MPCA-based




Detection, Identification, and Reconstruction
of Faults in Virtual Metrology Sensors
5.1 Introduction
The objective of this chapter is to remove the effect of sensor faults
from the sensor data and feed the corrected (reconstructed) sensor data to
the VM model. Figure 5.1 summarizes the approach that will be adopted
in this chapter. First, the sensor data are analyzed to detect sensor faults.
Once the sensor faults are detected, the next step is to figure out which sensor
contains the fault. It is possible that multiple sensors are simultaneously
faulty, but the likelihood of the occurrence of simultaneous multiple sensor
faults is fairly low as the sensors are independent physical entities. In this
chapter, we will focus on single sensor faults only. After knowing which sensor
is faulty, the magnitude of the fault is estimated. Fault-free sensor data can
be constructed by removing the effect of the identified sensor faults from the
faulty sensor data. Mathematically, fault-free sensor data are obtained by
subtracting the estimated magnitudes of the faults from the faulty sensors
present in the data. Finally, the reconstructed (fault-free) data are fed into
the VM model to predict the process outputs.
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Figure 5.1: Summary of the approach adopted in this chapter.
In Chapter 4, we implemented MPCA for detection of sensor faults
and discussed its limitations when employed for a semiconductor manufactur-
ing process. In this chapter, we will present a statistics pattern analysis (SPA)
based fault detection method that performs PCA on the statistics of the pro-
cess variables unlike the traditional PCA and MPCA methods that perform
PCA on the temporal values of the process variables. The advantages of SPA
method over the PCA and MPCA methods will be discussed in the context of
semiconductor manufacturing (see Section 5.2 for details).
Next, we will present and discuss three well-known fault identification
methods present in literature. Specifically, these include contribution plot ap-
proach, reconstruction-based contribution (RBC) approach, and sensor valid-
ity index (SVI) approach (see Sections 5.3.1 - 5.3.3 for details). The magnitude
of the fault will be estimated by minimizing the fault detection indices, SPE,
T 2, or φ (see Section 5.3.5 for details).
The fault detection, identification, and reconstruction performance of
the above methods will be compared using a benchmark etch dataset. This
comparison will enable us to determine the approaches that are the well-suited
for correcting faults present in sensor data, which serve as inputs for VM
models.
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5.2 Fault Detection Using Statistics Pattern Analysis
(SPA)
5.2.1 Motivation
As discussed in Section 4.2, data-driven fault detection approaches com-
prise of computational intelligence approaches and statistical process monitor-
ing (SPM) methods. Pattern classification based monitoring (PCM) methods
are an important class of computational intelligence approaches. Several PCM
methods, which make use of the fault detection k-nearest-neighbor rule (FD-
kNN) [13, 14, 43–46] and Mahalanobis distance [42, 109, 119] to reduce data
preprocessing steps, have been developed recently. These PCM methods per-
form fault detection based on the simple idea that the trajectory of a normal
sample is similar to those of the normal training samples, while the trajectory
of a faulty sample exhibits some deviation from those of the normal train-
ing samples. The PCM methods utilize the complete training data to obtain
a model for normal operating conditions. By doing so, the process nonlin-
earity and non-normality under normal operating conditions can be captured
directly by the PCM methods. The number of the required training samples
can be significantly reduced because batch unfolding is not needed; it may be
recalled that batch unfolding in MPCA gives rise to a large number of vari-
ables, which require a huge amount of training data to build a PCA model.
Another advantage of using PCM methods is that they seem to offer better
fault detection performance as compared to the SPM methods in many cases
[44, 69]. However, the PCM methods still require batch trajectory alignment
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to make batch trajectories synchronized and of equal length, and usually re-
quire larger data storage space and longer computation times as compared to
the SPM methods.
Recently, He and Wang [47] proposed a novel process monitoring frame-
work called Statistics Pattern Analysis (SPA) to eliminate the data prepro-
cessing steps mentioned above. The main difference between the traditional
MPCA-based and the proposed SPA-based fault detection methods is that
MPCA monitors the process variables, while SPA monitors various statistics
of the process variables. In other words, singular value decomposition (SVD)
is usually applied to the measurements of the process variables in MPCA. The
obtained model captures the dominant correlations of process variables under
normal operation, and the new measurements of the process variables are pro-
jected onto the MPCA model to perform fault detection. On the other hand,
SVD is applied to the statistics calculated from process measurements under
normal operation in SPA. The obtained model captures the dominant correla-
tions of the statistics, and the statistics calculated from the new measurements
are projected onto the model to perform fault detection. The statistics that
capture different characteristics of the process can be selected to model the
normal process operation, and process nonlinearity and non-normality can be
quantified explicitly and used for process monitoring.
110
5.2.2 SPA framework
Batch statistics are monitored in the SPA-based fault detection method
unlike traditional fault detection methods which monitor process variables. A
statistics pattern (SP) is a collection of various statistics calculated from a
batch trajectory, which capture the characteristics of each variable (e.g. mean
and variance) as well as the interactions among different variables (e.g. co-
variance). The basic idea of the SPA framework is that the SPs of normal
batches follow a similar pattern known as normal pattern, while the SPs of
abnormal batches show some deviations from the normal pattern. The idea
is supported by the fact that different batches processed on the same equip-
ment are governed by the same physical/chemical mechanisms such as mass
transport, kinetics, and thermodynamics.
Figure 5.2: Illustration of the SPA framework. (a) Original batches of un-
equal length; (b) Statistics pattern (SP) generation; (c) Fault detection using
dissimilarity quantification.
Figure 5.2 illustrates the two steps involved in performing fault detec-
tion using SPA. The first step is to generate a SP, which extracts the char-
acteristics of a batch trajectory by calculating various statistics. The second
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step is dissimilarity quantification and fault detection, where we quantify the
dissimilarities among the SPs of normal batches and determine the control
limit of the dissimilarity associated with a normal batch. The two steps are
described in more detail as follows.
X =

x1(1) x1(2) · · · x1(d)





xv(1) xv(2) · · · xv(d)
 (5.1)
Equation 5.1 shows a matrix X, which contains data collected from the
processing of a batch. The size of matrix X is v × d, where v is the number
of the recorded process variables and d is the number of time stamps. X
corresponds to the highlighted layer shown in Figure 5.2a.
In this work, SP is made up of four batch statistics: mean, vari-
ance/covariance, skewness, and kurtosis. The mathematical expressions of
these statistics are provided in Equations 5.2 - 5.6. In Equation 5.2, SPn
stands for the SP of the nth batch. µ, Σ, γ, and κ contain the means, vari-
ances/covariances, skewnesses, and kurtoses, respectively, of v process vari-
ables for the nth batch.
SPn = [µ Σ γ κ] (5.2)
































For v process variables, µ, Σ, γ, and κ will have v, v2, v, and v elements,
respectively for each batch. Assuming we have data for m batches/wafers, SPn
shown in Equation 5.2 will form nth row of the SP matrix representing all the
batches, which will be of size m × v(v + 3). The selection of batch statis-
tics can be modified to capture specific process characteristics. For example,
higher-order statistics (HOS) can be included to capture the process dynam-
ics, nonlinearity, and non-normality. Although different batches may vary in
batch lengths, same process variables are recorded for all of them. Therefore,
SPns obtained from different batches will always have the same dimensions of
1× v(v + 3) and no data preprocessing will be needed for generating SP. The
number of columns in the SP matrix can be reduced by utilizing the symmetric
nature of the covariance matrix Σ. By including the upper triangular part of Σ





. As the batch duration
d is usually much larger than the number of process variables v, the size of the





) is much smaller than the size of the unfolded data
matrix used in the MPCA method (m× vd).
After generating the SP matrix based on normal batches/wafers, we
can build a PCA model as described in Section 4.2.1. In Section 4.2.1, we
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suggested to build a PCA model using the data matrix of process variables,
but for SPA we will build a PCA on the SP matrix. Important correlations
between different batch statistics will be extracted, which can be utilized for
fault detection. Three fault detection indices, SPE, T 2, and φ along with
their control limits can be calculated using SP matrix as described in Section
4.2.1. To employ SPA for fault detection, SPn of the new batch is calculated
first. Then, the fault detection indices are calculated and compared with their
respective control limits to detect faults. If the fault detection indices of the
new batch are below their respective control limits, the new batch is classified
as a normal batch; otherwise, it is classified as a faulty batch.
5.2.3 Fault detection results using SPA
In the last subsection, we presented the details of the SPA framework.
In this section, we will be performing fault detection using SPA on the bench-
mark dataset (see Section 4.3 for details). The benchmark dataset consists
of data collected for 19 process variables for 107 normal wafers. SP of each
batch is made up of 245 (19+190+18+18) elements which include 19 mean val-
ues of 19 process variables, 190 variances/covariances of 19 process variables
(only upper triangular part of the covariance matrix required), 18 skewnesses
for 18 process variables, and 18 kurtoses for 18 process variables (one pro-
cess variable, RF bottom reflected power, has zero variance which makes its
skewness and kurtosis indefinite). The SP matrix representing all the batches




Figure 5.3: Histograms and q-q plots of the means for two process variables
from the benchmark dataset for all the normal wafers (a and b) BCl3 flow
rate; (c and d) Cl2 flow rate. Clearly, the distributions of the means are quite




Figure 5.4: Histograms and q-q plots of the variances for two process variables
from the benchmark dataset for all the normal wafers (a and b) BCl3 flow
rate; (c and d) Cl2 flow rate. Clearly, the distributions of the variances are




Figure 5.5: Histograms and q-q plots of the skewnesses for two process vari-
ables from the benchmark dataset for all the normal wafers (a and b) BCl3
flow rate; (c and d) Cl2 flow rate. Clearly, the distribution of the skewnesses




Figure 5.6: Histograms and q-q plots of the kurtoses for two process variables
from the benchmark dataset for all the normal wafers (a and b) BCl3 flow
rate; (c and d) Cl2 flow rate. The distributions of the kurtoses are not very
close to a Gaussian distribution as the Central Limit Theorem holds weakly
for higher-order statistics.
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(CLT) which states that the means of random variables generated from any
distribution asymptotically follow a Gaussian distribution. This result can be
extended for other batch statistics such as variance, skewness, and kurtosis,
but leads to reduced improvement in Gaussianity for higher-order statistics.
This behavior is demonstrated by Figures 5.3-5.6, which show the histograms
and the q-q plots for the means, variances, skewnesses, and kurtoses of two
process variables, BCl3 flow rate and Cl2 flow rate for all 107 normal wafers.
It is clear that the distributions of the batch statistics are more Gaussian than
the distributions of the process variables (shown in Figure 4.8). The mean
values for the two process variables show the maximum Gaussianity among
the four batch statistics, with kurtosis (a fourth-order statistic) showing the
least Gaussianity. Similar behavior of the four batch statistics was observed
for other process variables.
Next, the ability of the SPA fault detection method to avoid false alarms
was studied. From 107 normal wafers, only one false alarm was observed,
which is much lower than the number of false alarms observed using MPCA
and MPCA with EWMA filtering of residuals (12 and 10, respectively). The
reduction in the number of false alarms is due to the following two features
of SPA. First, better Gaussianity of the statistics in the SP matrix allows
accurate estimation of the control limits. Second, incorporation of higher-
order statistics (skewness and kurtosis) in SPA allows better representation
of the process by the PCA model. While using MPCA for fault detection in
Section 4.4.4, the non-Gaussian characteristics of the data were misinterpreted
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Figure 5.7: Fault detection using SPA raises only one false alarm while moni-
toring data for 107 normal wafers.
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as faults leading to a large number of false alarms. SPA incorporates the non-
Gaussian characteristics of the normal (fault-free) data in the PCA model
leading to very few false alarms. Figure 5.7 shows that only one false alarm
occurs when fault detection is done using SPA. Table 5.1 provides the number
of false alarms raised while performing fault detection using MPCA, MPCA
with EWMA filtering of residuals, and SPA.
Table 5.1: Comparison of three fault detection methods studied in this work:
MPCA, MPCA with EWMA filtering of residuals, and SPA in terms of number
of false alarms raised.
Fault detection method Number of false alarms raised
MPCA 12
MPCA with EWMA filtering of residuals 10
SPA 1
The above study reveals that fault detection using MPCA-based meth-
ods raises more false alarms than fault detection using SPA. SPA is a superior
fault detection method than MPCA with EWMA filtering of residuals due to
the five limitations of the latter approach listed below.
1) EWMA filtering leads to an improved form of only one fault detection in-
dex, the SPE index (the improved form is ¯SPE index). No such improved
indices exist for the T 2 and φ indices. 2) The improvement in the normality
of data on using EWMA filtering is sensitive to the value of the EWMA for-
getting factor (Γ). We saw in Section 4.4.6 that EWMA filtering improves the
normality of the data when small values of Γ were chosen and no improvement
in the normality was observed for large values of Γ. 3) A value of Γ closer to
zero favors the detection of faults in the mean values of the process variables,
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while a value closer to one favors the detection of faults in the variance of the
process variables. As the normality of the data deteriorates for Γ values closer
to one, MPCA with EWMA filtering of residuals can provide good detection
results only when the faults occur in the mean values of the process variables.
The method is unable to detect faults in other higher-order statistics such as
variance, skewness, and kurtosis. 4) EWMA filtering of the residuals leads to
late detection of faults. When a fault occurs, its effect starts to appear slowly
in the filtered residuals and causes a delay in the detection. 5) All MPCA-
based fault detection methods require unfolding of the three-dimensional data
before building a PCA model. This unfolding gives rise to a large number of
process variables in the unfolded data matrix, which needs more storage space
and longer computation times. Therefore, SPA is better suited for detecting
faults in the three-dimensional data collected from semiconductor manufac-
turing processes than MPCA-based methods.
Next, the fault detection ability of SPA is tested by applying it to detect
the artificial faults that were induced in Section 4.4.1. We may recall that 19
sensor faults were introduced by adding a constant bias to the mean value of
one of the process variables at a time. In other words, the first sensor fault
was created by adding a constant bias to the mean value of the first process
variable, the second sensor fault was created by adding a constant bias to the
mean value of the second process variable, and so on (see Table 4.1 for the
list of 19 process variables). By doing so, faults in the means of the process
variables were simulated. The sensor faults were introduced in this manner to
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investigate the detectability of the faults in each of these 19 process variables
using SPA. The magnitudes of the introduced faults were chosen to be 20 %
of the mean values of the process variables. For example, to simulate the first
fault, a constant bias of magnitude equal to 20 % of the mean value of the first
process variable was added to the normal/setpoint value of the first process
variable.
Figure 5.8: Fault detection using SPA. All 19 faults present in the mean values
of the process variables are detected.
Figures 5.8-5.10 show the fault detection performance of SPA using the
SPE index. It can be seen that all the faults are detected successfully. He
and Wang [47] were also able to detect all the faults present in the original
dataset (different from the faults induced in this work) using SPA. The faults
considered in their study are described in Section 4.3. SPA provides better
fault detection results than MPCA-based methods because: 1) SPA utilizes
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Figure 5.9: Fault detection using SPA. Zoomed-in view of Figure 5.8.
Figure 5.10: Fault detection using SPA. Zoomed-in view of Figure 5.9.
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batch statistics, which exhibit better Gaussian characteristics than the process
variables, to form the PCA model; 2) SPA incorporates higher-order statis-
tics (skewness and kurtosis) in the model to understand the non-Gaussian
characteristics of the data.
Table 5.2: Comparison of three fault detection methods studied in this work:
MPCA, MPCA with EWMA filtering of residuals, and SPA in terms of number
of different types of faults detected. A total of 74 faults comprising of 19 mean
faults (one for each process variable), 19 variance faults, 18 skewness faults,
and 18 kurtosis faults were introduced.
Fault detection method MPCA MPCA with EWMA filtering of residuals SPA
Mean faults detected 14 12 19
Variance faults detected 12 7 17
Skewness faults detected 3 2 13
Kurtosis faults detected 2 2 10
Total faults detected 31 23 59
Similar fault detection studies were done by introducing faults in other
batch statistics (variance, skewness, and kurtosis) and the results using MPCA,
MPCA with EWMA filtering of residuals, and SPA are summarized in Table
5.2. For each batch statistic, 19 faults of size equal to 20% of the correspond-
ing batch statistic were introduced in the data for normal wafers. It can be
observed that both the MPCA-based methods are able to detect more mean
and variance faults than the skewness and kurtosis faults. This is due to the
fact that MPCA-based methods are second-order methods which only consider
mean and variance of the data. The numbers of detected mean and variance
faults by using both MPCA-based methods are less than those detected by
SPA. This is due to the non-Gaussian characteristics of the data collected
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from semiconductor manufacturing processes. MPCA-based methods wrongly
assume the data to be Gaussian and calculate erroneous control limits for the
fault detection indices. It can be observed that MPCA with EWMA filtering
of residuals detects less faults than MPCA for all the fault types. Due to
filtering of the residuals, the effect of the faults appears slowly in the filtered
residuals. MPCA with EWMA filtering of residuals provides better detection
when a small value of the EWMA forgetting factor (Γ) is used, which favors
the detection of mean faults. So, it detects more mean faults than the variance
faults. The only advantage of using EWMA filtering is that it leads to fewer
false alarms than MPCA.
The above discussion concludes that SPA provides better fault detec-
tion performance for different types of faults as compared to MPCA-based
methods. Not only it detects more faults, SPA also significantly reduces the
number of false alarms. Therefore, this study recommends that SPA should be
employed as a fault detection method to detect faults in the Virtual Metrology
sensors. After detecting the faults, fault identification is performed to identify
the sensors that caused the faults. The next section focuses on fault identi-
fication and compares three well-known identification methods: contribution
plot approach, sensor validity index (SVI) approach, and reconstruction-based
contribution (RBC) approach.
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5.3 Fault Identification and Reconstruction
While much work has been reported in fault detection, only a few meth-
ods are available for fault identification/diagnosis. As an early and popular
method, contribution plots are used to identify the cause of a fault by determin-
ing the contribution of each variable to the fault detection indices [80, 86, 129].
The assumption behind the contribution plot method is that the faulty vari-
ables have high contributions to the fault detection indices. Several approaches
have been proposed for defining variable contributions [17, 103, 129, 133]. The
variable contributions to the SPE index are defined exactly, but the variable
contributions to the T 2 index and the combined φ index involve several ap-
proximations.
Other fault identification methods present in the relevant literature in-
clude: (a) sensor validity index (SVI) approach [24, 25, 145]; (b) reconstruction-
based contribution (RBC) method [2]; (c) discrimination by angles [106, 143];
(d) pattern matching methods by calculating similarity and dissimilarity fac-
tors between normal data and an extended period of fault data [60, 114, 115];
and (e) isolation enhanced techniques from model-based methods [34, 35, 101,
102]. Among these methods, rigorous diagnosability analyses are available for
the contribution plot method [2], sensor validity index method [24], and RBC
method [2].
In this section, we will review and implement three fault identifica-
tion methods: contribution plot method, sensor validity index method, and
reconstruction-based contribution (RBC) method to identify the sensors that
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cause the artificial faults presented in Section 4.4.1. Our goal is to compare
the three methods and figure out which of these methods are best suited for
identifying/diagnosing the faults present in virtual metrology sensors. Accu-
rate fault identification is required to remove the effect of fault from the faulty
sensor signal and consequently, predict process outputs with high precision by
feeding the fault-free sensor signals to the virtual metrology model.
5.3.1 Contribution plot approach
A fault is detected after one or more fault detection indices exceed their
control limits. Contribution plots are based on the idea that the variables
with the largest contributions to the fault detection index are most likely the
faulty variables. The contribution plots are constructed by determining the
contribution of each variable to the fault detection index. In order to calculate
these contributions, first we have to notice that the expressions of the fault
detection indices, SPE, T 2, and φ given by Equations 4.6, 4.10, and 4.15,
respectively, have the general quadratic form:
Index(x) = xTMx = ‖x‖2M (5.7)
where M = C̃ for SPE index, M = D = PΛ−1P T for T 2 index, and
M = Φ for the combined φ index. Index(x) can be rewritten as:


















is the contribution of the variable xi to the Index(x). Here, ξi is the i
th column
of the identity matrix and the direction of xi. For example, for a process with
three sensors, the direction of sensor x1 is
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2 (5.11)
The variable contributions for the SPE index are obtained by substituting M
by C̃ in Equation 5.9 as C̃
1
2 = C̃. Equation 5.11 shows the contribution of the








The variable contributions for the T 2 index are obtained by substituting M by
D in Equation 5.9. Equation 5.12 defines the contribution of the variable xi






The variable contributions for the φ index are obtained by substituting M by
Φ in Equation 5.9. Equation 5.13 defines the contribution of the variable xi
to the φ index. Although there are other definitions for the variable contribu-
tions of the T 2 and φ indices, such definitions involve several forms through
approximations [17, 103].
5.3.2 Reconstruction-based contribution (RBC) method
The reconstruction of a fault detection index along a variable direction
minimizes the effect of this variable on the detection index [24]. Alcala and Qin
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[2] used the amount of reconstruction along a variable direction as an amount of
contribution of the variable to the fault detection index that is reconstructed.
This amount of reconstruction was designated as the reconstruction-based con-
tribution (RBC) of this variable to the fault detection index.
In a system with n sensors, when a fault happens in sensor xi, the faulty
measurement x is a vector of length n and the direction of the fault is ξi. The
reconstructed vector along direction ξi is
zi = x− ξifi (5.14)
Dunia and Qin [24] provide reconstructions along an arbitrary direction
for SPE index and Yue and Qin [145] provide reconstructions for T 2 and φ




i Mzi = ‖zi‖2M = ‖x− ξifi‖2M (5.15)
The task of reconstruction is to find a value of fi such that Index(zi) is
minimized. This minimization is done by taking the first derivative of Index(zi)
with respect to fi and equating it to 0. This first step yields,
d(Index(zi))
dfi
= −2(x− ξifi)TMξi (5.16)






The reconstruction-based contribution of variable xi to a fault detection index,
RBCIndexi , is the amount of reconstruction along the direction ξi which can be
expressed from Equation 5.15 as
RBCIndexi = ‖ξifi‖2M (5.18)
On substituting fi in the last equation, we get
RBCIndexi = ‖ξi(ξTi Mξi)−1ξTi Mx‖2M = xTMξi(ξTi Mξi)−1ξTi Mx (5.19)
Equation 5.19 represents the reconstruction-based contribution, RBCIndexi ,
of the variable xi to the fault detection index of interest. The reconstructed
index, Index(zi), is obtained by substituting the value of fi in Equation 5.15
and is found to be
Index(zi) = x
TM [I − ξi(ξTi Mξi)−1ξTi M ]x = xTMx− xTMξi(ξTi Mξi)−1ξTi Mx
(5.20)
Index(zi) = Index(x)−RBCIndexi (5.21)
Index(x) = Index(zi) +RBC
Index
i (5.22)
Qin et al. [104] refer to the ratio of Index(zi) to Index(x) as sensor
validity index (SVI) and used it for fault identification. It should be noted that
ξi direction in the above derivation does not have to be a sensor direction as
in Equation 5.10; it can be an arbitrary process fault direction. Furthermore,
ξi does not have to be a vector; it can be a column-like matrix representing
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a multidimensional fault or multiple sensor faults. Therefore, RBC is a more
general approach than the conventional contribution plots.
The reconstruction-based contribution of variable xi to SPE(x), RBC
SPE
i ,










where c̃ii = ξ
T
i C̃ξi is the i
th diagonal element of C̃. Since x̃i = ξ
T
i C̃x from








Thus, RBCSPEi and c
SPE
i differ only by a scaling coefficient c̃ii. How-




i are fundamentally different.
An advantage of the RBC approach in determining the contributions of the
T 2 and φ indices is that no approximations are involved and it is consistent
for all indices.














where dii is the i
th diagonal element of D. Unlike RBCSPEi and c
SPE
i , there is





The reconstruction-based contribution of variable xi to the φ index,









where φii is the i
th diagonal element of Φ.
5.3.3 Sensor validity index (SVI) method
When a sensor fault occurs, the measurement vector can be represented
as follows:
x = x∗ + ξifi (5.27)
where x∗ denotes the normal (fault-free) part of the measurement vector, ξi is
the direction vector of unit length for the faulty sensor, and fi is the magnitude
of the fault which can be positive, negative, or zero. All possible m sensor fault
directions are represented by the set {ξi, i=1, 2, ....., m}.
To identify the true fault among all possible faults, Dunia et al. [25]
proposed an identification approach by reconstructing x∗ from x for all possible
fault directions, ξi. For each assumed fault, the fault magnitude is estimated
by performing reconstruction using other sensors as shown in Equation 5.17.
This equation calculates the fault magnitude by minimizing a general fault
detection index, xTMx, for the reconstructed values. The occurrence of a
fault significantly increases the values of the fault detection indices. If the
true sensor is assumed, the largest reduction in the fault detection indices is
expected, as all the reconstruction methods try to minimize the fault detection
indices. The ratio of the fault detection index after reconstruction to the
original fault detection index is sensitive to the fault and is termed as the
sensor validity index (SVI). SVI can be defined for all three fault detection
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In Equation 5.28, Indexrecons(xi) is the value of the fault detection index
obtained after reconstruction of an assumed fault in the ith sensor. It should
be noted that 0 ≤ SV Ii ≤ 1 since Indexrecons(xi) is the minimized value of
Index(x). A SVI value close to one indicates that the sensor variations follow
the variations experienced by the remaining sensors, while a SVI value close
to zero indicates that the sensor is faulty. A detailed discussion of SVI can
be found in Dunia et al. [25]. The SVI approach can guarantee correct fault
identification when the fault direction is known and is in the candidate set of
directions, but it cannot guarantee correct identification results for faults with
unknown directions.
It should be noted that Index(zi) in Equation 5.22 and Indexrecons(xi)
in Equation 5.28 represent the same quantity, the general fault detection index
















Equation 5.30 shows the relationship between the SVI and the RBC. It
can be recalled that both these methods were based on the reconstruction of
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faulty sensors. Arriving at this relationship is not a surprising result as these
two methods implement the same idea in different ways.
5.3.4 Fault identification results
In order to compare the identification performance of the three fault
identification methods discussed above, we utilize the same artificial faults pre-
sented in Section 4.4.1. Section 5.2.3 concluded that SPA provides better fault
detection results than MPCA and MPCA with EWMA filtering of residuals.
The main benefit of performing identification on the faults detected by SPA is
that not only the faulty sensor can be identified, but the statistic (e.g., mean,
variance) in which the fault occurred is also identified. This information is
crucial for predicting accurate outputs using virtual metrology models, which
mostly use the statistics of the sensor signals as the inputs. Therefore, we will
perform identification on the faults detected by SPA in this section.
Figures 5.11-5.14 show the fault identification results obtained using
RBC approach for the faults present in four different statistics of the process
variables. Particularly, Figure 5.11 shows the reconstruction-based contribu-
tions (RBCs) of 245 statistics present in the statistics pattern (SP) to the SPE
index. This SP corresponds to a wafer in which a fault was induced in the
mean of process variable RF power. The magnitude of a vertical bar in Figure
5.11 represents the contribution of the corresponding statistic to the observed
SPE fault detection index of the wafer. SP statistic number 11, which repre-
sents the mean value of RF power, has the largest RBC value of 8.4 (the value
135
Figure 5.11: Fault identification for a fault in the mean of process variable RF
power. SP statistic number 11, which corresponds to the mean of RF power,
shows the largest contribution indicating correct identification.
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of SPE for this fault was 144.3 as shown in Figure 5.10). Hence, the mean
fault in RF power is correctly identified using RBC approach.
Figure 5.12: Fault identification for a fault in the variance of process variable
BCl3 flow rate. SP statistic number 20, which corresponds to the variance
of process variable BCl3 flow rate, shows the largest contribution indicating
correct identification.
Figure 5.12 shows the reconstruction-based contributions (RBCs) of
245 statistics present in the statistics pattern (SP) to the SPE index. This
SP corresponds to a wafer in which a fault was induced in the variance of
process variable BCl3 flow rate. The magnitude of a vertical bar in Figure 5.12
represents the contribution of the corresponding statistic to the observed SPE
fault detection index of the wafer. SP statistic number 20, which represents
the variance of BCl3 flow rate, has the largest RBC value. Hence, the variance
fault in BCl3 flow rate is correctly identified using RBC approach.
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Figure 5.13: Fault identification for a fault in the skewness of process variable
TCP tuner. SP statistic number 221, which corresponds to the skewness of
process variable TCP tuner, shows the largest contribution indicating correct
identification.
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Figure 5.13 shows the reconstruction-based contributions (RBCs) of
245 statistics present in the statistics pattern (SP) to the SPE index. This
SP corresponds to a wafer in which a fault was induced in the skewness of
process variable TCP tuner. The magnitude of a vertical bar in Figure 5.13
represents the contribution of the corresponding statistic to the observed SPE
fault detection index of the wafer. SP statistic number 221, which represents
the skewness of TCP tuner, has the largest RBC value. Hence, the skewness
fault in TCP tuner is correctly identified using RBC approach.
Figure 5.14: Fault identification for a fault in the kurtosis of process variable
TCP impedance. SP statistic number 241, which corresponds to the kurtosis
of process variable TCP impedance, shows the largest contribution indicating
correct identification.
Figure 5.14 shows the reconstruction-based contributions (RBCs) of
245 statistics present in the statistics pattern (SP) to the SPE index. This SP
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corresponds to a wafer in which a fault was induced in the kurtosis of process
variable TCP impedance. The magnitude of a vertical bar in Figure 5.14
represents the contribution of the corresponding statistic to the observed SPE
fault detection index of the wafer. SP statistic number 241, which represents
the kurtosis of TCP impedance, has the largest RBC value. Hence, the kurtosis
fault in TCP impedance is correctly identified using RBC approach.
In this study, a total of 74 faults comprising of 19 mean faults (one for
each process variable), 19 variance faults, 18 skewness faults, and 18 kurtosis
faults were introduced. The number of skewness and kurtosis faults is one less
than that of mean and variance faults because one of the process variables,
RF bottom reflected power, had zero variance and led to indefinite values of
skewness and kurtosis.
The fault identification performance of the three methods mentioned
in this chapter: contribution plot method, RBC method, and SVI method is
compared in Table 5.3. The table shows the number of correctly identified
faults using the three identification methods for different kinds of faults.
It can be observed from Table 5.3 that the RBC method and the SVI
method exhibit similar identification results. This is due to the fact that
both of these methods are based on the same idea of reconstruction of faults
and are related by Equation 5.30. The contribution plot method identifies
a smaller number of faults correctly as compared to the RBC and the SVI
methods because of the limitations listed below: a) In contribution plots, the
contributions are spread unevenly across variables when there is no fault. In
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Table 5.3: Comparison of three fault identification methods studied in this
work: contribution plots, RBC, and SVI in terms of number of correctly iden-
tified faults for different fault types. A total of 74 faults comprising of 19 mean
faults (one for each process variable), 19 variance faults, 18 skewness faults,
and 18 kurtosis faults were introduced.
Fault identification method Contribution plots RBC SVI
Correctly identified mean faults 12 17 17
Correctly identified variance faults 8 13 13
Correctly identified skewness faults 3 7 7
Correctly identified kurtosis faults 4 6 6
Total correctly identified faults 27 43 43
other words, some variables have large contributions while others have rela-
tively smaller contributions for the normal (fault-free) data. Therefore, a fault
in a normally small-contribution variable may not make the contribution of
that variable the largest unless the fault magnitude is very large. This is a
common cause of misidentification while using contribution plots; b) Wester-
huis [129] showed that a fault in one variable smears into the contributions of
other variables in the contribution plot approach and degrades the fault iden-
tification performance. This fault smearing also exists in the RBC approach.
Alcala and Qin [2] have shown that the RBC method guarantees correct fault
identification, while contribution plots cannot guarantee correct identification
even if the fault is only in a single sensor; c) In the contribution plot ap-
proach, faulty data are used to calculate the contributions of all the sensors
to the fault detection index. Therefore, a fault present in a sensor propagates
to other sensors causing an increase in their contributions [25]. As a conse-
quence, the chances of erroneous identification increase. In the RBC and the
SVI methods, the faulty sensor data are not used for reconstruction. So, the
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effect of a fault in a sensor does not propagate to other sensors and results in
better identification; d) Qin [100] showed that the identification performance
of the contribution plot approach is dependent on the scaling of variables. In
other words, improper scaling might degrade the identification performance of
contribution plots.
Despite the superior identification performance of the RBC and the SVI
methods as compared to the contribution plot approach, they suffer from the
limitations listed below: a) The RBC and the SVI methods are dependent on
the accurate reconstructions of faulty data. Their performance might degrade
if faulty data cannot be reconstructed accurately; b) The SVI method requires
the calculation of a threshold value of SVI, which might need a large amount
of historical data [25]; c) SVI experiences oscillations when no sensor fault is
present in the system. A filter is required to eliminate the oscillations and
reduce the possibility of erroneous identification; d) The RBC and the SVI
methods require prior knowledge of the fault directions [100]. This is not
an issue for sensor faults, whose fault directions can be easily obtained by
utilizing the columns of the identity matrix. These methods might not be able
to identify a process fault correctly if no prior knowledge of the corresponding
fault direction is available.
The above discussion shows that all three identification methods re-
searched here exhibit a few shortcomings. However, it was observed that
the effects of the limitations of the contribution plot approach are more pro-
nounced than the limitations of the RBC and SVI methods, which led to the
142
superior identification performance of the RBC and the SVI methods as com-
pared to the contribution plot approach, as shown in this work. Hence, we
recommend the use of the RBC and the SVI methods to perform the identifi-
cation/diagnosis of faults in virtual metrology sensors.
5.3.5 Fault reconstruction
In the last subsection, we studied the identification performance of
three fault identification methods: the contribution plot method, the RBC
method, and the SVI method. After identifying the sensor which caused the
fault, the next step is to estimate the size of the fault. The estimation of
fault magnitude is very important in order to make accurate predictions using
a virtual metrology model. To obtain the fault-free sensor signals that are
used as inputs to the virtual metrology model, the effect of the fault needs
to be removed from the faulty sensor signal with high precision. Equation
5.14 shows that the fault-free sensor signals are obtained by subtracting the
magnitude of the fault from the faulty sensor signal.
The concept of reconstruction was introduced in Sections 5.3.2 and
5.3.3, which presented the RBC method and the SVI method, respectively.
Both of these methods were based on the reconstruction of faulty sensor data.
Fault reconstruction is revisited in this subsection to explain how the faulty
sensor signals are reconstructed after identifying the faults by contribution plot
method. The fault reconstruction results for 19 mean faults are also provided
in this subsection.
143
Fault reconstruction is mainly done in three ways: reconstruction via
iteration, the missing value approach, and reconstruction via optimization. An
interested reader can refer to Qin et al. [104] for details. Qin et al. showed
that all three ways of doing reconstruction mentioned above lead to the same
results. The magnitude of faults estimated using these methods is same as
the magnitude provided in Equation 5.17. Recall that the fault identification
methods provide the true fault directions ξi. Knowing the fault directions and
the fault magnitudes, we can calculate the reconstructed/fault-free values of
the sensor signals using Equation 5.14.
Table 5.4: The estimates of the fault magnitudes for 19 mean faults. Fairly
accurate estimates are obtained when faults are correctly identified.
Fault number Correct identification? Actual fault magnitude Estimated fault magnitude
1 Yes 150.33 150.29
2 Yes 150.63 150.59
3 Yes 26.72 26.77
4 Yes 0.008 0.018
5 No 127.67 -13.33
6 Yes 20.11 19.92
7 Yes 246.43 253.86
8 Yes 1886.14 1901.96
9 Yes 1796.00 1796.14
10 No -125.03 -385.37
11 Yes 5.53 5.51
12 Yes 3335.29 3359.24
13 Yes 3865.10 3803.54
14 Yes 7.83 6.78
15 Yes 3303.44 3263.25
16 Yes 69.79 69.25
17 Yes 0.027 0.041
18 Yes 5639.01 5690.96
19 Yes 9.99 10.11
Table 5.4 provides the faults magnitudes estimated using Equation 5.17
for 19 mean faults. Faults of size equal to 20% of the mean values of the process
variables were introduced. We observed that fairly good estimates of the fault
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magnitude are obtained by using Equation 5.17 when the faults are identified
correctly. In the case of incorrect identification, the fault direction ξi is not
known correctly and leads to an erroneous estimation of the fault magnitude.
5.4 Conclusions
For a successful implementation of virtual metrology (VM), we need to
make sure that the data entering the VM model are free from faults. Sensor
faults are the most relevant faults in the context of VM as VM relies on
the sensor data to predict the process outputs. When a sensor fault occurs,
the corresponding sensor data are erroneous and do not represent the true
behavior of the process. The quality of sensor data, which serve as inputs
for VM models, has a direct effect on the quality of predicted values. In the
presence of faulty input data, an accurate VM model will provide erroneous
predictions of the outputs. This situation is known as Garbage-In-Garbage-
Out in the process modeling terms. The objective of this chapter was to
remove the effect of sensor faults from the sensor data and feed the corrected
(reconstructed) sensor data to the VM model.
To achieve the objective stated above, three steps: fault detection, fault
identification, and fault reconstruction, were performed. In order to com-
pare the performance of various fault detection and identification methods,
a benchmark dataset (see Section 4.3) was utilized. The dataset consisted of
processing data of 108 normal wafers and 21 faulty wafers. However, the faults
in this dataset were introduced with a limited intention of comparing several
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methods in terms of their fault detection performance. These intentionally in-
duced faults serve the purpose of comparing different fault detection methods
successfully, but are not suitable for performing fault identification and re-
construction. Fault identification aims at finding the process variable/process
variables which caused a fault in a wafer/batch and serves as the basis for
obtaining reconstructed (fault-free) data.
In order to perform fault identification and reconstruction effectively,
artificial faults were introduced in the data corresponding to 107 normal wafers
in this work. For example, a sensor fault in the mean value of a process variable
was simulated by adding a constant bias to the setpoint value of the process
variable. These artificial faults appear more promising than the ones in the
original dataset for performing fault identification and reconstruction as the
values of the altered process variables are not reset to their setpoint values.
Using the artificial faults, the chance of the altered process variable getting
identified as the one causing the fault is much more than its chance while using
the faults present in the original dataset.
The first step to achieve the goal of removal of the effect of fault from
the faulty sensor data is fault detection. In this chapter, we presented a statis-
tics pattern analysis (SPA) based method that performs PCA on the statistics
of the process variables unlike the traditional PCA and MPCA methods that
perform PCA on the temporal values of the process variables. The number
of detected mean and variance faults by using both the MPCA-based meth-
ods were less than those detected by SPA. This is due to the non-Gaussian
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characteristics of the data collected from semiconductor manufacturing pro-
cesses. MPCA-based methods wrongly assume the data to be Gaussian and
calculate erroneous control limits for the fault detection indices. The fault de-
tection study concluded that SPA provides better fault detection performance
for different types of faults as compared to MPCA-based methods. Not only it
detects more faults, SPA also significantly reduces the number of false alarms.
Therefore, this study recommends that SPA should be employed as a fault
detection method to detect faults in the VM sensors.
The second step to achieve our goal is to perform fault identification,
which aims at finding the process variable/process variables which caused a
fault in a wafer/batch. Apart from the fact that SPA detected more faults
than the two MPCA-based methods, the main benefit of performing identifi-
cation on the faults detected by SPA is that not only the faulty sensor can be
identified, but the statistic (e.g. mean, variance) in which the fault occurred
is also identified. This information is crucial for predicting accurate outputs
using virtual metrology models, which mostly use the statistics of the sensor
signals as the inputs. Therefore, fault identification was performed on the
faults detected by SPA in this study.
We presented and implemented three well-known fault identification
methods present in literature. Specifically, these included contribution plot
approach, reconstruction-based contribution (RBC) approach, and sensor va-
lidity index (SVI) approach (see Sections 5.3.1 - 5.3.3 for details). An equation
that relates the RBC with the SVI was derived. The RBC method and the SVI
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method exhibited similar identification results. This is due to the fact that
both these methods are based on the same idea of reconstruction of faults
and are related by Equation 5.30. The contribution plot method identified
a smaller number of faults correctly as compared to the RBC and the SVI
methods because of the limitations listed in Section 5.3.4. The shortcomings
of all three identification methods implemented in this study were presented.
The effects of the limitations of the contribution plot approach are more pro-
nounced than those of the limitations of the RBC and the SVI methods, which
led to the superior identification performance of the RBC and the SVI meth-
ods as compared to the contribution plot approach as shown in this work.
Hence, we recommend the use of the RBC and the SVI methods to perform
the identification/diagnosis of faults in virtual metrology sensors.
After identifying the sensor that caused the fault, the third step to
achieve our goal is to perform fault reconstruction, which includes the esti-
mation of the size of the fault. The estimation of fault magnitude is very
important in order to make accurate predictions using a virtual metrology
model. To obtain the fault-free sensor signals that are fed as inputs to the
virtual metrology model, the effect of the fault needs to be removed from the
faulty sensor signal with high precision.
Fault reconstruction is mainly done in three ways: reconstruction via it-
eration, the missing value approach, and reconstruction via optimization. Qin
et al. [104] have shown that all three ways of doing reconstruction mentioned
above lead to the same results. The magnitude of the fault was estimated by
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minimizing the fault detection indices, SPE, T 2, or φ (see Section 5.3.5 for
details). Fairly good estimates of the fault magnitude were obtained when the
faults were identified correctly. In the case of incorrect identification, the fault




Improvements in Run-to-Run Process Control
Using Virtual Metrology
The previous chapters of the dissertation suggested methods to deal
with the noise and faults present in sensor data, which are used as inputs for
Virtual Metrology (VM) models. A comparison of various modeling techniques
based on both the industrial data and simulated data was also provided. Chap-
ters 2 and 3 of the dissertation focused on the development of mathematical
models for VM.
The quality of sensor data, which serve as inputs for the VM model, has
a significant effect on the quality of predicted values. In the presence of faulty
input data, an accurate VM model might provide erroneous predictions for the
outputs. This situation is known as Garbage-In-Garbage-Out in the process
modeling terms. Chapters 4 and 5 focused on the detection of sensor faults in
the process inputs and suggested methods to isolate the faults and estimate the
fault magnitudes. This isolation and estimation allowed us to reconstruct the
faulty process inputs and obtain fault-free process inputs. The improvement
in the prediction quality of a VM model integrated with an accurate fault
detection and identification system was demonstrated.
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6.1 Introduction
The idea of using estimates made by VM as a substitute for physical
metrology seems very alluring at the first sight. VM may significantly reduce
the measurement costs as it does not require any actual physical measurements.
Substituting the physical measurements completely by VM might be the most
economical solution to the problem of high measurement costs, but it might
fail in the presence of process disturbance and shifts. If any undesired process
change happens, VM model might not be able to compensate for the unknown
change in the process and might not be able to predict the outputs accurately.
The process operator will be under the false impression that the process is
running normally, while the actual processed products will not be on the target.
On the other hand, a combination of physical measurements and VM
might be a more robust approach. Instead of blindly relying on the estimates
made by VM, the combined approach aims at monitoring the quality of VM
estimates and performs a physical measurement whenever the quality of VM
estimates falls below a threshold value. More metrology events increase the
measurement costs and decrease the product throughput (by increasing cycle
time), whereas too few metrology events might hamper the product quality.
Therefore, the frequency of metrology events needs to be optimized. Thus,
the implementation of the combined approach requires the development of
optimal sampling plans that will tell the semiconductor manufacturers when
to perform a physical measurement to supplement VM predictions.
In the context of deciding which wafers or products should be physi-
151
cally measured, the terms sampling and scheduling represent the same con-
cept. Scheduling the metrology events is equivalent to sampling the wafers
to be measured. Whenever the VM prediction accuracy falls below a certain
threshold, an actual measurement should be done by the metrology tool and
the VM model should be updated. An intuitive solution is to do more fre-
quent physical measurements when VM predictions are quite different from
the metrology values and update the prediction model. Some work [88, 131]
on optimal sampling is present in semiconductor manufacturing literature, but
not in the context of virtual metrology.
Scheduling of semiconductor processes can be done in various ways
leading to different objectives. So, each schedule is tailored in order to reach
a certain goal. Pasadyn et al. [93, 94] worked on identifying the wafer samples
that should be measured in order to extract more information about the sys-
tem from the measurements. The optimal samples were found by minimizing
the trace of state error covariance matrix. A good literature review on optimal
sampling is available in Lee et al. [70]. A comparison of uniform sampling, dy-
namic (multi-rate) sampling, random sampling, and hybrid sampling based on
an industrial dataset for a thin film deposition process was reported. Dynamic
sampling method yielded good results and was also found to be applicable to
real manufacturing.
In this chapter, first we will simulate a Single-Input-Single-Output
(SISO) process with process drift and noise. Run-to-Run (R2R) control will
be employed to adjust the recipe settings (inputs) to ensure that the output
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stays on the target in the presence of process drift and noise. After discussing
the working of R2R control for the SISO in detail to obtain a good under-
standing, we will implement R2R control on a Multiple-Input-Multiple-Output
(MIMO) model present in the VM literature (see Section 6.4.2). In general,
the implementation of R2R control includes the estimation of process gain
matrix, process drift, or both. In semiconductor manufacturing, process drift
is a major issue of concern as process gain matrix remains almost constant
owing to the physics and chemistry behind the process. So, in this work the
process drift will be estimated using the measurements done according to the
sampling plan. Whenever a measurement is made, the value of process drift is
estimated by Exponentially-Weighted-Moving-Average (EWMA), a weighted
average of the previous estimate of the process drift and the process drift value
suggested by the current measurement.
Devising an optimal sampling plan is critical in order to ensure that the
process outputs are on target, while not spending a large amount of money by
measuring many products. We will implement three commonly known sam-
pling methods, uniform sampling, random sampling, and dynamic sampling, in
order to demonstrate the superior performance of a novel reliance index based
sampling method that utilizes VM estimates. The most common sampling
strategy is uniform sampling, which measures a product after a fixed interval
of time or products. Random sampling does not have a fixed measurement
interval, but measures the products at random intervals that have specified
lower and upper limits. Both of these methods do not take advantage of the
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known past and current behavior of the process. Dynamic sampling is based
on the intuitive idea of measuring more products when the process seems to
drift away from the target and measuring fewer products when the process
outputs are fairly close to the target. Bayesian detection approach adopted
by Lee et al. [70] is employed to implement dynamic sampling in this work.
The Bayesian detection approach calculates a posterior probability distribu-
tion using a prior probability distribution and the observed data. When the
probability that the currently observed data is coming from a drifting process
exceeds a threshold value, the sampling frequency is increased. An improved
dynamic sampling approach, which updates the value of EWMA forgetting
factor λ using Bayesian detection, is proposed in this work.
In the three sampling methods mentioned above, uniform sampling,
random sampling, and dynamic sampling, the estimates of the process drift
and the recipe settings (inputs) of the process are only updated when a physical
measurement was made as dictated by the sampling plan. Using the predic-
tions made by VM model, it is possible to make these updates even when a
physical measurement is not done. VM enables us to update the estimate of
process drift and the recipe settings of the process after processing each prod-
uct wafer irrespective of the fact whether the wafer was physically measured
or not. An accurate VM model will ensure reduced measurement costs and
better controller performance. After processing each wafer, a decision whether
the most recent wafer should be measured or not needs to be made. This can
be decided by calculating a reliance index that quantifies how much a manu-
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facturer can rely on the VM estimate. If the value of calculated reliance index
is below a certain threshold, a physical measurement needs to be made as the
manufacturer cannot rely on the VM estimate. Some work on a reliance index
is present in VM literature [16] but it suffers from a few shortcomings (see
Section 6.5.5 for details). A new reliance index, which is more attractive from
a mathematical and practical point of view, will be proposed in this work.
6.2 Sampling Methods
In this section, three commonly-used sampling methods will be pre-
sented. These sampling methods will determine which wafers should be mea-
sured in order to update the R2R controller and ensure that the process out-
puts are on the target. After simulating a SISO and a MIMO process, a
detailed discussion about the pros and cons of these methods will be provided
in Sections 6.5.1 and 6.5.3.
6.2.1 Uniform sampling
Uniform sampling means the sampling of wafers at fixed intervals. In
other words, a wafer is measured after processing a certain number of wafers.
Suppose a sequence of wafers is being processed in a fab and the kth wafer is
measured. If s is the sampling interval, the (k + s)th wafer will be the one to
be measured next. For example, the sampling interval is 3, the wafers that
would be measured are wafer numbers k+3, k+6, k+9, and so on. Sampling
interval effects the performance of a R2R controller based on uniform sampling.
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A smaller sampling interval would mean more frequent sampling. The R2R
controller will be updated frequently leading to good control performance and
the outputs will be close to the target. A larger sampling interval would lead
to less frequent sampling, and less frequent update of R2R controller, leading
to sluggish adaptation of the controller to process drift.
Figure 6.1 shows the variation of Mean Squared Error (MSE) with
sampling interval for uniform sampling. Mean squared errors are the means of
squared errors between the output controlled by the R2R controller and the
target value. We observe that as the sampling interval increases, the MSE
value also increases because of the infrequent updates of the R2R controller.
This suggests that the sampling interval value should be chosen to be 1 as
it provides the least value of MSE. However, too frequent measurements will
lead to high measurement costs. Practically, the optimum sampling inter-
val is decided by the trade-off between the desired product quality and the
measurements costs.
6.2.2 Random sampling
Random sampling does not have a fixed measurement interval, but
measures the products at random intervals that have specified lower and upper
limits. Suppose a sequence of wafers is being processed in a fab and the kth
wafer is measured. If a and b are the lower and upper limits of the intervals,
the next wafer to be measured could be any wafer between (k + a)th wafer
and (k + b)th wafer. The probability that which wafers get measured will
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Figure 6.1: Variation of mean squared error (MSE) with sampling interval for
uniform sampling. As the sampling interval increases, measurements are done
less frequently causing sluggish adaptation of R2R controller to the process
drift.
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be determined by a probability density function. In general, the wafers are
given equal probability to be picked for measurement, which corresponds to a
uniform probability distribution function.
For implementation, we run the random number generator based on
uniform distribution to determine the next wafer to measured. It should be
noted that uniform probability distribution function is used in random sam-
pling for generating a random number between specified limits and should not
be confused with uniform sampling, which measures wafers after a fixed inter-
val. For practical purposes, it has been found that random sampling is rarely
used in the industry due to its random nature. The next subsection presents
dynamic sampling, which has a variable sampling rate that changes according
to the process behavior.
6.2.3 Dynamic sampling
Both the sampling methods discussed earlier, uniform sampling and
random sampling, do not take advantage of the known past and current be-
havior of the process. Dynamic sampling is based on the intuitive idea of
measuring more products when the process seems to drift away from the tar-
get and measuring fewer products when the process outputs are fairly close
to the target. In the context of state estimation, Bayesian detection was first
proposed by Wang and He [127, 128] to improve the state estimation perfor-
mance. Bayesian detection approach adopted by Lee et al. [70] is employed
to implement dynamic sampling in this work. The Bayesian detection ap-
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proach calculates a posterior probability distribution using a prior probability
distribution and the observed data. When the probability that the currently
observed data is contaminated with process shift or drift exceeds a threshold
value, the sampling frequency is increased.
The basic principle behind Bayesian detection approach is Bayes’ the-
orem [27, 39, 51]. Suppose our objective is to estimate the values of a set
of parameters Θ for some data set D generated from an underlying model.
For any given model, one can write an expression for the likelihood function
P (D|Θ) of obtaining the data vector D given a particular set of values for the
parameters Θ . In addition to the likelihood function, one may impose a prior
distribution P (Θ) on the parameters, which represents our state of knowledge
regarding the values of the parameters before analyzing the data D. Bayes’
theorem calculates the posterior probability as:
P (Θ|D) = P (D|Θ)P (Θ)
P (D)
(6.1)
which gives the posterior distribution P (Θ|D) in terms of the likelihood, the
prior, and the evidence P(D)[9].
If a step change occurs in a process with output vectors Xk, the pos-
terior probability is generated by computing the joint posterior probability
for each subset of the post-change window, Xk, where Xk ≡ {x1, x2, ...., xk} .
Assuming that the mean of samples in the pre-change window is zero, the step







The probability density functions for normal and shifted process states
are denoted by N(0, σ2) and N(µD, σ
2), respectively (assuming Gaussian dis-
tribution), where σ is the process standard deviation. The likelihood function








If all the vectors in Xk(x1, x2, ...., xk) are independent and identically
distributed, the likelihood function of Xk is given by the product of individual















(xi − µD)2] (6.5)
An analogous function for the normal data (no shift) can be obtained












Figure 6.2 shows the normal data and the shifted data. The onset
location is the point where the shift occurs.
Figure 6.2: Normal data and the shifted data





The evidence P (D) mentioned in Equation 6.7 is a summation of two
terms. The first term is the probability of observing data vectors Xk given
that the shift has occurred multiplied by the prior probability of the shift. The
second term is the probability of observing data vectors Xk given that no shift
has occurred (normal state) multiplied by the prior probability of the normal
state.
P (D) = P (Xk|ΘD)P (ΘD) + P (Xk|ΘN)(1− P (ΘD)) (6.8)




P (Xk|ΘD)P (ΘD) + P (Xk|ΘN)(1− P (ΘD))
(6.9)
Plugging the conditional probabilities given by Equation 6.5 and Equa-
tion 6.6 in Equation 6.9 and setting the prior probability P (ΘD) = Po yields:
P (ΘD|Xk) =
Po

















P (ΘD|x1) represents the probability that data point x1 is coming from
a shifted process. If this probability is close to one, we are almost certain
that a shift occurred in the process. A probability close to zero would indicate
that x1 originated from a normal process. Recalling the idea behind dynamic
sampling, our goal is to sample more frequently when a process shift occurs.
Hence, the sampling frequency is increased (sampling interval is shortened) as
P (ΘD|x1) increases. The values of P (ΘD|x1) at which the sampling frequency
is changed and the magnitude of the change are the tuning parameters of
this approach. A user can adjust these parameters according to the process
knowledge and the economical constraints.
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Employing a Bayesian detection approach for dynamic sampling offers
the following two advantages as compared to an approach that simply monitors
the observations X to determine the sampling interval. This approach will
be referred to as 3σ approach. Firstly, the calculated posterior probabilities
P (ΘD|Xk) of Bayesian detection approach are bounded with a minimum value
equal to the prior probability Po and a maximum probability approaching one.
No such bounded decision parameters exist for the 3σ approach. Secondly, the
Bayesian detection approach calculates the posterior probability by examining
the size of observed data x relative to the process standard deviation σ. This
ensures the correct calculation of the posterior probabilites of any process with
a given standard deviation σ.
Figure 6.3 provides an insight into the implementation of dynamic sam-
pling using Bayes’ theorem. The Gaussian curve in blue color represents nor-
mal process behavior. Observed data x is plotted on x axis and the probability
of observing data x is plotted on y axis. In this figure, normal data has a mean
value of zero and a standard deviation of 2. The Gaussian curve in red color
represents the process data after a shift has occurred in the process. The
shifted data has a mean value of 5 and a standard deviation of 2. So, the
magnitude of shift in the process is 5.
Recalling Equation 6.9, the posterior probability given by Bayes’ theo-
rem is calculated as:
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Figure 6.3: Normal data and shifted data to demonstrate how Bayes’ theorem




P (Xk|ΘD)P (ΘD) + P (Xk|ΘN)(1− P (ΘD))
(6.12)
In Figure 6.3, suppose x1 is observed as a data point. We want to
know what is the probability that it originated from a shifted process. It is
clear from Figure 6.3 that P (Xk|ΘN) is much larger than P (Xk|ΘD) at x1.
Equation 6.12 will provide a small value for P (ΘD|Xk), which means that the
probability that x1 comes from a shifted process is low. This is in accordance
with our knowledge that x1 is closer to the normal mean value of zero than the
shifted mean value of 5. So, dynamic sampling suggests to reduce or maintain
the sampling frequency after observing data point x1.
On the contrary, suppose x2 is observed as a data point. It is clear from
Figure 6.3 that P (Xk|ΘD) is much larger than P (Xk|ΘN) at x2. Equation 6.12
will provide a large value for P (ΘD|Xk), which means that the probability
that x2 comes from a shifted process is high. This is in accordance with our
knowledge that x2 is closer to the shifted mean value of 5 than the normal mean
value of zero. As a result, dynamic sampling will recommend an increase in
the sampling frequency so that prompt control action can be taken to bring
the process back in the normal operation region.
The next section presents the implementation of run-to-run control
that will ensure the process outputs to be on target. Three sampling methods
discussed in this section, uniform sampling, random sampling, and dynamic
sampling, will be used to decide which products should be measured. When-
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ever a product is measured, the parameters of the controller are updated and
the recipe settings (inputs) for the next product are calculated. Hence, an
appropriate choice of the products to be measured is critical to achieve good
control performance while maintaining low measurement costs.
6.3 Run-to-Run Control
During the past two decades, the semiconductor industry has been
continuously progressing towards smaller feature sizes and larger wafer dimen-
sions. Although a number of solutions, including improved equipment design
and process innovation, will continue to aid in making these transitions cost
effective, it has become clear that they are no longer sufficient. Specifically,
it has become generally accepted that process and wafer quality sensing and
subsequent process tuning will be required to complement these equipment
and process improvements. The main form of process tuning that is being
implemented as a standard process and equipment control solution in the in-
dustry is run-to-run (R2R) control. R2R control is now a proven and available
technology, and has become a critical component of the success of existing and
next-generation fabrication facilities also known as fabs [82]. Applications of
R2R control by Bode [6], Campbell [11], and Edgar et al. [26] have shown
that multivariable control with constraint-handling capability offers definite
benefits over conventional control strategies for semiconductor manufacturing.
Run-to-run control is a form of discrete process and machine control
in which the product recipe with respect to a particular machine process is
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modified ex situ, i.e., between machine runs to minimize process drift, shift,
and variability. This type of control is event-driven, where the events include
the determination and reporting of pre- and/or postprocess ex situ metrology
data.
There are many ways one can design a R2R controller, and indeed
many different types of R2R control algorithms have been developed and im-
plemented both in industry and academia. Offset drift cancellation approaches
are useful to counteract the undesired shift/drift that happens in the process.
The idea behind these approaches is to estimate the current offset term and
select an input setting to compensate for the offset. In these approaches, the
term offset means a fixed or variable departure away from the expected out-
put value. If this departure if constant, it is called shift and if it is variable,
it is referred to as drift. The reader should not get confused with the usage
of terms drift and shift in this dissertation as they imply the same idea, the
only difference being that drifts are variable and a shift corresponds to a fixed
value.
One important offset drift cancellation approach is that of Exponentially-
Weighted-Moving-Average (EWMA) R2R control [83]. This will be discussed
in detail in the next sub-section.
6.3.1 Exponentially-Weighted-Moving-Average R2R control
In EWMA-R2R control, the offset or shift term is estimated using a
EWMA equation. The idea is to estimate the current shift term as a weighted
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average of the previous estimate of the shift term and the value of shift term
suggested by the most recent measurement. Equation 6.13 represents a linear
process model with outputs y, inputs u, process gain matrix A, offset/shift
term b, and Gaussian noise e with mean zero and standard deviation σ. The
subscript k can be referred to processing time or the wafer being processed. If
the process model has p inputs and q outputs, uk will be a row vector of size
1xp. yk, bk, and ek will be row vectors of size 1xq and A will be a matrix of
size pxq.
yk = ukA+ bk + ek (6.13)
Equation 6.13 shows that the offset term bk directly affects the outputs
yk. Any undesired change in the offset is detrimental to the quality of process
control. But if this offset can be estimated fairly accurately, it is possible to
minimize or nearly eliminate the effect of the undesired change in the offset
on the outputs. Equation 6.14 estimates the offset term using an EWMA
equation. λ is known as forgetting factor of the EWMA equation because it
weights the previous value of the offset term.
b̂k+1 = (1− λ)b̂k + λ(yk − ukA) (6.14)
The value of λ is chosen to be a fraction between 0 and 1. The choice of
λ is the trade-off between the amount of noise filtering and the speed of adap-
tation to the process shift. A value of λ near zero provides a small weighting
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of the recent information and updates the offset estimate very conservatively.
If a process shift happens, the adaptation of the offset terms to this new value
would be very sluggish and lead to a poor controller performance. On the
positive side, updating the offset term conservatively shields it from the noise
present in the measured data.
On the contrary, a value of λ near one provides a large weightage to
the recent information and updates the offset estimate very aggressively. As
a result, the offset term quickly adapts to the new value if a process shift
happens. The only disadvantage in choosing a large value of λ is that it
is more sensitive to the effects of noise present in the measured data. By
providing a larger weight to the recently measured values, the estimate of the
offset term might show random fluctuations driven by noise.
Once the value of offset term is estimated fairly accurately, this infor-
mation can be used to adjust the recipe settings (inputs) of the process to
compensate for the offset to ensure the products are on target. The assump-
tion here is that the offset term for the next wafer is not much different from
the one estimated using Equation 6.14. As the desired value of outputs y is
the target value, the inputs for the next wafer can be calculated from Equation
6.13 as:
uk+1 = (Target− b̂k+1)A−1 (6.15)
The expected value of outputs by feeding the inputs given by Equation
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6.15 to the process will be:
ŷk+1 = Target− b̂k+1 + bk+1 + ek+1 (6.16)
It can be seen from Equation 6.16 that if the offset term is perfectly
estimated, i.e., b̂k+1 = bk+1, the outputs will differ from the target only due
to noise, which is of much smaller magnitude than that of the process shifts.
This is a case when the effect of offset has been completely canceled by the
EWMA-R2R controller.
The implementation of R2R control on a linear multivariable process
given by Equation 6.13 is summarized in Figure 6.4. The figure represents a
general case when the drift might be present in the parameters of process gain
matrix A or offset term b, or both.
Figure 6.4: Implementation of R2R control on a linear process
Equation 6.13 represents a generic model for linear processes. First, the
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implementation of EWMA-R2R control using uniform sampling, random sam-
pling, and dynamic sampling will be demonstrated on a Single-Input-Single-
Output (SISO) model in Section 6.5. SISO model can be obtained by setting
the process gain matrix A in Equation 6.13 to 1. Next, EWMA-R2R control
will be implemented on a Multi-Input-Multi-Output (MIMO) model present
in VM literature [41, 63] that represents a generic semiconductor process. The
next section introduces these two models.
6.4 Models
R2R control requires a model of how the outputs of a process are re-
lated to the inputs, which can include process settings and incoming wafer
characteristics (outputs of the previous processes). Often it is not necessary
to have an extremely accurate or detailed model. Control strategies involve
making modest adjustments to input settings to counteract drifts in the pro-
cess behavior. Consequently, the first-order sensitivities are all that is required
for control. The majority of the process models used in semiconductor indus-
try are linear in nature as they are simple, easy to analyze, and explain the
process behavior fairly well. Two linear process models that will be employed
in this chapter are presented in the following sub-sections.
6.4.1 SISO model
For easier understanding of EWMA-R2R control based on different
sampling methods, the simulations using a SISO model will be presented first.
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The SISO model shown in Equation 6.17 can be obtained by setting the pro-
cess gain matrix A in Equation 6.13 to 1. This model has been widely used
for lithography overlay control [7, 74], which aims at the proper alignment of
the lithography layers. Lithography overlay control is performed by modify-
ing adjustable exposure system controls to align each successive pattern in
a device. In most cases, the differences between nominal stage positions in
different tools cause overlay errors.
yk = uk + bk + ek (6.17)
Equation 6.17 represents a linear SISO model with output y, input
u, offset/shift term b, and Gaussian noise e with mean zero and standard
deviation σ. The subscript k can be referred to processing time or the wafer
being processed. If n process runs are simulated using this model, all the
vectors (y, u, b, and e) will be of size nx1.
6.4.2 MIMO model
To compare the performance of EWMA-R2R control using different
sampling methods for semiconductor manufacturing, a process model that
imitates a typical semiconductor process must be employed. One such model
has been proposed by Moyne et al. and Han et al. [41, 63]. The underlying
structure is a linear model given by Equation 6.13.
yk = ukA+ bk + ek (6.18)
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Let us assume that the process represented by Equation 6.18 can be de-
scribed by two input variables (u1 and u2), six process variables (v1, v2, v3, v4, v5,
and v6), and two output variables (y1 and y2). The process variables and the
process gain matrix are chosen such that the simulation study closely mim-
ics the true behavior of a semiconductor manufacturing process; some process
variables are correlated with each other, not all the process variables depend
on the inputs, there is no 1-1 relationship between the inputs and the outputs,
and the output variables experience different amounts of drifts and noise. Tak-
ing these features into consideration, the process variables and the process gain
matrix can be represented by Equations 6.19 - 6.25.
v1k = 0.3u1k + 0.4u2k + 0.7 (6.19)
v2k = 0.2v1k (6.20)
v3k = 0.2u1k + 0.2b1k + 0.1 (6.21)
v4k = 0.7u1k + 0.5u2k + 0.3b1k + 0.8b2k + 0.4 (6.22)
v5k = 0.2v1k − 0.1v4k (6.23)







EWMA-R2R control based on uniform sampling, random sampling,
and dynamic sampling only utilizes the inputs u and the outputs y to update
the estimates of the offset term. In the above equations, the process variables
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v are provided for VM assisted EWMA-R2R control, which will be explained
in the next section. These process variables will serve as inputs for the VM
model to provide estimates of the outputs, which will act as substitutes for the
physical measurements to bring down the metrology costs. The next section
presents the simulation results of EWMA-R2R control on two models, SISO
and MIMO, discussed in this section.
6.5 Results and Discussion
In this section, the simulation results for the SISO model are presented
first for the better understanding of the reader. EWMA-R2R control results
using uniform sampling, random sampling, and dynamic sampling for the SISO
model are shown in Figure 6.5. For details, see Section 6.2 for sampling meth-
ods, Section 6.3 for EWMA-R2R control, and Section 6.4 for the SISO and
MIMO models.
6.5.1 EWMA-R2R control using uniform sampling, random sam-
pling, and dynamic sampling for SISO model
Figure 6.5 uses data simulated for 250 wafers using Equation 6.17.
Process shifts were introduced into the process output during processing of
wafer numbers 76, 126, and 201. These shifts were of magnitude equal to 3,
-1, and 1 away from the target value of zero. For uniform sampling, a sampling
interval of 3 was chosen. For random sampling, the next wafer to be measured
was determined by randomly picking an integer from the closed interval, [1 5].
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Controlled output with uniform sampling
Controlled output with random sampling
Controlled output with dynamic sampling
Target
Figure 6.5: EWMA-R2R Control Using Different Sampling Methods for SISO
Model
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For dynamic sampling, the prior probability that the observed data is coming
from a shifted process, P (Θ) was set to 0.1 and the process standard deviation,
σ was set to 0.25. If the posterior probability was found to be more than 0.6,
the sampling interval was shortened to 1, i.e., the next processed wafer will
be measured. This interval was relaxed to 2 if the posterior probability value
was between 0.3 and 0.6. The sampling interval was set to 3 if the calculated
value of posterior probability was less than 0.3, indicating that the data arose
from normal process.
The circles in Figure 6.5 correspond to the wafers that are measured for
a particular sampling method denoted by the color of the circle. For example,
black circles stand for the wafers that are measured when dynamic sampling
is employed.
Figure 6.5 shows that the process output can be controlled fairly well
using EWMA-R2R control in presence of process shifts as blue, green, and
black lines are much closer to the target than the red line. A closer look
reveals that dynamic sampling provides better controller performance than
uniform sampling and random sampling. The adjustments made in the sam-
pling rate according to the observed output values is the reason behind the
superior performance of dynamic sampling as compared to uniform sampling
and random sampling. When a shift occurs, consecutive wafers are measured
until the posterior probability value is less than a certain threshold value,
which is set to 0.6 in this case. The overall effect of dynamic sampling is that
we can achieve much better control performance by measuring a few more
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wafers.
Another interesting result to be noted is the superior controller perfor-
mance achieved by using uniform sampling than random sampling. The reason
is the random nature of choosing the next wafer to be measured in random
sampling. If a shift occurs, it is possible that the next wafer that is measured
is the one at the maximum allowed interval from the current one (5 in this
case). This will lead to a delayed update of the offset term and cause poor
control performance. On the other hand, uniform sampling measures every
3rd wafer in this case and updates the offset term more consistently. The con-
troller performance for different sampling methods is quantified by calculating
the difference between the controlled value of the output and the target value.
Specifically, mean squared error (MSE) can be calculated for each sampling






In Equation 6.26, yi corresponds to the controlled value of the output
for ith wafer and n is the total number of wafers, which is equal to 250 in this
study.
The calculated MSE values are provided in Table 6.1 along with the
number of wafers measured by each sampling method. It should be noted that
for random sampling, the numbers provided in the table are the average of
100 simulations of random sampling in order to reflect the true behavior of
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random sampling. If these results were provided based on only one simulation,
the randomness might provide misleading conclusions.
Table 6.1: EWMA-R2R controller performance for SISO model using different
sampling methods
Control scheme MSE Number of wafers measured
Uncontrolled output 2.3055 0
Uniform sampling 0.5768 83
Random sampling 0.6650 81
Dynamic sampling 0.4767 97
Figure 6.6 plots the output y, estimated offset term b̂, and the input
calculated by the EWMA-R2R controller against the wafer number. It can be
seen that estimated values of the offset term are fairly close to the actual values,
which were preset and used to simulate the model. EWMA-R2R controller
calculates the values of inputs for the next wafers using Equation 6.15. For
SISO model, process gain matrix A = 1 and target is zero. So the value of
input for the next wafer to be processed is set to negative of the estimated
value of offset term. The bottom plot in Figure 6.6 shows the output controlled
by EWMA-R2R controller using dynamic sampling. For most of the wafers,
the output is close to the target value of zero due to good estimation of the
offset term b. The small fluctuations in the output arise from measurement
noise. We can observe that whenever a process shift occurs, the controlled
output values deviate from the target. This deviation takes place because the
EWMA equation takes some time to adapt to the new value of offset term.
The value of EWMA forgetting factor λ was set to 0.3 for these simulations.
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Figure 6.6: Dynamic sampling results for the SISO process with λ = 0.3
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6.5.2 Effect of EWMA forgetting factor
Figures 6.7 and 6.8 show the simulation results for the SISO model for
λ = 0.1 and λ = 0.7, respectively. A small value of λ updates the estimate
of the offset term sluggishly on the occurrence of a process shift. This can be
observed in Figure 6.7, where the estimates adapt to the shifted value of the
offset term slowly. This sluggish behavior further propagates into the inputs
calculated by the controller and the controlled outputs. On the other hand, a
large value of λ provides quick adaptation to the shifted value of the offset term,
but is not able to filter out the measurement noise appropriately. As a result,
the estimates have more fluctuations as compared to those obtained using
smaller values of λ. These fluctuations propagate into the inputs calculated
by the controller and the controlled outputs. Due to these limitations, most
industrial applications use a value in the range 0.2 - 0.4.
6.5.3 EWMA-R2R control using uniform sampling, random sam-
pling, and dynamic sampling for MIMO model
Section 6.5.1 provided simulation results for different sampling methods
for the SISO model. This section provides similar analysis for the MIMO model
presented in Section 6.4.2. Figure 6.9 shows the performance of EWMA-R2R
controller using different sampling methods for the two outputs of the MIMO
model. The nominal values of the inputs u1 and u2 are set to 0.4 and 0.6,
respectively. The targets calculated as u*A are 0.35 for y1 and 0.01 for y2. As
we have two process outputs now, the conditions that determine the change
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Figure 6.7: Dynamic sampling results for the SISO process with λ = 0.1
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Figure 6.8: Dynamic sampling results for the SISO process with λ = 0.7
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Figure 6.9: EWMA-R2R Control Using Different Sampling Methods for MIMO
Model
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of sampling interval need to be redefined. The posterior probabilities of both
the outputs need to be monitored to change the sampling interval in a timely
fashion. If one of the outputs has a value of posterior probability greater
than 0.6, the sampling interval is reduced from 3 to 1. If both of the outputs
have their posterior probabilities less than 0.3 indicating normal operation,
the sampling interval is set to the normal value of 3. For all other cases not
covered by the preceding two statements, the sampling interval is set to 2. The
rest of the parameters were kept same as in the case of SISO model.
Table 6.2 provides the MSE values using different sampling methods for
the two outputs, y1 and y2 of the MIMO model. It is evident that EWMA-R2R
control using dynamic sampling outperforms the control performance obtained
using uniform sampling and random sampling for both the outputs. Also,
uniform sampling provides superior results than random sampling because of
the reason outlined in Section 6.5.1.
Table 6.2: EWMA-R2R controller performance for MIMO model using differ-
ent sampling methods
Control scheme MSE (y1) MSE (y2) Number of wafers measured
Uncontrolled output 2.4347 0.3377 0
Uniform sampling 0.6494 0.0954 83
Random sampling 0.7264 0.1152 84
Dynamic sampling 0.5433 0.0843 99
Figures 6.10 and 6.11 show the timeline of offset terms, inputs calcu-
lated by the R2R controller and the controlled outputs. These results are
based on a λ value of 0.3. We can see that the estimates of the offset term
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Figure 6.10: Dynamic sampling results for b1, u1, and y1 of MIMO process
with λ = 0.3
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Figure 6.11: Dynamic sampling results for b2, u2, and y2 of MIMO process
with λ = 0.3
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adapt to the shifted value fairly quickly and ensure that the outputs stay at
the target. This subsection concludes that EWMA-R2R control using dynamic
sampling provides superior results as compared to EWMA-R2R control based
on uniform sampling and random sampling for a typical semiconductor pro-
cess represented by the MIMO model simulated in this study. EWMA-R2R
control using dynamic sampling is explored in more detail in the subsequent
subsections.
Dynamic sampling with Bayesian detection approach has been studied
extensively by Lee [70] with successful implementation on both simulated and
industrial datasets. However, not much focus was put on the following two
aspects of dynamic sampling in the study. First, the effect of λ on the per-
formance of EWMA-R2R controller was not studied. We saw in Section 6.5.2
that EWMA forgetting factor λ has a significant effect on the performance of
EWMA-R2R controller. In the next subsection, this effect will be exploited
to arrive at a novel way of implementing EWMA-R2R control using dynamic
sampling. Second, Lee suggested that when the process is in control, the sam-
pling is done according to a baseline sampling rate that is determined by the
economics of the process. We will show in Sections 6.5.5 and 6.5.6 that during
the normal operation, the sampling rate can be further reduced to a value
lower than the baseline sampling rate without compromising the control per-
formance. When the process is in control, we can easily rely on the estimates
made by the VM model instead of making physical measurements according
to the baseline sampling rate.
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6.5.4 Improvement in EWMA-R2R control performance using Bayesian
update of EWMA forgetting factor
We discussed the effect of EWMA forgetting factor λ on the perfor-
mance of EWMA-R2R controller in Section 6.5.2. A small value of λ updates
the estimate of the offset term sluggishly on the occurrence of a process shift.
This can be observed in Figure 6.7, where the estimates adapt to the shifted
value of the offset term slowly. This sluggish behavior further propagates into
the inputs calculated by the controller and the controlled outputs. On the
other hand, a large value of λ provides quick adaptation to the shifted value of
the offset term, but is not able to filter out the measurement noise appropri-
ately. As a result, the estimates have more fluctuations as compared to those
obtained using smaller values of λ. Thus, a small value of λ is desired when
the process is operating normally and infected with measurement noise only.
The small value of λ will ensure that noise is filtered out and the estimates
do not show much fluctuation. Also, a large value of λ is desired when the
process undergoes a shift in order to quickly adapt to the shifted value of the
offset term.
These desired characteristics of EWMA forgetting factor λ match those
of posterior probability P (ΘD|Xk) very well. P (ΘD|Xk) represents the prob-
ability that the current observation is coming from a shifted process. When
the process is operated normally infected with measurement noise only, this
probability is low, and when a process shift occurs, this probability increases
and suggests a decrease in the size of sampling interval. Another similarity is
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that the values of both λ and P (ΘD|Xk) are bounded by the closed interval
[0,1]. In previous sections, Bayesian detection approach assisted dynamic sam-
pling by letting the user know when to change the sampling frequency. In this
section, we will show that even better control performance can be achieved
by updating λ using Bayesian detection approach. EWMA with λ updated
using Bayesian detection approach will be referred to as B-EWMA in this
dissertation. Equations 6.27 and 6.28 show how EWMA forgetting factor λ
can be related to the posterior probabilties calculated from Bayesian detec-
tion approach. In Equation 6.28, P (ΘN |Xk) represents the probability that
the current observation is coming from a normal process (no shift).
λ = P (ΘD|Xk) (6.27)
1− λ = 1− P (ΘD|Xk) = P (ΘN |Xk) (6.28)
Owing to the reasons discussed above, B-EWMA-R2R control using dy-
namic sampling results in better control performance as compared to EWMA-
R2R control using uniform sampling, random sampling, and dynamic sampling
for both SISO and MIMO model. The control results for the SISO and MIMO
processes studied in this work are provided in Tables 6.3 and 6.4, respectively.
The significant improvement by employing B-EWMA-R2R control is evident
as MSE values are roughly 30 percent less than those obtained by employ-
ing EWMA-R2R control. Moreover, better control results lead to reduced
number of measured wafers. Figures 6.12 and 6.13 show the plots for the con-
trolled outputs using different control schemes for the SISO and MIMO model,
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respectively. It is clear from the plots that B-EWMA-R2R control using dy-
namic sampling is the quickest to adapt to the process shift as compared to
other control schemes and provides the outputs that are closest to the target.
In essence, better control performance with reduced metrology costs can be
achieved by using B-EWMA-R2R control.
Table 6.3: Controller performance for SISO model using different sampling
methods
Control scheme MSE Number of wafers measured
Uncontrolled output 2.3055 0
EWMA-R2R with uniform sampling 0.5768 83
EWMA-R2R with random sampling 0.6650 81
EWMA-R2R with dynamic sampling 0.4767 97
B-EWMA-R2R with dynamic sampling 0.2664 91
Table 6.4: Controller performance for MIMO model using different sampling
methods
Control scheme MSE (y1) MSE (y2) Number of wafers measured
Uncontrolled output 2.4347 0.3377 0
EWMA-R2R with uniform sampling 0.6494 0.0954 83
EWMA-R2R with random sampling 0.7264 0.1152 84
EWMA-R2R with dynamic sampling 0.5433 0.0843 99
B-EWMA-R2R with dynamic sampling 0.3838 0.0570 91
6.5.5 VM-assisted EWMA-R2R control
The sampling methods discussed so far in this chapter, uniform sam-
pling, random sampling, and dynamic sampling, update the estimates of the
offset term and the recipe settings (inputs) of the process only when a physical
measurement was made as dictated by the sampling plan. Using the predic-
tions made by VM model, it is possible to make these updates even when a
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EWMA−R2R with uniform sampling
EWMA−R2R with random sampling
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Figure 6.12: Comparison of different control schemes for SISO model. B-
EWMA-R2R control using dynamic sampling provides the best control per-
formance
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Figure 6.13: Comparison of different control schemes for MIMO model. B-
EWMA-R2R control using dynamic sampling provides the best control per-
formance
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physical measurement is not done. VM enables us to update the estimate of
offset term and the recipe settings of the process after processing each product
wafer irrespective of the fact whether the wafer was physically measured or
not. When the process is operating normally, the sampling rate can be reduced
to a value below the baseline sampling rate determined by process economics.
An accurate VM model will ensure reduced measurement costs and better con-
troller performance. EWMA-R2R control that updates the estimates of the
offset term and the recipe settings of the process using the outputs predicted
by VM model will be referred to as VM-assisted EWMA-R2R control. The
working of VM-assisted EWMA-R2R control is shown in Figure 6.14.
Figure 6.14: The working of VM-assisted EWMA-R2R control
Khan et al. [62, 63] have shown that VM has the potential to improve
the performance of R2R controllers. The results obtained using VM to pre-
dict the outputs were much closer to target than those obtained without using
VM. However, their approach suffers from the two limitations mentioned be-
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low. First, a PLS model was built to predict the process outputs using process
variables and process drift. The PLS model explicitly included the process
drift as one of the input parameters, which makes it easier to quantify the re-
lationship between the process drift and the outputs. In this work, this will be
addressed more appropriately by building a PLS model that predicts process
outputs using process variables only. Using process variables for predicting
process outputs is a more practical approach as the values of process vari-
ables are always known for a given process whereas we might not have much
knowledge about the unexpected process drifts that might happen during pro-
cessing. The effect of process drift is usually apparent in the process variables.
In the presence of process drift, a good VM model should be capable of pre-
dicting process outputs fairly accurately using process variables only without
considering the process drift explicitly as an input parameter.
Second, Khan et al. assumed that the physical measurements were
made after a fixed number of process runs. VM was employed to predict the
outputs for the process runs between two consecutive physical measurements.
Therefore, all the simulations in their study were based on uniform sampling.
Also, no evaluation of the accuracy of the VM estimate was provided. If the
VM model can predict the outputs with good accuracy, the physical measure-
ments need not be made. Making measurements according to uniform sam-
pling might lead to wasting of resources as the VM model can provide very
similar estimates at no cost. In this work, we will be calculating a reliance
index for the estimates made by VM. Whenever the value of the calculated
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reliance index falls below a certain threshold value, a physical measurement
will be made.
Some confidence-interval based methods have been proposed in the re-
lated literature in the past. Chryssolouris et al. [18] presented a method that
finds confidence-intervals for neural-network prediction models. Later, Rivals
and Personnaz [107] presented an approach to construct confidence intervals for
neural networks based on least squares estimation. These confidence-interval
based approaches provide a range in which the predicted outputs might fall
based on the historical data, which is conceptually different from calculating
a reliance index of the predicted values. Therefore, confidence-interval based
approaches cannot be used to determine the degree to which we can rely on
the VM estimates.
More recently, the concept of performance confidence value (CV) for
assessing performance degradation using a watchdog prognostics agent was
presented by some researchers [21, 141]. The proposed assessment only cal-
culates a numerical performance CV but does not set up a proper threshold
value to determine whether the performance CV is reliable or not. To our
best knowledge, the only significant study done on defining a reliance index
in the context of VM has been done by Cheng et al. [16]. They assumed that
the actual process output values can be obtained by feeding process input
information into a reference prediction model. The predictions made by VM
model are then compared with the predictions made by the reference model
to calculate the reliance index. This method cannot be applied practically as
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the actual output values are not known unless we measure them. Also, if a
model that can predict the outputs very accurately exists, setting the outputs
predicted by that model as the reference to calculate the reliance level of VM
estimates does not seem reasonable. One may just use that reference model
to obtain better VM estimates instead. The authors assumed Multiple Re-
gression (MR) model as the reference model, and Neural Network (NN) model
as the VM model. In other words, they assumed that MR model (a linear
model) can provide more accurate results than NN model (nonlinear model).
This assumption contradicts the fact that a nonlinear model allows for more
degrees of freedom and provides better modeling results than a linear model.
Due to the limitations stated above, we can conclude that no estab-
lished and reliable approach exists for quantifying the reliance level of VM
estimates. In the next section, we will present a new approach to calculate the
reliance level of VM estimates that addresses the shortcomings of the previous
approaches.
6.5.6 New approach for calculating reliance index of VM estimates
After processing each wafer, a decision whether the most recent wafer
should be measured or not needs to be made. This can be decided by calcu-
lating a reliance index that quantifies how much a manufacturer can rely on
the VM estimate. If the value of calculated reliance index is below a certain
threshold, a physical measurement needs to be made as the manufacturer can-
not rely on the VM estimate. Some of the previous work done on reliance index
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is summarized in Section 6.5.5. Due to the limitations of these approaches, an
opportunity exists to devise more practical and reliable approaches. This sec-
tion proposes one such approach that calculates reliance index of VM estimates
in a practically applicable way.
Suppose we have some output measurements available from the histor-
ical data. Assuming normal distribution with mean and standard deviation
calculated from the historical data, we can calculate the probability of observ-
ing a particular value of output measurement. In this work, this distribution
based on the historical measurements will be employed as reference distribu-
tion. A moving-window approach will be adopted to update the historical
dataset. Whenever a new measurement is made, the oldest entry in the his-
torical dataset will be replaced by the new measurement. The idea behind
this replacement is to maintain a historical dataset that represents the current
behavior of the process.
The predictions made by the VM model are evaluated against the ref-
erence distribution to assess their quality. In order to consider the error that
might be present in the VM prediction, we propose to predict a distribution
of outputs instead of a fixed output value for a given set of process variables.
The value predicted by the VM model will serve as mean for the distribution
of outputs. The standard deviation is calculated as the standard deviation of
the predicted values for the historical dataset. Using these mean and standard
deviation values, a normal distribution of outputs predicted by the VM model
can be built. This distribution will be referred to as VM distribution in the
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subsequent sections.
Whenever new process data are available, the VM model will provide an
output value with a reliance index calculated using the reference distribution
and the VM distribution. Specifically, the reliance index is calculated as the
overlapping area between the reference distribution and the VM distribution
as shown in Figure 6.15. If these two distributions are very similar, the reliance
index would lie near one; if the two distributions are very different from each
other, the value of reliance index would be near zero. These two distributions
will have only one intersection point if they have different mean values but same
standard deviation, where as two intersection points if standard deviations
are different. Mathematically, the overlapping area can be calculated using
an analytical expression provided in Equation 6.29 or a numerical expression
provided in Equation 6.30. In these equations, fmin(s) corresponds to the
smaller one of the reference distribution function and VM distribution function
given by Equations 6.31 and 6.32, respectively. In Equation 6.30, ∆x is the
interval for numerical integration and be set as a small number by the user. n


























fmin(x) = min(fref (x), fvm(x)) (6.33)
Figure 6.15: Reliance index is calculated as the overlapping area between the
reference distribution and the VM distribution
In this study, a recursive PLS model is adopted as VM model to predict
the outputs. As the SISO model discussed in Section 6.4.1 has only one input
and one output, building a recursive PLS model for it to show the superior
performance of VM-assisted EWMA-R2R control might not seem appealing.
Instead, a recursive PLS model based on process variables presented in Section
6.4.2 is employed as VM model. After predicting the value of two outputs,
y1 and y2, reliance indices were calculated for each of them. If one or both
of them had a value less than the threshold value of 0.7, the estimates were
declared to be unreliable and actual measurements were made. These actual
measurements were sent to the R2R controller to update the estimates of the
offset term and the process inputs. Otherwise, the estimates were considered
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reliable and passed on to the R2R controller to update the estimates of the
offset term and process inputs. Therefore, the estimates of the offset term and
process inputs are updated after processing each wafer, either using actual
measurements or the VM estimates. It can be recalled that for the control
schemes discussed earlier in this chapter, the updates were only done when ac-
tual measurements were performed. This is the fundamental reason behind the
better control performance of VM-assisted EWMA-R2R control as compared
to regular EWMA-R2R control.
Figure 6.16 shows the control performance of VM-assisted EWMA-R2R
control along with other control schemes discussed earlier in this chapter. It
should be noted that the results of EWMA-R2R control using uniform sam-
pling and random sampling are not shown in this figure so that the controlled
output trajectories for different control schemes are clearly visible. However,
the MSEs of VM-assisted EWMA-R2R control are provided along with those
of all the control schemes discussed earlier in Table 6.5. We can see in Fig-
ure 6.16 that when a process shift occurs, VM-assisted EWMA-R2R control
is the first method to recognize the process shift and quickly adapts to the
shift to bring the outputs back to target. This is because of the fact that
VM makes it possible to update the EWMA-R2R controller at the end of pro-
cessing of each wafer. For this particular study, the first process shift occurs
after processing wafer number 75. Both EWMA-R2R with dynamic sampling
and B-EWMA-R2R with dynamic sampling make measurements according to
baseline uniform sampling rate of 3 when the process is operating normally.
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Figure 6.16: Simulation results showing the superior performance of VM-
assisted EWMA-R2R control as compared to other control schemes.
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Figure 6.17: Reliance indices for the VM estimates of two process outputs. A
threshold value of 0.7 was used in this simulation.
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So, when a process shift occurs after processing of wafer number 75, it is quite
possible that the next wafer that is measured according to baseline sampling
rate is wafer number 77 or wafer number 78. This late detection leads to the
sluggish adaptation of the EWMA-R2R controller to the process shift and gives
rise to high MSE values. If there is a metrology delay, the situation becomes
worse and can lead to even more sluggish adaptation of the controller. On the
other hand, VM-assisted EWMA-R2R control will provide greater benefits in
the case of a metrology delay by updating the controller after processing each
wafer.
Another advantage of using VM-assisted EWMA-R2R control is the sig-
nificant reduction in the number of physical measurements of wafers. During
normal operation, VM predicts the process outputs fairly accurately. The re-
liance index of the VM estimates is monitored continuously during the process-
ing of wafers. Whenever the value of reliance index falls below a set threshold
value, actual measurements are done until the value of reliance index becomes
greater than the threshold value as shown in Figure 6.17. So, most of the mea-
surements are only done after the process shift and very few measurements are
done during the normal operation. Table 6.5 shows that VM-assisted EWMA-
R2R control leads to a drastic reduction in the number of required physical
measurements. Similar improvements in the controller performance and the
reduction in the number of measured wafers were observed by using different
sets of parameters for the process model (see Section 6.4.2) simulated in this
work. In essence, this study clearly demonstrates that VM has the potential
203
to reduce the measurement costs significantly while promising better process
control.
Table 6.5: Controller performance for MIMO model using different sampling
methods
Control scheme MSE (y1) MSE (y2) Number of wafers measured
Uncontrolled output 2.4347 0.3377 0
EWMA-R2R with uniform sampling 0.6494 0.0954 83
EWMA-R2R with random sampling 0.7264 0.1152 84
EWMA-R2R with dynamic sampling 0.5433 0.0843 99
B-EWMA-R2R with dynamic sampling 0.3838 0.0570 91
VM-assisted EWMA-R2R 0.3167 0.0504 17
6.6 Conclusions
This chapter showed how to combine physical measurements with the
VM estimates to develop a more robust approach than using VM alone. In-
stead of blindly relying on the estimates made by VM, the combined approach
aims at monitoring the quality of VM estimates and performs a physical mea-
surement whenever the quality of VM estimates falls below a threshold value.
More metrology events increase the measurement costs and decrease the prod-
uct throughput (by increasing cycle time), whereas too few metrology events
might hamper the product quality. Therefore, the frequency of metrology
events needs to be optimized. Thus, the implementation of the combined
approach requires the development of optimal sampling plans that will tell
the semiconductor manufacturers when to perform a physical measurement to
supplement VM predictions.
In this chapter, first we simulated a Single-Input-Single-Output (SISO)
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process with process drift and noise. Run-to-Run (R2R) control was employed
to adjust the recipe settings (inputs) to ensure that the output stays on the
target in the presence of process drift and noise. In general, the implemen-
tation of R2R control includes the estimation of process gain matrix, process
drift, or both. In semiconductor manufacturing, process drift is a major is-
sue of concern as process gain matrix remains almost constant owing to the
physics and chemistry behind the process. So, in this work the process drift
was estimated using the measurements done according to the sampling plan.
Whenever a measurement was made, the value of process drift was estimated
by Exponentially-Weighted-Moving-Average (EWMA), a weighted average of
the previous estimate of the process drift and the process drift value suggested
by the current measurement.
Devising an optimal sampling plan is critical in order to ensure that the
process outputs are on target, while not spending a large amount of money by
measuring too many products. We implemented some well-known sampling
methods in order to demonstrate the superior performance of reliance index
based sampling method that utilizes VM estimates. The most common sam-
pling strategy is uniform sampling, which measures a product after a fixed
interval of time or products. Random sampling does not have a fixed mea-
surement interval, but measures the products at random intervals that have
specified lower and upper limits. Neither of these methods take advantage
of the known past and current behavior of the process. Dynamic sampling is
based on the intuitive idea of measuring more products when the process drifts
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away from the target and measuring fewer products when the process outputs
are fairly close to the target. In this work, Bayesian detection approach was
employed to implement dynamic sampling. The Bayesian detection approach
calculates a posterior probability distribution using a prior probability dis-
tribution and the observed data. When the probability that the currently
observed data is coming from a drifting process exceeds a threshold value,
the sampling frequency is increased. Better control results were observed for
the SISO process when the sampling plan was driven by dynamic sampling
as compared to uniform sampling and random sampling (see Section 6.5.1 for
details). For a Multiple-Input-Multiple-Output (MIMO) model present in the
VM literature (see Section 6.4.2), the R2R results were closer to the target
when dynamic sampling was employed as compared to the R2R results when
uniform sampling and random sampling were employed (see Section 6.5.3 for
details).
The R2R control results were found to be sensitive to the EWMA
forgetting factor, λ, which determines the weighting of the previous estimate
of the process drift vs. the weighting of the value of process drift suggested
by the recent measurement. A smaller value of λ filters the noise to a higher
degree, but causes the outputs to adapt to the process drift sluggishly. On the
other hand, a larger value of λ drives the outputs to adapt to the process drift
quickly, but filters the noise to a smaller extent. This trade-off can be exploited
to meet the needs of the R2R controller implemented in this work. Most of
the literature about R2R control for semiconductor manufacturing assumes a
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constant value of λ [70, 98]. However, this work introduced a novel way to
update λ in order to achieve an improved controller performance. For the best
performance, the controller must be able to reject most of the noise present in
the measurements and adapt to the process drift as quickly as possible. The
R2R controller with Bayesian update of λ showed better control performance
than the conventional R2R controller with a fixed value of λ (see Section 6.5.4).
In the three sampling methods discussed above, uniform sampling, ran-
dom sampling, and dynamic sampling, the estimates of the process drift and
the recipe settings (inputs) of the process were only updated when a physical
measurement was made as dictated by the sampling plan. Using the predic-
tions made by VM model, it is possible to make these updates even when a
physical measurement is not done. VM enables us to update the estimate of
process drift and the recipe settings of the process after processing each prod-
uct wafer irrespective of the fact whether the wafer was physically measured
or not. An accurate VM model will ensure reduced measurement costs and
better controller performance. After processing each wafer, a decision whether
the most recent wafer should be measured or not needs to be made. This can
be decided by calculating a reliance index that quantifies how much a manu-
facturer can rely on the VM estimate. If the value of calculated reliance index
is below a certain threshold, a physical measurement needs to be made as the
manufacturer cannot rely on the VM estimate. Some work on a reliance index
is present in VM literature [16] but it suffers from a few shortcomings (see Sec-
tion 6.5.5 for details). A new reliance index, which is more attractive from a
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mathematical and practical point of view, is proposed in this work. The R2R
controller results obtained by utilizing predictions made by VM were found
to be better than those obtained by employing the three sampling methods
mentioned above. Moreover, the number of physical measurements was also
drastically reduced by implementing VM-assisted R2R control. The simulation
results clearly demonstrate that VM has the potential to reduce measurement
costs significantly while promising better process control.
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Chapter 7
Summary and Future Work
7.1 Summary of Contributions
In Chapter 2, various VM methods were introduced and compared in
terms of prediction accuracy using four industrial datasets collected from a
plasma etch system at Texas Instruments, Inc.. Specifically, multiple linear
regression (MLR), principal component regression (PCR), partial least squares
regression (PLSR), recursive partial least squares regression (R-PLSR), time
series analysis, and Kalman filter estimation were implemented to predict pro-
cess outputs such as etch rate, sheet resistance, and critical dimension (CD).
Kalman filter estimation was employed in a novel way to serve as a VM model
for predicting outputs of a static process.
First, lot-level predictions were made for etch rate using 18 optical
emission spectroscopy (OES) signals for the first three datasets. Recursive
PLS regression (R-PLSR) and Kalman filter showed the best prediction results
as they update the model whenever new measurements are available. However,
the correlation between the OES signals and etch rate was not found to be
very strong because only one value of measured etch rate was available per
lot. Next, to obtain better correlation between the input and the output
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variables, a quality variable that was measured for each wafer was identified.
Sheet resistance data were collected for 1121 wafers and correlated with OES
data using various VM methods mentioned above. Recursive PLS regression
and Kalman filter showed the best wafer-level predictions for sheet resistance
using the OES data. It was observed that the OES data have much better
correlation with the sheet resistance data as compared to the etch rate data.
Sheet resistance was observed to be a strong function of the OES signals that
represent the optical emissions from the gases present in the etch recipe. In
other words, the modeling results were found to be in agreement with the
process chemistry. Last, Dataset 4 was collected from a gate etch process to
figure out the reason behind the non-uniformity in the etch CDs of wafers. The
model predictions were found to be fairly good with a MAPE value of 1.5159
and a R2 value of 0.4324. Nine process variables that had the most significant
effect on the CD were identified. Most likely, these process variables were
responsible for causing the undesired CD values for the first two wafers in the
lots under consideration.
In Chapter 3, two PLS variants (PLS with EWMA mean update and
recursive PLS) were proposed as robust VM algorithms that can predict pro-
cess outputs fairly well in the presence of unexpected process drifts and noise.
Three types of process drifts were simulated and it was found that recursive
PLS and PLS with EWMA mean update provided better predictions than
traditional PLS algorithm for all drift types; recursive PLS being the best
prediction method. However, in the presence of large measurement noise, PLS
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with EWMA mean update provided the best predictions as it is more conser-
vative than recursive PLS in adapting to new measurements. These general
guidelines reinforce VM technology by suggesting appropriate prediction meth-
ods when unexpected process changes occur. Other modeling features such as
the selection of model inputs, tuning of the EWMA factor λ, and design of
experiments were also discussed.
For a successful implementation of virtual metrology (VM), we need to
make sure that the data entering the VM model are free from faults. Sensor
faults are the most relevant faults in the context of VM as VM relies on the
sensor data to predict the process outputs. The objective of Chapters 4 and 5
was to remove the effect of sensor faults from the sensor data and feed the cor-
rected (reconstructed) sensor data to the VM model. To achieve this objective,
three steps (fault detection, fault identification, and fault reconstruction) were
performed. In order to compare the performance of various fault detection and
identification methods, a benchmark dataset was utilized.
The first step to achieve the goal of removal of the effect of fault from the
faulty sensor data is fault detection. First, we presented fault detection using
principal component analysis (PCA). PCA is nominally able to detect faults for
a two-dimensional data matrix only, the two dimensions being time and process
variables in most cases. However, the data collected from a semiconductor
manufacturing process are three-dimensional, with an additional dimension
for different wafers. Instead, multiway principal component analysis (MPCA)
is employed to address this limitation of the standard PCA implementation.
211
MPCA was implemented to detect the artificial faults induced in the
benchmark dataset. The effect of the fault magnitude and the confidence
level (α) on the fault detection performance of MPCA was also studied. It
was found that MPCA raised several false alarms (i.e., MPCA indicated the
presence of a fault for the fault-free data). Next, we presented a variation
of MPCA that reduces false alarms by EWMA filtering of the residuals, and
a statistics pattern analysis (SPA) based method, which performs PCA on
the statistics of the process variables vs. the temporal values of the process
variables. It was observed that the MPCA-based methods were able to detect
more mean and variance faults than the skewness and kurtosis faults. This is
due to the fact that MPCA-based methods are second-order methods which
only consider mean and variance of the data. The number of detected mean
and variance faults by using both the MPCA-based methods were less than
those detected by SPA. This is due to the non-Gaussian characteristics of the
data collected from semiconductor manufacturing processes. MPCA-based
methods wrongly assume the data to be Gaussian and calculate erroneous
control limits for the fault detection indices. MPCA with EWMA filtering
of residuals detected fewer faults than MPCA for all the fault types. Due
to the filtering of the residuals, the effect of the faults appears slowly in the
filtered residuals. MPCA with EWMA filtering of residuals provided better
detection when a small value of the EWMA forgetting factor (Γ) was used,
which favors the detection of mean faults. So, it detected more mean faults
than the variance faults. The only advantage of using EWMA filtering is that
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it leads to fewer false alarms than MPCA.
The fault detection study concluded that SPA provides better fault
detection performance for different types of faults as compared to MPCA-
based methods. Not only it detects more faults, SPA also significantly reduces
the number of false alarms. Therefore, this study recommends that SPA should
be employed as a fault detection method to detect faults in the VM sensors.
The second step to achieve our goal is to perform fault identification,
which aims at finding the process variable/process variables which caused a
fault in a wafer/batch. Apart from the fact that SPA detected more faults
than the two MPCA-based methods, the main benefit of performing identifi-
cation on the faults detected by SPA is that not only the faulty sensor can be
identified, but the statistic (e.g., mean, variance) in which the fault occurred
is also identified. This information is crucial for predicting accurate outputs
using virtual metrology models, which mostly use the statistics of the sensor
signals as the inputs. Therefore, fault identification was performed on the
faults detected by SPA in this study.
We presented and implemented three well-known fault identification
methods present in literature. Specifically, these included contribution plot
approach, reconstruction-based contribution (RBC) approach, and sensor va-
lidity index (SVI) approach. An equation that relates the RBC with the SVI
was derived. The RBC method and the SVI method exhibited similar identifi-
cation results. This is due to the fact that both these methods are based on the
same idea of reconstruction of faults. The contribution plot method identified
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a smaller number of faults correctly as compared to the RBC and the SVI
methods because of its limitations. Superior identification performance of the
RBC and the SVI methods as compared to the contribution plot approach was
shown in this work. Hence, we recommend the use of the RBC and the SVI
methods to perform the identification/diagnosis of faults in virtual metrology
sensors.
After identifying the sensor that caused the fault, the third step to
achieve our goal is to perform fault reconstruction, which includes the esti-
mation of the size of the fault. The estimation of fault magnitude is very
important in order to make accurate predictions using a virtual metrology
model. To obtain the fault-free sensor signals that are fed as inputs to the
virtual metrology model, the effect of the fault needs to be removed from the
faulty sensor signal with high precision. Fault reconstruction is mainly done
in three ways: reconstruction via iteration, the missing value approach, and
reconstruction via optimization. Qin et al. [104] have shown that all three
ways of doing reconstruction mentioned above lead to essentially the same
results. The magnitude of the fault was estimated by minimizing the fault
detection indices, SPE, T 2, or φ. Fairly good estimates of the fault magnitude
were obtained when the faults were identified correctly. In the case of incor-
rect identification, the fault direction ξi was not known correctly and led to
an erroneous estimation of the fault magnitude.
Chapter 6 showed how to combine physical measurements with the VM
estimates to develop a more robust approach than using VM alone. Instead of
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blindly relying on the estimates made by VM, the combined approach aims at
monitoring the quality of VM estimates and performs a physical measurement
whenever the quality of VM estimates falls below a threshold value. More
metrology events increase the measurement costs and decrease the product
throughput (by increasing cycle time), whereas too few metrology events might
hamper the product quality. Therefore, the frequency of metrology events
needs to be optimized. The implementation of the combined approach requires
the development of optimal sampling plans that will tell the semiconductor
manufacturers when to perform a physical measurement to supplement VM
predictions.
In Chapter 6, first we simulated a Single-Input-Single-Output (SISO)
process with process drift and noise. Run-to-Run (R2R) control was employed
to adjust the recipe settings (inputs) to ensure that the output stays on the
target in the presence of process drift and noise. In general, the implemen-
tation of R2R control includes the estimation of process gain matrix, process
drift, or both. In semiconductor manufacturing, process drift is a major issue
of concern. Because the process gain matrix remains almost constant ow-
ing to the physics and chemistry behind the process, the process drift can
be estimated using the measurements done according to the sampling plan.
Whenever a measurement was made, the value of process drift was estimated
by Exponentially-Weighted-Moving-Average (EWMA), a weighted average of
the previous estimate of the process drift and the process drift value suggested
by the current measurement.
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Devising an optimal sampling plan is critical in order to ensure that the
process outputs are on target, while not spending a large amount of money by
measuring too many products. We implemented some well-known sampling
methods in order to demonstrate the superior performance of reliance index
based sampling method that utilizes VM estimates. The most common sam-
pling strategy is uniform sampling, which measures a product after a fixed
interval of time or products. Random sampling does not have a fixed mea-
surement interval, but measures the products at random intervals that have
specified lower and upper limits. Neither of these methods take advantage
of the known past and current behavior of the process. Dynamic sampling
is based on the intuitive idea of measuring more products when the process
drifts away from the target and measuring fewer products when the process
outputs are fairly close to the target. In this work, Bayesian detection ap-
proach was employed to implement dynamic sampling. Better control results
were observed for the SISO process when the sampling plan was driven by
dynamic sampling as compared to uniform sampling and random sampling.
For a Multiple-Input-Multiple-Output (MIMO) model present in the VM lit-
erature, the R2R results were closer to the target when dynamic sampling was
employed as compared to the R2R results when uniform sampling and random
sampling were employed.
The R2R control results were found to be sensitive to the EWMA
forgetting factor, λ, which determines the weighting of the previous estimate
of the process drift vs. the weighting of the value of process drift suggested
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by the recent measurement. A smaller value of λ filters the noise to a higher
degree, but causes the outputs to adapt to the process drift sluggishly. On the
other hand, a larger value of λ drives the outputs to adapt to the process drift
quickly, but filters the noise to a smaller extent. This trade-off can be exploited
to meet the needs of the R2R controller implemented in this work. Most of
the literature about R2R control for semiconductor manufacturing assumes a
constant value of λ [70, 98]. However, this work introduced a novel way to
update λ in order to achieve an improved controller performance. For the best
performance, the controller must be able to reject most of the noise present in
the measurements and adapt to the process drift as quickly as possible. The
R2R controller with Bayesian update of λ showed better control performance
than the conventional R2R controller with a fixed value of λ.
In the three sampling methods discussed above, uniform sampling, ran-
dom sampling, and dynamic sampling, the estimates of the process drift and
the recipe settings (inputs) of the process were only updated when a physical
measurement was made as dictated by the sampling plan. Using the predic-
tions made by VM model, it is possible to make these updates even when a
physical measurement is not done. VM enables updating the estimate of pro-
cess drift and the recipe settings of the process after processing each product
wafer irrespective of the fact whether the wafer was physically measured or
not. An accurate VM model will ensure reduced measurement costs and bet-
ter controller performance. After processing each wafer, a decision whether
the most recent wafer should be measured or not needs to be made. This
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can be decided by calculating a reliance index that quantifies how much a
manufacturer can rely on the VM estimate. If the value of calculated re-
liance index is below a certain threshold, a physical measurement needs to be
made as the manufacturer cannot rely on the VM estimate. Some work on a
reliance index is present in VM literature [16] but it suffers from a few short-
comings. A new reliance index, which is more attractive from a mathematical
and practical point of view, is proposed in this work. The R2R controller
results obtained by utilizing predictions made by VM were found to be bet-
ter than those obtained by employing the three sampling methods mentioned
above. Moreover, the number of physical measurements was also drastically
reduced by implementing VM-assisted R2R control. The simulation results
clearly demonstrate that VM has the potential to reduce measurement costs
significantly while promising better process control.
7.2 Recommendations for Future Work
Although several regression and estimation methods were employed to
build the VM model in this work, an opportunity exists to explore more com-
plex nonlinear techniques like neural networks. A more comprehensive com-
parison of the modeling methods is required before implementing VM on in-
dustrial scale. While estimating the states using a Kalman filter, it is assumed
that the system noise and measurement noise are Gaussian white noise terms.
In other words, they have Gaussian (Normal) distribution with mean zero and
standard deviation σ. There is a possibility that the system is infected with
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a non-Gaussian noise (having a distribution other than Gaussian). Kalman
filtering of colored (non-white) noise has proven useful in image restoration
[139] and speech enhancement [36]. Also, Independent Component Analysis
(ICA) [49, 50, 72, 113, 138, 140] can be applied for estimation in the presence
of non-Gaussian noise.
Deciding the threshold value for the acceptable coefficient of determi-
nation (R2) is also an very important issue and needs to be addressed for the
context of VM [111]. In Chapter 3, two PLS variants (PLS with EWMA mean
update and recursive PLS) were proposed as robust VM algorithms that can
predict process outputs fairly accurately in the presence of unexpected process
drifts and noise. However, the data were generated from a model present in
VM literature. The results obtained in Chapter 3 can be validated by com-
paring the PLS variants for industrial data with process drifts and noise.
While implementing statistics pattern analysis (SPA) for fault detec-
tion in Chapter 5, the statistics pattern was made up of four batch statistics:
mean, variance, skewness, and kurtosis. More research is required to choose
these statistics so that all the critical features of the process are captured.
Specifically, an index that will quantify the degree of information captured by
batch statistics for a process needs to be defined. For similarity quantifica-
tion, both distance-based and angle-based similarities need to be compared to
gain better understanding on their capabilities. New similarity indices can be
developed to obtain better fault detection and identification performance.
In the contribution plot approach used for fault identification, the con-
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tributions are spread unevenly across the variables when there is no fault. In
other words, some variables have large contributions while others have rela-
tively smaller contributions for the normal (fault-free) data. Therefore, a fault
in a normally small-contribution variable may not make the contribution of
that variable the largest unless the fault magnitude is very large. This is a
common cause of misidentification while using contribution plots. An effort
can be made to improve the contribution plot approach by calculating separate
control limits for each variable. While identifying a fault, the contribution of a
variable will be compared with its control limit and not with the contributions
of other variables as done in current contribution plot approach. This mod-
ification might allow correct identification when a fault occurs in a normally
small-contribution variable.
Three identification methods including contribution plot approach, SVI
approach, and RBC approach were compared in Chapter 5. Other identifi-
cation methods such as (a) discrimination by angles [106, 143]; (b) pattern
matching methods by calculating similarity and dissimilarity factors between
normal data and an extended period of fault data [60, 114, 115]; and (c) isola-
tion enhanced techniques from model-based methods [34, 35, 101, 102] can be
simulated to assess their performance for faults in semiconductor manufactur-
ing processes.
Chapters 4 and 5 focused on the removal of the effect of sensor faults
from the sensor data and feeding the corrected (reconstructed) sensor data to
the VM model. The benefit of correct detection, identification, and reconstruc-
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tion of faults needs to be demonstrated by building a VM model to predict
process outputs from sensor signals. Correct reconstruction should lead to an
increased accuracy of the predicted values of the process outputs.
Fault reconstruction is mainly done in three ways: reconstruction via
iteration, the missing value approach, and reconstruction via optimization.
Qin et al. [104] showed that all three ways of doing reconstruction mentioned
above lead to the same results. Research can be carried out to arrive at better
reconstruction methods in the future.
The results presented in Chapter 6 were based on simulated data. In
order to validate the practical advantages of using B-EWMA R2R control
and VM-assisted EWMA-R2R control over EWMA-R2R control, the control
schemes should be compared using industrial data. In this work, the baseline
uniform sampling rate was set to 3. In other words, every 3rd wafer is measured
when the process is in control. For practical purposes, a rigorous economic
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