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A simple proof of Schmidt-Summerer’s inequality. ∗
OlegN.German, NikolayG.Moshchevitin
Abstract
In this paper we give a simple proof of an inequality for intermediate Diophantine exponents
obtained recently by W.M. Schmidt and L. Summerer.
1 Introduction
Let Λ be a unimodular d-dimensional lattice in Rd. Denote by Bd
∞
the unit ball in sup-norm, i.e. the
cube with vertices at the points (±1, . . . ,±1). Let Gt : R
d → Rd be a map defined by
Gt((z1, ..., zd)
⊺) = (td−1z1, t
−1z2, . . . , t
−1zd)
⊺
.
W.M. Schmidt and L. Summerer [3, 4] studied the asymptotic behaviour of the successive minima of
the body GtB
d
∞
with respect to the given lattice Λ. An appropriate choice of Λ connects this setting
with the classical setting of simultaneous Diophantine approximation.
In [4] Schmidt and Summerer proved important inequalities connecting the asymptotics of the
first and the p-th successive minima, which lead them to an improvement of a famous Jarn´ık’s in-
equality between the uniform and the ordinary Diophantine exponents [2]. However, the proof they
proposed was rather difficult. It uses Mahler’s theory of compound bodies and involves a complicated,
cumbersome analysis of special piecewise linear functions.
In the present paper we give a short proof of the main result of [4]. It relies on a simple geometric
observation (see Lemma 1 below) and does not use the theory of compounds.
2 Schmidt-Summerer’s exponents
2.1 General definition
Let us first give a general definition of the Diophantine exponents we shall deal with throughout
the paper. We shall be actually interested in two partial cases, which correspond to the problem of
simultaneous Diophantine approximation and to the dual problem, i.e. approximating zero with the
values of a linear form.
For each d-tuple τ = (τ1, . . . , τd) ∈ R
d denote by Dτ the diagonal d× d matrix with e
τ1 , . . . , eτd on
the main diagonal. Let us also denote by λp(M) the p-th successive minimum of a compact symmetric
convex body M ⊂ Rd (centered at the origin) with respect to the lattice Λ.
Let T be a path in Rd defined as τ = τ (s), s ∈ R+, such that
τ1(s) + . . .+ τd(s) = 0, for all s. (1)
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Set B(s) = Dτ (s)B
d
∞
. For each p = 1, . . . , d let us consider the functions
ψp(Λ,T, s) =
ln(λp(B(s)))
s
.
Definition 1. We call the quantity
ψ
p
(Λ,T) = lim inf
s→+∞
ψp(Λ,T, s), ψp(Λ,T) = lim sup
s→+∞
ψp(Λ,T, s)
the p-th lower and upper Schmidt-Summerer’s exponents, respectively.
When it is clear from the context what lattice and what path are under consideration, we shall
write simply ψp(s), ψp, and ψp.
2.2 Connection to intermediate Diophantine exponents
Given an n×m real matrix Θ, let us set
TΘ =
(
Em 0
Θ En
)
and ΛΘ = T
−1
Θ Z
d, (2)
where Em and En are the corresponding unity matrices. Let us define TΘ : s 7→ τ (s) by
τ1(s) = . . . = τm(s) = s, τm+1(s) = . . . = τd(s) = −ms/n. (3)
As it was shown in [1], Schmidt-Summerer’s exponents for Λ = ΛΘ and T = TΘ are closely
connected to the intermediate Diophantine exponents of Θ.
Definition 2. The supremum of the real numbers γ, such that there are arbitrarily large values of t
for which (resp. such that for every t large enough) the system of inequalities
|x| 6 t, |Θx− y| 6 t−γ (4)
has p solutions zi = (xi,yi) ∈ Z
m ⊕ Zn, i = 1, . . . , p, linearly independent over Z, is called the p-th
regular (resp. uniform) Diophantine exponent of Θ and is denoted by βp (resp. αp).
Namely, in [1], the following relation was proved for ψ
p
= ψ
p
(ΛΘ,TΘ), ψp = ψp(ΛΘ,TΘ).
Proposition 1. We have (1 + βp)(1 + ψp) = (1 + αp)(1 + ψp) = d/n.
It follows immediately from Definition 2 that βp > αp > 0. Combining these inequalities with
Proposition 1, we get the following trivial lower and upper bounds for ψ
p
and ψp.
Proposition 2. We have −1 6 ψ
p
6 ψp 6 m/n.
As we said, these bounds are trivial, and we claim that more accurate ones can be obtained. But
that is a matter of another research.
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3 Schmidt-Summerer’s inequalities
The main result of Schmidt and Summerer’s paper [4] can be formulated as follows.
Theorem 1. Let Λ = ΛΘ, T = TΘ, where ΛΘ, TΘ are defined by (2) and (3). Then, for m = 1 and
any p ∈ Z, 1 6 p 6 d, we have
(1 + ψ
p
)(1/n − ψp) 6 (1 + ψ1)(1/n − ψp) (5)
and
(1 + ψd)(1/n − ψp) 6 (1 + ψp)(1/n − ψp), (6)
provided that 1, θ1, . . . , θn are linearly independent over Q, where θ1, . . . , θn are the components of Θ.
Remark 1. We actually prove the first half of Theorem 1, i.e. inequality (5), within a bit weaker
assumption than linear independence of 1, θ1, . . . , θn. It is enough to assume (see the beginning of
Section 4.3) that
dimQ spanQ(1, θ1, . . . , θn) > p. (7)
4 Proof of Theorem 1
In this Section we prove Theorem 1 way much simpler than it was proved in the original paper [4].
First we make an observation of a local nature. Then we apply this observation for two choices of
Λ and T: the one defined by (2), (3), to obtain (5); and the dual one, to obtain a somewhat dual
statement. After that we apply a transference argument basing on a relation proved in [1] to return
from the dual statement to ΛΘ and TΘ, and thus obtain (6).
4.1 Main local observation
In the following Lemma 1 we describe a rather simple geometric phenomenon, after knowing which
proving Theorem 1 is a matter of technique partially developed in [1].
Lemma 1. Let Λ be an arbitrary lattice in Rd and let h1, . . . , hd, λ be arbitrary positive real numbers,
λ > 1. Consider three parallelepipeds
P1 =
{
z = (z1, . . . , zd)
⊺ ∈ Rd
∣∣∣ |zi| 6 hi, i = 1, . . . , d
}
,
P2 =
{
z = (z1, . . . , zd)
⊺ ∈ Rd
∣∣∣ |zi| 6 λhi, i = 1, . . . , d
}
= λP1,
P3 =
{
z = (z1, . . . , zd)
⊺ ∈ P2
∣∣∣ |z1| 6 h1
}
.
Suppose that P1 contains a lattice point v on its boundary with the first coordinate equal to h1 and
that P2 contains at least p linearly independent points of Λ. Then the parallelepiped 2P3 also contains
at least p linearly independent points of Λ.
Proof. Obviously, there are lattice points v1, . . . ,vp−1 in P2 such that v,v1, . . . ,vp−1 are linearly
independent. Let v = (v1, . . . , vd)
⊺, vi = (vi1, . . . , vid)
⊺, i = 1, . . . , p− 1. We may suppose that vi1 > 0
for each i. Set
v′i = vi −
[vi1
v1
]
v, i = 1, . . . , p− 1.
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Let v′i = (v
′
i1, . . . , v
′
id)
⊺. Then 0 6 v′i1 < v1 = h1 and for each j = 2, . . . , p − 1 we have
|v′ij | 6 |vij |+
[vi1
v1
]
|vi| < 2λhi,
since
0 6
[vi1
v1
]
< λ.
Thus, the points v,v′1, . . . ,v
′
p−1 are all contained in 2P3. Clearly, they are linearly independent.
When applying Lemma 1 for fixed Λ and T we shall take as P1 and P2 a parallelepiped B(s) scaled
by the factors λ1(B(s)) and λp(B(s)), respectively. Notice that λ1(B(s))B(s) contains no nonzero
lattice point in its interior, but does contain such a point on its boundary. So, the effect described
in Lemma 1 works in the case when this point appears to be on the facet orthogonal to the first
coordinate axis, i.e. on the facet lying in the hyperplane z1 = λ1(B(s))e
τ1(s). We shall call it the front
facet.
Corollary 1. Let m = 1. Suppose Λ is an arbitrary lattice and T is an arbitrary path such that
τ2(s) = . . . = τd(s) = −τ1(s)/n for all s. Then, for each s0 such that λ1(B(s0))B(s0) contains a lattice
point on its front facet, we have
1 6
eτ1(s1)λp(B(s1))
eτ1(s0)λ1(B(s0))
6 2 and 1 6
eτi(s1)λp(B(s1))
eτi(s0)λp(B(s0))
6 2, i = 2, . . . , d, (8)
where s1 is determined by the relation
eτ1(s1) = eτ1(s0)
(
λ1(B(s0))
λp(B(s0))
)n/d
. (9)
Proof. Set hi = λ1(B(s0))e
τi(s0), i = 1, . . . , d, and λ = λp(B(s0))/λ1(B(s0)). Taking into account (1)
and (9) we see that
eτ1(s1) = λn/deτ1(s0) and eτi(s1) = λ1/deτi(s0), i = 2, . . . , d. (10)
Define by h1, . . . , hd, λ parallelepipeds P1, P2, P3 as in Lemma 1. We have
P1 = λ1(B(s0))B(s0), P2 = λp(B(s0))B(s0), P3 = λ1(B(s0))λ
n/dB(s1).
Indeed, the first two equalities are obvious, the third one follows from (10). The homotheticity of P3
and B(s1) is a rather important observation and essentially involves the assumption that τ2(s) = . . . =
τd(s) for all s.
By Lemma 1 there are at least p linearly independent lattice points in 2P3. Hence
λp(B(s1))B(s1) ⊆ 2P3,
which immediately implies the upper bounds in (8). The lower ones follow from the fact that
λp(B(s1))B(s1) cannot be a proper subset of P3, which is inferred by the inclusion
P3 ⊆ P2 = λp(B(s0))B(s0)
and the fact that the interior of λp(B(s0))B(s0) does not contain p linearly independent lattice points.
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Corollary 2. Within the assumptions of Corollary 1, for each s0 such that λ1(B(s0))B(s0) contains
a lattice point on its front facet, we have
τ1(s0) + s0ψ1(s0) 6 τ1(s1) + s1ψp(s1) 6 τ1(s0) + s0ψ1(s0) + ln 2,
τi(s0) + s0ψp(s0) 6 τi(s1) + s1ψp(s1) 6 τi(s0) + s0ψp(s0) + ln 2, i = 2, . . . , d,
(11)
where s1 is determined by the relation
τ1(s1) = τ1(s0) +
n
d
s0
(
ψ1(s0)− ψp(s0)
)
. (12)
Proof. This is an immediate consequence of the definition of ψi(s) and Corollary 1.
4.2 Auxiliary observation
Suppose we are within the assumptions of Corollary 1. That is m = 1, Λ is an arbitrary lattice and
T is an arbitrary path such that τ2(s) = . . . = τd(s) = −τ1(s)/n for all s.
As we noticed above, all the nonzero lattice points contained in λ1(B(s))B(s) are gathered on its
boundary. Suppose none of them lies on the front facet, i.e. in the hyperplane z1 = λ1(B(s))e
τ1(s).
Then we can shrink λ1(B(s))B(s) along the first coordinate axis until some lattice point lying on the
boundary meets the front facet. More precisely, there is a µ < 1 such that the parallelepiped
P =
{
z = (z1, . . . , zd)
⊺ ∈ Rd
∣∣∣ |z1| 6 µλ1(B(s))eτ1(s), |zi| 6 λ1(B(s))eτi(s), i = 2, . . . , d
}
contains no nonzero lattice points in its interior, and does contain such a point on its front facet.
Actually this point will lie on the relative boundary of the front facet, i.e. on a face of smaller
dimension. It can be easily verified that
P = µ1/dλ1(B(s))B(s
′),
where s′ is determined by the relation eτ1(s
′) = µn/deτ1(s). Therefore,
λ1(B(s
′)) = µ1/dλ1(B(s)) < λ1(B(s))
and we arrive at
Proposition 3. Within the assumptions of Corollary 1 we have
ψ
1
(Λ,T) = lim inf
s→+∞
′ ψp(Λ,T, s),
where lim inf ′ is taken over all s such that λ1(B(s))B(s) contains a lattice point on its front facet.
4.3 The first choice of Λ and T
Let m = 1 and Λ = ΛΘ, T = TΘ. Suppose (7) is satisfied (cf. Remark 1). Let us prove (5).
It follows from (7) that λp(B(s))e
s → +∞ as s → +∞. Indeed, if λp(B(s))e
s is bounded, then
λp(B(s))e
−s/n tends to zero, i.e. the parallelepipeds λp(B(s))B(s) degenerate, as s → ∞, into a
segment of final length lying in the first coordinate axis, which contradicts the irrationality of this
axis with respect to Λ.
On the other hand, if along with λp(B(s))e
s → +∞ we do not have λp(B(s))e
−s/n → 0 as s→ +∞,
then there should exist an ε > 0, such that the “tube”{
z = (z1, . . . , zd)
⊺ ∈ Rd
∣∣∣ |zi| 6 ε, i = 2, . . . , d
}
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contains no p linearly independent lattice points. This is possible only if the first coordinate axis is
contained in a subspace of Rd of dimension less than p, which is rational with respect to Λ. Which
contradicts (7).
Thus, we have
λp(B(s))e
s → +∞ and λp(B(s))e
−s/n → 0 as s→ +∞,
i.e.
s(1 + ψp(s))→ +∞ and s(1/n− ψp(s))→ +∞ as s→ +∞. (13)
Since λ1(B(s)) 6 λp(B(s)), we also have λ1(B(s))e
−s/n → 0 as s → +∞. Hence there are arbitrarily
large values of s, such that the parallelepiped λ1(B(s))B(s) contains a lattice point on its front facet.
For each s0 satisfying this condition Corollary 2 gives us s1 such that (11) and (12) hold. Applying
(3) we rewrite (11) and (12) as
s0(1 + ψ1(s0)) 6 s1(1 + ψp(s1)) 6 s0(1 + ψ1(s0)) + ln 2,
s0(1/n − ψp(s0))− ln 2 6 s1(1/n − ψp(s1)) 6 s0(1/n − ψp(s0)).
(14)
and
s1 = s0
(
1 +
n
d
(
ψ1(s0)− ψp(s0)
))
. (15)
By Proposition 2 we have ψ
1
− ψp > −d/n with equality only in case ψ1 = −1, ψp = 1/n, when
(5) is trivial. So, we may suppose that ψ
1
− ψp > −d/n, i.e. ψ1(s0) − ψp(s0) is bounded away from
−d/n for large s0. Therefore, (15) implies that
s1 →∞ as s0 →∞. (16)
It follows from (13), (14) and (16) that all the sides of (14) are positive for large s0. Thus, we may
conclude from (14) that for large s0(
1 + ψp(s1)
)(
1/n − ψp(s0)−
ln 2
s0
)
6
(
1/n − ψp(s1)
)(
1 + ψ1(s0) +
ln 2
s0
)
.
Applying again (13), we get
(
1 + ψp(s1)
)(
1/n − ψp(s0)
)
6
(
1 + ψ1(s0)
)(
1/n − ψp(s1)
)
(1 + o(1)) as s0 →∞. (17)
In view of Proposition 3 we can choose s0 large enough to guarantee ψ1(s0) to be however close to ψ1.
Thus, in view of the rough estimates
ψp(s1) > ψp + o(1), ψp(s0) 6 ψp + o(1), as s0 →∞,
(17) leads us to (5).
4.4 The second choice of Λ and T
Let m = 1 and Λ = Λ∗Θ, T = T
∗
Θ, where
Λ∗Θ = T
⊺
ΘZ
d =
(
Em Θ
⊺
0 En
)
Zd (18)
and T∗Θ : s 7→ τ
∗(s) is defined by
τ∗1 (s) = −ns, τ
∗
2 (s) = . . . = τ
∗
d (s) = s. (19)
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Clearly, Λ∗Θ is dual for ΛΘ. Therefore, it follows from linear independence of 1, θ1, . . . , θn over Q that
there are no nonzero points of Λ with first coordinate equal to zero. Hence
λp(B(s))e
−ns → 0 and λp(B(s))e
s → +∞ as s→ +∞,
i.e.
s(n− ψp(s))→ +∞ and s(1 + ψp(s))→ +∞ as s→ +∞. (20)
Besides that, there are arbitrarily large values of s, such that the parallelepiped λ1(B(s))B(s) contains
a lattice point on its front facet. For each s0 satisfying this condition Corollary 2 gives us s1 such that
(11) and (12) hold. Applying (19) we rewrite (11) and (12) as
s0(n− ψ1(s0))− ln 2 6 s1(n− ψp(s1)) 6 s0(n− ψ1(s0)),
s0(1 + ψp(s0)) 6 s1(1 + ψp(s1)) 6 s0(1 + ψp(s0)) + ln 2.
(21)
and
s1 = s0
(
1 +
1
d
(
ψp(s0)− ψ1(s0)
))
. (22)
In this case we immediately have
s1 →∞ as s0 →∞, (23)
since ψp(s0) > ψ1(s0). It follows from (20), (21) and (23) that all the sides of (21) are positive for
large s0. Thus, we may conclude from (21) that for large s0(
1 + ψp(s1)
)(
n− ψ1(s0)−
ln 2
s0
)
6
(
n− ψp(s1)
)(
1 + ψp(s0) +
ln 2
s0
)
.
Applying again (20), we get
(
1 + ψp(s1)
)(
n− ψ1(s0)
)
6
(
1 + ψp(s0)
)(
n− ψp(s1)
)
(1 + o(1)) as s0 →∞. (24)
In view of Proposition 3 we can choose s0 large enough to guarantee ψ1(s0) to be however close to ψ1.
Thus, in view of the rough estimates
ψp(s1) > ψp + o(1), ψp(s0) 6 ψp + o(1), as s0 →∞,
(24) leads us to (
1 + ψ
p
)(
n− ψ
1
)
6
(
1 + ψp
)(
n− ψ
p
)
,
or, after excluding references to the context,
(
1 + ψ
p
(Λ∗Θ,T
∗
Θ)
)(
n− ψ
1
(Λ∗Θ,T
∗
Θ)
)
6
(
1 + ψp(Λ
∗
Θ,T
∗
Θ)
)(
n− ψ
p
(Λ∗Θ,T
∗
Θ)
)
, (25)
4.5 Transference argument
Let m = 1. In [1] the following is proved.
Proposition 4. We have
ψ
p
(Λ∗Θ,T
∗
Θ) = −nψd+1−p(ΛΘ,TΘ) and ψp(Λ
∗
Θ,T
∗
Θ) = −nψd+1−p(ΛΘ,TΘ) .
Applying Proposition 4 to (25) we get for each p = 1, . . . , d
(
1/n − ψd+1−p(ΛΘ,TΘ)
)(
1 + ψd(ΛΘ,TΘ)
)
6
(
1/n− ψ
d+1−p
(ΛΘ,TΘ)
)(
1 + ψd+1−p(ΛΘ,TΘ)
)
. (26)
Since (26) holds for all p, we may substitute d+ 1− p by p and thus obtain (6).
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