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Abstract 
Facial expressions are considered to be the most revealing way of 
understanding the human psychological state during face-to-face 
communication. It is believed that a more natural interaction between humans 
and machines can be undertaken through the detailed understanding of the 
different facial expressions which imitate the manner by which humans 
communicate with each other.  
In this research, we study the different aspects of facial emotion detection, 
analysis and investigate possible hidden identity clues within the facial 
expressions. We study a deeper aspect of facial expressions whereby we try to 
identify gender and human identity - which can be considered as a form of 
emotional biometric - using only the dynamic characteristics of the smile 
expressions. Further, we present a statistical model for analysing the relationship 
between facial features and Duchenne (real) and non-Duchenne (posed) smiles. 
Thus, we identify that the expressions in the eyes contain discriminating features 
between Duchenne and non-Duchenne smiles. 
Our results indicate that facial expressions can be identified through facial 
movement analysis models where we get an accuracy rate of 86% for classifying 
the six universal facial expressions and 94% for classifying the common 18 facial 
action units. Further, we successfully identify the gender using only the dynamic 
characteristics of the smile expression whereby we obtain an 86% classification 
rate. Likewise, we present a framework to study the possibility of using the smile 
as a biometric whereby we show that the human smile is unique and stable. 
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1 Introduction 
1.1 Emotions 
 “Everyone knows what an emotion is, until asked to give a definition” 
                                            Beverly Fehr and James Russell [1] 
Emotions are very complex to define; there is no universal definition for 
them. The word ‘emotion’ is used to refer to feelings which are reflected on human 
physical appearance. The Oxford Dictionary defines it as: “A strong feeling 
deriving from one’s circumstances, mood, or relationships with others”. The 
Medical Dictionary goes into further detail with: “A conscious mental reaction (as 
anger or fear) subjectively experienced as strong feeling usually directed toward 
a specific object and typically accompanied by physiological and behavioural 
changes in the body”. From a social science point of view, emotions are feelings 
and moods. Both feelings and moods represent emotions, but feelings are instant 
and short-lived, whereas moods are longer and leave a lasting expression. 
Feelings include experiences such as love, hate, anger, trust, joy, panic, fear and 
grief. The mood is a more general feeling such as happiness, sadness, 
frustration, contentment or anxiety. 
The book, ‘The Expression of the Emotions in Man and Animals’, by 
Charles Darwin is considered to be one of the first pieces of research carried out 
on emotions; Darwin classifies emotions to be species-specific rather than 
culture-specific [2]. In 1969, Ekman and Friesen recognised the universality of 
emotions across different cultures; they considered six facial emotion 
expressions to be universal (happiness, sadness, anger, disgust, surprise and 
fear) [3].  
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Everyone experiences emotions, but each person experiences them in a 
different way. Furthermore, scientists do not all agree on the criteria for 
measuring or studying emotions because emotions are complex and have both 
physical and mental components. However, all researchers agree that emotions 
are composed of subjective feelings, physiological (body) responses and 
expressive behaviour. A subjective feeling is defined as an individual experience 
of emotion (personal experience); the subjective feeling is very hard to measure 
or describe. Each person’s definition of emotion will not be the same, for example, 
two people experiencing anger will not experience or describe anger in the same 
way. 
Physiological responses are specific changes in body functionality caused 
by the nervous system when facing a specific emotion. Physiological responses 
are simple to measure because scientists have developed tools to measure them; 
heart rate, sweating, blood pressure or realising adrenaline in blood are some of 
the many properties used to measure physiological responses. Research has 
shown that people have similar internal responses to the same emotion, 
regardless of their age, race or gender [4]. The internal response to stress is for 
the body to release the hormone adrenaline. This hormone helps prepare for the 
‘fight or flight’ reaction, which means the body prepares to either run away or fight 
[5]. Research shows in general that the same emotions produce the same 
physical reaction. 
Expressive behaviour refers to visible signs that an emotion is being 
experienced.  These signs include: fainting, a flushed face, muscle stress, facial 
expressions and changes in the voice tone, breathing in a fast/slow manner or 
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other ‘body language’. These signs help to identify the emotional state and allow 
others to better interact with and understand a person’s emotion when dealing 
with a specific situation [6]. Based on subjective feelings, physiological responses 
and expressive behaviour there are many theories about how emotions are 
generated. By taking the facial expression as an example of generating emotion, 
sometimes humans express some facial expressions without being aware. These 
facial expressions are caused by a complex system of direct and indirect neural 
pathways to and from the motor cortex, brain stem and limbic system. Figure 1-1 
shows the difference between a spontaneous smile and a voluntary smile, and 
the corresponding organs responsible for each of them. It also shows that 
different inner organs can trigger the same emotion [6] . 
 
 
 
 
 
 
 
There are some early theories about how emotions are generated. In the 
1840s, James Lange was one of the first who studied the relationship between 
emotion and body physical changes; he proposed that emotions are dependent 
on two factors: physical changes and the understanding of these changes. He 
assumed that physical changes happened first, followed by their interpretation, 
which when combined lead to the creation of emotion. According to his theory, 
Figure 1-1: The two types of smile circuits [18]. 
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the body first sends out chemical messengers (like adrenaline), which will cause 
physical changes, then the brain senses these physical changes and produces 
emotions [7]. 
The Cannon-Bard theory, developed by Walter Cannon and Phillip Bard in 
the 1920s [8], stated that emotions are produced by the nervous system without 
the need for physical feedback from chemical messengers. They assume that the 
body senses an event and sends a message to the brain. The brain responds by 
simultaneously sending messages to the cortex and the hypothalamus. The 
cortex is responsible for creating emotions, whereas the hypothalamus controls 
automatic body responses by producing chemical messengers. These 
messengers are responsible for the behaviour and physiological responses such 
as crying, fast/slow breathing and shaking [8].  In the 1960s, Stanley Schacter 
and Jerome Singer combined the James-Lange and Cannon-Bard approaches 
and produced ‘The Schacter-Singer model’ [9]. According to their model, both 
brain processing and physical changes are needed to fully experience any 
emotion. In their model, information from the environment, body feelings and 
previous experience all contribute to produce emotion [6]. 
1.2 Emotion Expression Models  
Emotions play an important role in everyday life, such as when 
communicating, behaviour and creativity. This can impact learning and 
employment as well as personal relationships. Basically, human’s express 
emotions using the following three models. They are, 
I. human speech, 
II. body poses, 
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III. and facial expressions. 
Speech is not confined to the literal meaning of words. Research has found 
that humans change their tone of voice based on their emotional state [10]. The 
ability to recognise these signals will differ based on language, country and other 
factors. Body pose involves non-verbal (visual) communication. This model has 
been studied by social scientists who try to connect body pose to specific 
emotions. Some of the studies suggest that walking with the head held high is 
associated with positive emotions, whereas walking with the face down suggests 
that a negative emotion is being experienced. Figure 1-2 highlights the 
relationship between body pose and emotion, as suggested by Konrad Schindler 
[11]; multiple body poses are connected to display single emotions. The third 
model for expressing emotion is facial expressions this is another form of non-
verbal (visual) communication. They are emotional states represented by the 
movement of facial muscles. This is discussed further in Section 1.5. 
 
Figure 1-2: Emotions represented by body poses [6]. 
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1.3 Emotion Classification 
How many emotions exist? This question has not been fully answered. 
This is due to the complexity of emotions which are influenced by multiple factors. 
For example, people from different regions experience the same emotion in 
different ways. Furthermore, people from the same region will experience 
emotions in different degrees, qualities and intensities which will add another 
dimension of complexity to the emotion classification process. Moreover, multiple 
attempts have been made to categorise emotions. The main theories in this field 
are: 
I. Ekman’s List of Basic Emotions (1972), 
II. Plutchik’s Wheel of Emotions (1980), 
III. Parrott’s Classification of Emotions (2001), 
IV. Other theories.  
1.3.1 Ekman’s List of Basic Emotions (1972)  
Ekman completed research on different cultures, finding six common 
emotions related to facial expressions [3]: 
• Anger                    
• Disgust  
• Fear                     
• Happiness  
• Sadness               
• Surprise 
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In order to identify facial expressions, Ekman’s methodology was divided 
into two main parts. Firstly, he described a situation and asked individuals to 
choose the facial expression that best fits it, which identified different people’s 
reactions to the same situation. Secondly, he asked the individuals to identify 
different facial expressions by showing them a picture. Moreover, he asked them 
to simulate facial expressions based on this picture in order to classify emotions 
and trigger different facial muscles used to express facial emotions [3]. In the 
1990s, Ekman added extra emotions to the six basic emotions described above 
but stated that not all of these can be encoded via facial expressions: 
• Amusement                            
• Contentment 
• Embarrassment 
• Excitement 
• Guilt 
• Pride in achievement 
• Relief 
• Satisfaction 
• Sensory pleasure 
• Shame 
1.3.2   Plutchik’s Wheel of Emotions (1980) 
The ‘wheel of emotions’ was introduced by Robert Plutchik following 
Ekman’s work. This model shows how different emotions can be mixed together 
to create new emotions. According to Plutchik, basic human emotions consist of 
four pairs of opposites [12]:  
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• Acceptance and disgust 
• Fear and anger 
• Surprise and anticipation 
• Sadness and joy 
As shown in Figure 1-3, Plutchik adopted the new approach of arranging 
these eight primary emotions; he suggested that all human emotions are derived 
from these. Plutchik’s ‘wheel of emotion’ is a 3D model where the adjacent and 
opposite emotions are connected. For example, optimism is shared by both 
anticipation and joy, whereas fear and surprise are both linked with awe. 
According to Plutchik, adjacent emotions blend together to form more complex 
feelings listed on the outer rim of the emotion wheel. From looking at the wheel 
of emotion, it seems that from a logical point view, love involves at least some 
elements of joy and acceptance. On the other hand, contempt will involve 
components of both anger and disgust [12].  
 
 
 
 
 
 
 
 
 
Figure 1-3: Plutchik’s wheel of emotions [10]. 
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1.3.3 Parrott’s Classification of Emotions  
In 2001, a theory was presented by W. Gerrod Parrott consisting of a tree 
structure classification for deeper emotions; the tree includes over 100 emotions, 
as shown in Figure 1-4. The tree comprises of six primary emotions, 25 
secondary emotions and more than a hundred tertiary emotions [13]. 
 
Figure 1-4: Parrott’s classification of emotions (2001) [24]. 
 
1.3.4 Other Theories 
There are many theories which attempt to classify emotion. Figure 1-5 
represents ‘A Selection of Lists of Basic Emotions’ presented by Ortony and 
Turner in 1990, showing different theories and the corresponding basic emotion 
related to it [14]. 
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Figure 1-5: Theorist and ‘basic emotions’ [14]. 
 
1.4  Computer Vision and HCI 
Humans use their vision and sense of touch to analyse the surrounding 
environment. Computer vision is a science that aims to simulate these capabilities 
when analysing objects from the surrounding environment by using images and 
videos. Furthermore, computer vision can be defined as “a field that includes 
methods for acquiring, processing, analysing, and understanding images and, in 
general, high-dimensional data from the real world in order to produce numerical 
or symbolic information” [15]. Computer vision’s main concern is developing 
theories for building artificial intelligence systems that retrieve information from 
image data which can be articulated into multiple modalities such as videos, 
multiple camera views, medical image devices, a depth camera and more. 
Computer vision hierarchy consists of three levels [16]: low, middle and 
high-level vision. The low-level vision includes feature extraction from images like 
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edges, corners or computing optical flow for motion analysis. Middle-level vision 
uses features obtained from low-level vision to do object recognition, motion 
analysis and 3D reconstruction. Finally, high-level vision is based on the 
interpretation of the information obtained from middle-level vision. Furthermore, 
high-level vision directs how tasks should be performed for both middle and low-
level vision. The interpretation may include the conceptual description of a shape, 
motion vectors, activity or behaviour [16].  Computer vision applications are most 
commonly used in the following fields [15]: 
1) Robotics 
2) Medicine 
3) Security 
4) Transportation 
5) Industrial automation 
6) Image/video databases 
7) Human computer interface 
Robotics uses computer vision for analysing the surrounding environment 
and to recognise objects, things and humans.  The medical field uses computer 
vision to detect and quantify diseases from images obtained through magnetic 
resonance imaging and ultrasounds as well as other medical imaging devices.  
Security uses computer vision to detect motions and analyse faces for face 
recognition applications. Transportation uses it in autonomous vehicles to identify 
objects, roads, vehicles and humans. Industrial automation uses computer vision 
to speed up the process whilst maintaining high-quality products without the need 
for human interference.  Finally, image/video databases use computer vision to 
sort and retrieve media from large databases [15]. 
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Human computer interface is a combination of HCI models and computer 
vision. Computer vision deals with understanding images obtained from different 
resources whereas HCI models try to enhance a system interface using more 
human-like communication techniques. HCI uses computer vision techniques as 
enabling techniques to achieve more human-centric interfaces/systems. Human 
computer interface can be classified into four main categories [17]: 
I. Large-scale body movements 
II. Gesture recognition 
III. Gaze detection 
IV. Affective human computer interaction (emotion recognition) 
Large-scale body movements can be measured through head, arms, torso 
and legs and can be used in a variety of applications in human computer 
interaction (HCI). In [18] there are a set of applications based on body movement 
such as smart surveillance systems, choreography of dance and more. 
Furthermore, body movements can be used to analyse movements to learn, 
operate machines or commands. This can be achieved by applying a motion 
algorithm which includes gesture recognition and motion analysis [18]. 
Gesture recognition is a mathematical representation of objects, human 
gestures and environments retrieved from images, videos or both. An example of 
gesture recognition is a hand gesture. Examples presented in [19] use hand 
gestures to write on surfaces and then transfer the writing to a display and in [20] 
they propose a framework for contorting robotic arms using hand gestures. 
Finally, gesture recognition can be used in identifying body movement 
recognition, gaze recognition and emotion recognition [19]. 
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Gaze detection is research done to identify the direction of eyes in space. 
Research carried out on gaze detection can be classified into two main 
categories: wearable or non-wearable, and infrared or appearance model [17]. 
Gaze detection systems use a mix of these categories. Wearable or non-
wearable represents the state of devices used in gaze detection, where 
researchers found that wearable infrared systems have more accuracy than non-
wearable [17]. Infrared systems use the ‘red-eye effect’ method which detects 
eye location by reflecting infrared rays into the face, which converts the eye 
colours into red colour; this simplifies the detection of the eye location. After 
detecting eye location, a set of measurements and algorithms are applied to 
detect the eye corner point, shape and motion. In [21] they used an infrared 
camera to detect the eyes and then used approximate measurements to detect 
and analyse the location of the face, as shown in Figure 1-6.  
 
Figure 1-6: Eye detection using infrared [29]. 
 
The appearance model uses gesture algorithms to detect the eye pupil. 
Machine-learning techniques can be used to train the system, such as principal 
component analysis (PCA) [22], which was used with a large database that 
contained images of the eye and non-eye images. A large dataset was used to 
train the system to distinguish between the eye and non-eye objects. The author 
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of [23] shows an example of gaze detection by first detecting the face using the 
Paul Viola and Michael Jones algorithm [24] and then applies gradients 
algorithms to detect the eyes [23]. 
Affective human computer interaction (AHCI), or emotion recognition, is 
the machine’s ability to adopt human/user behaviour and use this information to 
improve or develop interfaces [17]. Moreover, AHCI tries to combine emotion 
recognition with technology to create more natural interaction and 
communication. AHCI applies enabling techniques to technologies to produce the 
impression of experiencing emotions [17]. 
Emotion recognition can be categorised into three main areas [17]: 
I. Body language 
II. Audio 
III. Facial expression 
Recent work done on body poses that are related to emotion recognition 
attempts to categorise specific poses with their corresponding emotions. As 
shown in Figure 1-2, Konrad Schindler [11] analysed an image of a body pose 
using the Gabor function to find the body orientation and then used principle 
component analysis (PCA) to match the body pose to a specific template that is 
used later in the classification process [17]. 
Audio is used in emotion recognition to investigate how to retrieve 
emotional information from vocal modalities.  As previously mentioned, audio-
based HCI analyses human speech through multiple algorithms. In [25] using 
different algorithms to analyse speech frequency, such as Mel Frequency 
Cepstral Coefficients (MFCCs), and apply them on an Emotional Dyadic Motion 
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Capture database (IEMOCAP). Gaussian Mixture Models (GMMs) are used to 
classify and cluster voice to specific emotions based on the features extracted 
from MFCCs [17]. 
1.5 Facial Expressions 
 “The face, they say, isn’t the mirror to emotions it’s been held out to be” 
[26]. Facial expressions are a part of non-verbal (visual) communication and 
considered to be emotional states represented by facial muscle movement. 
Essentially, when a person experiences an emotion, different inner organs trigger 
facial muscles to change to express emotions. Moreover, facial expression 
provides information about humans, the way they react to specific situations and 
sometimes tells us something about the situation itself. 
Humans can embrace facial expressions voluntarily or involuntarily. 
Voluntary control often occurs when individuals are in social situations where they 
may feel obligated to simulate emotions; voluntary facial expressions are 
generated from the brain. Involuntary or ‘spontaneous’ facial expressions are 
caused by situations which trigger emotions without awareness. Involuntary 
movements are produced by the brain via the cortical route which is derived from 
the sub-cortical route. This explains why some people do not realise that they are 
expressing facial expressions; their body and brain sense the circumstances of 
the environment and produce facial expressions based on it [27]. 
Based on Ekman’s research [3] in the field of automatic facial expression 
analysis there are six basic emotions (fear, sadness, disgust, anger, surprise and 
happiness) generated using facial expressions. However, as mentioned before, 
these basic expressions represent only a small set of human facial expressions. 
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1.5.1  Facial Expression Measurement 
A facial gesture can be characterised by retrieving information from the 
face and facial expressions. The Facial Action Coding System (FACS), 
developed by Ekman and Friesen [28], is one of the most commonly used 
systems for facial behaviour analysis in psychological research. Another 
approach is to use geometrical terms to describe facial motion which is known as 
facial animation parameters (FAPs) [29]. 
1.5.1.1 Facial Action Coding System (FACS) 
FACS is a system used to categorise human facial movements based on 
their appearance on the face.  FACS was originally developed by a Swedish 
anatomist named Carl-Herman Hjortsjo [30]. Thereafter it was adopted by Ekman 
and Friesen [28] in 1978. According to Ekman’s work, FACS is a representation 
of facial expressions constructed by muscles or a group of muscle movements. 
These movements are called ‘Action Units’ (AUs). By observing AUs, FACS can 
detect and measure facial expressions. Ekman has identified 46 AUs, where a 
single AU or group of AUs can be used to represent facial muscles. 
Initially, FACS was founded to train humans (coders) to encode facial 
expressions using AUs. Figure 1-7 displays some AUs and action unit descriptors 
(AUDs). AUDs can be defined as movements that may involve the actions of 
several muscle groups used to activate the AU (e.g. a forward‐thrusting 
movement of the jaw). 
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Figure 1-7: FACS, Action Units, Action Descriptors [31]. 
 
Ekman’s FACS manual is over 500 pages in length and provides the AUs, 
as well as their meaning FACS. Using FACS, humans (coders) can construct and 
deconstruct facial expressions into specific action units [32], where action units 
are independent of one another. Furthermore, AUs can be used in decision-
making processes to recognise basic emotions, where each emotion can be 
divided into a group of AUs. 
Describing facial expressions is challenging. According to Ekman, 100 
hours were needed to train coders to use FACS accurately and reliably. 
Furthermore, coding time can be expensive. As a result, only a small number of 
coders can successfully code facial expressions using FACS [33].  
In 1981, Ekman presented the EMFACS (Emotional Facial Action Coding 
System) [31]. According to Ekman, EMFACS is more economical in comparison 
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to FACS as coders are not required to detect each muscle change; instead, they 
decide if a group of changes is associated with specific emotions. EMFACS is a 
shorter version of FACS that takes less time to analyse and produces the same 
results, as shown in Table 1-1 [34].  
Table 1-1: EMFACS and AUs [34]. 
Emotions Action Units  
Happiness 6+12 
Sadness 1+4+15 
Surprise 1+2+5B+26 
Fear 1+2+4+5+7+20+26 
Anger 4+5+7+23 
Disgust 9+15+16 
Contempt R12A+R14A 
 
 
1.5.1.2 Facial Animation Parameters (FAPs) 
One of the applications of the FACS model was produced by group MPEG-
4 (Moving Picture Experts Group) called Facial Animation Parameter (FAP), as a 
part of Face and Body Animation (FBA). FAP is responsible for characterising 
animation to look and behave like humans. The development of FAP is to allow 
a definition of both facial shape and texture. Furthermore, FAP and FBA play a 
role in producing facial expressions, emotions and speech pronunciation in the 
animation environment. The main purpose of FAP is to animate human or human-
like characters in 3D environments [29]. 
FAPs represent a complete facial action set founded on the study of 
minimal facial actions related to muscle actions. Compressing or lowering 
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eyebrows and opening or closing the mouth are examples of these facial actions 
[29]. In order to make the facial model more consistent, facial animation 
parameter units (FAPUs) were created [35]. FAPUs correspond to distances 
between some key facial features as shown in Figure 1-8 (a). FAP consists of 
feature points spread over the face leading to the construction of a mesh. This is 
known as facial definition parameters (FDPs). These feature points are used to 
produce animated visemes and facial expressions as shown in Figure 1-8 (b) 
[29].  
According to [36], FAPs signify 66 displacements and rotations of the 
feature points from the neutral face position. Accordingly, FAPs are used in 
computer generated imaginary (CGI) which investigates ways to design virtual 
faces and human facial expressions in the animation environment [37]. 
 
Figure 1-8: The Facial Animation Parameter Units (FAPUs) and the Facial Definition 
Parameter (FDP) set defined in the MPEG-4 [29]. 
 
The main difference between FAP and FACS is that FAP defines facial 
muscle movement by creating a displacement of a pre-defined location on the 
face, taking into consideration the natural face [38]. On the other hand, FACS 
Chapter 1 
 
20 
 
 
describes facial expressions using AU representing muscle movements which 
cannot decompose into basic ones [39]. 
1.6 Objectives  
The objectives of this research are to work towards the development and 
understanding of the facial expressions and identify different aspects of it. More 
specifically, our objectives are to: 
• examine how much facial expression is encoded within the facial 
dynamics. 
• classify gender based on the dynamic characteristics of the smile 
without taking into consideration any texture data. 
• identify the relationship between facial features with real and posed 
smiles. Furthermore, how these facial features contribute to 
formulating each type of smile. 
• identify the possibility of using facial expression as biometric using 
only the dynamic characteristics of the facial emotions.   
1.7 The Importance of this Research 
In this research, we cover different aspects of emotion detection and 
analysis. In chapter 4, we present an automated algorithm to detect emotions 
using the FACS system. This is done by detecting face and facial muscles 
movement to identify 19 AUs which correspond to one of the six basic emotions 
identified by Ekman (happiness, surprise, sadness, fear, anger and disgust). The 
importance of this research is the ability of machines to understand emotions and 
how the user feels. Furthermore, it can be used as an assessment tool for 
evaluating FACS coder or as analysis tools for interviews.  
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In addition, we study real and fake smiles. Chapter 5 shows a non-invasive 
way to analyse real and fake smiles and identify related distinguishing facial 
features. This research has been carried out and proved by many psychological 
studies and our results show that it is approved with the finding of the 
psychological studies. Our results indicate that eye movement is the 
distinguishing feature between real and fake smiles. Moreover, we identify 
different statistics that show the weight of each facial feature in real and fake 
smiles. The importance of this research is to identify fake and real smiles and the 
corresponding weight for each of the facial features and it gives the machine the 
ability to understand another dimension of emotions. 
In addition, we show that emotions not only represent human feelings, but 
they can determine their gender and identity. In chapter 6, we study the smile 
expression for clues for gender variances. We chose the smile expression since 
it is considered one of the most universal facial expressions among different 
cultures. Our approach introduces a new algorithm to analyse the dynamic facial 
feature (texture-less feature) and use it to classify gender. As result, we can 
classify 86% based on smile dynamic only. The importance of this research is to 
show a fast and robust way to identify gender using a minimal set of features.  
In chapter 7, we study the smile dynamic in clues for a biometric. We 
present an automated algorithm to identify emotions’ signature using smile 
expression. Our results indicate two key points: the uniqueness and the similarity 
of smile expression among humans. This research focuses on the dynamic 
features of smile and does not take into consideration any texture data. The 
importance of this research is to introduce a new biometric that can be used to 
Chapter 1 
 
22 
 
 
identify humans using the facial expression or can be used as a further stage for 
other biometrics. 
1.8 Contributions  
The outcome of this research and the main contributions presented in this 
thesis are summarised as follows: 
1) In chapter 3, we enhance the detection of facial features by applying 
regions of interest (ROI). The result shows high accuracy when 
compared to the original algorithm with the ROI applied. 
Furthermore, it reduces the percentage of false positive for detecting 
the mouth, eyes and the nose. This research has been successfully 
published in 16th UK Workshop on Computational Intelligence [40]. 
 
2) In chapter 4, we present a fully automated system to detect facial 
expressions and action units. This framework is based on facial 
muscle movement only. This system shows a high detection rate 
using the minimal set of features. 
 
3) In chapter 5, we study the relationship between facial features in 
terms of real and fake smiles. In this research, we undertake a 
statistical analysis of the smile to determine which facial features 
weight are prominent in identifying genuine and posed similes. As a 
result, we find that the eye contains the most information in 
distinguishing between a fake and a real smile.  Furthermore, we 
show the weight of each facial feature in genuine and poses smiles. 
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This research has been accepted as a conference paper in 
cyberworlds conference 2018 and has been requested to submit an 
extended version of this research to the conference special issue 
journal. 
 
4) In chapter 6, we study the dynamic characteristics of the smile which 
may provide clues for gender. In this research, we present a novel 
algorithm that uses a set of spatial, geometric and flow parameters 
which represent only the dynamic features of the smile. Using these 
features, we can classify gender with a high classification rate using 
a machine-learning algorithm. This research has been successfully 
published in the Visual Computer journal [41]. 
 
5) In chapter 7, we study the possibility of using the dynamic 
characteristics of the smile as a biometric. In this research, we 
present a novel algorithm to identify the unique characteristics of the 
smile. The results show the degree of similarity among subjects using 
the dynamic features in the smile. Additionally, the result shows that 
the human smile has unique characteristics that can be used as a 
biometric. 
1.9 Datasets 
To test our proposed methodologies, we mainly apply our algorithms on 
two main datasets; these datasets are used to evaluate the accuracy and the 
correction of our approach. These datasets are the CK+ [42] and the Multimedia 
Understanding Group (MUG) datasets:  
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I. The Cohn-Kanade AU-Coded Facial Expression Database contains two 
versions: CK and CK+. CK includes 486 sequences from 97 posers. Each 
sequence begins with natural expression and proceeds to a peak 
expression. The peak expression for each sequence is fully FACS coded 
and emotion labelled. CK+ includes both posed and non-posed 
(spontaneous) expressions. For posed expressions, the number of 
sequences is increased from the initial release by 22% and the number of 
subjects by 27%. Furthermore, these are also fully FACS and emotions 
coded. 
 
II. The MUG dataset [43], consists of image sequences of 86 subjects 
performing a non-posed facial expression (laboratory induction 
expression). The environment was controlled where subjects were sitting 
in a chair in front of one camera, a blue screen background and fixed light 
sources. The camera was able to capture images at a rate of 19 frames 
per second. Each image was saved with a jpg format, 896×896 pixels. 
The MUG database consists of 86 participants (35 women, 51 
men), all of Caucasian origin, between 20 and 35 years of age; men are 
with or without beards. The subjects are not wearing glasses except for 
seven subjects in the second part of the database. The images of 52 
subjects are available to authorised internet users. Twenty-five subjects 
are available upon request and the remaining nine subjects are available 
only in the MUG laboratory. The MUG dataset is not FACS coded. 
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1.10 Outline of the Thesis  
The remainder of the thesis is organised into six chapters. Chapter 2 is a 
literature review for each following chapter. It shows different techniques used in 
each related chapter. It also indicates gaps in knowledge that different research 
has tried to tackle. Chapter 3 presents a framework to enhance the facial features 
detection. Chapter 4 presents a framework to analyse action units and emotions 
using facial muscle movement. Chapter 5 presents research for distinguishing 
real and fake smiles and presents a statistical analysis of the facial features 
related to each smile. Chapter 6 presents a new algorithm to identify gender using 
smile dynamics. Chapter 7 shows a new biometric algorithm to identify subjects 
using the dynamic features of the smile. Lastly, in Chapter 8 we conclude this 
thesis and discuss possible limitations and future work.
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2 Literature Review 
Emotions play a very important role in non-verbal communication as they 
provide an insight into human feelings and interactions [44]. Moreover, as 
humans have become heavily dependent on technology, using devices such as 
computers, phones and tablets, it would be useful if computers could synthesise 
human facial expressions [44], understand them and identify different aspects of 
emotions that contain additional characteristics besides facial expressions. 
According to [45] facial expressions do not reflect only emotions, but describe 
other signs such as mental activities, social interaction and physiological signals. 
There is a massive range of applications of facial expressions analysis. 
These include image understanding, psychological studies, medical[46, 47], 
behavioural science[34], face image compression and face animation [48]. 
Additionally, facial expression analysis can enhance the interaction between 
humans and technology by tracking, analysing and understanding human 
emotions. Furthermore, it aids in developing  high-quality software [15] and 
advances computers’ power to understand humans emotions more deeply. 
In this research, we study different aspects of facial expression detection 
and analysis from different field viewpoints. Such fields include computing, 
physiological, psychological and social where each field contribute to developing 
and motivating each research carried in this thesis. 
This chapter structured as follows: Section 2.1 represents the literature 
review for Chapter 4 which covers the Facial Action Coding System (FACS) 
detection and analysis using facial movement. Section 2.2 represents the 
literature review for Chapter 5 which covers fake and real smiles and their relation 
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to facial features. Section 2.3 shows Chapter 6’s literature review in identifying 
gender using smile expression. Section 2.4 shows the literature review for 
Chapter 7 which covers the use of facial expression as a biometric. 
2.1 FACS Detection and Analysis  
Facial expression universality has already been recognised for six basic 
emotions by Paul Ekman [3]. However, the number of emotional facial 
expressions used in daily life is much higher, either by combining basic emotions 
together to produce new emotions or other categories of emotions as described 
previously in Section 1.3. The majority of research carried out on emotion 
recognition using facial expressions tries to identify the six basic emotions, a 
subset of those and the action units related to the six basic emotions. 
As described previously in Section 1.5.1, the FACS is one of the most well-
known systems used to analyse facial expressions. Using the FACS system to 
identify facial expressions by using action units, which represent muscle or 
groups of muscle movement, a total of 46 AUs were presented by the FACS 
system.  
Automatic action unit detection has received a lot of attention over the 
years, specifically, in terms of analysing facial expressions and generally, 
classifying action units done by extracting features from the face which is done 
using one or more of three models: texture, geometric distance and motion data. 
The texture model can also be referred to as template matching or using 
an exemplar of the object. The reason for using appearance models is that 
objects look different under changes in lighting, colour, direction and at different 
scales. Furthermore, it describes the texture of the face caused by the expression 
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or appearance of new features on the face (such as wrinkles and furrows) [49]. 
The geometric model measures the movement of points through specific areas. 
Moreover, the geometric model tracks landmarks that describe the shape of the 
face and its components, such as the mouth or eyebrows. Some research uses 
a hybrid model (appearance and geometric) in order to get higher accuracy [50] 
in the detection phase. 
There are a lot of challenges facing AU detection which include 
environment factors such as: illumination, pose and occlusion, and individual 
factors such as: shape, texture, scale and behaviour. To address some of these 
challenges, various approaches have been proposed for detecting facial 
expression and action units. In this section we describe research done in this 
field. 
A lot of state of the art research carried on identifying the facial 
expressions and action unit detection using either Neural Network (NN), 
Convolutional Neural Network (CNN) or Deep Convolutional Neural Network 
(DCN) which reported very high classification rates. In [51] they use a set of 
techniques to extract features for detecting facial expressions; such techniques 
include image resize, convert to greyscale format, face detection using viola-
jones algorithm and landmarks detection using D-lib ML toolkit. Additionally, they 
use Central Binary Patterns (CBP) for computing additional facial features and 
use PCA to reduce the dimensions of the features detected. For classification, 
they design a Convolutional Neural Network (CNN) with 10 layers to classify the 
facial expressions where they use CK+ dataset for training the CNN. As a result, 
they gain 95% correct classification for the six universal facial expressions. 
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In [52] they proposed a deep conventional network to identify facial 
expressions and relation traits, i.e. dominant, competitive, trusting, warm, 
friendly, involved, demonstrative and assured. This done by training a fully 
connected DCN on two new datasets namely, Exp-W (a large-scale face 
expression dataset in the wild) and a new dataset for relation traits. Exp-W 
contained a total of 91000 images collected form the web and is considered to be 
the wild dataset, the new dataset contains a total of 8016 images collected from 
the web and movies which is manually labelled with pairwise relations. These 
datasets are used to train a DCN to identify the facial expressions and relation 
traits. As a result, they reported 98% correct classification for facial expressions 
and 71% on relation traits. 
In [53] they detect facial expression using CNN, where they proposed a 
hybrid form from two convolutional neural networks namely, PHRNN (part-based 
hierarchical bidirectional recurrent neural network) and MSCNN (multi-signal 
convolutional neural network). The PHRNN is responsible for analysing temporal 
features which contain facial variations and facial geometries. The MSCNN is 
responsible for analysing spatial features which include analysing appearance 
information from still images. Using a hybrid model form the two networks they 
reported 98.5% classification on the CK+ dataset. 
In [54] they try to identify facial expressions using CNN. This was done by 
using a set of pre-processing techniques before initialising the training of the CNN 
such techniques include face rotation, cropping, downsizing and Intensity 
normalisation. Additionally, for training the CNN they use a set of public datasets 
which include CK+, JAFFE and BU-3DFE. As result, they reported a 96.7% on 
the CK+ dataset. 
Chapter 2 
 
30 
 
 
In [55] they present FaceNet2ExpNet which is a fully connected 
convolutional layer used to train an expression recognition network from static 
images. This was done by applying two-stage training algorithms (pre-training 
stage, refining stage). Pre-training stage done by training the convolutional layers 
on the Expression-Net and Face-Net model. Face-Net model extract feature 
which contains expressive information about human faces which will be used to 
identify facial expressions using in Expression-Net model. Refining stage 
consists of appending the fully connected layers to the trained convolutional 
layers (Expression-Net and Face-Net) where they train the whole network jointly 
using the cross-entropy loss.  For evaluating their proposed network, they use 
public datasets such as CK+, Oulu-CASIA, TFD, and SFEW. As a result, they 
reported 98.6% correct classification. 
In [56] they present a framework for detecting facial expressions and 
identify pain and non-pain faces. This was done by combining CNN from the 
VGG-face model with Long Short-Term Memory (LSTM) model. Their method 
consists of two phases: pre-process and training phase. Pre-process phase 
contains landmarks detection and image alignment. Training phase which use 
the output of the pre-processing phase to train the VGG-face and LSTM to extract 
features to identify the facial expressions and pain intensity in the face. For testing 
facial expressions detection, they use CK+ dataset and reported 97.2%. For 
identifying pain and non-pain they use UNBC-McMaster Shoulder Pain 
Expression Archive Database and reported 93.3 % with leave-one-subject-out 
validation model. 
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In [57] the authors attempted to identify four facial expressions (happiness, 
sadness, anger and null) by tracking facial landmarks.  They started with face 
normalisation (angle and size), by locating the face manually in the image and 
resizing it to 256*256 before converting it into a greyscale image. Then, they 
manually pre-defined five feature regions that included eyebrows (left and right), 
eyes (left and right) and mouth which are used as input data for the tracking 
algorithm. 
These features are determined by manually selecting their location in the 
first frame and using a tracking algorithm to track the movement of these points 
through the image sequences. The Lucas and Kanade optical flow algorithm [58] 
is used to track the points, which computes the movement vector for each facial 
point between adjacent frames in the video. The output is 26 feature vectors with 
eight vectors for the eyebrows, eight for the eyes and 10 for the mouth. Figure 9 
represents the process used to identify the facial landmarks and track them using 
optical flow [57]. Figure 2-1(a) identifies the landmark; Figure (b) identifies and 
crops the five feature regions, Figure 2-1(c and d) shows the tracking of the 
landmark movement using the optical flow algorithm. 
 
Figure 2-1: Feature detection: (a) feature points, (b) cropped regions, (c, d) the displacement of a 
feature point [49]. 
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The classification process tries to classify four basic emotions as 
mentioned previously: happiness, sadness, anger and null. The classification 
process compares angle and magnate of the feature vector produced by the input 
for the pre-calculated feature vector on the Kanade, Cohn and Tian database 
[65]. The results found were that 83.33% of the image sequences were classified 
in either of the four emotion categories, while 16.77% were not [57]. 
In [59] they proposed a hybrid system for detecting action units based on 
appearance features and motion data. They analysed facial feature appearance 
by detecting facial landmark, then extracting motion data using rigid and non-rigid 
registration with contracting quad-tree decomposition which is responsible for 
defining interesting face regions related to that AU. For classification, they used 
a gentle boost and the hidden Markov model (HMM). Their system can classify 
30 facial action units with an average of 94.3%. 
In [60] they analysed texture feature to detect facial actions in spontaneous 
expressions. This was done by applying Gabor wavelets. Since Gabor wavelets 
produce a large number of features they used AdaBoost for features selection. 
Finally, they used a support vector machine to classify these features into 21 
AUs. They applied their proposed method on the Cohn-Kanade and Ekman-
Hager database and obtained a mean of 91% agreement with human FACS 
labels provided. 
In [45] they proposed a system to identify facial expression in crisis 
environments. This is done by applying an Active Appearance Model (AAM) 
which extracts shape and texture features. Then, using Facial Characteristic 
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Points (FCP), which are used to compute a set of suitable parameters that give 
a good description of the appearance of the facial features extracted by the AAM. 
For classification, they used a two-fold support vector machine where the results 
have an average of 90.4% for detecting 24 AUs. 
In [61] they presented results applying AAM-derived facial 
representations, to identify facial action recognition. This is done by applying a 
set of methods: first, 2D shapes of a 2D AAM. Second, a 2D appearance which 
is a representation of the appearance of the face. Finally, a 3D shape where the 
position in 3D of the face and its facial features has been estimated. For 
classification, they tested two main classification algorithms: nearest neighbour 
(NN) and support vector machine (SVM). The result was to test the identification 
on four AUs (AU1, AU1+2, AU4, AU5) and they found that both shape and texture 
representation is significantly beneficial for recognition performance. 
Furthermore, shape features have a large role to play in facial action unit 
recognition. 
In [62] they proposed a multistate feature base for detecting AU. This was 
done by using a set of geometric distances and a set of methods to identify 
wrinkles caused by AU formation. For classification, they used a neural network 
(NN) to identify six AUs and a combination of these AUs as a result, they correctly 
classified 95%.  
In [63] they proposed an automated system for detection of AU. This was 
done by applying a set of geometric distances and applying Gabor wavelets in a 
predefined region of interest (ROI). For reducing the number of features extracted 
using Gabor wavelets they used a gentle boost. For classification, they used a 
hybrid system combining an SVM and an HMM. This approach has been applied 
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previously on speech recognition. As a result, they correctly classified 23 AUs 
with a mean of 66%. 
In [64] they designed a system to classify six basic facial expressions 
(happiness, surprise, sadness, anger, fear and disgust) based on motion data. 
This was done by analysis motion by applying an optical flow algorithm on 
eyebrows, eyes, nose and mouth. For facial expressions classification, they used 
a look-up table. 
In [65] they presented an automated system for detecting action units. In 
their work, they applied a set of methods to detect six action units that include 
holistic spatial analysis they got 89% correct classification. With Principle 
Component Analysis (PCA) on a greyscale image to detect wrinkles, they got 
57%; with template matching and optical flow they got 85% correct classification. 
When combining the three methods they got 92%. 
In [21] automatic identification of the face region was done using IR 
illumination. As shown in chapter 1, Section 1.4, Figure1-6, the purpose is to 
identify the eye location first then use it as a basis to determine other face regions 
and face segmentation. Face segmentation includes defining the eye location 
and drawing a line between the eyes. Furthermore, another line is drawn parallel 
to the first one in a way that divides the area between the first line and the edge 
of the face image, as shown in Figure 2-2. The segmentation divides the face into 
six main parts. The motion vector for each part is calculated because of the 
assumption that most motion vectors will be in these parts and each part will have 
its own and unique direction. Lucas and Kanade’s optical flow algorithm [58] is 
used to compute motion vectors and produce “source vector sets”, which are a 
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collection of vectors, representing motion and deformations in the face caused 
by the emotion representation [21].  
 
 
Figure 2-2: Face segmentation into six parts [21]. 
 
In order to compute the source vector, the authors [21] define it as: “A 
series of facial images (is) chosen which its motion vectors show facial 
expression correctly similar to Bassili description. Then incorrect vectors are 
eliminated and for others a pair of vector angle and its area is saved” [21]. 
Bassili’s description of emotions [66], shown in Figure 2-3, shows which facial 
expression cues are related to specific emotions and how to represent the 
emotions using motion vectors. The main advantage of the source vector is the 
impact of the correct vector, considered to be a higher property and the 
elimination of the noise vector. The classification phase is done by estimating 
similarities between the source vectors and the extracted motion vectors. This 
work found 83.3% correct classification on the Cohn-Kanade facial expression 
database [67]. 
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Figure 2-3: Facial expression identified by facial features movement as suggested by 
Bassili [58]. 
 
In [68] they attempted fully automated facial action coding for spontaneous 
expressions. Their system automatically detected frontal faces using a modified 
version of the Viola-Jones algorithm [24] and detected 20 action units for each 
frame. Furthermore, face images were rescaled to 96*96 pixels and an 
automated eye detection was applied in order to align images where the distance 
between the eyes was roughly 48 pixels. 
After detecting the face and the eyes, a set of Gabor filters with eight 
orientations and nine spatial frequencies were applied in order to extract face 
texture as shown in Figure 2-4. Since the number of features extracted from the 
Gabor function was very high, this gave 9x8x48x48 = 165,888 possible features. 
A subset of these features was therefore chosen using AdaBoost. This method 
was used on the CK+[42] database and SVM in order to classify the AUs 
activated in the video or real-time environment. The classification of AUs from the 
AdaBoost classifier, based on spontaneous emotions including head movement 
and pose, was 93% correct [68].  
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Figure 2-4: Proposed framework by [60]. 
 
In [69] the authors recognised facial expressions using geometric 
information (landmarks) and analysed them using Gabor functions. In their 
research, they used a database containing 213 images of females. The images 
were rescaled and cropped so that the eyes were located roughly at position 60 
pixels from the right side of the image. The images were then resized to 256*256 
pixels. The method was divided into two. The first used 34 facial points (selected 
manually) as shown in Figure 2-5 . In the second method, features were extracted 
with 2D Gabor transforms, where 18 complex Gabor wavelet coefficients were 
applied on facial landmarks. In summary, each image was represented with a 
vector of 612 elements (which is 34 landmarks * 18 Gabor filters) [69]. 
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Figure 2-5:  34 facial landmarks represents the facial geometry [61]. 
 
The architecture of their system was based on a two-layer perceptron as 
shown in Figure 2-6. Moreover, there are no interconnections in the first layer 
between geometric and Gabor wavelet features, because they contain two 
different types of information. As described before, features (landmarks, Gabor 
wavelets) are extracted and used as an input to the two-layer perceptron. The 
first layer performs as a non-linear reduction of the dimensionality of the feature 
space depending on the number of hidden units. This feature reduction is 
necessary due to a large number of elements used to represent the vector (612 
elements). The second layer makes a statistical decision based on the reduced 
set of features in the hidden units and consists of seven output units which 
represent each emotion.  The results give 90.1% correct classifications using 
seven hidden units without the emotion fear. After including fear in their system, 
they achieved 85.6% correct classifications [69]. 
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Figure 2-6: The architecture of the proposed system [61]. 
 
In [70] they identified facial expressions of people with neuropsychiatric 
disorders. They started by detecting faces using Viola and Jones [24]. Then they 
used an Active Shape Model (ASM) [71] in order to find the facial landmarks. 
ASM works by determining landmarks on the face region manually (in this 
research they used 159 landmarks) and then this technique is used on each 
frame to estimate the landmark location for new faces [70].   
The ASM outputs a set of landmarks which are used to determine 
geometric and texture information from images. Geometric features are defined 
by creating a landmark template using the training data. Starting with the 
averaged landmark locations as a template, they align landmarks from all training 
faces to the template and update the template by averaging the aligned 
landmarks. This procedure is repeated for a few iterations until it aligns with the 
face (Figure 2-7) [70]. Gabor functions are used with nine different spatial 
frequencies from 1/2 to 1/32 with eight different orientations to find different kinds 
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of texture. Both geometric and texture information is found as they convey 
complementary information. 
 
 
 
Figure 2-7: Landmark aligned with face using ASM [62]. 
 
Geometric information can be used to detect changes in the face resulting 
from AU. Furthermore, in that case, texture changes (e.g. appearance of vertical 
wrinkles between the eyebrows) capture extra information created by the AU. The 
features from geometry and texture are combined at the classification stage [70]. 
For the classification phase, AUs are clustered to specific emotions. The 
appearance of certain AUs is detected by information found from geometric and 
texture analysis. This data is inputted into Gentle AdaBoost classifiers, which 
decide if certain AUs occurred or not. Emotion classification is related to the 
appearance of AUs.  Figure 2-8  shows the AU detection rate; the overall 
detection was 95.9%.  
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Figure 2-8: Action Units and detection rate [62]. 
 
The original purpose of this research was to find facial expressions of 
people with neuropsychiatric disorders and compare them to the facial 
expressions found in a normal person. They found that some patients with 
neuropsychiatric disorders use different AU combinations to express their 
emotions. For example, “normal” people use action units AU6, AU12, AU4 and 
AU20 to express happiness. Alternatively, patients with neuropsychiatric 
disorders use action units AU6 and AU12 to express happiness. 
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2.2 Smile Weight Distributions 
Distinguishing between a real and fake smile is still a very difficult problem, 
which according to [72], is associated with perceptual and attentional 
mechanisms, where humans pay a lack of attention to a certain cue that would 
help them in their judgement between these types of smile. 
According to[72, 73]  there are two types of smiles – Duchenne and non-
Duchenne smiles – which are related to enjoyment and non-enjoyment smiles 
respectively. Recent research shows that spontaneous smiles are associated 
with enjoyment which is related to the zygomatic major and the orbicularis oculi 
muscles movement[74, 75], which in terms of the FACS, is known as the 
Duchenne smile. This smile is identified by the cheek raiser or known as the 
Duchenne marker (AU6) and movement of the mouth corner upwards (AU12). 
The Duchenne marker causes the skin around the eyes to crows, closing the eye 
opening and formulating wrinkles around the eye area. According to a set of 
research, this movement is related to expressing a genuine smile or is associated 
with true emotional experience. On the contrary, a non-Duchenne smile, or non-
enjoyment smile, is formulated by a movement of the mouth corner upwards 
(AU12). 
Recent research in analysing real (Duchenne) and fake (non-Duchenne) 
smiles has been carried out from three perspectives: physiological, social 
experiments and computational studies. 
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2.2.1 Physiological Studies 
Facial expression analysis and detection is also an active research field in 
psychology where data are collected, either by using sensors or by using social 
experiments, including showing videos of real and fake smiles and using human 
judgement to initiate statistical analysis.  
In a sensor-based system, data are collected through using facial 
electromyography (EMG) [76-78]. This is a diagnostic technique used for 
recording facial muscle activity by placing electrodes on the face [79]. EMG has 
been widely used in measuring emotional reactions [80] and aids the diagnosis 
of facial nerve damage [81]. 
In [78], they used EMG to measure the “zygomaticus major”, which is a 
facial muscle that pulls the mouth angle to formulate the smile. This is done by 
placing electrodes on their subjects, thus allowing them to measure the smile 
intensity, duration and order of facial muscles movement or AU. Using this 
technique, they studied the difference between real and fake smiles; a smile 
formed with the help of the zygomatic major muscle (mouth corner raiser) and the 
orbicularis oculi muscle (cheek raises and forms crow’s feet around the eyes) and 
a non-Duchenne smile; a smile which only uses the zygomatic major muscle in 
the formation process. The result implies that spontaneous smiles not only 
formed faster than unspontaneous smiles but also used non-Duchenne muscle 
movements. 
In [78] they used EMG to classify Duchenne and non-Duchenne smiles, 
identifying the muscles related to these smiles in the context of emotions (disgust, 
fear, anger, sadness, interest, surprise, pleasure). The result indicates that both 
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smiles have a high occurrence in the interest, surprise and pleasure expressions, 
however, the Duchenne smiles have significantly stronger EMG activity in the 
periocular and cheek muscle regions as compared to EMG activity in neutral 
faces. 
2.2.2 Social Experimental Studies 
From a social experimental perspective, a lot of research has been carried 
out on analysing people’s reactions and influence on real and fake smiles. A 
research carried out by [82] shows individuals’ preferences to work with 
individuals showing Duchenne (real) versus non-Duchenne (fake) smiles. In this 
experiment, participants performed two ostensibly unrelated tasks. First, they 
wrote essays about experiences of inclusion, exclusion or mundane events. 
Then, after successfully complete this task participants responded to 16 items 
assessing their levels of belonging, control, self-esteem and meaningful 
existence felt during the experience. Second, participants watched videos of 
individuals expressing Duchenne (10 videos) and non-Duchenne smiles (10 
videos) and were asked to evaluate each individual as a potential partner for a 
project on which they might work. The results show participants have a greater 
preference to work with individuals displaying real smiles. 
In [75], they investigated Chinese participants to judge for Duchenne and 
non-Duchenne smiles as real or fake smiles based on looking at mouth and eyes. 
In their experiment, 100 participants were asked to evaluate 20 videos and asked 
to rate each video as a real or fake smile. Afterwards, participants were asked to 
answer the question: “What part of the face was most useful for discriminating 
between fake and real smiles?” The results showed that participants highly 
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depend on information from the eyes to successfully distinguish between real and 
fake smiles and participants who choose eyes more accurately identify a 
Duchenne smile (real smile). 
2.2.3 Computational Approaches  
From a computing perspective, a lot of research has been using 
psychological studies as ground rules to distinguish between fake and real smiles 
using the machine. According to [78], a smile that raises the corners of the mouth 
and raises the cheeks with an appearance of eye wrinkles is considered as a 
Duchenne smile, whereas a smile that only raises the corners of the mouth is 
known to be a non-Duchenne smile.  In terms of the FACS system, a Duchenne 
smile uses AU6 and 12 and a non-Duchenne smile uses only AU12 [74]. 
Moreover, accordioning to a set of research [83-86] they found that a Duchenne 
smile can be categorised as a true expression of emotion in comparison to a non-
Duchenne smile. 
In [87] they proposed a system to detect fake and real smiles based on 
detection of action units 6 and 12. This is done by using a Gabor filter and 2D 
principle component analysis using AdaBoost algorithm for features reduction. 
For classification, they used a support vector machine and gained 85.9% correct 
classification.  
In [88] in their work, they divided the face into four regions (both eyes and 
mouth left/right). They applied simple principle component analysis (SPCA) to 
compute the eigenvector using grey scale image vector to compute a value cos ∅ 
and then used a neural network to classify the cos ∅ between fake and real smiles 
and gain 90% correct classification. 
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In [166]  they propose deep convolution neural network for identifying fake 
and real smile by identifying different emotions percentage which signifies each 
type of the smile. They proposed a 9-layers CNN for detecting seven emotions 
(neutral, happy, disgust, fear, sad, anger and disgust) in the FERC-2013 dataset 
where they detect faces using viola jones algorithm and then resize the face low 
resolution (48*48 pixels) which these images will be used to train the CNN. 
Identifying the fake and real smile done by using the variations in the percentage 
of emotions which will be feed to specific software that discriminates each type 
of smile by the comparing the seven emotion percentages. For evaluating the 
proposed method, they use open source images and report very high accuracy 
on detecting a fake and real smile. 
2.3 Gender Classification Using Smile Dynamics 
Human face analysis can find its roots in various fields, including computer 
vision, physiology, biometrics, security and even medicine. Such work can 
provide a useful insight into an individual’s health status[89], identity [90], beauty 
and behaviour, all of which depend on the non-invasive information obtained 
directly from the face. 
Computer-based analysis of the human face can provide cues for personal 
attributes such as age, ethnicity and, more importantly, gender, in the present 
context. Gender classification, in this sense, can for example, aid as a biometric 
feature to improve its accuracy. Recent research into gender classification has 
faced challenging hurdles, mainly due to the reliance on static data in the form of 
facial images. Thus, texture-based facial image analysis has many inherent 
factors associated with image capture, such as lighting conditions, pose and 
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occlusions. In this regard, we have departed from texture-based analysis of facial 
images. Instead, we consider the analysis of the dynamic face, in particular, the 
dynamics of the smile, to be a superior alternative for gender classification.      
Facial expressions are one of the prominent forms of visual and non-verbal 
communications for humans and are represented by facial muscle movements. 
Facial expressions are considered to be important indicators in understanding the 
emotional states of a person. Moreover, it is also plausible to assume that facial 
expressions provide an insight into the human mind, for example, the way one 
reacts to a specific situation can even inform us about the situation itself [91]. 
In this work, we study facial expressions in search of clues towards gender 
classification. This hypothesis has been supported by a set of cognitive 
physiological studies showing evidence of gender variances in facial expression, 
showing in [92-95]. In this section, we discuss recent research in smile and gender 
classification from two viewpoints, i.e. psychological and computational.  
2.3.1 Psychological Perspectives 
The psychological perspective dominates research using facial 
electromyography (EMG) [76-78], which is a diagnostic technique used for 
recording facial muscle activity by placing electrodes on the face [79]. EMG has 
been widely used in measuring emotional reactions [80] and contributing to 
diagnosis damages in facial nerves [81]. EMG has also been applied in gaming, 
where measuring a player’s emotional state reflects the impact of games upon 
them. Furthermore, it had been applied in human computer interaction (HCI), 
where measuring the emotional state of users enhances the interaction between 
human and machine [96].  
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In [76] they used EMG for measuring angry and happy expressions. This 
is done by using EMG to measure corrugator and zygomatic muscle areas. The 
result shows that angry faces displayed increased in corrugator muscle activity 
whereas happy faces displayed increased zygomatic muscle activity. Additionally, 
these effects were more noticeable for females, mostly for the reaction to happy 
faces which conclude that females are more facially reactive than males. 
 In [78] they used EMG to classify between the Duchenne and non-
Duchenne smiles, identifying the muscles related to these smiles in the context of 
emotions (disgust, fear, anger, sadness, interest, surprise, pleasure). As a result, 
they found that both smiles have a high occurrence in interest, surprise and 
pleasure expressions. Additionally, the Duchenne smiles have significantly 
stronger EMG activity in the periocular and cheek muscle regions as compared to 
EMG activity in the neutral faces. Moreover, a lot of psychological studies show a 
difference in human expressions [97] and show females express emotions more 
than males in terms of the smile. In fact, it has been documented that females 
smile more than males in a variety of social contexts [92]. Furthermore, the work 
in [98] suggests that on average females have more expressive smiles compared 
to males. 
2.3.2 Computational Perspectives 
From the computer vision perspective, gender classification can be divided 
into three main categories based on the feature extraction algorithm used. Feature 
extraction uses key points (distinguishing features) to represent objects. In gender 
recognition, feature extraction is the process of analysing the face to identify 
gender using the following models: 
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1. Geometric Model  
2. Appearance Model  
3. Hybrid Model (Appearance and Geometric).  
The Geometric Model uses facial geometry as features, including the 
distances and size of facial features (eyebrows, eyes, nose and mouth). 
Furthermore, this model measures the movement of points through specific areas; 
these points are facial landmarks which describe the shape of the face and its 
components, such as the mouth or eyebrows. In [99] they use geometric features 
obtained from Canny edge detection to measure global features. The global 
features consist of interocular distance, the distance between the lips and the nose 
tip, the distance between the nose tip and the line joining the two eyes. The 
classification was computed by using a threshold value to distinguish between 
genders. In [100] they used principle component analysis (PCA) in order to 
compute eigenfaces. PCA is an algorithm used in an unsupervised technique for 
dimension reduction and data compression; they used the Minimum Distance 
Classifier for classification. In [101] they used 49 facial landmarks, produced by 
the cascade of linear regression, and tracked them using sparse optical flow, 
which was used to measure 27 geometric distances. For classification, they used 
a pattern classifier on labelled data with a support vector machine (SVM).  
The Appearance Model can also be referred to as template matching or 
using an exemplar of the object. Appearance Model implies that objects look 
different under changes in lighting, colour, direction and at different scales. 
Furthermore, it describes the texture of the facial features. In [102] they used the 
Gabor function to extract the facial features texture. The Gabor function uses a 
set of wavelets with specific orientations and directions to represent different 
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textures. It is mathematically heavy and so is not applicable for real-time 
applications. Therefore, they used PCA to minimise the features extracted and 
reduce the processing time. 
In [103] they used both the shape and texture information of the facial 
features. This is done first by dividing the face into smaller regions and then 
applying local binary pattern (LBP) histograms which have been formulated into a 
single vector. For classification, they use support vector machines (SVMs). 
The Hybrid Model uses both the Appearance and Geometric Models. In 
[104] they used Discrete Cosine Transform (DCT) and Local Binary Pattern (LBP) 
algorithms as Appearance Models and Geometrical Distance Feature (GDF) for 
the Geometric Model. In [105] they divided the face into facial regions and applied 
2DPCA into these regions and finally classified using SVM. In [106] they used 
HAAR wavelets to extract texture feature and Active Appearance Model to detect 
facial landmarks (83 landmarks). For classification, they used a support vector 
machine and radial basis function (RBF). In [107] they used a Local Directional 
Pattern (LDP) to identify appearance features. They used three steps to represent 
the face using LDP: first, LDP applied on the face image. Second, a histogram is 
extracted from each local region of LDP image. Third, building global 
representation using all the histograms are concatenated into one feature vector. 
For classification, they used a support vector machine (SVM). 
In [90]  they proposed an algorithm to identify gender based on the smile. 
Their proposed method used a set of algorithms to analyse the motion and texture 
of a smile to find a gender difference. They used a dense trajectories algorithm 
where it was used to extract a feature’s point and track it using dense optical flow. 
Additionally, they used a Histogram of Oriented Gradients (HOG) and Video 
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Covariance Matrix Logarithm (VCML) to analyse appearance features and they 
used a Histogram of Optical Flow (HOF) and Motion Boundary Histogram (MBH) 
to analyse motion. All VCML, HOG, HOF and MBH are computed around a 
trajectory to identify smile characteristics. Finally, they used a Fisher vector to 
encode smiles; they applied first and second order statistics for each of the 
features produced by VCML, HOG, HOF and MBH. As a result, they show the 
proposed system is exceeding some state-of-the-art algorithms and the proposed 
system gains an average of 86% on the UvA-NEMO Smile Dataset. 
2.4 Emotional Biometrics  
 
Biometric techniques have been developed as capable techniques for 
recognising individuals and authenticating people. Usually, traditional 
authentication techniques can be manipulated, such as passwords, PINs and ID 
cards. Nevertheless, an individual’s biological characteristics cannot be 
manipulated [108, 109], such as physiological characteristics including face, 
fingerprints, iris, ear and more; behavioural characteristics include gait (waking), 
signature, keystroke dynamics and facial expressions. In this section, we discuss 
recent work in different biometric research in the face and facial expressions. 
2.4.1 Face Biometrics  
Face biometrics has several advantages over other biometric methods, 
where an involuntary action is required (for example, fingerprinting or hand 
geometry detection done by placing the hand on a hand-rest in front of a camera 
as well as identifying the iris or retina). Furthermore, it can be done inactively 
without any noticeable action from the user’s perspective, since face images can 
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be acquired from a distance by a camera. This feature gains a beneficial 
advantage for security and surveillance purposes. 
In research by[110], they used an image processing method to extract 16 
facial parameters, which include the ratio of distance, area and angles. For 
classification, they used Euclidean distance and gained 75% correct classification 
in a database of 20 different people using two images per person. In Brunelli and 
Poggio [111], based on[110] approach, they computed a 32 vector of geometric 
features which include nose width, length, mouth position and chin shape as 
shown in Figure 2-9. The second feature used grey-level template matching. As 
a result, they obtained a 90% recognition rate from a database of 47 people (four 
images per person) on geometric features and 100% recognition on template 
matching. 
 
Figure 2-9: Geometrical features used by [103]. 
 
In [112] , they manually identified 35 geometric facial features as shown in 
Figure 2-10 and converted them into a 30-dimensional feature vector. For 
classification, they compared two algorithms:  the nearest neighbour using 
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Euclidean distance and a new distance function for pattern recognition based on 
local second order statistics as estimated by modelling the training data as a 
mixture of normal densities. The result indicated 95% in a database of 685 
images (a single image for each subject) compared with 84% from the nearest 
neighbour. 
 
Figure 2-10: Manually identified 35 geometric facial features [104]. 
 
One of the earliest researches on face recognition using the Gabor 
function was presented by [113], where they presented an elastic bunch graph 
matching method. In this technique, they manually identified a set of fiducial 
points on the face and each fiducial point was a part of a fully connected graph 
where each fiducial point was considered as a node. Furthermore, they applied 
Gabor filters to a window around the fiducial point and identified an “arch” which 
is the distance between fiducial points which can be presented as a graph. 
combined these features graph into a stack-like structure introduce the “face 
bunch graph”. As a sequence, face bunch graph can be used to generate 
automatically by new face images by using elastic bunch graph matching.  
For classification, they compared a face image graph with the pre-trained 
face images and the face with the highest similarity was considered to be a hit. 
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As a result, they gained 99% correct classification in a dataset containing 250 
subjects. An update of this work was presented by [114] , using parametric 
models which eliminate the need to do the graph placement manually in work. 
This method worked on grey-level images, which have localised features, and it 
determined 16 facial fiducial points. As a result, they reported the same level 
classification as [112, 113]. 
In [115] they used PCA for face recognition. PCA is a statistical approach 
used for reducing the number of variables. using a Batch-2007 database to train 
PCA and produce eigenfaces and eigenvectors. For classification, they used the 
Euclidean distance between the test image and the eigenfaces. They didn’t report 
the correct classification rate but stated a very accurate detecting rate. 
In [116] they used PCA to create an attendance system. They started with 
face detection using the Viola Jones algorithm then cropped the face image and 
converted it to a vector using PCA. Furthermore, they normalised the face vector 
and projected it in the eigenface space. For classification, they computed the 
weight of the input image and compared it with pre-trained data weight using 
Euclidean distance. The result indicated a 0.099% error rate. 
In [117] they proposed a geometric approach for face detection. The 
proposed system calculated geometric measurements such as area feature (eye, 
nose, mouth area), directional information of facial features’ edge (horizontal, 
vertical, diagonal) and multiscale information using whole face information. Their 
proposed system can be summarised into five steps: (1) convert the grey image 
to black and white; (2) facial regions segmentation (eyes, nose and mouth); (3) 
calculate facial feature areas; (4) compute directional information using fast 
wavelet transform; (5) Selesnic’s toolbox was used to compute a two-level Dual 
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Tree Discrete Wavelet Transform (RDT-DWT) for apprehension of the variations 
of pose, expression and orientations. As a result, they reported a 95% correct 
classification. 
In [118]  they used the texture analysis approach to face recognition. This 
was done by using Local Binary Patterns (LBP). LBP is an algorithm used to 
perform texture descriptors and it has been widely used in various applications. 
Using LBP on the face is derived by the fact that faces are a composition of 
micropatterns which can be described and analysed by LBP. In their work, they 
divided the face into regions of interest, where they used different kernel sizes, 
as shown in Figure 2-11, to identify a face scale differently and apply LBP. Using 
this approach, applying LBP in every single region identifies the facial feature 
related to that region and the grouping of all regions describes the texture and 
global geometry of the face. As result, they showed that the proposed method 
gained 97% correct classification on a FERET dataset. 
 
Figure 2-11: Facial image divided into rectangular regions. 
 
In [119] they used a neural network to approach face recognition. A neural-
based algorithm was presented to detect frontal views of faces. To reduce the 
dimensionality of face image they used PCA as a pre-step to train the Back 
Propagation Neural Network (BPNN). Using the Yale dataset, they obtained a 
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90% correct classification rate with lower execution time compared to the 
eigenfaces approach.  
In [120] they use a non-statistics-based face representation approach and 
a local Gabor binary pattern histogram sequence (LGBPHS). In their approach, 
they segmented the face into regions and applied a Gabor filter, which created 
Gabor Magnitude Pictures (GMP), then using LBP they created a local Gabor 
Binary Pattern (LGBP) map. They applied their approach on the FERET dataset 
and used K-nearest neighbour (KNN) for classification. As a result, they gained 
98% correct classification.  
In [121] work, they used a hybrid model of machine learning and geometric 
features. The proposed system detects faces using the Viola Jones algorithm and 
detected 33 facial landmarks using an annotation process provided by [122] to 
describe geometric features. Moreover, they used a minimum redundancy 
maximum relevance (mRmR) algorithm in order to remove features’ redundancy 
and identify features’ relevance. For classification, they used a multiclass support 
vector machine (SVM) and they divided the dataset into three percentages: 30% 
for training, 20% for validation and 50% for testing. As a result, they gained 89% 
on the ORL dataset and 92% on the Caltech-Faces dataset. 
Another type of biometric is gait, which is a research that tries to identify 
humans by the way they walk without taking into consideration any clothes, 
ethnicity or their background. As face recognition, gait has the advantage of not 
needing the subject’s contact. Furthermore, gait biometric can be used in cases 
where finger and face are not applicable, for example, bank theft where thieves 
usually put on helmets, hoods, masks, glasses and gloves which make it hard to 
identify them using other known biometrics. On the other hand, there are a lot of 
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factors that affect gait recognition such as drunkenness, pregnancy and feet or 
joint injuries which can affect individuals’ motion. According to [123] these factors 
have a similar effect in value to factors affecting other biometrics. 
2.4.2 Facial Expressions based Biometric  
Facial expression has been studied for further cues of mental health, 
longevity, emotions, gender and more. In terms of using it as biometric, the 
research is very limited. Facial expression biometric (FEB) can be identified as 
the way a person behaves and expresses emotions can indicate a person’s 
identity [124]. Although the research of FEB is very limited there are a couple of 
psychological and computational studies that have tried to prove the existence of 
FEB. The majority of these researches study the facial expression biometric in 
terms of smile expressions. This is done by either using facial electromyographic 
(EMG), psychological studies, image processing or a hybrid model of them. 
In [125] they represented a study of the stability of smile facial expressions 
from a psychological point view. Using facial electromyographic (EMG) to 
measure action unit 12 (zygomatic major muscles) associated with smile 
expression. AU12 showed a stable variation through two-year studies of the same 
individual. Furthermore, it reported recognised individuals based on their EMG 
reading for facial action units far above chance. 
In [126] they studied the stability of smile expressions through time. In their 
research, they studied action units 6 and 12 to analyse 195 smiles from 95 
individuals. Using automated facial software analysis and EMG (Figure 2-17) to 
analyse spontaneous smiles, the study covered two sessions with a year’s 
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interval. As a result, facial EMG provided evidence to support smile expressions’ 
stability over time. 
 
Figure 2-12: Subject with EMG showing: neutral (a), AU6(b), AU6 + AU12(c). 
 
In [125] he studied the individual differences in facial expression, stability 
over time and the ability to identify the person. His research included two studies. 
The first study used a 12-month interval for 65 adults showing a positive effective 
reaction to films. The positive effect was computed by measuring a zygomatic 
major muscle (main muscle involved in smiling) using facial electromyographic 
(EMG) and feature-point tracking using optical flow. The second study was 
carried out over four months including 85 middle-aged to older adults in a clinical 
interview, using the FACS system to manually code facial expression using 
pattern recognition to validate the value of facial behaviour signatures. As a 
result, both studies show the stability of facial expression over time and reports 
recognised individuals far above chance based on facial action units using EMG 
and feature-point tracking using optical flow. 
One of the recent researches on FEB used facial tracker displacement 
[124]. Using active appearance models (AAMs) to identify facial landmarks, as 
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shown in Figure 2-18 to compute displacements, they used two images of a 
person: first, neutral emotion expression. Second, the peak of emotion which 
illustrates the movement of the face and not the face geometry. Using PCA and 
Euclidean distance on classification on the CK+ and Big Brother 3 datasets they 
showed statistical testing performed showed that such features can be used for 
personal identification. 
 
Figure 2-13: Tracker points. 
 
2.5 Summary  
In detecting facial expressions and action units, current research can be 
categorised into 4 approaches. They are appearance based, geometric based, 
hybrid models and CNN or DNN based approach. Appearance based approach 
tries to analyse the facial feature appearances. Geometric approach tries to 
identify the geometry of the face. The hybrid model uses both appearance and 
geometric approach to gain the benefit of both geometric and appearance based 
models. Finally, recent research carried on facial expressions use the 
convolutional neural network (CNN) or deep neural network (DNN) which is a 
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machine learning technique that uses a large number of images to train the 
machine to identify or classify an object. 
According to recent research, both CNN and DNN have the highest 
classification rate followed by the hybrid, appearance and geometric approach. 
Although these approaches approve high detection rate to identifying the facial 
expressions we feel a new technique could be introduced to the field which is the 
motion model. In chapter 4, we propose an automated system to detect facial 
expressions based on the facial muscle movement. 
For identifying posed and genuine smiles, we look at recent research in 
three different fields namely physiological, social and computational studies. 
Physiological studies use the EMG to measure the muscle movement through 
the nerve system in each type of the smile. Their results imply that real smiles 
have stronger EMG reading comparing to the posed smiles. From a social 
experimental point of view, they study people’s reaction and judgment on 
identifying posed and genuine smiles through a series of experiments which 
include answering a questionnaire based on showing videos. The results indicate 
people use the area around the eyes to distinguish between the two types of 
smiles. From a computing perspective, they use the appearance, geometric and 
hybrid models to identify the difference between posed and genuine smiles. 
 Although the variety of research carried on posed and genuine smiles are 
promising, we study the possibility of imitating the physiological studies using 
image processing techniques which has not been addressed before. Moreover, 
we study the relationship between the facial features and their weight in 
formulating each type of smile which is illustrated in Chapter 5. 
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We study gender classification from two different viewpoints, i.e. 
physiological and computing perspectives. From a physiological perspective, 
where they use the EMG to measure the facial expressions for both genders. In 
terms of the smile expression, they found that female subjects have a more 
expressive smile than a male subject. From a computing perspective, gender 
classification has been approached mainly by using 3 models: appearance, 
geometric and hybrid model. All these models reported a very high classification 
rate when applied on faces with a neutral expression. Inspired by the finding of 
such physiological studies we study the intensity of smile expression of both 
genders using only the dynamic feature of the smile as the appearance model is 
considered to be biased. We discuss our method in detail in Chapter 6. 
The present research on emotional biometrics is very limited and we 
approached this problem from two perspectives, namely physiological and 
computational. Physiological studies used EMG to study the stability of human 
emotion over time. Furthermore, they study the possibility of using EMG to 
determine human identity. Their results indicate that facial expressions are stabile 
over time and reported identifying individuals far above chance using the EMG. 
From a computing perspective, they use facial landmark displacement in a small 
dataset and reported that the identify individual can be recognised with above 
chance accuracy. Based on these findings, we create a system to find the 
possibility of using the dynamic characteristics of the smile as a biometric. We 
discuss this in detail in Chapter 7. 
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3  Enhancing Facial Feature Detection 
Recent evolution in computer technologies has paved the way for the use 
of machinery through which human life can be influenced and enhanced by 
artificial intelligence. This encourages the need to develop a machine intelligence 
and “human-like” machines [127]. Computer vision, for example, is one of the 
largest examples of machine learning which tries to reproduce the human ability 
to visualise and analyse objects. Computer vision systems have been used widely 
for industrial purposes, surveillance and security [128], medical diagnosis and 
more. Furthermore, computer vision is moving towards generalised applications 
such as face detection [129], face recognition [129] and video coding techniques 
[130].  
Humans can detect the face naturally in many environments with different 
lighting conditions. However, in terms of computer vision, this task is not easy. 
Human faces are complex objects that come in a variety of shapes, colours and 
poses [131] which make face detection one of the key problems in computer 
vision. Through face detection, one can identify emotions, poses and gestures. 
However, such applications require additional facial feature detection and tracking 
[50]. 
Face detection has been approached in many ways using different 
algorithms where each algorithm has its own strengths and weaknesses. For 
example, in [132] Singh and Chauhan used the skin colour to detect the face. 
This method starts with the assumption that only faces appear in the image. In 
[133] Pai and Ruan enhanced the work presented in [7] and added a “low pass 
filter” in order for better detection of skin under different lighting conditions. The 
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assumption made here is that the skin-like objects are not appearing in the image. 
In [134] Rowley and Baluja used a neural network to detect frontal faces, by using 
a sliding window over the image and applying a neural network to decide whether 
or not the window contains a face. In [135] Osuna and Freund used a support 
vector machine (SVM), which is a machine-learning technique that uses large 
data to identify objects. SVM detects faces by scanning the image for face-like 
patterns at different scales in order to cover possible scales of the face and uses 
SVM as its core classification algorithm to determine the face and non-face 
objects. In [136] Ping and Weng used template matching on multiresolution 
images to detect face templates and to enhance their detection. They added 
colour segmentation to identify the face and non-face classes using different 
types of colour spaces like CIEXYZ, YCbCr, YUV and YIQ. In [24] Viola-Jones 
identified the face by applying different types of algorithms (e.g. integral images, 
Haar-like features, Cascade filter and AdaBoost) that all enable the face to be 
found (see Section 2. Thus, there are a lot of different methods and algorithms 
that try to detect faces from images.   
In addition to face detection, many applications need to identify and track 
facial features like eyebrows, eyes, nose and mouth. Such applications include 
face recognition, video processing and more as discussed in [50]. In [137] they 
presented the active shape model (ASM), which is a statistical model of shapes 
that anticipates the appearance of the objects in new images. ASM identifies 
facial features by using training datasets which start by identifying the facial 
feature counters manually which then use principle component analysis (PCA) to 
identify the variations in the training dataset; this process is called “shaped 
model”. In [138] they enhanced ASM and the present active appearance model 
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(AAM). AAM represents shapes statically based on the grey-level appearance of 
the object that can indicate different samples of the objects in new images or 
different conditions. Both AAM and ASM use PCA to identify the variations in the 
training dataset but the main difference between them is that ASM seeks to 
identify the shape of facial features by points constructing statistical models of 
them. On the other hand, AAM seeks to match the position model and represents 
the facial feature texture in the image [139]. In [68] they tried to identify facial 
features by identifying the texture through applying the Gabor function, which 
consists of edge detection, by applying Gabor wavelets on the image. In [140] 
and [141] they tried to apply a set of edge detection algorithms (e.g. Sobel, 
Prewitt, Roberts and Canny) to identify the facial feature boundaries. In [24] Viola-
Jones used Haar-like features to identify the location of facial features by using a 
training dataset to identify the eyes, mouth and nose location.  
In this chapter, we investigate the effect of localization search on cascade 
classifier used to detect facial features location. This done by dividing the face 
into regions of interest (ROI), where ROI contain areas with prominent facial 
features (eyes, eyebrows, nose and mouth). We use the Viola-Jones algorithm 
as an experiential environment to instigate the effect of ROI on the performance 
and accuracy of the algorithm. As the Viola-Jones algorithm proved its accuracy 
and performance in a real-time application in different environments and had 
been used in many different types of research [68, 142]. Furthermore, it has been 
applied to identify facial feature locations.  
The application of this research can be beneficial in detecting facial feature 
location more accurately and effectively which can be used in a variety of 
application such as face analysis, emotions detection, face verification and more. 
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This work has been published in 16th UK Workshop on Computational 
Intelligence [167]. 
This chapter is structured as follows. Section 3.1 describes and explains 
the Viola-Jones algorithm and discusses the disadvantages of detecting facial 
feature location; Section 3.3: proposed method; Section 3.5: shows the results. 
3.1 Viola-Jones Algorithm 
In 2001, Viola-Jones presented a framework to detect objects using four 
key concepts: Haar-like features, integral images, AdaBoost and Cascade filters.  
The Viola-Jones algorithm has been widely used to detect faces and prove its 
accuracy in detecting front faces in images as well as in videos with different 
lighting conditions and in real time. The Viola-Jones algorithm consists of four key 
concepts [24] described in details in Appendix C.  
3.2 Disadvantage of Facial Feature Detection using Viola-Jones 
Algorithm 
Although the Viola-Jones algorithm is used to detect the front face, it has 
also been used widely in object detection and identifies facial feature location on 
the face. One of the disadvantages of this algorithm is that it has a high false 
positive percentage when applied on the face region to identify the facial feature 
location. Herein, and throughout the thesis, the false positive percentage (FPP), 
for a given type of facial feature, is defined as the ratio of the total number of 
facial features of the given type identified by the algorithm to the true number of 
facial features of the given type per image, expressed as a percentage. This 
disadvantage was determined by running a cascade classifier for each facial 
feature on the CK+ database [42] and identify the number of detected facial 
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feature for the corresponded cascade classifier. The CK+ database contains 123 
front face people expressing one or more of the seven emotions (happiness, 
surprise, sadness, anger, fear, disgust and contempt). Additionally, it contains a 
set of image sequences that represent posed and non-posed (spontaneous) 
expressions that’s start from natural state and reaches the peak of the emotion. 
A total of 831(123(subjects)*7(emotions)) image sequences were used to 
evaluate each facial feature cascade classier and determine its accuracy. 
Figure 3-1 shows the number of faces detected to the ratio of each eyes 
and mouth. As shown, face to eye ratio average is (1: 1.813149665) and for the 
mouth (1: 4.476814593) which means that for each face detection there will be 
double (one face four eyes) and four times for the number of mouths (one face 
four mouths). 
 
 
Figure 3-1: Face to mouth and eye ratio in Viola-Jones algorithm. 
 
Figure 3-2 shows the actual number of left eyes and right eyes detected 
to the number of faces detected in the in each subject in the CK+ dataset. 
0
1
2
3
4
5
6
7
8
1 8 14 21 27 33 40 46 53 59 65 72 78 85 91 97 104 110 117 123
D
et
ec
ti
o
n
 r
at
io
 
CK+ subjects
Face : eyes and mouth (Ratio)
Number of face detected Eyes Ratio Mouth ratio
Chapter 3 
 
67 
 
 
 
 
 
Figure 3-2: Number of faces detected to the number of left and right eyes detected. 
 
3.3  Proposed Method  
In order to minimise the false positive percentage for running the Viola-
Jones framework, we defined a region of interest (ROI). ROI is an approximation 
for the location of facial features. Our approach was to divide the face into four 
main sections, where each section corresponded to an approximate area that 
contains one of the facial features (eyes, nose and mouth). Figure 3-3 illustrates 
this.  
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Figure 3-3: Facial features – four main parts. 
 
As shown in Figure 3-3, part A includes the right eye, B includes the left 
eye, C includes the nose and, finally, D includes the mouth. For each area, we 
used the corresponding Viola-Jones Haar cascade where Viola-Jones trained 
three cascade filters, one for detecting both eyes and the other two to detect the 
left eye and right eye separately. We found that splitting the eye into two parts 
was better than looking for both eyes. This was because, in real-time tracking, if 
you lose track of one eye, you will lose track of both of them. Thus, by dividing 
the eyes into two areas we increase both the accuracy and eye tracking in real-
time movement as losing one eye does not result in losing them both. Part C 
contains the nose area. By applying the nose cascade, we find that it has both a 
high false positive percentage and low accuracy and so by defining this area, we 
lower the false positive percentage and increase both the performance and the 
accuracy.  Furthermore, we found that the nose area could be tracked even when 
we eventually lost track of the Haar cascade that could not define the nose in real 
time. Part D contains the mouth area. 
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Table 3-1 shows the start and end points for each part of the face. The 
face boundaries start from (𝑋𝑠, 𝑌𝑠) and the endpoints are (𝑋 + 𝑤, 𝑌 + ℎ), where 𝑤 
is the width of the face and ℎ is the height of the face. 
 
Table 3-1 : Parts boundaries. 
Face 
part 
Facial Part Start Point End Point 
A Right eye 𝑋𝑠 𝑌𝑠 (𝑋 + 𝑤 ) / 2 (𝑌 + ℎ) / 2 
B Left eye (𝑋 + 𝑤 ) / 2 𝑌𝑠 (𝑋 + 𝑤 ) (𝑌 + ℎ) / 2 
C Nose (𝑋 + 𝑤 )  
∗ 3/5 
𝑌𝑠 (𝑋 + 𝑤 )  
∗ 5/8 
(𝑌 + ℎ) 
∗ 5/8 
D Mouth 𝑋𝑠 (𝑌 + ℎ)  
∗ 3/5 
(𝑋 + 𝑤 ) (𝑌 + ℎ) 
 
3.4 Results 
We tested our approach using the Cohn-Kanade Extended Facial 
Expression Database (CK+) [42]. The experiment included 123 people with front 
face pose. Figure 3-4 shows the detection rate for the three facial features (left 
eye, right eye and mouth) applying the Viola-Jones cascade filter without ROI 
showing a 90% false positive for left eye, right eye 73% and mouth 348%, which 
means that for each face detected there are four eyes and four mouths. Using 
ROI shows that the percentages of false positive for both eyes are 0% and mouth 
is dropped to 26% due to the weak classifier of mouth cascade.  
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Figure 3-4 : Comparison between Viola-Jones with ROI and Viola-Jones without ROI. 
 
Figure 3-5 demonstrates the number of face detections in the CK+ 
database and the number of left and right eyes detected. As a sample, subject 8 
showed that it detected one face 3 left eyes and 2 right eyes, which showed the 
high percentage of false positive in the original algorithm.  
 
Figure 3-5 : Comparison between number of left and right eyes detected and number of 
faces without ROI. 
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Figure 3-6 demonstrates the number of face detections in the CK+ 
database and the mouth number detected. Due to the weak cascade classifier, 
the mouth detection has a high false positive percentage compared to the number 
of faces detected. 
 
Figure 3-6 : Comparison between number of mouths detected and number of faces. 
  
After applying ROI, we reduced the false positive percentage for each of 
the facial features. Figure 3-7 shows the number of faces detected in the 
database and the number of left and right eye detections. This figure shows that 
the number of left and right eyes is consistent with the number of faces detected. 
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Figure 3-7 : Comparison between number of left and right eyes detected and number of 
faces with ROI. 
 
Figure 3-8 shows mouth number with the number of faces detected using 
ROI, showing the number of mouths detected per face that are similar to the face 
number. 
 
Figure 3-8 : Comparison between number of mouths detected and number of faces with 
ROI. 
0
0.5
1
1 8
1
4
2
1
2
7
3
3
4
0
4
6
5
3
5
9
6
5
7
2
7
8
8
5
9
1
9
7
1
0
4
1
1
0
1
1
7
1
2
3
N
u
m
b
er
 o
f 
fa
ce
s/
 R
ig
h
t 
&
 le
ft
 e
ye
 
d
et
ec
te
d
 
CK+ subjects
Left eye and number of faces detected with ROI 
Left eye Right eye Face
0
1
2
3
1 8
1
4
2
1
2
7
3
3
4
0
4
6
5
3
5
9
6
5
7
2
7
8
8
5
9
1
9
7
1
0
4
1
1
0
1
1
7
1
2
3
N
u
m
b
er
 o
f 
fa
ce
s/
 m
o
u
th
 d
et
ec
te
d
 
CK+ subjects
Mouth number Vs faces detected with ROI 
Face Mouth
Chapter 3 
 
73 
 
 
3.5 Conclusions 
Using ROI enhances both the performance and accuracy of facial feature 
detection in the Viola-Jones algorithm by reducing the size and the location of 
each facial feature location. This results in a better detection rate and reduces 
the false positive percentage in the Viola-Jones algorithm. Moreover, the 
performance of the algorithm for real-time applications was enhanced since the 
area that needed to be examined was reduced.  
Future work will investigate and analyse the effect of region of interest on 
other facial feature detection algorithms in terms of accuracy and performance. 
This approach can be used in identifying the facial feature location in order to 
analyse facial expressions which we describe in the next chapter.
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4 An Automated System to Analyse and Detect Action Units and 
Facial Expressions  
Humans interact more naturally with each other compared to interacting 
with machines. During face-to-face communication, people exchange information 
through verbal and non-verbal communication. According to different research 
[143], verbal communication contains one-third of human communication and 
non-verbal contains the other two-thirds. Verbal communication, such as a phone 
call or voice message, is often sufficient to communicate with other people. On 
the other hand, non-verbal communication includes visual cues such as body 
language, voice and physical appearance (facial expressions). Considering the 
emotional meaning, facial expressions are one of the main components of social 
communication. Facial expressions not only represent the emotional state but 
contain more information about human mood, relationship, health and the way 
human react to specific situations.  
To approach more natural interaction with machines, different facial 
expressions should be understood to imitate the human way to communicate with 
each other. There are many definitions of facial expression but mainly it 
represents the emotional states characterised by facial muscle movement. 
Essentially, from an anatomical point of view, facial expressions are formed when 
a person experiences an emotion – different inner organs trigger facial muscles 
to change their structure and express emotions. The advantages of facial 
expression analysis include making more flexible and robust interactions 
between human and machine and enhancing user interface structure. 
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As previously discussed in Section 1.5, the facial action coding system 
(FACS) is one of the most well-known systems for analysing facial expressions. 
FACS uses a set of action units which represent muscle or a set of muscles 
movement to represent facial expressions. A total of 46 AU was produced by 
Ekman which can be used to construct or deconstruct one of the six basic 
emotions (surprise, happiness, fear, sadness, anger, disgust). Furthermore, 
Ekman presents the emotional facial action coding system (EMFACS) where he 
shows the construction of actions units related to each emotion, as shown in 
Section 1.5.1.  
From a computing perspective, facial expressions analysis has been an 
active field for more than a decade. There are different approaches that try to 
analyse and detect facial expression and action units. Generally, recent research 
uses texture, geometric distance, machine learning or a hybrid system containing 
both texture and geometric distance. Recent research is discussed in detail in 
Section 2.1.  
Although the high detection rate reported in the literature review we found 
that there is no research carried on identifying facial expression using facial 
muscle movement. Which shows how much facial expressions are encoded 
within the motion model. In this research, we propose a new methodology for 
facial action unit detection by analysing facial muscles movement only. This is 
done by constructing a connected web of regions of interest (ROI) that cover all 
possible movement of the facial features. Motion detection is done by applying 
dense optical flow in this ROI. Finally, we present a motion vector re-calculation 
engine (MVRE) which analyses these motions and converts them to AU units by 
using a rule-based system and motion profile technique.  
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The application of analysing and detecting facial expressions is massive 
where it can be used in analysing interviews, customer feedback regarding a 
certain product and check mental health through facial expressions. Furthermore, 
it can be used in social behaviour study where it will automate the evaluation 
process of human’s emotions. Finally, it makes the machine more human where 
it will analysis and responding to emotions and interact with human using none-
variable communications. 
4.1 Methodology 
Based on the previous work carried out on AU detection in Section 2.1, we 
designed an automated system to detect action unit activation based on facial 
muscles movement. Our system is an imitation of how facial muscles move to 
formulate action units.  
We use an image sequence to analyse action units and facial expressions 
as it contains more information. A research by [21] compared detecting facial 
expression accuracy between static image (single frame) and image sequence. 
They found that a still image has less accuracy compared to a video sequence 
because a single image contains less information than a sequence of images.  
Figure 4-1 shows the proposed framework for facial motion analysis. Our 
proposed framework contains three main phases: face detection, motion analysis 
and classification. 
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Figure 4-1 : Proposed framework. 
 
The first phase is face detection which contains two main parts: face 
detection and stabilisation check. Detecting the face is done using the Viola-
Jones algorithm. For more details refer to Section 3.1.  
The second part is a stabilisation check, generally the Viola-Jones 
algorithm, which uses cascade classifiers (a strong classifier contracted by linear 
weighted weak classifiers). Detecting the face is done by combining these weak 
classifiers which produce a strong classifier. The combined computation of these 
weak classifiers will return slightly different face locations each time the algorithm 
is applied [144]. As a sequence, it will affect the motion analysis algorithm as it 
will be considered as a false movement. To solve this problem, we compute the 
facial normalisation parameter (𝐹𝑁𝑃). 𝐹𝑁𝑃 is used to stabilise the detection 
window in the Viola-Jones algorithm and can be computed using the following 
equation: 
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𝐹𝑁𝑃 = |𝐹𝑎𝑐𝑒 𝐿𝑜𝑐 (𝑖)(𝑋,𝑌)   − 𝐹𝑎𝑐𝑒 𝐿𝑜𝑐 (𝑖 + 1)(𝑋,𝑌) | ,                         (4.1) 
  𝐹𝑁𝑃 ≤ €1 ,                                                                                      (4.2) 
 
where 𝐹𝑎𝑐𝑒 𝐿𝑜𝑐 (𝑖)(𝑋,𝑌) represents the face, location retrieved from the 
frame 𝑖 and  𝐹𝑎𝑐𝑒 𝐿𝑜𝑐 (𝑖 + 1)(𝑋,𝑌) represents the face location retrieved from the 
next frame (𝑖 +1). FNP can be computed by subtracting the location of both faces 
and taking the absolute value. To detect stabile face location, we compare the 
FNP with the threshold value €1. To identify the €1 value, we create videos 
containing only the first frame for each subject to make sure the face has not 
moved to identify the €1 value and stability of viola jones algorithm, a total of 861 
videos were created from the CK+ dataset. By trying different €1 value we 
determine to 10 pixels where it shows a table detection window.     
4.1.1 Motion Analysis  
The second phase is motion analysis which contains three main parts: 
applying region of interest (ROI), applying dense optical flow and Motion Vector 
Re-Calculation Engine (MVRE).  
Applying ROI is done by first resizing the face for (200*200) to unify the 
allocation of each ROI. Second, we divide the face into three main regions: the 
upper, middle and lower areas. The upper area includes eyes, eyebrows and 
forehead, the middle area includes the cheeks and nose, and the lower area 
contains the mouth and chin. To capture different movements within each facial 
feature we apply a set of regions of interest (ROI) over each facial feature, where 
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ROI represents an approximate location for different parts of facial features, as 
shown in Figure 4-2.  
Allocating ROI is built from two main concepts: facial muscle autonomy 
and facial electrograph (EMG) electrode location. First, we study the facial muscle 
autonomy and how the muscles are connected to each other. Generally, the 
adjustment facial muscle moves as one unit since they are connected and are 
responsible for the same facial muscle movement. Secondly, using EMG 
location, EMG consists of measuring muscle activity by electronic impulses that 
cause the muscle to move. Recent research[79, 145, 146] carried out on EMG 
defines the facial expression by plotting a set of electrodes to measure nerve 
system pulses; these pulses trigger muscles to move and formulate facial 
expression. Our main goal from this research is the EMG location of electrodes 
placed on the face. For further details refer to Appendix A.  
 
Figure 4-2: Regions of interest. 
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A total of 22 ROI are placed over each facial feature to cover all possible 
movements in that area. The distribution of facial features using ROI is as follows: 
the upper area contains nine ROI to measure the forehead (R1), eyebrows (R3, 
R2, R19, R20, R21, R22) and eyes (R5, R6). The middle area contains four ROI 
to measure the left cheek (R8) and right cheek (R9) and the nose (R7, R6). The 
lower area contains nine ROI to measure both mouth (R10 to R17) and chin (R18) 
movement. 
To detect the motion in the face, we apply a dense optical flow algorithm 
by Gunnar Farneback [147]. An optical flow algorithm is usually applied to image 
sequences that have a small-time gap between them to identify pixel 
displacement or image motion. According to [49], optical flow works on two 
assumptions: the pixel intensities of an object do not change between 
consecutive frames and neighbouring pixels have a similar motion. In previous 
research [21, 57], optical flow was used to track points as “facial landmarks” in 
multiple images/videos and determine how these points moved. The output of 
this algorithm is a motion vector map representing the direction and displacement 
value of each pixel in the image. For more details refer to Appendix B.  
As optical flow produces orientation and magnitude of each pixel in each 
ROI, we need to convert these motion vectors into action unit representation. We 
present the Motion Vector Re-Calculation Engine (MVRE), which is used to 
convert the motion vectors computed by optical flow, to features. These features 
are used to distinguish different action units (AU) which will be used in the 
classification phase. Furthermore, the MVRE filters error motion caused by 
different factors like optical flow equations or the environment.  
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4.1.2 MVRE 
MVRE contains mainly from two parts: voting system and motion 
converter. The voting system represents the connection between each ROI. 
Furthermore, it is responsible for averaging the movement over the ROI and 
eliminating any anomaly caused by different factors like errors in computing the 
flow and environment conditions. The voting system consists of a web of 
connected ROI as shown in Figure 4-3. The voting system works on two 
adjustment levels excluding the eyes.  
As an example, when a movement occurs in the front head area, the 
eyebrows area will be affected as well. As a sequence to check the correct 
movement occurs in ROI related to these areas (R1–R3, R19–R22) we calculate 
the overall movement and exclude any anomalies. As an example of this 
anomaly, the calculation is affected by environmental factors which will confuse 
the decision-making process of action unit activation.  
 
Figure 4-3: MVRE ROI connections. 
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The second part of MVRE is the motion converter which consists of a set 
of motion profile techniques that identify different movements in facial features. 
Forwarding the output of the voting system to motion converter ,Tables 4-1,4-2 
,4-3 shows a set of rules that represent the motion profile technique for different 
movements in eyes, mouth and cheek areas respectively. As an example of 
computing E1 table 4-1, we check the motion vector with the direction going up 
in the area R1–R3 and R19–R22 and using equation 4.3 we compute the total 
flow 𝑓 in the related ROI 𝑅𝑖 in a specific direction 𝑑 where regions 𝑖 are part of 
facial feature 𝑥. 
𝑀𝑉𝑅𝐸 𝑐𝑜𝑑𝑒 (𝑥) = ∑𝑓 (𝑅𝑖
𝑑⃑⃑⃑⃑  ⃑)   𝑤ℎ𝑒𝑟𝑒 𝑖 ∈ 𝑥                        (4.3) 
These tables were constructed using the description of each AU and the 
corresponding ROI location. Section 1.5.1.1, Figure 1-7 contains AUs description 
and the corresponded muscle movement. As an example, E1 which represent 
the eyebrows moving up we measure the motion vector moving up in ROI (Figure 
4-2: R1, R2, R3, R19, R20, R21, R22) These MVRE codes will be used later in 
creating the rules in the classification phase.  
 
 
 
 
Table 4-1: MVRE codes for the eyes area. 
Eye area movement ROI movement vector MVRE Code 
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Eyebrows moving up 𝑅1
𝑈𝑝⃑⃑ ⃑⃑ ⃑⃑  ⃑, 𝑅2
𝑈𝑝⃑⃑ ⃑⃑ ⃑⃑  ⃑, 𝑅3
𝑈𝑝⃑⃑ ⃑⃑ ⃑⃑  ⃑, 𝑅19
𝑈𝑝⃑⃑ ⃑⃑ ⃑⃑  ⃑
 
, 𝑅20
𝑈𝑝⃑⃑ ⃑⃑ ⃑⃑  ⃑, 𝑅21
𝑈𝑝⃑⃑ ⃑⃑ ⃑⃑  ⃑, 𝑅22
𝑈𝑝⃑⃑ ⃑⃑ ⃑⃑  ⃑ 
E1  
Eyebrows moving down 𝑅1
𝐷𝑜𝑤𝑛⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑  , 𝑅2
𝐷𝑜𝑤𝑛⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑  , 𝑅3
𝐷𝑜𝑤𝑛⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑  , 𝑅19
𝐷𝑜𝑤𝑛⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑   
𝑅20
𝐷𝑜𝑤𝑛⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑  , 𝑅21
𝐷𝑜𝑤𝑏⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑  , 𝑅22
𝐷𝑜𝑤𝑛⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑   
E2 
Eyebrows moving towards 
each other  
𝑅3
𝑅𝑖𝑔ℎ𝑡⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑  , 𝑅19
𝑅𝑖𝑔ℎ𝑡⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑  , 𝑅20
𝑅𝑖𝑔ℎ𝑡⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑  
 
𝑅2
𝐿𝑒𝑓𝑡⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑  , 𝑅21
𝐿𝑒𝑓𝑡⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑  , 𝑅22
𝐿𝑒𝑓𝑡⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑  
 
E3 
Eyebrows moving apart   𝑅3
𝐿𝑒𝑓𝑡⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑  , 𝑅19
𝐿𝑒𝑓𝑡⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑  , 𝑅20
𝐿𝑒𝑓𝑡⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑  
 
𝑅2
𝑅𝑖𝑔ℎ𝑡⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑  , 𝑅21
𝑅𝑖𝑔ℎ𝑡⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑  , 𝑅22
𝑅𝑖𝑔ℎ𝑡⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑  
 
E4 
Eyebrows inner part moving 
up  𝑅2
𝑈𝑝⃑⃑ ⃑⃑ ⃑⃑  ⃑, 𝑅3
𝑈𝑝⃑⃑ ⃑⃑ ⃑⃑  ⃑, 𝑅19
𝐷𝑜𝑤𝑛
𝑁𝑢𝑡𝑟𝑎𝑙⁄
⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑  
 
𝑅20
𝑈𝑝⃑⃑ ⃑⃑ ⃑⃑  ⃑, 𝑅21
𝑈𝑝⃑⃑ ⃑⃑ ⃑⃑  ⃑, 𝑅22
𝐷𝑜𝑤𝑛
𝑁𝑢𝑡𝑟𝑎𝑙⁄
⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑  
 
E5 
Eyebrows inner part moving 
down 𝑅2
𝐷𝑜𝑤𝑛⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑  , 𝑅3
𝐷𝑜𝑤𝑛⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑  , 𝑅19
𝐷𝑜𝑤𝑛
𝑁𝑢𝑡𝑟𝑎𝑙⁄
⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑  
 
𝑅20
𝐷𝑜𝑤𝑛⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑  , 𝑅21
𝐷𝑜𝑤𝑛⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑  , 𝑅22
𝐷𝑜𝑤𝑛
𝑁𝑢𝑡𝑟𝑎𝑙⁄
⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑  
 
E6 
Eyebrows outer part moving 
up  
𝑅2
𝑈𝑝⃑⃑ ⃑⃑ ⃑⃑  ⃑, 𝑅3
𝑈𝑝⃑⃑ ⃑⃑ ⃑⃑  ⃑, 𝑅19
𝑈𝑝⃑⃑ ⃑⃑ ⃑⃑  ⃑
 
𝑅20
𝐷𝑜𝑤𝑛
𝑁𝑢𝑡𝑟𝑎𝑙⁄
⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑  
, 𝑅20
𝐷𝑜𝑤𝑛
𝑁𝑢𝑡𝑟𝑎𝑙⁄
⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑  
 
𝑅22
𝐷𝑜𝑤𝑛⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑   
E7 
Eyebrows outer part moving 
down 
𝑅2
𝐷𝑜𝑤𝑛⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑  , 𝑅3
𝐷𝑜𝑤𝑛⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑  , 𝑅19
𝐷𝑜𝑤𝑛⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑   
𝑅20
𝑈𝑝
𝑁𝑢𝑡𝑟𝑎𝑙⁄
⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑  ⃑
, 𝑅20
𝑈𝑝
𝑁𝑢𝑡𝑟𝑎𝑙⁄
⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑  ⃑
 
𝑅22
𝐷𝑜𝑤𝑛⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑   
E8 
Eye closing  𝑅4
𝐷𝑜𝑤𝑛⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑  , 𝑅5
𝐷𝑜𝑤𝑛⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑   
 
E9 
Eye opening  𝑅4
𝑈𝑝⃑⃑ ⃑⃑ ⃑⃑  ⃑, 𝑅5
𝑈𝑝⃑⃑ ⃑⃑ ⃑⃑  ⃑
 
 
E10 
 
Table 4-2 : MVRE codes for the mouth area. 
Mouth area movement ROI movement vector MVRE Code 
Mouth narrow  𝑅10
𝐿𝑒𝑓𝑡⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑  , 𝑅14
𝐿𝑒𝑓𝑡⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑  , 𝑅16
𝐿𝑒𝑓𝑡⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑  
 
𝑅12
𝑅𝑖𝑔ℎ𝑡⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑  , 𝑅15
𝑅𝑖𝑔ℎ𝑡⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑  , 𝑅17
𝑅𝑖𝑔ℎ𝑡⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑  
 
M1 
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Mouth stretch  𝑅10
𝑅𝑖𝑔ℎ𝑡⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑  , 𝑅14
𝑅𝑖𝑔ℎ𝑡⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑  , 𝑅16
𝑅𝑖𝑔ℎ𝑡⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑  
 
𝑅12
𝐿𝑒𝑓𝑡⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑  , 𝑅15
𝐿𝑒𝑓𝑡⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑  , 𝑅17
𝐿𝑒𝑓𝑡⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑  
 
M2 
Mouth corner moving apart  𝑅10
𝑅𝑖𝑔ℎ𝑡⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑  , 𝑅14
𝑅𝑖𝑔ℎ𝑡⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑  , 𝑅16
𝑅𝑖𝑔ℎ𝑡⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑  
 
𝑅12
𝐿𝑒𝑓𝑡⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑  , 𝑅15
𝐿𝑒𝑓𝑡⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑  , 𝑅17
𝐿𝑒𝑓𝑡⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑  
 
M3 
Mouth corners moving toward each 
other  
𝑅10
𝐿𝑒𝑓𝑡⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑  , 𝑅14
𝐿𝑒𝑓𝑡⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑  , 𝑅16
𝐿𝑒𝑓𝑡⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑  
 
𝑅12
𝑅𝑖𝑔ℎ𝑡⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑  , 𝑅15
𝑅𝑖𝑔ℎ𝑡⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑  , 𝑅17
𝑅𝑖𝑔ℎ𝑡⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑  
 
M4 
Mouth corner moving down 𝑅10
𝑅𝑖𝑔ℎ𝑡⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑  , 𝑅14
𝑅𝑖𝑔ℎ𝑡⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑  , 𝑅16
𝑅𝑖𝑔ℎ𝑡⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑  
 
𝑅12
𝐿𝑒𝑓𝑡⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑  , 𝑅15
𝐿𝑒𝑓𝑡⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑  , 𝑅17
𝐿𝑒𝑓𝑡⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑  
 
M5 
Mouth corner moving up 𝑅10
𝑅𝑖𝑔ℎ𝑡⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑  , 𝑅14
𝑅𝑖𝑔ℎ𝑡⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑  , 𝑅16
𝑅𝑖𝑔ℎ𝑡⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑  
 
𝑅12
𝐿𝑒𝑓𝑡⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑  , 𝑅15
𝐿𝑒𝑓𝑡⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑  , 𝑅17
𝐿𝑒𝑓𝑡⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑  
 
M6 
Upper lip moving up 𝑅7
𝑈𝑝⃑⃑ ⃑⃑ ⃑⃑  ⃑, 𝑅11
𝑈𝑝⃑⃑ ⃑⃑ ⃑⃑  ⃑, 𝑅16
𝑈𝑝,⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑  𝑅17
𝑈𝑝⃑⃑ ⃑⃑ ⃑⃑  ⃑
 
M7 
Upper lip moving down 𝑅7
𝐷𝑜𝑤𝑛⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑  , 𝑅11
𝐷𝑜𝑤𝑛⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑  , 𝑅16
𝐷𝑜𝑤𝑛,⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑  ⃑ 𝑅17
𝐷𝑜𝑤𝑛⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑   M8 
Lower lip moving up 𝑅13
𝑈𝑝⃑⃑ ⃑⃑ ⃑⃑  ⃑, 𝑅14
𝑈𝑝⃑⃑ ⃑⃑ ⃑⃑  ⃑, 𝑅15
𝑈𝑝,⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑  𝑅18
𝑈𝑝⃑⃑ ⃑⃑ ⃑⃑  ⃑
 
M9 
Lower lip moving down 𝑅13
𝐷𝑜𝑤𝑛⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑  , 𝑅14
𝐷𝑜𝑤𝑛⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑  , 𝑅15
𝐷𝑜𝑤𝑛,⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑  ⃑ 𝑅18
𝐷𝑜𝑤𝑛⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑   M10 
Jaw moving up  𝑅13
𝑈𝑝⃑⃑ ⃑⃑ ⃑⃑  ⃑, 𝑅18
𝑈𝑝⃑⃑ ⃑⃑ ⃑⃑  ⃑
 
M11 
Jaw moving down 𝑅13
𝐷𝑜𝑤𝑛⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑  , 𝑅18
𝐷𝑜𝑤𝑛⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑   M12 
Mouth open (general movement) 𝑅7
𝑈𝑝⃑⃑ ⃑⃑ ⃑⃑  ⃑, 𝑅11
𝑈𝑝⃑⃑ ⃑⃑ ⃑⃑  ⃑, 𝑅16
𝑈𝑝,⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑  𝑅17
𝑈𝑝⃑⃑ ⃑⃑ ⃑⃑  ⃑
 
𝑅13
𝐷𝑜𝑤𝑛⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑  , 𝑅14
𝐷𝑜𝑤𝑛⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑  , 𝑅15
𝐷𝑜𝑤𝑛,⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑  ⃑ 𝑅18
𝐷𝑜𝑤𝑛⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑   
M13 
Mouth closing (general movement) 𝑅7
𝐷𝑜𝑤𝑛⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑  , 𝑅11
𝐷𝑜𝑤𝑛⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑  , 𝑅16
𝐷𝑜𝑤𝑛,⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑  ⃑ 𝑅17
𝐷𝑜𝑤𝑛⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑   
𝑅13
𝑈𝑝⃑⃑ ⃑⃑ ⃑⃑  ⃑, 𝑅14
𝑈𝑝⃑⃑ ⃑⃑ ⃑⃑  ⃑, 𝑅15
𝑈𝑝,⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑  𝑅18
𝑈𝑝⃑⃑ ⃑⃑ ⃑⃑  ⃑
 
M14 
 
Table 4-3 :  MVRE codes for the cheeks. 
Cheeks area movement ROI movement vector MVRE 
Code 
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Cheek moving up 𝑅8
𝑈𝑝⃑⃑ ⃑⃑ ⃑⃑  ⃑, 𝑅10
𝑈𝑝⃑⃑ ⃑⃑ ⃑⃑  ⃑, 𝑅14
𝑈𝑝⃑⃑ ⃑⃑ ⃑⃑  ⃑, 𝑅16
𝑈𝑝⃑⃑ ⃑⃑ ⃑⃑  ⃑
 
𝑅9
𝑈𝑝⃑⃑ ⃑⃑ ⃑⃑  ⃑, 𝑅12
𝑈𝑝⃑⃑ ⃑⃑ ⃑⃑  ⃑, 𝑅15
𝑈𝑝⃑⃑ ⃑⃑ ⃑⃑  ⃑, 𝑅17
𝑈𝑝⃑⃑ ⃑⃑ ⃑⃑  ⃑, 𝑅24
𝑈𝑝⃑⃑ ⃑⃑ ⃑⃑  ⃑
 
C1 
Cheek moving down 𝑅8
𝐷𝑜𝑤𝑛⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑  , 𝑅10
𝐷𝑜𝑤𝑛⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑  , 𝑅14
𝐷𝑜𝑤𝑛⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑  , 𝑅16
𝑈𝑝𝐷𝑜𝑤𝑛⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑  ⃑
 
𝑅9
𝐷𝑜𝑤𝑛⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑  , 𝑅12
𝐷𝑜𝑤𝑛⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑  , 𝑅15
𝐷𝑜𝑤𝑛⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑  , 𝑅17
𝐷𝑜𝑤𝑛⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑  , 𝑅24
𝐷𝑜𝑤𝑛⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑   
C2 
Cheek moving apart 𝑅8
𝐿𝑒𝑓𝑡⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑  , 𝑅10
𝐿𝑒𝑓𝑡⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑  , 𝑅14
𝐿𝑒𝑓𝑡⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑  , 𝑅16
𝐿𝑒𝑓𝑡, 𝑅23
𝐿𝑒𝑓𝑡⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑  ⃑
 
𝑅9
𝑅𝑖𝑔ℎ𝑡⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑  , 𝑅12
𝑅𝑖𝑔ℎ𝑡⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑  , 𝑅15
𝑅𝑖𝑔ℎ𝑡⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑  , 𝑅17
𝑅𝑖𝑔ℎ𝑡⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑  , 𝑅24
𝑅𝑖𝑔ℎ𝑡⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑  
 
C3 
Cheeks moving towards each 
other 
𝑅8
𝑅𝑖𝑔ℎ𝑡⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑  , 𝑅10
𝑅𝑖𝑔ℎ𝑡⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑  , 𝑅14
𝑅𝑖𝑔ℎ𝑡⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑  , 𝑅16
𝑅𝑖𝑔ℎ𝑡, 𝑅23
𝑅𝑖𝑔ℎ𝑡⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑  
 
𝑅9
𝐿𝑒𝑓𝑡⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑  , 𝑅12
𝐿𝑒𝑓𝑡⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑  , 𝑅15
𝐿𝑒𝑓𝑡⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑  , 𝑅17
𝐿𝑒𝑓𝑡⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑  , 𝑅24
𝐿𝑒𝑓𝑡⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑  
 
C4 
 
4.1.3 Classification  
For classification, we use two approaches: a rule-based system and the 
motion profile. The rule-based system uses MVRE measurement as shown in 
Tables 4-1, 4-2,4-3 to classify one or more action units as shown in Tables 4-5, 
4-4.  Motion profile which is a general representation of how ROI movement when 
a certain action unit or action units activated. Motion profile was generated by 
monitoring subjects expressing different action units when expressing certain 
facial expressions. Basically, the motion profile uses one or more of the MVRE 
codes to detect multiple action activation. 
These tables were constructed on two concepts: the description of the AUs 
and the visualization aspects of the FACS system. Description of the AUs is 
mention in Section 1.5.1.1 where each AU have the movement described by the 
related facial feature which was provided by the FACS system. The visualization 
aspect [148] contains a short video of the each AU shows the corresponded facial 
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feature muscle movement which we analysis to determine the movement in 
specific AU. 
Table 4-4: MVRE classification rules. 
Action units  Description  Rules  
AU 1 Inner eyebrows raised  𝐸5 > 𝐸6 
𝐸1 > 𝐸2 
𝐸3 > 𝐸4 
AU 2 Outer eyebrows raised 𝐸7 > 𝐸8 
𝐸1 > 𝐸2 
𝐸6 > 𝐸5 
AU 4 Eyebrows lowered 𝐸2 > 𝐸1 
AU 5 Eyebrows raised  𝐸1 > 𝐸2 
AU 6 Cheek raised  𝐶1 > 𝐶2 
𝐶3 > 𝐶4 
AU 7 Eye tightened  𝐸9 > 𝐸10 
𝐸2 > 𝐸1 
𝐶1 > 𝐶2 
AU 9 Nose wrinkle 𝐶1 > 𝐶2 
𝑀5 > 𝑀6 
𝐸2 > 𝐸1 
AU 10 Mouth upper lip raised  𝑀5 > 𝑀6 𝑀5 > 𝑀7  
 𝐸2 > 𝐸1 
AU 12 Mouth corner pulled 𝑀3 > 𝑀4  
 𝐶1 > 𝐶2 
AU 15 Lip corner depressor 𝑀6 > 𝑀5  
 𝑀7 > 𝑀8 
AU 16 Mouth lower lip depressor  𝑀8 > 𝑀7  
𝑀8 > 𝑀5, 𝑀8 > 𝑀6 
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Table 4-5: MVRE classification rules. 
 
 
Action units  Description  Rules  
AU 17 Chin raised 𝑴𝟗 > 𝑴𝟏𝟎 
AU 18 Mouth lips  puckered 𝑪𝟏 > 𝑪𝟐 
AU 20 Mouth lips stretched 𝑴𝟐 > 𝑴𝟏 
𝑴𝟑 > 𝑴𝟒 
AU 22 Mouth lips funnelled 𝑴𝟏𝟑 > 𝑴𝟏𝟒  
𝑴𝟐 > 𝑴𝟏 
𝑴𝟒 > 𝑴𝟑 
𝑴𝟏𝟎 > 𝑴𝟗 
AU 23 Mouth lips tightened 𝑴𝟏 > 𝑴𝟐  
𝑴𝟖 > 𝑴𝟕 
𝑴𝟒 > 𝑴𝟑 
𝑴𝟗 > 𝑴𝟏𝟎 
𝑴𝟏𝟏 > 𝑴𝟏𝟐 
AU 25 Mouth lips a part  𝑴𝟓 > 𝑴𝟔 
𝑴𝟕 > 𝑴𝟖 
𝑴𝟗 > 𝑴𝟏𝟎 
AU 26 Jaw down  𝑴𝟏𝟎 > 𝑴𝟗 
AU 27 Mouth stretch 𝑴𝟐 > 𝑴𝟏 
𝑴𝟐 > 𝑴𝟒 
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As an example of AU4 (lowering eyebrows) activation, the rule-based 
system uses MVRE equations shown in table 1 to check three rules (E1 > E2, E5 
> E6, E5 > E7). Satisfying these rules will lead to activation of AU4. Furthermore, 
as an example of motion profile, Figure 4-4 shows activation of AU4 (lowering 
eyebrows) and AU12 (cheek raised). For illustrative purposes, flow value is set 
to 1 to identify full movement in a certain direction in the related ROI. This figure 
implies AU4 have general motion going down and AU12 have general motion (up, 
left) in the left cheek and (up, right) in the right cheek. 
 
Figure 4-4: Motion profile for AU4 and AU12. 
 
For classifying emotions, we use emotional FACS presented by Ekman to 
identify emotions using AU. EMFACS present the combination of AU to produce 
one of the six basic emotions as shown in Table 4-6: 
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Table 4-6: Emotional facial action coding system (EMFACS). 
Emotions  Facial Action Units (FAU) 
Happiness AU 6 + AU 12 
Surprise AU 1 + AU 2 + AU 5 + AU 26  
Sadness AU 1 + AU 4 + AU 15 
Fear AU 1 + AU 2 + AU 4 + AU 5 + AU 7 + AU 20 + AU 26 
Anger AU 4 + AU 5 + AU 7 + AU 23 
Disgust  AU 9 + AU 15 + AU 16 
 
4.2 Implementations  
To implement our approach, we use the OpenCV platform. OpenCV 
stands for Open Source Computer Vision Library, which is a software library that 
provides an infrastructure for computer vision applications. Furthermore, 
OpenCV is a free source (BSD license) [149] and its library contains more than 
2,500 implemented and optimised algorithms, encompassing classic and state-
of-the-art computer vision and machine-learning algorithms. It is used widely in 
many research groups, companies and governments. Additionally, OpenCV is a 
cross-platform since it is written in C++ language which supports many platforms 
(Windows, Linux etc) and works with different types of compilers such as C/C++, 
JAVA, MATLAB and Python [149]. 
We create a graphical user interface (GUI) for analysing real-time 
applications and videos, where the face is automatically detected using the Viola-
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Jones algorithm [24] and then applying a dense algorithm [58] with our ROI. Our 
GUI is divided into three main parts: 
I. Optical flow map (Figure 4-5) 
II. AU detection array for image sequences (Figure 4-6) 
III. Emotions detection window for real-time application (Figure 4-7) 
 
Figure 4-5: Optical flow map. 
 
Figure 4-5 shows the GUI of the detected face using the Viola-Jones 
algorithm with 18 different ROI applied.  
 
Figure 4-6: Action unit window. 
 
Figure 4-6 shows a part of the action unit activation window; this array 
presents different facial features and the movement as either up, down, left or 
right.  This array was used to identify different movements in our experiment. 
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Figure 4-7: Real-time GUI. 
 
Figure 4-7 represents the GUI for the real-time applications in our 
approach. Figure 4-7 (a) is the face extracted using the Viola-Jones algorithm 
and Figure 4-7(b) represents the ROI and optical flow map applied over the 
resized face. Figure 4-7(c) represents the emotions window which is a tracker bar 
that gives us real-time measurements of each emotion class. In this example, 
facial expressions are classified as follows: 70% happiness, 23% disgust and 
33% fear. There are a lot of affecting factors that can justify the variation of the 
emotions classified in this example. First, due to the complexity of emotions and 
there is no pure emotion where humans can show some emotions but their 
subconscious reveals another emotion. Secondly, the number of emotions we 
have is not limited to the six basic universal emotions identified by Ekman, where 
the combination of multiple emotions can be expressed (as discussed in Section 
1.3).  
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4.3 Results 
We tested our approach on Cohn-Kanade Extended Facial Expression 
(CK+) [42] which contains 123 people expressing one or more of the seven 
emotions (happiness, surprise, sadness, anger, fear, disgust, contempt) where 
each file contains a set of image sequences that represent posed and non-posed 
(spontaneous) expressions from natural state until they reach the peak of the 
emotion. Furthermore, the CK+ database identifies additional types of metadata 
which include action units, facial landmarks (which have been set manually by 
experts), and emotion classification for each file. For more details refer to Section 
1.7.   
Figure 4-8 shows the detection rate of 86% for 19 action units in the CK+ 
dataset. By excluding AU10, AU15 and AU16 the average detection of 16 action 
units increases to 93%.  
 
 
Figure 4-8: AU detection. 
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Figure 4-9 shows a comparison between the proposed method and a 
CK+ expert. In this experiment, we compute the number of occurrences for 
each AU denoted by the CK+ expert and compare them to the correct 
classification of the proposed method. Our proposed method shows an 86% 
agreement with the human coder. 
 
Figure 4-9: AU detection for the proposed method vs CK+ expert. 
 
As a potential application of our work, we try to classify the six basic 
emotions presented by Ekman which include happiness, surprise, sadness, 
anger, disgust and fear. Table 4-7 shows detection percentages on the CK+ 
dataset. 
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Table 4-7: Emotions detection rate. 
Emotion Percentage  
Happiness 95% 
Surprise  95.2% 
Anger 90% 
Fear 90.5% 
Sadness 82% 
Disgust 70% 
 
On average we get 87% correct classification for detecting one of the six 
basic emotions. 
4.4 Limitations  
Although our system has a high degree of accuracy and performance in 
detecting AU and facial expressions, testing it in a real environment produces a 
set of limitations which affect our detection and classification process.   
4.4.1 Face Rotations and Head Movement 
As we detect, face and allocated ROI face rotations will affect both the face 
detection, flow calculation and decision making in the MVRE. Head movements 
include moving forward, backward, up and down, which have a similar effect to 
face rotations, but since we check stabilisation of the detected face, we eliminate 
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some of the head movements as the stabilisation check re-initialises face 
detecting and re-allocating the ROI.  
4.4.2 Lighting Conditions  
Since our motion analysis is built using optical flow, which works on 
approximating pixels’ intensity movement, a very bright or dark environment will 
affect optical flow calculation which produces failure in detecting motion. 
4.5 Discussions 
Recent research in action unit detection has reported a higher detection 
rate compared to our proposed method, such as a hybrid model (texture and 
geometric) which shows a 94% detection rate or using texture (Gabor function) 
which shows 97% or using the conventional neural network (CNN) and they gain 
96%. 
In this research, we present a novel algorithm which uses only facial 
muscles movement to classify action units. Our proposed algorithm uses a 
minimal set of features (352 features) to present action units compared to the 
state-of-the-art algorithm while maintaining a decent detection rate. Furthermore, 
it shows how much information about action units is encoded within the motion 
model. Additionally, the proposed method can be used as a pre-processing step 
for creating CNN features and to enhance the detection rate. 
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4.6 Conclusions 
In this research, we present an automatic action unit and facial expression 
recognition system. Many other researchers have tried to solve this problem by 
either detecting landmarks or shapes of the facial features (eyebrows, eyes, nose 
and mouth). In our approach, we use the approximate location of the facial feature 
and try to analyse the changes/motions in these locations using the dense optical 
algorithm to detect activation of facial action units. 
In our approach, we detect faces using the Viola-Jones algorithm [32] and 
normalise the face detection method using the facial normalisation parameter 
(FNP) in order to increase stability. Furthermore, we identify facial features 
location using ROI, which approximates the facial features location. ROI location 
is created based on studying facial muscle structure and the physiological study 
of analysing emotions using EMG in which we study the location of the electrode 
used in the EMG measurement, using dense optical flow algorithm [49] to detect 
facial changes caused by expressing emotions. Finally, we introduce the Motion 
Vector Re-Calculation Engine (MVRE) which consists of a connected web of ROI, 
voting system and motion converter. MVRE is used to connect the motion vector 
produced by optical flow to facial action units.  
For classification, we use a rule-based system and motion profile, gaining 
a detection rate of 86% for 19 action units and 88% correct classification rate on 
the Cohn-Kanade Extended Facial Expression (CK+) dataset [65] that includes 
classification of six basic emotions (happiness, surprise, fear, sadness, anger, 
disgust).  
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Our system has shown performance ability to analyse 25 frames-per-
second and detect action units in a stable environment. On the other hand, one 
of the challenging problems of our proposed system is face rotation, head 
movement and bright environmental conditions which can affect the decision-
making process and the optical flow computations. These factors have been 
reported in a lot of recent work in analysing facial expressions discussed in 
Literature review Section 2.1.  
Future work includes enhancing the classification method and enhancing 
the system, either by eliminating challenging factors and introducing a hybrid 
system which includes motion, texture and geometric features to gain a higher 
classification rate.   
Finally, this approach can be used to detect different movement in each 
ROI related to each facial feature. We use the concept behind this approach and 
apply it to identifying the relationship between facial features and accurately 
identifying genuine and posed smiles which are the subject of discussion in the 
following chapter.
Chapter 5 
98 
 
 
 
5 A Genuine Smile is really in the Eye – The Computer Aided Non- 
Invasive Analysis of Human Smiles 
Several recent studies indicate that the smile represents a powerful signal 
for affiliative behaviour, social bond, health and longevity. Additionally, measuring 
the smile can predict fight outcome[150], divorce[151]  and gender[90, 101] . On 
the other hand, a smile can be considered either as a true sign of enjoyment (real) 
or as negative emotions (fake, non-enjoyment).  A fake smile (negative emotions) 
had been used in social obligated situation or as a sign of politeness, shyness, 
or embracement. According to [152], there are 18 different types of smiles. Each 
smile corresponds to a specific situation and reflects a different type of emotion.  
There are two main types of the smile: real (Duchenne) and fake (non-
Duchenne) [74]. According to [73], we can recognise Duchenne by raised mouth 
corners and raised cheeks with the appearance of eye wrinkles, whereas the non-
Duchenne smile only has raised mouth corners. In terms of the FACS system, 
the Duchenne smile has action units (6+12) and the non-Duchenne smile has 
action units (12). 
A lot of research supports the hypotheses of the Duchenne marker which 
can be used to distinguish between a real (Duchenne) and fake (non-Duchenne) 
smile[153-155]. Furthermore, it has been used as an evaluation tool for personal 
attributes such as personality, humour, loveliness and more positive [83]. 
Similarly, smiles inclosing this marker are regularly characterised as “true 
enjoyment”, “happier”, “real or felt”, “really happy” or “more genuine”[85, 156, 
157]. 
Chapter 5 
99 
 
 
Inspired by the research on smile analysis from both the physiological and 
computing perspectives mentioned in Section 2.2, we noticed some unanswered 
questions. Firstly, is there a weight for each facial feature in smile formulation?  
Secondly, which facial feature contains more information about the fake or real 
smile? In this research, we investigate the weight of each facial feature (eyes, 
cheeks and mouth) based on the changes in their location during a smile. Our 
approach was tested to see if there is different facial feature weight distribution in 
both Duchenne and non-Duchenne smiles.   
The application of detecting fake and real smile can be used as a lie 
detecting technique in different situations such as interview and customer 
feedback. Additionally, our finding can be used as rules to train both human and 
machine to distinguish between the two types of smiles. Finally, it helps the 
machine to become more intelligence by looking for certain clues regarding 
getting instant feedback from the human by looking and their expression in 
different areas such as: completing tasks, evaluating a product, health and more. 
5.1 Methodology 
To detect the changes in facial features, we designed an automated 
system that measured the movement occurrences and displacement in specific 
regions of the face. Figure 5-1 shows the system flow which contains three main 
sections: detection, analysis and output. The detection phase includes: face 
detection, face re-size, landmark detection and identifying the region of interest 
(ROI). Face detection is done by using the Viola-Jones algorithm[24]. After 
detecting the face, we re-size it to 448 by 448 in order to apply unified ROI sizes 
and landmark detection for all subjects in both datasets. Landmark detection is 
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done using the CHEHRA model [158], which is a machine-learning algorithm 
used to detect 51 facial landmarks as shown in Figure 5-2 (a). Landmark 
detection was used to define the facial feature (eyes, cheeks and mouth) location 
and helped to identify ROI.  
 
 
Figure 5-1 : Proposed framework. 
 
5.1.1 Region of Interest 
Identifying ROI is done by locating the facial landmarks in the neutral 
expression, which identify the initial location of the mouth, cheeks and eyes. This 
helps us to track the change and displacement value in each ROI through the 
smile expressions. Table 5-1 shows the ROI specification which has been applied 
to both datasets. Allocating ROI is done by applying two steps. First, locating two 
reference points where each point is related to one axis. Second, using (𝜆𝑥, 𝜆𝑦) 
which denotes the shift-distance for each axis from the reference points. The use 
of (𝜆𝑥, 𝜆𝑦) is to compute the ROI origin coordination point based on the reference 
point. Equation (5.1) shows computing of the origin coordination of each ROI 
origin point related to the re-sized face.  After locating the origin point a pre-
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defined window will be allocated with specific width and height as shown in Table 
5-1. 
𝑅𝑂𝐼 − 𝑂𝑟𝑔(𝑥,𝑦) = {
𝑅𝑂𝐼𝑥 = 𝑃𝑥 ± 𝜆𝑥 
𝑅𝑂𝐼𝑦 = 𝑃𝑦 ± 𝜆𝑦
                                                (5.1) 
where 𝑹𝑶𝑰 − 𝑶𝒓𝒈(𝒙,𝒚)represents ROI origin point coordination. 𝑷𝒙 shows 
the reference point x-axis value and 𝑷𝒚 shows the reference point y-axis value. 
Both values will be either added or subtracted to the 𝝀𝒙 based on ROI location in 
the face (left (-), right (+)). For an origin point for an edge-less area like cheeks 
(R9, R10, R11, R12) and below the eyes (R7, R8) area, where landmark cannot 
be identified, we use the nearest landmark as a reference.  As an example of 
locating left eyebrows, using landmark 𝑷𝟏 (Figure 5-2 (a)), we allocate a window 
of 110 by 35 which covers the area of the eyebrows. The size of each ROI has 
been set to cover all possible occurrences and displacement movement. As an 
example of locating right cheek R12, we use mouth right corner point (Figure 
5-2(a), 𝑷𝟑𝟖) as a reference point to compute cheeks origin point, as well as R10, 
R9 and R11.  
The specification of each ROI shown in Table 5-1 is set after resizing the 
face to (448*448 pixels) then trying different ROI window size.  The determination 
of the window size done by conducting a total of 360 experiments was carried out 
to identify each ROI size. The size of each ROI is taken by overfitting window to 
cover all possible movement of the corresponded facial feature which fits both 
the CK+ and the MUG dataset. This done to unify the analysis between the two 
datasets and apply the motion algorithm within the same size location for each 
facial feature for both datasets. 
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Table 5-1 : ROI specifications. 
Facial 
features 
ROI Size (width, height) 
in pixels 
Reference landmark 𝝀𝒙 
 
𝝀𝒚 
 
Eyes R1 110,35 𝑃1,𝑋 , 𝑃2,𝑌 20 20 
R2 110,35 𝑃6,𝑋 , 𝑃7,𝑌 20 20 
R3 45,50 𝑃12,𝑋 , 𝑃1,𝑌 20 20 
R4 30,60 𝑃11,𝑋 , 𝑃12,𝑌 15 15 
R5 30,60 𝑃17,𝑋 , 𝑃18.𝑌 15 15 
R6 45,50 𝑃20,𝑋, 𝑃19,𝑌 20 20 
Cheeks R7 25,50 𝑃11,𝑋 , 𝑃16,𝑌 15 10 
R8 25,50 𝑃17,𝑋 , 𝑃22,𝑌 15 10 
R9 60,60 𝑃32,𝑋 , 𝑃32,𝑌 60 90 
R10 60,60 𝑃38,𝑋 , 𝑃38,𝑌 60 90 
R11 60,60 𝑃32,𝑋 , 𝑃32,𝑌 60 30 
R12 60,60 𝑃38,𝑋 , 𝑃38,𝑌 60 30 
Mouth R13-
R18 
20,20 𝑃32(𝑋,𝑌), 𝑃33(𝑋,𝑌), 𝑃35(𝑋,𝑌), 
𝑃37(𝑋,𝑌), 𝑃38(𝑋,𝑌), 𝑃39(𝑋,𝑌), 
𝑃41(𝑋,𝑌), 𝑃42(𝑋,𝑌) 
20 20 
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Using facial landmarks as a reference point to allocate each ROI (Figure 
5-2 (b)) we identify 18 regions of interest which cover the area of each facial 
feature. The eye region is covered by four different areas: eyebrows (R1, R2), 
eye (R4, R5), eye corner (R3, R6) and the area underneath the eye (R7, R8). As 
has been proved by many research [73, 80, 159], the difference between a real 
and fake smile is the eye region. Therefore, to test the hypothesis of 
distinguishing between a fake and real smile we divided the eye region into 
different ROI. 
Cheeks areas were divided into two main segments left cheek (R9, R11) 
and right cheek (R11, R12) and mouth area was divided into six main segments 
upper lip left (R13), upper lip middle (R14), upper lip right (R15), lower lip left 
(R16), lower lip middle (R17) and lower lip right (R18). The segmentation helps 
us analyse each part of the facial features movement through smile expression 
and how it contributes in smile formulation.  
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Figure 5-2 : (a) Landmarks detection using the CHEHRA model, (b) Region of interest. 
 
5.1.2 Computing Movement using Optical Flow  
Since we try to imitate the EMG way of analysing the muscle movement 
using computer vision techniques. We try different motion analysis techniques 
which include background subtraction, image subtraction and optical flow. 
Background subtraction does not work with the face as it needs a background to 
measure the motion of an object, as the face and the facial feature does not have 
background model this model failed to detect the motion[160]. Image subtraction 
algorithm can be used to analysis facial movement but it very noisy and sensitive 
to light [161].  
Finally, we use optical flow represent by applying Gunnar Farnebäck’s 
[147]. The optical flow algorithm is a two-frame motion estimation algorithm, 
where Farnebäck uses quadratic polynomials to approximate the motion between 
two sequences frames to approximate each neighbourhood pixels movement. 
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Comparing optical flow to the other algorithms we found that it represents the 
motion better and has lower sensitivity to light and noise. Furthermore, there is 
two version of the optical flow algorithm: Farnebäck’s and Lucas and Kanade’s 
algorithm [58]. Farnebäck’s algorithm is considered to be a dense optical flow 
algorithm since it computes the flow for all pixels in the image which retrieve more 
accurate motion data than a sparse model present by Kanade’s algorithm, for 
more details refer to Appendix B. Using Farnebäck’s algorithm, we can estimate 
the displacement value and movement occurrence for each facial feature. 
After applying optical flow, we normalise the displacement value to 
overcome some challenging factors like face location to the camera to the face 
and face size. Furthermore, to unify comparison between the two datasets based 
on the displacement value, we normalised the displacement value in each ROI 
by dividing it with the triangle constructed from the tip of the nose (Figure 5-2 (b), 
𝑷𝟐𝟗) and the eyes corners (Figure 5-2 (b), 𝑷𝟏𝟏, 𝑷𝟐𝟎). After normalising the 
displacement value, we eliminate some fault movement caused by optical flow 
computation, which will affect measuring the movement occurrence or total 
displacement. To eliminate this fault movement, we check the displacement value 
of each region of interest 𝒇𝑹𝑶𝑰 and compare it to 𝜺 which is set to (0.1) as shown 
in equation 5.2. 𝑴𝒐𝑹𝑶𝑰 represents the movement occurrence as the Boolean 
value set to (true) if the flow value exceeds the  𝜺 which is used later in calculating 
the weight distribution based on the movement occurrence, 
𝒊𝒇 𝒇𝑹𝑶𝑰 > 𝜺 ∶  𝑴𝒐𝑹𝑶𝑰 = 𝑻𝒓𝒖𝒆,                                                             (5.2) 
The value of 𝜀 was set by carrying out a set of experiments done on 
checking each ROI related to the facial feature (mouth, nose, eyes) in a video 
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with a non-moving face. This done by creating 10 videos (5 from CK+ and 5 from 
MUG dataset) contains the first frame repeated for a 5 second. These videos 
were created to test the optical flow calculation on a non-moving face. By trying 
different 𝜀 value we set to 0.1 for both datasets. This false movement is caused 
by the optical flow approximation equation in computing the movement. 
5.1.3 Smile Weight Distributions   
Subsequently, as shown in Figure 5-1, the last part of our proposed work 
is output, where we study the relation between facial features in fake and real 
smiles in two levels: overall weight and localisation weight. Overall weight 
represents the relation between the main facial features and the fake and real 
smile. Localisation weight represents the relation between different parts of the 
facial features and fake and real smiles. Overall weight is computed based on 
movement occurrences and displacement value while localisation weight 
computed is based on displacement value.  
Computing overall weight is based on the occurrence of movement done 
by using equation 5.2, where we checked whether the value in the region of 
interest area is higher than 𝜺, which indicates movement and is considered as 
the score for the corresponding facial feature. The weight is computed for each 
facial feature by counting the number of movement occurrences to the number of 
subjects which indicates how many subjects used the specific facial features 
through smile expression. 
Computing overall weight is based on the total displacement done by 
applying equations 5.3 to 5.10. Equation 5.3 represents computing the flow in 
specific ROI, where 𝑻𝒅𝒊 represents total displacement in ROI with ID 𝒊. This is 
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done by checking the flow value using equation 5.2 then summing up all 
displacement values of the flow in each possible direction which represent the 
total displacement in specific ROI as shown in equation 5.3. We sum up all the 
displacement values of the flow in each possible direction since our analysis 
focuses on analysing the smile from natural to the peak of the smile. 
𝑇𝑑𝑅(𝑖) = ∑𝑓(𝑅(𝑖),𝑈𝑝) + ∑𝑓(𝑅(𝑖),𝐷𝑜𝑤𝑛) + ∑𝑓(𝑅(𝑖),𝐿𝑒𝑓𝑡) +∑𝑓(𝑅(𝑖),𝑅𝑖𝑔ℎ𝑡) .    (5.3) 
Equations 5.4, 5.5 and 5.6 represent the total displacement computed 
using ROI for both eyes 𝑬𝒇, cheeks 𝑪𝒇 and mouth area 𝑴𝒇 respectively. Equation 
5.7 represents the total displacement of the face 𝑻𝒅𝑭𝒂𝒄𝒆; this is done by summing 
up the displacement in the eyes, cheeks and mouth.   
𝐸𝑓 = ∑ 𝑇𝑑𝑅(𝑖)
6
𝑖=1  .                                                                                               (5.4) 
𝐶𝑓 = ∑ 𝑇𝑑𝑅(𝑖)
12
𝑖=8   .                                                                                               (5.5) 
𝑀𝑓 = ∑ 𝑇𝑑𝑅(𝑖)
18
𝑖=13   .                                                                                           (5.6) 
𝑇𝑑𝐹𝑎𝑐𝑒 =  𝐸𝑓 +  𝐶𝑓 + 𝑀𝑓  .                                                                              (5.7) 
After computing equations 5.4 – 5.7 we gain the flow value normalised for 
each facial feature. Overall weight is computed by dividing the displacement 
value of each facial feature by the total displacement as shown in equations 5.8, 
5.9 and 5.10 for eyes, cheeks and mouth respectively. 
𝐸𝑦𝑒 𝑤𝑒𝑖𝑔ℎ𝑡 = 
𝐸𝑓 
𝑇𝑑𝐹𝑎𝑐𝑒
⁄ .                                                                                   (5.8) 
𝐶ℎ𝑒𝑒𝑘 𝑤𝑒𝑖𝑔ℎ𝑡 = 
𝐶𝑓
𝑇𝑑𝐹𝑎𝑐𝑒
⁄ .                                                                                (5.9) 
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𝑀𝑜𝑢𝑡ℎ 𝑤𝑒𝑖𝑔ℎ𝑡 = 
𝑀𝑓
𝑇𝑑𝐹𝑎𝑐𝑒
⁄ .                                                                             (5.10) 
 
Computing localisation weight (𝑳𝒐𝒄 − 𝒘𝒆𝒊𝒈𝒉𝒕𝑹(𝒊)) for each ROI is done by 
dividing ROI displacement value 𝑻𝒅𝑹(𝒊) by the corresponding facial feature total 
displacement value 𝑻𝒅𝒇𝒇. This indicates how much each ROI contributes to the 
movement of the facial feature through smile expression. Localisation weight 
distribution (𝑳𝒐𝒄 − 𝒘𝒆𝒊𝒈𝒉𝒕𝑹(𝒊)) can be computed using the following equation,  
𝐿𝑜𝑐 − 𝑤𝑒𝑖𝑔ℎ𝑡𝑅(𝑖) = 
𝑇𝑑𝑅(𝑖)
𝑇𝑑𝑓𝑓    𝑤ℎ𝑒𝑟𝑒 𝑅(𝑖) ∈ 𝑓𝑓.
⁄                              (5.11) 
5.2 Experiment Setup 
In this section, we describe our experimental setup. We use two different 
datasets where each represents subjects expressing fake or real smile. The 
CK+ dataset represents a 97-subject expressing posed emotions, where each 
subject is set facing the camera with fixed lighting. The subjects will be asked to 
express emotions. The CK+ dataset contains metadata which identify: actions 
units, landmarks and six emotions (happy, surprise, anger, fear, disgust and 
sad). A total of 486 images were used to analysis the fake smile. 
The MUG dataset contains 52 subjects of Caucasian origin aged 
between 20-35 expressing laboratory-induced emotions. In order to create non-
posed emotions subjects were recorded while they were watching a video to 
help them to induce emotions. For video recording setup, subjects were sitting 
in a chair in front of the camera with a blue background with two 300w light 
sources. The camera has recorded a video with 19 frames per second with size 
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896×896 pixels. Figure 5-3 shows a sample of the image sequence used in our 
experiment, Figure 5-3 (a) represent subject from the CK+ dataset and Figure 
5-3(b) shows from the MUG dataset. 
 
 
Figure 5-3 : Image sequences (a) CK+ dataset and (b) MUG dataset. 
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5.3 Results 
As stated before we use optical flow to measure two different attributes: 
movement occurrence and displacement value.  
5.3.1  Displacement Values 
In this experiment, we measure flow value for the first three frames and 
the last three frames of the smile for both datasets. The first three frames are 
denoted by 𝑁𝐹1, 𝑁𝐹2, 𝑁𝐹3 which represent the neutral expressions or the start of 
the smile. The last three frames are denoted by 𝑃𝐹1, 𝑃𝐹2, 𝑃𝐹3 which represent 
frames in the peak of the smile, using dense optical flow algorithm to measure 
flow which represents the displacement value of pixels in the related region of 
interest (ROI) for each of the facial features. 
Figures 5-3, 5-4 and 5-5 show two random subjects from both datasets 
and the corresponding facial features and flow value. Figure 5-3, Figure 5-4 
shows the mouth and cheeks flow respectively. Both figures show that MUG 
dataset has a slightly higher flow value compared to CK+ dataset. On the other 
hand, Figure 5-5 represents eyes flow and shows the big difference in flow value 
between MUG and CK+ datasets where the subject in the MUG dataset shows 
higher flow value.  
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Figure 5-4: Flow around mouth for two subjects. 
 
 
Figure 5-5: Flow around cheeks flow for two subjects. 
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Figure 5-6: Flow around eyes for two subjects. 
 
In order to check if these values have a significant meaning, we compute 
the average of each frame in neutral and peak frames ( 𝑁𝐹1−3, 𝑃𝐹1−3) for all the 
subjects in the datasets using the following equations, 
𝐴𝑣𝑒𝑟𝑎𝑔𝑒_ 𝑁𝐹𝑖 =
1
𝑁⁄  ∑ 𝑁𝐹𝑖,𝑗,
𝑁
𝐽=1                                                   (5.12) 
𝐴𝑣𝑒𝑟𝑎𝑔𝑒_𝑃𝐹𝑖 =
1
𝑁⁄  ∑ 𝑃𝐹𝑖,𝑗 
𝑁
𝐽=1  ,                                                  (5.13) 
where 𝑁𝐹𝑖,𝑗 represents the neutral flow value of frame 𝑖 at subject 𝑗. 𝑃𝐹𝑖,𝑗 
represents the peak flow value of frame 𝑖 at subject 𝑗 and 𝑁 denotes the number 
of subjects.  
Figure 5-6, 5-7 shows the average of the neutral and peak frames for 
mouth and cheeks. Both figures show that MUG datasets have a slightly higher 
average compared to the CK+ dataset. Figure 5-8 shows the eye average flow 
for both datasets which shows a significant difference between MUG and CK+ 
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datasets. 
 
Figure 5-7: Flow around the mouth flow for neutral and peak frames. 
 
 
Figure 5-8: Flow around the cheek for neutral and peak frames. 
0
0.2
0.4
0.6
0.8
1
NF1 NF2 NF3 PF1 PF2 PF3
Fl
o
w
Mouth average flow 
MUG CK+
0
0.2
0.4
0.6
0.8
1
NF1 NF2 NF3 PF1 PF2 PF3
Fl
o
w
Cheeks average flow
MUG CK+
Chapter 5 
114 
 
 
 
Figure 5-9: Average flow around the eyes for neutral and peak frames. 
 
Furthermore, we compute the median of each frame in neutral and peak 
frames ( 𝑁𝐹1−3, 𝑃𝐹1−3) for all the subjects in the datasets. Figures 5-9, 5-10 show 
the median of the neutral and peak frames for mouth and cheeks. Both figures 
show that MUG datasets have a higher median value compared to the CK+ 
dataset. Figure 5-11 shows the eye median flow for both datasets which shows 
a significant difference between MUG and CK+ datasets which approve with the 
result computed by the average. 
 
Figure 5-10: Median flow around the mouth for neutral and peak frames. 
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Figure 5-11: Median flow around the cheeks for neutral and peak frames. 
 
 
Figure 5-12: Median flow around the eyes for neutral and peak frames. 
 
In the second experiment, we compute the peak frames average (PFA) for 
all subjects in both datasets. In order to show the average difference between 
these datasets in the peak of the smile, PFA is computed using the following 
equation, 
PFA = 1 (3 ∗ 𝑁)⁄  ∑ 𝑃𝐹1,𝑗
𝑁
𝑗=1 + 𝑃𝐹2,𝑗 + 𝑃𝐹3,𝑗,                                     (5.14) 
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where 𝑃𝐹1,𝑗 , 𝑃𝐹2,𝑗, 𝑃𝐹3,𝑗  represent the first, second and third peak frames 
of subject 𝑗 respectively. 𝑁 represents the number of subjects in the datasets; we 
divide by (3 ∗ 𝑁) since we sum up the three-peak frame for each subject. 
Figures 5-12, 5-13 and 5-14 show the PFA and standard deviations for all 
the subjects in both datasets for mouth, cheeks and eyes respectively. As shown 
in these figures, there are differences between the MUG and CK+ dataset in 
mouth and cheeks where mouth in the MUG dataset has an increase of 164% of 
flow value and cheeks shows 169% increase of flow compared to the flow value 
in CK+ dataset. Finally, the eyes in the MUG dataset show an increase of 412%. 
Figure 5-15 summarises the increased percentages of each facial feature in the 
MUG dataset compared to the CK+ dataset. 
 
Figure 5-13: Mouth PFA and SD in MUG and CK+ datasets. 
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Figure 5-14: Cheeks PFA and SD in MUG and CK+ datasets. 
 
 
Figure 5-15: Eyes PFA and SD in MUG and CK+ datasets. 
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Figure 5-16: MUG dataset flow percentage for each facial feature compared to CK+ dataset. 
 
Finally, Figure 5-16 shows the distributions of flow for the region of interest 
in both eyes in peak frame for both datasets. As shown, the MUG dataset has a 
higher mean and median compared to CK+ dataset. Furthermore, it shows MUG 
dataset has more distributed flow value compared to CK+ dataset. 
 
Figure 5-17: Eyes’ ROI flow distributions for both datasets. 
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To test the hypotheses that fake and real smile is associated with 
statistically significant mean an independent samples T-test was performed on 
the neutral interval (NF1, NF2, NF3) and peak interval (PF1, PF2, PF3) for each 
facial feature. First, a Levene test was performed on the data in order to test the 
homogeneity of the variances to the null hypotheses for each facial feature and 
time interval. As shown in Table 5-2 represent different P-value which obtained 
from the Levene test which determines the equal or unequal variances to be used 
in the T-test. 
Table 5-2 : Levene-test on facial features. 
Facial features  P-value at neutral 
interval 
P-value at peak 
interval 
Mouth 0.003413 7.39E-05 
Cheek  8.59E-30 0.160738 
Eye 1.67E-13 0.000313 
 
Applying the T-test shows that there is a significate difference in the score 
of the eyes flow (peak interval) in a real smile (𝑀 = 40.2, 𝑆𝐷 = 0.51) and a fake 
smile (𝑀 = 9.87 , 𝑆𝐷 = 0.42) with the conditions (𝑇(73) = −2.55 , 𝑝  Peak =
0.0128) assuming unequal variances based on Levene test. Other facial features 
showed no significate difference in both time intervals (neutral, peak). The results 
of the T-test carried on the mouth and the cheeks as follows: 
 
Chapter 5 
120 
 
 
 
 The mouth area (assuming unequal variances): 
𝑇(73) = −4.005 ,  𝑝  Peak = 0.06147,  
𝑇(73) = 3.89 ,  𝑝  neutral = 0.0527.  
The cheeks area (peak interval: assuming equal variances, neutral 
interval: assuming unequal variances): 
𝑇(73) = −3.08 , 𝑝 Peak = 0.078,  
𝑇(73) = 4.439,  𝑝  neutral = 0.11231.  
5.3.2 Movement Occurrences  
For the second experiment, we measured the movement occurrence in 
both datasets. Any motion in the 18 different regions of interest was computed. 
Figure 5-20 summarises the percentage occurrence of the 18 different regions of 
interest with their corresponding facial features. The CK+ dataset showed all 
subjects (100%) having motion in the mouth and cheeks area, with 30% of the 
subjects showing movement in the eyes region. Conversely, although the MUG 
dataset had the same percentage occurrence in the mouth and cheeks, the eyes 
region showed 62%, which shows an increase of 32% in movement occurrence. 
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Figure 5-18 : Movement occurrence in facial features. 
 
Figure 5-21 shows the overall total flow computed using Gunnar 
Farnebäck’s algorithm in the 18 different regions of interest related to each facial 
feature; we computed the total flow using equation 5-2. The CK+ dataset showed 
that 73% of the total motion vector occurred in the mouth area, 21% in cheeks 
and 6% in the eyes area. In the MUG dataset, 66% of motion vectors occurred in 
the mouth area, 20% in cheeks and 14% occurred in the eyes area. 
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Figure 5-19: Overall flow value in facial features. 
 
Figure 5-22 shows detailed weight distribution of the mouth, cheeks and 
eyes region. The CK+ dataset shows 100% of subjects with movement in the 
mouth and cheeks. For the eye region, as stated previously, we divided the 
section into three main segments. 30% of the subjects show movement in the 
eyes region (R7, R8), 25% showed movement in the eyebrows (R1, R2) region 
and 54% showed movement in the eye corner region (R3, R6). MUG dataset 
showed 100% of subjects with movement in the mouth and cheeks. For the eyes 
segment, 65% of subjects showed movement in the eyes region (R7, R8), 60% 
showed movement in the eyebrows (R1, R2) region and 63% showed movement 
in the eye corner region (R3, R6). 
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
Mug CK+
P
e
rc
e
n
ta
ge
 o
f 
o
ve
r 
al
l f
lo
w
 v
al
u
e
Overall flow value in facial features
Mouth Cheeks Eye
Chapter 5 
123 
 
 
 
Figure 5-20 : Detailed ROI flow for facial features. 
 
5.4 Discussions 
As shown in the results, we found there is a difference in the flow values 
and movement occurrences in Duchenne and non-Duchenne smiles. 
In the first experiment, we study the total displacement value for the first 
three frames (𝑁𝐹1, 𝑁𝐹2, 𝑁𝐹3) and the last peak frame (𝑃𝐹1, 𝑃𝐹2, 𝑃𝐹3) of the smile. 
The results show that both the average and the median of the facial features in a 
real smile are higher when compared to a fake smile. Furthermore, the results 
indicate that the motion around eyes have a significant difference between the 
real and fake smile, where it shows an increase of 4-fold in the displacement 
value of the genuine smile. 
Additionally. We computed the motion distribution of the subjects 
expressing real and fake smile for each ROI related to the eyes area. The results 
show that subjects expressing real smile have higher distribution and median 
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value compared to the fake smile in each ROI of the eyes as shown in Figure 
5-16. 
In the second experiment, we study the movement occurrence of each 
facial feature in posed and genuine smiles. The results show an increase of 30% 
motion occurrence in subjects expressing a Duchenne smile, as shown in Figure 
5-18. Furthermore, our second experiment showing the total flow value of the 
regions of interest, indicate that the eye region in a Duchenne smile has 13% of 
the total flow compared to a non-Duchenne smile which has 6% as shown in 
Figure 5-18.  
5.5 Limitations  
In this research, we analyse the relation between facial features and the 
genuineness of smiles. Although our result agreed with the physiological findings 
our research have a set of limitations. We highlight them below.  
1. Head movement 
Our analysis is carried out on two datasets which were recorded in 
controlled environments and with minimal to no head movement. Head 
movements in real life is very likely affect our results.  
2. Dataset 
The two datasets include laboratory generated emotions, which we think 
if we can get a dataset to containing more genuine smiles then our analysis and 
statistics computation will likely to be different. 
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3. Lighting conditions 
As we use optical flow algorithm for measuring the facial muscle 
movement, very bright or dark lighting conditions will affect the calculation of the 
optical flow and it will not properly detect facial movement. 
4. Creating real time application 
Our method can’t be used for creating an application as it very sensitive to 
lighting condition and head movement. On the other hand, our approach can be 
used as a based rule for creating a real-time application. 
5. Face pose 
Our analysis was performed only on faces with a frontal view and our 
approach cannot be applied on faces with partial or profile views. 
5.6 Conclusions 
In this chapter, we have looked at identifying the genuineness of a smile 
by means of analysing the dynamic components of the facial expression 
associated with a smile. As shown in the second experiment (i.e. motion 
occurrences), the weight distribution of the smile implies that a smile can be 
detected accurately in both mouth and cheeks areas since motion occurrence in 
these areas is 100% among the test subjects in both Duchenne and non-
Duchenne smiles. Additionally, 62% of subjects expressing a Duchenne smile 
used their eyes when expressing a smile, whereas during a non-Duchenne smile, 
only 30% of subjects used the eye area, which shows we can detect smile 
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through eye region in a Duchenne smile with an additional 32% compared to a 
non-Duchenne smile. 
To answer the question of what part of the facial feature contains more 
information with regard to a genuine smile our studies conclude that it is the eyes, 
as previously shown through the physiological research [12, 20 and 21]. As 
shown in Figure 5-18 there is a 7% increase in activity around the eye. 
Furthermore, a real smile shows a higher average and median value when 
compared to the posed especially in the eye area. Additionally, we focussed the 
eyes ROI where subjects expressing Duchenne smile show higher distribution in 
displacement value whereas in the case of non-Duchenne smiles the eyes corner 
have the higher weight compared to the other region. In Duchenne smiles, it 
shows that the distribution of the ROI in the eyes are similar which indicates that 
the eyes are more active when expressing Duchenne smile as shown in Figure 
5-16. 
Finally, taking inspiration from the results of this chapter, we study a 
deeper aspect of emotion where we discuss the analysis of the smile dynamic 
looking for clues in gender. Thus, decoding gender from the dynamic components 
of a smile is the topic of the next chapter.
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6  Gender Identification using the Smile Dynamics  
It is often said that the face is a window to the soul. Bearing a metaphor of 
this nature in mind, one might find it intriguing to understand, if any, how the 
physical, behavioural as well as emotional characteristics of a person could be 
decoded from the face itself. With the increasing deductive power of machine 
learning techniques, it is becoming plausible to address such questions through 
the development of appropriate computational frameworks. 
Computational frameworks for human face analysis have recently found 
their way into great many application areas. These include computer vision, 
psychology, biometrics, security and even healthcare. The appealing, and the 
practical, nature of such face analysis techniques, are highlighted by the wealth 
of information it can provide in a non-invasive manner. Unsurprisingly, such 
applications have already found their way into furnishing useful tell-tale signs of 
an individual’s health status, identity, beauty and behaviour, all of which can be 
enhanced by the non-invasive information that leaks directly from the face, e.g. 
[89, 92, 162].  
Additionally, computer-based analysis of the human face can provide 
strong and useful cues for personal attributes such as age, ethnicity and more 
appropriately gender, in the present context. Gender classification, in this sense, 
can, for example, aid as an advantageous biometric feature in order to improve 
the accuracy of determining an identity, especially in the presence of limited 
information on a subject.  
Recent research into gender classification has faced challenging hurdles, 
mainly due to the reliance on static data in the form of facial images. There are 
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many inherent issues when looking for gender clues in the appearance-based 
facial analysis. These include variability of lighting conditions, pose and 
occlusions. In this regard, in this work, we departed from such appearance-based 
analysis of facial images. Instead, we consider the analysis of the dynamic face, 
in particular, the dynamics of the smile, for clues of gender. This allows us to 
address the very intriguing question of whether a person’s sexual dimorphism is 
encoded in the dynamics of the smile itself.  
This research is concerned with the identification of gender from the 
dynamic behaviour of the face. Equally importantly, we seek to answer the crucial 
question of whether gender is encoded in the dynamics of a person’s smile. The 
case for such a computer-based investigation is fuelled by an array of cognitive 
physiological studies showing evidence of gender variances in facial expressions, 
e.g.[93-95]. We specifically focus on studying the smile as it is considered to be 
a rich, complex and sophisticated facial expression, formed through the 
synergistic action of emotions. According to Ekman [152], there are 18 different 
types of a smile, each of them corresponds to a specific situation and reflects a 
different type of emotion. Moreover, various studies show that there are 
differences in smiles between males and females, i.e. females tend to bear more 
expressive smiles than males. Furthermore, recent research indicates that 
females express emotions more accurately in both spontaneous and posed 
situations, e.g.[98, 163]. The literature review has been described in detail in 
Section 2.3. In this section, we specifically highlight the distinctiveness of our work 
in this area. 
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Based on the findings from such psychological studies, we examine the 
intensity and the duration of a smile in the hope of finding a distinction between 
the two sexes. Hence, in this chapter, we present an algorithm to measure gender 
solely based on the dynamics of the smile without resorting to appearance-based 
image analysis techniques. The dynamic framework we have developed for smile 
analysis has four key components. They are the spatial dynamics of the face 
based on geometric distances across the entire face, dynamic triangular areas of 
the mouth, the geometric flow across key areas of the face and statistically 
inspired intrinsic features which further analyse the spatial and area parameters. 
These purely dynamic features are then fed to a machine learning routine for 
classification, resulting in an algorithm for gender recognition. 
Based on the hypothesis that there are differences in the smile of the 
genders, we designed an algorithm to measure the smile or the changes in the 
lip and eye areas, especially the dynamic intensity of those areas of the face, to 
find clues which can distinguish gender differences. Thus, our framework uses 
the dynamic changes that occur on the face, whereby time intervals are 
measured from the moment the neutral expression starts, to the peak of the smile. 
This research has been successfully published in the Visual Computer journal 
[41]. 
The application of this approach is to gain the machine the ability to a 
deeper understanding of human emotion where we prove that it contains hidden 
clues such as gender. Additionally, our proposed method will beneficial in case 
of a lake of texture data which our approach can overcome by simply analysing 
the dynamic feature of the expression. 
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6.1 The Computational Framework for Smile Dynamics 
It has been hypothesised and evidenced by various psychological 
experiments that there exist differences in smiles between the two genders. To 
verify this computationally and at the same time to develop a tool for gender 
classification solely based on the smiles, we propose a framework which can 
track the dynamic variations in the face from neutral to the peak of a smile. Our 
framework is based upon four key components. They are (1) the spatial features 
which are based on dynamic geometric distances on the overall face, (2) the 
changes that occur in the area of the mouth, (3) the geometric flow around 
prominent parts of the face and (4) a set of intrinsic features based on the 
dynamic geometry of the face. Note, all of the dynamic features described here 
are intuitive extensions of the relevant physical experimentations and are based 
on the reported literature on facial emotions, especially on the dynamics of the 
smile, e.g. [97, 163]. 
 Figure 6-1 presents a block diagram showing the key components of our 
framework for the analysis of the dynamics of a smile. The first step in our 
framework is to detect and track the face within a given video sequence. To do 
this, we have used a well-known Viola-Jones algorithm. It is based on Haar 
feature selection to create an integral image through the use of Ada-boost training 
and cascade classifiers [24]. The ability of this algorithm to robustly detect faces 
under different lighting conditions is well established, and we have also 
demonstrated this in previous work [40].  
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Figure 6-1 : Proposed framework. 
 
The next step in our proposed framework involves automatic detection and 
tracking of a stable set of landmarks on the dynamic face. Automated Landmark 
detection is done using the CHEHRA model[158]. The algorithm has been trained 
to detect facial landmarks using in-the-wild datasets under various illumination, 
facial expressions and head pose. It is based on cascade linear regression for 
discriminative face alignment. This is done by applying the Incremental Parallel 
Cascade of Linear Regression (iPar-CLR) method. The tests we have carried 
using the CHEHRA model appear to be acceptable though we noticed it is likely 
to suffer when it comes to real-time applications. The algorithm has been utilised 
to detect 49 landmarks on the face, marked as 𝑃1. . . 𝑃49 as shown in Figure 6-2 
(b) for the face shown in Figure 6-2 (a). Note, in addition to the 49 landmarks 
which CHEHRA detects, we also include the centres of the eyes as two additional 
landmark points, as shown in Figure 6-2, marked as 𝑃50 and 𝑃51. 
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Figure 6-2: Forty-nine landmark detections using the CHEHRA model. 
 
6.1.1 Dynamics of the Spatial Parameters 
 
Based on some of the positions of the 49 landmarks we obtain through the 
CHEHRA model, we identify 6 dynamic geometric Euclidean distances across 
the face which are utilised to compute our dynamic spatial parameters. Further 
details of these spatial parameters are given in Table 6-1. The general form of a 
given spatial parameter can be computed using equation 6.1 
 
𝛿𝑑𝑖 =
𝑑𝑖
𝑁𝑖
+ ∑
𝑑𝑖
𝑁𝑖
𝑡
𝑛=1 − 
𝑑𝑖𝑛
𝑁𝑖𝑛
 ,                                                                          (6.1) 
Where 𝑡 is the total number of video frames corresponding to each 
1
10
𝑡ℎ 
increment of the total time T for the smile, from neutral to the peak. Here Ni is the 
length of the nose, for a given video frame, computed as the distance between 
𝑃23 and 𝑃26. Thus, by dividing the spatial parameters by the length of the nose 𝑁𝑖, 
we normalise these parameters to the given dynamic facial image. It is 
noteworthy to point out that for a given smile, from neutral to the peak, we divide 
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the time it takes into ten partitions and therefore for each of the 𝑑𝑖 we have 10 
times 𝑑𝑖 parameters which are fed to the machine learning. Hence, in our dynamic 
smile framework, we have a total of 60 dynamic spatial parameters. 
Table 6-1 : Geometric distance and area. 
Distances 
and area 
Description  Description by 
landmarks/area 
𝒅𝟏 Distance between mouth corner points  Distance (𝑃32 , 𝑃38) 
𝒅𝟐 Distance between upper and lower lip  Distance (𝑃45 , 𝑃48) 
𝒅𝟑 Distance between left mouth corner and left 
nose corner  
Distance (𝑃32 , 𝑃27) 
𝒅𝟒 Distance between right mouth corner and right 
nose corner 
Distance (𝑃38 , 𝑃31) 
𝒅𝟓 Distance between left mouth corner and left 
eye outer corner 
Distance (𝑃32 , 𝑃11) 
𝒅𝟔 Distance between right mouth corner 
and right eye outer corner 
Distance (𝑃38 , 𝑃20) 
 
Figure 6-3 shows the variation of 𝛿𝑑𝑖  across the 10-time partitions for a 
typical smile. As can be observed, there is a variation in each parameter as the 
smile proceeds from neutral to its peak. 
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Figure 6-3: Variation in the dynamic spatial parameters 𝜹𝒅𝒊,  across the 10 partitions of 
time, for a typical smile, from neutral to the peak. 
 
6.1.2 Dynamic Area Parameters on the Mouth 
The second set of dynamic parameters concerns the mouth. Here we 
compute the changes in the area of 22 triangular regions that occupy the total 
area of the mouth. This is shown in Figure 6-4. Again, these areas are computed 
using the corresponding landmarks obtained from the CHEHRA model. The 
general form of how the changes in the mouth area are computed is described 
as, 
∆𝑎𝑟𝑒𝑎
𝑖 = ∑
∆𝑖
∆𝑁𝑖
22
𝑛=1   ,                                                                                      (6.2) 
and, 
𝛿∆𝑖= ∑ ∆𝑎𝑟𝑒𝑎
𝑖𝑡
𝑛=1  ,                                                                                      (6.3) 
where 𝑡 is the total number of video frames corresponding to each 
1
10
𝑡ℎ 
increment of the total time T for the smile, from neutral to the peak. Here ∆𝑁𝑖  is 
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the invariant triangle area determined by the landmarks defining the outer corners 
of the eyes and the tip of the nose, namely P11, P20 and P26. Again, we divide the 
total time of the smile, from neutral to peak, into ten partitions, and therefore we 
obtain 10 parameters from the 𝛿∆𝑖 ,though time, which is fed to the machine 
learning. Thus, in our dynamic smile framework, we have a total of 10 parameters 
which capture the dynamics of the mouth. For the purpose of illustration, in Figure 
6-5 we show the distribution of areas of the triangular regions, ∆𝑖 ,across a typical 
smile. 
 
 
 
Figure 6-4 : Description of triangular mouth areas used to form the dynamic. 
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Figure 6-5 Variation in the dynamic area parameters i on the mouth, across the 10 
partitions of time, for a typical smile, from neutral to the peak. 
 
6.1.3 Dynamic Geometric Flow Parameters 
 
The third component of our framework for smile dynamics is the 
computation of flow around the face during a smile. More specifically, we compute 
the flow around the mouth, cheeks and around the eyes. To do this, we have 
utilised the dense optical flow developed by Farnebäck [147]. It is a two-frame 
motion estimation algorithm in which quadratic polynomials are used to 
approximate the motion between two subsequent frames in order to approximate 
motion of neighbourhood pixels for both the frames. Using this algorithm, we are 
able to estimate the successive displacement of each of the landmarks during the 
smile.  
Table 6-2 shows how the various landmarks and regions of the face are 
utilised to compute the optical flows around the face. The relevant facial regions 
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and landmarks are given in Figure 6-2 (b) and Figure 6-7 respectively. We also 
show the variations in the dynamic optical flows, 𝛿𝑓𝑖, around the face for a typical 
smile in Figure 6-8. 
 
 
 
Figure 6-6 :Regions of the face identified for dynamic optical flow computation. 
 
 
Figure 6-7 Variations in the dynamic optical flows around the face, for a typical smile, from 
neutral to the peak. 
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Table 6-2 : Description of how the optical flow parameters around the face are derived. 
Optical flow  Description  Landmarks/ Regions  
𝜹𝒇𝟏 Mouth Landmarks 𝑃32to  𝑃49 
𝜹𝒇𝟐 Left eye 𝑓6, 𝑓7, 𝑓8, 𝑓9 
𝜹𝒇𝟑 Right eye 𝑓1, 𝑓2, 𝑓3, 𝑓4 
𝜹𝒇𝟒 Left cheek 𝑓10 
𝜹𝒇𝟓 Right cheek 𝑓5 
 
 Note, the geometric flow, 𝛿𝑓𝑖, for each of the regions is normalised upon 
computation by means of the corresponding flow around the invariant triangle 
area of the face determined by the landmarks defining the outer corners of the 
eyes and the tip of the nose, namely 𝑃11, 𝑃20 and 𝑃26. Again, each of the geometric 
flow parameters 𝛿𝑓𝑖 is computed across the 10-time interval through which the 
smile is measured, resulting in a total of 50 dynamic geometric flow parameters 
which are then fed to machine learning. 
6.1.4  Intrinsic Dynamic Parameters 
In addition to the spatial parameters, the area parameters and geometric 
flow parameters, we compute a family of intrinsic dynamic parameters on the face 
to further enhance the analysis of the dynamics of the smile. These intrinsic 
parameters are mainly based on the computation of the variations in the slopes 
and the growth rates of various features across the face. We identify these 
features as 𝑆1, 𝑆2, 𝑆3, and 𝑆4, details of which we describe as follows. The first 
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parameter family in this category relates to the computation of the overall slope 
variation around the mouth during a smile. To compute this, we use, 
 
𝑠1𝑖 = 
𝑁 ∑ 𝑃𝑖𝑥𝑃𝑖𝑦−∑ 𝑃𝑖𝑥 ∑ 𝑃𝑖𝑦
𝑁
𝑛=1
𝑁
𝑛=1
𝑁
𝑛=1
∑ 𝑃𝑖𝑥
2 −(∑ 𝑃𝑖𝑥
𝑁
𝑛=1 )
𝑁
𝑛=1
 ,                                                            (6.4) 
 
where 𝑁 is the number of video frames comprising the whole smile, from 
neutral to the peak, 𝑃𝑖𝑥  and  𝑃𝑖𝑦 are the Cartesian coordinate equivalents in the 
image space corresponding to the landmark point  𝑃𝑖 . Hence, a total of 12 
parameters are identified for the variations in slopes around mouth corresponding 
to the mouth landmarks P32 to P43. 
The second family of parameters, 𝑆2, in this category corresponds to the 
growth rates across smile corresponding to the spatial parameters as well as area 
parameters on the mouth. The growth rates arising from the spatial parameters 
are defined as, 
 
𝑠2𝑖(𝑠𝑝𝑎𝑡𝑖𝑎𝑙) = ∑
𝛿𝑑𝑖
𝑡−𝛿𝑑𝑖
𝑡+1
𝛿𝑑𝑖
𝑡
𝑁
𝑛=1 ,                                                           (6.5) 
and for the area parameters on the mouth are, 
𝑠2𝑖(𝑎𝑟𝑒𝑎) = ∑
∆𝑖
𝑡−∆𝑖
𝑡+1
∆𝑖
𝑡
𝑁
𝑛=1  ,                                                                  (6.6) 
where N is identified as the total number of frames in the video sequence 
of the smile while t to t +1 defines two successive video frames. In addition to the 
growth rates 𝑠2𝑖(𝑎𝑟𝑒𝑎), for each of the 22 triangular regions of the mouth, we also 
compute the total growth rate for the mouth, by using Eq. (6.6) along with the 22 
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triangular mouth area information. This means we have a total of 6 + 22 + 1 = 29 
parameters of dynamic intrinsic type 𝑆2. 
The third family of parameters,𝑆3 , in this category we have identified is for 
both spatial parameters across the face and area parameters in the mouth. These 
are defined as compound growth rates given as, 
𝑠3𝑖(𝑠𝑝𝑎𝑡𝑖𝑎𝑙) = (
𝛿𝑑𝑖
𝑛𝑒𝑢𝑡𝑟𝑎𝑙
𝛿𝑑𝑖
𝑃𝑒𝑎𝑘 )
1
𝑁⁄
− 1 ,                                                      (6.7) 
and, 
𝑠3𝑖(𝑎𝑟𝑒𝑎) = (
∆𝑖
𝑛𝑒𝑢𝑡𝑟𝑎𝑙
∆𝑖
𝑃𝑒𝑎𝑘 )
1
𝑁⁄
− 1,                                                             (6.8) 
where 𝑁, like previously, is the total number of frames in the video 
sequence of the smile. The compound growth rate is measured simply using the 
neutral and peak of the smile. Again, like previously, in addition to the compound 
growth rates 𝑠3𝑖(𝑎𝑟𝑒𝑎) we also compute the compound growth for the entire 
mouth by means of the utilising the total area of the mouth. This implies that we 
obtain a total of 29 parameters of dynamic intrinsic type 𝑆3 too. 
For the final family of parameters, 𝑆4, in this category, we compute the 
gradient orientation of the mouth based on the two mouth corner landmarks 𝑃32  
and 𝑃38 which provides us with a line m passing 𝛿𝑑1,  at the neutral and the peak 
of the smile. We then use, 
𝑠4𝑖 = ∑ 𝛿𝑑1
𝑡 − 𝑚𝑡𝑇𝑡=1 ,                                                                                   (6.9) 
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to compute the rate of deviation of the mouth corners against the gradient 
𝑚 over the 10-time partitions where 𝑇 is the total time from neutral to the peak of 
the smile. Similarly, we compute the gradient orientation of the mouth area based 
on the combined 22 triangular areas of the mouth between the neutral frame and 
the peak of the smile. These parameters provide us with a sense of the 
smoothness of the smile and forms an additional 10 + 10 = 20 parameter for 
machine learning. Table 6-3 provides a summary and brief description of various 
parameters associated with our computational framework for smile dynamics. 
Table 6-3 : Parameter description for the computational framework. 
Parameter Description Number of 
parameters 
𝜹𝒅𝒊 Spatial—involving 6 geometric distances across the face  60 
𝜹∆𝒊 Mouth area—derived from the total area for the 22 parts 
of the mouth  
10 
𝜹𝒇𝒊 Geometric flow around the mouth, eyes and cheeks 50 
𝒔𝟏𝒊 Slope measurements around mouth landmarks  
𝑃32 to 𝑃43 
12 
𝒔𝟐𝒊 Growth rates of the spatial parameters and mouth areas 29 
𝒔𝟑𝒊 Compound growth rates of the spatial parameters and 
mouth areas 
29 
𝒔𝟒𝒊 Gradient orientations for the mouth corners and the mouth 
area 
20 
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6.2 Experiments 
Once an appropriate framework for the analysis of the dynamics of the 
similes, as described above, is in place, we carried out a series of experiments 
to further analyse the pattern of smile and more importantly to look for clues of 
gender in the smile. For this purpose, we utilised two well-known datasets to carry 
out an initial set of experiments. We then utilised the same datasets to extract the 
parameters described in Table 6-3 and fed them to machine learning routines. 
 
6.2.1  Datasets 
We tested our approach on two main datasets namely, the CK+ and the 
MUG datasets. The CK+ dataset has a total of 83 subjects, consisting of 56 
females and 27 males. The smile of each of the subjects went from the neutral 
expression to the peak of the smile. On the other hand, the MUG dataset contains 
a total of 26 subjects, consisting of 13 females and 13 males. The smile of each 
subject, in this case, went from the neutral expression through to the peak and 
finally returning to the neutral. Since our framework has been developed to 
analyse smiles from neutral to the peak, we modified the MUG dataset so as it 
only contained the relevant parts of the smile for each subject. In addition to this, 
for each smile, we also ensured that within the two datasets there contained an 
equal number of video frames. Thus, a total of 109 unique subjects were available 
to us for training and testing. For further details refer to Section 1.7. 
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6.2.2 Evaluation of landmark detection model 
In this section, we evaluate the CHEHRA model as it is one of the key 
components of the proposed method. The CHEHRA model has been used in a 
variety of recent research on facial expression analysis and detection [164-166] 
and it proves to be stable in detecting facial landmarks and head pose. 
For evaluating the CHEHRA model we performed a set of experiments for 
measuring the accuracy of it in detecting landmarks. As far as detecting 
landmarks goes the model 100% accuracy for both datasets as both datasets we 
have used. For checking for the accuracy of the model, we use the CK+ dataset 
as it has manually labelled landmarks to help evaluate the accuracy of the model. 
Thus, the evaluation is done by comparing the landmarks position of those 
manually coded and with that obtained from the CHEHRA model. For this 
experiment, to evaluate the CHEHRA model, we used a total of 82 videos. 
In order to do the comparison, the CK+ dataset contains 68 landmarks and 
the CHEHRA model detects 49 on each face, and so we compared the 
corresponding landmarks to check for validity. Figure 6-8 shows the X-axis 
position of the manual coded (CK+) vs the results obtained for CHEHRA model 
(CH), as presented there is no significant difference between the two approaches 
as shown in the average standard deviation and high P-value. Furthermore, 
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Figure 6-9 shows the comparison of the Y-position of the landmarks which show 
there is no significant difference between the two models.  
 
Figure 6-8: Comparison between the manual coded vs the CHEHRA model on the 
landmarks X- positions. 
 
 
Figure 6-9: Comparison between the manual coded vs the CHEHRA model on the 
landmarks Y- positions. 
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6.2.3  Initial Experiments 
 
Here we report an initial set of interesting experiments that we undertook 
to further understand the dynamics of smiles and to seek for clues of gender in 
smiles. In our first experiment, we tried a rather brute force approach to identify 
the areas of the face that contain most information of the smile that relates to the 
gender. Figure 6-10 shows some results based on the changes in the areas of 
the mouth region for 54 subjects (27 females and 27 males) in the CK+ database 
for the peak of the smile. As can be observed, there appears to be no significant 
difference between genders when one considers this simple form of analysis. 
 
 
 
Figure 6-10: Variations in the area of the mouth at the peak if the smile for 54 subjects in CK+ 
dataset. 
 
 
 Next, we considered a computation relating to the product value for the 
areas for the upper lip and lower lip using the 𝛿∆𝑖 given in Equation (6.2) 
throughout the smile expression. This was done by multiplying each feature value 
for the changes in the mouth areas from a given video frame by the corresponding 
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values from the next frame, in order to obtain the product of the features (POF) 
through the smile expression, i.e., 
𝑃𝑂𝐹𝑖 = ∑ ∆𝑖
𝑡∆𝑖
𝑡+1𝑁
𝑡=1                                                                              (6.10) 
where 𝑁 is the number of video frames containing the smile expression 
from neutral to the peak. 
Analysis of the POF data gave us some clues for gender difference 
between the smiles. Thus, by taking the average of each attribute, for both the 
genders, Figure 6-11 shows the POF for the females and the males in the CK+ 
dataset and Figure 6-12 shows the corresponding POF plots for the subjects in 
the MUG dataset. As can be inferred, from the average POF results shown in 
Figure 6-12, Figure 6-12, there appears to be a distinguishable difference in the 
smile of the males and females in terms of the POF computations. 
 
 
Figure 6-11: Average POF plots for 54 subjects in the CK+ dataset. 
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Figure 6-12: Average POF plots for 26 subjects in the MUG dataset. 
 
Furthermore, from a first glance at these results, one might infer that males 
have a more intense smile than females which directly conflicts with the various 
psychological studies. However, that is indeed not the case. In fact, we note that 
in this experiment we computed the POF for each triangular features whose 
values are always less than 1. Additionally, for normalisation, we divided the POF 
values with the invariant area of the eyes-nose triangle. The result is a very small 
number, less than 1. Since the product of smaller numbers is smaller too, the 
POF values for females are smaller than that for males. Hence, it indeed confirms 
the smiles of females expand more through time in comparison to males. 
Though rather simple, using the above approach, we were able to classify 
the data, through the median POF value computed from the mouth triangular 
attributes. This lends us a 60% correct classification for gender. That, however, 
is just slightly above chance and hence would not be considered an acceptable 
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method of classification. We then used all the features described in our 
computational framework for smile dynamics to train and test a machine learning 
classifier. With this knowledge, we constructed a suitable machine learning 
approach for classification. Following the procedure described in the block 
diagram shown in Figure 6-1, the following algorithmic (Algorithm 1) form further 
elaborates the computational framework we have developed for the automatic 
analysis of smile dynamics. 
 
 
 
6.2.4 Classification using Machine Learning 
For our machine learning based classification, we have utilised two well-
known classification algorithms namely, the support vector machine (SVM) and 
the k-nearest neighbour (KNN) as other algorithm reported very low classification 
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percentages because of the lower feature space we present in the proposed 
method, such algorithms include: Naïve Bayes classifier, decision trees and 
discriminant analysis. First, we tried to use PCA as a pre-step before applying 
SVM. The results indicated this approach yields a very low classification rate. 
This is probably due to the fact that PCA reduces the number of features, while 
at the same time eliminating some distinguishing features. Second, we used SVM 
on its own, without the PCA. We had a mild improvement in the classification rate 
of 69%.  
Finally, we used the k-NN algorithm which is a nonparametric method used 
for classification and regression [167]. The output of the k-NN algorithm is a class 
relationship. The object can be assigned a class by k nearest neighbours where 
k is a positive integer. We utilised all the 210 features described in Table 6-3 to 
train our classifier. Additionally, we used a ten-fold cross validation scheme to 
validate our k-NN classifier. The results were tested on several distance functions 
namely, Euclidean, Cosine, Minkowsky and Correlation. In Table 6-4, we report 
the best results we have obtained using the k-NN classifier. 
Table 6-4 : Results using the k-NN classification. 
 CK+ MUG 
k-NN distance Correlation Cosine 
k value 3 14 
Classification 78% 86% 
 
Chapter 6 
150 
 
 
6.3 Conclusions 
 
In this research, we are concerned with the identification of gender from 
the dynamic behaviour of the face. In this sense, we wanted to answer the crucial 
question of whether gender is encoded in the dynamics of a person’s smile. To 
do this, we have developed a computational framework which can analyse the 
dynamic variations of the face from the neutral pose to the peak of the smile. Our 
framework is based upon four key components. They are the spatial features 
which are based on dynamic geometric distances on the overall face, the 
changes that occur in the area of the mouth, the geometric flow around some of 
the prominent parts of the face and a set of intrinsic features based on the 
dynamic geometry of the face. This dynamic framework enables us to compute 
210 unique features which can then be fed to a k-NN classifier for gender 
recognition. 
We ran our experiments on a total of 109 subjects (69 females and 40 
males) from two datasets, namely the CK+ and the MUG datasets. Firstly, our 
results do agree with that of various psychological studies, indicating that females 
are more expressive in their smiles. For example, this became evident to us by 
simply looking at the changes in the lip area during a smile in which the lip area 
of female subjects expands more in comparison with the male subjects. Further, 
and more importantly, using machine learning approaches, we can also classify 
gender from smiles. In particular, by means of the standard k-NN algorithm, we 
are able to obtain a classification rate of up to 86%, purely based on the dynamics 
of smiles. 
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We understand from the presently available literature that some of the 
recent work carried in gender classification can achieve over 90% recognition 
rates using hybrid models with a combination of geometric and appearance 
features which are both static and dynamic. This is particularly clear from the 
work presented in [101]. It is, however, noteworthy that our work is geared to 
study the gender classification rates purely based on the dynamics of a smile. In 
fact, some of the results reported in [101] indicate that using their chosen dynamic 
smile features they obtain a classification rate of 60%, whereas using the smile 
dynamics framework we have proposed, we are able to obtain a higher gender 
classification rate of over 75%. There is also an added advantage of using the 
dynamic features, as opposed to static images, for gender identification since it 
presents with the opportunity to infer gender from certain parts of the face such 
as the mouth and the eyes areas. 
Going forward into the future, there are a number of directions in which 
this work can be further taken forward. It will be useful to see if it would be 
possible to enhance the classification rates using other correlation and 
sophisticated statistical analysis techniques. In this chapter, we have only used 
simple machine classification techniques such as SVM and K-NN, since our 
prime aim here was to demonstrate the power of smile dynamics in gender 
identification. We believe the utilisation of sophisticated machine learning 
techniques will further improve the results. We also believe this will be the case 
if novel machine learning techniques such as convolutional neural networks 
based deep learning (e.g.[97]) can be adapted to the problem at hand. However, 
having said that, we must also highlight the fact that such sophisticated machine 
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learning techniques usually require sufficient and significant training data which, 
as far as smiles are concerned, are scarce at present. 
In addition to this, the results could be further tested and validated on other 
datasets. One deficiency of this present study is that we did not look deeply into 
the gender variation between posed and spontaneous smiles. We believe our 
framework has merit in providing much room for such detailed analysis to seek 
gender differences between the two types of smiles. Additionally, aside from the 
expression of a smile, other basic emotional attributes such as surprise, fear, 
anger and disgust can be studied in detail to look for cues to enhance gender 
recognition from facial expressions in general. We believe the framework we have 
presented in this chapter can easily be adapted to undertake such studies. 
Finally, as we show that the gender is encoded within the dynamic 
characteristics of the smile expressions. Our aim in the next chapter is to show 
the possibility of using the dynamic characteristics of the smile as a biometric to 
identify the human identity.   
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7 Towards the Development of an Emotional Biometric  
Biometric techniques can be defined as “an automated method of verifying 
or recognizing the identity of a human based on a physiological or behavioural 
characteristic” [7, 8]. The revolution of computer power and vision has enhanced 
biometric techniques over the years, as these techniques show the capability of 
recognising an individual’s identity based on their physiological or behavioural 
characteristics. Additionally, biometric systems are considered as being 
anonymous recognition since they do not require any identification data such as 
age, gender, profession, residence or nationality [4].  
Traditional methods of authentication techniques, which include 
passwords, PINs, smart cards, tokens, keys and other methods, show that they 
can be manipulated, stolen, misplaced, forgotten or duplicated. However, human 
physiological or behavioural characteristics show higher complexity and security 
levels compared to the traditional method where they cannot be misplaced, 
forgotten, stolen or forged. Physiological characteristics of biometric-based 
technologies include models such as the face, fingerprints, hand geometry, iris, 
retina, ear and voice. Behavioural characteristics include models such as gait, 
signature and keystroke dynamics. All these models show their ability to be used 
as biometrics to identify human identity with a high accuracy rate.  
In this research, we investigate a new behaviour biometric model called 
facial expression biometric (FEB), which can be identified as the authentication 
process done by examining the way the person behaves and expresses 
emotions. The research in FEB is very limited and there are a couple of 
psychological and computational studies that try to identify the FEB and use it as 
a biometric technique (refer to Section 1.4.4 for more details). 
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Our aim of this research is to prove human identity is encoded within the 
dynamic characteristics of the facial expressions (smile expression). 
Furthermore, to identify the dynamic aspect of the smile expression where we 
study the stabilities of the different smiles for the same subject and the similarity 
aspect to other subjects. We believe that this type of biometric is very hard to be 
manipulated since they are controlled by the emotional state and muscle 
structure. 
 The application of this research is to identify another aspect of using the 
facial expressions in biometric filed. Furthermore, enhance the security within the 
state-of-the-art face recognition techniques by adding second level authentication 
using the FEB. Finally, it can be used in a different variety of application such as 
identity verification, fraud detection and surveillance.   
This chapter is organized as follow.  Section 7.1 shows an initial 
experiment which describes the using of PCA and CNN to identify the FEB. 
Section 7.2, discuss the result of the machine learning, problem and the 
motivation behind the proposed method. Section 7.3, the proposed method. 
Section 7.3 result and 7.4 the conclusions. 
7.1 FEB using PCA and CNN 
Using a machine-learning experiment explained in Appendix D, both CNN 
and PCA have a very high recognition rate (99%). Although a promising output 
of the machine-learning technique, it does not show the analytical part of the 
process in which we try to prove how many similarities there are among them and 
if the smile dynamic alone can be used to identify human identity. These 
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techniques are considered as a black box which processes the images and 
outputs them as a face recognition problem.  
The results indicate that smile expression does not affect face recognition; 
this is due to a large number of features used. On the other hand, we notice that 
these large numbers of features contain parts that are not related to the smile 
dynamic. So, we designed a system to measure the dynamic features of the smile 
without taking into consideration any texture data, in order to study the possibility 
of recognising human identity using only the dynamic characteristics of the smile.   
7.2 The Proposed Method 
In this research, we designed a system to measure smile dynamic. Our 
system tries to analyse different features of human smiles that we try to prove are 
stable over time and show the smile dynamic can be used as a biometric. Our 
system consists of two main parts: smile intervals and smile analysis. Figure 7-1 
shows the proposed system flow.   
 
Figure 7-1: Proposed framework. 
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Face detection is done by using the Viola-Jones algorithm. Automated 
landmark detection was done using the CHEHRA model [158]. Figure 7-2 shows 
the 49 landmarks detected when applying the CHEHRA model. The evaluation 
of this model is done in Section 6.2.2. 
 
Figure 7-2: CHEHRA landmark detection. 
 
7.2.1 Smile intervals 
Smile interval represents the time at which the smile starts to reach the 
peak (onset) and stay there(peek), then return to the neutral expression (offset). 
Smile interval consists of four main points: identify the start of the smile (S), 
reaching the peak of the smile which is identified by the interval (P1, P2) and 
return to neutral expressions (E). Figure 7-3 shows an example of mouth size 
changes through the smile and identifies the smile intervals.  
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Figure 7-3: Mouth size change through smile expression with smile interval identified. 
 
The purpose of computing smile interval is for more accurate analysis of 
the smile and to test if the time can be used as a distinguishing feature. 
Additionally, MUG dataset videos were edited by humans where each video has 
a lot of unrelated parts of the smile which include additional frames and a longer 
video. Figure 7-3 shows neutral face from the start of the video to the start of the 
smile (S), which has 20% of the smile video, in which the face has no expression, 
as well as the end period which includes the smile to the end of the video which 
covers an additional 19%. Our analysis shows the smile occurs with an average 
of 1.7 seconds using our proposed smile intervals. 
Using the landmark, we reconstruct the mouth using triangle features as 
shown in Figure 7-4(a), using Euclidean distance to compute the distance 
between the landmark to contract the edge of the triangle then using the 
HERON’s formula [168] to calculate the tringle area. HERON’s formula allows the 
calculation of triangle area when given its three side lengths. Each triangle feature 
is then summed up to get the total mouth size (𝒎𝟏). This method is also used to 
S P1 P2 E
Time
Mouth size changes through smile 
Onset Offset 
Peak 
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compute the eye area (𝒆𝟏, 𝒆𝟐) as shown in Figure 7-4(b).  Figure 7-1 shows a set 
of geometric distances used in both the smile interval computation and smile 
analysis. 
 
Figure 7-4: (a) Mouth dynamics using triangle feature, (b) Eye dynamics using the triangle 
feature. 
 
Table 7-1: Dynamic features. 
Distances 
and area 
Description Description by 
landmarks/area 
𝒅𝟏 Distance between mouth corner points  Distance (𝑃32 , 𝑃38) 
𝒎𝟏 Total mouth area formulated by the triangle in 
figure (7-4) 
∑∆(𝑖)
22
𝑖=1
=  ∆1 + ∆2 + ⋯ .+ ∆22 
𝑳𝑳𝟏 Lower lip area formulated by the triangle in figure 
(7-4) 
∑∆(𝑖)
8
𝑖=1
=  ∆1 + ∆2 + ⋯ .+ ∆8 
𝑼𝑳𝟏 Upper lip area formulated by the triangle in figure 
(7-4) 
∑∆(𝑖)
16
𝑖=9
=  ∆9 + ∆10 + ⋯ .+ ∆16 
𝒆𝟏 Total left eye area formulated by the triangle 
∑ ∆(𝑖)
26
𝑖=23
= ∆23 + ∆24 + ⋯ .+ ∆26 
𝒆𝟐 Total right area formulated by the triangle 
∑ ∆(𝑖)
30
𝑖=27
= ∆27 + ∆28 + ⋯ .+ ∆30 
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We designed an algorithm to compute the smile intervals using Table 7-1 
(𝒅𝟏, 𝒎𝟏). The following pseudo-code shows the algorithm used to identify smile 
intervals where we compute the 𝒅𝟏 changes to the neutral frame 𝒅𝑵 where this 
indicates how much in percentages the distance changes through the smile 
expression as shown in equation 7.1. Compared to the threshold value 𝜺 we can 
identify the smile start point S as shown in equation 7.2. Using experimentation, 
we found the threshold value 𝜺 is set to 1.1. 
𝒅𝑵𝟏,𝒊 =  
𝒅𝟏,𝒊
𝒅𝟏,𝟏
⁄ ,                                                                                (7.1) 
 
𝑖𝑓 (𝒅𝑵𝟏,𝒊 >  𝜀)  ,                                                                                 (7.2) 
            𝑆 = 𝑖 , 
 where 𝒅𝑵𝟏,𝒊 is the distance changes to neutral face which is the first 
frame in the smile video 𝒅𝟏,𝟏 we identify the start of the smile 𝑆 by comparing it to 
𝜀 which is set to (1.1) to identify the peak intervals (p1, p2). We first compute the 
average of the mouth size 𝑚1 from the smile start to the end of the video.  
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ALGORITHM: SMILE INTERVAL DETECTION  
// N → Number of frames  
// Peak-AVG → Peak average 
// Mouth-Size → 𝒎𝟏 
------- Compute Start Point -------------- 
 
for I = 2 to N 
 if (𝒅𝑵𝟏,𝒊 > 1.1) // 1.1 denote the (𝜺) 
  S=I      // Denote the Start of the smile at frame (I) 
  Break for 
end for 
-------- Compute average ------------- 
 
Peak-AVG = 0          // Denote computing Peak interval average  
 
for j = S to N 
 Peak-AVG =peak-AVG + Mouth-Size(j) 
End for 
 
Peak-AVG= Peak-AVG/(N-S) 
 
-------- Compute peak intervals ------------- 
 
for h = S to N 
 if (Mouth-Size(h) >= Peak-AVG) 
  P1 = h            // Denote the Peak start at frame(h) 
  Break for 
End for 
 
for f= N to P1 
 if (Mouth-Size(f) >= Peak-AVG) 
  P2 = f            // Denote the Peak end at frame(f) 
  Break for  
End for 
 
-------- Compute end of smile -------------- 
 
for g = p2 to N 
 if (𝒅𝑵𝟏,𝒈 < 1) 
  E = g           // Denote the end of the smile at 
frame(g) 
  Break for 
End for 
 
To detect the peak interval (P1, P2), first, we compute the “peak average” 
as we assume after locating the smile, start point peak will be next. Computing 
peak average is done on the mouth area 𝑚1, where we compute the average 
from the frame S to the end of the smile video. Computing the peak average will 
create a virtual threshold line that will identify the peak interval. Identify (P1, P2) 
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is done by scanning the 𝒎𝟏 value through the smile from the start point to the 
end of the video and comparing it to the peak average. P1 is identified by 
checking the mouth size at each frame to the peak average which identified the 
P1 from the start of the smile to the end of the video. P2 is identified by checking 
the mouth size at each frame to the peak average from the end of the video to 
P1. Identify the end of smile E is done by comparing the 𝒅𝟏 changes to the neutral 
frame (𝒅𝑵) from the P2 to the end of the video if it is less than the 1 that is 
indicated the end of the smile.  We set the end threshold value to 1 because it 
indicates that the 𝒅𝟏 is fully returned to the neutral expression. 
The design algorithm for detecting the smile interval is based on the 
experiment done on the MUG dataset where we tried different features to identify 
the smile interval. To test our approach, we manually coded the smile interval in 
the MUG dataset where we identified the frame number that indicates each smile 
interval point (S, P1, P2, E). 
To identify the smile interval accuracy, we manually coded the MUG 
dataset with smile interval attributes and comparing it to the proposed method. 
As a shown, we gain 95% correct time interval. 
7.2.2 Smile Analysis 
After identifying the smile intervals, we measured a set of features to 
identify the smile dynamic. We analysed the smile within the time intervals. Smile 
analysis contains different features such as: 
1. Mouth corner distance changes  
2. Mouth size changes  
3. Upper and lower lips changes 
4. Eye area changes 
5. Flow value  
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6. Time 
7. Facial features order of activation  
 
The selection of these features is based on the landmark detection model 
and the dynamic characteristics these features have through smile expression. 
As shown in Table 7-1, where each feature is computed in different ways and 
used for different purposes, we use 𝒅𝟏 and 𝒎𝟏 to identify the smile intervals. We 
studied both the dynamic characteristics of 𝒅𝟏, which represent the distance 
between the mouth corners, mouth area which represents the dynamic change 
of the upper, lower lips and between the lips area. Eye area dynamics represents 
the eye area changes through smile expressions which capture changes in the 
eye through the smile expression.  
Flow value represents the displacement of pixels caused by the smile 
formulation in specific regions of the face where we use a dense optical flow 
algorithm to measure these displacements presented by [147]. Where using 
landmarks we allocate a set of regions of interest that cover eyes, cheeks and 
mouth as shown in Figure 7-5 Flow computational was used for two purposes: 
first, to compute overall displacement of the face through the smile; second, to 
measure order of activation for each facial feature. 
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Figure 7-5: Regions of interest. 
 
Computing overall displacement is done by summing up all displacement 
value in each region of interest in terms of smile intervals. This is done by 
computing flow value using dense optical flow (for more details refer to Appendix 
A). Computing order of activation for each facial feature is done by comparing the 
flow value for each region and taking them in order from the area with the 
maximum flow to the lowest.  
Lastly, we measure the smile time presented by smile intervals. Our study 
of the time is to see if the same subject with a different smile has the stability of 
producing the same intervals on different occasions. 
After calculating each feature, we normalise it by dividing with the triangle 
contracted by the tip of the nose and the outer corner of the eyes. The 
normalisation process unifies the finding for each subject and eliminates distance 
factor to the camera. Normalising the features is done by applying the following 
equation:  
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𝐹𝐸𝑛 = 
𝐹𝐸𝑛,𝑖
∆11,20,29
⁄ ,                                                                         (7.3) 
 where 𝐹𝐸𝑁 is the feature for ID 𝑛 and 𝑖 represents the frame number           
and (∆11,20,29) is the triangle contracted by the eyes outer corner (𝑝11, 𝑝22), points 
and tip of the nose (𝑝29). 
We measure dynamic features and we use different machine-learning 
techniques to identify the face, landmark and the flow of each feature, which all 
contain an error rate in their computations which will reflect on smile dynamic 
features variation within the same subject expressing the same smile. 
Additionally, since we have more than one smile for each subject we predict there 
will be small variations in computing the dynamics of the smile since these 
features have dynamic characteristics. To overcome this problem, we compute 
the features intervals represented by (β, 𝛾) where β represents the high features 
interval and 𝛾 represents the low interval of the features. Combining (β, 𝛾) will 
create a virtual cluster that represents the average of smile dynamic for a specific 
subject. 
The computation of both intervals is done by first computing the (𝜇 , 𝑠𝑡𝑑) 
where 𝜇𝑛 is the minimum average for smiles for the same subject and 𝑠𝑡𝑑𝑛 is the 
maximum standard deviation for different smiles for the same subject. Since our 
dataset contains 20 subjects with an average of three smiles each, computing the 
(β, 𝛾) will show different aspects of consistency and stability within the same 
subject. Furthermore, it will be used for classification with other smiles to signify 
the uniqueness of the smile. Computing (β, 𝛾) was done on the MUG dataset with 
an average of three smiles per subject using the following equations:  
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𝜇𝑛 =
1
𝑠𝑛
∑ {
1
𝑚
∑ 𝐴𝑉𝐺_𝐹𝐸𝑛,𝑖
𝑚
𝑖=1  },                                                            
𝑠𝑛
𝑑=1   (7.4) 
𝑠𝑡𝑑𝑛 = Max {√
1
𝑧
∑ (𝐹𝐸𝑛,𝑗 − 𝑚𝑒𝑎𝑛𝑛)
2
  𝑧𝑗=1 }
1
𝑠𝑛
                                   (7.5) 
𝛽𝑛 = 𝜇𝑛 +    𝑠𝑡𝑑𝑛 ,                                       (7.6) 
𝛾𝑛 = 𝜇𝑛 −    𝑠𝑡𝑑𝑛 ,                                                  (7.7) 
where 𝜇𝑛 is the average of features 𝑛 computed to over 𝑠 number of smiles 
for a specific subject where each smile has specific averages 𝐴𝑉𝐺_𝐹𝐸𝑛,𝑖 
computed within each smile interval 𝑚. 𝑠𝑡𝑑𝑛 represents the maximum of 
standards division computed on different smiles for the same subject 𝑛 over the 
number of smiles 𝑠. 𝛽𝑛 represents the high interval for features 𝑛 which is 
computed by adding the average of multiple smiles 𝜇𝑛 to the maximum of 
standards deviation value 𝑠𝑡𝑑𝑛.  𝛾𝑛 represents the low interval for features 𝑛 which 
is computed by subtracting the average of multiple smiles 𝜇𝑛 to the maximum of 
standards deviation value  𝑠𝑡𝑑𝑛.   
7.2.3 Computing Similarities  
For classification, we use 2D-clustering where we use both (β, 𝛾) to identify 
the boundary for each feature cluster related to the specific subject. These 
clusters represent different features in a 2D space with a boundary set by 
computing the (β, 𝛾). To compute the smile similarity using the proposed features 
we compare the dynamics of each feature if it is within the boundary (β, 𝛾) which 
is represented as a score and related to the specific subject. Summing up all the 
smile scores for different factures represents the smile similarity for different 
Chapter 7 
166 
 
 
subjects. For visualising purposes, Figure 7-6 shows two clusters for 𝒅𝟏  and 𝒎𝟏 
for one subject in the MUG dataset. As shown, each feature has a (β, 𝛾) 
 
Figure 7-6: Visualising 2D clustering. 
 
The process of creating a similarity matrix is done by comparing the (β, 𝛾) 
and then using the features with smile intervals to identify the subject identity. 
Different intervals have different ways of computing (β, 𝛾) where the start interval 
is computed over three frames around the S point, peak is computed through the 
number of frames within (p1, p2) and end is computed with three frames around 
the E point. 
7.3 Results 
Our analysis was done on the MUG dataset where we used 20 subjects, 
where each subject had an average of three smiles. For testing our smile interval 
detection, we compare our proposed method to the manual set of smile intervals 
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which we add to the MUG dataset. Figure 7-7 shows the proposed method 
detected intervals (S-P, P1-P, P2-P, E-P) versus the manual time intervals (S, 
P1, P2, E) for 10 subjects. Our algorithm has a 95% approval with the manual 
coded. 
 
 
Figure 7-7: Smile interval - manual vs proposed. 
 
To test our proposed dynamic features, we first examine how many 
similarities each feature contains. For finding similarities we use our 2D-clustering 
technique to examine how much each feature is similar or unique for all the smiles 
in the MUG dataset. In the first experiment, we compute similarity for each time 
interval (S, P1-P2, E). Figure 7-8 shows the similarity percentages for the 
dynamic facial features in the start of the smile.  
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Figure 7-8: Dynamic features similarity at the onset interval. 
 
Figure 7-9 shows the facial features similarity at the peak of the smile 
which shows the uniqueness of each facial feature in peak interval. As an 
example, as shown the lower lip percentages shows 10% similarity which implies 
that three smiles’ have similar lower lips dynamic in the peak period. Figure 7-10 
shows the facial features similarity at the end of the smile. 
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Figure 7-9: Similarity of the dynamic features at the peak of the smile. 
 
 
Figure 7-10: Similarity of the dynamic features at the offset interval. 
 
In the second experiment, we compute the average flow similarity for each 
smile interval. Figure 7-11 shows the average similarity of the total flow in the 
facial features of each subject, normalised for each smile interval. 
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Figure 7-11: Face flow similarity within smile intervals. 
 
Finally, we compute the time features, where we compute the similarity of 
time intervals between the subjects in the MUG dataset. Figure 7-12 shows the 
smile interval similarity. Using the total time as the signature shows that 8% of 
the subjects use the same timing.  
 
Figure 7-12: Time intervals’ similarity. 
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As we use the flow value for computing the total displacement as shown 
in figure 7-11, we use it in computing order of activation. After testing the order of 
activation, we find a variation within the same subject in terms of the order they 
use facial features to formulate the smile. Additionally, the result shows that the 
mouth region has the highest flow value, cheeks the second and eyes the lowest. 
These findings divert our attention to which parts of the face have more weight in 
smile expression (left or right). Using the proposed method, the results show 
partial stability of using the left or right side of the face for the same subject. The 
result shows that 60% of the subjects in the MUG dataset use their left side of 
the face and the other 40% use the right side. Due to the weakness of this feature, 
we eliminated it from our computation of similarity matrix. 
For validation of our approach, we compare all the feature clusters for all 
the subjects in the MUG dataset. We use (β, 𝛾) to identify the overall similarity for 
each subject in the dataset. Table 7-2 shows a similarity heat map for the subject 
where the same subject source has the highest scores. 
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Table 7-2: Similarity heat map. 
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7.4 Conclusions 
In this chapter, we investigate the possibility of using the smile expression 
as a biometric. Using machine-learning techniques, such as PCA and CNN, we 
gain very high recognition rates where these techniques use a huge number of 
features and gain a 99% recognition rate. On the other hand, we notice that both 
machine-learning techniques used here make use of a lot of features which are 
not related to the dynamic of the smile which conflict with our main research 
question of this chapter, i.e. can we use smile dynamic as a biometric? 
In this chapter, we have presented a novel algorithm to study if the 
dynamic features of the smile can be used as a biometric. Our approach is to 
study only the dynamic characteristics of the facial features through the smile 
expression. First, we identify the smile interval which represents different parts of 
the smile in terms of time such as the start point, peak points and the end of the 
smile. Using time intervals, we focus our analysis on different dynamic features 
which include, upper and lower lips, mouth area, eyes, the distance between the 
mouth corners, the flow of the face and time of smile in terms of smile interval. 
The proposed algorithm identifies the smile intervals showing a 95% correct 
detection when tested with the manually coded intervals in the MUG dataset.  
For classification, we present the feature interval which is a 2D cluster that 
captures different variations of features through the smile expression.  Feature 
intervals are computed using the average and the standard deviation for different 
smiles for the same subject and used to measure the degree of similarity between 
different subjects.  
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Our results show that humans smile expression is stable which includes 
the mouth size and smile length. Additionally, we show a degree of similarity 
among the features in the subjects in the MUG dataset which signify the 
uniqueness of the smile expression. Further, the results indicate that the 
dynamics can be used to identify different subjects uniquely. Finally, by analysing 
the facial feature activation we conclude that all humans have a similar order of 
facial features when expressing a smile. 
Thus, our results also indicate that smile expression can be used as a 
biometric or as a soft biometric due to the high similarity rate among the subjects 
in the MUG dataset. For future work, we intend to extend the number of features 
used and try different classification techniques to minimise the similarity rate. 
Furthermore, we will investigate other emotions for the possibility of using them 
as potential biometrics.
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8 Conclusions, Limitations and Future Work  
In this chapter we conclude this research and discuss the some of the 
potential limitation of the work carried so far on this topic. We further discuss 
potential future direction in which this work can be taken forward.  
8.1 Conclusions  
Emotions play a very important role in non-verbal communication as they 
provide an insight into human feelings and interactions [44]. Moreover, as 
humans become heavily dependent on technology, using devices such as 
computers, phones and tablets, it would be useful if computers could synthesise 
human facial expressions [44].  
Facial expressions represent the emotional state caused by facial muscle 
movement. Moreover, facial expressions can give an insight into human 
interactions and can provide information on the circumstances in which 
interaction occurs [169]. Ekman [3] identified six universal emotions (fear, 
sadness, disgust, anger, surprise, happiness) among different cultures. These 
universal emotions represent a small subset of emotions experienced by 
humans. Facial expression analysis is useful for a wide range of applications,  
including, but not limited to, facial animation [29], human computer interaction 
[16, 17, 169] and robots [170]. Additionally, it gives computers human 
characteristics in terms of interacting with and responding to humans.  
In this research, we study how facial expression are encoded with the 
dynamics of face during facial expressions, where we have introduced novel 
algorithms for detecting and analysing facial expressions. These algorithms use 
a set of minimal features to detect different action units and facial expressions 
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using the flow on the face. This is undertaken by identifying a set of connected 
regions of interest (ROI) to cover all possible movement of the facial features and 
using optical flow algorithms to measure the movement. As a result, we gain 86% 
correct classification of the six universal emotions (happy, surprise, anger, fear, 
sad and disgust) and 95% accuracy in detecting the commonly used 18 action 
units.  
Through our research, we intensively study the smile expression. The work 
included in detecting posed and genuine smiles, identifying gender as well as 
human identity itself. We have focussed on studying the smile expression due the 
powerful characteristics because it is:  
1) one of the six universal emotions, 
2) smile expression is considered one of the most sophisticated facial 
expressions, 
3) there are more than 18 types of smiles, 
4) smiles have been the focus of a lot of psychological and social 
behavioural research. 
The research carried on smile expression can be highlights as follows.  
We have introduced a statistical model to analyse facial features movement 
through to identify posed and genuine smiles. This done by identifying a set of 
regions of interest and compute the movement for each ROI. Identifying the ROI 
is done by using facial landmarks computed through the CHEHRA model and 
then using optical flow algorithm to measure the movement. Our approach has 
been tested on two publicly available datasets namely the CK+ and MUG. 
which has data representing posed and genuine smiles respectively. Our results 
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show that eyes contain the most information in order to distinguish between a 
posed and a genuine smile. Furthermore, a real smile has more facial muscle 
movement compared to a fake smile. Finally, a real smile has distinguishable 
movement distribution around the eyes compared to a fake smile. 
For identifying gender, we have studied the dynamic characteristics of the 
facial features through the smile expressions looking for clues of gender. This 
idea is supported by a set of psychological studies that show female have more 
expressive smiles than males. We proposed a novel algorithm for detecting 
gender based on measuring the spatial, area, geometric and intrinsic features 
which represent the dynamics of the smile. Using our approach, we successfully 
classify gender by looking only at the dynamic characteristics of the smile where 
we gain 86% in MUG dataset and 78% in the CK+ dataset classified using the 
KNN algorithm. 
 Finally, we take the concept of identifying gender using the smile dynamic 
a further step to identify the possibility of using smile expression as a biometric. 
In this research, we have studied the possibility of using the dynamic 
characteristics of smile expression to identify human identity. This done by 
measuring a set spatial, area, geometric, intrinsic and timing features in a specific 
time interval (smile interval). Our results indicate that the dynamic characteristics 
of the smile can be used as a biometric or as a soft-biometric and it shows that 
humans have a stable factor when expressing the smile over time. This research 
can be used as a foundation for creating a sophisticated biometric that we believe 
cannot be manipulated or duplicated. 
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8.2 General Limitations  
There are a number of limitations of this present work which we summarise 
below.  
A. Head movement  
As mentioned in the previous chapters, identifying and correcting for head 
movements is a very challenging problem where it affects the detection, analysis 
and the classification process. As our methods are computationally driven, we 
consider head movement one of the main challenges. 
B. Face-pose  
All our analysis and the proposed method were carried on datasets 
containing subjects with frontal view. Thus, subjects with non-frontal views will 
not work properly with proposed methods as it affects the face and landmark 
detection algorithms as well as the classification process. 
C. Environmental condition  
Our analysis was performed on datasets where subjects were recorded in 
carefully controlled environments. Running the algorithms on data from 
uncontrolled environment is still a challenging problem. Other researchers 
working on these problems have identified these problems such face detection, 
landmark detection algorithms and motion detection techniques which remain 
challenging when subjected to difficult environmental conditions.  
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D. Datasets  
Our analysis and detection were carried out on two datasets, namely the 
CK+ and the MUG datasets, which were designed and created in a controlled 
environment. We think if different datasets were obtained (e.g. more genuine 
smiles) there could be better results for discriminating between genuine and 
posed smiles. Moreover, for facial biometrics, using the smile dynamics, there 
are no publicly validated datasets and hence the accuracy of our results in this 
regard remains to be challenged.  
8.3 Future Work   
In this section we discuss in detail the future work for each chapter as 
follows.  
In chapter 4, we show how facial expressions are encoded within the 
dynamics of facial expressions, particularly in the smile. The proposed method 
can be enhanced further by adding both geometric and appearance information 
to overcome the limitation mentioned in Section 4.4. For example, using the 
active shape model (ASM) for identifying the geometric features and the active 
appearance model (AAM) for analysing the texture of the facial expressions may 
provide improvements. Similarly, classification can be improved using algorithms 
such as KNN, SVM and other similar classification algorithms. Additionally, the 
results can be extended to various other face poses apart from the frontal face. 
Finally, more powerful machine learning algorithms such as the use of CNN can 
be proposed. This can be used with large datasets to train the neural network 
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and to compare the hybrid model described above with the output of the CNN in 
terms of accuracy and performance. 
In chapter 5, we presented a statistical model used to analyse posed and 
genuine smiles. In our future work, we can use the findings of this research as a 
ground rule for creating an application for detecting fake and real smiles in real 
life environments where we propose a texture analysis algorithm to be performed 
on the eyes area which identifies the wrinkles and the movement of eyes more 
accurately. A Gabor function based approach, for example, can be utilised to 
make such enhancements. Other methods such as the active appearance model 
and wrinkle detection techniques will equally suit too. Additionally, we intend to 
study other emotions and their relationship with facial features arising from such 
emotions to quantify posed and genuine smiles.  
In chapter 6, we have shown that gender is encoded within the dynamic 
characteristics of the smile expressions. For future work, we intend to extend the 
number of features used which include more geometric distances and facial 
features shape representation in order to increase the feature space. This 
includes adding the active shape model to the system and comparing it with the 
proposed features to represent the dynamic features more accurately. For 
classification, we can use the CNN and compare it with other classification 
algorithms. Finally, we intend to study other emotions for gender difference. It is 
noteworthy to out point out that psychological studies have shown that other facial 
expressions such as fear and anger are considered to be more masculine and 
hence there is an avenue to undertake computer based on such facial 
expressions.  
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In chapter 7, we have shown the possibility of using the dynamic 
characteristics of the smile expression as a potential biometric. Future work 
includes can go into four possible directions. First, construing a new dataset 
which contains unique human identities such as the facial expressions from 
identical twins expressing emotions, as there are no datasets such publicly 
available datasets. Second, it is plausible to design a real-time application using 
the proposed method and test the approach on real data by taking into 
consideration this as soft biometric. Third, to find a way to use deep machine 
learning algorithms such as CNN and DCNN to identify the dynamic 
characteristics of facial expressions could be interesting. To achieve this, we 
suggest removing texture data from the face images to account for possible noise 
in the images which can then utilised to extract the dynamic features to train the 
CNN. Finally, once the above step is successful for the smile expression, we can 
investigate the use of other facial emotions such as fear, anger and surprise to 
look for biometric clues in them.   
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Appendix A: Location of ROI 
Allocating ROI is carried out by applying two main steps namely, 
identifying the location of ROI and applying the ROI on the face image.  
1) Identifying the ROI location 
To allocate region of interest (ROI), we need to understand the facial 
muscles structure. Faces comprise of muscles and nerves. Generally facial 
movement occurs when a set of muscles and nerves are triggered resulting in 
facial expressions. From an anatomical point view, we can allocate different facial 
muscles associated with each AU. Figure A-1 (a) shows the anatomical view of 
facial muscle and their location in the face. Using the location of each correlated 
muscle location with AUs, we placed 22 ROI as shown in Figure A-1(b). 
 
 Figure A-1: (a) Anatomical structure of the face, (b) Region of the interests. 
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2) Applying ROI on the Face 
 
Allocating the ROI is carried out by applying a set of rectangular and 
square areas at the approximate location of the resized face with fixed width and 
height. The allocation of each ROI done by studying location of the face muscles 
and their relationship with the corresponding AUs. Furthermore, using 
experiments to allocate the appropriate location and size of each ROI is done by 
trying different size and location to get to the best fit approximation of each ROI 
on CK+ dataset. Table A-1 below shows the location and size for 22 ROI. 
Table A-1: ROI specification. 
ROI Start location (X, Y) Window 
Size 
Area Name  
R 1 45 20 150 * 30 Front head  
R 2 110 45 50 * 25 Right eyebrows  
R 3 35 45 50 * 25 Left eyebrows 
R 4 120 60 30 * 30 Right eye 
R 5 50 60 30 *30 Left eye 
R 6 70 90 60 * 40 Upper nose area 
R 7 90 60 25 *70 Lower nose area 
R 8 40 100 40 * 50 Left cheek 
R 9 140 100 40 * 50 Right cheek 
R 10 50 150 30 * 30 Left corner mouth  
R 11 95 170 25 * 30 Middle upper lips  
R 12 110 150 40 * 30 Right corner mouth  
R 13 95 130 25 * 30 Middle lower lips  
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R 14 70 135 25 *25 Lower left lips  
R 15 120 135 25 *25  Lower right lips  
R 16 120 160 25 * 25 Upper right lips  
R 17 70 160 25 * 25 Upper left lips  
R 18 80 180 40 *20 Chin  
R 19 25 45 25 * 25 Outer corner of left 
eyebrows  
R 20 70 45 25 * 25 Inner corner of left 
eyebrows 
R 21 100 45 25 * 25 Inner corner of right 
eyebrows 
R 22 145 45 25 * 25 Outer corner of right 
eyebrows 
 
As an example of allocating the front head area (R1), first, we allocate 
point (50, 45) from the resized face and rectangle area of with 100 pixels width 
and 30 pixels height. These specifications allow us to measure the flow value in 
the front head area as shown in Figure A-2 below. 
 
Figure A-2: Allocating the front head area (R1). 
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Appendix B: The Optical Flow 
Optical flow (OPF) can be defined as "the displacement field for each of 
the pixels in an image sequence" or in other words to describe image motion. It 
is usually applied on image sequences that have a small-time gap between them. 
In recent work it has been shown that OPF track points or “facial landmarks” in 
multiple images/video and determine how these points are move. Optical flow 
algorithm is crafted based on several assumptions [58]: 
1) the pixel intensities of an object do not change between 
consecutive frames. 
2) neighbouring pixels have similar motion. 
Based on these assumptions, consider we need to track pixel value 
through image sequence. We need to compute the 𝐼(𝑥, 𝑦, 𝑡), where (𝐼) is the 
image intensity value at location (𝑥, 𝑦) at time (𝑡) which is used to distinguish 
between reference frame and the current frame. To compute OPF in an image 
sequence we need to compute the distance between current frame and in the 
next frame (𝑑𝑡) which will detonate as (𝑑𝑥, 𝑑𝑦). 
Based on these assumptions consider we need to track pixel (𝐼(𝑥, 𝑦, 𝑡)) 
where (𝐼) is the image intensity value at location (𝑥, 𝑦) at Time (𝑡). The movement 
in the next frame can be denoted by distance (𝑑𝑥, 𝑑𝑦) taken after 𝑑𝑡 time. Thus, 
the OPF can be formulated using: 
𝐼(𝑥, 𝑦, 𝑡) = 𝐼(𝑥 + 𝑑𝑥 , 𝑦 + 𝑑𝑦, 𝑡 + 𝑑𝑡)                                               (B.1) 
After taking Taylor series approximation of right-hand side and removing 
common terms and dividing by (𝑑𝑡) to get the following equation: 
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𝑓𝑥 𝑈 + 𝑓𝑦 𝑉 + 𝑓𝑡 = 0,                                       (B.2) 
where 𝑓𝑥 =
𝑑𝑓
𝑑𝑥
  ;    𝑓𝑦 =
𝑑𝑓
𝑑𝑦
     &     𝑈 =
𝑑𝑥
𝑑𝑡
  ;    𝑉 =
𝑑𝑦
𝑑𝑡
. 
The following equation is called the optical flow equation, where (𝑓𝑥) and 
(𝑓𝑦) are image gradients and (𝑓𝑡) is the gradient along time. However, (𝑈, 𝑉) is 
the unknown and this equation can't be solved with two unknown variables. So, 
several methods were proposed to solve this problem. Based on the recent work 
[21, 57]  in this Appendix we describe a dense optical flow by Farneback [58]. 
Two-Frame Motion Estimation Based on Polynomial Expansion by 
Gunner Farneback 
Franeback’s approach involves computing all the pixels in an image to 
identify motion. In their approach they approximate the neighbourhood using 
polynomial expansion (specifically using quadratic polynomials). The following 
equation shows the local signal model and expressed in a local coordinate 
system: 
𝑓(𝑥) =  𝑥𝑇𝐴𝑥 + 𝑏𝑇𝑥 + 𝑐,                                                                    (B.3) 
where (𝐴) is a symmetric matrix, (𝑏) is a vector and (𝑐) is a scalar. The 
coefficients are estimated by weighted least square fit to a single pixel values of 
the neighbourhood. 
Based in the hypotheses if polynomial undergoes an ideal translation 
taking in consideration the exact quadratic polynomial: 
𝑓1(𝑥) =  𝑥
𝑇𝐴1𝑥 + 𝑏1
𝑇𝑥 + 𝑐1.                                                               (B.4) 
A new signal 𝑓2(𝑥) can be constructed by global displacement 𝑑. 
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              𝑓2(𝑥) =  𝑥
𝑇𝐴2𝑥 + 𝑏2
𝑇𝑥 + 𝑐2,                                                                 (B.5) 
𝑓2(𝑥) = 𝑓1(𝑥 − 𝑑) =  (𝑥 − 𝑑)
𝑇𝐴1(𝑥 − 𝑑) + 𝑏1
𝑇(𝑥 − 𝑑) + 𝑐1,             (B.6) 
= 𝑥𝑇𝐴1𝑥 + (𝑏1 − 2𝐴1𝑑)
𝑇𝑥 + 𝑑𝑇𝐴1𝑑 − 𝑏1
𝑇𝑑 + 𝑐1,                              (B.7) 
= 𝑥𝑇𝐴2𝑥 + 𝑏2
𝑇 + 𝑐1,                                                                         (B.8) 
where (based on the brightness constancy assumption): 
𝐴2 = 𝐴1,                                                                                           (B.9) 
𝑏2 = 𝑏1 − 2𝐴1𝑑,                                                                             (B.10) 
The value of the displacement can be computed through: 
 2𝐴1𝑑 = −(𝑏2 − 𝑏1),                                                                        (B.11) 
 𝑑 = −
1
2
𝐴1
−1(𝑏2 − 𝑏1),                                                                      (B.12) 
where (𝐴) is non-singular. To estimate a displacement value (𝑑) they 
extract neighbourhood pixels of point (𝑥 , 𝑦) and point (𝑥 + 𝑑𝑥 , 𝑦 + 𝑑𝑦). The 
polynomial basis is extracted and the computation that is shown above is 
performed. 
Practical Considerations 
In their work they assume the entire signal (motion) is a single polynomial 
and a global translation relating the two signals which are unrealistic. 
Furthermore, when the assumptions are relaxed, and errors are introduced which 
can be computed in Equation (B.11). They start by replacing global polynomial in 
equation (B.3) with local polynomial approximations. 
Appendix B 
206 
 
 
Given two images (𝐴2, 𝐴1) with expansion coefficients (𝐴1(𝑥), 𝑏1(𝑥), 𝑐1(𝑥)) 
and (𝐴2(𝑥), 𝑏2(𝑥), 𝑐2(𝑥)) for both images respectively, since 𝐴2 = 𝐴1 and 
according to Equation (9) in practice we need an approximation where, 
𝐴(𝑥) =
𝐴1(𝑥)+𝐴2(𝑥)
2
 ,                                                                     (B.13) 
and 
∆𝑏(𝑥) = −
1
2
𝐴1
−1(𝑏2(𝑥) − 𝑏1(𝑥)),                                               (B.14) 
Computing primary constraint: 
𝐴(𝑥)𝑑(𝑥) = ∆𝑏(𝑥).                                                                      (B.15) 
Equation (B.15) can be solved point wise, but the result can be noisy. On 
the other hand, they make the assumption that there is small variation in the 
displacement field. This assumption integrates the information from 
neighbourhood pixels. So, to satisfy equation (B.15) taking in consideration 
neighbourhood (𝐼) of (𝑥), or more formally minimizing, 
∑ 𝑤(∆𝑥)‖𝐴(𝑥 + ∆𝑥)𝑑(𝑥) − ∆𝑏(𝑥 + ∆𝑥)‖2.∆𝑥 ∈ 𝐼                           (B.16) 
where (𝑤(∆𝑥)) is the weight function for the neighbourhood points, the 
minimum value obtained using the following equation for,  
𝑑(𝑥) = (∑𝑤 𝐴𝑇𝐴)−1 ∑𝑤 𝐴𝑇 ∆𝑏.                                                  (B.17) 
After dropping some indexing to make the expression more readable the 
minimum value can be computed using, 
𝑒(𝑥) =  (∑𝑤 ∆𝑏𝑇 ∆𝑏) − 𝑑(𝑥)𝑇 ∑𝑤 𝐴𝑇∆𝑏.                                    (B.18) 
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Thus, these equations used to compute the flow for every successive 
frame and to estimate the displacement vector for the entire image sequence or 
video.
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Appendix C: Viola Jones Algorithm  
Viola-jones algorithm consist of the following 4 main parts: 
1. Haar-like Features 
The Haar-like features or rectangle filters have been widely used in object 
detection and they are named after Haar wavelets.  Figure C-1 shows some 
examples of Haar features (A and B show two rectangular features, C shows 
three rectangular features and D shows four rectangular features). The Viola-
Jones algorithm uses just two-rectangular features. 
 
 
 
Figure C-1 :  Haar-like features [24]. 
 
In order to define the subsections of an image, Haar-like features define a 
detection window that considers adjacent rectangular regions at a specific 
location, calculating the sum of pixel intensity of each region. It then computes 
the difference between these sums that defines the image subsection. In order to 
understand how to choose Haar-like features in the Viola-Jones algorithm, they 
use some properties common in human faces, for example:   
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• the eye region is darker than the upper cheeks,  
• the nose bridge region is brighter than the eyes. 
 
To reduce the computational time needed to compute the Haar-like features, 
the Viola-Jones algorithm uses an “integral image”. 
 
2. Integral Image for Rapid Feature Detection 
Integral image computes a value at each pixel (x, y) that is the sum of the 
pixel values above and to the left of (x, y) inclusive as described in [24], where, 
ii(x, y) =  ∑ i(x′, y′)x′≤ yy′≤ ,                                                                        (3.1)                          
where ii(x, y)  is the integral image and  i(x′, y′) is the original image.  
3. AdaBoost Machine Learning Method 
Computing integral images and applying Haar-like features, which are 
computationally heavy, creates the number of features in a window of size 24*24 
applying a five-rectangle feature (2 x two-rectangle features, 2 x three-rectangle 
features and 1 x four-rectangle) which equals 162,336 [24]. In order to reduce the 
number of features the Viola-Jones algorithm uses the AdaBoost machine-
learning method. A common observation among all faces is that the region of the 
eyes is darker than the region of the cheeks. Therefore, AdaBoost chooses Haar-
like features for face detection as a set of two adjacent rectangles that lie above 
the eye and the cheek region, as shown in Figure C-2. 
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Figure C-2 : Haar-like features defined by AdaBoost [24]. 
 
Another Haar-like feature defined by AdaBoost, as shown in Figure C-2, 
is that the nose region is brighter than the region of the eyes. Therefore, 
AdaBoost chooses Haar-like features for face detection as a set of three adjacent 
rectangles that lie above the nose and eye regions. The Viola-Jones algorithm 
claims that through using AdaBoost, they reduced the number of features from 
162,336 to 6,000 [24]. 
4. Cascaded Classifier to Combine Many Features Efficiently 
 
Computing 6,000 features in a 24*24 window is computationally heavy. By 
using a cascaded classifier, the main idea is to reject many non-face sub windows 
without the need to compute 6,000 features, which makes the Viola-Jones 
algorithm applicable for real-time application
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Appendix D: The Machine Learning Algorithm for the Facial 
Expression Biometric 
In this appendix, we use machine-learning techniques to test the emotional 
biometric. We use a MUG dataset which contains 20 subjects where each subject 
has on average of three smiles. We use two machine-learning techniques which 
include: principle component analysis (PCA) and deep convolutional neural 
network. 
1. Principle Component Analysis (PCA) 
Principal component analysis (PCA) is a technique that is used for data 
compression and classification [119]. PCA’s original use was to reduce the 
dimensionality of a dataset. This is done by identifying a new set of linearly 
uncorrelated variables that contains most significant information about the data. 
This set of variables is called the principal components (PCs). 
PCA algorithms have been applied in a wide-ranging field of studies 
including face detection, face recognition and gender classification. Furthermore, 
they have been used as a tool for data analysis and making predictive models.  
PCA is applied efficiently in face recognition and gains a high classification 
rate. Basically, PCA represents the face using eigenfaces, which transform the 
face into a set of principal components (eigenfaces). PCA uses these eigenfaces 
to initiate the learning phase. Recognition is done by projecting a new face into 
the eigenface subspace and using a distance algorithm to identify the appropriate 
class. 
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In terms of our research, we apply PCA to the MUG dataset and try to 
classify it using the smile expression video. The MUG dataset contains 20 
subjects expressing smiles with an average of three smiles per subject. For 
training PCA we use 70% of the data (7,056 images). For testing, we use 30% of 
the data (one smile video per subject). For classification, we use Euclidean 
distance to measure a new smile in the smile subspace. The results show a 
detection rate with 99% using all the 7056-eigenfaces for getting the highest 
detection rate. This high classification rate is due to a large number of features 
that have been applied in the PCA training phase which shows that the smile 
does not affect the face recognition.  
2. Convolutional Neural Networks (CNNs) 
Convolutional neural networks (CNN) have been a hotspot in computer 
vision in recent years as they show improvement for the state-of-the-art 
application. CNN is a deep artificial neural network that is used primarily to 
classify images, find similarities and accomplish object recognition. Furthermore, 
these algorithms can identify different objects such as faces, individuals, street 
signs, tumours and other parts of visual data. According to [171], CNN is inspired 
by the animal visual cortex which shows that the connectivity pattern between 
neurons resembles the organisation of the cortex.  
In terms of computing, CNN consists of several layers that process and 
transform data through layers to produce an output. Usually, CNN is trained using 
a huge number of images in order to perform classification, object detection, 
segmentation and image processing. According to [172], CNN contains three 
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main concepts: local receptive fields, shared weights and biases, and activation 
and pooling. 
Local receptive fields in CNN consist of input layer neurons connected to 
neurons in the hidden layer, where they can be used to create a feature map from 
the input layer to the hidden layer neurons. For efficient application of this process 
they apply convolution.  
Secondly, in a typical neural network, a CNN has neurons with weights 
and biases. Where these values are computed using training images, the CNN 
model learns and updates them with each new training data. On the other hand, 
in the case of CNNs, the weights and biases are the same for all the hidden 
neurons in a given layer which shows that the same layers are detecting the same 
feature. Finally, activation and pooling are used to transform the output of each 
neuron by using an activation function. One of the well-known activation functions 
is the Rectified Linear Unit (ReLU) which uses the highest value to map the output 
of the neuron. Pooling is used to reduce the diminution of the features map 
produced by the activation function which reduces the number of parameters that 
the model needs to identify to learn. CNN can have tens or hundreds of hidden 
layers that learn to detect different features of an image using these three 
concepts. 
Typically, CNN has three ways to analyse images: train a new CNN, 
transfer learning and use a pre-trained CNN to extract features. Train a new CNN, 
has a higher accurate output but needs a huge number of images and significant 
computational resources. Transfer learning uses the knowledge from a specific 
model and reuses it as the starting point for another model with different data and 
object. Comparing the computational resources and the data needed to train a 
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new CNN shows fewer data and fewer computational resources. Finally, where 
using a pre-trained model to extract features from images, then using some 
classification algorithms to classify these features. 
In our research, we use a pre-trained model which is the VGG model to 
extract fractures from our dataset. VGG-face is a CNN pre-trained model 
presented by [173] where they use 2.6 million images to train their model. In our 
experiment, we use the MUG dataset where we use 20 subjects with an average 
of three smiles, for training we use 70% of the data which contain 7,056 images, 
for testing we use the other 30% which contain 2,883 images. The results show 
a 99.3% correct classification with 0 error rate using layer 34 of the CNN. 
