Language identification is a simple problem that becomes much more difficult when its usual assumptions are broken. In this paper we consider the task of classifying short segments of text in closely-related languages for the Discriminating Similar Languages shared task, which is broken into six subtasks, (A) Bosnian, Croatian, and Serbian, (B) Indonesian and Malay, (C) Czech and Slovak, (D) Brazilian and European Portuguese, (E) Argentinian and Peninsular Spanish, and (F) American and British English. We consider a number of different methods to boost classification performance, such as feature selection and data filtering, but we ultimately find that a simple naïve Bayes classifier using character and word n-gram features is a strong baseline that is difficult to improve on, achieving an average accuracy of 0.8746 across the six tasks.
Introduction
Language identification constitutes the first stage of many NLP pipelines. Before applying tools trained on specific languages, one must determine the language of the text. It is also is often considered to be a solved task because of the high accuracy of language identification methods in the canonical formulation of the problem with long monolingual documents and a set of mostly dissimilar languages to choose from. We consider a different setting with much shorter text in the form of single sentences drawn from very similar languages or dialects.
This paper describes experiments related to and our submissions to the Discriminating Similar Languages (DSL) shared task. This shared task has six subtasks, each a classification task in which a sentence must be labeled as belonging to a small set of related languages:
• Task The first three tasks involve classes that could be rightly called separate languages or dialects. The classes of each of the final three tasks have high mutual intelligibility and are so similar that some linguists may not even classify them as separate dialects. We will use the term "language variant" to refer to such classes.
In this paper we experiment with several types of methods aimed at improving the classification accuracy of these tasks: machine learning methods, data pre-processing, feature selection, and additional training data. We find that a simple naïve Bayes classifier using character and word n-gram features is a strong baseline that is difficult to improve on. Because this paper covers so many different types of methods, its format eschews the standard "Results" section, instead providing comparisons of methods as they are presented. 
Related Work
Recent directions in language identification have included finer-grained language identification (King and Abney, 2013; Nguyen and Dogruoz, 2013; Lui et al., 2014) , language identification for microblogs (Bergsma et al., 2012; Carter et al., 2013) , and the task of this paper, language identification for closely related languages.
Language identification for closely related languages has been considered by several researchers, though it has lacked a systematic evaluation before the DSL shared task. The problem of distinguishing Croatian from Serbian and Slovenian is explored by Ljubešić et al. (2007) , who used a list of most frequent words along with a Markov model and a word blacklist, a list of words that are not allowed to appear in a certain language. A similar approach was later used by Tiedemann and Ljubešić (2012) to distinguish Bosnian, Croatian, and Serbian. They further develop the idea of a blacklist classifier, loosening the binary restriction of the earlier work's blacklist and considering the frequencies of words rather than their absolute counts. This blacklist classifier is able to outperform a naïve Bayes classifier with large amounts of training data. They also find training on parallel data to be important, as it allows the machine learning methods to pick out features relating to the differences between the languages themselves, rather than learning differences in domain.
Zampieri et al. consider classes that would be most often classified as language varieties rather than separate languages or dialects Zampieri et al., 2013) . A similar problem of distinguishing among Chinese text from mainland China, Singapore, and Taiwan is considered by Huang and Lee (2008) who approach the problem by computing similarity between a document and a corpus according to the size of the intersection between the sets of types in each.
A similar, but somewhat different problem of automatically identifying lexical variants between closely related languages is considered in (Peirsman et al., 2010) . Using distributional methods, they are able to identify Netherlandic Dutch synonyms for words from Belgian Dutch.
Data
This paper's training data and evaluation data both come from the DSL corpus collection (DSLCC) (Tan et al., 2014) . We use the training section of this data for training and the development section for evaluation. The training section consists of 18,000 labeled instances per class, while the development section has 2,000 labeled instances per class.
In order to try to increase classifier accuracy (and to avoid the problems with the task F training data), we decided to collect additional training data for each open-class task. For each task, we collected newspaper text from the appropriate websites for each of the 2-3 languages. We used regular expressions to split the text into sentences, and created a set of rules to filter out strings that were unlikely to be good sentences. Because the pages on the newspaper websites tended to have some boilerplate text, we collated all the sentences and only kept one copy of each sentence. In order to create balanced training data, for each task we downsampled the number of sentences of the larger collection(s) to match the number of sentences in the smaller collection. For example, we downsampled the British English collection to 473,350 sentences and combined it with the American English sentences to create the training data for English. Figure 1 shows results of training using this external data.
Features
We use many types of features that have been found to be useful in previous language identification work: word unigrams, word bigrams, and character n-grams (2 ≤ n ≤ 6). Character n-grams are simply substrings of the sentence and may include in addition to letters, whitespace, punctuation, digits, and anything else that might be in the sentence. Words, for the purpose of word unigrams and bigrams, are simply maximal tokens not containing any punctuation, digit, or whitespace.
When instances are encoded into feature vectors, each feature has a value equal to the number of times it occured in the corresponding sentence, so the majority of features have a value of 0 for any given instance, but it is possible for a feature to occur multiple times in a sentence and have a value greater than 1.0 in the feature vector. Table 2 below compares the performance of a naïve Bayes classifier using each of the different feature groups below.
Word
Character Task Table 2 : Accuracies compared for different sets of features compared. The classifier used here is naïve Bayes.
Methods
Our baseline method against which we compare all other models is a naïve Bayes classifier using word unigram features trained on the DSL-provided training data. The methods we compare to it can be broken into three classes: other machine learning methods, feature selection methods, and data filtering methods. The classification pipeline used here has the following stages: (1) data filtering, (2) feature extraction, (3) feature selection, (4) training, and (5) classification.
Machine Learning Methods
We will use the following notation throughout this section. An instance x, that is, a sentence to be classified, with a corresponding class label y is encoded into a feature vector f (x), where each entry is an integer denoting how many times the feature corresponding to that entry's index occurred in the sentence. The class label here is a language and it's drawn from a small set y ∈ Y.
In addition to the naïve Bayes classifier, we also experiment with two versions of logistic regression and a support vector machine classifier. The MALLET machine learning library implementations are used for the first three classifiers (McCallum, 2002) and SVMLight is used for the fourth (Joachims, ) .
Naïve Bayes A naïve Bayes classifier models the class label as an independent combination of input features.
As naïve Bayes is a generative classifier, it has been shown to be able to outperform discriminative classifiers when the number of training instances is small compared to the number of features (Ng and Jordan, 2002) . This classifier is additionally advantageous in that it has a simple closed-form solution for maximizing its log likelihood.
Logistic Regression A logistic regression classifier is a discriminative classifier whose parameters are encoded in a vector θ. The conditional probability of a class label over an instance (x, y) is modeled as follows:
The parameter vector θ is commonly estimated by maximizing the log-likelihood of this function over the set of training instances (x, y) ∈ T in the following way:
The term R(θ) above is a regularization term. It is common for such a classifier to overfit the parameters to the training data. To keep this from happening, a regularization term can be added which keeps the parameters in θ from growing too large. Two common choices for this function are L2 and L1 normalization:
L2 regularization is well-grounded theoretically, as it is equivalent to a model with a Gaussian prior on the parameters (Rennie, 2004) . But L1 regularization has a reputation for enforcing sparsity on the parameters. In fact, it has been shown to be quite effective when the number of irrelevant dimensions is greater than the number of training examples, which we expect to be the case with many of the tasks in this paper (Ng, 2004) .
Support Vector Machines A support vector machine (SVM) is a type of linear classifier that attempts to find a boundary that linearly separates the training data with the maximum possible margin. SVMs have been shown to be a very efficient and high accuracy method to classify data across a wide variety of different types of tasks (Tsochantaridis et al., 2004) . Table 3 below compares these machine learning methods. Because of its consistently good performance across tasks, we use a naïve Bayes classifier throughout the rest of the paper.
Feature Selection Methods
We expect that the majority of features are not relevant to the classification task, and so we experimented with several methods of feature selection, both manual and automatic.
Information Gain As a fully automatic method of feature extraction, we used information gain to score features according to their expected usefulness. Information gain (IG) is an information theoretic concept that (colloquially) measures the amount of knowledge about the class label that is gained by having access to a specific feature. If f is the occurence an individual feature andf the non-occurence of a feature, we measure its information gain by the following formula: To reduce the number of features being used in classification (and to hopefully remove irrelevant features), we choose the 10,000 features with the highest IG scores. IG considers each feature independently, so it is possible that redundant feature sets could be chosen. For example, it might happen that both the quadrigram ther and the trigram the score highly according to IG and are both selected, even though they are highly correlated with one another.
Parallel Text Feature Selection Because IG feature selection often seemed to choose features more related to differences in domain than to differences in language (see Table 7 ), we wanted to try to isolate features that are specific to language differences. It has been shown in previous work that training on parallel text can help to isolate language differences since the domains of the languages are identical (Tiedemann and Ljubešić, 2012) . For each of the tasks, 1 we use translations of the complete Bible as a parallel corpus, running IG feature selection exactly as above. Manual Feature Selection We also used manual feature selection, selecting features to use in the classifiers from lists published on Wikipedia comparing the two languages. Of course some of the features in lists like these are features that are quite difficult to detect using NLP (especially before the language has been identified) such as characteristic passive or genitive constructions. But there are many features that we are able to detect and use in a list of manually selected features, such as character n-grams relating to morphology and spelling and word n-grams relating to vocabulary differences. Table 5 below compares these feature selection methods on each task. Since the manual feature selection suggested all types of features, including character n-gram and word unigram and bigram features, the experiments in this section use all features described in Section 3.1. The results show that any type of feature selection consistently hurts performance, though IG hurts the least, and it should be noted that in certain cases with other machine learning methods, IG feature selection actually yielded better performance than all features. That the feature selection methods designed to isolate language-specific features performed so poorly is one indicator that the labeled data has additional differences that are not tied to the languages themselves. We discuss this idea further in Section 5. Table 5 : Comparison of manual and automatic feature selection methods. IG and parallel feature selection both use the 10,000 features with the highest IG scores.
Data Filtering Methods
English Word Removal In looking through the training data for the non-English tasks, we observed that it was not uncommon for sentences in these languages to contain English words and phrases. Because foreign words should be independent of the language/dialect used, English words included in the sentences for other tasks should just be noise that, if removed will improve classification performance.
For each of the non-English tasks (A, B, C, D, and E), we create a new training set for identifying English/non-English words by mixing together 1,000 random English words with 10,000 random tasklanguage words. The imbalance in the classes is a compromise, approximating the actual proportions in the test without leading to a degenerate classifier. Because English and the other classes are so dissimilar, the performance of the English word classifier is very insensitive to the actual ratio. From this data, we train a naïve Bayes classifier using character 3-grams, 4-grams, and 5-grams.
We manually labeled the words of 150 sentences from the five non-English tasks in order to evaluate the English word classifier. Across the five tasks, the precision was 0.76 and the recall was 0.66, leading to an F1-score of 0.70. Any words labeled as English by the classifier were removed from the sentence and it was passed on to the feature extraction, classification, and training stages.
Named Entity Removal We also observed another common class of word that could potentially act as a noise source: named entities. Across all the languages listed studied here, it is common for named entities to begin with a capital letter. Lacking named entity recognizers for all the languages here, we instead used the property of having an initial capital letter as a surrogate for recognizing a word as a named entity. Because all the languaes studied here also have the convention of capitalizing the first word of a sentence, we remove all words beginning with a capital letter except for the first and pass this abridged sentence on to the feature extraction, classification, and training stages. The line marked "DSL" is the learning curve for the DSL-provided training data evaluated against the developement data. The line marked "external" is our external newspaper training data evaluated against the development data. The line marked "external (CV)" is our external training data evaluated using 10-fold cross-validation. Table 7 : The ten word-unigram features given the highest weight by information gain feature selection for each of the six tasks.
Discussion
Across many of the tasks, there was evidence that performance was tied more strongly to domain-specific features of the two classes rather than to language-(or language-variant-) specific features. For example, Table 7 shows the best word-unigram features selected by information gain feature selection for each of the tasks. The Portuguese, Spanish, and English tasks specifically have as many of their most important features named entities and other non-language specific features. It seems that for many of the tasks, it is easier to distinguish the subject matter written about than it is to distinguish the languages/dialects themselves. With Portuguese, for example, Brazilian dialect speakers were much more likely to discuss places in Brazil and mention Brazilian reais (currency, abbreviated as R), while European speakers mentioned euros, places in Portugal, and discussed Portuguese politics. While there are definite linguistic differences between Brazilian and European Portuguese, these seem to be less pronounced than the superficial differences in subject matter.
Practically, this is not necessarily a bad thing for this shared task, as the domain information gives extra clues that allow the task to be completed with higher accuracy than would otherwise be possible. This would become problematic if one wanted to apply a classifier trained on this data to general domains, where the classifier may not be able to rely on the speaker talking about a certain subject matter. To address this, the classifier would either need to focus on features specific to the language pair itself or would need to be trained on data that spanned many domains.
Further evidence of domain overfitting comes from the fact that the larger training sets drawn from newspaper text were not able to improve performance on the development set over the provided training data, which is presumably drawn from the same collection as the development data. Figure 1 shows learning curves for each of the six tasks. Though all the external text is self-consistent (cross-validation results in high accuracy), in none of the cases does training on a large amount of external data allow the classifier to exceed the accuracy achieved by training on the DSL data.
Conclusion
In this paper we experimented with several methods for classification of sentences in closely-related languages for the DSL shared task. Our analysis showed that, when dealing with closely related languages, the task of classifying text according to its language was difficult to untie from the taks of classifying other text characteristics, such as the domain. Across all our types of methods, we found that a naïve Bayes classifier using character n-gram, word unigram, and word bigram features was a strong baseline.
In future work, we would like to try to improve on these results by incorporating features that try to capture syntactic relationships. Certainly some of the pairs of languages considered here are close enough that they could be chunked, tagged, or parsed before knowing exactly which variety they belong to. This would allow for the inclusion of features related to transitivity, agreement, complementation, etc. For example, in British English, the verb "provide" is monotransitive, but ditransitive in American English. It is unclear how much features like these would improve accuracy, but it is likely that they would ultimately be necessary to improve classification of similar languages to human levels of performance.
