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Abstract
Dye sensitised solar cells (DSSCs) mimic charge excitation and transfer processes found in
natural photosynthesis to directly convert sunlight into electricity. Combining easy assembly
with relatively cheap materials they offer a potentially cost effective solution to our energy
requirements. Numerous physical processes are at work within a DSSC and the underlying
complexity of these competing processes has meant that, despite considerable research effort,
advances in obtaining a viable device efficiency have stagnated.
The aim of this thesis is to examine, by density functional theory calculations, some of
the processes at work in DSSCs with the motivation being to provide insight that informs the
design of more efficient devices by experimentalists. Our calculations study some of the key
factors affecting device efficiency, in particular the interaction of binding moieties with TiO2
surfaces, the role intrinsic and extrinsic defects have in defining the properties of semicon-
ductors, the molecular design of sensitising dyes and the effect this has on both dye-dye and
dye-semiconductor interactions. Finally we implement and test the excited state formalism of
time dependent density functional theory (TDDFT) within the linear scaling DFT code CON-
QUEST, allowing excited state properties of large systems to be examined computationally.
Our approach propagates the density matrix in real time (RT-TDDFT), and finally we use our
implementation to model the real time response of TiO2 clusters and dyes to external electric
fields.
Contents
1 Introduction 13
1.1 Dye Sensitised Solar Cells . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
1.2 DSSC Efficiency . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
1.2.1 Charge Transfer . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
1.2.2 Dye Design & Optical Response . . . . . . . . . . . . . . . . . . . . 19
1.2.3 Current Developments . . . . . . . . . . . . . . . . . . . . . . . . . 20
1.3 Overview . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
2 Density Functional Theory 22
2.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
2.2 The Schrödinger Equation & Many-Body Systems . . . . . . . . . . . . . . 22
2.3 Hartree-Fock . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
2.3.1 Exchange & Correlation I . . . . . . . . . . . . . . . . . . . . . . . 26
2.4 Density Functional Theory . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
2.4.1 The Hohenberg-Kohn Theorems . . . . . . . . . . . . . . . . . . . . 27
2.4.2 The Kohn-Sham Approach . . . . . . . . . . . . . . . . . . . . . . . 29
2.4.3 Exchange & Correlation II . . . . . . . . . . . . . . . . . . . . . . . 31
2.5 Practical DFT Calculations . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
2.5.1 Periodicity . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
2.5.2 Plane-Waves . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
2.5.3 Pseudopotentials . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
2.6 Chapter Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38
3 Adsorption of Acidic Binding Groups on TiO2 Surfaces 39
3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39
3.2 Computational Details . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
1
CONTENTS 2
3.3 Bulk TiO2 Properties . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42
3.4 TiO2 Surfaces . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45
3.4.1 Anatase (101) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45
3.4.2 Anatase (001) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47
3.4.3 Rutile (110) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49
3.5 Adsorption of Acidic Anchors . . . . . . . . . . . . . . . . . . . . . . . . . 51
3.5.1 Anatase (101) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52
3.5.2 Rutile (110) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55
3.5.3 Anatase (001) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57
3.6 Chapter Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59
4 Sensitising TiO2: Dye Design 60
4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60
4.2 Computational Details . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62
4.3 Chromophore Adsorption on (101) Surface . . . . . . . . . . . . . . . . . . 63
4.3.1 Binding Mode and Adsorption Geometry . . . . . . . . . . . . . . . 63
4.3.2 Adsorption Energies . . . . . . . . . . . . . . . . . . . . . . . . . . 65
4.3.3 Electronic Structure . . . . . . . . . . . . . . . . . . . . . . . . . . 68
4.4 Chapter Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 76
5 Modifying TiO2: Aluminium Doping 77
5.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77
5.2 Computational Detail . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79
5.3 Bulk TiO2 Defects . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 81
5.4 (101) Surface . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85
5.4.1 Oxygen Vacancy . . . . . . . . . . . . . . . . . . . . . . . . . . . . 87
5.5 Vacancy Diffusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 89
5.6 Electronic Structure & Chromophore Adsorption . . . . . . . . . . . . . . . 93
5.7 Chapter Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 96
6 RT-TDDFT in the CONQUEST Code 97
6.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 97
6.2 Computational Approach . . . . . . . . . . . . . . . . . . . . . . . . . . . . 98
6.2.1 Linear Scaling DFT . . . . . . . . . . . . . . . . . . . . . . . . . . . 98
6.2.2 Real Time TDDFT . . . . . . . . . . . . . . . . . . . . . . . . . . . 99
CONTENTS 3
6.2.3 Linear Response . . . . . . . . . . . . . . . . . . . . . . . . . . . . 102
6.3 Propagator Unitarity . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 103
6.3.1 Time-Step Dependence . . . . . . . . . . . . . . . . . . . . . . . . . 103
6.3.2 Matrix Exponential Truncation . . . . . . . . . . . . . . . . . . . . . 107
6.4 Small Molecules . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 108
6.4.1 Identifying Transitions . . . . . . . . . . . . . . . . . . . . . . . . . 108
6.4.2 Basis Sets . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 110
6.4.3 Benchmark Tests . . . . . . . . . . . . . . . . . . . . . . . . . . . . 110
6.5 Computational Scaling: Alkane Molecules . . . . . . . . . . . . . . . . . . . 112
6.5.1 Propagator Truncation . . . . . . . . . . . . . . . . . . . . . . . . . 114
6.5.2 Density Matrix Truncation and Scaling . . . . . . . . . . . . . . . . 118
6.6 Chapter Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 119
7 Dye Sensitised Nanoclusters by RT-TDDFT 121
7.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 121
7.2 Computational Details . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 122
7.3 QSEs in TiO2 Nanoclusters . . . . . . . . . . . . . . . . . . . . . . . . . . . 123
7.3.1 Structural Properties . . . . . . . . . . . . . . . . . . . . . . . . . . 123
7.3.2 Optical Properties . . . . . . . . . . . . . . . . . . . . . . . . . . . . 126
7.4 Sensitising Dyes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 127
7.5 Sensitised Nanoclusters . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 129
7.6 Chapter Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 135
8 Overview & Conclusions 136
8.1 Anchoring to TiO2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 136
8.2 Dye Design . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 137
8.3 Interplay Between Intrinsic and Extrinsic Defects in TiO2 . . . . . . . . . . . 137
8.4 RT-TDDFT . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 138
CONTENTS 4
List of Publications
• C. O’Rourke and D. R. Bowler, “DSSC Anchoring Groups: A Surface Dependent Deci-
sion”, In preparation
• C. O’Rourke and D. R. Bowler, “Linear Scaling TDDFT in CONQUEST”, In prepara-
tion
• C. O’Rourke and D. R. Bowler, “Intrinsic Oxygen Vacancy and Extrinsic Aluminium
Dopant Interplay: A Route to the Restoration of Defective TiO2”, In preparation
• K. Sodeyama, M. Sumita, C. O’Rourke, U. Terranova, A. Islam, L. Han, D. R. Bowler,
and Y. Tateyama, “Protonated Carboxyl Anchor for Stable Adsorption of Ru N749 Dye
(Black Dye) on a TiO2 Anatase (101) Surface”, J. Phys. Chem. Lett., 3 (2012), 472-477
• C O’Rourke and D. R. Bowler, “Adsorption of Thiophene-Conjugated Sensitisers on
TiO2 Anatase (101)”, J. Phys. Chem. C, 2010, 114(47), 20240
List of Figures
1.1 Typical dye sensitised solar cell schematic . . . . . . . . . . . . . . . . . . . 15
1.2 DSSC energy schematic: Schematic of selected charge transfer processes in a
DSSC, with the Fermi energy (EF) and the open-circuit voltage (VOC) labelled.
Desirable processes are illustrated by black arrows: (1) Photo-excitation, (2) Injection,
(3) Regeneration. Undesirable processes adversely affecting the cell efficiency are
illustrated by grey dashed arrows: (4) Non-radiative decay, (5) Recombination, (6)
Interception. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
2.1 A simplistic schematic for a self-Consistent DFT loop . . . . . . . . . . . . . 31
2.2 Two dimensional illustration of the supercell approach for simulating a water
molecule within periodic boundaries. . . . . . . . . . . . . . . . . . . . . . . 36
3.1 Total energy variation with respect to Monkhorst-Pack k-point mesh density
along the minor axis (bottom) and energy cut-off (top) for bulk TiO2 rutile
and anatase. For the variation in K-point mesh density the number of K-points
along the major axis is held constant. . . . . . . . . . . . . . . . . . . . . . . 41
3.2 Anatase (left) and Rutile (right) TiO2 unit cells. Oxygen atoms are blue, Ti-
tanium atoms are green. Lattice parameters (a & c) and bond length (d), as
described in the text, are labelled. . . . . . . . . . . . . . . . . . . . . . . . 42
3.3 TiO2 energy dependence on unit cell volume (Anatase left, rutile right), with
cubic spline fitting of data. . . . . . . . . . . . . . . . . . . . . . . . . . . . 44
3.4 Anatase surfaces: (101) left and (001) right. Titanium atoms are green, oxygen
atoms are blue. Both top views (top) and side views (bottom) are included,
with coordination of surface atoms labelled. . . . . . . . . . . . . . . . . . . 46
5
LIST OF FIGURES 6
3.5 Rutile (110) surfaces: Titanium atoms are green, oxygen atoms are blue. Both
top view (top) and side view (bottom) are included, with coordination of sur-
face atoms labelled. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49
3.6 Acidic binding groups examined: (i) Phosphonic acid, (ii) Formic acid and
(iii) Boronic acid. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52
3.7 Binding Structures for Acidic Groups: Bidentate (BID), Bidentate-chelating
(BIC), Monodentate (MON), Monodentate with hydrogen bond (MON-H) and
Tridentate (TRI)(Phosphonic acid is the only anchor for which the tridentate
mode is possible) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53
3.8 Anchor adsorption structures on anatase (101): Two most stable adsorption
structures for formic acid ((i) & (iv)), boronic acid ((ii) & (v)) and phosphonic
acid ((iii) & (vi)) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54
3.9 Anchor adsorption structures on rutile (110): Bidentate and monodentate struc-
tures for formic acid ((i) & (iv)), boronic acid ((ii) & (v)) and phosphonic acid
((iii) & (vi)) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56
3.10 Anchor adsorption structures on anatase (001): Most stable adsorption struc-
tures for formic acid ((i) & (iv)), boronic acid ((ii) & (v)) and phosphonic acid
((iii) & (vi)) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58
4.1 Tetrahydroquinoline chromophores, (C2-1, C2-2) and Carbazole chromophores,
(JK-24, JK-25) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61
4.2 (i) C2-1 deprotonation pathway on chromophore adsorption. (ii) Chromophore
binding modes: bidentate bridging(left) and monodentate(right). . . . . . . . 64
4.3 Relaxed adsorption geometry for (i) two chromophore and (ii) one chromophore
representations of monolayer coverage C2-1. . . . . . . . . . . . . . . . . . 66
4.4 Selected Dihedral Angles (deg): C2-1 and C2-2 MONO adsorption on anatase
(101) surface . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67
4.5 Partial DOS: Projection on pi-A and carboxylic acid anchor group (red), to-
tal chromophore (orange), total system (grey) of the tetrahydroquinoline dyes
adsorbed on the Anatase (101) surface: (i) ISOL (ii) MONO . . . . . . . . . 69
4.6 Partial DOS: projection on pi-A and carboxylic acid anchor group (red), total
chromophore (orange), total system (grey) of the carbazole dyes adsorbed on
the Anatase (101) surface: (i) ISOL (ii) MONO . . . . . . . . . . . . . . . . 70
LIST OF FIGURES 7
4.7 Dipole induced shift of substrate energy levels: DOS for clean anatase (101),
ISOL and MONO adsorptions for (i) C2-1 (ii) C2-2. Projection on adsorbed
chromophore in orange. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72
4.8 (i) Charge reconstruction isosurface at 0.05 e/Å3. Charge increase in blue,
depletion in red. (ii) Plane integrated charge transfer along the [101] direction,
∆ρ(z) . MONO structure aligned with axes as guide for the eye. . . . . . . . 73
4.9 Molecule only monolayer for C2-1: (i) Schematic showing molecule dipole
orientations: all parallel (left:D1) and one Antiparallel (right:D2). (ii) Molecule
only monolayer structures from above (separation = 1.2). (iii) HOMOs for
C2-1 molecule only monolayer structures D1 and D2 for differing separation
along the [010] and [101¯] directions. Separation is given as a scaling factor of
the separation in the original MONO unit cell. . . . . . . . . . . . . . . . . . 74
4.10 Isosurfaces of band decomposed partial charge distribution 0.05 e/Å3: HOMO
(blue) and Dye-LUMO (red) partial charge distributions for C2-1: 1(i), C2-2:
1(ii), JK-24: 2(i) and JK-25: 2(ii) . . . . . . . . . . . . . . . . . . . . . . . . 75
5.1 Anatase (101) surface: 4 layer slab used in defect calculations. Titanium
atoms are represented in green, oxygen atoms in blue. The bounding box
shows the unit cell with the cell dimensions in Å. . . . . . . . . . . . . . . . 80
5.2 Aluminium doped anatase defect structues. Titanium atoms are represented in
green, oxygen in blue, aluminium in orange. For clarity the defects are shown
in a single (101) layer. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 81
5.3 A1 Bulk Defect: U dependence on band gap (Eg), oxygen hole state (E1) and
defect formation energy (∆E0K). . . . . . . . . . . . . . . . . . . . . . . . 84
5.4 A1 Bulk Defect: Top Selected bond lengths for the A1 defect. Largest bond
lengths resulting from a localised polaron are in bold. Bottom (a) Atom la-
bels used in table above. (b) GGA+U(6eV) defect state with localised hole.
Titanium atoms are represented in green, oxygen atoms in blue, aluminium
in orange and spin difference isosurface in yellow (0.04 ev/Å). (c) Projected
density of states for A1 defect. Top: GGA, Bottom: GGA+U (U=6eV). Total
DOS in grey and for GGA+U calculations the oxygen 2p states are represented
in orange. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85
LIST OF FIGURES 8
5.5 Notation for surface defect positions relative to the 101 surface. Titanium
atoms are represented in green, oxygen atoms in blue and aluminium in or-
ange. Ti(5) labels five-fold co-ordinated titanium atoms, Ti(6) six-fold coor-
dinated. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 86
5.6 Partial density of states for single Al dopants in the (101) surface. Top: A1
defect in D1 surface position. Bottom: A1 defect in D2.2 position. Projection
on the oxygen atoms is in orange, total DOS in grey. . . . . . . . . . . . . . 88
5.7 A1 Surface Defect: GGA+U spin difference isosurface (yellow, 0.02 (0.04
ev/Å)) for the A1 single substitutional defect at varying positions in the (101)
surface. Associated hole position relative to the conduction band is also given. 89
5.8 (i) Spin isosurface for oxygen vacancy state in the (101) surface and (ii)partial
density of states for GGA(top) and GGA+U(U=3eV)(bottom) . . . . . . . . 90
5.9 (i) Diffusion pathway for an oxygen vacancy towards Aluminium dopants re-
sulting in a defect of A2 type. For clarity only the central layer is illustrated.
(ii) Potential energy pathway along the shown diffusion pathway, with a spline
fitted to the data to serve as a guide to the eye. . . . . . . . . . . . . . . . . . 91
5.10 (a) Diffusion pathway for oxygen vacancy towards Aluminium dopants result-
ing in a defect of A3 type. For clarity only the central layer is illustrated. (b)
Potential energy pathway along the shown diffusion pathway, with a spline
fitted to the data to serve as a guide to the eye. . . . . . . . . . . . . . . . . . 92
5.11 Partial density of states. Top: C2-1 adsorbed on clean anatase (101). Middle:
C2-1 adsorbed on anatase (101) containing an A2 subsurface defect. Bottom:
C2-1 adsorbed on anatase (101) containing an oxygen vacancy. The projection
on the chromophore is in orange, total DOS in grey. . . . . . . . . . . . . . . 93
5.12 GGA+U partial density of states for C2-1 adsorbed above an oxygen vacancy.
The projection on the chromophore is in orange, total DOS in grey. . . . . . . 95
6.1 Applied electric field and induced dipole moment for a benzene molecule.
(∆t = 0.03 a.u. ≈ 0.00073 fs.) . . . . . . . . . . . . . . . . . . . . . . . . . 102
6.2 Plot of the absolute values of matrix U†SU − S (on a base 10 log scale),
illustrating the propagator unitarity for the exponential midpoint propagator,
for varying time step sizes (in au.). The system studied is a single benzene
molecule, and the matrix is shown at the end of a 10 au. run. . . . . . . . . . 104
LIST OF FIGURES 9
6.3 Variation in total charge (on a base 10 log scale) with time step size, following
a 10 au. run for benzene using all three propagators. Also included is charge
variation for the EM propagator without the self-consistent propagator step
(see text for details). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 105
6.4 Plot of the absolute values of the matrix U†SU − S (on a base 10 log scale),
illustrating the propagator unitarity for the exponential midpoint propagator,
for differing number of terms in the Taylor expansion for our propagator. The
system studied is a single benzene molecule, and the matrix is shown at the
end of a 10 au. run (dt = 0.04 au.) . . . . . . . . . . . . . . . . . . . . . . . 106
6.5 Absolute variation in total charge (on a base 10 log scale) with the number of
terms in our matrix exponential expansion, following a 20 au. run for benzene
using the EM propagator with a time step of 0.04 au. . . . . . . . . . . . . . 107
6.6 (i) Resonant energy difference from the ground state, ERES-EGS, for CO molecule
with E-field frequency corresponding to the first transition of the calculated
absorption spectrum (Fig. 6.7(i)), polarised along the C-O bond. The arrow
shows the point at which ρEX is obtained. (ii) Resonant ρEX − ρGS for first
transitions of CO (top) and C2H4 (bottom). Isosurfaces in blue are positive,
red are negative. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 109
6.7 (i): Absorption strength function for carbon monoxide from RT-TDDFT and
experiment. Experimental data taken from [1]. (ii) Absorption strength func-
tion for Benzene from RT-TDDFT. Experimental data taken from [2]. . . . . 112
6.8 Alkane molecule chemical structure (left) and the molecular structure of the
C11H24 molecule (right). . . . . . . . . . . . . . . . . . . . . . . . . . . . . 113
6.9 Basis set variation of the calculated alkane optical absorption spectra. Effect of
increasing the number of PAOs in the basis set(left) and the effect of extending
the radii of the basis functions(right) are shown. . . . . . . . . . . . . . . . 113
6.10 Average absolute error in the S-1H (left) and S-1 (right) matrix elements with
matrix range for the C47H96 molecule. SZP basis set is used, generated with a
55meV confinement potential. . . . . . . . . . . . . . . . . . . . . . . . . . 115
6.11 Plot of the absolute values of the matrix U†SU − S (on a base 10 log scale),
illustrating the propagator unitarity for differing truncation ranges of the S-1
and S-1H matrices for the C47H96 molecule . . . . . . . . . . . . . . . . . . 116
6.12 Average absolute error in the S-1H matrix elements with system size. . . . . . 117
LIST OF FIGURES 10
6.13 Average value of the U†SU−S matrix with S-1H matrix range for the C103H208
molecule calculated with a SZ2P basis set. . . . . . . . . . . . . . . . . . . . 118
6.14 K matrix truncation radii dependence: Spectra generated for the C47H96 molecule
at varying density matrix cut-off radii. (Total run time of 400 a.u. at a time
step of 0.05 a.u.) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 119
6.15 Computational TDDFT run time versus system size for long chain alkane
molecules. The system was run with a timestep of 0.05 a.u. for a total time of
10 a.u. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 120
7.1 Ti-O radial distribution function for the largest and smallest TiO2 clusters ex-
amined . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 125
7.2 Calculated absorption spectra for the (TiO2) . . . . . . . . . . . . . . . . . . 126
7.3 Calculated absorption spectra for the (TiO2)N clusters (left) and absorption
energy onset (right). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 128
7.4 Chemical structures for the examined dye molecules:(i) C343, (ii) NKX-2311,
(iii) NKX-2586 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 128
7.5 Absorption spectra for C343, and comparison to experimental data from [3]. 129
7.6 Absorption spectra for NKX-2311, and comparison to experimental data from
[3]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 130
7.7 Absorption spectra for NKX-2586, and comparison to experimental data from
[3]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 130
7.8 Absorption spectra for C343, (TiO2)8 and the sensitised model system, C343-
(TiO2)8. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 133
7.9 (i) Time dependent dye localised charge following promotion from HOMO→LUMO+1.
Ground state dye-localised charge is illustrated with red line. (i) charge dif-
ference density plot for ρEX −ρGS . The regions of positive charge difference
are in blue, those in red are negative. . . . . . . . . . . . . . . . . . . . . . . 134
List of Tables
3.1 Calculated and experimental lattice parameters and bond lengths of bulk anatase
and rutile TiO2. Values in brackets give the errors with respect to experiment. 43
3.2 Anatase (101) Surface: (i) Relaxed and unrelaxed surface energies for dif-
ferent layer anatase slabs (ii) Displacements from bulk position on relaxation
of Anatase (101) surface for 3 layer slab (values for 6 layer slab are shown in
brackets) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47
3.3 Anatase (001) Surface: (i) Relaxed and unrelaxed surface energies for dif-
ferent layer anatase slabs (ii) Displacements from bulk position on relaxation
of Anatase (001) surface for 3 layer slab (values for 7 layer slab are shown in
brackets) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48
3.4 Rutile (110) Surface: (i) Relaxed and unrelaxed surface energies for different
layer rutile slabs (ii) Displacements from bulk position on relaxation of Rutile
(110) surface for 3 layer slab (values for 11 layer slab are shown in brackets) . 50
3.5 Calculated adsorption energies for acids on the Anatase (101) surface (in eV.) 53
3.6 Calculated adsorption energies for acids on the Rutile (110) surface (in eV.) . 55
3.7 Calculated adsorption energies for acids on the Anatase (001) surface (in eV.) 57
4.1 Adsorption energies of monolayer (MONO) and monomer (ISOL) dye inter-
actions with (101) surface and the Van der Waals correction for adding an
extra thiophene moiety to the pi linker (vdW). . . . . . . . . . . . . . . . . . 67
5.1 Calculated and experimental lattice parameters and bond lengths of bulk anatase
TiO2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79
5.2 Calculated ∆E0K for bulk aluminium defect typei A2 with varying supercell
size. Dimensions are given as multiples of unit cell vectors along the two
minor and one major axis respectively. . . . . . . . . . . . . . . . . . . . . 83
11
LIST OF TABLES 12
5.3 Calculated ∆E0K for bulk aluminium defect types with and without applied
U correction. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 84
5.4 Calculated ∆E0K for differing positions in a 4 layer (101) slab. Most stable
defect positions for each type are highlighted in bold. A1 GGA+U reaction
energies are given relative to the bulk defect formation energy. . . . . . . . . 87
5.5 Calculated adsorption energies for the C2-1 chromophore on the anatase (101)
surface. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 95
6.1 Basis set dependence of calculated TDLDA transition energies (eV.) for first
valence (pi → pi∗) and Rydberg (pi → 3s) excitations for the C2H4 molecule. . 111
6.2 Comparison of calculated TDLDA transition energies for small molecules
with other values and experiment. Conquest results obtained with 5Z4P basis
sets, with the exception of benzene (2Z2P). . . . . . . . . . . . . . . . . . . 111
7.1 Unrelaxed (left columns) and relaxed (right columns) (TiO2)N clusters examined.124
7.2 Size dependence of the calculated average bond distances for TiO2 clusters. . 124
7.3 Frontier molecular orbitals for the C343-(TiO2)8 system. . . . . . . . . . . . 132
Chapter 1
Introduction
Mimicking nature is no mean feat. Billions of years of trial and error underly an elegance to
some of nature’s problem solving that can bely the complexity of the processes involved. Pick-
ing apart these complex processes and understanding how nature works is at best challenging.
Artificially replicating them is often considerably more so.
However, technological advances can be made when scientists and engineers take their
cues from nature. Some examples of such biomimicry include self-cleaning super-hydrophobic
surfaces inspired by the properties of lotus leaves [4, 5], carbon dioxide capture utilising the
carbonic anhydrase enzymes used in biological respiration processes[6] and irridescent nanos-
tructures mimicking those of butterfly wings[7].
Photosynthesis is one of the most fundamental of nature’s processes. Increasing global
energy requirements coupled with the environmental impact of fossil fuel combustion provide
an excellent motivation for us to replicate it. Copying nature in this way would allow us to
harness power from one of the most readily available sources of clean energy, the sun.
Natural photosynthesis involves the harvesting of light energy in a system of chlorophyll
antenna by excitation of electrons. An electron transfer chain then provides efficient charge
separation[8]. Dye sensitised solar cells (DSSCs) mimic this efficient charge excitation and
transfer process in order to directly convert sunlight into electricity.
While first and second generation solar cells, based on crystalline silicon and thin film
semiconductors, offer higher efficiencies (∼ 20-30[9]), DSSCs combine easy assembly with
relatively cheap materials to offer a potentially cost-effective solution to our energy require-
ments. However, wide-scale economic viability requires a balance between cost and the re-
sulting device efficiency that, for the moment, is precluded by the current technology in the
13
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field.
Numerous physical processes are involved in DSSC operation, such as molecule surface
interaction, chromophore aggregation, the character of semiconductor defects, interactions at
semiconductor solution interfaces and electron transfer, which have a range of applicability
beyond that of DSSCs. While this makes them interesting candidates for investigation in their
own right, it is the optimisation of the many properties of DSSCs to improve efficiency that
provides the main driving force behind a very active research field.
Despite considerable interest in DSSCs, and much research effort, only small efficiency
improvements have been made over the past 20 years; the current benchmark efficiency stands
at 12.3% [10], while in 1993 the benchmark device already had an efficiency of 10% [11].
Computational processing power has increased dramatically over this period, and with it so
too has the scope for utilizing computational physics to both predict and elucidate the physical
behaviour of real systems.
In order to aid design and drive forward the efficiency of DSSC devices a deeper under-
standing of the physical processes at work is required. Presented in this thesis are computa-
tional studies examining some of the fundamental mechanisms that govern the efficiency of
dye sensitised solar cells, with the aim of offering insight to experimentalists working in the
field. Several key processes are at work in a DSSC and in particular the first half of the thesis
focuses on some key themes not only in dye sensitised solar cell design but also in much of
nanotechnology. These are the effect of molecular design on both interactions with semicon-
ductor surfaces and molecular aggregation, and the role intrinsic and extrinsic defects have in
defining the properties of semiconductors. Electron response and transfer has a major role in
defining the properties of a material, and therefore its potential usefulness in any particular
device. Computational modelling of electron excitations and transfer is extremely demanding
and it is to this that the attention of the latter half of this thesis turns. Firstly implementing
a methodology by which the study of the optical properties and transfer of electrons may be
studied in large physically realistic systems, and finally using this implementaion to charac-
terise and model the behaviour of electrons in semiconductor nanoclusters of direct relevance
to dye sensitised solar cells.
In this chapter a brief review of some of the major research on dye sensitised solar cells
is presented, along with an outline of the operating principles and the factors governing cell
efficiency. Finally an overview of the remainder of the thesis is given.
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1.1 Dye Sensitised Solar Cells
Optical absorption of wide band gap semiconductors is limited to the ultraviolet part of the
solar irradiance spectrum. Sensitising these semiconductors to photons beyond the wide band
gap range provides energetic access to the majority of photons arriving at the earth’s surface
from the sun. Early attempts to increase the sensitivity of semiconductor oxides employed flat
single crystals, sensitised by the adsorption of perylene molecules [12].
        TiO2
Nanocrystals 
Dye
Figure 1.1: Typical dye sensitised solar cell schematic
Employing a sintered nanocrystalline TiO2 electrode in 1991, O’Reagan and Grätzel dra-
matically increased the surface area and consequent dye molecule take up of the semiconductor[13].
Resulting high efficiencies of the device, as high as 7.9%, provided considerable motivation
for further work in the field and it is generally taken as being the inception of modern dye sen-
sitised solar cells. Indeed the majority of the current research on DSSCs continues to employ
the main design traits of this O’Reagan/Grätzel cell.
A simple schematic for a typical DSSC can be seen in figure 1.1, in which a network of
sintered nanocrystalline TiO2 particles are screen printed onto a transparent conducting oxide
(T.C.O.) front contact, such as fluorine doped SnO2[14]. Upon the TiO2 a dye, that absorbs
strongly in the visible to near infrared part of the solar spectrum, is adsorbed. A platinum
coated T.C.O. is used as a back contact electrode to seal the cell, within which an electrolyte is
placed. Generally the electrolyte is composed of an iodide/tri-iodide couple in an acetonitrile
containing solution.
Current generation by a DSSC proceeds by the photoexcitation of the adsorbed chro-
mophore, followed by the rapid electron injection from its valence band into the conduction
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band of the semiconductor. Electrons then percolate through the semiconductor network to be
collected at the T.C.O. front contact. Electron collection at the front contact produces a flow
of charge which passes through some external circuit to the T.C.O. back contact. I3- present in
the electrolyte is then reduced to I- by electron transfer from the back contact. Regeneration
of the oxidised dye, and the complete cell, by the electrolyte proceeds by the conversion of I-
ions back to I3-.
Nanocrystalline TiO2 sensitised by Ruthenium based dyes and utilsing an iodide/tri-iodide
electrolyte have, up until recently, provided the benchmark efficiencies for DSSCs. Record ef-
ficiencies have been recorded with the so called black dye[15], the N3 dye[16] and its closely
related doubly deprotonated form N719[17], as well as forms functionalised with extended
ligands such as C101[18], all of which are based on Ruthenium. However a vast array of ma-
terials have been put to use in DSSCs, with numerous different dyes, electrolytes, electrode
morphologies and co-adsorbants. In the next section we discuss device efficiency, and some
of the factors affecting it along with several of the more recent developments and potential
strategies for increasing it (for a more detailed review see for example [19]). It is important
to remember that although the physics involved in DSSCs will, in general, have many com-
mon traits, given the breadth of materials used there will inevitably be fundamental working
differences and it is important to consider each on a case by case basis. Computation can play
a fundamental role in this respect, allowing the screening of potential materials for desirable
characteristics before being used in experiment as well as discerning the physics at work in
functioning DSSCs.
1.2 DSSC Efficiency
Cell conversion efficiency is measured as the ratio of the product of the open circuit voltage,
VOC with the short circuit current density, JSC and the fill factor, FF to the total incident solar
power:
η =
VocJscFF
Pin
(1.1)
Open circuit voltage is the difference between the quasi Fermi energy of the TiO2 electrode
and the redox potential of the electrolyte (as seen in figure 1.2) and short circuit current density
is that generated when there is zero load resistance. JSC is calculated by integrating the incident
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photon to current efficiency, IPCE, with the solar spectrum. IPCE is calculated as:
IPCE(γ) = LHE(γ)× Φinj × ηc (1.2)
where LHE(γ) is the light harvesting efficiency for a particular wavelength, Φinj is the
injection efficiency and ηc is the charge collection efficiency.
The fill factor gives some measure of the actual working power out with respect to the
maximum theoretical power output, and is simply the ratio between the product of maximum
operational voltage and current density with the product of VOC and JSC.
1.2.1 Charge Transfer
Many factors will affect the efficiency of a DSSC, not least of these are the charge dynamics
within the cell. Several distinct charge transfer processes are at work, some of which are
summarised in figure 1.2. Even from this simple schematic it is evident that charge transfer in
dye sensitised solar cells is extremely complicated. Here we briefly summarise only a few key
points (for fuller reviews see [20, 21]).
Desirable forward charge transfer processes include the dye photo-excitation, electron in-
jection from the dye excited state into the TiO2, charge collection in the TiO2 electrode, re-
duction of the electrolyte and subsequent regeneration of the dye. In competition with these
are undesirable, deleterous processes of non-radiative decay and quenching of the excited
chromophore, recombination of electrons from the TiO2 with the dye and the interception
of the injected electrons by the electrolyte. Direct competition exists between these forward
and deleterous transfer processes, and the materials used will define the relative rates and the
efficiency of the charge transfer mechanisms, and therefore of the cell.
For example, from equation (1.2) it can be seen that the efficiency of charge injection from
the dye excited state will directly affect the IPCE, and therefore the JSC. Efficient electron
injection from the dye to the titania electrode will proceed provided that the rate of injection
is large relative to the rate of excited state decay and other quenching processes. Electron
injection rates will be dependent on several factors, such as the driving force provided by
injection overpotential shown in figure 1.2, the coupling between the dye excited state and the
TiO2 acceptor states and the density of the acceptor states. Each of these properties can be
tuned with careful selection of materials.
Highlighting the role device materials have on charge injection is the extensive number
of dyes used, which can have fundamentally different characters. Even among very similar
dyes charge injection can differ significantly, with the classic example being the N3 dye and
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Figure 1.2: DSSC energy schematic: Schematic of selected charge transfer processes in a
DSSC, with the Fermi energy (EF) and the open-circuit voltage (VOC) labelled. Desirable pro-
cesses are illustrated by black arrows: (1) Photo-excitation, (2) Injection, (3) Regeneration. Undesirable
processes adversely affecting the cell efficiency are illustrated by grey dashed arrows: (4) Non-radiative
decay, (5) Recombination, (6) Interception.
its closely related doubly deprotonated salt N719. N719 has been reported to have a 30-fold
increase in injection time compared to N3, due to the effect of protons from the carboxylic
groups of N3 on the TiO2 conduction band[22]. Despite the increased injection time, N719
provides higher efficiencies due to an increase in VOC[23].
A vast range of dye structures will also lead to very different intermolecular interactions
on the semiconductor surface. A tendency of organic molecules to form aggregates, for exam-
ple, can have a significant bearing on the device efficiency. Formation of aggregates has been
shown to reduce injection efficiency, due to an increase in quenching pathways; for example
in squarine dyes a Förster like resonant energy transfer leads to singlet-singlet exciton anni-
hilation in aggregates[24, 25]. However in some cases the formation of aggregates can lead
to efficiencies equivalent to or better than in monomer form [26, 27, 28], hinting that work is
needed in order to understand fully the role of aggregates in DSSCs and providing an obvi-
ous role for computational work to broaden understanding. Routes have been taken to reduce
aggregation in sensitisers, such as design of non-planar dyes and addition of co-adsorbants.
Co-adsorbants have been shown in many cases to increase device efficiencies, but also add
further considerations to an already complicated device mechanism. Addition of a popular
co-adsorbant, chenodeoxycholate, for example can shift the conduction band of the electrode,
resulting in an increased VOC, but also to an increase the rate of recombination[29].
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Similarly to the competition between injection and excited state decay, efficient regenera-
tion will proceed provided that the rate of recombination of injected electrons is slow relative
to that of dye regeneration. Recombination is reported as being directly linked to the electron
density in the electrode, however other factors can also have an impact such as the addition
of co-adsorbants[29], dye structure [30, 31], defective states in the TiO2 electrode[32, 33] and
the addition of dopants [34, 35].
1.2.2 Dye Design & Optical Response
Optical response of sensitising dyes will influence the short-circuit current density, JSC, as
from equation (1.2) we can see that the IPCE depends directly upon the light harvesting effi-
ciency at any given wavelength. Efficient Ruthenium based sensitisers such as N3 and N719
adsorb over a wide range (∼ 350-700 nm.), up to the near infrared part of the spectrum where
absorption quickly tails off[16, 17]. Low molar extinction coefficients of these Ruthenium
dyes[36, 37] coupled with this low absorption in the infrared part of the solar spectrum mo-
tivates the search for new sensitising dyes[38]. Broadening the absorption spectra would in-
crease the IPCE, while using dyes with increased molar extinction coefficients allow thinner
electrodes to be used[39], which can improve the charge collection efficiency.
Organic dyes have two main advantages over their Ruthenium based counterparts, much
higher molar extinction coefficients and a lack of expensive noble metals[19, 40, 41]. How-
ever, organic chromophores will typically have a more narrow absorption spectrum[19].
Molecular design of sensitisers forms one of the main avenues of research in the field
of DSSCs, with considerable effort put into designing dyes with suitable properties. For ex-
ample, engineering chromophores with intramolecular charge transfer can produce enhanced
coupling of the excited state and the substrate. Typically this has been achieved through the
separation of an electrophobic donor and electrophilic acceptor group within the dye by way
of a pi linker, in D-pi-A structures[19, 42, 43]. Dye design in this manner can also be used to
control the optical response, with extension of the pi linker used to induce a red-shift in absorp-
tion spectra, and a subsequent increase in JSC[44]. Dye design also forms one of the pathways
taken to reduce aggregation in sensitisers, by the design of non-planar dyes exploiting steric
hindrance to prevent overpacking on the TiO2 surface.
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1.2.3 Current Developments
Many different approaches to improving cell efficiency have been explored, and in this sub-
section we briefly describe a select few of the current avenues of research.
One of the most obvious places to start with altering device properties is with the elec-
trode. TiO2 is the predominant semiconductor used in dye sensitised solar cells, and the
properties of its two most stable polymorphs, rutile and anatase, are therefore extremely im-
portant. Controlling the size, structure and the ratio of exposed surfaces provides one of the
areas of research for achieving increased cell efficiencies. Forcing growth of the nanoparti-
cles along one crystal direction can be used to create nanorod, nanowire and nanotube elec-
trode structures[45, 46, 47], and has been shown to improve charge collection and reduce
recombination[48]. Another approach which focuses on the electrode is to alter its electronc
structure by doping[49], or using plasma based treatments to reduce the number of defect re-
combination centres[50]. Being able to properly characterise the electrode, and the effect of
these changes on its properties, is of clear interest to researchers in the field.
Engineering dyes with desirable properties is another approach for improving cell effi-
ciency. As mentioned in the previous section this can offer significant control over the ag-
gregation and optical properties. Obtaining a single dye to absorb strongly across the whole
spectral range ∼350-950 nm remains a challenge which can be side-stepped by employing a
dual sensitising mechanism. Using two or more dyes with high molar extinction coefficients
allows this entire spectral width to be covered. Similarly this can be achieved by employing
dipole coupled energy transfer through the use of energy relay dyes. Again these approaches
highlight the potential benefits of being able to characterise the optical properties of dyes in-
dividually, as well as model the electronic response in coupled dye-TiO2 systems in real time.
1.3 Overview
The unifying theme of this thesis is to exploit computational methods to illuminate the pro-
cesses at work in DSSCs, with the aim of providing useful insights towards improving device
efficiency. The computational approach employed is density functional theory, and in chapter
2 we introduce the method and briefly review some of the fundamental background theory.
Dye anchoring to the semiconductor surface has an extremely important role in DSSCs,
having a major influence on charge transfer and device stability. An overwhelming majority of
dyes used in DSSCs utilise carboxylic anchor groups to bind to the semiconductor surface, and
the interaction between it and the majority face of the most popular semiconductor, anatase
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(101) TiO2, is an important one. However, several recent approaches to improving device effi-
ciency rely on increasing the exposed area of less stable surfaces of anatase, or using the rutile
polymorph of TiO2. In chapter 3, following an introduction to TiO2 and several important
surfaces, we contrast the binding of the carboxylic acid anchor group to several alternatives.
Our aim is to address the question of whether carboxylic acid is universally the most suitable
binding moiety, irrespective of the TiO2 surface.
We have already mentioned the importance of dye design and aggregation in DSSCs.
Chapter 4 investigates the effects of two common dye design mechanisms on the dyes, their
aggregation properties and the interaction with the substrate.
Defects have an important role in defining the properties of semiconductors, and therefore
DSSCs. In chapter 5 we investigate the efficiency improvements of DSSCs brought about
by introducing aluminium defects into the TiO2 electrodes. In particular we examine the
interplay between these extrinsic defects and one of the intrinsic defects typically found in
TiO2, the oxygen vacancy.
Throughout this introductory chapter an emphasis has been placed on the importance of
being able to characterise the optical properties of dyes as well as the potential benefits of
being able to model charge dynamics within physically realistic DSSC systems. Chapters
6 and 7 address this problem and focus on the closely related excited state counterpart to
density functional theory, time dependent functional theory (TDDFT). In 6 we discuss our
implementation of real time TDDFT in the linear scaling DFT code CONQUEST. Results of
the testing of our implementation are presented and discussed. Following the validation of our
method, chapter 7 proceeds to use our implementation to calculate the optical properties of
TiO2 nanoclusters. Finally we study three coumarin based dye employed in DSSCs, and as a
test model system we examine the interaction of the smallest of these dyes with a TiO2 cluster.
Chapter 2
Density Functional Theory
2.1 Introduction
The work presented in this thesis uses extensively an ab initio computational method known
as density functional theory (DFT). In this chapter we provide an overview of the theoretical
foundations behind the method, and highlight some key points for consideration when carrying
out calculations in practice. This will allow the focus of the remaining chapters to be on the
results obtained and their analysis.
2.2 The Schrödinger Equation & Many-Body Systems
Ab initio, meaning "from the beginning", refers in our context to computational methods based
upon the first principles of quantum mechanics. The fundamental equation governing the
behaviour of matter at the quantum scale is the non-relativistic Schrödinger equation1 :
Hˆ|Ψ(r,R, t)〉 = i ∂
∂t
|Ψ(r,R, t)〉 (2.1)
with the Hamiltonian operator Hˆ , given by:
Hˆ = −
∑
i
1
2
∇2ri +
∑
i
∑
j>i
1
|ri − rj | −
∑
I
1
2MI
∇2RI +
∑
I
∑
J>I
ZIZJ
|RI − RJ | −
∑
i,I
ZI
|ri − RI |
(2.2)
1Atomic units in use. Nuclear and electronic indices are indicated here by upper and lower case respectively. Spin
is included within the coordinate, such as r = {r}i = {x, y, z, σ}i. Z is the atomic number and M the ionic mass.
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The term many-body refers to the many-body wavefunction that results due to the coupling
of the equations of motion for many particles through some interaction, in our case electrons
and nuclei coupled through the Coulomb terms of the Hamiltonian. Coupled equations of this
sort are impossible to solve analytically for anything but the simplest systems. Dirac is quoted
as famously stating, with regard to many-body quantum mechanics[51]:
". . . the difficulty is that the exact application of these laws leads to equations
much too complicated to be soluble."
Our first step in simplifying the problem is to note that the nuclei are much more massive
than electrons, and on the time scale of electronic motion can be considered stationary. Known
as the Born-Oppenheimer approximation, this allows the nuclear and electronic equations of
motion to be decoupled:
Ψ(r,R, t) = Ψ(r, t; R)Φ(R,t) (2.3)
The electronic wavefunction now has a parametric dependence upon the nuclear positions
and the Coulomb interaction can be treated as a static external potential. Then assuming
that the electrons relax instantaneously to the ground state configuration, a similar decoupling
can be obtained for the time and spatial degrees of freedom, providing us with the following
electronic time independent Schrödinger equation (TISE):
Hˆel|Ψ(r; R)〉 = Eel|Ψ(r; R)〉 (2.4)
where Hˆel = −
∑
i
1
2
∇2ri +
∑
i
∑
j>i
1
|ri − rj | −
∑
i,I
ZI
|ri − RI |
(2.5)
Density functional theory is one computational approach to solve this equation for the
ground state of electronic system, although many approaches exist.
2.3 Hartree-Fock
The Hartree-Fock method is another numerical method for solving the electronic TISE. It has
several parallels to density functional theory, and here we include a brief discussion of its
theoretical background, as it can help elucidate some of the finer points of DFT.
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Rather than consider the full many electron wavefunction Ψ(r), we consider the wavefunc-
tion for an isolated electron in an external potential, φ(ri), which is a solution to the eigenvalue
equation for the corresponding non-interacting Hamiltonian hi:
hˆi = −1
2
∇2ri + V (ri) (2.6)
Considering now a many-electron system made up of non-interacting electrons, the many
body Hamiltonian will simply be the sum of each of the single-electron Hamiltonians:
HˆNI =
∑
i
−1
2
∇2ri + V (ri) (2.7)
and the solution to the corresponding eigenvalue equation is the product of the isolated
electron wavefunctions, known as a Hartree-product.
The variational principle states that the expectation value of a Hamiltonian calculated with
a trial wavefunction will be equal to or greater than that calculated with the true wavefunction.
Invoking this principle, we can make an ansatz that the functional form of the true many-body
wavefunction will be a properly antisymmetric linear combination of Hartree-products, known
as a Slater determinant:
ΨNI(r) =
1√
N !
∣∣∣∣∣∣∣∣∣∣∣∣
φ1(r1) φ1(r2) . . . φ1(rN )
φ2(r1) φ2(r2) . . . φ2(rN )
...
...
. . .
...
φN (r1) φN (r2) . . . φN (rN )
∣∣∣∣∣∣∣∣∣∣∣∣
(2.8)
The Hartree-Fock method proceeds by using this properly antisymmetric wavefunction
form as a trial wavefunction, and minimisng with respect to the single particle orbitals.
As an example consider a simple two electron system, and operate with upon the corre-
sponding Slater determinant with the full two electron Hamiltonian including the electron-
electron interaction. It can be shown (using the assumed orthonormality of our single electron
orbital states) that the one-electron operators acting on the Slater determinant will give:
〈
ΨNI
∣∣hˆ1 + hˆ2∣∣ΨNI〉 = 〈φ1(r1)∣∣hˆ1∣∣φ1(r1)〉+ 〈φ2(r2)∣∣hˆ2∣∣φ2(r2)〉 (2.9)
Considering now the two electron term, we have:
CHAPTER 2. DENSITY FUNCTIONAL THEORY 25
〈
ΨNI
∣∣∣ 1|r1 − r2|
∣∣∣ΨNI〉
=
∫
dr1 dr2
[φ∗1(r1)φ∗2(r2)φ1(r1)φ2(r2)
|r1 − r2| −
φ∗1(r1)φ∗2(r2)φ1(r2)φ2(r1)
|r1 − r2|
]
(2.10)
The first term in the brackets is simply the probability of finding electron one at r1 by
the probability of finding electron two at r2, over their separation. Integrating this gives the
Coulombic interaction between the two electrons, and this first term is known as the Hartree
energy. This exact same term would arise if the many-electron Hamiltonian were to act upon
a simple Hartree product. The second term however would not, and it occurs as a result of
the antisymmetric form of the Slater determinant. It is known as the exchange integral, as on
moving from one side of the integrand to the other the electrons exchange their positions.
So in a similar manner, it is possible to write the generalised expression for the energy of
a Slater determinant as
〈
ΨNI
∣∣Hel∣∣ΨNI〉 = ∑
i
〈
φi
∣∣hˆi∣∣φi〉+∑
i
∑
j>i
〈ij|ij〉 − 〈ij|ji〉 (2.11)
Minimising this expression involves the construction of a Lagrangian and, using the or-
thonormality of the orbitals as a constraint, minimising with respect to the single particle
orbitals. The resulting set of equations are known as the Hartree-Fock equations:
h(i)φi(r1) +
∑
j
Jj(r1)φi(r1)−
∑
j
Kij(r1)φj(r1) = iφi(r1) (2.12)
where
Jj(r1) =
∫
dr2
[
φ∗j (r2)
1
|r1 − r2|φj(r2)
]
(2.13)
Kij(r1)φj(r1) =
(∫
dr2
[
φ∗j (r2)
1
|r1 − r2|φi(r2)
])
φj(r1) (2.14)
Jj and Kj are known as the Coulomb and exchange operators respectively. A point worth
noting is that for the Coulomb operator the above expression will include a self-interaction,
when i=j. This term is exactly cancelled by the equivalent i=j case of the exchange operator.
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2.3.1 Exchange & Correlation I
Explicitly writing our single electron wavefunction as a product of a spin orbital and a spatial
orbital we have, for two electrons with opposite spins:
φ(r1) = θ(r1)α(ω1) (2.15)
φ(r2) = θ(r2)β(ω2) (2.16)
Now considering the properly antisymmetric wavefunctions for a system of two electrons
in two separate cases, with S=0,-1, we have:
Ψ↑↑ =
1√
2
[
θ1(r1)α(ω1)θ2(r2)α(ω2)− θ1(r2)α(ω2)θ2(r1)α(ω1)
]
(2.17)
Ψ↑↓ =
1√
2
[
θ1(r1)θ2(r2) + θ1(r2)θ2(r1)
] 1√
2
[
α(ω1)β(ω2)− α(ω2)β(ω1)
]
(2.18)
If we consider the probability of finding electron 1 at r1 and the probability of finding
electron 2 at r2 for both cases we have:
P↑↓(r1, r2) =
∫
dω1 dω2|Ψ|2↑↓
=
1
2
[
|θ1(r1)|2|θ2(r2)|2 + |θ1(r2)|2|θ2(r1)|2
]
(2.19)
P↑↑(r1, r2) =
∫
dω1 dω2|Ψ|2↑↑
=
1
2
[
|θ1(r1)|2|θ2(r2)|2 + |θ1(r2)|2|θ2(r1)|2−
θ∗1(r1)θ2(r1)θ
∗
2(r2)θ1(r2)− θ1(r1)θ∗2(r1)θ2(r2)θ∗1(r2)
]
(2.20)
We can see that the probability for anti-parallel spins is the average of the combined prob-
ability of finding electron one at r1 and electron two at r2 and vice-versa. For parallel spins
there is an extra cross-term, due to the particle exchange. This term reduces the probability
of two electrons with the same spin approaching one another, and there is zero probability
that they occupy the same space. This behaviour can be described as electrons of like spin
having an exchange correlation. Avoidance of electrons of like spin results in a stabilisation
of the system, and the formation of what is known as an exchange hole; a volume of reduced
probability density surrounding electrons of like spin.
Through the exchange operator Hartree-Fock treats exchange exactly and correctly de-
scribes the associated correlation. However a further correlation will exist due to the Coulomb
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interaction between electrons repelling one another. This interaction is treated in a mean-
field manner within Hartree-Fock, meaning that each electron will feel an average Coulomb
response from all the others. This results in the Coulomb correlation being incorrectly de-
scribed, and an associated error in the energy.
2.4 Density Functional Theory
Density functional theory is an alternative approach to obtaining the solution of the electronic
TISE (equation 2.5) in which the variable of interest is not the many-body wavefunction but
the electronic density. The power of this approach can be seen when considering a system
of N electrons; the full many-body wavefunction is a function of 3N variables, the electronic
density is a function of 3.
2.4.1 The Hohenberg-Kohn Theorems
Reducing the problem of solving for a 3N dimensional wavefunction to that of solving for a
3 dimensional density is a spectacular improvement. The first question we must ask is; will
knowing the electron density of a system be sufficient to define its properties? Two theorems
from Hohenberg and Kohn [52] prove that this is indeed the case.
Writing the electronic Hamiltonian of equation 2.5 as
Hˆel = Tˆ + Uˆ + Vˆext (2.21)
where
Tˆ + Uˆ = −
∑
i
1
2
∇2ri +
∑
i
∑
j>i
1
|ri − rj | (2.22)
Vˆext = −
∑
i
Vext(ri) (2.23)
where the nuclei-electron interaction is treated as a static external potential. We can see
that for every N electron system Tˆ + Uˆ is identical. Therefore the Hamiltonian, and as a result
the energy, is defined by N and Vˆext.
The first Hohenberg and Kohn theorem relates this external potential to the electronic
density:
Theorem 1. The ground state density of an interacting electronic system, n0(r) will uniquely
define the external potential, Vext(r). n0(r) therefore uniquely defines the ground state energy.
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Proof. Taking an electronic Hamiltonian, Hˆ , defined by Vext, we have an associated ground
state Ψ0 and electronic density n0(r). Consider a second different external potential, V ′ext,
with Ψ′0 and n
′
0(r).
From the variational principle we have that:
E0 = 〈Ψ0|Hˆ|Ψ0〉 < 〈Ψ′0|Hˆ|Ψ′0〉 (2.24)
E0 < 〈Ψ′0|Tˆ + Uˆ + Vˆext + Vˆ ′ext − Vˆ ′ext|Ψ′0〉 (2.25)
E0 < 〈Ψ′0|Hˆ ′|Ψ′0〉+ 〈Ψ′0|Vˆext − Vˆ ′ext|Ψ′0〉 (2.26)
E0 < E
′
0 +
∫
drn′0(r)[Vext − V ′ext] (2.27)
Using the variational principle again, we have from the expectation value of Hˆ ′ acting on
Ψ0:
E′0 < E0 −
∫
drn0(r)[Vext − V ′ext] (2.28)
Proof by reductio ad absurdium can proceed by assuming that two different potentials,
namely Vext and V ′ext, produce the same density such that n0(r) = n′0(r). Substituting this
into the inequalities above, and then adding them gives the apparent contradiction:
E′0 + E0 < E
′
0 + E0 (2.29)
Theorem 2. Minimising an unique energy functional defined by a v-representable density,
n(r), with respect to variations in the density produces the ground state energy for the Hamil-
tonian.
Proof. Having proven that the density uniquely defines the external potential, and by extension
the Hamiltonian, we can write the energy as a functional of the electronic densityE[n(r)]. For
a given potential we have the associated wavefunction, Ψ′. Calculating the expectation value
for Ψ′ with the correct ground state Hamiltonian, H0, and employing the variational principle
gives:
〈Ψ′|H0|Ψ′〉 > 〈Ψ|H0|Ψ〉 (2.30)
E[n(r)] > E[n0(r)] (2.31)
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2.4.2 The Kohn-Sham Approach
The Hohenberg-Kohn theorems provide the fundamental foundation for a method of solving
the electronic many body Schrödinger equation, based on a minimisation of the energy func-
tional with respect to the density. However in order to proceed we need a practical framework
for carrying out this minimisation. Kohn-Sham density functional theory (KS-DFT) provides
this framework [53].
The primary ansatz of the Kohn-Sham approach is that the full many body density can be
represented by an auxiliary system of non-interacting single electron orbitals, with the same
ground state density as that of the interacting system.
n(r) =
N∑
i
ψ∗i (r)ψi(r) (2.32)
Writing the energy as a functional of the density we have:
E[n(r)] = TKS [n(r)] + Eext[n(r)] + EH [n(r)] + Exc[n(r)] (2.33)
The kinetic energy functional for the full interacting density, T [n(r)] is unknown. How-
ever the kinetic energy of our non-interacting auxiliary Kohn-Sham single particle system can
be calculated as:
TKS [n(r)] = −
∑
i
1
2
〈ψi|∇2i |ψi〉 (2.34)
.
noting that, as written, the kinetic energy of our system is a functional of the single electron
Kohn-Sham wavefunction and therefore implicitly a functional of the density.
Similarly the full electron-electron interaction as a functional of the density is unknown,
so here we use the now familiar classical Hartree energy functional, written in terms of the
density:
EH [n(r)] =
1
2
∫
dr dr′
n(r)n(r′)
|r− r′| (2.35)
Eext[n(r)] gives the contribution to energy from the interaction with an external potential,
including the stationary nuclei:
Eext[n(r)] =
∫
drVextn(r) (2.36)
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The final term in equation 2.33 is known as the exchange-correlation energy functional.
Evaluating the kinetic energy using the Kohn-Sham single particle orbitals, through equation
2.34, will be incorrect. Similarly our classical treatment of the electron-electron interaction
through the Hartree energy functional is incorrect, equation 2.35. The exchange correlation
functional rolls up the induced errors due to the neglect of the many-body correlation and
exchange effects and it can be defined implicitly as:
EXC [n(r)] = (T [n(r)]− TKS [n(r)]) + (Ee−e[n(r)]− EH [n(r)]) (2.37)
where T [n(r)] and Ee−e[n(r)] are the full interacting many-body kinetic and Coulomb
energy functionals respectively.
This expression for the energy must now be minimised. Imposing the constraint that the
Kohn-Sham states are orthonormal, we obtain the following Lagrangian:
LKS [n] = TKS + EH + Eext + EXC −
∑
ij
ij
[ ∫
drψ∗jψi − δij
]
(2.38)
Minimising with respect to the orbitals requires that:
δLKS
δψ∗j
= 0 (2.39)
So employing the chain rule we have that:
δTKS
δψ∗j
+
[δEH
δn
+
δEext
δn
+
δEXC
δn
] δn
δψ∗j
= iψi (2.40)
Taking the functional derivative of the Hartree energy gives us an equation for the Hartree
potential:
VH =
δEH
δn
=
∫
dr′
n(r′)
|r− r′| (2.41)
We therefore obtain the final Kohn-Sham equations:
[
− ∇
2
2
+ VH + Vext + VXC
]
ψi = iψi (2.42)
where
VXC =
δEXC
δn
(2.43)
Our final Kohn-Sham equations can be seen to resemble that of a set of single electron
Schrödinger equations, in which the electrons are subject to an effective potential (here the
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Initial guess for ψi
Calculate n =
∑
i |ψi|2
Calculate HKS = VKS + TKS
Solve HKSψ′i = iψ
′
i
Does ψi = ψ′i?
(to within some tolerance)
End
Set ψi = ψ′i
Yes
No
Figure 2.1: A simplistic schematic for a self-Consistent DFT loop
Kohn-Sham potential VKS = VH + Vext + VXC). This effective potential couples our single
electron equations through the Hartree and exchange-correlation potentials. Impressively, the
Kohn-Sham approach has taken the solution of an N electron problem and cast it onto that of
N single electron problems - a much less daunting task.
An important point to note is that the solution of the Kohn-Sham system is dependent upon
the effective potential, which is in turn dependent upon the electronic density. Solving a sys-
tem of equations with this chicken and egg circular dependency must be done self-consistently,
as simplistically illustrated in figure 2.1.
2.4.3 Exchange & Correlation II
In the previous section on exchange and correlation in Hartree-Fock 2.3.1, we saw that particle
exchange was treated exactly for the single particle orbitals of our Slater determinant. Correla-
tion effects as a result of the Coulomb interaction are inadequately described by Hartree-Fock,
as a result of the mean-field treatment of the Coulomb operator and the single particle approach
to the kinetic energy, and there will be an associated error.
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Density functional theory results in single particle like equations, with the Coulomb in-
teraction treated in a mean-field manner and the approximation that the kinetic energy is ad-
equately described by the sum over single particle kinetic energies. A difference between
Hartree-Fock and density functional theory is that in DFT no particle exchange correction
arises in our equations, as we evaluate the Hartree energy directly from the density, and there
will also be this exchange error.
Density functional theory attempts to account for these correlation and exchange errors
through the use of the exchange-correlation functional of equation 2.37. It is worth noting that
if the exact form of this exchange-correlation functional were known DFT would be formally
exact. However the exact form of this functional is unknown, and approximations must be
made.
The simplest approach is to assume that the exchange and correlation at each point is
adequately described by that of a uniform electron gas of the same density, known as the local
density approximation (LDA) [53]:
ELDAXC [n(r)] =
∫
dr LDAXC (n)n(r) (2.44)
where LDAXC (n) is the exchange-correlation energy per electron for a uniform electron gas
of density n. The exchange term for the uniform electron gas is known exactly, and is given
by[54]:
X = −3
4
(
3
pi
) 1
3
n(r)
1
3 (2.45)
Analytically the correlation term is unknown, but can be obtained to high accuracy from
quantum Monte Carlo calculations[55]. We have a final expression for the LDA exchange
correlation potential:
V LDAXC = 
LDA
XC (r) + n(r)
δLDAXC (r)
δn
(2.46)
The LDA approximation works remarkably well, considering the simplicity of the idea.
As you would expect, it tends to perform better for systems in which the electrons approach
that of a slowly varying, uniform electron gas, such as metallic systems. Similarly it performs
better for extended solids, and not as well for finite systems such as molecules. LDA has a
tendency to overbind atoms, leading to errors in the calculated lattice parameters and cohesive
energies.
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One approach to improving on the local density approximation is to include some degree
of non-locality through a dependence upon the gradient of the density:
EGGAXC = [n(r)] =
∫
drn(r)GGAXC [n,∇n] (2.47)
Known as generalised gradient approximations (GGAs), the inclusion of the gradient al-
lows for a more accurate description of systems in which the density varies rapidly. For exam-
ple GGAs have shown significant improvements over the LDA approximation for molecular
systems[56, 57]. Several different forms of the GGA functiona exist, with two of the most
widely used being the PW91[56] and the PBE[58] functionals.
While density functional theory is in itself exact, the exact form of the exchange-correlation
energy functional is not known. Looking at our expression for the Hartree energy, equation
2.35, we can see an apparent problem; even for a single electron system we will still obtain
a Hartree interaction, and thus every electron interacts with itself. If the exact exchange-
correlation functional were known, this self-interaction would be exactly cancelled. This is
one of the systematic failings of DFT within the LDA/GGA approach, self-interaction of the
electron density. This self-interaction leads to overly delocalised Kohn-Sham states, and con-
tributes to an underestimation of the band-gap of solids.
Several approaches exist to try and corrrect for this self-interaction error, such as orbital
effective potentials, self-interaction corrections[59] and the so called DFT+U method[60, 61].
As mentioned at the end of section 2.3, Hartree-Fock does not suffer from this problem, as the
self-interaction resulting from the Coulomb operator is exactly cancelled by an equivalent term
in the exchange operator. One popular approach to counter the self interaction, and include
a description particle exchange, is to directly mix Hartree-Fock exchange into the exchange
correlation functional. Known as hybrid functionals, one of the most popular is the B3LYP
functional [62, 63, 64] which mixes expressions for Hartree-Fock exchange with exchange
and correlation from GGA and LDA through three empirically fitted parameters.
Hybrid functionals such as the B3LYP have shown improvements over GGA & LDA in
the description of band gaps of solids, and in capturing the physics of localised defect states.
However the use of these hybrid functionals is more computationally demanding, due to the
need to evaluate the orbital dependent Hartree-Fock exchange.
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2.5 Practical DFT Calculations
Now that we have presented some of the basic theory behind DFT we now move onto a discus-
sion of how the calculations are performed in practice. We wish to briefly highlight the tricks
of the trade for DFT calculations as performed by physicists, and give a brief idea of the nuts
and bolts that make up a DFT code, while highlighting points to be taken into consideration
to obtain reliable results.
2.5.1 Periodicity
Ostensibly the modelling of a bulk crystal system requires the treatment of an infinite number
of atoms within the bulk, and the corresponding infinite number of electrons. Exploiting the
periodicity of the crystal along with Bloch’s theorem allows us to bypass this problem and
replace it with that of modelling the system within one repeating unit cell.
Bloch’s theorem states that for a periodic potential the eigenstates of a one-electron Hamil-
tonian (such as our Kohn-Sham Hamiltonian) may be expressed as:
ψnk(r) = unk (r) eık·r (2.48)
where unk (r) is a function which exhibits the periodicity of the lattice, i.e.:
unk (r) = unk (r + R)
where
R = N1a1 +N2a2 +N3a3
where ai are the primitive lattice vectors, and Ni are the number of primitive cells in the
crysal along direction i.
In general the plane wave eık·r will not exhibit this periodicity. However if we impose the
boundary condition that ψ(r) = ψ(r + R) we see that eık·r will also necessarily be lattice
periodic, and a resulting restriction of allowed values of k will follow:
ψ(r + R) = eık·(r+R)u(r)
= eık·Reık·ru(r)
= eık·Rψ(r) (2.49)
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We can write k in the basis of primitive reciprocal lattice vectors, bi (defined such that
bi · aj = 2piδij ):
k = y1b1 + y2b2 + y3b3 (2.50)
and can therefore see that in order for the last line in equation 2.49 to hold we require that
eık·R = 1, and the following restriction on allowed values of k is obtained:
k =
3∑
i=1
mi
Ni
bi ,mi ∈ Z (2.51)
and as the limit of an infinite crystal is approached (i.e. Ni → ∞), the k-space becomes
continuous.
For each value of k, substitution of the Bloch wavefunction form into the single electron
Hamiltonian results in an eigenvalue equation, to which there is an infinite set of discrete
solutions (labelled by the band index n). So our problem has been transformed from solving
an infinite number of wavefunctions, to solving a finite number of wavefunctions for an infinite
number of k
Our first simplification comes from a consequence of the Bloch theorem that, for any wave
vector k′ outside of the first Brillouin zone (1BZ) there is an equivalent k within it. This can
be observed by taking k′ = k+K, where K is a reciprocal lattice vector, and noting eıK·R = 1.
It is therefore possible to restrict ourselves exclusively to solutions within the 1BZ.
Secondly the eigenvalue equation resulting from the substitution of our Bloch wave func-
tion into the one-electron Hamiltonian contains the value of k as a parameter (see for example
[65]). This has the consequence that the values of corresponding eigenvalues vary continu-
ously with k, and integrals over the infinite values of k can be approximated by sums over
finite, special and carefully selected k-points. One popular method for discretising the k-space
is due to Monkhorst and Pack[66]. This brings us to the first consideration for carrying out
DFT calculations in practice, in order to ensure that the sum over these special k-points is
accurate, the grid of k-points must be sufficiently dense.
A second consideration arises as a result of the system we are interested in being treated
as a replication of a periodically repeating cell. In order to treat surfaces and isolated systems,
for example a water molecule shown in 2.2, we must extend a region of vacuum within our
periodic unit cell in order to minimise interaction, known as the supercell approach.
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Figure 2.2: Two dimensional illustration of the supercell approach for simulating a water
molecule within periodic boundaries.
2.5.2 Plane-Waves
The typical approach taken to solve the set of Kohn-Sham equations is to expand the Kohn-
Sham states in some basis, from which the matrix equation can be constructed and solved
efficiently (although other approaches exist; for example the direct minimisation of system
energy through using the density matrix, addressed in chapter 6). This leaves us with a choice
of which basis set to use.
One choice2 becomes obvious if we examine our wavefunction represented as a cell peri-
odic function modulated by a plane wave:
ψnk(r) = eık·runk(r) (2.52)
we know that the unk(r) is cell periodic, so we can expand it in a Fourier series such that:
unk(r) =
∑
K
cnKe
ıK·r (2.53)
Substituting our plane wave expansion of equation 2.53 into equation 2.52 gives us the
2There are again, of course, other choices one example is pseudo atomic orbitals, which are briefly introduced in
chapter 6
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expression for our Kohn-Sham state represented in a plane wave basis:
ψnk(r) =
∑
K
cn,k+Ke
ı(k+K)·r (2.54)
Thus for each k-point our Kohn-Sham state is expanded in a basis of plane-waves. Large
wave-vector plane waves will contribute less to the expansion of the Bloch function, so to a
good approximation we can truncate the series at an arbitrary but suitably high point. The
cut-off point is typically defined by some kinetic cut-off energy, below which the plane waves
are included.
In practice this cut-off energy will define the accuracy of the calculation; as the basis set
is reduced the quality of the wavefunction is also reduced, meaning that a higher energy is
obtained. In practice it is important to converge calculations with respect to this energy cut-off
in order to ensure the validity of results. A point to note is that the incomplete basis set will
vary discretely at each k-point if the cell-shape is varied, and discrete changes in the energy
will occur. The simplest approach to solving this problem (although others exist [67]) is to
employ an energy cut-off sufficiently high so that energies are converged over the full range
of the volume change.
2.5.3 Pseudopotentials
Orthonormality demands, for systems with several inner core electron shells, that close to
ionic cores the wavefunctions for the valence electrons are rapidly varying. Representing these
oscillating wavefunctions accurately requires a large number of plane-waves in the basis, and
hence more computational effort. Other computational difficulties exist in the form of the
ionic core potential tending to infinity as r→ 0.
A simplification can proceed from the fact that many properties are determined by the
valence electrons, with the inner core electrons providing little contribution. Thus the ionic
core may grouped with the inner electrons and the combined effect represented by a finite
pseudopotential. Outside of some critical radius from the ionic core, rc, the pseudopotential
and corresponding pseudo-wavefunction are chosen to follow the all electron potential and
wavefunction.
Inside rc the pseudopotential diverges from the correct potential, varying smoothly and
staying finite at r = 0. The resulting pseudo-wavefunction has fewer nodes and is more
smoothly varying within this critical radius than the all electron wavefunction. As a conse-
quence it is much more efficiently described in a plane wave basis.
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Pseudopotentials are not unique and numerous methods exist for their construction, al-
though generally they all satisfy the same set of criteria:
• All-electron and pseudo wavefunctions must coincide for all points outside the cut off
radius.
• Eigenvalues must coincide for both all-electron and pseudo wavefunctions.
• Logarithmic derivatives of the all-electron and pseudo wavefunctions agree at rc
• First derivative w.r.t. energy of the logarithmic derivative agree for the all-electron and
pseudo wavefunctions for r ≥ rc
From the first criterion the implication is that the charge for all-electron and pseudo wave-
functions within the cut off radius are equal. Pseudopotentials which adhere to this are known
as norm-conserving. It is possible to relax this constraint to provide a smoother wavefunc-
tion, in what is known as ultrasoft pseudopotentials [68], the benefit of which is that the
pseudowavefunctions are smoother and fewer plane waves are required for their accurate de-
scription.
In practice constructing a pseudopotential usually proceeds by the numerical solution
for the radial atomic Schrödinger equation for the atom in question. Generating pseudo-
wavefunctions which satisfy the necessary criteria, with respect to this numerical solution,
it is then possible to insert them into the Schrödinger equation and solve for the pseudopoten-
tial.
2.6 Chapter Summary
In this chapter we have discussed the difficulty of solving the many-body Schrödinger equa-
tion, and introduced two methods which can be used to tackle the problem. We have presented
the fundamental background of density functional theory (DFT), the computational approach
which we will use to perform the calculations in the remaining chapters. Finally, we have
discussed some aspects of performing these calculations in practice and points to consider in
order to obtain meaningful results with minimal computational expense.
Chapter 3
Adsorption of Acidic Binding
Groups on TiO2 Surfaces
3.1 Introduction
Titanium dioxide (TiO2) has a wide range of practical applications; for example in photocatal-
ysis [69, 70], as a white pigment [71], photo-degradation of molecules at its surface make it
useful as an anti-bacterial agent[72] and in waste water treatment[73], and of course it is used
in dye sensitised solar cells. Due to the number of technological uses, considerable effort has
been expended in characterising the properties of TiO2(for a review see [74]). TiO2 surface
structure and its interaction with molecules is of fundamental importance to many potential
applications, not least DSSCs. This fact has acted as the driving force behind the characteri-
sation of titania surfaces, and the study of how these surfaces and molecules interact.
Dye sensitised solar cells’ efficiency relies heavily on the interplay between sensitising
dye and the TiO2 surface to which it binds. A strong interaction will ensure the dye remains
bound to the surface, and good electronic overlap between the surface and dye is essential for
efficient charge transfer [75]. This stresses the importance played by the anchoring moiety in
a sensitising dye. Ruthenium based record efficiency dyes (N719, N3, black dye [76, 77, 78])
all contain one or more carboxylic acid binding groups, and the vast majority of sensitising
dyes have followed this anchoring strategy.
Titanium dioxide exists in several polymorphs, two of which are used in DSSCs, anatase
and rutile. TiO2 in nanocrystalline form is most thermodynamically stable in its anatase phase
[79], with the (101) face dominating more than 94% of the crystal surface [80]. Coupling this
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with the fact that most sensitising dyes use a carboxylic binding moiety, highlights the im-
portance of the (101)-carboxylic acid interaction. Several experimental and theoretical studies
have been devoted to examining the interaction of carboxylic anchors with the TiO2 (101)
surface[81, 82].
However, carboxylic acid groups are not the only choice for anchoring dyes to TiO2 sur-
faces, and bias towards them may be at the expense of other potentially useful candidates
being neglected. Examples include phosphonic acid [83, 84], boronic acid[85], and cyano-
benzoic acid[86], all of which have been used as binding groups in DSSCs. Notably dyes util-
ising phosphonic acids have shown a stronger binding interaction with TiO2 than carboxylic
acids[84, 87], suggesting an advantage over those utilising carboxylic acids. Increased binding
strength could lead to higher dye uptake and enhanced longevity over carboxylic acid bound
dyes, as these tend to slowly desorb from the TiO2 surface.
In a similar vein, while the prevalence of the anatase (101) surface make it extremely
important, the interaction of dyes with other TiO2 surfaces and polymorphs should not be
neglected. For example, the use of nanostructured rutile TiO2 exposing the (110) surface
has been explored as a potential avenue for increased electron transport rates through the
electrode, resulting from reduced grain boundaries [88, 89, 90]. Also interest in the less stable
(001) anatase surface is increasing due to recent work showing that electrodes exposing the
(001) face significantly improves device performance as a result of enhanced light scattering
and increased surface activity [91, 92, 93].
Interactions between any particular anchor group and TiO2 will necessarily differ depend-
ing on the surface. The aim of this chapter, therefore, is to assess the relative merits of three
potential anchor groups when binding to these less utilised, but increasingly important, sur-
faces. Firstly we introduce the two most important polymorphs of TiO2, rutile and anatase,
and calculate the bulk properties of both. Following this we move on to an examination of the
three mentioned surfaces; anatase (101), anatase (001) and rutile (110). Finally we investigate
the adsorption of two potential anchoring groups, phosphonic acid and boronic acid, at these
surfaces and contrast to that of carboxylic acid.
3.2 Computational Details
All the calculations in this chapter have been performed using the plane wave DFT code
VASP[94]. Electron exchange and correlation was treated within the generalised gradient
approximation of Perdew and Wang[95] and the pseudopotential method was utilised in the
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Figure 3.1: Total energy variation with respect to Monkhorst-Pack k-point mesh density along
the minor axis (bottom) and energy cut-off (top) for bulk TiO2 rutile and anatase. For the
variation in K-point mesh density the number of K-points along the major axis is held constant.
form of ultrasoft Vanderbilt pseudopotentials[96] to treat core electrons. For Titanium atoms
the 4s23d2 electrons are treated as valence electrons, for boron, oxygen, carbon and nitrogen
the 1s electrons are treated as being in the core. Phosphorous atoms are treated with the
1s22s22p6 electrons considered to be in the core.
Convergence of results with respect to the input parameters is one of the most important
points to consider when performing DFT calculations. Our goal is to obtain meaningful results
through a suitable level of accuracy in our approximations, but at minimum computational
expense. As discussed in the previous chapter, two of the most important parameters in a DFT
calculation are the size of the basis set and the reciprocal space sampling. In order to gauge
the level of accuracy required for our systems we have varied both of these parameters and
examined the dependence of the total energy both, the results of which can be seen in Figure
3.1.
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In the case of the k-point sampling the variation shown is with respect to the Monkhorst-
Pack k-point grid density along the minor axis, and the total energy is converged to 2meV and
3meV at 6 k-points with respect to that at 5 k-points for anatase and rutile respectively. For
the bulk calculations we have employed a k-point mesh of (6 × 6 × 3) and (3 × 3 × 6) for
anatase and rutile respectively.
Variation of basis set size, or equivalently the energy cut-off, is also shown in Figure 3.1.
Total fixed-volume energies at a cut-off of 450 eV are found to be converged to within 17 meV
of those obtained at a cut-off of 650 eV for both rutile and anatase. Variation in cell volume
will cause discontinous changes in the basis set, as discused in the previous chapter, and during
the calculation of the lattice parameters and bulk modulii the higher cut-off of 650 eV has been
used to ensure accuracy. Structural relaxation is performed using the RMM-DIIS[97] method
until the forces on free ions were less than 0.005 eV/Å for bulk calculations.
3.3 Bulk TiO2 Properties
As mentioned, TiO2 exists in several polymorphs, and two of particular interest in the field of
DSSCs are anatase and rutile. The unit cells for both crystals are shown in figure 3.2.
Figure 3.2: Anatase (left) and Rutile (right) TiO2 unit cells. Oxygen atoms are blue, Titanium
atoms are green. Lattice parameters (a & c) and bond length (d), as described in the text, are
labelled.
Bulk anatase TiO2 has a unit cell composed of four TiO2 units, containing sixfold-coordinated
titanium (Ti(6)) bonded to threefold-coordinated oxygen (O(3)) atoms. Differing Ti(6)-O(3)
equatorial and apical bond lengths of 1.932Å and 1.979Å [98] produce distorted TiO6 tetra-
hedra which can seen in figure 3.2. Lattice parameters a and c along with d, the apical Ti-O
bond length, define the bulk structure.
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Anatase Rutile
Expt. [98] PBE [80] This Work Expt. [98] PBE [80] This Work
Lat. Param.
a (Å) 3.782 3.786 3.817 (+0.9%) 4.587 4.587 4.602(+0.33%)
c (Å) 9.502 9.737 9.710 (+2.2%) 2.954 2.963 2.949(-0.17%)
d (Å) 1.979 2.002 1.954 (+1.1%) 1.976 1.999 2.005(+1.46%)
B0 (GPa) 190 199 195(+2.6%) 210 204 212(+1.29%)
Ω (Å3) 135.912 139.568 141.470(+4.1%) 62.154 62.248 62.448(+0.47%)
Table 3.1: Calculated and experimental lattice parameters and bond lengths of bulk anatase
and rutile TiO2. Values in brackets give the errors with respect to experiment.
Table 3.1 exhibits the calculated lattice parameters and bond lengths for the bulk anatase
system. Good agreement can be seen between the experimental and calculated data, with the
over-estimation of ∼1-2% typical of the GGA approximation within DFT.
Rutile has a smaller unit cell containing 2 (TiO)2 units, and is also composed of distorted
tetrahedra, with Ti(6) again bonded to six O(3) atoms. Differing equatorial and apical bond
lengths of 1.946Å and 1.976Å respectively produce less distorted terahedra than in the anatase
phase. Calculated rutile bond lengths and bulk parameters can also be seen in table 3.1.
Variation of the cell lattice parameters, by a simple multiplicative scaling in each direction,
allows us to calculate the energy as a function of the volume, E(V ). Using E(V ) we can
obtain the bulk modulus of the structure as:
B0 = (V
∂2E
∂V 2
) (3.1)
where B0 is evaluated at the minimum value of E(V ). A plot of the function E(V ),
obtained by varying the cell volume and fitting a cubic spline, for both phases can be seen in
figure 3.3. The calculated bulk modulus of 195 GPa and 204 GPa for anatase and rutile are in
very good agreement with experiment and previous studies.
Experimentally rutile is predicted to be the more stable of the two phases, however our
results predict anatase to be more stable by around 0.05 eV per TiO2 unit. This agrees with
other studies[80], and has been suggested to be due to an incorrect description of correlation
effects [99].
Having verified our method for the TiO2 phases in bulk, the surface structures can now be
examined with confidence.
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Figure 3.3: TiO2 energy dependence on unit cell volume (Anatase left, rutile right), with
cubic spline fitting of data.
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3.4 TiO2 Surfaces
Modelling surfaces within a plane wave DFT context requires the consideration of a few fur-
ther points. In order to replicate a surface we wish reduce the periodicity in the direction
parallel to its normal. By truncating the material along the surface plane, and extending the
lattice in the normal direction we create a slab model of the surface. Increasing the size of the
vacuum, and reducing the number of k-points in the corresponding reciprocal lattice direction,
ensures that spurious interactions between periodic repetitions of the surface are minimised.
The same idea is true when wishing to model isolated molecules on this surface; using the
supercell approximation and increasing the dimensions of the lattice in all three dimensions
ensures interactions between periodic images of the molecule are reduced. In all surface and
adsorption calculations the cell size is such that at least 9Å of vacuum separates periodic slab
images (and adjacent molecules in adsorption calculations).
In order to obtain an accurate picture of the molecular adsorption at TiO2 surfaces, it is
important to converge the surface properties with respect to the number of layers in our slab
model. In this section we characterise the anatase (101), anatase (001) and rutile (110) surfaces
and converge the surface properties to an acceptable level so as to accurately examine the
more computationally demanding molecular adsorptions yet to be performed with minimum
computational effort.
For the surface and molecular adsorption calculations the lesser 450 eV cut-off has been
used, along with a less stringent maximum force criterion of 0.03 eVÅ-1. Similarly the k-point
mesh density has been reduced to 1 perpendicular to the surface. In order to replicate the bulk
the bottom layer of the slab in all cases has been restrained to remain in the bulk position.
3.4.1 Anatase (101)
On formation of the stoichiometric (101) surface both fivefold-coordinated titanium (Ti(5))
and twofold-coordinated oxygen (O(2)) atoms become exposed. Also present in the topmost
layer are O(3) and the less exposed Ti(6) atoms, figure 3.4.
The displacements resulting from surface relaxation in the [101] and [101¯] directions of
the topmost atoms for three and six layer slabs can be seen in figure 3.2. Most notable are
the large outward displacement of the O(3ii) and inward displacement of the Ti(5) atoms in
the [101] direction. A more jagged surface along the [010] direction, with the O(3ii) atom
protruding beyond the Ti(5) atom, results.
Important also is the reduction in length and change of direction of the O(2)-Ti(6) bond,
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from 1.95 (Å) to 1.87 (Å), as a result of the substantial outward [101] relaxation of the Ti(6)
atom and large displacement in the [101¯] direction of the O(2) atom. These surface character-
istics reproduce well those found in other studies using the PBE functional [80].
Surface formation energies have been calculated by the subtraction of the bulk energy per
layer times the number of layers from the total energy obtained, and dividing by the total
exposed area, 2A (3.2a). Relaxed surface energies are then computed by subtraction of the
energy change on relaxation per unit area from this unrelaxed surface energy (3.2b). Both
relaxed and unrelaxed surface energies for slabs of varying thickness are presented in table
3.2(i).
Figure 3.4: Anatase surfaces: (101) left and (001) right. Titanium atoms are green, oxygen
atoms are blue. Both top views (top) and side views (bottom) are included, with coordination
of surface atoms labelled.
Eunrel =
1
2A
[ETotun − nEbulk] (3.2a)
Erel = [Eunrel − ∆E
A
] (3.2b)
For the six layer slab good agreement is found between the calculated unrelaxed (relaxed)
surface energies of 1.267 J/m2 (0.537 J/m2) and that of previous work using the PBE func-
tional, 1.28 J/m2 (0.49 J/m2) [80].
Unrelaxed (relaxed) surface formation energies for the three layer slab are found to be
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converged to within 0.01 J/m2 (0.015 J/m2) with respect to that of the six layer slab. Although
the convergence of relaxation displacements for the three layer representation are not as tight,
it can be seen that the three layer model does qualitatively reproduce to a good degree the char-
acteristic displacements found in the six layer slab. As a trade-off between computational ease
and accuracy we have opted for the three layer TiO2 (101) slab for the calculations involving
adsorption of molecules.
Surface Energy
Nlay Eunrel Erel
(J/m2) (J/m2)
3 1.259 0.522
4 1.260 0.514
5 1.260 0.534
6 1.267 0.537
Atomic Disp. (Å)
Label [101¯] [101]
Ti(5) -0.114 (-0.131) -0.101 (-0.140)
Ti(6) 0.027 ( 0.012) 0.207 ( 0.154)
O(2) 0.140 ( 0.117) 0.017 ( 0.031)
O(3i) 0.031 ( 0.030) -0.005 (-0.051)
O(3ii) 0.051 ( 0.030) 0.262 ( 0.219)
O(3iii) -0.002 (-0.020) 0.081 ( 0.034)
(i) (ii)
Table 3.2: Anatase (101) Surface: (i) Relaxed and unrelaxed surface energies for different
layer anatase slabs (ii) Displacements from bulk position on relaxation of Anatase (101) sur-
face for 3 layer slab (values for 6 layer slab are shown in brackets)
3.4.2 Anatase (001)
The unreconstructed (001) surface is reported to be much less stable than the (101) surface[80,
100]. However based on a Wulff construction it has been shown that for anatase nanocrystals,
although comprising a much smaller area than the majority (101) surface, the (001) crystal
face will still be exposed[80] in agreement with experiment.
Cleaving the anatase lattice perpendicular to the (001) surface exposes both two-fold and
three-fold coordinated oxygen atoms, as seen in figure 3.4. In contrast to the (101) surface
however, the O(2) atoms number 1/2 of those oxygen atoms exposed in the surface (for the
(101) surface O(2) atoms make up 1/3). Similarly the (001) surface exposes only Ti(5) atoms,
as opposed to the (101) surface which expose equal numbers of Ti(5) and Ti(6), as seen in 3.4.
The high proportion of undercoordinated atoms in the (001) surface goes some way to explain
its reported high reactivity[101, 102].
It is this high reactivity that makes the (001) surface of interest for many applications
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such as photocatalysis and photo-degradation of organic molecules [102, 103, 104]. Recent
work has shown that it is possible to increase the exposed percentage of the (001) surface
by, for example, using hydrofluoric acid as a capping agent, thus improving its photocat-
alytic properties[103]. Similarly increasing the percentage of the exposed (001) face has
been shown to improve DSSC performance[105]. Several reasons for this improvement have
been suggested, such as the increased reactivity leading to higher dye adsorption, improved
light scattering properties, and improved crystallinity leading to lower recombination rates
[105, 106, 107].
Calculated surface energies for the (001) surface are presented in figure 3.3, and can be
seen to be significantly higher than those of the (101) surface, as expected. Our calculated
value of 1.145 J/m2 (1.06 J/m2) for the unrelaxed (relaxed) surface energy of the 4 layer slab
is in good agreement with the result of 1.12 J/m2 (0.98 J/m2) reported elsewhere [80]. It can
be seen that the relaxed surface energies are converged to within 0.004 J/m2 for a four layer
slab compared to those calculated for a seven layer slab, and we employ the four layer slab for
the calculations involving molecular adsorption.
Surface Energy
Nlay Eunrel Erel
(J/m2) (J/m2)
2 1.172 1.053
3 1.220 1.054
4 1.145 1.060
5 1.146 1.060
6 1.144 1.055
7 1.144 1.056
Atomic Disp. (Å)
Label [001]
Ti(5) -0.047 (+0.048)
O(2) +0.046 (+0.034)
O(3) +0.020 (-0.010)
(i) (ii)
Table 3.3: Anatase (001) Surface: (i) Relaxed and unrelaxed surface energies for different
layer anatase slabs (ii) Displacements from bulk position on relaxation of Anatase (001) sur-
face for 3 layer slab (values for 7 layer slab are shown in brackets)
Atomic displacements for the surface atoms in the [001] direction are also given in figure
3.3, and agree well with previous work[80]. However the displacements reported for our
(1 × 1 × 3) representation in the [100] direction are markedly different than those reported
elsewhere; Selloni et al report a symmetry breaking of the Ti(5)-O(2)-Ti(5) bonds, with one
Ti(5) bond extending to 2.20 Å and the other shortening to 1.76 Å. However, on increasing our
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supercell for the adsorption of acidic binding groups (to 4× 3× 3) we also find this symmetry
breaking with the Ti(5)-O(2) bond lengths change to 2.20 and 1.78 Å. This symmetry breaking
was seen for all cells used in molecular adsorption calculations and was not present in the
smaller cell due to the reduced cell size.
3.4.3 Rutile (110)
Typical DSSC electrodes are composed of nanocrystalline TiO2 particles, in anatase form.
Grain boundaries between the crystals can lead to high rates of recombination and low elec-
tron diffusion coefficients. One potential approach to minimise this effect has been to con-
struct single crystalline rutile nanorods, reducing the grain boundaries and improving elec-
tron transport[45] and also leading to increased surface areas, thereby improving dye take-
up[46]. Grown along the [001] direction these nanorods expose a majority (110) surface for
dye adsorption[89, 108], highlighting the importance of the interaction between the (110) sur-
face and potential dye anchors.
Figure 3.5: Rutile (110) surfaces: Titanium atoms are green, oxygen atoms are blue. Both top
view (top) and side view (bottom) are included, with coordination of surface atoms labelled.
Forming a stoichiometric surface by truncating the bulk rutile structure along the [110]
direction exposes both fully coordinated O(3) and undercoordinated O(2) atoms, as can be
seen in figure 3.5. Similarly both fully coordinated and under-coordinated Ti(5) and Ti(6)
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atoms are exposed. Calculated surface energies can be seen in 3.4. Our values for the 6 layer
relaxed and unrelaxed surface energies of 1.298 and 0.254 J/m2 are in good agreement with
values of 1.38 and 0.35 J/m2 reported elsewhere [80]. Significantly lower relaxed surface
energies than that of both anatase faces suggest that the rutile (110) surface is considerably
more stable, in agreement with other studies[80].
Convergence of surface energies with respect to slab thickness is seen to be much slower
than is the case for both anatase surfaces. This can in part be attributed to an alternating bi-
periodic layer structure; in the bottom of figure 3.5 it can be seen that the inclusion of each
additional layer causes the position of the exposed O(2) along the [11¯0] direction to alternate,
such that they coincide by layer with period two. It can be seen that the relaxed surface
energies converge in an oscillating fashion, also with period two, as a result of this fact.
Surface Energy
Nlay Eunrel Erel
(J/m2) (J/m2)
3 1.384 0.290
4 1.338 0.255
5 1.321 0.418
6 1.298 0.254
7 1.277 0.324
8 1.282 0.210
9 1.233 0.268
10 1.210 0.210
11 1.189 0.235
12 1.165 0.193
Atomic Disp. (Å)
Label [110] Expt[109] [11¯0]
Ti(6) +0.125 (+0.217) +0.25 ±0.03 0.000 (0.000)
Ti(5) -0.211 (-0.190) -0.19 ±0.03 0.000 (0.000)
O(2) +0.076 (+0.003) +0.10 ±0.05 0.000 (0.000)
O(3) +0.112 (+0.143) +0.17 ±0.08 +0.063 (+0.050)
(i) (ii)
Table 3.4: Rutile (110) Surface: (i) Relaxed and unrelaxed surface energies for different layer
rutile slabs (ii) Displacements from bulk position on relaxation of Rutile (110) surface for 3
layer slab (values for 11 layer slab are shown in brackets)
Comparing the relaxed surface energies for the three layer and eleven layer slab we can
see that, although not as well converged as the anatase surfaces, convergence of 0.055 J/m2
is obtained. Looking at the atomic displacements in table 3.4 we see that the three layer
slab captures to a reasonable extent the significant Ti(5), Ti(6) and O(3) displacements in the
[110] direction and as such we opt for the three layer slab model in the molecular adsorption
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calculations in order to ensure a manageable computational load.
Rutile (110) is also known to form a 1×2 reconstruction following annealing at ~1100K[110].
However, in the formation of (110) dominated rutile nanorod DSSCs, the electrodes are an-
nealed at ∼ 400-700K [89, 108] and thus we restrict our examination to the 1× 1 surface.
3.5 Adsorption of Acidic Anchors
As mentioned previously the dye-semiconductor interaction is of fundamental importance to
the science of DSSCs. Strong binding of the sensitising dye to the TiO2 is essential for device
stability, and this interaction proceeds mainly through the anchoring moiety. Similarly for effi-
cient charge injection good electronic overlap of the dye and TiO2 electronic states is required,
upon which the anchoring group will have a significant bearing. Typically DSSCs utilise a car-
boxylic acid binding strategy, and while other anchoring groups have been used (and in some
cases shown more desirable traits than their carboxylic acid analogues) the interaction of other
anchoring groups with the increasingly important rutile (110) and anatase (001) surfaces have
been much less rigorously examined. Previous works have examined formic acid adsorption
on all three of these surfaces[111, 112, 113] and previous theoretical work has been done ex-
amining the adsorption of phosphonic acid on anatase (101) and rutile (110)[114, 115]. To
the best of our knowledge at the time of writing no reports have been made on the binding of
phosphonic acid to the (001) surface, and no reports have been made on the adsorption of the
boronic acid group on any of these three surfaces.
In this section we study the interaction of three acidic binding groups with the anatase
(101), the rutile (110) and the anatase (001) surfaces. Formic acid, the small molecule ana-
logue of the carboxylic acid group most sensitising dyes utilised to anchor to the TiO2, is
examined along with the phosphonic and boronic acid groups, both of which have been used
to bind dyes to TiO2 electrodes. All three of these acidic binding groups can be seen in fig-
ure 3.6. While previous theoretical works have examined formic and phosphonic anchors on
some of these surfaces, we repeat all of the calculations so that direct comparisons may be
made between systems that have already been examined and those that have not.
All of these anchoring groups will have several different possible binding motifs with the
TiO2 surfaces, and in order to gauge the strength of interaction and find the most stable struc-
ture we must survey several of these possiblities. Some of the potential binding mechanisms
of acidic anchors to TiO2 are schematically illustrated in figure 3.7. Several of the binding
motifs require the dissociation of the acid, in which case the dissociated hydrogen is adsorbed
CHAPTER 3. ADSORPTION OF ACIDIC BINDING GROUPS ON TIO2 SURFACES 52
B
H
HO OH
C
OHO
H
P
HO
OH
O
H
Figure 3.6: Acidic binding groups examined: (i) Phosphonic acid, (ii) Formic acid and (iii)
Boronic acid.
on a nearby undercoordinated surface oxygen atom (not shown in the figure).
Calculation of binding energy between the acidic groups and the TiO2 surfaces proceeds
by taking a clean, relaxed surface slab and introducing the anchor molecule in an appropriate
binding motif. The strength of the interaction is then calculated by subtracting the energy of
the clean surface and the molecule from that of the total system:
EADS = ETOT − (ESURF + EMOL) (3.3)
In all instances the molecular energy is calculated for the molecule in isolation residing in
a cell of dimensions the same as that of the composite system. Similarly the K-point sampling
and energy cut-off are maintained constant for each of these calculations.
3.5.1 Anatase (101)
Calculated adsorption energies for all three acidic binding groups in several of the binding
structures on the anatase (101) surface can be seen in table 3.5.
Our results illustrate that formic acid binds most strongly in the bidentate bridging mode,
with the oxygens bonding to two adjacent Ti(5) surface atoms. An almost equivalent bind-
ing energy is obtained for the monodentate binding mode with a hydrogen bond (MON-H) to
the nearest O(2) atom. A second monodentate binding mode is reported in which the hydro-
gen forms a weak bond with a O(3) surface atom (MON), with the adsorption energy being
comparatively reduced. Finally the bidentate chelating mode (BIC) is found to be stable, but
considerably less so than the monodentate and bridging modes.
Experimentally Fourier transform infrared spectroscopy report the coexistence of two dif-
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Figure 3.7: Binding Structures for Acidic Groups: Bidentate (BID), Bidentate-chelating
(BIC), Monodentate (MON), Monodentate with hydrogen bond (MON-H) and Tridentate
(TRI)(Phosphonic acid is the only anchor for which the tridentate mode is possible)
ferent adsorption structures, a bidentate mode and an unsymmetrical structure [116]. This is in
agreement with our result that the monodentate and bidentate bridging modes are energetically
similar and likely to coexist. Previous theoretical work has found the most stable structure to
be the bidentate bridging mode, with the interaction of the hydrogen bonded monodentate
mode extremely similar energetically[111].
MON MON-H BIC BID
Adsorbate
Boronic N/A -0.72 +0.12 -0.82
Formic -0.71 -1.02 -0.12 -1.03
Phosphonic -1.29 -1.69 -0.48 -1.82
Table 3.5: Calculated adsorption energies for acids on the Anatase (101) surface (in eV.)
The phosphonic acid group has an extra degree of freedom in terms of its binding modes
over formic and boronic acids, due to the extra oxygen atom it possesses. Numerous adsorp-
tion structures of similar binding modes are therefore available to it, and we report only the
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(i) MON-H (ii) MON-H (iii) MON-2H
(iv) BID (v) BID (vi) BID-H
Figure 3.8: Anchor adsorption structures on anatase (101): Two most stable adsorption struc-
tures for formic acid ((i) & (iv)), boronic acid ((ii) & (v)) and phosphonic acid ((iii) & (vi))
most stable of each of these. Examining the results for phosphonic acid we see that overall it
binds much more strongly to the surface in each of the given binding modes. The most stable
adsorption mode for phosphonic acid is the bidentate bridging mode with an additional single
hydrogen bond (BID-H Figure 3.8), in which two oxygen atoms of the acid group form bonds
to two adjacent Ti(5) atoms in the surface, and the final OH group forms a hydrogen bond
to an adjacent O(2) atom. A second comparably stable adsorption mode is found where the
phosphonic acid binds through its carbonyl group, with the two OH groups forming hydrogen
bonds to two adjacent O(2) atoms (MON-2H Figure 3.8). Previous studies have found simi-
lar results, with a DFT tight binding study finding the BID-H to be the most stable with the
MON-2H structure being the only stable monodentate structure found after relaxation [114].
A second study found the two to be comparable in energy, but with the monodentate structure
slightly more stable by 0.13 eV [115]. Our calculations do obtain further stable monodentate
structures, all of which contain a single hydrogen bond irrespective of whether the hydrogen
dissociates to reside on the nearest O(2) of the surface or not. Similarly to the previous works
no stable tridentate binding mode was obtained.
Chemical adsorption of the boronic acid requires the dissociation of at least one hydrogen
atom from either of its OH groups. From the results reported in table 3.5 we can see that
its most stable structure is the bidentate bridging mode, similar to that of both the formic
and phosphonic acid groups. However the strength of the interaction for this mode, and for
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MON MON-H BIC BID-H TRI (BID-H)
Adsorbate
Boronic -1.50 -1.83 -0.80 -2.56 N/A
Formic -0.84 -1.61 -1.08 -2.27 N/A
Phosphonic N/A -2.35 -2.69 -3.22 -3.03
Table 3.6: Calculated adsorption energies for acids on the Rutile (110) surface (in eV.)
all others, is found to be significantly weaker than that of the formic acid and phosphonic
acid groups. While it is still possible for the boronic acid group to form a stable bond, and
therefore anchor dyes to the TiO2 electrode, it certainly will be at a disadvantage in terms
of device stability and dye take up over dyes anchoring through phosphonic and formic acid
groups to the typical nanoparticle electrode dominated by the (101) anatase face. This result is
in agreement with experimental work[85], in which TiO2 sensitised with boronic acid groups
gave low surface coverage, and resulting low IPCE values. Increasing the number of boronic
anchoring moieties had the effect of increasing the surface coverage, and consequently the
IPCE.
Stabilisation of the monodentate binding modes through hydrogen bond formation is an-
other interesting feature, with the monodentate modes of both the formic and phosphonic
groups being stabilised in such a way. Boronic acid also tended towards the formation of these
hydrogen bonds when adsorbed in each of the monodentate modes investigated (again only
the most stable of these is reported).
3.5.2 Rutile (110)
Examining the interaction of our binding groups with the rutile (110) surface (table 3.6) a
different trend with respect to the interactions on the anatase (101) surface is immediately ob-
served; In each binding mode the interaction of all three anchoring moieties with rutile (110)
is considerably stronger than that with anatase (101). Our direct comparison of adsorption en-
ergies confirms this trend, which has been reported by proxy when comparing previous studies
for formic acid adsorption on the (110) and (101) surfaces [117, 111] and for phosphonic acid
[115, 87].
As with the anatase (101) surface, for each anchoring group the bidentate bridging mode
is again found to be the most stable structure. However there is a contrast when comparing
the relative stabilities of each mode, as on the (110) rutile surface the bidentate bridging mode
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(i) MON-H (ii) MON-H (iii) MON-2H
(iv) BID (v) BID (vi) BID-H
Figure 3.9: Anchor adsorption structures on rutile (110): Bidentate and monodentate struc-
tures for formic acid ((i) & (iv)), boronic acid ((ii) & (v)) and phosphonic acid ((iii) & (vi))
is considerably more stable than the most stable monodentate modes. Experimentally FTIR
studies also find one binding mechanism for formate on rutile (110), which is identified as
being the bidentate bridging mode by Hartree-Fock studies [118].
A further difference with the anatase (101) surface can be noted in the reordering of the
relative binding stabilities of the anchoring groups. For the (101) surface the binding strength
ordered such that phosphonic > formic > boronic. For the rutile (110) surface we find the
ordering phosphonic > boronic > formic. This is a significant result, suggesting that dyes
containing either phosphonic and boronic acids would have the ability to bind more strongly
than carboxylic anchored dyes when adhering to the majority (110) surface exposed in rutile
nanorod electrodes.
Both the formic and boronic acids bind in a very similar manner in their most stable modes,
as can seen in figure 3.9. A notable difference in all anchors is the stabilisation of the chelating
binding mode with respect to the (101) surface.
Addition of a hydrogen bond is found to stabilise the adsorption structure for all anchors.
The phosphonic acid again differs in its binding modes slightly, due to its different molecular
structure, and has more scope for forming hydrogen bonds than the other two anchors. In
both of the phosphonic adsorption modes shown in 3.9, two hydrogen bonds are formed. Two
dissociated hydrogen atoms, attached to O(2) surface atoms, coordinate to the single carbonyl
group on the phosphonic acid in BID-H. In MON-H the hydrogen on the phosphonic OH
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MON-H BIC BID BID2 TRI
Adsorbate
Boronic -1.69 -0.65 -0.66 -4.08 N/A
Formic -1.96 -1.70 -0.73 -1.72 N/A
Phosphonic -2.70 -1.82 -2.85 -3.21 -2.99
Table 3.7: Calculated adsorption energies for acids on the Anatase (001) surface (in eV.)
group coordinates to a single O(2) atom, along with the carbonyl group coordinating to the
dissociated hydrogen. Similarly to the (101) surface no stable tridentate mode is found rather,
when attemping to bind the phosphonic group in a tridentate structure, relaxation returns the
mode to a BID-H structure, although a single hydrogen bond, marking the difference between
the more stable BID-H structure (labelled TRI(BID-H) in table 3.6).
3.5.3 Anatase (001)
Similarly to the rutile (110) surface, the anatase (001) surface reconstructs to form a (1 × 4)
termination in order to minimise the surface energy [119], and thereby becoming less reactive.
Capping with hydrofluoric acid results in a fluorine terminated (1× 1) surface which is more
stable than the (101) surface. Using this capping agent it is possible obtain single crystals with
extremely high percentages of the (001) surface exposed. There is some debate over whether
the (001) surface retains its (1× 1) termination after removal of the fluorine capping agent by
thermal processing. Experimentally the crystals are reported as remaining unchanged[120],
with a recent theoretical work showing that the process of removing the fluorine capping agent
will result in the formation of the (1 × 4 reconstruction[121]. We report here only results on
the (1×1) surface termination, and view the study on the (1×4) reconstruction as an important
future extension of the work.
Calculated adsorption energies for all three anchors on the (001) surface can be seen in
table 3.7, along with selected adsorption structures in figure 3.10. Bidentate bridging can
occur in two ways when the anchor binds to two Ti(5) atoms in the corrugated surface, with
the anchor either bound above the O(2) atom (labelled BID in table 3.7) , or above the O(3)
atom in the surface (labelled BID2 in table 3.7). For all anchors the binding is more stable
when above the O(3) surface atom, this is as a result of the associated stress when the outward
corrugation of the O(2) atom is reversed due to repulsion from the anchor binding above it.
High adsorption energies are indicative of the high reactivity of the (001) surface. This
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(i) BID (ii) BID (iii) TRI
(iv) MON-H (v) BID2 (vi) BID-H
Figure 3.10: Anchor adsorption structures on anatase (001): Most stable adsorption structures
for formic acid ((i) & (iv)), boronic acid ((ii) & (v)) and phosphonic acid ((iii) & (vi))
can also be seen in the tendency of the O(2) atoms to form surface -OH groups on addition
of dissociated hydrogen atoms (see for example the boronic binding motifs in figure 3.10), a
feature not present in either rutile (110) or anatase (101) surfaces. Another noticeable trait is
the stabilisation of the bidentate chelating mode.
For the formic acid adsorption the monodentate structure is now found to be the most
stable, with the bidentate bridging mode again similar in energy as it was for the (101) surface.
However the chelating mode is now also found to be similar energetically. All three modes are
more stable than for the (101) surface, but are not as stable as the most energetically favoured
mode on the rutile (110) surface (bidentate bridging EAds = −2.27eV).
In the case of the phosphonic and boronic acids the most stable structures are again found
to be the bidentate bridging modes (BID2) and the monodentate mode with hydrogen bond
(MON-H). However, while the stability of these structures are similar for the phosphonic acid
the boronic acid has much larger adsorption energy for the bidentate mode. Looking at figure
3.10(v) the BID2 mode for boronic anchor has, in addition to the usual bidenate O-Ti bond, the
two dissociated hydrogen atoms, which have formed surface OH groups, also coordinating to
the binding oxygen atoms. This goes some way to explain the stability of the system; moving
one of these co-ordinating H-atoms to another O(2) atom further from the adsorbate, and
thereby preventing it from forming a hydrogen bond with the binding oxygen atom, results in
a 0.88 eV less stable structure.
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Again we have the important result that a reorganisation of the most stable binding anchors
occurs for this surface, giving us boronic > phosphonic >> formic, illustrating that most used
carboxylic anchor is therefore predicted to have the least stable binding structure for the (001)
surface and that the least used boronic anchor is predicted to have a significantly stronger
binding structure than both phosphonic and formic acids.
We recognise the importance of performing these calculations on the reconstructed sur-
face, in order to verify the impressive stability of the boronic-(001) surface coupling. How-
ever, irrespective of this, our results highlight a significant point when designing dyes for
DSSCs; the anchor choice should necessarily depend on the majority surface exposed in the
electrode. This is a particularly important point to consider at present, given the current trend
of exploring and exploiting the properties of other electrode TiO2 morphologies for which the
(101) is no longer the dominant exposed surface. As a final point, the impressive binding of the
boronic and phosphonic anchors to the unreconstructed (001) surface can be seen as making
a strong case for experimentalists to find a way of exploiting its reactivity by functionalising
the surface before any reconstruction can occur.
3.6 Chapter Summary
In this chapter we have introduced the two main TiO2 polymorphs of interest for use as elec-
trodes in dye sensitised solar cells, performing convergence studies and calculating the bulk
properties for both. Following this introduction to TiO2 bulk we have characterised three of
the most important TiO2 surfaces for use in DSSCs.
Examining the interaction of three binding anchors with each of these surfaces allowed
us to compare and contrast the benefits of the most used carboxylic acid group with under-
used phosphonic and boronic anchors. Our results show that for each surface a reordering of
the relative binding strengths of the anchors occurs. This highlights the important, but often
neglected, point; that anchoring groups perform differently on different surfaces. Although
somewhat obvious, this conclusion is a useful pointer to experimentalists working in the field
and is something that should be taken into consideration when designing sensitising dyes.
Finally the reactivity, and impressive binding strength of the anchors when attaching to unre-
constructed anatase (001) surface is found to make a compelling case for experimentalists to
exploit this reactivity by functionalising before surface reconstruction.
Chapter 4
Sensitising TiO2: Dye Design
4.1 Introduction
Typically dye sensitised solar-cells (DSSCs) have been composed of a network of TiO2 nano-
crystalline particles upon which a dye is adsorbed [122]. Ensuring the highest occupied molec-
ular orbital (HOMO) of the dye resides within the band gap of the semiconductor and the
lowest unoccupied molecular orbital (LUMO) resides within the conduction band provides a
photoexcitation pathway for electron transfer from the dye to the conduction band of the semi-
conductor. Reduction of the dye by interaction with a redox couple then regenerates the cell.
Sensitising the semi-conductor to sunlight beyond its wide band gap UV range in this manner
provides energetic access to the majority of photons arriving from the sun.
Ruthenium based dye sensitised solar-cells (DSSCs) have long provided the efficiency
benchmark for current technology in the field, with efficiencies exceeding 11% operating un-
der 1.5 A.M. solar irradiance [122, 123, 124], with zinc porphyrins more recently showing
comparable efficiencies[10].
Organic chromophores by comparison offer potentially cheap, non-toxic and readily avail-
able alternative sensitisers. High molar extinction coefficients of organic dyes allow thinner
semi-conductor films to be utilised [39] and the lack of expensive noble metals, such as Ruthe-
nium, could result in considerably lower production costs. Notably organic dyes have also
recently been used as coadsorbants, broadening the absorption range and leading to higher
efficiencies [10, 125, 126]
Novel organic dyes based on coumarin [127, 128], merocyanine [129, 130], tripheny-
lamine [131, 132], tetrahydroquinoline [133] and carbazole [134, 135], among others, have
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been engineered and used successfully to sensitise TiO2 in operational DSSCs. Recently effi-
ciencies as high as 9.52 % have been achieved using indoline based dyes [39, 136], approach-
ing those of the ruthenium based sensitisers.
Large efficiencies of the Ru(II) complex based solar cells have been attributed to an ef-
ficient metal to ligand charge transfer. A long charge separation period and the transfer of
electrons into the pi* orbital of the ligand allows high injection rates from the carboxylate
group into the TiO2 conduction band. Coupled with the wide absorption range of the sensitis-
ers results in the high efficiencies produced [122, 123, 124, 137, 138].
Efficiency improvements in organic DSSCs have been pursued through a wide variety of
efforts, with molecular design of dyes possessing desirable characteristics being one of the
main avenues of investigation. The properties of their Ru based counterparts have informed
the design of organic chromophores with common desirable traits, including a) strong binding
to TiO2 b) intramolecular charge separation c) broad absorption spectra in the visible to near
infrared range of the solar spectrum.
Intramolecular charge transfer can be achieved through the separation of an electropho-
bic donor and electrophilic acceptor group within the dye by way of a pi linker, in D-pi-A
structures. Increasing the conjugation length of the pi linker can also red shift the absorption
spectra, increasing the short circuit current of the cell. Short circuit current improvements
are often translated into cell efficiency increases. For example, Kim and coworkers produced
an increase in the short circuit photo-current density of 1.2 mA/cm2 through the extension
of a conjugated linker, between a di-methylfluorine containing donor and a cyanoacrylic acid
acceptor, by the introduction of an additional thiophene unit [44]. A resulting increase in
efficiency of 0.81% was obtained.
Due to the relative stability of its conjugated ring structure and its tunable optical proper-
ties, thiophene is one of the most widely used linker moieties [127, 128, 131, 132, 133, 139,
134, 135, 44, 140]. Hara et al. have reported a similar response to that of Kim and co-workers
on introduction of an additional thiophene moiety into coumarin dyes [127, 140].
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Figure 4.1: Tetrahydroquinoline chromophores, (C2-1, C2-2) and Carbazole chromophores,
(JK-24, JK-25)
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Counter-productively, extending the conjugation in this manner can also produce dyes with
the tendency to form aggregates. Detrimental effects of pi-stacked aggregates are well known,
with intermolecular interactions reducing the charge transfer efficiency [129]. Molecular de-
sign of dyes [141], as well as the strategic use of co-adsorbents[142] have been employed to
reduce the effect of aggregation and improve efficiency by way of limiting monolayer cover-
age and dye-dye interaction.
This chapter focuses on the DFT description of the adsorption interaction of D-pi-A chro-
mophores containing thiophene linker moieties with the anatase TiO2 (101) surface. Chro-
mophores containing electron donating tetrahydoquinoline (C2-1, C2-2) and carbazole (JK-
24, JK-25) groups (all shown in figure figure 4.1) have been examined, with the cyanoacrylic
acid group acting as electron acceptor. Differences in chemical composition between dyes of
the same class is limited to an additional thiophene linker moiety in the bridge between the
donor and acceptor groups. Extension of the thiophene chain in this manner forms one of the
most widely used design mechanisms to improve the charge separation and absorption prop-
erties of DSSCs, and our investigation allows for systematic examination of its effectiveness.
Surface coverage effects on the electronic structure and adsorption characteristics are also ex-
amined, which also allows us to ascertain the effect of increased conjugation length on dye
aggregation.
4.2 Computational Details
All calculations were performed within a density functional theory framework, in a plane
wave basis, using the VASP code [143]. Electron exchange and correlation was treated within
the generalised gradient approximation of Perdew and Wang [144] and the pseudopotential
method was utilised in the form of ultrasoft Vanderbilt pseudopotentials [145] to treat core
electrons. For Titanium atoms the 4s23d2 electrons are treated as valence electrons, for oxy-
gen, carbon and nitrogen the 1s electrons are treated as being in the core. Sulphur atoms are
treated with the 1s22s22p6 electrons considered to be in the core.
Bulk anatase TiO2 calulations were carried out with a Monkhorst-Pack k-point mesh of
(6,6,4) and a plane wave cut-off of 400 eV. Bulk lattice parameters were obtained by allowing
ion position, cell shape and volume to vary throughout minimisation.
Modelling of the TiO2 (101) surface utilised a slab model in which the periodic nature of
the VASP code was used to represent the system in the [1¯01] and the [010] directions. In the
[101] direction the system was represented as periodic repetitions of the (101) surface, two of
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which can be seen in figure 3.4, with a vacuum buffer region of 15Å between slabs.
For monomer chromophore adsorption on the (101) surface the TiO2 system size was
increased in the [1¯01] and [010] directions so as to accommodate the chromophores with
distances of at least 8Å separating the images in all three periodic directions.
Surface and monomer adsorption calculations were performed using a Monkhorst-Pack
k-point grid of (2,2,1) throughout with a cut-off of 400 eV. Relaxations of both the isolated
surfaces and the adsorption geometries proceeded by fixing the bottom substrate layer to the
relaxed bulk positions and allowing remaining layers, along with the chromophore, freedom
to move. Efficient relaxation was carried out by damped molecular dynamics at a temperature
of 300 K, followed by a structural relaxation using the residual minimization method with
direct inversion in the iterative subspace (RMM-DIIS)[146] until the forces on free ions were
less than 0.03 eV/Å. For calculations of partial density of states the k-point mesh density was
increased to (4,4,1).
We also examined the effect of monolayer coverage (or as close to monolayer coverage
as dye dimensions would permit) by reducing the cell size in order to allow the interaction
between the periodic images of the chromophores. Monolayer coverage of the (101) surface
by the tetrahydroquinoline dyes was achieved using a 1 × 2 × 3 slab in the [110], [010] and
[101] directions respectively, with stoichiometric configuration [TiO2]12. The larger carbazole
dyes were accommodated upon a 1× 3× 3 slab in the respective directions, equivalent to 2/3
monolayer coverage.
Semi-local approximations such as the GGA are known to incorrectly describe the long-
range interactions responsible for aggregation effects[147]. Recently pioneering work on a
generally applicable van der Waals density functional (vdW-DF) have shown considerable
success in describing these non-local effects[148, 149, 150, 151]. In order to obtain an accurate
description of the intermolecular interactions in the monolayer adsorption mode, non-local
contributions from the vdW-DF are taken into account. A post-hoc correction is calculated
through the application of the JUNOLO[152] code to the generated VASP charge densities.
4.3 Chromophore Adsorption on (101) Surface
4.3.1 Binding Mode and Adsorption Geometry
Numerous deprotonation and binding modes exist between the anchoring carboxylic acid
group and the anatase TiO2 (101) surface. Fourier transform infrared absorption spectra have
suggested that both inorganic and organic chromophores adsorb onto the TiO2 surface via a
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(i)
(ii)
Figure 4.2: (i) C2-1 deprotonation pathway on chromophore adsorption. (ii) Chromophore
binding modes: bidentate bridging(left) and monodentate(right).
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bidentate bridging mode[153, 154]. Taking C2-1 as a test case we have carried out several
calculations to illuminate the binding mechanism.
Figure 4.2(i) illustrates the deprotonation pathway of the carboxylic acid group on adsorp-
tion to the TiO2 surface in a bidentate bridging mode. Initial adsorption has the OH group
intact, followed by an intermediate state in which the hydrogen is shared between the O atoms
on the carboxylic acid and TiO2 surface. Finally the hydrogen is completely transferred to the
surface, with an energetic gain of -1.24 eV.
Comparison of the monodentate and bidentate bridging adsorption mechanisms have also
been made, figure 4.2(ii). In agreement with the literature [153, 154] the bidentate bridging
mode is favoured by -0.37 eV. Given the similar anchor and bridge structure for all chro-
mophores we use this hydrogen dissociated, bidentate bridging mode to model the chromophore-
TiO2 interactions. In this mode oxygens from the carboxylic acid group form a bridge through
bonds with two Ti(5) atoms adjacent along the [010] direction, as seen in figure 4.2, and we
have placed the dissociated hydrogen on the closest O(2) atom. It is also worth noting that
spin-polarised calculations have been carried out for C2-1 in this mode, and are found to be in
agreement with the spin unpolarised case.
Simulating monolayer adsorption by the reduction of the cell size results in a system with
reduced degrees of freedom, as the chromophore will in fact interact with periodic images of
itself. In order to justify this method we have performed calculations, again with C2-1, in
which monolayer adsorption was simulated by two chromophores adsorbed on a 2 × 2 × 3
slab in the [110], [010] and [101] directions respectively, with stoichiometric configuration
[TiO2]24. Different relative orientations of the dyes in this two chromophore monolayer rep-
resentation were investigated, with the geometry of the most stable orientation found to be
well represented by the single chromophore unit cell figure 4.3 (electronic structure was also
found to be well represented). MONO adsorption geometries in all cases were found to be
very similar to the relaxed ISOL structure (e.g. figure 4.8(i)).
4.3.2 Adsorption Energies
Adsorption energies were calculated by subtraction of the clean surface energy and the iso-
lated molecule energy from that of the total system, and are illustrated in figure 4.1. Large
conjugated molecules are well known to aggregate as a result of pi − pi interactions. In order
to evaluate the effect of increasing the conjugation length a post-hoc vdW correction for the
addition of a thiophene linker moiety to both C2-1 and JK-24 monolayer calculations are also
presented in figure 4.1. This correction can be seen as the increased dye-dye interaction on
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Figure 4.3: Relaxed adsorption geometry for (i) two chromophore and (ii) one chromophore
representations of monolayer coverage C2-1.
addition of a thiophene linker moiety and is calculated for the C2 (JK) dyes as follows:
EvdW+Thio = (E
vdW
tot − EvdWdye − EvdWsurf )2T − (EvdWtot − EvdWdye − EvdWsurf )1T (4.1)
where the 2T and 1T subscripts refer to C2-2 (JK-25) and C2-1 (JK-24) respectively and
EvdW is the energy calculated with the vdW-DF for the VASP generated charge distribution
using the JUNOLO code[152].
A prominent trend is observed, that the effect of increasing the dye coverage is much more
pronounced than that of extending the thiophene chain. Monolayer adsorption energies are
seen to be significantly larger than that of the isolated chromophores, EAdsMONO > E
Ads
ISOL. As
a consequence a reduction in adiabatic electron transfer, due to smaller electronic coupling of
the dye and substrate states, as well as overall stability of the DSSC could be expected if the
monolayer adsorption mode was predominant.
It can be seen that, although isolated dyes on the surface are preferential in all cases, mono-
layer coverage is also energetically possible. Indeed the adsorption energies for the C2-2 ISOL
and MONO are comparable when the vdW correction is taken into account. Our result that the
C2-2 monolayer calculation is more energetically favoured than that of C2-1 is reinforced by
this vdW-DF correction, which shows that the addition of a thiophene moiety to the pi linker
produces an increased favourable dye-dye interaction of 0.113 eV. Increased stabillity as a
result of the larger conjugation length of C2-2 also inhibits the deformation of the thiophene
chain when adsorbed onto the surface. Selected dihedral angles within both chromophores
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Dye ISOL MONO δE vdW
(eV) (eV) (eV)
C2-1 -1.137 -0.834 –
C2-2 -1.186 -1.063 -0.113
JK-24 -1.174 -0.653 –
JK-25 -1.210 -0.696 +0.007
Table 4.1: Adsorption energies of monolayer (MONO) and monomer (ISOL) dye interactions
with (101) surface and the Van der Waals correction for adding an extra thiophene moiety to
the pi linker (vdW).
adsorbed on the surface are exhibited in figure 4.4, and the difference in EAdsMONO of around
-0.23 eV can be attributed to the slight deformation of the planar structure of the thiophene
linker of C2-1, when compared to C2-2.
C2-1 C2-2
C1-C2-S3-C4 -176.50 C1-C2-S3-C4 -177.92
C2-S3-C4-C5 173.88 C2-S3-C4-C5 -179.90
C3-C4-S5-C6 -179.69
C4-S5-C6-C7 -179.09
Figure 4.4: Selected Dihedral Angles (deg): C2-1 and C2-2 MONO adsorption on anatase
(101) surface
Experimentally two alternative approaches for the two classes of dyes have been under-
taken to hinder aggregation. Chen et al. have employed the addition of a co-adsorbent, chen-
odeoxycholic acid (CDCA), to inhibit the aggregation of the tetraquinoline dyes [133]. A
larger change in Jsc for the C2-2 DSSC (9.82 mA/cm2→ 12.0 mA/cm2) was observed than
that of C2-1 DSSC (11.3 mA/cm2→ 11.2 mA/cm2), suggesting the increase in thiophene
chain length produced an increase in dye aggregation. Our result is in agreement with the
experimental evidence, showing that the larger the conjugated pi system the more likely is
ordering into pi stacked aggregates on the surface.
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Design of non-planar dyes can be used as an alternative method to inhibit aggregation.
Addition of the non-planar dimethylfluorene moiety to the carbazole dyes by Kim et al. is an
example of this design[135] technique. A larger increase in adsorption energy on moving from
monomer to monolayer coverage for the JK dyes than that of the C2 dyes would suggest that
this is effective to an extent. An increased tendency towards aggregation with larger thiophene
linker size is also inhibited by this non-planar structure, as seen in the similar decrease in
adsorption energies of both MONO and ISOL carbazole calculations on addition of an extra
thiophene group as well as the small positive vdW correction for thiophene addition.
4.3.3 Electronic Structure
Donor-pi-acceptor dyes are designed with two main characteristics in mind. Firstly, excellent
intramolecular electron transfer properties are exploited to bring excited charge towards the
surface, increasing overlap between the dye-LUMO and LUMO orbitals on the substrate and
thereby improving charge injection. Secondly, extension of the conjugated chain can red-shift
the absorption spectrum, improving the light harvesting capacity of the cell [140, 142].
Sensitising the TiO2 substrate to light beyond its UV range forms the main operating prin-
ciple for DSSCs and requires the introduction of occupied states in the band gap. Partial
density of states for the tetrahydroquinoline and carbazole dyes are illustrated in figures 4.5
and 4.6 respectively, showing that adsorption of all chromophores in both monolayer and
monomer calculations result in occupied states appearing in the TiO2 band gap. Introduced
band states are localised exclusively on the chromophore with the lowest unoccupied molecu-
lar orbitals for all systems found to be located in 3d orbitals on the titanium atoms throughout
the substrate (not illustrated).
Extension of the thiophene linker can be seen to produce a positive energy shift of the
HOMO levels within the gap for all adsorptions, with a slight shift towards the conduction
band of the dye-LUMO levels. However these shifts are much less dramatic than the effect
on the electronic structure of increased dye coverage in moving from ISOL to MONO calcu-
lations. While the orbital characters remain essentially the same, the occupied states on the
chromophore undergo a significant negative energy shift, widening the HOMO-LUMO gap
by approximately 0.64 eV for both C2-1 and C2-2, 0.62 eV for JK-24 and 0.56 eV for JK-25.
As a result of this shift a reduction of the number of states in the gap occurs for all systems.
This result echos the trend in the adsorption energies, that dye concentration has a much more
significant impact than conjugation length.
Adsorption of dipolar dyes on TiO2 surfaces has been shown to shift both the substrate
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(i)
(ii)
Figure 4.5: Partial DOS: Projection on pi-A and carboxylic acid anchor group (red), total
chromophore (orange), total system (grey) of the tetrahydroquinoline dyes adsorbed on the
Anatase (101) surface: (i) ISOL (ii) MONO
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(i)
(ii)
Figure 4.6: Partial DOS: projection on pi-A and carboxylic acid anchor group (red), total
chromophore (orange), total system (grey) of the carbazole dyes adsorbed on the Anatase
(101) surface: (i) ISOL (ii) MONO
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valence and conduction bands[155]. Calculation of the dipole moments for the respective
dyes along the [101] direction (C2-1 = -9.5 D, C2-2 = -10.2 D, JK-24 = -7.3 D, JK-25 = -8.9
D) might suggest that the influence of the dipolar fields could shift the substrate energy levels
and be responsible for the difference in ISOL and MONO electronic structure. Figure 4.7
illustrates that although the adsorption of the dipole dyes does induce a shift in the substrate
energy levels, this shift is similar for both the ISOL and MONO adsorption cases (similar
results were obtained for the JK dyes).
Bond breaking and formation on dye adsorption on the TiO2 surface has an associated
charge rearrangement. Considering this charge rearrangement on dye adsorption as that of the
total system minus that of both the isolated dye and surface:
∆ρ(r) = ρtot(r)− (ρdye(r) + ρsurf (r)) (4.2)
it is possible to examine the charge reconstruction on dye adsorption. Figure 4.8(i) shows
this charge reconstruction for C2-2, and it can be seen that both the ISOL and MONO cases
are extremely similar. Plane-integrated charge transfer along the [101] direction is also shown,
figure 4.8(ii), and again little difference between the two is found (similar ISOL and MONO
charge reconstructions for all dyes were obtained). Coupled with the similar dipole-induced
substrate band shifts for MONO and ISOL this would suggest that the electronic structure
change on increased surface coverage is not a function of the dye-substrate interaction, but
rather a dye-dye interaction.
We now describe a simple method we have employed to examine the dye-dye interactions.
Taking the relaxed MONO geometry, reassociating the hydrogen and removing the TiO2 sur-
face produces a molecule only monolayer. Rescaling the unit vectors of the cell in the [010]
and [101¯] directions with a constant factor increases the dye separation, thereby causing the
system to approach the ISOL limit. We have examined the behaviour of these molecule only
monolayers as they approach the ISOL limit in two cases. Firstly the single MONO unit cell
corresponding to parallel dipoles D1 - figure 4.9(i). Secondly a 3x3 unit cell containing nine
chromophores, with one of the dyes rotated such that the dipole is anti-parallel to the others
- D2 figure 4.9(i). HOMO energy levels for each of these configurations with the C2-2 dye
are presented in figure 4.9(iii). HOMOs are seen to converge towards the same value as the
dyes approach the ISOL limit. In the MONO limit (scaling factor = 1.0) there is a distinct
difference in HOMO energy levels. For the D2 configuration the HOMO was found to reside
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(i)
(ii)
Figure 4.7: Dipole induced shift of substrate energy levels: DOS for clean anatase (101), ISOL
and MONO adsorptions for (i) C2-1 (ii) C2-2. Projection on adsorbed chromophore in orange.
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(i) (ii)
Figure 4.8: (i) Charge reconstruction isosurface at 0.05 e/Å3. Charge increase in blue, deple-
tion in red. (ii) Plane integrated charge transfer along the [101] direction, ∆ρ(z) . MONO
structure aligned with axes as guide for the eye.
exclusively on the central dye with opposite dipole moment. This HOMO was considerably
above the HOMO-1 level, which for each case was localised on one of the eight remaining
dyes with parallel dipole moments. The downward shift of the D1 HOMO as the MONO limit
is approached can be seen to result from the dye residing in the dipolar field of the adjacent
dyes. Indeed when this dipolar field is reversed, as is the case for the central dye in the D2
configuration (and to a lesser extent the remaining eight dyes) the HOMO is shifted positively
(HOMO-1 is also shifted upwards, but to a lesser extent).
Dye concentration on the surface has a much larger impact than dye structure on the elec-
tronic properties, however the effect of increased conjugation is not insignificant. For the
C2 dyes the small positive shift due to conjugation extension increases the number of occu-
pied states residing in the gap in both MONO and ISOL calculations. Experimentally the red
shift of λAbsmax on increasing the thiophene chain for the C2 dyes is found to be 24 nm [133],
corresponding to a shift of 0.1 eV. This is in good agreement with our HOMO shift of 0.16
eV for the MONO calculations (0.24 eV for ISOL). An additional shoulder in the absorption
spectra at a shorter wavelength found for the C2-2 dye when compared to the C2-1 dye by
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(i)
(ii) (iii)
Figure 4.9: Molecule only monolayer for C2-1: (i) Schematic showing molecule dipole ori-
entations: all parallel (left:D1) and one Antiparallel (right:D2). (ii) Molecule only monolayer
structures from above (separation = 1.2). (iii) HOMOs for C2-1 molecule only monolayer
structures D1 and D2 for differing separation along the [010] and [101¯] directions. Separation
is given as a scaling factor of the separation in the original MONO unit cell.
Chen et al. also corresponds well to our observation that in the MONO calculation an addi-
tional unoccupied state has been introduced into the gap. Chen et al. have synthesised the
tetrahydroquinoline dyes, C2-1 and C2-2, and measured the efficiency of DSSCs based upon
them as 4.49% and 4.53% respectively under AM 1.5 irradiation [133]. The slight increase
in efficiency of the C2-2 dye over C2-1 was attributed to a broadening of the IPCE (incident
photon to current efficiency) action spectrum, for which the increased number of states within
the band may be a contributing factor.
In the case of the JK dyes the positive HOMO energy shift as a result of the additional
thiophene linker does not introduce extra states in the band gap. A slight bunching of the
HOMO levels from JK-24 to JK-25 in the ISOL calculations is observed and a shift of the
HOMO-1 level in the MONO calculation occurs, so that it resides more clearly in the gap.
Kim et al. have measured experimentally the red shift of λAbsmax as a result of an additional
thiophene group to be 27 nm., corresponding to 0.17 eV. Our calculated HOMO shift of 0.16
eV for the ISOL calulation is in good agreement with this value (0.9 eV for MONO). Kim et
al. have synthesised and measured the efficiency under AM 1.5 irradiation of the carbazole
containing dyes, JK-24 and JK-25, as 5.02 % and 5.15% respectively [135]. Extension of the
thiophene chain again showing a small increase in efficiency.
Several competing processes are at work in a DSSC, making the improvement of cell ef-
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Figure 4.10: Isosurfaces of band decomposed partial charge distribution 0.05 e/Å3: HOMO
(blue) and Dye-LUMO (red) partial charge distributions for C2-1: 1(i), C2-2: 1(ii), JK-24:
2(i) and JK-25: 2(ii)
ficiency a complex balancing act. An appropriate driving force is required in order to ensure
oxidation of the electrolyte and the regeneration of the cell. Increasing the thiophene conju-
gation will therefore have two effects. Introducing extra states in the band gap will broaden
the absorption spectra, having a positive effect on the IPCE. However the positive shift of
the HOMO will also reduce the effective driving voltage for cell regeneration as well as in-
crease the undesirable charge recombination. Further extension of the conjugation of the C2
group of dyes by an additional thiophene unit produces a marked reduction in efficiency for
the C2-3 chromophore[133], which could be due to this reduced driving voltage and increased
aggregation effects.
Examining isosurfaces of the band decomposed partial charge distributions corresponding
to the HOMO (blue: figure 4.10) show orbitals of pi character delocalised over much of the
chromophore, with no charge distribution residing on the semiconductor. Contrast can be seen
in the dye LUMO orbitals (red: figure 4.10), with a large contribution from the substrate. We
note that the dye LUMO orbitals located on the chromophores are of pi* character and reside
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heavily on the thiophene bridge, cyano acceptor and anchor. Illustration of this point may also
be seen from the projected density of states on the dye in the conduction band, figures 4.5
4.6. Indeed, for the chromphores with a di-thiophene linker the dye-LUMO contribution from
the chromophore resides exclusively on the bridge, acceptor and anchor. Design of these dyes
for excellent charge separation properties are proven successful by our results; A pi → pi∗
HOMO to dye-LUMO transition into orbitals located on the pi-A group providing a strong
orbital interaction with the Ti 3d orbitals, which is known to be favourable for efficient charge
transfer.
4.4 Chapter Summary
DFT calculations of the thiophene conjugated chromophores C2-1, C2-2, JK-24 and JK-25
adsorbed on the anatase (101) surface have been presented. A systematic investigation into
the effect of conjugation extension and increased dye coverage has been carried out.
Surface coverage concentration has been found to have a more pronounced effect on elec-
tronic structure and adsorption properties than the effect of increasing thiophene conjugation.
Large negative energy shifts of the introduced band gap states occur as a result of increased
dye coverage, which would effectively reduce the IPCE of DSSCs. These shifts are shown
to result from dipole-dipole interactions within the dye monolayer, and not from dye-TiO2
interactions.
Thiophene conjugation length is shown to have a significant effect on electronic structure.
Increased conjugation positively shift gap states, which can result in an introduction of extra
occupied orbitals in the gap. Extra band gap states explain the broadening of the IPCE spectra
due to this increased conjugation. Our results have shown the effectiveness of thiophene linker
moieties for controlling charge separation within D-pi-A structures bound to the TiO2 surface.
Also the extension of the conjugated thiophene chain for C2-2 from C2-1 produces a greater
tendency for ordering into aggregates on the surface. Hindering of this attribute by the non-
planar dimethylfluorene moiety for the JK-24 and JK-25 dyes is proven effective.
Chapter 5
Modifying TiO2: Aluminium
Doping
5.1 Introduction
So far we have examined the binding of anchors to TiO2, and the effect modifications in dye
design can on interactions with itself and TiO2. Here we take a closer look at another approach
for improving DSSC performance, namely the modification of the TiO2 electrode through the
introduction of dopants.
Cystal defects can have a significant role in defining the properties of TiO2, and therefore
the electrodes used in DSSCs. Actively doping TiO2 with nitrogen, for example, is known
to lower the photo-excitation threshold in anatase TiO2 [156, 157], an extrinsic defect which
has been put to use in photo-catalysis[158]. Aluminium dopants can be introduced in TiO2 by
inclusion of aluminium butoxide during the hydrolysis of titanium iso-propoxide (TTIP) [49].
DSSC electrodes including aluminium dopants produced in this manner have been shown to
reduce the number of Ti3+ defects, improve the open circuit voltage (VOC) and thereby the
DSSC efficiency [49], however the mechanism has not been fully understood.
Intrinsic defects, such as oxygen vacancies, also have a important role in the chemical
reactivity of TiO2 surfaces. Examples include dissociation of water at vacancy sites on rutile
(110) [159] and vacancies, along with other intrinsic defects, accounting for the island growth
mode in the atomic layer deposition of Al2O3 on anatase (101) [160].
Oxygen vacancies introduce band-gap states in TiO2 localised on Ti3+ ions [161, 162]
which can trap injected electrons, and act as recombination centres [163]. Oxygen plasma
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treatments of TiO2 electrodes, which reduce the number of oxygen vacancies, have shown a
marked increase in the short-circuit current of DSSCs [50], which indeed suggests that va-
cancies have a negative effect on DSSC performance. An increase in recombination sites in a
DSSC will lead to interception of injected electrons by either the redox couple in solution, or
by back transfer to dyes. Similarly this increase in recombination can cause a down shift in
the quasi-Fermi energy of electrons in the conduction band, and a subsequent reduction in the
short circuit voltage VOC.
Previous theoretical studies carried out on aluminium doped TiO2 have examined the sta-
bility of bulk defects in both rutile and anatase[164, 165, 166]. In the case of anatase, clus-
tering of defects in which two Al dopants combined with oxygen vacancies was found to
produce the most stable defect type [165, 166]. However the migration of aluminium intersti-
tials throughout the bulk anatase crystal was found impossible at industrial temperatures, due
to large transition barriers [165].
Oxygen vacancies are known to preferentially occupy sub-surface sites in anatase (101)
[167, 168, 169]. It has been shown that oxygen vacancies in the (101) surface have diffusion
barriers that can be overcome at typical annealing temperature, and surface vacancies migrate
to and from the bulk at temperature ≥ 200K [169]. Diffusion of these oxygen vacancies
suggests another mechanism by which stable clustering of intrinsic and extrinsic defects may
occur in aluminium doped TiO2.
The object of this chapter is to examine the effect of aluminium doping on the majority
anatase (101) surface[170], and to understand the observed increase in DSSC efficiency which
results. To this end density functional theory (DFT) calculations have been carried out to
characterise the doped (101) surface, with a particular focus on the interplay between intrinsic
oxygen vacancy defects and the extrinsic aluminium dopants. Defect stabilities have been
calculated for aluminium defects with and without the presence of oxygen vacancies.
Exchange and correlation effects have been approximated by the generalised gradient ap-
proxiamtion of Perdew and Wang [171]. Semi-local functionals such as PW91 are known
to incorrectly describe the Ti3+ states resulting from an oxygen vacancy in TiO2, due largely
to self-interaction errors and the band gap underestimation[172]. A similar failure has been
reported in the case of single aluminium dopants for TiO2 in the Rutile phase[164]. There-
fore in the case of single Al substitutional defects and isolated oxygen vacancies, as a step to
rectify the limitations of GGA, we have also performed GGA corrected for on-site Coulomb
interactions (GGA+U) [173, 174].
Nudged elastic band (NEB) calculations have also been performed to establish diffusion
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Expt. [177] Ref (US PP’s) Chapter [178] This Work
(Å) (Å) (Å)
Lattice Parameters
a 3.782 3.817 (+0.9%) 3.804 (+ 0.6%)
c 9.502 9.710 (+2.2%) 9.698 (+ 2.1%)
Bond Lengths
Equatorial 1.932 1.954 (+1.1%) 1.947 (+ 0.8%)
Apical 1.979 2.011 (+1.6%) 2.005 (+ 1.3%)
Table 5.1: Calculated and experimental lattice parameters and bond lengths of bulk anatase
TiO2
barriers for oxygen vacancies in the presence of aluminium dopants, and illustrate the pos-
sibility of the intrinsic extrinsic defect clustering. Finally the effect of these defects on the
adsorption of a typical DSSC dye is examined.
5.2 Computational Detail
All calculations have been performed using the plane wave DFT code VASP [175]. As men-
tioned, exchange and correlation effects were approximated with the GGA-PW91 functional
[171] with core electron wavefunctions treated within the projector augmented wave method
[176], with the same electrons treated as valence and core as in previous chapters. For both
bulk and surface calculations a plane wave cut-off of 800 eV has been used, giving total ener-
gies converged to within 0.06 eV of values at 700 eV.
Calculated lattice parameters for the bulk anatase TiO2 without defects can be seen in fig-
ure 5.1. Good agreement with experimental data and the results from the previous chapter can
be seen, and we have used these bulk lattice parameters throughout the current investigation.
Periodic images of the defects will interact with one another, and in order to gauge the extent
of this interaction in the bulk case we have taken one defect type (A2; see figure 5.2) and per-
formed calculations for varying supercell dimensions. Supercells containing one defect with
sizes of 2, 3, 4 and 5 unit cells have been examined. Supercell extension was along one minor
lattice vector (a=3.804 Å) while the other two vectors were kept constant. A Monkhorst-Pack
k-point mesh has been utilised throughout these calculations with dimensions of 6 × 6 × 3
for the smallest supercell, varying to 3 × 6 × 3 for the largest supercell. Following this test
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Figure 5.1: Anatase (101) surface: 4 layer slab used in defect calculations. Titanium atoms
are represented in green, oxygen atoms in blue. The bounding box shows the unit cell with
the cell dimensions in Å.
bulk defect calculations have been performed in a 3× 4× 1 supercell, with a k-point mesh of
3× 2× 3. Relaxations were performed using the conjugate gradients method, and considered
finished when forces on ions were less than 0.03 eV/Å.
For surface calculations a four layer triclinic unit cell containing 288 atoms, with cell di-
mensions illustrated in figure 5.1, was the clean starting point. In order to prevent spurious
interactions between periodic slabs it was ensured that a vacuum layer of at least 10 Å sepa-
rated images in the (101) direction for all calculations. A Monkhorst-pack grid of 2×2×1 was
utilised throughout surface calculations, and increased to 4× 4× 1 for density of states calcu-
lations. Fixing the bottom layer to the relaxed bulk position, geometry relaxations were again
performed with the conjugate gradient method until ionic forces were less than 0.03 eV/Å.
Calculations on chromophore adsorption were performed following previous work [178], and
considered fully relaxed when forces on ions were less than 0.03 eV/Å. In the calculation
of defect stability isolated molecule calculations have been performed, and in each case the
calculation parameters are the same as the substrate to which they will be compared.
Results reported for the A2 and A3 defects have been obtained with spin unpolarised cal-
culations, and compared to spin polarised tests with no difference found. In the case of the A1
defect, the single substitution of an Al dopant leaves one unpaired electron, so spin polarised
calculations are performed throughout for both GGA and GGA+U. Similarly spin polarised
calculations are performed in all cases in which an isolated oxygen vacancy is present.
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A1 A2 A3
Figure 5.2: Aluminium doped anatase defect structues. Titanium atoms are represented in
green, oxygen in blue, aluminium in orange. For clarity the defects are shown in a single
(101) layer.
As mentioned we have performed calculations in which the GGA functional has been cor-
rected for on-site Coulomb interactions (GGA+U) [173, 174]. Density functional theory, as
we have seen in chapter 2, includes a self interaction error as a result of our mean-field treat-
ment of the Coulomb potential. Exact exchange in Hartree-Fock cancels this effect, but this is
not the case in DFT. The result is that the tendency of electrons to unphysically delocalise is
increased. DFT+U attemps to correct this tendency by correcting the electronic correlations
through the addition of an energy penalty (and a double counting term). We have employed
the DFT+U correction in the form of Dudarev[173] in the case of the A1 defects and for the
oxygen vacancy calculations. In the case of the oxygen vacancy U with a value of 3eV has
been applied to the Ti3d orbitals, which has been shown to qualitatively agree with the B3LYP
hybrid functional in the case of oxygen vacancies in Anatase TiO2[179]. A range of values of
U are applied to the O2p states in the case of a single Al3+ for Ti4+ substitution in the bulk,
with a value of 6eV used for surface calculations.
5.3 Bulk TiO2 Defects
Previous studies have suggested that interstitial defects are relatively less stable than substitu-
tional doping [165], so here we focus only on these substitutional defect types. Three different
defects are considered (illustrated in figure 5.2); direct substitution of a titanium atom for an
aluminium atom (A1) and two substitutional defects combined with an oxygen vacancy (A2
& A3).
Aluminium dopants may also be introduced in TiO2 during the combustion of TiCl4 by
inclusion of AlCl3. As in the work of Shirley et al [165], we use as a measure of defect
stability the energy of reaction for the following equivalent reaction:
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(x+ z) TiO2 + zAlCl3 +
z
2
Cl2 

TixOyAlz + zTiCl4 +
(
x+ z − y
2
)
O2 (5.1)
such that
∆E0K =Eb (TixOyAlz) + Eb (zTiCl4)
+ Eb
((
x+ z − y
2
)
O2
)
− Eb
(z
2
Cl2
)
− Eb((x+ z) TiO2)− Eb (zAlCl3) (5.2)
where ∆E0K is the energy of reaction at 0K, and Eb is binding energy as given by our
DFT calculations. Zero point energies have been neglected.
As a first step we perform calculations on the A2 defect in order to evaluate the typical
defect-defect interaction. Calculated bulk energies of reaction for the A2 defects in varying
supercell sizes are exhibited in table 5.2. Reaction energies suggest that defect-defect inter-
action is fairly short ranged, with energies at a defect separation along the varying vector of
around 7Å converged to within 0.02 eV of that at a distance of around 14Å. In order to min-
imize the defect-defect interaction bulk calculations proceed with supercells of dimenisons
3 × 4 × 1 unit cells, containing 144 atoms in the clean supercell, giving a defect separation
of greater than 7.5Å in all directions. Experimentally the atomic decomposition of the doped
powder made up of 3.3% aluminium[49], while cell dimensions 4 × 3 × 1 give us 1.4% for
A2 & A3 defects.
Substitution of an Al3+ ion for a Ti4+ ion will result in one less electron in the system, and
an oxygen hole being formed. Polaronic in nature, this resulting O- state is poorly described by
GGA and we have examined the defect stability and hole characteristics with varying values
of on-site Coulomb interaction (U) figure 5.3.
Defect formation energy and O- hole position can be seen to have a significant dependence
on the value of the applied U correction (no value is reported for U=1eV as convergence was
not reached). Reaction energies vary over a wide range of around 1 eV. Similar ranges for
reactions involving TiO2 on varying U have been reported elsewhere [180]. The nature of
the GGA+U method is to empirically tune the value of U such that some property of interest
belonging the system matches with experiment. Experimental data for the defect stability
reaction is not available, so instead we tune the value of U such that the O- polaron is well
localised. In the case of pure GGA the hole is found to be delocalised throughout the system,
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Defect Type A2
(eV)
Supercell
Dimension
2× 2× 1 -0.051
3× 2× 1 -0.280
4× 2× 1 -0.342
5× 2× 1 -0.368
Table 5.2: Calculated ∆E0K for bulk aluminium defect typei A2 with varying supercell size.
Dimensions are given as multiples of unit cell vectors along the two minor and one major axis
respectively.
and becomes increasingly more localised on an oxygen atom neighbouring the aluminium
dopant as the value of U is increased. We find that a U value of 6eV provides a well localised
hole, which can be seen in figure 5.4, and is close to the value of 7eV used to describe the
polaronic hole in rutile [164].
Selected bond lengths in the vicinity of the aluminium dopant can be seen in the case of
pure GGA and GGA+U (U=6eV). In the case of the pure GGA calculation, variations in the
bond lengths surrounding the dopant are found to be symmetric. Application of the onsite
Coloumb correcton results in an asymmetric defect. Bond lengths involving an equatorially
bonded oxygen atom adjacent to the dopant are extended, with this extension indicative of the
associated O- polaron.
Energetically, as this hole becomes more localised with increased values of U, its position
is shifted further from the valence band in the band gap. Partial density of states for the pure
GGA defect and the GGA+U (U= 6eV) can be seen in figure 5.4(c). For uncorrected GGA the
defect is unpolarised with the oxygen hole located at the top of the valence band, consistent
with results reported by Shirley et al [165]. For the GGA+U solution the defect is polarised,
with the localised hole in the band gap.
Calculated bulk energies of reaction for the A2 and A3 defects, and the comparative result
for the A1 defect, are exhibited in table 5.3. Given the wide variation of calculated reaction
energies for the A1 defect formation with the value of the applied onsite Coloumb correc-
tion, we have also calculated the reaction energies for the A2 and A3 defects with an applied
correction in order to make a direct comparison of the stability.
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E1 Eg ∆E0K
U(eV) (eV)
0 2.17 2.17 0.293
1 N/A N/A N/A
2 1.78 2.17 0.232
3 1.50 2.19 0.093
4 1.21 2.21 -0.076
5 0.92 2.23 -0.266
6 0.64 2.25 -0.472
7 0.39 2.26 -0.689
Figure 5.3: A1 Bulk Defect: U dependence on band gap (Eg), oxygen hole state (E1) and
defect formation energy (∆E0K).
Defect Type GGA GGA+U
(eV) (U = 6eV)
A1 0.293 -0.472
A2 -0.388 -0.710
A3 -0.317 -0.629
Table 5.3: Calculated ∆E0K for bulk aluminium defect types with and without applied U
correction.
GGA predicts defect types comprising two aluminium substitutions with an oxygen va-
cancy, types A2 & A3, to be exothermic with the most stable defect type being A2. Single
substitutional defect A1 is found to be endothermic by GGA. These results are in good agree-
ment with previous work using the PBE functional, with ultrasoft pseudopotentials [165].
Substitution of an Al3+ for one Ti4+ results in one less electron in the system, and a O- state is
formed rather than O2-. Combining two of these substitutions with an oxygen vacancy results
in formal charge being maintained, resulting in the stability of defect types A2 & A3. While
we can put less faith in the absolute values of the GGA+U results, given the empirical nature
of the method and the lack of experimental data, the same trend is still exhibited with the
clustered A2 and A3 defect types being more stable than a single Al3+ for Ti4+ substitution.
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Bond (Å)
Al-O1 Al-O2 Al-O3 Al-O4 Al-O5 Al-O7 O5-Ti2 O5-Ti3 O7-Ti4 O7-Ti5
Method
GGA 1.91 1.90 1.93 1.93 1.91 1.91 2.04 1.88 2.02 1.89
GGA+U(6 eV.) 1.90 1.85 1.93 1.91 1.95 1.90 2.29 2.07 2.01 1.90
(a) (b) (c)
Figure 5.4: A1 Bulk Defect: Top Selected bond lengths for the A1 defect. Largest bond
lengths resulting from a localised polaron are in bold. Bottom (a) Atom labels used in table
above. (b) GGA+U(6eV) defect state with localised hole. Titanium atoms are represented in
green, oxygen atoms in blue, aluminium in orange and spin difference isosurface in yellow
(0.04 ev/Å). (c) Projected density of states for A1 defect. Top: GGA, Bottom: GGA+U
(U=6eV). Total DOS in grey and for GGA+U calculations the oxygen 2p states are represented
in orange.
5.4 (101) Surface
In the case of the (101) surface numerous inequivalent positions are available for defects. The
clean stoichiometric surface contains both five-fold and six-fold co-ordinated titanium atoms,
each of which may be substituted for an Al atom. Energies of reaction for A2 and A3 defects in
which substitutions occurred in different (101) layers were consistently found to be less stable
than those containing two Al atoms in the same layer and therefore we only report the latter
results. Differing defect positions for A2 defects can be seen in figure 5.5. For the A1 defect
position the same notation applies, for example D1 corresponds to a single substitution of a
five-fold co-ordinated Ti atom and D1.2 corresponds to substitution of a six-fold co-ordinated
Ti in the upper layer. A3 defects necessarily contain Al substitutions at differing positions
along the [101] direction, which in the case of the uppermost layer means substitution of one
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Figure 5.5: Notation for surface defect positions relative to the 101 surface. Titanium atoms
are represented in green, oxygen atoms in blue and aluminium in orange. Ti(5) labels five-fold
co-ordinated titanium atoms, Ti(6) six-fold coordinated.
five-fold co-ordinated and one six-fold co-ordinated Ti. The differing notation therefore refers
to the position of the vacancy, with D1 refering to the defect in the uppermost layer with the
vacancy slightly further along the [101] direction than D1.2.
Calculated reaction energies for defects at each of these positions are shown in figure 5.4.
It is known that oxygen vacancies on anatase (101) surfaces reside preferentially at sub-surface
sites [167, 168]. Sub-surface sites are here also found to be preferential for the aluminium de-
fects, with the D2 position being the most stable for each type (the same was found in tests
with 5 layer slabs). Large differences in stability can be seen between surface and subsur-
face sites, with a significant energetic bias towards the sub-surface positions for all defects.
This is parallel to experimental evidence suggesting that Aluminium defects tend to reside in
subsurface sites in the rutile TiO2 polymorph [181, 182]. Least stable defects energies are
present when aluminium atoms are substituted for 6-fold co-ordinated Ti atoms in the surface
and reside next to two-fold cordinated oxygen atoms (O(2)) in the surface i.e. position D1.2.
Despite residing next to an O(2) atom the A1 and A2 defects at position D1 is relatively more
stable than its D1.2 counterpart as the Al atoms bonding to the O(2) atoms are themselves
under co-ordinated as a result of being at the surface.
Given the empirical nature of the GGA+U reaction energies, the A1 GGA+U results are
given relative to the bulk case in order to focus on the general trend rather than absolute values.
Similar energetic bias towards the subsurface D2 is exhibited, with the D1.2 position the least
stable. GGA+U results for the A1 defect suggest that if the defect resides close enough to
an under co-ordinated surface O(2) atom the O- hole will localise on it. Defect positions D1,
D1.2 and D2 all result with a surface localised hole state figure 5.7. Indeed in the case of the
D3.2 defect the hole localises on an O(2) atom in the bottom layer of the surface which, given
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Defect Type A1 A2 A3
GGA GGA+U
(eV) (eV) (eV) (eV)
Position
D1 0.197 -0.056 -0.128 0.274
D1.2 0.454 0.333 0.625 0.331
D2 -0.122 -0.225 -0.568 -0.337
D2.2 0.043 0.094 -0.175 -0.299
D3 -0.050 0.164 -0.400 -0.299
D3.2 -0.020 0.328 -0.307 -0.301
Table 5.4: Calculated ∆E0K for differing positions in a 4 layer (101) slab. Most stable defect
positions for each type are highlighted in bold. A1 GGA+U reaction energies are given relative
to the bulk defect formation energy.
that the bottom layer of the slab is fixed to the bulk position, explains the increase in the D3.2
defect formation energy relative to the bulk. GGA predicts no variation in position relative
to the valence band of the hole state, while for the GGA+U calculations a large energetic
variation is observed with differing location in the surface figure 5.7. At the surface the hole
is further from the valence band, converging towards the bulk value as it moves further into
the slab, as can be seen for two examples in figure 5.6 (D3.2 being the exception again, due to
the localisation of the hole on a fixed atom).
As in the bulk case, the most stable defect is found to be that of type A2 and its formation
is energetically favourable when at the D2 sub-surface position. An important difference to
note is that GGA predicts that when A1 defects reside at subsurface sites the defect formation
becomes exothermic and energetically favourable, unlike the bulk which is endothemric. Dif-
ferences between all three defect stabilities are not so large and in reality all three defect types
will co-exist.
5.4.1 Oxygen Vacancy
We have seen that introduction of an Al dopant produces hole states in the band gap. Intrinsic
oxygen vacancies have the opposite effect, introducing occupied states within the band gap. In
the case of GGA these states are delocalised throughout the lattice, and unpolarised with the
introduced states both at the bottom of the conduction band. Application of DFT+U produces
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Figure 5.6: Partial density of states for single Al dopants in the (101) surface. Top: A1 defect
in D1 surface position. Bottom: A1 defect in D2.2 position. Projection on the oxygen atoms
is in orange, total DOS in grey.
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D1: E1 = 0.154 eV D2.2: E1 = 0.321 eV D2 E1 = 0.709 eV
D2.2: E1 = 0.586 eV D3: E1 = 0.661 eV D3.2: E1 = 1.78 eV
Figure 5.7: A1 Surface Defect: GGA+U spin difference isosurface (yellow, 0.02 (0.04 ev/Å))
for the A1 single substitutional defect at varying positions in the (101) surface. Associated
hole position relative to the conduction band is also given.
a localised vacancy state on a neighbouring Ti atom, giving us a Ti3+ ion, and a second delo-
calised throughout the lattice (spin difference isodensity plot may be seen in figure 5.8). We
can see from the partial density of states that both states lie relatively close to the conduction
band edge, with the localised state further into the band gap. This is similar to the situation
reported for oxygen vacancies in bulk anatase treated with GGA+U [172]
5.5 Vacancy Diffusion
In order for the A2 and A3 defect formation to occur the substitutional defect type A1 must
have some mechanism of combining with oxygen vacancies. However previous work has
suggested that the movement of aluminium interstitials throughout the anatase lattice is not
energetically feasible [165]. Here we propose the diffusion of oxygen vacancies throughout
the lattice as a mechanism by which A1 and oxygen vacancies combine to result in A2 and A3
defects.
In order to investigate this possibility we have performed climbing image nudged elastic
band (NEB) calculations[183] to examine the energy profile along oxygen vacancy diffusion
paths which would result in the formation of A2 and A3 defects. For these calculations the
computational expense has been eased by reducing the number of anatase layers in the slab
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(i) (ii)
Figure 5.8: (i) Spin isosurface for oxygen vacancy state in the (101) surface and (ii)partial
density of states for GGA(top) and GGA+U(U=3eV)(bottom)
to three (sub-surface defects in position D2, i.e. those in the second layer from the surface,
remain the most energetically favoured in the three layer slab).
The preference of both oxygen vacancies and A1 aluminium defects to reside in the sub-
surface anatase (101) region increases the likelihood of a) two A1 defects occupying adjacent
sites and b) oxygen vacancies residing close to A1 defects. Due to this preference of the A1
and oxygen vacancies to occupy subsurface sites we have examined only the diffusion of a
single subsurface oxygen vacancy towards two adjacent subsurface A1 defects. Diffusion of
oxygen vacancies is therefore assumed to proceed parallel to the (101) surface. Obviously this
scenario is not exhaustive of the possible ways in which the defect types can combine, rather
it is taken as a likely possibility to gauge the typical energetic barrier for such combination
processes.
Potential energy surfaces and vacancy diffusion pathways for the formation of A2 and
A3 defects can be seen in figure 5.9 and figure 5.10. Small diffusion barriers of around 0.15
eV and 0.1 eV are found for the A2 and A3 defects respectively. Energetic gains on over-
coming these barriers of around 0.25 eV and 0.13 eV for A2 and A3 defects illustrate a bias
towards the formation of these defects. Oxygen vacancy diffusion therefore provides a mech-
anism by which the aluminium dopants combine with oxygen vacancies in their proximity.
This result explains the experimentally observed reduction in Ti3+ defects on doping of TiO2
with aluminium [49]. Again it is important to stress that we are not suggesting that these
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Figure 5.9: (i) Diffusion pathway for an oxygen vacancy towards Aluminium dopants resulting
in a defect of A2 type. For clarity only the central layer is illustrated. (ii) Potential energy
pathway along the shown diffusion pathway, with a spline fitted to the data to serve as a guide
to the eye.
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Figure 5.10: (a) Diffusion pathway for oxygen vacancy towards Aluminium dopants resulting
in a defect of A3 type. For clarity only the central layer is illustrated. (b) Potential energy
pathway along the shown diffusion pathway, with a spline fitted to the data to serve as a guide
to the eye.
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Figure 5.11: Partial density of states. Top: C2-1 adsorbed on clean anatase (101). Middle: C2-
1 adsorbed on anatase (101) containing an A2 subsurface defect. Bottom: C2-1 adsorbed on
anatase (101) containing an oxygen vacancy. The projection on the chromophore is in orange,
total DOS in grey.
diffusion processes are the only mechanism by which intrinsic and extrinsic defects are likely
to interact. Given an experimental atomic decomposition of 3.3% aluminium in the doped
TiO2 powders, coupled with the preference of oxygen vacancies and Al dopants to reside in
subsurface positions, it is one likely mechanism.
5.6 Electronic Structure & Chromophore Adsorption
Adsorption of a chromophore to TiO2 electrodes is one of the fundamental interactions in a
dye sensitised solar cell. To understand the impact of aluminium doping on this interaction
calculations on a composite system in which a chromophore is adsorbed onto both clean and
defective surfaces have been performed. For this purpose we have chosen the C2-1 tetrahy-
droquinoline chromophore which has shown to successfully sensitise TiO2 in DSSCs [184],
and was studied in the previous chapter. From our previous work we know the chromophore
preferentially binds to the clean anatase (101) surface via a dissociative bidentate bridging
mechanism [178] and it is this adsorption mode that is used throughout. The C2-1 dye has
been adsorbed on surfaces containing A2, A3 and oxygen vacancy defects in sub-surface posi-
tions, and for each of these adsorption modes we have used the same computational procedure
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as the previous chapter, to allow direct comparisons. Adsorption energies are calculated by
the subtraction of the energy of the defective slab and the isolated C2-1 chromophore from
that of the total system and are shown in figure 5.5. Adsorption on the slab containing a sub-
surface oxygen vacancy increases the adsorption energy significantly with respect to the clean
surface, whereas the adsorption on slabs containing the aluminium defects vary only slightly
with respect to the clean surface. Experimentally it has been reported that aluminium doped
TiO2 binds chromophores more strongly to the surface, due to a preference for dye molecules
to attach to stable Ti4+ atoms rather than Ti3+ [49]. Our result that the C2-1 adsorption energy
increases on the preferential subsurface oxygen vacancy compared to the Al defects suggests
that this result is due to observed morphology changes resulting from the doping, not as a
result of a decrease in Ti3+ concentration.
As we have already seen that in the A1 substitutional defect an Al3+ ion replacing a Ti4+
ion results in a valence band hole, while an oxygen vacancy introduces occupied Ti3+ states
into the band-gap. The combination of two substitutional aluminium atoms with an oxygen
vacancy (A2 & A3) causes the formal charge to be maintained, with the two electrons from
the oxygen vacancy filling the valence band holes resulting from Al3+ substitutions. Oxygen
vacancy states are not present and the substitutional valence band holes disappear, with the
result that the doped A2 and A3 anatase surfaces behave as if they were clean. We can see
this result on examining the density of states for the C2-1 adsorbed on the A2 defect and on
the clean surface, figure 5.11, with little difference between the electronic structure for C2-1
adsorbed on the clean surface and that of the C2-1 adsorbed on the A2 (a similar result is
found for the A3 defect).
Adsorption above the oxygen vacancy results in electronic structure that retains the oc-
cupied defect state at the bottom of the conduction band. Interestingly the oxygen vacancy
also down shifts the dye localised HOMO relative to the conduction band, while the A2 defect
slightly shifts these dye localised states closer to the conduction band. We have also performed
adsorption calculations on the oxygen vacancy with GGA+U (again using the PAW approach)
and found a similar result, as can be seen in figure 5.12, with the oxygen vacancy defect states
being retained just below the conduction band and a down-shift of the dye HOMO level within
the band gap. As well as providing the reported recombination Ti3+ centres this shifting of the
HOMO level by the introduction of of an oxygen vacancy could have consequences for DSSC
efficiency, potentially compounding the effect of recombination by adding to the reduction in
JSC and VOC.
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Figure 5.12: GGA+U partial density of states for C2-1 adsorbed above an oxygen vacancy.
The projection on the chromophore is in orange, total DOS in grey.
Defect Adsorption energy
type (eV)
Clean [178] -1.14
OV -1.55
A2 -1.20
A3 -1.12
Table 5.5: Calculated adsorption energies for the C2-1 chromophore on the anatase (101)
surface.
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5.7 Chapter Summary
DFT and DFT+U calculations on the Al3+ doping of anatase TiO2 have been performed, with
both the bulk and (101) surface examined. Single substitutions of Al3+ with Ti4+ (defect A1)
and clustering of two of these extrinsic Al3+ dopants with an intrinsic oxygen vacancy have
been investigated (defect type A2 and A3). Defect types A1 were found to be endothermic in
the bulk, and exothermic at sub-surface sites on the (101) surface. A2 and A3 were found to be
exothermic in the bulk and also preferentially occupy sub-surface sites on the (101) surface.
Nudged elastic band calculations have illustrated that combination of an intrinsic vacancy
and extrinsic Al3+ dopants to form stable defects is possible and likely through oxygen vacancy
diffusion. Low energy barriers for this diffusion process with an energetic bias towards the
formation of A2 and A3 defects have been found, and vacancy diffusion has been concluded
to be a viable route to these clustered defects.
Susbstitution of Ti4+ with A13+ results in a valence band hole. Combining two of these
substitutions with an O vacancy result in the formally neutral defects, A2 and A3, in which the
typical oxygen vacancy Ti3+ states are not present and the valence band hole disappears. This
‘cleaning up’ of the oxygen vacancies in the TiO2 subsurface by benign aluminium doping
results in a reduction in Ti3+ states and explains the observed increase in DSSC efficiency
obtained as a result. Recombination at these Ti3+ sites effectively leads to a reduced JSC, the
open circuit voltage can also be reduced as a result of a down shift in the quasi-Fermi energy.
We also found a down shift in the dye localised states in the band gap on introduction of an
oxygen vacancy. Removing these defects can improve both JSC and VOC, and thereby improve
efficiency.
Adsorption of a typical DSSC chromophore, the C2-1 tetraquinoline dye, on the defec-
tive surface has be investigated. Adsorption to the oxygen vacancy site is found to the most
energetically favoured, with the adsorption on the A2 and A3 defects behaving much like
adsorption on a clean surface. A down shift in the dye localised states in the band gap on
introduction of an oxygen vacancy has been observed. Finally we conclude that the observed
VOC increase on aluminium doping of the TiO2 electrodes in DSSCs is likely to be as a result
the benign clean up of Ti3+ states by the trivalent aluminium dopants.
Chapter 6
RT-TDDFT in the CONQUEST
Code
6.1 Introduction
Density functional theory (DFT) has become an almost ubiquitous tool in the arsenal of the
electronic structure theorist[185, 186]. Extending DFT to the time domain results in its excited
state counterpart, time dependent density functional theory (TDDFT)[187, 188].
Casida’s linear response formulation of TDDFT [189, 190] requires the solution of an
eigenvalue equation for a matrix Ω written in the space of electron-hole pairs. Ω is of order N2
where N is the number of electronic transitions considered, and diagonalising Ω scales compu-
tationally asO(N6). For small systems this approach is feasible computationally, and has been
widely used [190], while for larger systems the unfavourable scaling renders it unsuitable.
Real time propagation of the time-dependent Kohn-Sham equations, pioneered by Yabana
and Bertsch [191], provides an alternative approach to Casida’s linear response formalism.
Real time TDDFT (RT-TDDFT) proceeds by the construction of an effective Hamiltonian, fol-
lowed by the direct propagation of the Kohn-Sham orbitals using this Hamiltonian. Assuming
both the number of occupied states (NKS) and the number of mesh points (NM) scale linearly
with system size, RT-TDDFT will scale with the number of atoms, N, as NKSNM ∼ N2. A
significant prefactor in the form of the number of time steps and the computational effort for
construction of the Hamiltonian exists, making this method unsuitable for systems of small
size. However the ON2 scaling have made it the natural choice for tackling systems of large
size, and a complementary partner to Casida’s approach.
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Linear scaling, or O(N), density functional theory is now well established [192]. In a
similar manner RT-TDDFT based on the propagation of the density matrix, as opposed to
the Kohn-Sham orbitals, can be made to scale linearly with system size. Reductions in the
computational expense obtained by working with the truncated density matrix open up the
possibility of studying excited states in large systems that cannot feasibly be examined with
other methods.
RT-TDDFT based on density matrix propagation has been used to study fullerene, sodium
clusters, polyacetylene oligomers, carbon nanotubes and silicon clusters to name a few[193,
194, 195, 196, 197, 198, 199].
In this chapter we briefly introduce the idea behind linear scaling density functional theory
(for a review see [200]), followed by a brief summary of our implementation of RT-TDDFT in
the CONQUEST code. Tests are presented on a series of previously studied small molecules,
in order to confirm the reliability and limitations of our implementation. We then examine the
effect of matrix truncation and the scaling with system size for a series of long chain alkane
molecules.
6.2 Computational Approach
6.2.1 Linear Scaling DFT
DFT calculations obtain the electronic ground state by self-consistent minimisation of an en-
ergy functional E[n(r)] through variation of the electronic density n(r). In typical DFT ap-
proaches this electronic density is expressed in terms of the single particle Kohn-Sham orbitals
as n (r) =
∑
i |ψi|2. Linear scaling DFT methods follow an equivalent approach but work
instead with the density matrix, formally defined as:
ρ(r, r′) =
∑
i
fiψi (r)ψi (r′)
∗ (6.1)
DFT in the conventional approach involves the diagonalisation of the Hamiltonian. Linear
scaling methods instead obtain the ground state by minimisation of the system energy through
variations of ρ(r, r′).
Kohn’s principle of nearsightedness[201] states that for well-gapped systems the density
matrix approaches zero exponentially as the separation increases, ρ(r, r′) → 0 as |r − r′| →
∞. Using this principle allows a spatial cut-off radius to be imposed on the density matrix,
such that
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ρ(r, r′) = 0 for all |r− r′| > Rc (6.2)
This provides a variational upper bound to the total system energy, Etot. Increasing the
cut-off causes the value of Etot to approach the true value.
Linear scaling behaviour can be obtained through this spatial cut-off by noting that the
number of non-zero density matrix elements increases linearly with system size. Diagonalisa-
tion of the Hamiltonian in conventional DFT methods intrinsically scales asO(N3), providing
a computational bottleneck which limits system size. O(N) methods do not suffer from the
same bottleneck, allowing vastly larger systems to be studied. For example Conquest has been
used to perform calculations on millions of atoms [192].
In practice Conquest uses the density matrix written in separable form in terms of a lo-
calised basis of support functions φiα
ρ(r, r′) =
∑
iα,jβ
φiα(r)Kiα,jβφjβ(r′) (6.3)
Where φiα is the αth support function centred on atom i. Support functions are a non-
orthogonal basis set of localised orbitals, and have an overlap matrix given by:
Sα,β =
∫
φiα (r)φjβ(r) dr (6.4)
Support functions themselves are flexible, and are in turn expanded in a set of basis func-
tions. Two options for this basis set representation exist in Conquest, pseudo-atomic orbitals
(PAOs)[202], or blips. Blips allow systematic convergence with the basis set size, in a similar
way to plane waves. PAOs cannot be systematically converged in an easy manner, but typi-
cally produce comparable results with significantly smaller basis set sizes than blips. All of
the RT-TDDFT work in this thesis uses the PAO basis set, with the implementation using the
blip basis an important piece of work to be carried out in future.
6.2.2 Real Time TDDFT
Expanding the time-dependent Kohn-Sham equations in the basis of our set of non-orthogonal
support functions, in the instance where the support functions are stationary with time, gives
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i
∂
∂t
|c(t)〉 = S−1H|c(t)〉 (6.5)
and
i
∂
∂t
〈c(t)| = −〈c(t)|HS−1 (6.6)
allowing us to write the quantum Liouville equation of motion for our auxiliary density
matrix K in the non-orthogonal support function basis:
iK˙ = S−1HK−KHS−1 (6.7)
The formal solution to this equation can be expressed as:
K(t) = U(t, t0)K(t0)U†(t0, t) (6.8)
where U(t, t0) is a propagator satisfying both:
|c(t)〉 = U(t, t0)|c(t0)〉 (6.9)
i
∂
∂t
U(t, t0) = S−1HU(t, t0) (6.10)
Expressing the propagator in integral form we have:
U(t, t0) = T exp
{
−i
∫ t
t0
d τS−1H(τ)
}
(6.11)
where T is the time ordering operator. Evolution of the system for a total time, T = n∆t,
may be carried out piecewise in smaller intervals, allowing us to express the total evolution
operator as the product of small time operators:
U(t, t0) '
N−1∏
n=0
U ((n+ 1) ∆t, n∆t) (6.12)
where
U(t+ ∆t, t) = exp
[−iS−1H(τ)∆t] (6.13)
Evolution of the time dependent system is then reduced to the problem of approximating
the propagator U(t+ ∆t, t). Two approximations exist in the definition of U(t+ ∆t, t), firstly
that of approximating the matrix exponential exp(A) and secondly the exact form of the matrix
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for which we wish to calulate the exponential. There are several methods for calulating the
exponential of a matrix [203], here we use the simplest approximation, a Taylor expansion:
exp(A∆t) = I +
∞∑
n=0
(A∆t)n
n!
(6.14)
Similarly there are many different approaches for deciding which matrix exponential to use
as a propagator. All of the approximations implemented are taken from the work of Marques
et al.[204] on RT-TDDFT propagators, and are briefly decribed here for completeness.
The exponential midpoint propagator approximates the U(t + ∆t, t) by the exponential
taken at τ = t+ ∆t/2:
UEM (t+ ∆t, t) = exp
{
−iS−1H
(
t+
∆t
2
)}
(6.15)
Implicitly enforcing time-reversibility, such that propagating forward from t and back-
wards from t + ∆t by ∆t/2 produce the same result, provides the so called enforced time-
reversal symmetry method.
UETRS(t+ ∆t, t) = exp
{
−i∆t
2
S−1H (t+ ∆t)
}
× exp
{
−i∆t
2
S−1H (t)
}
(6.16)
Using the Magnus operator the exponential solution to Schrödinger equation for a time-
dependent Hamiltonian may be written as[205]:
UM4(t+ ∆t, t) = exp {MG4} (6.17)
where MG4 is an infinite series of integrals providing an exact solution. Truncating this
expansion to fourth order and approximating the integrals using Gauss-Legendre points as in
[204] gives in our non-orthogonal basis:
MG4 =− i∆t
2
[
S−1H(t1) + S−1H(t2)
]
−
√
3∆t2
12
[
S−1H(t2),S−1H(t1)
]
(6.18)
where t2,1 = t+ [1/2±
√
3/6]∆t.
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Figure 6.1: Applied electric field and induced dipole moment for a benzene molecule. (∆t =
0.03 a.u. ≈ 0.00073 fs.)
6.2.3 Linear Response
Propagating in real time provides direct access to the time-dependent charge density, and
therefore the electronic response to external fields. Applying a time dependent external electric
field polarised along axis j,
δvext (r, t) = −Ej(t) · r
allows us to examine the time-dependent response of the system. Application of this elec-
tric field will produce an induced time-dependent dipole moment:
P (t) = P (0)−
∫
drn (r, t) r. (6.19)
As an example of the calculated repsonse of a system to an applied electric field, figure 6.1
illustrates the induced dipole response of a benzene molecule on application of a field with a
Gaussian time profile, centred at t = 0.
Access to the time-dependent dipole moment allows us to calculate the time dependent
polarisability:
αij(ω) =
∫
dt eiωtPi(t)∫
dt eiωtEj(t)
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The imaginary part of the polarisability is directly proportional to the absorption cross
section, σ (ω) and the experimentally observed strength function, S (ω).
S (ω) =
2ω
pi
Im
(
1
3
Tr (αµj (ω))
)
(6.20)
Density matrix RT-TDDFT therefore has the potential to be an extremely useful tool for
theoretically predicting the electronic absorption spectra of large systems.
6.3 Propagator Unitarity
We wish the total charge in our system to remain stable, and in order for this to be the case the
propagators must be unitary with respect to the overlap matrix. Conserving total probability,
P (t+ ∆t) = c∗(t+ ∆t)Sc(t+ ∆t) (6.21)
= c∗(t)U†SUc(t) (6.22)
= P (t) (6.23)
we see that in order for the above to be true, and for the total charge to be conserved, the
following must hold:
U†SU− S = 0 (6.24)
From our approximation for the matrix exponential 6.14 we see that, if it were exact, our
propagators would indeed exhibit this property. However, as it is impossible for us to store an
infinite sum on our computer, we must truncate our Taylor expansion at some point. Doing
so will introduce errors, with two factors affecting the scale of the break from S-unitarity;
the time step and the number of terms in our summation. While we can extend our expansion
arbitrarily, and reduce the time step arbitrarily, we wish to avoid excess computational expense
by keeping the expansion as small as possible and the time step as large as possible within
some acceptable margin of accuracy. We can directly examine the unitarity of our propagators
through equation 6.24.
6.3.1 Time-Step Dependence
As a test we have examined the extent of the break from unitarity for a range of time-steps
and number of terms in the matrix exponential expansion. We have used a small molecule for
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dt = 0.01 dt = 0.05 dt = 0.10
dt = 0.15 dt = 0.35 dt = 0.45
Figure 6.2: Plot of the absolute values of matrix U†SU−S (on a base 10 log scale), illustrating
the propagator unitarity for the exponential midpoint propagator, for varying time step sizes
(in au.). The system studied is a single benzene molecule, and the matrix is shown at the end
of a 10 au. run.
the purpose, benzene, with a small applied electric field perturbation with a Gaussian profile
centered on t = 0 (as in figure 6.1).
Exhibited in figure 6.2 we can see the dependence on simulation time step of the propa-
gator unitarity, with the obvious trend being that as the time step is reduced the propagator
approaches unitarity. We can see that even for time steps up to ∼ 0.15 a.u. the propagator
maintains its unitarity to a high degree (similar results were obtained for each of the propa-
gators). The corresponding effect on the charge conservation can be seen in figure 6.3 and,
as expected we see that as the time step increases the conservation of charge deteriorates with
the propagation eventually becoming unstable for large timesteps.
Examining the form of our propagators we see that for each we require the extrapolation
of the Hamiltonian matrix to some unknown point beyond the current time t, H+. As sug-
gested by Marques et al.[204] in order to minimise errors it is possible to carry this procedure
out self-consistently. In our case meaning that we propagate K(t) to K(t + ∆t) based on
an extrapolated Hamiltonian. We then construct a new Hamiltonian matrix H(t + ∆t) us-
ing K(t + ∆t). H+ can then be interpolated from Hamiltonian matrices for times up to and
including (t + ∆t), and the whole procedure is iterated until some self-consistency criteria
is obtained. The effect of not performing this self-consistency procedure on the charge con-
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Figure 6.3: Variation in total charge (on a base 10 log scale) with time step size, following a
10 au. run for benzene using all three propagators. Also included is charge variation for the
EM propagator without the self-consistent propagator step (see text for details).
servation can be seen in figure 6.3. While the self-consistency cycle is found to improve the
charge conservation, in reality for small time steps the difference in charge conservation and
calculated properties is not found to be significant enough to warrant the extra computational
load of constructing the Hamiltonian matrix several times per time-step. As a compromise we
enforce the self-consistency only for a small number of steps (∼ 50−100) at the beginning of
a run, typically when our external electric field is applied for the study of the linear response.
A significant point to note is that little difference is exhibited between the calculated re-
sults using each of the three propagators in terms of charge conservation, and in general we
have found this to be the case. It is reported that for systems with strongly time-dependent
Hamiltonians the UM4 propagator is advantageous[204], but for our present work this is not
the case and we have opted for the simplest exponential midpoint propagator throughout.
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Nterms = 2 Nterms = 3 Nterms = 4
Nterms = 5 Nterms = 6 Nterms = 7
Figure 6.4: Plot of the absolute values of the matrix U†SU− S (on a base 10 log scale), illus-
trating the propagator unitarity for the exponential midpoint propagator, for differing number
of terms in the Taylor expansion for our propagator. The system studied is a single benzene
molecule, and the matrix is shown at the end of a 10 au. run (dt = 0.04 au.)
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Figure 6.5: Absolute variation in total charge (on a base 10 log scale) with the number of
terms in our matrix exponential expansion, following a 20 au. run for benzene using the EM
propagator with a time step of 0.04 au.
6.3.2 Matrix Exponential Truncation
The effect of truncating the Taylor expansion used to evaluate the matrix exponential on the
unitarity of the propagator can be seen in figure 6.4. We see that reducing the number of terms
reduces the unitarity of the propagator, as expected. Looking at figure 6.5 the convergence of
the charge conservation with the number of terms in the exponential expansion can be seen.
We find that we reach good convergence with six terms included in the expansion, and we opt
for this level of accuracy throughout the remainder of the thesis.
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6.4 Small Molecules
In order to verify that our implementation is correct we have performed tests on several sys-
tems for which the electronic transitions have been studied experimentally and theoretically
elsewhere, allowing us to make direct comparisons. For this purpose we have chosen four
small molecules (Carbon monoxide, Methane, Ethylene and Benzene) and used our imple-
mentation to calculate the optical absorption spectra within the TDLDA approximation.
6.4.1 Identifying Transitions
Meaningful comparison of our results with experiment requires the identification the electronic
transitions to which the peaks in our calculated absorption spectra correspond. In Casida’s
approach information about electronic transitions is inherently produced, while in RT-TDDFT
it is not.
It is often possible to reason the corresponding transition by examining the polarisation and
energy of peaks and comparing to that of optically allowed transitions experimentally. Where
possible, in order to more confidently assign peaks of our calculated absorption spectra to
particular electronic transitions, we have followed the procedure in [206] whereby a sinusoidal
electric field tuned to a particular excitation mode is applied. A resulting electronic resonance
is set up, for example see figure 6.6 for the CO molecule with an applied electronic field
corresponding to the first transition.
Examining the difference between the excited charge density at resonance and the ground
state charge density, ρEX − ρGS , allows us to identify the molecular orbitals responsible
for the transition. ρEX − ρGS for the first valence transitions of both CO and C2H4 can be
seen in Fig. 6.6. It can be seen that in the case of the CO molecule the lowest energy peak
corresponds to an electronic transition from a σ to pi∗ orbital. Similarly the charge difference
for the C2H4 can be identified as a transition from a pi to pi∗ orbital, with ρEX − ρGS showing
good agreement with that reported in [206].
For methane we assumed that the first transition in our absorption spectra corresponds
to the first experimentally observed transition. Similarly, given the good agreement between
our calculated spectra for C6H6 and experiment, we have assumed the well studied pi to pi∗
transition to correspond to our first calculated peak.
Identifying transitions in this manner involves a considerable extra computational over-
head, and typically is not performed for most RT-TDDFT calculations. Indeed for larger
systems we would expect the method not to be very effective, as more complex resonance pat-
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(i) (ii)
Figure 6.6: (i) Resonant energy difference from the ground state, ERES-EGS, for CO molecule
with E-field frequency corresponding to the first transition of the calculated absorption spec-
trum (Fig. 6.7(i)), polarised along the C-O bond. The arrow shows the point at which ρEX
is obtained. (ii) Resonant ρEX − ρGS for first transitions of CO (top) and C2H4 (bottom).
Isosurfaces in blue are positive, red are negative.
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terns would make obtaining meaningful information about the transitions involved difficult.
However it is useful in testing our implementation.
6.4.2 Basis Sets
Our support functions are expanded in a basis of numerical orbitals, in this case pseudo-atomic
orbitals generated within the Siesta code [207]. These PAOs are eigenfunctions of the atomic
pseudopotentials with a confinement energy shift used to determine a radial cut-off for the
orbitals, beyond which they are zero. This confinement energy provides a single parameter to
define the cut off radii for different orbitals, and is the energy each orbital obtains on being
confined by an infinite potential to a particular radius.
Multiple orbitals per angular momentum channel can be used (multiple-ζ), with the shape
of multiple orbitals determined by a split norm procedure[207]. This procedure uses a pa-
rameter to define the norm of a numerical orbital outside some radius where they match the
tail of the first zeta PAO, and within this radius the vary smoothly to the origin. Subtracting
this numerical orbital from the original PAO gives the multiple-zeta orbital. Of course it is
possible to define these radii by hand and fine tune the basis set. In addition to multiple zeta,
polarisation orbitals can be included within the basis set, and are obtained by solving the same
atomic pseudo problem but with an applied electric field.
We use the notation SZ DZ 3Z 4Z to describe single zeta, double zeta, triple zeta and so
on. Similarly we descibe the number of polarisation orbitals included in the basis by SZP,
SZ2P and SZ3P (one, two and three polarised orbitals respectively).
6.4.3 Benchmark Tests
To first gauge the effect of varying our basis set on the results we have performed calculations
on the ethylene molecule with varying numbers of PAOs and two different confinement en-
ergies. The basis sets have been generated with a confinement energy of 1 meV and 5 meV,
resulting in confinement radii of 4.93 and 4.24 Å for the carbon atoms respectively, and radii
of 4.77 and 4.21 Å for the hydrogen atoms respectively. The total run time was 14.51 fs. (600
au.) with a time step of ∼0.0242 fs (0.1 au). The results can be seen in table 6.4.3.
Calculated energies for the pi → 3s transition show a wide variation with basis set choice,
while the pi → pi∗ valence transition varies less. The effect of systematically increasing the
number of basis functions is to improve our results with respect to that of the reference values.
Similarly increasing the cut-off radii, by reducing the confinement energy, tends to improve
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Transition Basis Set Ref[208] Expt. [209]
2ZP 2Z2P 3ZP 3Z2P 4ZP 4Z2P 5ZP 5Z2P 3ZP
1 meV
pi → pi∗ 7.84 7.62 7.73 7.62 7.67 7.62 7.67 7.62 7.45 8.0
pi → 3s 8.43 7.95 7.78 7.67 7.46 7.40 7.46 7.29 6.69 7.11
5 meV
pi → pi∗ 7.82 7.73 7.75 7.69 7.70 7.68 7.67 7.67 7.45 8.0
pi → 3s 10.64 8.03 7.88 7.76 7.57 7.51 7.46 7.45 6.69 7.11
Table 6.1: Basis set dependence of calculated TDLDA transition energies (eV.) for first valence
(pi → pi∗) and Rydberg (pi → 3s) excitations for the C2H4 molecule.
Molecule Transition RT-TDDFT Ref Expt
(eV.)
CO σ → pi∗ 8.17 8.20[210] 8.51[1]
CH4 T2 → 3s 9.22 9.27[211] 9.70[212]
C2H4 pi → pi∗ 7.48 7.45 [211] 8.00[209]
C6H6 pi → pi∗ 6.87 ∼6.90
[213]
6.90 [2]
Table 6.2: Comparison of calculated TDLDA transition energies for small molecules with
other values and experiment. Conquest results obtained with 5Z4P basis sets, with the excep-
tion of benzene (2Z2P).
the quality of the result. This is to be expected, as increasing the size of our basis set, while
systematically increasing the range, will maximise the variational degrees of freedom available
to describe our time dependent density matrix.
However our values are still far from those computed elsewhere, and we find generally
that for small molecules it is essential to use a large basis with multiple extended polarisation
orbitals in order to produce results in line with other works. In addition we find that fine
tuning the radial cut-offs by hand, as opposed to using the confinement energy and split norm
procedure, can allow us to improve the quality of our results for small molecules.
Exhibited in table 6.2 are the calculated transitions for our four test molecules. In the case
of the smallest molecules (carbon monoxide, ethylene, and methane) a hand tuned 5Z4P basis
set is employed. While for benzene the result is obtained using a 2Z2P basis with a 5meV
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(i) (ii)
Figure 6.7: (i): Absorption strength function for carbon monoxide from RT-TDDFT and ex-
periment. Experimental data taken from [1]. (ii) Absorption strength function for Benzene
from RT-TDDFT. Experimental data taken from [2].
confinement energy. Also presented in figure 6.7 are the optical absorption spectra for the
benzene and carbon-monoxide molecules, along with the experimental data.
We can see a strong agreement between our results and that of other studies, giving us
confidence in our implementation. Very good agreement is exhibited between the calculated
benzene absorption spectra and the experimental values using a reasonably modest 2Z2P basis
set. This highlights the point that for larger molecules we generally found that the need large
hand tuned basis sets, as is necessary for the smaller molecules, is reduced. Typically results
in agreement with those in the literature and experiment are found using smaller basis sets, a
point that is important to bear in mind, given the context of linear scaling methods.
6.5 Computational Scaling: Alkane Molecules
In this section we perform calculations on long chain alkane molecules, an example of which
can be seen in figure 6.8 (C11H24) along with the general chemical structure for an alkane
chain. Our aim is to examine the effect of matrix truncation on the propagation of the density
matrix, along with the computational scaling with system size.
As a first step we calculate the absorption spectra for the C11H24 molecule for several
different basis sets using the generalised gradient PBE functional[214] (all further calculations
in this section are performed with this functional), and the results can be seen in figure 6.9.
Experimentally as the length of the alkane carbon chain increases, the absorption onset is
found to reduce, and the reported adsorption onset for C10H22 is ∼ 175 nm. [215] (∼ 7.1 eV.).
We see that as the number of PAOs in the basis set is increased the calculated absorption onset
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Figure 6.8: Alkane molecule chemical structure (left) and the molecular structure of the
C11H24 molecule (right).
Figure 6.9: Basis set variation of the calculated alkane optical absorption spectra. Effect of
increasing the number of PAOs in the basis set(left) and the effect of extending the radii of the
basis functions(right) are shown.
approaches this value. Particularly noticeable is the change of the absorption energy caused
by the addition of polarisation orbitals. Similarly a significant shift is induced by extending
the range of the PAOs (a variation from 55 meV to 25 meV in the confinement energy extends
the radii of the carbon and hydrogen basis sets by ∼ 0.35 Å and 0.33 Å respectively). This
is understandable, given that the first transitions in the alkane molecules are reported as being
Rydberg in character[215], we would expect the addition or more diffuse PAOs to improve
the description of these excitations. Given the well documented difficulties of TDDFT to
accurately describe Rydberg transitions [216], and given that this is not our aim in any case, we
proceed to carry out our tests with the SZP and SZ2P basis sets generated using a confinement
energy of 55meV (radial cut off for the PAOs is 3.31Å and 3.12Å for carbon and hydrogen
respectively).
It is worth noting that several previous works have been done on linear scaling TDDFT
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(for a review see [217]). Our approach closely resembles that of Chen et. al. [193, 194, 195,
196, 197]. Indeed Chen et al. have previously studied the long chain alkanes within the linear
scaling excited state regime [218].
6.5.1 Propagator Truncation
Within the linear scaling DFT regime of Conquest the density matrix is minimised subject to
several constraints. One of these constraints, imposing idempotency on the density matrix,
requires the inverse of the overlap matrix. In the case of TDDFT we also require the inverse of
the overlap matrix for our propagation, as seen in equation 6.13, due to the non-orthogonal na-
ture of our basis set. In order to compute the inverse overlap matrix Conquest uses Hotelling’s
method[219], however for poorly conditioned overlap matrices computing the inverse overlap
matrix can prove difficult. In our current implementation of TDDFT the atoms remain sta-
tionary and so too, therefore, does the overlap matrix. Therefore we have also included the
possibility of computing the inverse overlap with the SCALAPACK routines. Although the
scaling will not be linear, computing the inverse overlap in this way makes only a relatively
small contribution to our total TDDFT runtime, as we only calculate the inverse overlap once
at t = 0.
While it is apparent that the overlap matrix will be sparse, allowing it to be truncated, the
inverse of a sparse matrix will not in general be sparse itself. We have therefore tested the
effect of truncating both the S-1 matrix and the S-1H matrix on the propagation. Figure 6.10
shows the average absolute error in the matrix elements of S-1 and the S-1H matrices caused by
truncation (the error in S-1 elements given is the average of the elements of the S-1S-I matrix,
and the error in the S-1H is calculated with a full range S-1 matrix.).
As the range of the matrices increases the error caused by the truncation converges towards
zero, as we expect. The S-1 matrix converges less quickly than the S-1H matrix, indicating that
it is more dense than the S-1H matrix. The effect truncation of these matrices has on the
unitarity of the propagators can be seen in figure 6.11. We see that the unitarity converges as
the S-1H range increases, and the propagators are converged with a range of around ∼ 22.5-
27.5 Bohr. This indicates that the S-1H matrix is indeed sparse, and we can safely truncate it.
Similarly it makes sense to truncate the S-1 matrix, given that we are truncating S-1H and that
the Hamiltonian matrix is sparse. We can see this by noting that the unitarity of the propagator
in figure 6.11 is also well converged for each of the truncation ranges imposed on the inverse
overlap.
As additional atoms are added the Hamiltonian matrix, overlap matrix, and the inverse
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Figure 6.10: Average absolute error in the S-1H (left) and S-1 (right) matrix elements with
matrix range for the C47H96 molecule. SZP basis set is used, generated with a 55meV con-
finement potential.
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S-1H range (Bohr)
S-1 (Bohr) 12.5 17.5 22.5 27.5
25
35
45
55
Figure 6.11: Plot of the absolute values of the matrix U†SU − S (on a base 10 log scale),
illustrating the propagator unitarity for differing truncation ranges of the S-1 and S-1H matrices
for the C47H96 molecule
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Figure 6.12: Average absolute error in the S-1H matrix elements with system size.
overlap will vary. Increasing the system size may therefore affect the ranges of these matrices.
We have tested this effect by fixing the S-1 and S-1H ranges at 30 and 35 Bohr respectively,
and examined the error in the truncated S-1H matrix with system size with the results shown
in figure6.12. We see that the error changes slightly on increasing system size, but converges
as the size increases. Consequently the propagator unitarity was found to exhibit the same
trend. This illustrates that the S-1H is well ranged, irrespective of system size, allowing us to
impose a cut-off radii on both of these matrices. In effect this ensures that as the system size
increases, the computational load can be made to scale linearly.
Similarly, increasing the number of basis functions will directly affect the overlap matrix,
and consequently the inverse overlap and the propagator. In order to gauge the extent of this
effect we have examined the C103H208 molecule with a larger basis set (SZ2P). Exhibited in
figure 6.13 is the absolute value of the U†SU − S matrix with S-1H matrix truncation range.
Despite the larger number of basis set functions we see that the S-1H matrix is still well ranged,
although the range is wider, and again a truncation will lead to a computational load that scales
linearly with system size.
A further point to note is that it is possible to avoid the use of the inverse overlap matrix in
the TDDFT propagation altogether. Chen et al. have employed a Cholesky orthogonalisation
scheme to bypass the need for the inverse overlap[218]. However using this scheme requires
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Figure 6.13: Average value of the U†SU − S matrix with S-1H matrix range for the C103H208
molecule calculated with a SZ2P basis set.
the inverse of the Cholesky decomposition, and it is not apparent that it will be more sparse
than the inverse overlap. It is possible that this scheme might improve the calculation of of the
propagator, as the orthogonalised Hamiltonian may be more localised than our S-1H matrix.
Calculating the Cholesky decomposition can be made to scale linearly, and implementation of
this alternative method has already begun in order to contrast the two approaches.
6.5.2 Density Matrix Truncation and Scaling
Finally we examine the effect of truncating the density matrix, and have performed calcu-
lations generating spectra for the C47H96 molecule at varying truncation radii, RCut, of the
density matrix. The results can be seen in figure 6.14, and generally we find that as the den-
sity matrix cut-off increases the spectra tend to converge, as expected, with higher lying states
requiring a larger cut-off to converge. We can see from the comparison of RCut = 30 and
RCut = 35 that there is good agreement for the initial transitions, as well as the general shape
of the spectra.
Applying this RCut = 35 Bohr cut-off (along with a cut off of 35 Bohr. on the S−1H
matrix) we can examine the computational scaling with system size, with the results exhibited
in figure 6.15.
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Figure 6.14: K matrix truncation radii dependence: Spectra generated for the C47H96 molecule
at varying density matrix cut-off radii. (Total run time of 400 a.u. at a time step of 0.05 a.u.)
6.6 Chapter Summary
In this chapter we have introduced the central idea behind a linear scaling, or O(N), density
functional theory code and outlined our implementation of real-time time dependent density
functional theory in the Conquest O(N) code. We have demonstrated the soundness of the
implementation through benchmark tests for small molecules, and also discussed the effect of
basis set and system sizes on the results.
O(N) approaches utilise the density matrix, as opposed to working directly with Kohn-
Sham orbitals, providing a route to the linear scaling computational time with system size by
its truncation. We have discussed the range of our propagator matrices for an alkane chain
test system, and the implications of this matrix truncation on the unitarity of the propaga-
tion. Similarly we have examined the effect of truncating the density matrix on the calculated
optical absorption spectra, showing that the range required is much more extended than that
required for converged ground state properties. While the impact of localisation cut-off in
the charge density matrix on these TDDFT calculations is a topic warranting further study, we
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Figure 6.15: Computational TDDFT run time versus system size for long chain alkane
molecules. The system was run with a timestep of 0.05 a.u. for a total time of 10 a.u.
have shown that in truncating these matrices at a suitable point we a obtain computational load
that increases linearly with system size. This offers a complementary approach to the typical
Casida linear response of TDDFT, which scales with system size as ∼ N6 and is particularly
suited to smaller systems, in that it provides a viable route for studying excitations in larger
systems.
Chapter 7
Dye Sensitised Nanoclusters by
RT-TDDFT
7.1 Introduction
Titanium dioxide has many technological uses, such as in photocatalysis [220, 221] and of
course in dye sensitised solar cells [222]. As we have mentioned, two technologically relevant
polymorphs of TiO2 exist; Rutile and Anatase. Rutile is the more stable of the two in bulk,
however TiO2 nanoclusters (NCs) become more stable in the anatase phase as size decreases
[223]. This highlights a significant point in terms of nanostructure properties; size matters.
For example, adsorption of oxalic acid on TiO2 NCs has been shown to produce different
complexes depending on size [224]. Similarly size has been shown to have an effect on the
electronic and optical properties of TiO2 NCs. Several studies have reported quantum size
effects (QSE) resulting in a blue shift of the band-gap on decreasing nanocluster size [225,
226].
Taking the typical exciton Bohr radius in TiO2 as being in the range 0.8-1.5 nm [227, 228],
any computational study examining quantum size effects in TiO2 NCs must extend beyond this
range. For anatase nanoclusters this amounts to performing calculations involving clusters
in size beyond ∼200 atoms. A recent time dependent density functional tight binding(TD-
DFTB) examination of TiO2 nanoclusters has shown that, for (TiO2)N clusters between the
range of 30<N<190 no quantum size effects were found [229]. As an initial study in this
chapter we go beyond the TD-DFTB approach and examine the quantum size effects using
our density matrix RT-TDDFT, which given its good scaling properties provides an ideal tool
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for examining this effect. Our first aim for this chapter is therefore to examine the QSEs in
TiO2 clusters and test the size threshhold for bulk behaviour. We do so by calculating the
optical properties for (TiO2)N clusters in a wide range containing 16<N<82 TiO2 units.
Having used our implementation to examine one major component of DSSCs, TiO2, we
then proceed to use our method to study another major component, sensitising dyes. Designing
dyes with an appropriate absorption spectra tuned to the solar irradiance spectrum is extremely
important in the engineering of efficient DSSCs, and in studying several dyes we illustrate the
extent to which our method can be used as a tool to predict their optical absorption.
As a final study we use both DFT and our RT-TDDFT implementation to examine a model
DSSC system, namely the effect of dye adsorption on a small TiO2 cluster. Using this small
model system we generate optical spectra and illustrate the modelling of excited electron in-
jection into the TiO2. We outline current work we are performing modelling these effects
in larger systems, and briefly outline the motivation: to study dye-dye interactions at TiO2
surfaces.
7.2 Computational Details
All calculations in this chapter have been performed using the CONQUEST DFT code[230,
231], and the TDDFT results presented are obtained using our RT-TDDFT implementation
within CONQUEST, outlined in the previous chapter. We perform the calculations using the
PBE GGA functional for exchange and correlation[232] and these are set-up such that the
studied system is isolated within the cell separated by a vacuum region of at least 20 Bohr.
As the studied systems are not so large in size we employ diagonalisation of the Hamilto-
nian matrix in order solve the Kohn-Sham equations rather than minimising the energy via the
density matrix. Similarly the inverse overlap matrix is obtained using the SCALAPACK rou-
tines [233]. Relaxations have been performed using the FIRE algorithm [234] until forces on
all atoms are less than 0.0005 Ha/Bohr, and in the case of TDDFT spectra results are generated
using relaxed structures obtained using the same level of accuracy as the TDDFT run.
For the TDDFT calculations the extent of the systems studied is not so large as to allow
any matrix truncation during the run, and all results exhibited have been performed for full
range matrices. For TDDFT the results are obtained using isolated systems in the cell with a
sufficient surrounding vacuum so as to ensure no overlap between matrices of adjacent cells
so as to avoid errors being introduced in our propagators. Optical spectra are generated by
imposing a time dependent electric field, Gaussian in profile and centred on t = 0 with peak
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height of 0.05 au, polarised in each of the three cartesian directions, as explained in the pre-
vious chapter. TDDFT runs are performed for a total run-time of 420 au.(dt=0.07 au), 300 au
(dt=0.05 au.) and 400 au (dt=0.05 au.) for the isolated TiO2, isolated dyes and coupled dye
TiO2 cluster systems respectively.
7.3 QSEs in TiO2 Nanoclusters
7.3.1 Structural Properties
In this section we describe the set-up of our nanoclusters, and the structural properties once we
have relaxed them. As opposed to the more complicated approach of [229] in which spherical
clusters are generated by employing molecular dynamics, here we take the simplest method of
generating our clusters by taking an extended optimised bulk lattice structure and cutting our
clusters directly from it. The five clusters we have chosen to study contain 16, 24, 30, 44 and
82 TiO2 units respectively. Cutting clusters from the bulk structure in this way is carried out
to maximise the co-ordination numbers of the atoms, such that no dangling bonds exist and
this leaves a relative excess of Ti atoms in the clusters. In order to obtain a formally neutral
system we have removed Ti(4)-O(2) units from the surface of the clusters (where the number
in brackets is the coordination number) until they posses the correct stoichiometry. The result
of this procedure is a neutral, stoichiometric cluster exposing the (101) and (001) surfaces with
all atoms coordinated to at least two others. The clusters before relaxation can be seen in the
left hand side of table 7.1.
The right hand side of table 7.1 shows the relaxed cluster structures following optimisation.
Significant surface reconstructions are seen to occur for all of the clusters, with the surface Ti-
O(2)-Ti bonds buckling and shortening. The Ti-O pair radial distribution function for the
largest and smallest clusters can be seen in figure 7.1, and we see that generally as the clusters
relax the bond lengths shorten with respect to that of the unrelaxed bulk. Average Ti-O bond
lengths can also be seen in table 7.2 and the average bond length increases towards that of the
bulk structure as cluster size increases. As the size of the cluster increases the percentage of
atoms in the cluster residing on the surface decreases, illustrating that surface reconstructions
are responsible for the bond shortening.
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Unrelaxed Relaxed
Side Top Side Top
N=16
N=26
N=30
N=44
N=82
Table 7.1: Unrelaxed (left columns) and relaxed (right columns) (TiO2)N clusters examined.
N
16 26 30 44 82
Av. Ti-O Bond Dist(Å ) 1.879 1.907 1.914 1.915 1.925
Table 7.2: Size dependence of the calculated average bond distances for TiO2 clusters.
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Figure 7.1: Ti-O radial distribution function for the largest and smallest TiO2 clusters exam-
ined
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Figure 7.2: Calculated absorption spectra for the (TiO2)
30 cluster for different basis sets.
7.3.2 Optical Properties
Following the generation of the relaxed clusters we have calculated the optical absorption
spectra for each. As a first step we have tested the basis set dependence on the spectra using
the (TiO2)30 cluster for SZP, SZ2P, 2ZP and 2Z2P basis sets. We have also used two different
confinement energies (55 meV and 25 meV) when generating the basis sets so as to gauge the
effect of extending the PAOs. The results for obtained for the DZP and DZ2P basis sets can be
seen in figure 7.2. We see that the general shape of spectra calculated are extremely similar.
Practically the same result is obtained for the SZ2P basis, and the SZP basis set results in a
significant upwards shift of the higher lying states above the first transitions. While there are
small differences between the SZ2P, 2Z2P and 2ZP basis sets, these differences are slight (at
most a few meV) around the absorption onset, our region of interest. As such we opt for the
2ZP (55meV) basis set throughout.
The calculated optical absorption spectra for all of the (TiO2)N clusters can be seen in
figure 7.3, along with the absorption onset. We have employed the same approach as that
of [229] to calculate the absorption onset, whereby we have fitted a high order Chebychev
polynomial to the data in the region of the absorption edge and then taken a linear extrapolation
at the inflexion point to zero. We can see from our result that a definite change in the absorption
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onset occurs with material size, with the first transition approaching that of the bulk material
as the size increases. This mirrors experimental results to a good degree where the absorption
onset for (TiO2)6, (TiO2)14 and (TiO2)30 anatase clusters are measured as being in the ranges
4.00-4.26, 3.60-3.94 and 3.47-3.78 eV respectively[235]. Our calculated absorption onset for
(TiO2)30 does not match perfectly the experimental data, which is to be expected given that
there will be differences in the cluster shape. However the experimental shift of the absorption
onset in going from (TiO2)30 to (TiO2)14 is ∼ 0.1-0.2 eV, and our calculated shift is 0.22 eV
in going from (TiO2)30 to (TiO2)16 shows good agreement. We see that there is a large shift
in the calculated absorption onset when we increase the size of the cluster to (TiO2)82with
this value heading towards that of the bulk anatase value of 3.2 eV. However the values for
N = 26 and N = 44 are identical, and the value for N = 30 increases. This can be explained
by examining our structures in table 7.1, in which we see that the smallest dimension in any
of the three cartesian directions is the same for N = 26 and N = 44 (∼ 6.5-7 Å). However in
increasing the size from N = 26 to the N = 30 cluster we have introduced a section exposing
the (001) face that has a reduced dimension in the (101) direction with respect to that of the
N = 26 and N = 44 clusters (visible on the very left of the N = 30 cluster from the side
viewpoint in table 7.1), which may contribute to the increase in absorption onset. Certainly
we may note that the smallest dimension of the (TiO2)82 cluster in any direction is ∼ 10Å,
which is significantly larger than that of all of our other clusters.
7.4 Sensitising Dyes
As mentioned, the molecular design of dyes with particular attractive properties is extremely
important within the field of DSSCs. One of these properties is the absorption spectra, and
tuning it to maximise absorption from the solar spectrum is a key attribute when designing
new dyes. The ability to computationally predict the absorption spectra of large complicated
dyes is therefore extremely beneficial, and in this section we employ our RT-TDDFT method
to calculate the optical absorption spectra of three dyes employed in working DSSCs.
Chemical structures for the dyes we have chosen to examine are exhibited in figure 7.4.
Again we have chosen to examine dyes that conform to the typical D-pi-A structure used in
DSSCs, and in particular the extension of the pi conjugated chain. We have selected C343, a
coumarin dye based dye and two closely D-pi-A related derivatives NKX2311 and NKX2586,
all of which have been studied experimentally and theoretically before[3, 236, 237, 238].
Efficiencies of devices utilising these three dyes are ordered C343 (0.9%)<NKX2586 (3.5%)
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N Eg (eV)
(Å )
16 4.16
26 3.85
30 3.94
44 3.85
82 3.42
Figure 7.3: Calculated absorption spectra for the (TiO2)N clusters (left) and absorption energy
onset (right).
(i) (ii) (iii)
Figure 7.4: Chemical structures for the examined dye molecules:(i) C343, (ii) NKX-2311, (iii)
NKX-2586
< NKX2311 (5.2%), with the decrease in efficiency in going from NKX2586 → NKX2311
reported as being due to aggregation effects[3] as a result of the increased pi conjugation in the
linker moiety.
Calculated absorption spectra for C343, NKX2311 and NKX-2586 can be seen in figures
7.5, 7.6 and 7.7 respectively. Following basis set tests we have generated these spectra using
a 2ZP basis, generated with a 25 meV confinement energy. see that our method produces
results with varying degrees of success. Results for the C343 dye for the first transition are
within ∼ 0.25 eV of the first experimental peak, in line with previous work with the PBE
functional[237]. Our NKX-2311 spectra improves slightly with respect to that of the exper-
imental data, with the first transition being within ∼ 0.2eV of the experimental peak. In the
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Figure 7.5: Absorption spectra for C343, and comparison to experimental data from [3].
case of these two dyes our results are better than those using the more sophisticated B3LYP
functional[237, 239].
However for the NKX-2586 chromophore our results deteriorate slightly, with our cal-
culated first peak being ∼ 0.3 eV off that of the experimental data. Again comparing with
previous work find our result to be very similar, noting that for this dye previous work using
the B3LYP functional is reported as producing results much closer to experiment for the first
transition[237, 239]. Our calculated first transition energies follow the trend C343(2.95 eV)>
NKX-2311 (2.31 eV) > NKX-2586 (2.14), again illustrating the design mechanism examined
in chapter4, that an increase in conjugation length will red-shift the absorption spectra. The
slight discrepancy between our results and experiment of around 0.15 eV could potentially be
attributed to the neglect of solvation effects, as the addition of a methanol solvent has been
shown to lower excitation energies calculated for C343[240].
7.5 Sensitised Nanoclusters
Our intention for this final piece of work had been to examine the dye-dye interactions on the
surface of a TiO2 nanocluster, establishing the effect on optical spectra and charge dynamics
at the surface. Comparatively the decrease of efficiency of the NKX-2586 dye with respect to
that of the NKX-2311 forms an interesting study, particularly given that the extension of the
pi conjugated chain in NKX-2586 has been designed to have the opposite effect.
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Figure 7.6: Absorption spectra for NKX-2311, and comparison to experimental data from [3].
Figure 7.7: Absorption spectra for NKX-2586, and comparison to experimental data from [3].
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Studying the aggregation phenonema, as a result of this pi extension, is something we have
already looked at in chapter 4. Furthering our work in this area by employing our RT-TDDFT
method would be beneficial as, given that it is an important effect in defining the efficiency
of DSSCs, there has been little work done examining it in DSSCs[241]. Given our earlier
demonstration of size effects on the properties of TiO2 clusters it is not hard to reason why
so little work has been done in this area; the extremely large computational loads involved
in studying at least two dyes interacting a TiO2 system, which itself must be large enough to
avoid size effects. Our RT-TDDFT method seems like a excellent candidate for tackling this
problem.
While we are in the process of performing this study, it is not yet completed, and here
in order to illustrate the method we present results on a small test system; namely the C343
dye adsorbed on a (TiO2)8. We have constructed the (TiO2)8 based upon the lowest energy
structure found in [242], and have not discussed its results above as it has not been constructed
in the same manner as those clusters of the previous study. However the calculated absorption
onset is 4.05 (eV), significantly larger than that of the (TiO2)82 cluster, in line with the general
trend.
We adsorb the C343 molecule in the bidentate bridging mechanism of the previous chap-
ters, binding the disassociate hydrogen to a two-fold coordinated oxygen atom nearby on the
cluster surface. Frontier molecular orbitals can be seen in table 7.3, and we note that the
HOMO, a state in the band-gap, is completely localised on the C343 dye. The LUMO on the
other hand resides almost entirely on the TiO2 cluster. Previous works have reported that the
next dye localised virtual Kohn-Sham orbital is the LUMO+15 (on a (TiO2)9 cluster)[237].
Here we find that the next unoccupied orbital with a large dye contribution is the LUMO+1
level, and it contains a extremely large contribution from TiO2 states. There are several factors
that could explain this different ordering of the dye localised LUMO with respect to the TiO2
virtual orbitals, such as the different cluster size and geometry as well as a different binding
mechanism employed. Going beyond ground state DFT and performing RT-TDDFT we ob-
tain the optical absorption spectra presented in figure 7.8. Despite the different ordering of the
virtual Kohn-Sham orbitals with respect to that found in [237] the TDDFT result is extremely
similar. We find a shift of the absorption energy onset, with a transition of smaller oscillator
strength at lower energy of around 2.1 eV. The main peak of the transition is red shifted with
respect to the that of the free dye, and the peak itself is broadened slightly, which matches the
experimental trends seen experimentally when adsorption of C343 on TiO2 occurs[243].
The reason behind the poor reported efficiency of the C343 dye when employed in DSSCs
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HOMO
LUMO
LUMO+1
LUMO+2
LUMO+3
Table 7.3: Frontier molecular orbitals for the C343-(TiO2)8 system.
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Figure 7.8: Absorption spectra for C343, (TiO2)8 and the sensitised model system, C343-
(TiO2)8.
can be seen in the fact that, although a transition of small oscillator strength is introduced at
an energy of around 2.1 eV, the main peak at∼ 3.0 eV will not provide a significant advantage
in terms of absorption of the solar spectrum beyond that of unsensitised anatase. The interest
in the C343 dye stems from the closely related larger derivatives of it, such as the NKX-2311
and NKX2586 dyes, which are significantly better sensitisers.
Finally we have attempted to model the electron injection process from the dye excited
state into the TiO2. In order to proceed we have generated an excited state density matrix as a
starting point for the calculation by performing a diagonalisation, and shifting an electron from
the HOMO to the lowest unoccupied dye-localised state, LUMO+1. Dividing our simulation
cell into two separate parts, one containing the dye and another the TiO2 cluster, we can
integrate the charge density in each region to monitor any charge transfer.
Time dependent charge localised on the dye molecule can be seen in figure 7.9, and we see
that very little occurs in the way of electron injection. From 7.3 we can see that our LUMO+1
orbital has an extremely strong electronic overlap with the TiO2 cluster, with a significant
portion of the electronic level residing here. Examining the induced charge difference caused
as a result of our HOMO→LUMO+1 promotion, figure 7.9(ii), we can see that the promotion
in itself is tantamount to a significant charge injection (with∼ 0.35 electrons transferred to the
TiO2). Now examining the time-dependent dye localised charge, figure 7.9(i), we see in effect
a small charge redistribution back to the dye. Potentially over delocalisation of the LUMO+1
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(i) (ii)
Figure 7.9: (i) Time dependent dye localised charge following promotion from
HOMO→LUMO+1. Ground state dye-localised charge is illustrated with red line. (i) charge
difference density plot for ρEX − ρGS . The regions of positive charge difference are in blue,
those in red are negative.
level, and the limited size of our cluster are the cause of the poor description of charge injection
and we can conclude that the naïve promotion of an electron from HOMO→LUMO+1 as a
starting excited state is not a viable way forward.
Similar approaches to modelling the charge transfer in TiO2 using RT-TDDFT have gen-
erated a starting system by the addition of a dye-localised one particle density matrix to
the coupled system density matrix in order to generate a dye localised excitated state[244].
We are exploring the effectiveness of this method. Finally we note the possibility of using
constrained-DFT, implemented in the CONQUEST code[245], to generate a dye-localised ex-
cited state as a starting point. This method applies an extra potential, that acts as a charge
constraint, providing the possibility of localising an excess charge on some part of the system.
While it may not be suitable for a small dye such as C343, for larger D-pi-A dyes, where the
excited state may be approximated as being localised on the anchor, this method offers a novel
and interesting avenue of investigation and is one that we are also exploring.
CHAPTER 7. DYE SENSITISED NANOCLUSTERS BY RT-TDDFT 135
7.6 Chapter Summary
In this chapter we have used our implemented RT-TDDFT in the CONQUEST code to exam-
ine two of the main components of DSSCs. Firstly we have studied quantum size effects in
TiO2 nanoclusters, illustrating a clear difference in optical properties with nanocluster size.
As the size of the cluster, or rather the size of its smallest dimension, increases the first optical
transition approaches that of the TiO2 band-gap. While experimental work has been performed
illustrating that a size dependence on the optical properties exists[235], what it hasn’t estab-
lished is the limit of this size dependence, a question that is of pertinance to the computational
physicist working in the field. We have gone some way to establishing this threshhold for bulk
behaviour, and shown that for a system containing 82 TiO2 units the optical absorption onset
is still some way above that of the bulk experimental value. An important result, given that
those working in the field are typically content to model interactions with TiO2 nanoclusters
using model systems of far fewer atoms.
Next we have calculated the optical absorption spectra for several coumarin dyes used
in DSSCs, and found that our method performs admirably, matching experiment well and
reproducing results from previous theoretical work to a good degree. Finally we have briefly
outlined our ambitions to study dye-dye interactions at the TiO2 surface, which we feel is an
understudied mechanism in DSSCs and well suited to be examined with our density matrix
RT-TDDFT. We have briefly demonstrated our method being used to examine a model DSSC
system, C343-(TiO2)8, generating optical spectra and discussed potential avenues for further
work exploring the charge injection processes.
Chapter 8
Overview & Conclusions
Theoretical calculations have been presented on several key themes in the science of dye
sensitised solar cells, with the motivation being to elucidate the factors affecting efficiency
and provide insight to experimentalists working in the field.
Numerous aspects of a DSSC will directly affect the efficiency of the device and we have
focused our attentions on some of the most fundamental; namely the interaction of anchors
with the TiO2 electrode, dye design and its affect on interactions at and with the semiconduc-
tor surface and the role intrinsic and extrinsic defects have in defining the properties of the
electrode.
Optical properties of materials and electron dynamics play an important role in much of
nanotechnology, not least DSSCs.With this fact serving as motivation we have implemented
and tested RT-TDDFT in the linear scaling CONQUEST code. This computational tool allows
the calculation of optical absorption spectra and the modelling of electron dynamics in real-
time, and has the potential to do so for large physically realistic systems. As a final study we
have employed our implementation to examine dye sensitised TiO2 nanoclusters and dyes.
8.1 Anchoring to TiO2
Anchoring of dyes to the TiO2 surface defines the device stability and dye uptake by the
TiO2 electrode. While other anchoring groups exist the majority of sensitising dyes employ
the same method; a carboxylic acid moiety. Similarly the overwhelming majority of DSSCs
utilise nanocrystals exposing the prevalent anatase (101) surface. Two avenues of exploration
for increasing device efficiencies are the use of nanostructured rutile electrodes, exposing the
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(110) surface, and exploiting the enhanced light scattering and increased surface activity of
the anatase (001) surface by increasing its exposed area. This led us to examine the validity of
employing the prototypical carboxylic acid to anchor dyes irrespective of the majority surface
exposed. We carried out a systematic study comparing and contrasting the binding of two
underused anchors, boronic and phosphonic acids, with the carboxylic acid, and found a re-
ordering of the relative binding strengths of the anchors when attaching to different surfaces.
Illustrating that anchoring groups will perform differently on different surfaces, this result
provides a useful point for experimentalists that should be taken into consideration when de-
signing senstising dyes. We have also illustrated that the reactivity of the unreconstructed
anatase (001) surface provides a platform for extremely strong binding of anchors, making a
compelling case for experimentalists to exploit this reactivity by functionalising before surface
reconstruction.
8.2 Dye Design
The design of sensitising dyes with desirable properties provides one of the main avenues of
research for experimentalists wishing to increase device performance. We have explored two
of the most regularly employed design mechanisms; the extension of a pi-conjugated linker
group in Donor-pi-Anchor dyes, as a means of broadening absorption spectra, and the use of
non-planar moieties to inhibit aggregation.
We found that, while increasing the conjugated bridge will introduce extra states into the
band-gap, providing higher IPCE values, the act of increasing the conjugation also leads to
an increased tendency for dyes to aggregate. An important point we have demonstrated is
that dipole-dipole interactions between dyes, resulting from the formation of aggregates, can
dramatically shift dye localised states in the band-gap. In the case studied these states were
shifted downwards counteracting the benefits of extending the conjugated chain. Finally we
have demonstrated the effectiveness of including non-planar moieties as design mechanism,
by showing that non-planar dyes have a reduced tendency towards aggregation. Both of these
conclusions provide useful guidance for experimentalists wishing to design dyes for DSSCs.
8.3 Interplay Between Intrinsic and Extrinsic Defects in TiO2
Motivated by the increased performance of DSSCs employing TiO2 electrodes that have been
doped with aluminium, we have carried out a systematic study on the effects of Al doping
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on the properties of anatase TiO2. In particular we have examined how the introduced Al de-
fects interact with the intrinsic oxygen vacancy defects and found that movement of oxygen
vacancies is likely to lead to clustering of extrinsic and intrinsic defects. We have shown that
this intrinsic-extrinsic defect interplay leads to the tri-valent aluminium dopants performing a
"clean-up" of the vacancy defect states, thereby reducing the number of Ti3+ recombination
centres. We have concluded that it is this benign clean up that leads to enhanced DSSC perfor-
mance, and demonstarted this by showing that a dye adsorbed on an intrinsic-extrinsic defect
containing a 2 Al-dopants and an oxygen vacancy behaves as if adsorbed on the clean (101)
surface. Again this is valuable result for experimentalists, offering much simpler alternative
for removing Ti3+ states to methods such as treatment with oxygen plasma[50].
8.4 RT-TDDFT
Electronic excitations and charge transfer are an essential aspect of much of work being done
in nanotechnology today, not least DSSCs, with the accurate modelling of them being ex-
tremely important in predicting how devices will behave. Casida’s linear response forumlation
of TDDFT [189, 190] has been widely used, but scales poorly with system size. Therefore the
need for other approaches that offer the potential of tackling large, more physically realistic
models is apparent. Real time propagation of the time-dependent Kohn-Sham equations (RT-
TDDFT), provides an alternative approach to Casida’s linear response formalism and offers
better scaling for large systems.
We have implemented and tested RT-TDDFT in the O(N) DFT CONQUEST code, prop-
agating not the Kohn-Sham wavefunctions, but working directly with the density matrix. By
imposing suitable spatial cut-offs on the density matrix we have illustrated that the computa-
tional scaling of our implementation can be made to increase linearly with system size. Open-
ing up the possibility of studying the optical properties of large systems, this implementation
is of major benefit to those working in the field.
We have applied our method to systems of relevance to DSSCs, studying size effects in
TiO2 clusters, and generating optical absorption spectra for moderately sized dyes. We have
concluded that the threshold for QSEs in TiO2 extends to systems containing as many as∼ 250
atoms. This provides a useful guideline for those wishing to model optical properties of such
systems, and serves the size of clusters for which a quantum size effect is observed serves as a
useful post-hoc motivation for our excellent scaling RT-TDDFT implementation. Our method
is also shown to produce good agreement with experiment for the optical properties of dyes
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typically used in DSSCs; the coumarin derivatives C343, NKX-2311 and NKX-2586.
As a final study we have performed calculations on a test system modelling the interaction
of C343 coumarin dye with a (TiO2)8 nanocluster. We find that on adsorption a small peak
is introduced in the absorption spectra at lower energy than that of the free dye, and the main
peak is red-shifted and broadened, traits that are apparent in the experimental data. Finally we
demonstrate the failing of a simple approach for modelling charge injection in DSSC systems,
and outline two potential solutions.
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