This paper is concerned with the internal and boundary stabilization of the steady-state solutions to quasilinear heat equations via internal linear feedback controllers provided by an LQ control problem associated with the linearized equation.
Introduction
Let Ω ∈ R n be an open and bounded subset with smooth boundary ∂Ω, let ω ⊂ Ω be an open subset, and let m be the characteristic function of ω. Let Q = Ω × (0,∞) and Γ = ∂Ω × (0,∞). We will study here the internal feedback stabilization of steady-state solutions to the quasilinear heat equation and the boundary feedback stabilization to the semilinear heat equation z t (x,t) − ∆z(x,t) + a(x)z(x,t) + g z(x,t) = 0 in Q, z(x,0) = z 0 (x) in Ω, z(x,t) = u(x,t) on Γ,
where a ∈ L ∞ (Ω). Let y e be a steady-state solution to (1.1) , that is, −∆y e (x) + f x, y e (x),∇y e (x) = 0 in Ω, y e (x) = 0 on ∂Ω.
(1.
3)
It turns out (see [1, 3] ) that if f = f (x,r) is locally Lipschitz continuous in r, then any sufficiently smooth steady-state solution y e is locally controllable in any finite time T and so, in particular, it is stabilizable. In the present paper, we will prove (Theorem 2.1) that if f is of polynomial growth in (r,θ) with suitable exponents (which will be precised later), then (1.1) is locally exponentially stabilizable by the feedback controller u = −mP y − y e , (1.4) where P is the solution to an algebraic Riccati equation associated with the linearized equation. We must stress that we do not use the local null controllability of (1.1) to get the stabilization but approach the stabilization in a different way which is inspired by Lyapunov stability theory for finite-dimensional systems. More precisely, by defining an appropriate infinite horizon LQ problem with unbounded cost functional, we find a linear selfadjoint and positive operator P, which is the solution to an algebraic Riccati equation associated with the LQ problem such that the feedback law (1.4) makes y e locally exponentially stable.
In a similar way, we obtain a boundary feedback controller which locally exponentially stabilizes (1.2) . Previously, such a result was obtained (see [2] ) for 3-dimensional Navier-Stokes equations.
Throughout this paper, we let H = L 2 (Ω) with the norm | · | and V = H 1 0 (Ω) with the norm · . We denote by | · | s the norm of L s (Ω) and by · r the norm of H r (Ω). We use (·,·) to denote the inner product in H and the paring between V and V and between H r (Ω) and (H r (Ω)) , respectively. Use | · | ω and (·,·) ω to denote the norm and the inner product of L 2 (ω), respectively. This paper is organized as follows. In Section 2, we present assumptions and the main results of the paper (Theorems 2.1 and 2.2) while in Sections 3 and 4, we prove Theorems 2.1 and 2.2, respectively.
Assumptions and the main results
Throughout this paper, we will assume the following conditions: (H 1 ) the steady-state solution y e is smooth enough such that y e , ∇y e ∈ C(Ω) n ; (H 2 ) the function f (x,r,θ), where θ = (θ 1 ,...,θ n )∈R n , is continuously differentiable with respect to all arguments, f r (x,·,θ) and f θ (x,r,·) are locally Lipschitz continuous, where f θ = ( f θ1 ,..., f θn ). Moreover, f satisfies the growth condition (ii) if n = 2, then 1 < p i ≤ 5 and 1 < q j ≤ 5/3 for all i = 2,...,m and j = 2,...,l; (iii) if 3 ≤ n ≤ 9, then 1 < p i ≤ (n + 3)/(n − 1) and 1 < q j ≤ n/(n − 1) for all i = 2,...,m and j = 2,...,l; (iv) if n > 9, then 1 < p i ≤ n/(n − 3) and 1 < q j ≤ n/(n − 1) for all i = 2,...,m and j = 2,...,l; (H 3 ) the function g : R→R is continuous with g(0)=0 and satisfies the growth condition
where p satisfies
with some ε > 0 arbitrary small but fixed. The following notations will be used. We will omit all x, t in the functions of x, t if there is no ambiguity. For the stabilization of (1.2), we will transform the boundary control problem into a distributed control problem via the method provided in [5] . We denote by A again the extension of A from H to (D(A)) (the dual space of D(A)), that is, the operator defined by
where θ is the solution to
We will denote by | · | U and (·,·) the norm and the inner product of U and by B * the adjoint operator of B. It is well known (see [5, 7] ) that θ ∈ D(A 1/4−ε ) for ε > 0 arbitrarily small, and so, we have
Then (1.2) can be written as (see [5] )
. Suppose that hypothesis (H 3 ) holds. Then there is a linear operator
) and the feedback law
locally exponentially stabilizes (2.12). More precisely, there is a ρ > 0 such that for
(2.14)
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Internal stabilization of quasilinear equation
We consider the linearized equation
where A and A 0 were given in Section 2, and the LQ optimal control problem
We denote by D(ϕ) the set of all y 0 ∈ H such that ϕ(y 0 ) < ∞. It is well known (see [1, 3] ) that, for each y 0 ∈ H, the linear equation
, and so
because ϕ is linear quadratic. (Here and throughout the paper, C denotes several positive constants.) On the other hand, we have
Indeed, it is easy to see that, for each y 0 ∈ D(ϕ), problem (3.2) has a unique solu-
). If we multiply (3.1), where y = y * and u = u * , by A 1/2 y * and integrate it on (0,∞), we obtain
It follows immediately from (3.3) and (
Since the functional ϕ is quadratic, there exists a linear selfadjoint positive operator
Moreover, P extends to all of W and P ∈ L(W, W ).
(Ω)) be the optimal pair for problem (3.2) 
and there exist C i > 0, i = 1,2, such that
The operator P is the solution to the algebraic Riccati equation
Proof. Estimate (3.10) follows immediately from (3.3) and (3.4). Since the quadratic cost functional (3.2) is unbounded on H, the conclusions of the lemma are not implied by the general theory of infinite-dimensional LQ control problems (see [5] ). We treat it in the following way. By the dynamic programming principle, it follows that for each T >0, (y * ,u * ) is the solution to the optimal control problem
By the maximum principle, we obtain that
where q T is the solution to the adjoint equation
(3.14)
Since q T ∈ W ⊂ V , it follows from the standard existence theory for linear
V. Barbu and G. Wang 703
It is easy to check that 
it follows that q T = q T on (0,T) for 0 < T < T . Hence, q T = q is independent of T, and so, (3.13) and (3.14) extend to all of R + . Moreover, we have
Here is the argument. For all z 0 ∈ D(A 1/4 ), we have
where (z * ,v * ) is the optimal pair of problem (3.2) corresponding to z 0 . On the other hand, it follows from (3.14) that
(3.20)
Integrating it on (0,T) and then substituting the result into (3.19), we obtain that 
(0,T;V ) ∩ C([0,T);H) for each y
. We will show that if y 0 ∈ W ρ for ρ sufficiently small, then this local solution is global and exponentially stabilizes y e . To this end, we substitute y by y + y e into (3.25) and reduce the problem to that of stability of the null solution to equation for α ≥ n(1/2 − 1/2p). We assume that 1/2 < α ≤ 3/2 and n > 1, that is,
Then again, by the interpolation inequality, we obtain that
This, together with (3.32), implies that
Similarly, taking into account that |∇y| 2q ≤ C ∇y β for 1 2q where β and q are such that
Assume first that n > 1. Then in virtue of (3.36), inequality (3.30) is satisfied if, besides (3.34), we also have that
But it is easily seen that both (3.34) and (3.40) are satisfied if
for n > 9.
(3.41)
Similarly, it follows by (3.38) that estimate (3.31) holds if, besides (3.39), q also satisfies the condition
By an elementary calculation, it follows that (3.39) and (3.42) hold for some
Note that, in this case, n = 1 is allowed. If n, p, q satisfy conditions (ii), (iii), (iv) of hypothesis (H 2 ), then clearly (3.41) and (3.43) (and consequently (3.30) and (3.31)) are satisfied.
Consider now the case where n = 1. 28) and (3.29) , we see that for ρ small enough, if y 0 ∈ E, we have
where (0,T) is the maximal interval of existence of solution, from which it follows that the solution y is global. Moreover, by (3.10), it follows that, for some γ > 0, we have
and this implies that
This completes the proof. 
by P y and proceed as above, we find that
which, in virtue of (3.9) and (3.29), implies the desired result for ε small enough. This is in particular useful when one replaces an exact solution P to (3.11) by an approximating one. (See also the example which follows.)
We can illustrate the above result by two examples.
Example 3.3.
Consider the controlled equation
where Ω ∈ R n , n ≤ 3, is a bounded and open connected subset with C 2 boundary, λ > 0 is a constant, s ∈ L ∞ (Ω), and y 0 ∈ H 1 0 (Ω) are given functions such that 0 ≤ y 0 (x) ≤ 1, a.e. x ∈ Ω, f (y) = y(1 − y)(ay + (1 − a)(1 − y) ) for a constant a in (0,1). This equation describes the change of gene frequency in a population to migration and selection (see [4, page 315] ). It turns out that if λ > λ 0 , where λ 0 is the first eigenvalue for the linearized equation, then the zero solution to the steady-state equation is unstable.
If we apply Theorem 2.1 to (3.50), we can conclude that the feedback law u = −mP y locally exponentially stabilizes (3.50), where P is the solution to the algebraic Riccati equation (3.11) , that is,
where Bu = mu and A 0 y = f (0)s(x)y. By the Schwartz-Kernel theorem (see [6, page 157]), we may represent P as
whereP(x,ξ) is a distribution on Ω x × Ω ξ determined uniquely by P. Then, it follows from (3.51), after some calculation, thatP is the solution to the elliptic equation
where
. Equation (3.53) can be approximated by
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Example 3.4. The steady-state solution y e = 0 to nonlinear heat equation
is unstable for a > 1 (see [4] ). However, according to Theorem 2.1, the feedback controller u = −P y, where P is the solution to the algebraic Riccati equation (3.11). Equivalently,
exponentially stabilizes (3.55) in a neighborhood of the origin.
Boundary feedback stabilization of semilinear equation
In this section, we will prove Theorem 2.2. Proceeding as above, we consider the linearized form of (2.12), that is,
and the linear quadratic optimal control problem
where ε > 0 is arbitrarily small but fixed. By a similar argument as that used in the proof of Lemma 3.1, taking into account (2.11) and the boundary exact null controllability of linear parabolic equation (see [1, 3] ), we obtain the following lemma.
Lemma 4.1. There are the constants c i > 0, i = 1,2, such that 
Let (z * ,u * ) be optimal for problem (4.2). By a similar argument to the proof of Lemma 3.1, it follows that, for each T > 0,
Note that the solution p to (4.6) satisfies that A 3/4+ε p ∈ L 2 (0,T;H) for all T > 0, and, by (4.4), (4.5), and (4.7), we have, via dynamic programming theory, that
and therefore
On the other hand, it is readily seen, via the dynamic programming principle, that the flow 
