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Abstract. Parameterized algorithms are a very useful tool for dealing
with NP-hard problems on graphs. Yet, to properly utilize parameterized
algorithms it is necessary to choose the right parameter based on the
type of problem and properties of the target graph class. Tree-width is
an example of a very successful graph parameter, however it cannot be
used on dense graph classes and there also exist problems which are hard
even on graphs of bounded tree-width. Such problems can be tackled by
using vertex cover as a parameter, however this places severe restrictions
on admissible graph classes.
Michael Lampis has recently introduced neighborhood diversity, a new
graph parameter which generalizes vertex cover to dense graphs. Among
other results, he has shown that simple parameterized algorithms exist
for a few problems on graphs of bounded neighborhood diversity. Our
article further studies this area and provides new algorithms parameter-
ized by neighborhood diversity for the p-Vertex-Disjoint Paths, Graph
Motif and Precoloring Extension problems – the latter two being hard
even on graphs of bounded tree-width.
1 Introduction
Parameterized algorithmics are a very successful approach to dealing with
NP-hard problems on graphs. The idea is that in real-life applications it
is usually not necessary to solve problems on general graphs, but rather
on graphs with some kind of structure present. It is then possible to use
a structural parameter k to describe this structure and use it to design
parameterized algorithms which run in polynomial time as long as k is
bounded.
With respect to parameterized algorithms, we distinguish between
those which run in time – considerng a parameter k, an input of size n
and some computable function f – O(f(k) · nO(1)) and those with a run-
time of O(nf(k)). Algorithms of the first type are called Fixed-Parameter
⋆ This research has been supported by the Czech research grant 202/11/0196.
Tractable (FPT in short) while those of the second type are called XP al-
gorithms. An FPT algorithm is typically much more practical than an XP
one, and we will mostly be interested in obtaining FPT algorithms. We
refer to [3] for further information regarding parameterized complexity.
It is well known that FPT algorithms exist for a large number of NP-
hard problems on graphs of bounded tree-width. However, not all prob-
lems are efficiently solvable on graphs of bounded tree-width and, in the
context of parameterized algorithmics, vertex cover is often successfully
used to solve these problems. These include Precoloring Extension[8], Eq-
uitable Coloring[8], Equitable Connected Partition[4] and Bandwidth [7],
to name only a few.
Unfortunately, vertex cover only attains low values on severely re-
stricted graph classes and so is only rarely applicable in practice. It would
be very useful to have a less restrictive parameter than vertex cover ca-
pable of solving such hard problems. Neighborhood diversity, introduced
by Michael Lampis in ESA 2010 [14], is a promising candidate for such a
parameter. Lampis’ article mainly focuses on deciding MS1 expressions
on graphs of bounded vertex cover and neighborhood diversity, and has
shown that both parameters may be used to decide MS1 expressions in
FPT time where the tower of exponents does not grow with quantifier al-
ternations (unlike tree-width). It also presented three simple algorithms
for Hamiltonian Cycle, Graph Chromatic Number and Edge Dominating
Set parameterized by neighborhood diversity (c.f. [14, Theorem 6]).
Our article further develops this direction and provides new algo-
rithms parameterized by neighborhood diversity for the Graph Motif,
p-Vertex-Disjoint Paths and Precoloring Extension problems. We remark
that while the problems solved in Lampis’ original article may be solved
in XP time on graphs of bounded rank-width (or clique-width), the prob-
lems considered here are much harder and cannot be efficiently solved on
this graph class. In fact, two of the considered problems remain hard even
on graphs of bounded tree-width. Additionally, while FPT algorithms on
vertex cover do exist for these problems, these cannot be straightforwardly
transferred to neighborhood diversity due to the significant structural dif-
ferences between these parameters.
2 Vertex Cover and Neighborhood Diversity
Definition 2.1. Given a graph G = (V,E), a set X ⊆ V is a vertex
cover if every edge in G is incident to at least one vertex in X.
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For readers not familiar with parameterized algorithm design, we
briefly introduce the concept via some examples of algorithms for solving
vertex cover parameterized by vertex cover. Notice that designing an XP
algorithm for this problem is trivial – we may simply try selecting k ver-
tices from V and see if they form a vertex cover. There are at most |V |k
different possibilities for selecting the vertices, and checking whether they
form a cover would take at most |V |2 time. This gives a total runtime of
|V |k+2.
The problem can also be solved by a FPT algorithm. We simply re-
cursively repeat the following: first, delete all edges incident to a cover
vertex, all cover vertices and all vertices of degree 0. We then choose any
remaining vertex and branch out based on whether it is to be included
in the cover or not. If it is included in the cover, we have reduced the
remaining number of cover vertices by 1, otherwise we know that all of
its neighbors need to be cover vertices, reducing the remaining number of
cover vertices by 1 or more. Once k cover vertices have been allocated in
total, we simply check whether any edges remain uncovered. And since
each branching reduces the number of cover vertices by at least 1, we
obtain a significantly improved total runtime of 2k · |V |2.
Finally, we remark that the |V |2 time for checking whetherX is indeed
a vertex cover can be easily improved to k|V |, and that the currently best
known FPT algorithm for self-parameterized vertex cover in fact runs in
time O(1.2738k + k|V |) [2].
We need one further notion before introducing neighborhood diversity.
Note that for v ∈ V , N(v) denotes the neighborhood of v.
Definition 2.2. We say that two vertices v, v′ of G(V,E) have the same
type iff N(v)\{v′} = N(v′)\{v}.
The relation of having the same type is an equivalence. Furthermore,
if a graph has vertex cover k, it cannot have more than 2k+k equivalence
classes of types (or type classes): if two non-cover vertices are adjacent
to the same cover vertices, they belong to the same class (at most 2k
possible classes) and one class for each cover vertex (k classes).
This type structure is very often utilized in parameters on vertex cover
(see any of the parameterized algorithms referred to in the introduction).
The idea behind neighborhood diversity is based on this type structure.
Definition 2.3 ([14]). A graph G(V,E) has neighborhood diversity at
most w, if there exists a partition of V into at most w sets, such that all
the vertices in each set have the same type.
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Notice that all vertices in a given type not only have the same neigh-
borhood in G, but also form a clique or independent set in G. For algo-
rithmic purposes, it is often useful to consider a type graph H of a graph
G, where each vertex of H is a type class in G and two vertices in H are
adjacent iff there is a complete bipartite clique between these type classes
in G. It is not hard to see that the definitions force there to either be a
complete bipartite clique or no edges between any two type classes. The
key property of graphs of bounded neighborhood diversity is that their
type graphs have bounded size.
So, how does neighborhood diversity compare with other parameters?
As mentioned above, graphs of bounded vertex cover have bounded neigh-
borhood diversity (although the bound may be single-exponential), but
the opposite is not true, since large cliques have a neighborhood diver-
sity of 1. Neighborhood diversity is not comparable with tree-width –
large cliques and large trees being examples of graphs with one parameter
bounded and the other unbounded. Finally, graphs of bounded neighbor-
hood diversity also have bounded clique-width and rank-width (see e.g.
[10] for a brief introduction to these measures).
Vertex cover
Neighborhood Diversity
Path-width
Tree-width
Rank-width/Clique-width
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≥
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Fig. 1. Relationships between selected graph parameters
The key result of Lampis’ paper is an algorithm forMS1 model check-
ing on neighborhood diversity and vertex cover, where the height of the
tower of exponents is fixed in the parameter (unlike MS1 model checking
on rank-width or MS2 model checking on tree-width). It is interesting
that for MS1 model checking, neighborhood diversity is actually expo-
nentially faster than vertex cover, completely offsetting the worst case of
neighborhood diversity being exponentially larger than vertex cover.
4
Theorem 2.4 ([14, Theorem 2]). There exists an algorithm which,
given a graph G with l labels, neighborhood diversity at most w and an
MS1 formula φ with at most qS set variables and qV vertex variables,
decides if G  φ in time 2O(2
qS (w+l)q2SqV logqV ) · φ.
An important property of every graph parameter is its own com-
putability, i.e. the time it takes to calculate it for a given input graph.
The greatest drawback of clique-width was the fact that it was actually
NP-hard to compute it exactly, even when its value was bounded. Rank-
width, tree-width and vertex cover are all computable in FPT time when
their respective values are bounded. The nice structure of neighborhood
diversity in fact allows us to go one step further and compute it in poly-
nomial time even if its value is large.
Theorem 2.5 ([14, Theorem 5]). There exists an algorithm which
runs in polynomial time and given a graph G(V,E) finds a minimum
partition of V into neighborhood types.
3 Algorithmic Results
We will now present three new FPT algorithms parameterized by neigh-
borhood diversity, illustrating various methods of exploiting the structure
of such graphs to design efficient algorithms. As mentioned earlier, it is
generally not possible to translate algorithms from vertex cover to neigh-
borhood diversity, since vertex-cover-parameterized algorithms strongly
rely on exhaustively processing the cover vertices and then dealing with
the remaining vertices, which are all independent. On the other hand,
here we have a relatively simple structure for all the vertices, but these
are (often highly) connected to each other and there is no finite set of
vertices to exhaustively process.
3.1 Graph Motif
Definition 3.1 (Graph Motif).
Input: A vertex-colored1 undirected graph G and a multiset M of colors.
Question: Does there exist a connected subgraph B of G such that the
multiset of colors col(B) occurring in B is identical to M?
The Graph Motif problem has been introduced in [13] and arises nat-
urally in bioinformatics, especially in the context of metabolic network
1 This coloring need not be proper – neighboring vertices may have the same color.
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analysis. Its complexity has been studied in [5] and [1], the latter prov-
ing that the problem remains NP-hard even on graphs of path-width 2.
Our first new result is an FPT algorithm for Graph Motif on graphs of
bounded neighborhood diversity.
Theorem 3.2. The Graph Motif problem can be solved in time
O(2k ·
√
|V ||E|) on graphs of neighborhood diversity at most k.
Proof: The key observation lies in the fact that while there may be
arbitrarily many possibilities for B even on graphs of low neighborhood
diversity, the highly connected structure enforced by our parameter allows
us to work with a coarse representation of B instead.
Let B′ denote the subgraph of H (the type graph of G) induced by the
types which contain at least a single vertex of B. Then the connectivity
condition on B immediately implies that B′ also needs to be connected.
We will proceed in two steps: First, we will consider all possibilities of B′,
and for each B′ we will check whether there exists some admissible B.
For the first step, it suffices to realize that the number of vertices in H
is bounded by k and so there are at most 2k possible selections of B′. For
each considered B′, we move on to step two unless B′ is not connected (or
if B′ contains only a single vertex of an independent set type if |M | ≥ 2);
this may be checked in advance for each B′.
We say S is a skeleton of B′ if S is an induced subgraph of G such
that
1. col(S) ⊆M .
2. There exists an isomorphism φ between S and B′.
3. ∀v ∈ S : v ∈ φ(v). (i.e. the isomorphism respects types)
Before discussing how to deal with finding some or all possible skeletons,
let us consider what happens once we have found a skeleton S. Any vertex
with a type in B′ is adjacent to some vertex in S, and in this way we may
add any colors missing from M to S as long as they occur somewhere in
B′. Specifically, a B inducing the selected B′ exists iff there exists at least
one skeleton of B′ and M is a subset of the multiset of colors occurring
in B′.
Finally, what remains is to check whether there exists any skeleton of
B′. This final subproblem may be solved by simply finding a maximum
matching between all colors in the multiset M and all types in B′ – with
edges between colors and types containing that color. Such a bipartite
graph may be constructed in time |E|, has at most |V | vertices and allows
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a maximum matching to be found in time O(
√
|V ||E|). A skeleton exists
iff the resulting maximum matching leaves no type unmatched.
So, the algorithm proceeds as follows. First, it runs through all at
most 2k possible connected selections of B′ ⊆ H. Next, for each fixed
B′ we check whether M ⊆ col(B′) – if not, we move on to the next B′.
Otherwise, we check whether there exists a skeleton of B′ by the maximum
matching subroutine. If M ⊆ col(B′) and some S is found, we can easily
construct an admissible solution, and otherwise we know that no solution
exists for the selected B′.
3.2 p-Vertex-Disjoint Paths
There are two versions of the Vertex Disjoint Paths problem: either the
number of paths is bounded by a constant, or it is part of the input
and not bounded. Both versions arise naturally in many fields. The first
version is much easier to solve and FPT algorithms are known even on
general graphs [17]. The variant considered from now on is the second,
more difficult one.
Definition 3.3 (p-Vertex-Disjoint Paths).
Input: An undirected graph G = (V,E) and a set P = {si, ti}, si, ti ∈ V
of start and end vertices.
Question: Do there exist |P | mutually vertex-disjoint paths pi between si
and ti?
Gurski and Wanke [11] have shown that p-Vertex-Disjoint Paths is
NP-hard on graphs of bounded rank-width and clique-width. The problem
is also known to be NP-hard on various other graph classes, such as planar
graphs. On the other hand, the problem admits an FPT algorithm for
graphs of bounded tree-width. We present an FPT algorithm for p-Vertex-
Disjoint Paths on graphs of bounded neighborhood diversity, which allows
the problem to be solved even on dense graphs of unbounded tree-width.
However, we will first need a few auxiliary results.
Definition 3.4. We say that a p-Vertex-Disjoint Paths solution is sim-
ple if each path only contains at most a single non-endpoint vertex of
every type.
Lemma 3.5. Any instance of p-Vertex-Disjoint Paths admits a solution
iff it also admits a solution which is simple.
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Proof: Assume that in our solution, there is a path of length at least
four which contains several vertices of the same type. Consider any type
which occurs several times on the path, x and y being the first and last
vertices of the same type occurring on the path and z being the vertex
after y on the path. Then the path may be rerouted from x to z.
We remark that the previous lemma is not true for edge-disjoint paths.
Next, we will make use of the deep result by Lenstra that integer lin-
ear programming is in fact FPT in the number of variables ([15]). This
provides a powerful tool for the design of FPT algorithms, which has un-
fortunately not had many interesting applications until recently (as noted
in Niedermeier’s monograph [16]). The runtime has been later improved
by Kannan [12] and Frank and Tardos [9]. This approach was successfully
used to design a number of FPT algorithms for graphs of bounded vertex
cover [7]. The theorem we will use is:
Theorem 3.6 ([9,12,15]). p-Variable Integer Linear Programming Fea-
siblity with an input of size n can be solved in O(q2.5q+o(q) · n) time and
nO(1) space.
With these two results in hand, we are finally ready to solve the
problem.
Theorem 3.7. The p-Vertex-Disjoint Paths problem may be solved in
time O(q2.5q+o(q) ·n), where q = k2 ·2k, on graphs of neighborhood diversity
at most k.
Proof: Lemma 3.5 tells us that we may in fact search for a solution
where every path belongs to up to k2 ·2k categories: k2 possible start and
end points, and less than 2k possible routes (without the start and end
points) in the type graph H. For each route in H we will discard those
which are not valid paths starting and ending adjacent to the appropriate
endpoints. The problem is that there may still be many paths in each
category, and we cannot exhaustively consider all possible assignments of
paths into categories.
So, we construct an integer linear programming formulation capturing
our problem. Let na,b,i, 1 ≤ a, b ≤ k, 1 ≤ i ≤ 2
k be integer variables
describing the number of paths of each category. We use constraints to
ensure that:
1. The number of paths on the input which begin and end in a given
type are equal to the sum of paths returned by the ILP program (e.g.
consta,b =
∑
1≤i≤2k na,b,i).
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2. The number of paths crossing through every type in H needs to be
less or equal than the number of vertices of that type. This is also
straightforward, as the sum of certain predetermined variables needs
to be less than a constant, with those paths ending as well as beginning
in that type multiplied by two.
If a solution exists, then the paths can be divided into categories as
described above and the algorithm will return a satisfying evaluation. On
the other hand, if the algorithm returns a satisfying evaluation, we can
easily transfer it into a solution by a greedy algorithm (all vertices in
of any given type are mutually equivalent and so their choice does not
matter as long as the correct route in H is followed).
3.3 Precoloring Extension
Precoloring Extension is a natural problem where we are given a partial
proper coloring of a graph G and the task is to extend it into a proper col-
oring of G with r colors. The problem is W[1]-hard on graphs of bounded
tree-width [6] and FPT when the vertex cover is bounded [8].
As before, the algorithm of [8] cannot be directly applied to graphs
of bounded neighborhood diversity. Instead, we will once again construct
an integer linear programming formulation.
Theorem 3.8. The Precoloring Extension problem can be solved in time
O(q2.5q+o(q) · n), where q = 22k, on graphs of neighborhood diversity at
most k.
Proof: Recall that every type class either form an independent set or
clique. It is a simple observation that if any vertex in an independent set
type is precolored, we may always use that color for all the other vertices
of the same type. On the other hand, if no vertex in an independent set
type is precolored, any color which is used for one vertex of that type
can be used for all the others. So it suffices to only consider inputs where
independent set types are fully precolored or only contain a single vertex.
We will use similar categories as those in the previous algorithm, how-
ever this time these will have to be finer. A color category will be the set
of colors which appear precolored in the same types, and these are fixed
by the input. For each color category, we will then distinguish color sub-
categories: Two colors are in the same subcategory if they are in the same
category and appear (colored or precolored) in the same types. Obviously,
if a proper extension of a precoloring exists, then all colors may be di-
vided into subcategories accordingly. The number of color subcategories
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is at most 22k, and since the coloring needs to be proper we only consider
admissible subcategories (omit those containing any adjacent types).
So, we use variables to denote the number of colors in each category
subcategory (for instance na,b for category a and subcategory b). The
key observation used to build our constraints is that colors in the same
subcategories not only appear in the same types, they also color exactly
one vertex in each such type. The constraints are:
1. The number of colors in each category (follows from input) equals the
sum of all subcategories in that category.
2. The number of vertices of each type equals the sum of all subcategories
which color a vertex of that type. (ensuring that every vertex has been
colored)
As in the previous algorithm, if a solution exists, then the colors can
be divided into subcategories as described above and the algorithm will
return a satisfying evaluation. On the other hand, if the algorithm returns
a satisfying evaluation, we can immediately use it to construct a proper
coloring.
4 Concluding Remarks
We have presented three novel parameterized algorithms on neighbor-
hood diversity, and shown that it indeed is a parameter capable of solving
various difficult problems - even problems which are hard on graphs of
bounded tree-width. The applied methods may also be helpful for design-
ing other such algorithms on neighborhood diversity. However, there is
still a lot of work to be done. Some problems, such as the graph layout
problems studied in [7], require a different approach if an FPT algorithm
is to be found.
Additionally, while neighborhood diversity can attain low values even
on graphs of high vertex cover (even on those of high tree-width in fact),
it can also be up to single-exponentially larger than vertex cover. This
unfortunately means that even if a problem can be solved by an FPT al-
gorithm on neighborhood diversity, it may sometimes be more efficient to
in fact use vertex cover and not neighborhood diversity. This is unfortu-
nate, and it remains an open question whether another generalization of
vertex cover could be found which could not be significantly larger than
vertex cover.
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