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A LIOUVILLE-TYPE THEOREM FOR THE
LANE-EMDEN EQUATION IN A HALF-SPACE
LOUIS DUPAIGNE, BOYAN SIRAKOV, AND PHILIPPE SOUPLET
Abstract. We prove that the Dirichlet problem for the Lane-Emden equation in a half-
space has no positive solution which is monotone in the normal direction. As a conse-
quence, this problem does not admit any positive classical solution which is bounded on
finite strips. This question has a long history and our result solves a long-standing open
problem. Such a nonexistence result was previously available only for bounded solutions,
or under a restriction on the power in the nonlinearity. The result extends to general
convex nonlinearities.
Keywords. Lane-Emden equation, semilinear elliptic equation, half-space, Liouville-
type theorem, unbounded solutions.
1. Introduction and main results
In this paper we prove a Liouville type theorem for positive classical solutions of the
Lane-Emden equation in a half-space with Dirichlet boundary conditions.
Similarly to the original Liouville result on bounded harmonic functions, a Liouville
type theorem states that a given PDE has no nontrivial solutions, and in most cases is
restricted to signed solutions in the Euclidean space or some unbounded domain in that
space. Arguably the most outstanding theorem of this type for semilinear elliptic equations
was obtained in [16], on the problem
(1.1) −∆u = up, u > 0,
where p > 1. Gidas and Spruck proved that there do not exist classical solutions of (1.1)
in Rn provided 1 < p < pc := (n + 2)/(n − 2)+ (see also [6], [4] or [19] for proofs of this
result). If p ≥ pc there are (bounded) positive solutions of (1.1).
Equation (1.1), usually referred to as the Lane-Emden equation, is generally viewed as
the simplest and most representative semilinear elliptic equation, and as such has been the
object of an enormous number of theoretical studies. For an extended and up-to-date list
of references we refer to the recent book [19]. The Lane-Emden equation is also the base
model for many more general equations, in terms of the elliptic operator in the left-hand
side or the nonlinear function in the right-hand side of (1.1).
A full answer to the existence question for (1.1) is currently not available for proper
subdomains of Rn. This is so even for the Dirichlet problem in the half-space
R
n
+ = {x ∈ Rn; xn > 0},
despite its long history and the large number of works on that problem. Studying (1.1) in a
half-space is important both because the half-space is the simplest unbounded domain with
unbounded boundary and because performing a blow-up close to the boundary for general
equations in a smooth domain leads to (1.1) in a half-space.
The latter observation, together with degree theory, was used by Gidas and Spruck in
[17] to prove existence results for a large class of elliptic equations in a smooth bounded
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domain. They proved that (1.1) with Dirichlet boundary condition has no solutions in a
half-space provided 1 < p ≤ pc. The proof in [17] uses a moving planes argument (combined
with Kelvin transform), which reduces the problem to the one-dimensional case.
Ten years later Dancer [9] proved by the method of moving planes that bounded solutions
of (1.1) with Dirichlet boundary condition in a half-space are monotone in the normal
direction, and deduced that a nontrivial bounded solution in Rn+ gives rise to a solution in
R
n−1; this implies that the problem has no bounded solutions in the range 1 < p < pD :=
(n + 1)/(n − 3)+. A further development was made by Farina [12], who used variational
estimates and stability to show that bounded solutions (and even solutions that are stable
outside a compact set in a slightly smaller range for p) do not exist if 1 < p < pF (n) :=
(n2−10n+8√n+13)/((n−3)(n−11)+). The most general results in these lines of research,
as well as an extensive list of references, can be found in the recent work [11].
The question of existence of bounded solutions of the Dirichlet problem for (1.1) in a
half-space was fully answered a few years ago by Chen, Lin and Zou [7], who proved that
there are no such solutions for any 1 < p <∞. In that paper the authors used a well-chosen
auxiliary function involving derivatives of u, as well as convexity considerations.
To our knowledge, nonexistence of unbounded solutions of (1.1) in Rn+ is completely open
in the supercritical range p > pc (and for unstable solutions for p ≥ pF (n + 1)). Here we
study this range, and prove that for any p > 1 there are no solutions which are monotone
in the xn direction. This has been generally expected and conjectured by the experts on
Liouville type problems since the above mentioned work by Dancer (1991), which related
monotonicity to nonexistence.
A consequence of our result is the nonexistence of positive classical solutions which are
bounded on finite strips.
Theorem 1.1. Let p > 1. Then the problem
(1.2)
{ −∆u = up, x ∈ Rn+
u = 0, x ∈ ∂Rn+
does not admit any positive classical solution which is monotone in the xn direction.
Corollary 1.2. For any p > 1 problem (1.2) does not admit any positive classical solution
which is bounded on finite strips, i.e.
sup
ΣR
u <∞ for each R > 0, where ΣR = {x ∈ Rn+; xn < R}.
Our method is not limited to the Lane-Emden equation. We actually show nonexistence
for any convex nonlinearity f with f(0) = 0. Theorem 1.1 and Corollary 1.2 are a special
case of the following nonexistence result for more general nonlinearities.
Theorem 1.3. Let f ∈ C1([0,∞)) ∩ C2(0,∞) be nonnegative and convex, with f(0) = 0
and f 6≡ 0. Let u ≥ 0 be a classical solution of
(1.3)
{ −∆u = f(u), x ∈ Rn+
u = 0, x ∈ ∂Rn+
which is monotone in the xn direction. Then u ≡ 0.
In particular (1.3) does not admit any nontrivial nonnegative classical solution which is
bounded on finite strips.
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Remark 1.1. That positive solutions of (1.3) which are bounded on finite strips are (strictly)
monotone in the xn-direction is a general fact, valid for every locally Lipschitz f on [0,∞)
such that f(0) ≥ 0. This follows from the Hopf lemma and the method of moving planes,
in the form used in [2]. A full argument can be found in [13, Theorem 3.1] or in the proof
of [18, Theorem 3.1]. Thus Corollary 1.2 is an immediate consequence of Theorem 1.1.
When the space dimension n = 2, monotonicity holds even without the assumption of
boundedness on strips, see [8], [14]. Therefore, under the assumption of Theorem 1.3 with
n = 2, problem (1.3) does not admit any positive classical solution at all, which gives an
alternative proof of the result in [17] for n = 2 (other proofs can be found in [14]).
Remark 1.2. (i) If f(0) > 0 and f is convex, then the existence or nonexistence of nonneg-
ative solutions for problem (1.3) can be completely classified. Since this follows from more
or less known results and from rather simple arguments, we treat this case in the appendix.
(ii) If f(0) < 0, then the problem becomes very different, we refer to [2, 14] and the
references therein for results on this case.
The main point in the proof of Theorem 1.3 is to show that u is convex in the xn-direction,
as was already observed in [7] for bounded solutions (see also [19] for a simplified proof).
Indeed, our assumptions imply that f grows linearly, that is, f(u) ≥ c0u − c1 for some
constants c0, c1 > 0. Since u > 0, this implies in turn that the average ux,r of u over any
ball B(x, r) of fixed large radius is uniformly bounded above, see Lemma 3.2 below. Now,
if uxn > 0 and uxnxn ≥ 0, the average ux,r cannot remain bounded as xn → +∞.
To prove that uxnxn ≥ 0, differentiate once the equation with respect to xn. Then v = uxn
is a positive solution of the linearized equation
−∆v = f ′(u)v in Rn+,
and so u is stable (cf. Section 2). In other words, the maximum principle holds for the
linearized operator −∆ − f ′(u) on any bounded domain of Rn+. Differentiate once more:
since f is convex, w = uxnxn solves
−∆w − f ′(u)w ≥ 0 in Rn+,
and moreover w = 0 on ∂Rn+. If one could apply the maximum principle to w in the whole
of Rn+, we would be done. But of course such a statement cannot be true in general (as can
be seen by simple examples such as the harmonic function w = −xn; note that f ′ ≥ 0).
However, we can follow a clever trick of [7] and observe that the function z = (1 + xn)uxn
is a strict subsolution of the linearized equation. More precisely,
−∆z − f ′(u)z = −2w in Rn+,
so that the quotient
ξ =
w
z
=
uxnxn
(1 + xn)uxn
and the elliptic operator L = z−2∇ · (z2∇) solve
−Lξ ≥ 2ξ2 in Rn+
(see Step 1 of the proof of Theorem 1.3 for details). In this reformulation of the problem,
it remains to prove that ξ ≥ 0. The way we do that is completely different from the
previous works and makes use of a new idea, based on some delicate estimates which we
describe next. The point is to use the full strength of the nonlinear right-hand side (as
opposed to just its sign in [7], [19]). More precisely, we estimate the L∞ norm of ξ− by a
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kind of quantified Moser-type iteration, rather than using a pointwise form of the maximum
principle, which required the boundedness of u in the previous works. Precisely, we use test-
functions given by powers of ξ− multiplied by powers of a standard cut-off and optimize the
resulting inequality by relating the power of ξ− and the scaling parameter. The desired L
∞
bound follows by sending simultaneously the power and the scaling parameter to infinity.
For general convex nonlinearities this last step makes crucial use of a recent and difficult
universal H1 estimate from [5], valid for stable solutions of semilinear elliptic equations
on unit balls and half-balls. However, for a large class of nonlinearities, which includes in
particular the Lane-Emden case f(u) = up with p > 1, the H1 bound can also be proved by
simpler and more classical arguments (cf. Lemma 2.3), thus making the proof of Theorem 1.1
self-contained.
The outline of the rest of the article is as follows. Section 2 is concerned with stable
solutions and gathers basic concepts and useful estimates. In Section 3, we give two auxiliary
lemmas that play a pivotal role in the proof of Theorem 1.3. The latter is proved in Section 4.
Finally, the case f(0) > 0 is treated in the appendix.
Remark 1.3. The present paper is an update and improvement of part of an unpublished
work by the last two authors (ArXiv preprint 2002.07247). The Liouville type results therein
were weaker, as they required growth restrictions on the solution as xn → ∞, which are
completely removed here.
2. Estimates for stable solutions
We start by recalling that, for any domain Ω ⊂ Rn and f ∈ C1([0,∞)), a nonnegative
solution u ∈ C2(Ω) of −∆u = f(u) in Ω is said to be stable if
(2.1)
∫
Ω
f ′(u)ϕ2 dx ≤
∫
Ω
|∇ϕ|2 dx, for all ϕ ∈ C∞0 (Ω).
In particular, monotone solutions are stable, namely:
Proposition 2.1. Let Ω be any domain of Rn, f ∈ C1([0,∞)) and let u ∈ C2(Ω) be a
nonnegative solution of −∆u = f(u) in Ω. If uxn > 0 in Ω, then u is stable.
This fact is well known (see e.g. [10]) but we give a short proof for convenience.
Proof. It is well known that if a linear elliptic operator admits a positive supersolution in
the closure of a bounded domain, then its first eigenvalue in this domain is positive (see for
instance [3]).
Since v := uxn > 0 satisfies −∆v = f ′(u)v, the first Dirichlet eigenvalue λω of the
linearized operator is positive in any compactly included subdomain ω ⊂⊂ Ω. But by the
variational characterization of the eigenvalue λω,
λω = inf
06≡ϕ∈C∞0 (ω)
∫
ω(|∇ϕ|2 − f ′(u)ϕ2) dx∫
ω ϕ
2 dx
> 0
implies that u is stable. 
Throughout the rest of the article, we shall use the following notation:
BR = {x ∈ Rn; |x| < R}, B+R = BR ∩ Rn+, ΣR = {x ∈ Rn+; xn < R}
and s− = max(−s, 0) for all s ∈ R.
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The next two propositions give H1 bounds for nonnegative stable solutions of
(2.2) −∆u = f(u) in Ω.
We begin with a statement that holds in greater generality.
Proposition 2.2. Let f ∈ C1([0,∞) be nonnegative.
(i) Let Ω = B1/2, ω = B1/4 and let u ∈ C2(Ω) be a nonnegative stable solution of (2.2).
Then, we have
(2.3)
∫
ω
|∇u|2 ≤ C
(∫
Ω
u
)2
.
for some constant C depending on n only.
(ii) Let Ω = B+2 , ω = B
+
1 and Γ = B2 ∩ {xn = 0} and assume that f is nondecreasing.
Let u ∈ C2(Ω) be a nonnegative stable solution of (2.2) satisfying the boundary condition
(2.4) u ∈ C1(Ω ∪ Γ), u|Γ = 0.
Then, estimate (2.3) holds true.
Proposition 2.2 follows from [5, Propositions 2.5 and 5.5] (after applying a simple dila-
tion). The proof is involved. Although this is not needed in our proof, a deep aspect of the
result is that the constant in the right hand side is independent of the nonlinearity f .
Since its proof is more elementary, we provide a second statement, which assumes at least
power growth of u and gives a uniform bound on the gradient of u in L2.
Proposition 2.3. Assume that f ∈ C1([0,∞). Assume in addition that
(2.5) f(s) ≥ cs1+σ −K, s ≥ 0
and
(2.6) sf ′(s) ≥ (1 + η)f(s)−K, s ≥ 0,
for some constants η, σ, c,K > 0.
(i) Let Ω = B1, ω = B1/2 and let u ∈ C2(Ω) be a nonnegative stable solution of (2.2).
Then we have
(2.7)
∫
ω
|∇u|2 dx ≤ C(n, η, σ, c,K).
(ii) Let Ω = B+2 , ω = B
+
1 and Γ = B2∩{xn = 0}. Let u ∈ C2(Ω) be a nonnegative stable
solution of (2.2) satisfying the boundary condition (2.2). Then estimate (2.7) is true.
Note that Proposition 2.3 can be applied with the Lane-Emden nonlinearity f(u) = up,
p > 1, as well as f(u) = eu − 1. The proof of Proposition 2.3 is by now standard, see in
particular [12], and simpler than that of Proposition 2.2. We provide all the details for
convenience of the reader.
Proof of Proposition 2.3. Fix q ≥ 1 and ε > 0 to be chosen below. Set ρ = 1 (resp., ρ = 2)
in case of assertion (i) (resp., (ii)) and let ϕ ∈ C∞0 (Bρ) be such that ϕ = 1 on Bρ/2 and
0 ≤ ϕ ≤ 1. By density (using (2.4) in case of assertion (ii)), we may take uϕq as test-
function in the stability inequality (2.1). Denoting
∫
=
∫
Ω and using Young’s inequality,
this yields∫
f ′(u)u2ϕ2q ≤
∫
|∇(uϕq)|2 ≤ (1 + ε)
∫
ϕ2q|∇u|2 + Cεq2
∫
u2ϕ2q−2|∇ϕ|2
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hence, by (2.6),
(2.8) (1 + η)
∫
f(u)uϕ2q ≤ (1 + ε)
∫
ϕ2q|∇u|2 + Cεq2
∫
u2ϕ2q−2|∇ϕ|2 +K
∫
uϕ2q.
(Here and below Cε denotes generic positive constants depending only on ε.) On the other
hand, testing equation (2.2) with uϕ2q (using (2.4) in case of assertion (ii)), we get∫
f(u)uϕ2q =
∫
∇u · ∇(uϕ2q) =
∫
ϕ2q|∇u|2 + 2q
∫
uϕ2q−1∇u · ∇ϕ
hence, by Young’s inequality,∫
ϕ2q|∇u|2 ≤
∫
f(u)uϕ2q +
ε
1 + ε
∫
ϕ2q|∇u|2 + q2Cε
∫
u2ϕ2q−2|∇ϕ|2,
which implies
(2.9)
∫
ϕ2q|∇u|2 ≤ (1 + ε)
∫
f(u)uϕ2q + q2Cε
∫
u2ϕ2q−2|∇ϕ|2.
Combining (2.8) and (2.9), we obtain
(1 + η)
∫
f(u)uϕ2q ≤ (1 + ε)2
∫
f(u)uϕ2q + Cεq
2
∫
u2ϕ2q−2|∇ϕ|2 +K
∫
uϕ2q.
Taking ε = (1 + η2 )
1/2 − 1 and using (2.6), 0 ≤ ϕ ≤ 1, |∇ϕ| ≤ C, and Young’s inequality,
we obtain
cη
2
∫
u2+σϕ2q ≤ η
2
∫
f(u)uϕ2q +
ηK
2
∫
uϕ2q ≤ Cq2
∫
u2ϕ2q−2|∇ϕ|2 + C
∫
uϕ2q
≤ C + C(1 + q2)
∫
u2ϕ2q−2 ≤ cη
4
∫
u2+σϕ(2+σ)(q−1) + C(1 + q2)
2+σ
σ .
Here, and in the rest of the proof, C > 0 denotes a generic constant depending only on
σ, η, n, c,K. Now choosing q = (2 + σ)/σ, so that (2 + σ)(q − 1) = 2q, it follows from the
last chain of inequalities that
∫
u2+σϕ2q ≤ C and then that∫
f(u)uϕ2q +
∫
u2ϕ2q−2|∇ϕ|2 ≤ C.
Going back to (2.9), we deduce that
∫
ϕ2q|∇u|2 ≤ C. Since ϕ = 1 on Bρ/2, estimate (2.7)
follows. 
3. Auxiliary results
In this section we prove two lemmas which will be instrumental in the proof of Theo-
rem 1.3. We start with our key test-function argument.
Lemma 3.1. Consider the diffusion operator over Rn+ given by
L = 1
A
∇ · (A∇ ),
where A ∈ L∞loc(Rn+), A > 0 a.e. in Rn+. Let dµ = Adx denote the reversible invariant
measure associated to L. Let q > 1 and assume that ξ ∈ H1loc ∩C(Rn+) is a weak solution of
(3.1) − Lξ ≥ (ξ−)q in Rn+,
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with ξ ≥ 0 on ∂Rn+. Then, there exists a constant C = C(n, q) such that for all R > 1 and
m ≥ q+1q−1 , we have
(3.2) ‖ξq−1− ‖Lm(B+R ,dµ) ≤ C
m
R2
[
µ(B+2R \B+R)
]1/m
Remark 3.1. (i) Here a weak solution of (3.1) is understood in the following sense∫
R
n
+
A(ξ−)
qφ ≤
∫
R
n
+
A∇ξ · ∇φ,
for all φ ∈ H10 (Rn+) with φ ≥ 0 and Supp(φ) ⊂⊂ Rn+.
(ii) Estimate (3.2) is essentially optimal; see Remark 4.1 below.
Proof. Set θ = q−1 > 0 and denote ∫ = ∫
R
n
+
for simplicity. Fix α ≥ 1, and let ϕ ∈ C∞(Rn+)
have compact support. Since ξ ≥ 0 on ∂Rn+, we may test (3.1) with φ = (ξ−)2α−1ϕ2. Using
∇ξ− = −χ{ξ<0}∇ξ a.e., this yields∫
A(ξ−)
2α+θϕ2 ≤
∫
A∇ξ · ∇[(ξ−)2α−1ϕ2]
=
∫
A(ξ−)
2α−1∇ξ · ∇(ϕ2)− (2α − 1)
∫
A(ξ−)
2α−2|∇ξ−|2ϕ2.
In addition, by Young’s inequality, we have∫
A(ξ−)
2α−1∇ξ · ∇(ϕ2) = −2
∫
A(ξ−)
2α−1ϕ(∇ξ−) · ∇ϕ
= −2
∫
A
√
2α− 1(ξ−)α−1ϕ(∇ξ−) · (ξ−)
α∇ϕ√
2α− 1
≤ (2α− 1)
∫
A(ξ−)
2α−2ϕ2|∇ξ−|2 + 1
2α− 1
∫
A(ξ−)
2α|∇ϕ|2.
Consequently, ∫
A(ξ−)
2α+θϕ2 ≤ 1
2α− 1
∫
A(ξ−)
2α|∇ϕ|2.
Let us now choose ϕ of the form ϕ = ψm, with m ≥ q+1q−1 and 0 ≤ ψ ∈ C∞(Rn+) with
compact support. By Ho¨lder’s inequality,∫
A(ξ−)
2α+θψ2m ≤ m
2
2α− 1
∫
A(ξ−)
2α|∇ψ|2ψ2m−2
≤ m
2
2α− 1
(∫
A(ξ−)
2α+θψ
(m−1)(2α+θ)
α
) 2α
2α+θ
(∫
A|∇ψ| 2(2α+θ)θ
) θ
2α+θ
.
Now we choose α = θ(m− 1)/2 ≥ 1, hence 2α+ θ = θm and (m−1)(2α+θ)α = 2m, so we get(∫
A(ξ−)
θmψ2m
) 1
m ≤ m
2
θ(m− 1)− 1
(∫
A|∇ψ|2m
) 1
m
.
Fix a radially symmetric function ψ1 ∈ C∞0 (Rn) such that ψ1 ≥ 0, with ψ1(y) = 1 for
|y| ≤ 1 and ψ1(y) = 0 for |y| ≥ 2. Let R > 1 and set in the last inequality ψ(x) = ψ1(x/R)
for x ∈ Rn+. We obtain(∫
B+R
A(ξ−)
m(q−1)
) 1
m ≤ ‖∇ψ1‖
2
∞
R2
m2
m(q − 1)− q
(∫
B+2R\B
+
R
A
) 1
m
,
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and (3.2) follows. 
The second lemma provides a basic local L1 estimate for the solution and guarantees the
nonexistence of solutions that are monotone and convex in the xn direction.
Lemma 3.2. Let f : (0,∞)→ R be such that
(3.3) f(s) ≥ c0s− c1, s > 0,
for some c0, c1 > 0. Then:
(i) There exists R0 = R0(c0, n) > 0 such that any positive supersolution of −∆u = f(u)
in B2R0(x0) satisfies ∫
BR0 (x0)
u(x) dx ≤ C = C(c0, c1, n).
(ii) Let R0 be given by assertion (i) and let u be a positive supersolution of problem (1.3)
such that uxn ≥ 0. Then, for every x0 ∈ Rn+, we have∫
BR0(x0)∩R
n
+
u(x) dx ≤ C = C(c0, c1, n).
(iii) Problem (1.3) does not admit any supersolution u ∈ C2(Rn+) such that uxn > 0 and
uxnxn ≥ 0 in Rn+.
Remark 3.2. If f(s)/s → ∞ as s → ∞, the L1-bound in (ii) remains true even if the
hypothesis uxn ≥ 0 does not hold, see Theorem 3 in [20].
Proof. (i) Take R0 > 0 so that the principal eigenvalue λ1(2R0) of the Dirichlet Laplacian
on B2R0 satisfies λ1(2R0) = c(n)(2R0)
−2 = c0/2. The conclusion then follows by using
assumption (3.3) and testing −∆u = f(u) in B2R0 with the corresponding first eigenfunction
ϕ1, which is such that ϕ1 ≥ δ(R0) > 0 in BR0 , by the Harnack inequality.
(ii) This follows from assertion (i) by noting that, owing to uxn ≥ 0,∫
BR0 (x0)∩R
n
+
u(x) dx ≤
∫
BR0 (2R0en+x0)
u(x) dx ≤ C(c0, c1, n).
(iii) Assume for contradiction that u ∈ C2(Rn+) is a solution such that uxn > 0 and
uxnxn ≥ 0 in Rn+. Let R0 be the number from (i). Our assumptions imply that
η := inf
{
uxn(x
′, 0); x′ ∈ Rn−1, |x′| < R0
}
> 0.
Since uxnxn ≥ 0, it follows that
u(x′, y) ≥ ηy for all y > 0 and x′ ∈ Rn−1 such that |x′| < R0.
Hence by (i), for all s > R0,
C ≥
∫
BR0 (sen)
u(x) dx ≥ ωnRn0η(s−R0), s > R0.
But this is a contradiction, for sufficiently large s. 
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4. Proof of Theorems 1.1 and 1.3
Theorem 1.1 is a special case of Theorem 1.3. The proof of Theorem 1.3 is done in three
steps.
Proof of Theorem 1.3.
Step 1. Preliminaries. Since f ∈ C1([0,∞)) ∩ C2(0,∞), by elliptic regularity we have
u ∈W 3,sloc (Rn+) ∩W 4,sloc (Rn+) for all s ∈ (1,∞). Set
v := uxn .
Since v ≥ 0 by assumption, we have v > 0 on ∂Rn+ by the Hopf lemma and v > 0 in Rn+ by
the strong maximum principle applied to the equation
−∆v = f ′(u)v.
We set
w := uxnxn , z = (1 + xn)v, x ∈ Rn,
and define the auxiliary function
(4.1) ξ :=
w
z
=
uxnxn
(1 + xn)uxn
, x ∈ Rn+.
Step 2. Elliptic inequality for ξ. We first claim that ξ is a (strong, hence weak) solution
of
(4.2) −∇ · (z2∇ξ) ≥ 2z2ξ2, x ∈ Rn+
and
(4.3) ξ = 0, x ∈ ∂Rn+.
Indeed, we have
z2∇ξ = z2∇
(w
z
)
= z∇w − w∇z,
hence
−∇ · (z2∇ξ) = w∆z − z∆w.
Since, on the other hand,
−∆w = f ′(u)w + f ′′(u)v2
and
−∆z = −(1 + xn)∆v − 2vxn = f ′(u)z − 2w,
we deduce that
−∇ · (z2∇ξ) = w(−f ′(u)z + 2w) + z(f ′(u)w + f ′′(u)v2)
= 2w2 + f ′′(u)zv2 = 2z2ξ2 + (1 + xn)f
′′(u)v3.
Since f ′′ ≥ 0 and v > 0, inequality (4.2) follows.
As for (4.3), it is a consequence of u = 0 and uxnxn = ∆u = −f(0) = 0 on ∂Rn+.
Step 3. Convexity in the normal direction and conclusion. We claim that
(4.4) uxnxn ≥ 0 in Rn+.
First of all, it follows from (4.2), (4.3) and Lemma 3.1 with q = 2 and A = z2 that, for
all R > 1 and m ≥ 3,
(4.5)
(∫
B+R
z2(ξ−)
m
)1/m
≤ C(n)m
R2
(∫
B+2R\B
+
R
z2
)1/m
.
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We proceed to estimate the right-hand side of (4.5). By Proposition 2.1, u is a stable
solution on any subdomain of Ω ⊂ Rn+. In addition, the hypothesis (3.3) of Lemma 3.2 is
clearly satisfied by any nonnegative convex function such that f(0) = 0 and f 6≡ 0. For
instance, if f(t0) > 0 for some t0 > 0, we have
f(t) ≥ f(t0)
t0
t− f(t0), t > 0,
because (f(t) − f(0))/t is nondecreasing in t. It then follows from Proposition 2.2 and
Lemma 3.2(i)-(ii) that
(4.6)
∫
ω
|∇u|2 ≤ C(n, f),
for any set ω which is either of the form B1/4(a) with a ∈ Rn+ \ Σ1/2 or B1(a) ∩ Rn+ with
a ∈ ∂Rn+.
We note that in the case of Theorem 1.1, namely f(u) = up with p > 1 (or more generally
for f satisfying assumptions (2.5)-(2.6)), estimate (4.6) follows from Proposition 2.3 above,
and the more difficult Proposition 2.2 is not needed.
Now, for any R > 1, B+2R \ Σ1/2 can be covered by at most C(n)Rn balls of radius 1/4
and centered in Rn+ \ Σ1/2, while B+2R ∩ Σ1/2 can be covered by at most C(n)Rn−1 sets of
the form B1(a) ∩ Rn+, with a ∈ ∂Rn+. Consequently,∫
B+2R
z2 =
∫
B+2R
(1 + xn)
2(uxn)
2
≤ (1 + 2R)2
∫
B+2R\Σ1/2
|∇u|2 + 9
4
∫
B+2R∩Σ1/2
|∇u|2
≤ C(n, f)(Rn+2 +Rn−1) ≤ CRn+2, R > 1.
For any m ≥ 3, setting R = m in (4.5), we get for all D ≥ 3 and m ≥ D that
(4.7)
(∫
B+D
z2(ξ−)
m
)1/m
≤ Cm
(n+2)/m
m
→ 0, m→∞.
But since z > 0 in BD, for each D ≥ 3 the left-hand side of (4.7) converges to ‖ξ−‖L∞(B+D)
as m → ∞. It follows that ξ ≥ 0 in Rn+, hence (4.4) holds. In view of (4.4), Theorem 1.3
follows from Lemma 3.2(iii). 
Remark 4.1. In the last part of the proof of Theorem 1.3, we have combined Lemma 3.1
with the available information of polynomial growth of the measure associated with the weight
A = z2. Under the hypotheses of Lemma 3.1, one can actually show a maximum principle
assuming a weaker, almost Gaussian, growth condition for the weight A. Namely, if
(4.8) log
[
µ(B+R )
]
= o(R2), R→∞,
then any weak solution ξ of (3.1) with ξ ≥ 0 on ∂Rn+ satisfies ξ ≥ 0 a.e. in Rn+. This follows
by taking m = εR2 in estimate (3.2) (for each given ε > 0) and letting R→∞. Moreover,
assumption (4.8) is essentially optimal, as shown by the counter-example:
A(x) = exp
[
(xn)
k
]
, ξ = −xn, with k > 2 and q = k − 1.
This counter-example also shows the optimality of estimate (3.2): taking m = Rk, we
see that both sides of (3.2) behave like Rk−2 for R ≫ 1 up to multiplicative constants.
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Condition (4.8) has a natural geometric interpretation as a volume growth condition on Rn+
equipped with the metrics associated with the operator L. Lemma 3.1 can be extended to
diffusion operators in more general settings. These ideas and their applications will be taken
up elsewhere.
5. Appendix: the case f(0) > 0.
Let f : [0,∞)→ R be a convex function such that f(0) > 0. The purpose of this appendix
is to show that the Liouville property (i.e., the nonexistence of nontrivial nonnegative
solutions) for problem (1.3) can be completely classified. Some of the results below do not
actually require the convexity of f and/or are valid for supersolutions.
First of all, the following simple result allows us to reduce the problem to the case f > 0.
Proposition 5.1. Let f : [0,∞)→ R be continuous and satisfy f(0) > 0 and f(a) = 0 for
some a > 0. Then there exists a positive, bounded, increasing solution u ∈ C2([0,∞)) of
the one-dimensional problem
(5.1)
{ −u′′ = f(u), x > 0
u(0) = 0.
Proof. Assume without loss of generality that f > 0 on [0, a) and set F (t) =
∫ t
0 f(s)ds. Let
u be the unique solution of the initial value problem −u′′ = f(u) (x > 0) with initial data
u(0) = 0 and u′(0) =
√
2F (a), defined on its maximal interval of existence. Multiplying
the equation by u′, we obtain the conservation of the energy E(u) := u′2 + 2F (u), hence
(5.2) u′
2
= 2(F (a) − F (u)).
The function t→ F (a)−F (t) is a decreasing bijection from [0, a] to [F (a), 0]. Therefore, the
right hand side of (5.2), which is positive for x > 0 small, can never vanish, since otherwise
at its first zero we would have u = a and u′ = 0, contradicting local uniqueness. It follows
that u exists for all x > 0 and satisfies 0 ≤ u < a and u′ > 0. The proposition is proved. 
Now, for the case of positive nonlinearities, the following result (see [1, Corollary 5.6]),
actually valid for supersolutions, yields an almost sharp condition for the nonexistence of
nonnegative solutions for problem (1.3).
Proposition 5.2. Let f : [0,∞)→ (0,∞) be continuous and satisfy
(5.3) f(s) ≥ cs−1, s ≥ 1,
for some constant c > 0. Then the inequality
(5.4) −∆v ≥ f(v), x ∈ Rn+
admits no nonnegative solution v ∈ C2(Rn+).
The sharpness of assumption (5.3) for problem (1.3) can be seen from the example
f(u) = (1 + u)−q, with u(x) = (1 + kx)2/(q+1) − 1, x > 0,
with q > 1 and k = (q + 1)−1
√
2(q − 1).
If we assume additionally that f is monotone, assumption (5.3) can be weakened, giving
rise to an optimal integrability condition.
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Proposition 5.3. Let f : [0,∞)→ (0,∞) be continuous.
(i) If
(5.5)
∫ ∞
0
f(s) ds <∞
then there exists a positive solution u ∈ C2([0,∞)) of the one-dimensional problem (5.1).
(ii) Assume that f is nonincreasing and that
(5.6)
∫ ∞
0
f(s) ds =∞.
Then inequality (5.4) admits no nonnegative solution v ∈ C2(Rn+).
Proof. Step 1. We first show that the solvability on [0,∞) of the one-dimensional problem
(5.1) is equivalent to (5.5). Assume (5.5) is satisfied. Then we claim that a solution of (5.1)
is given by
u(y) = h−1(y),
where
h(t) =
∫ t
0
dz/g(z), g(z) :=
(
2
∫ ∞
z
f(s) ds
)1/2
.
(Note that h is an increasing bijection from [0,∞) to [0,∞), with h(t)≫ t at infinity.)
Indeed, we have u(0) = h−1(0) = 0 and u satisfies
h(u(y)) = y =⇒ u′(y) = 1
h′(u(y))
= g(u(y))
=⇒ u′2(y) = 2
∫ ∞
u(y)
f(s) ds =⇒ 2[u′u′′](y) + 2f(u(y))u′(y).
Since u′ > 0, it follows that −u′′(y) = f(u(y)).
Next consider the case (5.6) and assume for contradiction that (5.1) admits a solution
u > 0 defined on [0,∞). Then u is concave, hence ℓ := limy→∞ u′(y) exists, with ℓ ∈ [0,∞)
(since u > 0), and u is nondecreasing. Set F (z) =
∫ z
0 f(s) ds. By the energy relation
u′
2
+ 2F (u) = C := u′
2
(0),
we see that F (u) is bounded and, by (5.6), we deduce that a := limy→∞ u(y) <∞. Therefore
inf
y>0
f(u(y)) ≥ σ = inf
[0,a]
f > 0,
hence
u′′ ≤ −σ, y > 0.
But this contradicts u > 0.
Step 2. Assume that f is nonincreasing and that (5.4) admits a nonnegative solution
v ∈ C2(Rn+), We claim that (5.1) also has a solution defined on [0,∞). This will complete
the proof of Proposition 5.3.
To prove the claim, we shall use a simplified version of some arguments from [15]. By
shifting in the xn-direction, we can assume v ∈ C2(Rn+) and v > 0 in Rn+. Consider the
following sequence of problems in cylinders:
(5.7)
{ −∆uj = f(uj), x ∈ Ωj
uj = 0, x ∈ ∂Ωj
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where j is a positive integer and
Ωj =
{
x = (x′, xn) ∈ Rn+; |x′| < j, xn < j
}
.
It follows from standard monotone iteration that (5.7) admits a nonnegative classical so-
lution uj ∈ C2(Ωj) ∩ C(Ωj). Indeed, it suffices to use u = 0 as a (strict) subsolution and,
as a supersolution, the unique positive solution u of the linear problem −∆u = f(0) in
Ωj with Dirichlet boundary conditions (note that the latter satifies −∆u ≥ f(u) since f
is nonincreasing). Next, since f is nonincreasing, the comparison principle is valid for the
nonlinear operator ∆ ·+f(·), in any bounded domain. Consequently, we get 0 ≤ uj ≤ v in
Ωj. This, along with elliptic estimates, guarantees that some subsequence of uj converges,
locally uniformly in Rn+, to a positive solution u ∈ C2(Rn+) ∩C(Rn+) of (1.3).
Finally, for any fixed e ∈ Rn−1, consider the horizontal translation uj,e(x′, xn) = uj(x′ +
e, xn), defined in the domain Ωj,e =
{
x ∈ Rn+; |x′ − e| < j, xn < j
}
. Applying the
comparison principle in Ωj,e, we obtain uj,e ≤ u in Ωj,e. Passing to the limit j → ∞, we
get u(x′ + e, xn) ≤ u(x′, xn) for all (x′, xn) ∈ Rn+. Since e ∈ Rn−1 is arbitrary, we see that
u depends only on xn and is hence a positive solution of (5.1). 
Observe that if f is convex and f(0) > 0, Propositions 5.1-5.3 give a complete classication
for the Liouville property in problem (1.3). Indeed, either f vanishes somewhere and solu-
tions exist by Proposition 5.1, or f is positive and nonincreasing and then Proposition 5.3
gives a necessary and sufficient condition for existence, or f is positive and nondecreasing
in (a,∞) for some a ≥ 0 and then by Proposition 5.2 there are no solutions.
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