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Abstract
We extend the classical Perron–Frobenius theorem to matrices with some negative entries.
We study the cone of matrices that has the matrix of 1’s (eet) as the central ray, and such that
any matrix inside the cone possesses a Perron–Frobenius eigenpair. We also find the maximum
angle of any matrix with eet that guarantees this property. © 2001 Elsevier Science Inc. All
rights reserved.
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1. Introduction
In 1907, Perron [4] made the fundamental discovery that the dominant eigenvalue
of a matrix with all positive entries is positive and also that there exists a correspond-
ing eigenvector with all positive entries. This result was later extended to nonnegative
matrices by Frobenius [2] in 1912. In that case, there exists a nonnegative dominant
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eigenvalue such that the corresponding eigenvector can be chosen with nonnega-
tive entries. Matrices with this so-called Perron–Frobenius property have played an
important role in a wide variety of applications (see for instance [1,3]).
In this work, we present a sufficient condition that guarantees the existence of a
Perron–Frobenius eigenpair. This sufficient condition is satisfied by sets of matrices
with (some) negative entries. This result is obtained by studying some convex and
closed cones that have the matrix eet (of all 1’s) as the central ray. Moreover, we
characterize the maximum angle that a matrix must form with eet before it may lose
the Perron–Frobenius property.
The rest of the paper is divided into sections as follows. In Section 2, we present
some preliminary results. In particular, we study the largest possible cone of matrices
making an angle with eet that remains in the nonnegative orthant. In Section 3, we
study conditions on the entries of a given matrix to guarantee that the dominant
eigenvalue is positive and simple. Finally, in Section 4, we study when the dominant
eigenvector loses its positiveness, and we present a sufficient condition for a given
matrix to have a Perron–Frobenius eigenpair.
2. Preliminary results
We will denote by Mn the space of square real matrices of order n and by Sn
the subspace of symmetric matrices, whose dimension is n(n+ 1)/2. In Mn the
Frobenius inner product is defined by
〈A,B〉F = trace
(
AtB
)
,
and the associated norm by
‖A‖F = (〈A,A〉F)1/2 .
The Frobenius inner product allows us to define the angle between A and B by
defining the cosine as follows:
cos(A,B) = 〈A,B〉F‖A‖F ‖B‖F .
If we denote by e the vector (column) with all the components equal to 1, then the
matrix of order n with all 1’s can be described by eet and it will play an important
role in this paper. First of all, observe that
cos
(
eet, A
) = trace
(
eetA
)∥∥eet∥∥F ‖A‖F =
etAe
n ‖A‖F .
At this point it is worth noticing that inequalities that include this cosine will
become inequalities between the sum of the entries of A and its Frobenius norm.
Furthermore, if we normalize eet and A, then the cosine is given by the sum of the
entries of A.
The spectral radius of a matrix A ∈ Mn denoted by ρ(A) is defined as follows:
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ρ(A) = max
1in
|λi |,
where λ1 · · · λn are the eigenvalues of A. If |λj | = ρ(A), for some 1  j  n, then
λj is called a dominant eigenvalue. If A has an eigenpair (ρ(A), x), with x  0,
we say that A is a Perron–Frobenius matrix and (ρ(A), x) is a Perron–Frobenius
eigenpair of A. The following result is well-known (see [3,5]).
Theorem 2.1. If A ∈ Mn and A  0, then A is a Perron–Frobenius matrix.
In the rest of this work, we will work in the subspace of symmetric matrices Sn.
It is interesting to note that the matrix eet is the central ray of the positive orthant,
which is the closed and convex cone that contains the nonnegative matrices.
Let us now consider two classes of matrices. First, let us consider the matrices
with all 1’s except one 0 entry in the diagonal. If Fi is the matrix with all 1’s and
whose (i, i) position is 0, then all these matrices are permutation similar to F1. We
can compute the cosine between eet and Fi as follows:
cos
(
eet, Fi
) = etFie
n ‖Fi‖F =
n2 − 1
n
√
n2 − 1 =
√
n2 − 1
n2
.
The second class consists of the matrices Gij with all the entries 1’s except 0 in
the position (i, j) and also in the position (j, i). In this case, the cosine with the
matrix eet is obtained by
cos
(
eet,Gij
) = etGij e
n ‖Gij ‖F =
n2 − 2
n
√
n2 − 2 =
√
n2 − 2
n2
.
Since the matrices Fi and Gij are the projections of eet onto the faces of the non-
negative orthant, then any other matrix on the boundary of the nonnegative orthant
makes a larger angle with eet. Moreover, since
√
n2 − 2/n  √n2 − 1/n, then the
convex cone C(αn) of all matrices making an angle less than or equal to αn with eet,
where
cos(αn) =
√
n2 − 1
n2
is the maximal cone C(α), for all α  0, included in the nonnegative orthant.
A very interesting fact is given by the spectral decomposition of the matrices
Fi . First of all, note that rank(Fi) = 2. We will only work with F1. Since the
column space is generated by e and (0, 1, . . . , 1)t, the eigenvectors have the form
(α, 1, . . . , 1)t. As a consequence the equality

0 1 · · · 1
1 1 · · · 1
· · · · · ·
· · · · · ·
1 1 · · · 1




α
1
·
·
1

= λ


α
1
·
·
1


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generates the equations (n− 1) = λα and α + (n− 1) = λ or
α2 + α(n− 1)− (n− 1) = 0,
whose roots are
α = − (n− 1)
2
±
√(
n+ 1
2
)2
− 1.
Observe that one of the roots is positive. The corresponding values for λ are
λ = (n− 1)
2
±
√(
n+ 1
2
)2
− 1.
Then we have a Perron–Frobenius eigenpair given by
λ = (n− 1)
2
+
√(
n+ 1
2
)2
− 1
and
x =


− (n− 1)
2
+
√(
n+ 1
2
)2
− 1
1
·
·
1


.
Observe that for this example λ > 0 and x > 0. Two facts must be emphasized,
the eigenvalue λ and eigenvector x are continuous functions of the matrix entries.
Therefore, the Perron–Frobenius property holds in a neighborhood of the matrices
Fi . Now it is clear that there exists a cone with eet as the central ray and containing
matrices that form an angle with eet bigger than αn, that have a Perron–Frobenius
eigenpair. Finally, notice that this cone is not contained in the positive orthant any
more.
3. The dominant cone
Given a symmetric matrix A ∈ Sn that is orthogonal to the matrix eet (i.e., such
that etAe = 0), let us consider the following matrices
A(t) = (1 − t)eet + tA
for t ∈ [0, 1]. We know that for i = 1, . . . , n, the eigenvalue λi(t) is a continuous
function. In particular, since A(0) = eet, then
0 = λn(0) = · · · = λ2(0) < λ1(0) = n.
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Nevertheless, the trajectories of λ1(t) and λ2(t) may intersect as t goes from 0 to 1.
In this section, we are planning to find the angle δ0 between A(0) and A( t¯ ), where
t¯ is the smallest t such that
0 < λ2(t) = λ1(t) = ρ(A(t)). (1)
It is clear that we are looking for a matrix with a positive double dominant ei-
genvalue. It is always possible to find a matrix with that property and forming an
angle less than or equal to /2 with the matrix eet. Indeed, since eet is positive
semidefinite, then any positive definite matrix with a double dominant eigenvalue
satisfies this angle condition.
For A ∈ Sn with ‖A‖F = 1 and spectral decomposition A =∑ni=1 λivivti , we
have
cos
(
eet, A
)=(e/√n )tA(e/√n )
=(e/√n )t
(
n∑
i=1
λiviv
t
i
)(
e/
√
n
)
=
n∑
i=1
λi
(
e/
√
n
)t(
viv
t
i
)(
e/
√
n
)
=
n∑
i=1
λi
(
etvi/
√
n
)2
=
n∑
i=1
λi cos
2(e/√n, vi). (2)
On the other hand, since {v1, . . . , vn} is an arbitrary eigenvector basis in Rn, we have
that cos(e/
√
n, vi ) are the components of (e/
√
n) in such a basis which implies that
n∑
i=1
cos2
(
e/
√
n, vi
) = 1. (3)
Taking into account (2) and (3) we can formulate our problem as the following
optimization problem in the variables x and y, where x = (λ1, . . . , λn)t and y =
(cos2(e/
√
n, v1), . . . , cos2(e/
√
n, vn))
t:
(P1) max x ty
subject to∥∥x∥∥22 = 1,
x1 − x2 = 0,
x1  |xi | for all i = 3, . . . , n,
ety = 1,
yi  0 for all i = 1, . . . , n.
Our next result characterizes the global solutions of Problem (P1).
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Lemma 3.1. The constrained global maximizers of Problem (P1) are given by x¯ =
(1/
√
2, 1/
√
2, 0, . . . , 0)t and y¯(α) = (α, 1 − α, 0, . . . , 0)t for any α ∈ [0, 1].
Proof. For any feasible pair (x, y) we have that x1 = x2, x1  xi  −x1 for i  3,
yi  0 for all i and ety = 1. Hence, on the feasible region, the objective function can
be bounded from above as follows:
x ty=x1(y1 + y2)+
n∑
i=3
xiyi
x1(y1 + y2)+ x1
(
n∑
i=3
yi
)
=x1
(
ety
)
=x1.
Therefore, it suffices to solve the following optimization problem
(P2) max x1
subject to∥∥x∥∥22  1,
x1 − x2 = 0,
and exhibit a pair (x, y) for which the objective function of Problem (P1) reaches the
maximal possible value of x1 on the feasible convex set of Problem (P2). Applying
the necessary and sufficient optimality conditions to this constrained subproblem,
we obtain that the global maximum value is given by x1 = 1/
√
2 which is attained
at x¯ = (1/√2, 1/√2, 0, . . . , 0)t. Moreover, for any α ∈ [0, 1], the objective func-
tion of Problem (P1) reaches the value 1/√2 at the pair (x¯, y¯(α)), and the result is
established. 
As a direct consequence of Lemma 3.1 we have the following result.
Theorem 3.1. Given A satisfying
etAe  n√
2
‖A‖F, (4)
then λ1(t)  λi(t) for t ∈ [0, 1], i = 2, . . . , n, where λi(t) are the eigenvalues of
A(t) = (1 − t)eet + tA.
Proof. Let us suppose, by way of contradiction, that there exist i ∈ {2, . . . , n}
and 0 < tˆ < 1 such that λ1( tˆ ) < λi( tˆ ). As a consequence, by (1) and the con-
tinuity of λi(t), there exists 0 < t¯ < tˆ such that λ1( t¯ ) = λi( t¯ ). Moreover, since
cos(A(1), eet)  1/
√
2, then cos(A( t¯ ), eet) > 1/
√
2. Let us now define
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C = A( t¯ )‖A( t¯ )‖F .
The vectors x and y corresponding to the matrix C generate a feasible point for Prob-
lem (P1). However, the objective function at that point satisfies
x ty = cos(C, eet) > 1/√2,
which contradicts Lemma 3.1 and the proof is complete. 
Theorem 3.1 implies that A(t) has to form an angle less than /4 with eet to
guarantee that A(t) has a single positive dominant eigenvalue. The following exam-
ple shows that inequality (4) is the best possible. Consider v ∈ Rn such that vte = 0
and ‖v‖2 = √n, and set A = vvt . Notice that
A
(1
2
)
= 1
2
eet + 1
2
vvt.
Hence, it has two positive eigenvalues λ1 = λ2 = n/2, and the rest of its eigenvalues
are 0. Clearly, the angle between eet and A(1/2) is /4.
4. A sufficient condition
We now want to explore when the dominant eigenvector loses its positiveness,
i.e., when at least one of its components become 0.
At this point we can look for a dominant eigenvector with the following form
z = (0, z2, . . . , zn)t. It is important to note that
cos(z, e) = e
tz
‖e‖2 ‖z‖2 =
∑
zi√
n ‖z‖2 
‖z‖1√
n ‖z‖2 
√
n− 1
n
. (5)
Observe that, in the last inequality, we consider z ∈ Rn−1.
We are looking for a matrix, making the smallest angle with the matrix eet, and
having its dominant eigenvector with at least one 0 component. The more 0 compo-
nents in the dominant eigenvector, the farther away will be the matrix from eet.
Let us consider the matrix
B =


1 0 · · · 0
0 1 · · · 1
· · · · · ·
· · · · · ·
0 1 · · · 1

.
We can observe that cos(eet, B)  1/
√
2, that λ1(B) = ρ(B) = n− 1, and also that
the corresponding eigenvector can be written as v1 = (0, 1, . . . , 1)t. Therefore, B
satisfies (4) and then by Theorem 3.1 we can restrict our search to matrices with a
positive dominant eigenvalue.
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Hence, taking into account the expression we obtained in the previous sections
for cos(eet, A), and Eqs. (2), (3), and (5) we can formulate our problem as an
optimization problem as follows:
(P3) max x ty
subject to∥∥x∥∥22 = 1,
x1  0,
x1  |xi | for all i = 2, . . . , n,
ety = 1,
yi  0 for all i = 1, . . . , n,
y1  (n− 1)/n.
For this problem xi = λi and yi = cos2(e/√n, vi). Our next result characterizes the
solutions of the constrained optimization Problem (P3).
Lemma 4.1. The constrained global maximizers (x¯, y¯)k of Problem (P3), for any
k ∈ {2, . . . , n}, are given by
x¯1 = n− 1√
(n− 1)2 + 1 , x¯k =
1√
(n− 1)2 + 1 ,
y¯1 = (n− 1)
n
, y¯k = 1
n
,
and x¯j = y¯j = 0 for all j /= 1 and j /= k.
Proof. For any feasible pair (x, y) we have that x1  0, x1  xi  −x1 for i  2,
yi  0 for all i, y1  (n− 1)/n, and ety = 1. Hence, on the feasible region, the
objective function can be bounded from above as follows:
x ty=x1y1 +
n∑
i=2
xiyi
x1y1 + xk
(
n∑
i=2
yi
)
=x1y1 + xk
(
ety − y1
)
=x1y1 + xk(1 − y1)
=(x1 − xk)y1 + xk
(x1 − xk)
(
n− 1
n
)
+ xk
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=x1
(
n− 1
n
)
+ xk
(
1 − n− 1
n
)
=x1
(
n− 1
n
)
+ xk
(1
n
)
,
where xk = max{x2, . . . , xn}. As a consequence, it suffices to solve the following
optimization problem
(P4) max x1
(
n− 1
n
)
+ xk
(1
n
)
subject to∥∥x∥∥22  1,
and exhibit a pair (x, y) for which the objective function of Problem (P3) reaches the
maximal possible value of this linear function on the feasible convex set of Problem
(P4). Applying the necessary and sufficient optimality conditions to this constrained
subproblem, we obtain that the global maximum value is given by√
(n− 1)2 + 1
n
, (6)
which is attained at x1 = (n− 1)/
√
(n− 1)2 + 1 and xk = 1/
√
(n− 1)2 + 1.
Moreover, for any k ∈ {2, . . . , n}, the objective function of Problem (P3) reaches
the value (6) at the pair (x¯, y¯)k , and the result is established. 
It is easy to see that choosing v1 = 1/
√
n− 1(0, 1, . . . , 1)t, v2 = (1, 0, . . . , 0)t,
λ1 = (n− 1)/
√
(n− 1)2 + 1, λ2 = 1/
√
(n− 1)2 + 1, λ3 = · · · = λn = 0, and gen-
erating A =∑ni=1 λivivti , we obtain
A = 1√
(n− 1)2 + 1


1 0 · · · 0
0 1 · · · 1
· · · · · ·
· · · · · ·
0 1 · · · 1

.
It is clear that A is not the unique matrix making this angle with eet, but it is
one of the matrices making the smallest angle and having a component of the domi-
nant eigenvector 0. This generates a sufficient condition to have a Perron–Frobenius
eigenpair.
Theorem 4.1. Given A ∈ Sn satisfying
etAe 
√
(n− 1)2 + 1‖A‖F,
then A has a Perron–Frobenius eigenpair regardless of the sign of its entries.
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Proof. It is only necessary to point out that
cos
(
A, eet
) = etAe
n ‖A‖F 
√
(n− 1)2 + 1
n
guarantees that the components of the dominant eigenvector can be chosen greater
than or equal to 0. 
It is worth noticing that the cosine of the limit angle (
√
(n− 1)2 + 1)/n is always
smaller than (
√
n2 − 1)/n which corresponds to the largest cone C(αn) included in
the nonnegative orthant. This fact guarantees the existence of matrices with negative
entries having a Perron–Frobenius eigenpair. We would like to close this section with
some numerical examples.
First, we present an example to show that the inequality in Theorem 4.1 is the best
possible. Consider the following family of matrices:
A(t) = (1 − t)eet + t


1 0 · · · 0
0 1 · · · 1
· · · · · ·
· · · · · ·
0 1 · · · 1


=


1 1 − t · · · 1 − t
1 − t 1 · · · 1
· · · · · ·
· · · · · ·
1 − t 1 · · · 1

.
Notice that for 0  t  1, A(t) is a nonnegative matrix and also that A(1) satisfies
Theorem 4.1 with equality. We now want to look at the dominant eigenvector for
A(t) for t > 1. It is clear that the column space of A(t) has vectors with the following
structure x = (δ, β, . . . , β)t, where δ and β are real scalars. Therefore, by similar
arguments to the one used in Section 2 for the matrix F1, we obtain that the dominant
eigenvalue λ and eigenvector x are given by
λ = (n− 1)− (n− 2)
2
+
√(
n− 2
2
)2
+ (n− 1)(1 − t)2
and
x =


−(n− 2)+
√
(n− 2)2 + 4(n− 1) (1 − t)2
2(1 − t)
1
·
·
1


.
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Observe that for t > 1 we have that λ > n− 1, where (n− 1) is the dominant eigen-
value of A(1). Observe also that x1 is a negative number because its denominator is
negative and its numerator is positive when t > 1. These observations imply that the
dominant eigenvector of the family A(t) loses its nonnegativeness for t > 1.
Finally, we now present some examples to illustrate the existence of matrices with
some negative entries for which Theorem 4.1 guarantees the existence of a Perron–
Frobenius eigenpair. Consider first the matrix F1(), where the 0 in F1 is replaced
by  < 0. It is always possible to choose  small enough such that
cos
(
F1(), ee
t) = n2 − 1 + 
n
√
n2 − 1 + 2 
√
(n− 1)2 + 1
n
.
Then F1() has a negative entry and Theorem 4.1 guarantees a Perron–Frobenius
eigenpair for any positive integer n.
We can also find matrices that satisfies Theorem 4.1 for which several entries are
negative. Consider, for example,
A =


−0.1107 0.9658 −0.0372 1.2792 −0.0141
0.9658 2.6183 1.7572 0.8530 1.1094
−0.0372 1.7572 2.2287 0.7283 1.2897
1.2792 0.8530 0.7283 1.5651 1.1177
−0.0141 1.1094 1.2897 1.1177 0.6006

.
Notice that A has five negative entries. However, it satisfies Theorem 4.1 with equali-
ty and the Perron–Frobenius eigenpair is guaranteed. Indeed, the dominant eigenpair
for A is given by x = (0.1873, 0.6230, 0.5426, 0.3880, 0.3632)t, and λ = 5.6172.
Consider also the following matrix:
B =


1.1907 1.4671 0.0958 1.0416
1.4671 1.5666 1.5067 1.0774
0.0958 1.5067 −0.5555 1.9734
1.0416 1.0774 1.9734 −0.5256

.
Notice that B has two negative entries on the diagonal, and it also satisfies Theorem
4.1 with equality to guarantee the Perron–Frobenius eigenpair. Indeed, the dominant
eigenpair for B is given by x = (0.4797, 0.6623, 0.3933, 0.4203)t, and λ = 4.2075.
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