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Wind farm control using dynamic concepts is a research
topic that is receiving an increasing amount of interest. The
main concept of this approach is that dynamic variations
of the wind turbine control settings lead to higher wake
turbulence, and subsequently faster wake recovery due to
increasedmixing. As a result, downstream turbines experi-
ence higher wind speeds, thus increasing their energy cap-
ture. The current state of the art in dynamic wind farm con-
trol is to vary the magnitude of the thrust force of an up-
stream turbine. Although very effective, this approach also
leads to increased power and thrust variations, negatively
impacting energy quality and fatigue loading. In this paper,
a novel approach for the dynamic control of wind turbines
in a wind farm is proposed: using individual pitch control,
the fixed-frame tilt and yawmoments on the turbine are var-
ied, thus dynamically manipulating the wake. This strategy
is named the helix approach since the resulting wake has a
helical shape. Large eddy simulations of a two-turbine wind
farm show that the helix approach leads to enhancedwake
mixing withminimal power and thrust variations.
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1 | INTRODUCTION
The interaction betweenwind turbines in a wind farm through their wakes is a phenomenon that has been studied for
decades [1, 2, 3], and is still a relevant topic today [4, 5]. For the purpose of powermaimization and loadminimization,
this interaction can be manipulated using techniques from the control engineering community. A comprehensive
survey onwind farmmodelling and control can be found in [6]. In wind farm control, two different approaches can be
distinguished: induction control (sometimes called derating control) andwake redirection control (sometimes called
wake steering). The former approach uses the induction factor, i.e., the in-wake velocity deficit, of the turbines as control
input, whereas the latter approach exploits the yaw angle of turbines. Both approaches follow the same strategy: the
upstreammachines in a wind turbine array will lose power due to locally suboptimal induction or yaw settings, and
downstreammachines experience higher wind speeds which increases their power production.
The examples of induction control and wake redirection control are plentiful. Induction control has shown promis-
ing results in different simulation environments usingmodel-free optimization [7, 8] orModel Predictive Control [9].
However, recent studies with high-fidelity simulationmodels [10], scaled wind tunnel experiments [11] and full-scale ex-
periments [12] indicate that the potential wind farm power gain of induction control is minor to non-existent. Therefore,
the focus in the literature for powermaximization in wind farms is shifted towards wake redirection. Wake deflection
through yaw is first modelled in [13], and is also investigated on full-scale turbines using lidar measurements [14]. Both
scaled wind tunnel experiments [15] and full-scale tests [16, 17] indicate that this strategy can effectively increase the
power production of a wind farm. All these references have in common that they focus on steady-state optimal control
of a wind farm. Therefore, time-varying control inputs that purposely influence the inherently dynamic nature of the
wind are disregarded.
To the best of the authors’ knowledge, the first mention of dynamic control being used to increase the performance
of wind farms is in an industrial patent [18]. This patent describes different control methods involving either dynamic
induction, dynamic yawing or wake deformation through cyclic pitch signals. What these control methods have in
common, is that they aim to increase wake mixing by changing the control inputs over time. Wake mixing is the
phenomenon where the wake interacts with the adjacent, higher velocity, free-stream flow. As a result, the wake
recovers some of the energy extracted by the upstream turbine, such that a downstream turbine experiences a higher
wind velocity. However, only the general idea is described; no experiments or simulations are performed, and the
effectiveness of thesemethods is not evaluated.
Recently, dynamic wind farm control has gained interest in the scientific field. Dynamic Induction Control (DIC)
specifically is a research topic that has seen a number of publications studying its potential in simulations [19, 20, 21]
and in scaled wind tunnel experiments [22]. To enable practical implementation, the most recent papers focus on a
smaller subset of dynamic signals, namely sinusoidal signals [21]. In [21], a grid search is performed using Large Eddy
Simulations (LES) to determine the amplitude and frequency of the sinusoidal excitation that maximize the farm-wide
power production. In [22], wind tunnel experiments are performed to validate this approach, showing positive results.
A different dynamic control approach is investigated using high-fidelity simulations in [23]. Here, the yaw angle of a
turbine is varied sinusoidally, such that increasedwakemeandering is induced.
The above-mentioned approaches do have an important drawback: because of the varying induction factor or
yaw angle signals of the upstream turbine, the thrust force on the rotor varies significantly. As a result, this turbine
experiences substantial power and load fluctuations, which is disadvantageous from a power quality perspective. In this
paper, a novel approach to dynamic wakemixing is introduced, which is expected to lead to lower power and thrust
variations. This approachmakes use of Individual Pitch Control (IPC), a procedure in which the blade pitch angles of a
wind turbine are controlled independently of each other.
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IPC is a well-known strategy in the wind turbine control community. It is usually applied to alleviate periodic loads
on turbines withminimal power loss, as first proposed in [24, 25]. Further research into load reducing IPC algorithms
is still a relevant research direction, for example into using an azimuth offset [26] or implementing more advanced
control strategies [27, 28, 29]. Research where IPC is used to increase the power production of a wind farm is limited.
Experiments have been conductedwhere IPC is used for wake steering [30] or powermaximization in case of partial
wake overlap [31]. However, the results were inconclusive and no further research has been published since.
In this paper, wake steering through individual pitch control is combinedwith the concept of dynamic wind farm
control to forge a novel approach. This approach, called Dynamic IPC (DIPC), uses theMulti-Blade Coordinate (MBC)
transformations to vary the tilt and yaw moments on the rotor. Thus, the wake is manipulated, slowly varying its
direction over time. This is hypothesized to result in enhancedwakemixing, such that downstream turbines in a wind
turbine array can increase their power production with minimal rotor thrust fluctuations. A patent by the authors
describing this concept is pending [32].
The main contributions of this paper are threefold. First of all, the novel DIPC approach is described. Secondly,
a specific DIPC strategy called the helix approach is defined, which dynamically moves the wake both horizontally
and vertically. Finally, the effectiveness of this helix approach is evaluated through high-fidelity simulations. These
simulations are executed using the LES code SOWFA [33]. The effects of DIPC both on the wake and on a downstream
turbine is investigated. A thorough comparison is madewith existing control strategies to evaluate the performance of
DIPC.
This paper is organized as follows: in Section 2, the simulation environment is defined. Section 3 thoroughly
describes the working principles of DIPC in general and the helix approach specifically. The potential of this approach
as a wind farm control approach will then be demonstrated in Section 4 through high-fidelity simulations. Finally,
conclusions are drawn and future work is discussed in Section 5.
2 | SIMULATION ENVIRONMENT
The proposed control strategy is evaluated in the Simulator fOr Wind Farm Applications (SOWFA) [33], which is a
high-fidelity simulation environment developed by the U.S. National Renewable Energy Laboratory (NREL). SOWFA is a
large-eddy solver for the fluid dynamics in the turbulent atmosphere. The interactionwith one ormultiple wind turbines
[34], accounting for the Coriolis force and Buoyancy effects, is included in SOWFA. Turbines aremodelled as actuator
disks or actuator lines as demonstrated in [35]. The SOWFA source codewas adapted to allow for specifications of a
different pitch setpoint for each individual blade, enabling the implementation of Individual Pitch Control (IPC).
In this work, two different simulation cases are defined. First of all, wind with a uniform inflow profile is used to
demonstrate the working principles of Dynamic IPC (DIPC). It is recognized that these conditions do not represent
realistic working conditions in an actual wind farm. However, due to the absence of turbulence, these simulations are
perfectly suited to visualize the effects of DIPC on the wake of a turbine, as presented in Section 3.
The second simulation case employsmore realistic wind conditions to evaluate the potential of Dynamic IPC. These
simulations are of a neutral Atmospheric Boundary Layer (ABL) in which the inflowwas generated through a so-called
precursor simulation. Several properties of both simulation setups are listed in Table 1.
Two different wind farm cases are investigated in these conditions. Firstly, simulations with a single turbine, in
which the effects on the turbine andwake are investigated, have been exectuted. Then, a second turbine is added, to
assess the gain in energy capture that can be achieved with DIPC. The second turbine is situated 5 rotor diameters (5D )
behind the upstream turbine, the same axial distance as investigated in [22]. All these results are presented in Section 4.
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TABLE 1 Numerical simulation scheme in SOWFA for uniform simulations
Case I: uniform flow Case II: turbulent flow
Turbine DTU 10MW [36] DTU 10MW [36]
Rotor diameter 178.3m 178.3m
Domain size 2.5 km × 1 km × 0.6 km 3 km × 3 km × 1 km
Cell size (outer region) 50m × 50m × 50m 10m × 10m × 10m
Cell size (near rotor) 3.125m × 3.125m × 3.125m 1.25m × 1.25m × 1.25m
Inflowwind speed 9.0m/s 9.0m/s
Inflow turbulence intensity 0.0% 5.0%
3 | CONTROL STRATEGY
In this section, theDynamic Individual Pitch Control (DIPC) strategy is further elaborated, as well as the already existing
control strategies withwhich it will be compared. In Section 3.1, static induction strategies are explained, which includes
greedy control, where each turbine operates using its individual steady-state optimal settings. These strategies are
currently the industry standard, and commonly applied in actual wind farms. They therefore serve as a useful baseline
case for cutting edge control concepts such as periodic Dynamic Induction Control (DIC) and the novel DIPC approach.
Periodic DIC, as described in [22], is shortly covered in Section 3.2, and Section 3.3 presents a thorough explanation of
the DIPC approach as proposed in this paper.
3.1 | Static Induction Control
Static Induction Control (SIC) is a generic term for all induction control strategies that use time-invariant control
set-points that depend on the inflow conditions. The most simple static induction wind farm control strategy is to
operate all turbines at their individual (static) optimum for power production. This approach is called greedy control,
as all turbines greedily extract as much power from the wind as possible. As this approach is the simplest and most
commonly applied, greedy control is considered the baseline case in this paper.
An alternative approach is to (statically) lower the induction factor, i.e., the in-wake velocity deficit, of upstream
turbines such that downstream turbines can increase their power capture. This has for long been the most popular
concept in wind farm control research, but recent studies show that the achievable gains with respect to greedy control
are minor to non-existent [10, 11, 37]. Nonetheless, SIC for power maximization remains of interest to the industry.
Hence, it is used as a comparison case in this article to show the potential of DIPC.
3.2 | Periodic Dynamic Induction Control
A recent research area of interest, as an alternative to SIC, is Dynamic Induction Control (DIC). With this control
method, the induction factor of an upstream turbine is varied over time to enhance wakemixing, such that downstream
turbines experience higher wind velocities and can subsequently increase their power production. Finding the optimal
time-varying induction settings is a very complex control problem [20]. Amore practical approach is proposed in [21],
where sinusoidal input signals on the thrust forceC ′T are suggested. This method is called Periodic DIC andwill also be
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used in this paper. It is shown to increase the power production of small wind farms both in simulations [21] and in wind
tunnel experiments [22].
In [22], for reasons of practical implementation, a periodic excitation is realized by superimposing a low-frequent
sinusoidal signal on the static collective pitch angles of the turbine. This approach will also be used in this paper. As the
control signal is now confined to a sinusoid, the control parameters are reduced to the amplitude and the frequency of
excitation. The frequency is usually characterized in terms of the dimensionless Strouhal number St :
St =
feD
U∞
, (1)
where fe is the frequency [Hz], D the rotor diameter [m] andU∞ the inflow velocity [m/s]. As the Strouhal number
is dimensionless, it accounts for different turbine sizes or inflow velocities. In the above-mentioned references, an
optimal Strouhal number of St ≈ 0.25 is found. For the DTU 10MW turbine [36], with an inflow velocity of 9 m/s, an
excitation frequency of fe = 0.0126Hz is found. To verify this optimal frequency, an extensive evaluation is performed in
SOWFA. A single 10MWwind turbine is placed in laminar flow conditions (see Table 1), and the velocity is measured at
integer multiples of the rotor diametersD behind the turbine. The results are presented in Figure 1 and show that for a
distance ≥ 5D , the optimum is indeed around St = 0.25. As a physical explanation for the optimal frequency is not yet
investigated, this excitation frequencywas used in the simulations presented here. To take into account the effect of
different excitation amplitudes, two different DIC cases will be considered: a low amplitude case with a collective pitch
amplitude of 2.5◦ and a high amplitude case of 4◦, respectively.
3.3 | Dynamic Individual Pitch Control
In this section, the novel Dynamic Individual Pitch Control (DIPC) approach will be described. The goal of this approach
is to enhance wakemixing analogous to DIC, but without the large fluctuations in thrust and power. To achieve this, the
individual pitch angles are altered in such a way that the wake behind the excited turbine is manipulated dynamically.
Fundamentally, DIPCworks as follows. The individual blade pitch angles of the turbine can be used to generate
a directional moment on the rotor. Consequently, the direction of the force vector exerted on the airflow can be
F IGURE 1 The average wake velocity at 3D , 5D and 7D behind an DIC-excited turbine with an pitch amplitude of 4
degrees, for different Strouhal numbers St . The results are normalized with respect to the baseline case.
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manipulated. With DIPC, the direction of this force vector is slowly varied, thereby continuously changing the direction
of the wake. This is expected to increase wakemixing without significant variations in themagnitude of the rotor thrust
force.
A directional thrust force can be accomplished by implementing theMulti-Blade Coordinate (MBC) transforma-
tion [38]. This transformation decouples – or stated differently: projects – the blade loads in a non-rotating reference
frame. As a result, themeasured out-of-plane blade root bendingmomentsM (t ) ∈ Ò3 are projected onto a non-rotating
reference frame. For a three-bladed turbine, theMBC transformation is given as:

M0(t )
Mtilt(t )
Myaw(t )
 = T(ψ)

M1(t )
M2(t )
M3(t )
︸        ︷︷        ︸
M (t )
, (2)
with
T(ψ) = 2
3

0.5 0.5 0.5
cos (ψ1) cos (ψ2) cos (ψ3)
sin (ψ1) sin (ψ2) sin (ψ3)
 ,
where ψb is the azimuth angle for blade b , with ψ = 0◦ indicating the vertical upright position. The collective
modeM0 represents the cumulative out-of-plane rotor moment, andMtilt andMyaw represent the fixed-frame and
azimuth-independent tilt- and yaw-moments, respectively.
In a similar fashion, the inverseMBC transformation can be used to obtain implementable pitch angles based on the
fixed-frame collective, tilt and yaw pitch signals, θ0, θtilt and θyaw, respectively:
F IGURE 2 A schematic representation of how theMBC transformation is used to achieve periodic yaw and tilt
moments on the turbine. Note that the pitch frequency fθ is slightly different than the rotation frequency fr due to
excitation frequency fe .
FREDERIK ET AL. 7

θ1(t )
θ2(t )
θ3(t )
︸      ︷︷      ︸
θ(t )
= T−1(ψ)

θ0(t )
θtilt(t )
θyaw(t )
 , (3)
with
T−1(ψ) =

1 cos (ψ1) sin (ψ1)
1 cos (ψ2) sin (ψ2)
1 cos (ψ3) sin (ψ3)
 .
The concept of DIPC is to achieve a dynamically varying tilt and/or yawmoment, such that the wake of the turbine
is manipulated in vertical and/or horizontal direction, respectively, over time. To give a proof of concept, a simple
feedforward strategy is implemented, where a sinusoidal excitation is superimposed on θtilt and θyaw, as shown in
Figure 2. The excitation frequency of θtilt and θyaw is chosen to be identical to the DIC case, i.e., St = 0.25. Note once
more that this is a low-frequent excitation, typically in the range of 10 times slower than the rotational frequency fr . It
will be shown later that the resulting tilt and yawmoments are indeed sinusoidal with frequency fe .
When the tilt and yaw pitch angles inserted into the inverse MBC transformation are constant over time, the
resulting pitch angles θ(t )will behave sinusoidally with frequency fr . However, when θ0 = 0 and the tilt and yaw pitch
angles are sinusoidal (with frequency fe ), as depicted in Figures 2, this leads to a slightly altered frequency of θ(t ). Using
(3), it can be deduced that:
θb (t ) =
[
1 cos(ψb ) sin(ψb )
] 
θ0(t )
θtilt(t )
θyaw(t )

= θ0 + cos(ωr t +ψ0,b )θtilt(t ) + sin(ωr t +ψ0,b )θyaw(t )
= cos(ωr t +ψ0,b ) sin(ωe t ) + sin(ωr t +ψ0,b ) cos(ωe t )
= sin [(ωr + ωe )t +ψ0,b ] ,
whereωr is the rotational velocity [rad/s], andωe = 2pife [rad/s]. Assuming thatωr is constant over time,ψb (t ) =
ωr t +ψ0,b withψ0,b the azimuth angle of blade b at t = 0. Since the excitation frequency is very low (i.e.,ωe  ωr ) the
frequency of the resulting sinusoid, fθ , differs only slightly from the rotational frequency fr .
In Figure 2, a shift of 90 degrees between the yawmoment and the tilt moment is depicted. As a result, the tilt
moment is maximal when the yaw moment is zero, and vice versa. Using the uniform simulation setup in SOWFA,
the resulting wake location over time can be visualized. Figure 3 shows this wake at eight instances during one
excitation periodTe = D/(StU∞) ≈ 80 s. It can be observed here that this DIPC strategy results in a wake that makes a
(counterclockwise) circular motion. This motion can be considered forced wakemeandering, and is expected to lead to
increasedwakemixing.
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F IGURE 3 Awake asmeasured at 3D behind the turbine at different time instances when the signals for θt i l t and
θy aw as displayed in Figure 2 are applied. Obtained using uniform inflow simulations in SOWFA.
F IGURE 4 Wake propagation for different time instances when the helix strategy is applied. The counterclockwise
rotation of the wake can be seen and the near wake clearly exhibits the helix shape that the approach is named after.
The yellow arrow represents the vector of the thrust applied on the flow.
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F IGURE 5 The tilt and yawmoments from a turbine operating with the CCWhelix approach. Obtained using
uniform inflow conditions in SOWFA.
Figure 3 displays the wake for a phase delay of 90 degrees between the tilt and yaw pitch angle, leading to a
counterclockwisemotion of this wake. It is also possible to force the wake into a clockwisemotion by applying a phase
delay of 270 degrees. In that case, the resulting pitch frequency will be slightly lower than the rotation frequency:
θb (t ) = cos(ωb t ) sin(ωe t ) − sin(ωb t ) cos(ωe t )
= − sin [(ωb − ωe )t ] .
As the resulting wake propagates through space in a helical fashion, this specific approach is called the helix strategy,
respectively in counterclockwise (CCW) or clockwise (CW) direction. This helical wake propagation is illustrated in
Figure 4.
Earlier in this section, the claimwasmade that a sinusoidal tilt and yawmoment can be achieved by simply applying
a sinusoidal tilt and yaw angle. To confirm that this is indeed the case, Figure 5 shows the tilt and yawmoment for the
CCWhelix strategy. Thesemoments were obtained using the out-of-plane root bendingmoments on the individual
blades as obtained fromSOWFA, subsequently projected onto the non-rotating frame using theMBC transformation (2).
Afterwards, a low-pass filter was applied to account for high frequency noise. Note that the amplitude of both signals is
identical, and that a phase offset of 90 degrees can indeed be observed.
4 | RESULTS
In this section, the results obtained from the SOWFA simulations with turbulent inflow, as described in Section 2, are
presented. The helix approach is compared to the baseline greedy control case, as well as with Static Induction Control
(SIC) andDynamic Induction Control (DIC). First, simulations with a single turbine are evaluated. These simulations
allow for the investigation of the helix approach on the excited turbine and on the wake behind this turbine. Afterwards,
a second turbine is placed in the wake, 5D behind the first turbine, to study the effect of DIPC on this downstream
machine and on the power production of this small 2-turbine wind farm.
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4.1 | Single turbine
For the single turbine case, a total of 9 different simulations have been carried out. A comparison between cases will be
made based on both the performance of the turbine and the energy available in the wake. The simulation cases are
specified below:
1. Baseline case: static greedy control. All other cases will be normalized with respect to this case;
2. Static Induction Control (SIC), 1◦: SIC where the collective pitch angles are derated with 1◦;
3. SIC, 2◦: Same as case 8, but with the pitch angles derated 2◦;
4. Dynamic Induction Control (DIC), 2.5◦: DICwhere the collective pitch angles are excited sinusoidally with an ampli-
tude of 2.5◦;
5. Counterclockwise (CCW) helix, 2.5◦: the helix approach with a phase offset between tilt and yaw moments of 90
degrees (as shown in Figure 2). This results in a wake that rotates in counterclockwise direction. The amplitude of
the tilt and yaw angles is chosen such that the variation of the implemented pitch angles has an amplitude of 2.5◦;
6. Clockwise (CW) helix, 2.5◦: the helix approach with a phase offset between tilt and yaw moments of 270◦. This
results in a wake rotating in clockwise direction;
7. DIC, 4◦: Same as case 2, but with an amplitude of 4◦;
8. CCWhelix, 4◦: Same as case 3, but with an amplitude of 4◦;
9. CWhelix, 4◦: Same as case 4, but with an amplitude of 4◦.
First of all, the effect of the helix approach on thewake is investigated. For this purpose, themeanwind velocity
behind the excited turbine is visualizedwith respect to the baseline case. The resulting figures show how the applied
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F IGURE 6 Themeanwind speed in a wakewith respect to the baseline case whenDIC is applied (case 7). The
turbine location is indicated in black. The top figures give a top and side view of the flow, and the bottom figures show
vertical slices at different distances behind the excited turbine. The red areas indicate that DIC increases the wind
velocity in the wake significantly, while blue areas indicate where the wind speed is decreased.
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F IGURE 7 Themeanwind speed in a wakewith respect to the baseline case when CCWhelix is applied (case 8),
similar to Figure 6.
control algorithms change the wake properties. Figure 6 shows this mean velocity disparity with respect to the baseline
case for case 7 (DIC, 4◦). Different cross-sections of the flow field are depicted here to show the effect of DIC on the
average wake velocity. Figure 7 depicts the same cross-sections for the case 8 (CCWhelix, 4◦) and Figure 8 for case 9
(CWhelix, 4◦). Remember that, as mentioned in Section 3.3, the optimal amplitude and frequency for the helix approach
are as of yet unknown. The results presented here should therefore be considered a proof of concept for this approach,
not an upper limit of its potential.
Based on these figures, a number of conclusions are drawn. First of all, it is clear that all three strategies successfully
increase the average wind velocity in the wake. DIC and CCWhelix seem to be equally effective at 3D , while the helix
approach performs increasingly well further downstream. In general, the CWhelix appears to be less effective than
the CCWhelix. Figure 8 reveals that the lower performance of the CWapproach is caused by the lower velocity in the
center of the wake, which is considerably more distinct than in Figure 7.
The average kinetic energy increase in the wake at 5D behind the turbine is 23.8% for DIC, 36.7% for CCWhelix
and 19.3% for CWhelix. This indicates that the power increase that can be expected of a second, waked turbine when
the CCWhelix is applied will be higher than in the DIC case.
Themeanwake velocities are nonetheless not themost significant difference between DIC and the helix approach.
Themain advantage of the helix approach becomes clear when the power and thrust signals of the excited turbine are
examined, as shown in Figure 9. These plots shows that, as expected, DIC results in large variations of both the power
production and the thrust force. Both helix approach simulations show no such variations: the power and thrust are in
both cases very similar to the baseline case, although slightly lower. This is also confirmedwhen the variance of these
signals is calculated. WhenDIC is applied, the variance of the power and the thrust increases – compared to the baseline
case – with 80% and 583%, respectively. With the helix approach, on the other hand, the variance of these signals stays
more or less the samewith respect to the baseline case.
This significant improvement with regards to the thrust and power variations does not come completely free
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F IGURE 8 Themeanwind speed in a wakewith respect to the baseline case when CWhelix is applied (case 9),
similar to Figures 6 and 7.
F IGURE 9 The power (top) and thrust (bottom) signals of the wind turbine for the baseline, DIC, CCWhelix and CW
helix case.
of charge. Since Individual Pitch Control is used for the helix method, the pitch rate, and subsequently the actuator
duty cycle, is higher than with DIC. As visualized in Figure 2, the frequency of the pitch signal is determined by the
rotational frequency fr ≈ 0.12Hz, slightly altered by the excitation frequency. The pitch signals in DIC, on the other
hand, have amuch lower frequency of fe ≈ 0.0126Hz, resulting in a very low average pitch rate variation of 0.08 ◦/min.
As a consequence of the higher pitch frequency, the pitch rate variance of the helix approach with a 4 degree amplitude
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TABLE 2 Turbulent inflow, single turbine results. All but the pitch rate are relative results with respect to the
baseline case.
Sta
tic
1◦
Sta
tic
2◦
DIC
2.5
◦
CC
W
He
lix
2.5
◦
CW
He
lix
2.5
◦
DIC
4◦
CC
W
He
lix
4◦
CW
He
lix
4◦
Power -1.0% -3.1% -1.1% -1.1% -1.0% -2.8% -2.8% -2.6%
Variation of power -2.2% -5.8% +79.5% -3.5% -1.5% +194.1% -7.9% -5.2%
Variation of thrust -11.2% –22.1% +583.2% -1.5% +1.2% +1423% -3.7% +0.3%
Energy at 3D +14.1% +31.7% +20.3% +20.5% +7.2% +42.6% +47.4% +21.9%
Energy at 5D +3.7% +8.3% +13.3% +16.6% +6.5% +23.8% +36.7% +19.3%
Energy at 7D +2.0% +3.7% +7.3% +12.4% +5.5% +13.4% +25.6% +14.7%
Pitch variation [◦/min] 0 0 0.08 4.94 3.22 0.20 12.52 8.13
is 12.5◦/min and 8.1◦/min for the CCWandCWdirection, respectively. Note that although this is significantly higher
than with DIC, such a pitch rate should not be considered unreasonably high. In fact, the pitch rate is comparable to that
used in load alleviating IPC strategies such as [24, 25].
All the results mentioned above, both in terms of turbine performance and wake recovery, are summarized in
Table 2. This table includes the results obtained for the cases with SIC andwith a smaller pitch amplitude of 2.5◦. As
expected, the lower amplitude has less effect on both the excited turbine and thewake recovery. Apart from that, no
significant discrepancies are found between the 2.5◦ and 4◦ cases. The SIC results show that, in general, the power lost
at the upstream turbine is comparable, while the energy gained in the wake is lower than with the CCWhelix approach.
Evenmore so thanDIC, SIC seems to be less effective at larger downstream distances. It can therefore be concluded
that the helix approach is more effective in increasing the potential energy capture of a wind farm than SIC.
4.2 | Two-turbinewind farm
In this section, the performance of a two-turbinewind farm is discussed. The same cases of the single turbine simulations
are used, but a second turbine is now placed 5D behind the first turbine. In all cases, the second turbine operates at its
static optimum, i.e., the different control strategies are only implemented on the upstreammachine.
The results that are presented here, focus again on the cases with a pitch amplitude of 4 degrees. The power and
thrust signals of both turbines in these simulations are shown in Figure 10. As expected, the power production of
turbine 2whenDIC is implemented on turbine 1 is slightly higher than with the helix strategies. However, the plot also
shows that DIC not only increases the variations in power and thrust of the excited turbine, but also of the downstream
turbine. This effect is significantly less pronounced for the helix strategies.
All findings with respect to power and thrust are summarized in Table 3. Notice that the energy increase at 5D
as predicted in Table 2 corresponds very well with the actual power increase of a turbine at 5D . As a result, the CCW
helix approach with a 4◦ pitch amplitude increases the power production of this 2-turbine wind farmwith 7.5%. This is
considerably higher than the 4.6% gain obtainedwith DIC. The overall energy production of all strategies is shown in
Figure 11.
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Apart from the power production, it is also interesting to investigate the variations of power and thrust. With both
helix approaches, the power and thrust variations of the excited turbine are, in general, slightly reduced. Due to the
increasedwake velocity and turbulence, the downstream turbines experience a significantly higher power and thrust
variations than in the baseline case. However, compared to DIC, these variations aremuch lower. As a result, the fatigue
loads that might lead to structural damage of the wind turbine are expected to be substantially lower thanwith DIC.
A final note should bemadewith respect to the performance of the helix approach: as the research presented in
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F IGURE 10 The power (top) and thrust (bottom) signals of turbines 1 (left) and 2 (right) for cases 1, 5, 6 and 7. The
variations in power and thrust associated with DIC are not present with the helix approach. As a result, the power and
thrust variations at the downstream turbine are also significantly lower.
TABLE 3 Turbulent inflow, two-turbine results. All results are relative with respect to the baseline case.
Sta
tic
1◦
Sta
tic
2◦
DIC
2.5
◦
CC
W
He
lix
2.5
◦
CW
He
lix
2.5
◦
DIC
4◦
CC
W
He
lix
4◦
CW
He
lix
4◦
Power T1 -1.0% -3.1% -1.1% -1.1% -1.0% -2.8% -2.8% -2.6%
Power T2 +1.6% +5.3% +14.6% +17.2% +6.3% +27.3% +39.5% +18.0%
Total power production -0.3% -1.0% +2.8% +3.4% +0.8% +4.6% +7.5% +2.5%
Variance of power T1 -2.2% -5.8% +79.6% -3.4% -1.4% +194.0% -7.9% -5.1%
Variance of power T2 -11.0% -17.6% +280.8% +143.0% +82.2% +583.6% +239.4% +187.2%
Variance of thrust T1 -11.3% -22.1% +580.7% -1.5% +1.1% +1416.7% -3.9% +0.4%
Variance of thrust T2 -13.0% -25.9% +165.1% +71.6% +45.5% +340.9% +123.1% +99.9%
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F IGURE 11 Power production of the two-turbine wind farm for different control strategies, showing the limited
power loss at turbine 1with all methods. The power gain at turbine 2 results in a farm-wide increase in power
production.
this paper serves mainly as a proof of concept, the optimal settings for the helix approach are as of yet unknown. In
this study, it was assumed that the optimal excitation frequency is identical to the optimal DIC frequency. As such, the
7.5% power gain found here can be considered conservative, as a different dynamic input signal might lead to better
performance.
5 | CONCLUSIONS
In this paper, a novel wind farm control strategy is proposed. The strategy involves using Individual Pitch Control (IPC)
to dynamically vary the direction of the thrust force exerted on the flow by a wind turbine, leading to a helical wake that
increases mixing. As a result, downstream turbines will experience higher wind speeds and subsequently have a higher
power production. Due to the helical shape of the wake, this approach is named the helix approach. A proof of concept is
given for this novel dynamic wind farm control strategy.
The strategy is tested using high-fidelity LES simulations, proving that the helix approach is effective at increasing
wake recovery: the energy in thewake can be increased by up to 47%. Furthermore, it is observed that a helix rotating in
counterclockwise direction results in better wake recovery than a helix rotating in clockwise direction. Simulations with
a second turbine in thewake of the controlled turbine, located 5 rotor diameters downstream, show that the energy
capture can be increasedwith up to 7.5% for this two-turbine wind farm. As the optimal control settings for the helix
approach have not yet been evaluated, this gain should be seen as an indication of its potential, not as an upper limit.
The helix approach is compared with different existing control strategies. The current simulations show that it is a
more effectivemethod to increase the energy capture of a wind farm than both static derating and dynamic induction
control. Compared to the latter, the helix approach results in power and thrust variations that are over a factor 2 lower.
Furthermore, unlike yaw-based wake redirection, the operational strategy used in the helix approach does not deviate
from the operating range for which the turbine was designed. This should allow for amuch quicker adaptation of the
technology by the industry, perhaps delivering the first wind farm control methodology that can reliably increase the
power production in existing wind farms without the need for slow certification protocols and fundamental turbine
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redesign.
This paper should be considered as a proof of concept. As the helix approach, or dynamic IPC in general, is a
completely novel concept, this paper only shows that it can be an effective wind farm control strategy. To determine its
full potential, further exploration is necessary. Future research possibilities include, but are limited to, studying the
difference between the clockwise and counterclockwise helix, finding the optimal blade excitation signals, investigating
the damage equivalent load effects on both the excited and downstream turbine, applying closed-loop control on the
yaw and tilt moments, increasing the farm size to study the effect on turbines further downstream, executing scaled
wind tunnel experiments and full scale tests on an actual wind turbine or wind farm.
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