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a b s t r a c t
Let n× n complex matrices R and S be nontrivial generalized reflection matrices, i.e., R∗ =
R = R−1 6= ±In, S∗ = S = S−1 6= ±In. A complex matrix A with order n is said to be a
generalized reflexive (or anti-reflexive) matrix, if RAS = A (or RAS = −A). In this paper,
the solvability conditions of the left and right inverse eigenvalue problems for generalized
reflexive and anti-reflexivematrices are derived, and the general solutions are also given. In
addition, the associated approximation solutions in the solution sets of the above problems
are provided. The results in present paper extend some recent conclusions.
© 2010 Elsevier B.V. All rights reserved.
1. Introduction
Let Cm×nr be the set of allm× n complex matrices with rank r , UCn×n be the set of all n× n unitary matrices. Denote by
In the identity matrix with order n. Let Jn = (en en−1 . . . e1), where ei is the ith column of In. For matrix A, A∗, A+ and ‖A‖
represent its conjugate transpose, Moore–Penrose inverse and Frobenius norm, respectively.
Definition 1.1. Let R, S ∈ Cn×n be nontrivial generalized reflection matrices, i.e., R∗ = R = R−1 6= ±In, S∗ = S = S−1 6=
±In, then matrix A ∈ Cn×n is said to be generalized reflexive (or anti-reflexive) matrix, if RAS = A (or RAS = −A).
The set of all n × n generalized reflexive (or anti-reflexive) matrices with respect to matrix dual (R, S) is denoted by
GRCn×n (GARCn×n).
Obviously, if letR = S = Jn in Definition 1.1, thenmatrixA is thewell-known centrosymmetric (or anti-centrosymmetric)
matrix, which plays an important role in many areas (see, e.g., [1–6]), and has been widely and extensively studied (see,
e.g., [7–9]). Moreover, let R = S, then matrix A is called generalized centrosymmetric (or anti-centrosymmetric) matrix [10,
11]. As the extensions of the centrosymmetric matrices and generalized centrosymmetric matrices, the generalized
reflection matrices and generalized reflexive matrices have many special properties and practical applications, and have
also been frequently investigated, for instance, [12–16]. In these literatures, the main techniques to solve corresponding
problems are general inverse, matrix decomposition or iterative method.We should point out that the generalized reflexive
(or anti-reflexive) matrices here are particular cases of (R, S)-symmetric matrices in [17], because in the literature the
matrices R and S may not be limited in the generalized reflection matrices set.
In this paper, we study the left and right inverse eigenvalue problem (the generalization of the inverse eigenvalue
problem having substantial application in control theory [1–4]) of the generalized reflexive (or anti-reflexive) matrices.
Generally, the left and right inverse eigenvalue problem is: for given partial left and right eigenpairs (eigenvalue and its
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corresponding eigenvector) (λi, xi) and (µj, yj), xi, yj ∈ Cn×1, λi, µ ∈ C , i = 1, 2, . . . , l, j = 1, 2, . . . ,m, find matrix A ∈ M
(whereM is a subspace of Cn×n) such that{
Axi = λixi,
y∗j A = µjy∗j .
Evidently, the left and right inverse eigenvalue problem is the special inverse eigenvalue problem [18], which mainly
arises in perturbation analysis ofmatrix eigenvalue [19] and recursivematters [20], andhas practical applications in engineer
and scientific computation fields. For different matrix setsM , it leads to different left and right inverse eigenvalue problems,
such as, Zhang’s [21], Li’s [22,23] have considered, respectively, the left and right inverse eigenvalue problems for real
matrices, skew-centrosymmetric matrices and generalized centrosymmetric matrices, and the explicit expressions of the
solutions have been obtained. However, when M = GRCn×n or GARCn×n, these kinds of left and right inverse eigenvalue
problem have not been investigated, which is the motivation of this work. This problem is the extension of the left and right
inverse eigenvalue problems mentioned in recent papers [22,23], which may be very necessary and important in matrix
theory and its applications.
Let (λi, xi) (i = 1, . . . , p) and (µj, yj)(j = 1, . . . , q) are the right and left eigenpairs of matrix A, respectively. Denote
X = (x1, . . . , xp) ∈ Cn×p,Λ = diag(λ1, . . . , λp) ∈ Cp×p, and Y = (y1, . . . , yq) ∈ Cn×q, µ = diag(µ1, . . . , µq) ∈ Cq×q. Then
the problem to be discussed in present paper can be described as follows.
Problem I. Suppose that matrices X ∈ Cn×p,Λ ∈ Cp×p, Y ∈ Cn×q, µ ∈ Cq×q, and generalized reflection matrices R and S as
in Definition 1.1. Then find A ∈ M = GRCn×n (or GARCn×n) such that{
AX = XΛ,
Y ∗A = µY ∗. (1)
Problem II. Let SE be the solution set of Problem I. If SE is not empty, for given matrix A¯ ∈ Cn×n, find Aˆ ∈ SE such that
‖A¯− Aˆ‖ = min
A∈SE
‖A¯− A‖.
Problem II is so-called the optimal approximation problem, which has important application in practice, and has been
discussed far and wide (see, e.g., [9,10,14–17,22–24] and the references therein).
This paper is organized as follows: In Section 2, we will discuss the solvability conditions of Problem I, and derive the
general solutionwhen it is solvable. In Section 3,wewill consider the associated optimal approximation problem, and obtain
the unique solution of Problem II. In Section 4, we will offer some numerical examples to illustrate our results. Finally, we
will make a conclusion on the results here.
2. The solvability conditions of Problem I
In this section,we firstly introduce some structure properties of generalized reflexivematrix due to generalized reflection
matrices R and S as in Definition 1.1. After that we will discuss the solvability of Problem I.
The following lemma restated from [10] indicates the special structural characters of the generalized reflection matrix
dual (R, S).
Lemma 2.1. Given generalized reflection matrices R, S ∈ Cn×n. Let
P1 = I + R2 ∈ C
n×n
r , Q1 =
I + S
2
∈ Cn×ns , P2 =
I − R
2
, Q2 = I − S2 .
Then rank(P2) = n − r, rank(Q2) = n − s, and there exist column orthogonal matrices U1 ∈ Cn×r ,U2 ∈ Cn×(n−r), V1 ∈
Cn×s, V2 ∈ Cn×(n−s) such that
P1 = U1U∗1 , P2 = U2U∗2 , Q1 = V1V ∗1 , Q2 = V2V ∗2 . (2)
Remark 2.1. Denote U = (U1 U2), V = (V1 V2), it follows from Lemma 2.1 that U, V ∈ U Cn×n, and
R = U
[
Ir 0
0 −In−r
]
U∗, S = V
[
Is 0
0 −In−s
]
V ∗, (3)
where the symbols ‘‘0’’ stand for null matrices with associated orders (in the sequel, we always mark them like this).
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Lemma 2.2. Assume generalized reflection matrices R, S with the forms of (3), then
A ∈ GRCn×n if and only if
A = U
[
A1 0
0 A2
]
V ∗, (4)
and A ∈ GARCn×n if and only if
A = U
[
0 A3
A4 0
]
V ∗, (5)
where A1 ∈ C r×s, A2 ∈ C (n−r)×(n−s), A3 ∈ C r×(n−s), A4 ∈ C (n−r)×s are arbitrary.
Proof. Partition U∗AV =
[
A11 A12
A21 A22
]
, where A11 ∈ C r×s. Employing (3) to Definition 1.1 yields to[
Ir 0
0 −In−r
] [
A11 A12
A21 A22
] [
Is 0
0 −In−s
]
= ±
[
A11 A12
A21 A22
]
.
Comparing the two sides with blocks, it is easy to know that (4) and (5) hold. 
The following lemma derived from [21] is essential for solving Problem I.
Lemma 2.3. If matrices A ∈ Cp×m, B ∈ Cp×n, C ∈ Cn×q, D ∈ Cm×q, then matrix equations AX = B, XC = D is consistent, if and
only if
AD = BC, AA+B = B, and DC+C = D,
and the expression of its general solution is
X = A+B+ (Im − A+A)DC+ + (Im − A+A)G(In − CC+)
where arbitrary matrix G ∈ Cm×n.
Now, based on the previous analysis, we have
Theorem 2.1. Given matrices X,Λ, Y , µ, then Problem I, in the case of M = GRCn×n, is solvable, if and only if
Y ∗P1XΛ = µY ∗Q1X, Y ∗P1(Y ∗)+µY ∗Q1 = µY ∗Q1, P1XΛX+Q1X = P1XΛ, (6)
Y ∗P2XΛ = µY ∗Q2X, Y ∗P2(Y ∗)+µY ∗Q2 = µY ∗Q2, P2XΛX+Q2X = P2XΛ. (7)
Furthermore, the general solution of which can be expressed as
A = U
[
A˜1 + ΦYEΦX 0
0 A˜2 + ΨY FΨX
]
V ∗, (8)
where A˜1 = U∗1 (Y ∗)+µY ∗V1 + ΦYU∗1XΛX+V1, A˜2 = U∗2 (Y ∗)+µY ∗V2 + ΨYU∗2XΛX+V2,
ΦX = Is − V ∗1 XX+V1, ΦY = Ir − U∗1 YY+U1, ΨX = In−s − V ∗2 XX+V2,
ΨY = In−r − U∗2 YY+U2, and E ∈ C r×s, F ∈ C (n−r)×(n−s) are arbitrary.
Proof. When A ∈ GRCn×n, which has the form of (4), then Eqs. (1) can be equivalently changed into[
A1 0
0 A2
]
V ∗X = U∗XΛ, Y ∗U
[
A1 0
0 A2
]
= µY ∗V .
Therefore, the left and right inverse eigenvalue Problem I is equivalent to find A1 ∈ C r×s, A2 ∈ C (n−r)×(n−s) such that{
A1V ∗1 X = U∗1XΛ
Y ∗U1A1 = µY ∗V1 (9)
and {
A2V ∗2 X = U∗2XΛ
Y ∗U2A2 = µY ∗V2. (10)
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Making use of Lemma 2.3 and equalities (2), problem (9) is consistent, if and only if the equalities tagged by (6) hold. In this
case, the general solution is, for arbitrary E ∈ C r×s,
A1 = U∗1 (Y ∗)+µY ∗V1 + (Ir − U∗1 (Y ∗)+Y ∗U1)U∗1XΛX+V1 + (Ir − U∗1 (Y ∗)+Y ∗U1)E(Is − V ∗1 XX+V1). (11)
By analogical ways and means, problem (10) is consistent, if and only if (7) holds, and the general solution is, for arbitrary
F ∈ C (n−r)×(n−s),
A2 = U∗2 (Y ∗)+µY ∗V2 + (In−r − U∗2 (Y ∗)+Y ∗U2)U∗2XΛX+V2 + (In−r − U∗2 (Y ∗)+Y ∗U2)F(In−s − V ∗2 XX+V2). (12)
Noting that (Y ∗)+Y ∗ = YY+, and predigesting (11) and (12) reveal that (8) holds. 
Similar to the proof of Theorem 2.1, while M = GARCn×n, the solution to Problem I can be obtained by the following
theorem, whose proof is omitted.
Theorem 2.2. Assume matrices X,Λ, Y , µ and notions as in Theorem 2.1, if M = GARCn×n, then Problem I is solvable, if and
only if
Y ∗P1XΛ = µY ∗P2X, Y ∗P1(Y ∗)+µY ∗Q2 = µY ∗Q2, P1XΛX+Q2X = P1XΛ,
Y ∗P2XΛ = µY ∗Q1X, Y ∗P2(Y ∗)+µY ∗Q1 = µY ∗Q1, P2XΛX+Q1X = P2XΛ.
And the general solution can be expressed as
A = U
[
0 A˜3 + ΦYWΨX
A˜4 + ΨYZΦX 0
]
V ∗, (13)
where A˜3 = U∗1 (Y ∗)+µY ∗V2 + ΦYU∗1XΛX+V2, A˜4 = U∗2 (Y ∗)+µY ∗V1 + ΨYU∗2XΛX+V1, W ∈ C r×(n−s), Z ∈ C (n−r)×s are
arbitrary.
3. The solution of Problem II
In this section, we will obtain the unique optimal approximation solution for given matrix A¯ ∈ Cn×n, i.e., Problem II.
Let SE be the solution set of Problem I. Resorting to the definition of the closed convex set, it is easy to verify that the set
SE is a closed convex set of matrix space Cn×n. We first introduce a lemma derived from [24], which is substantial for solving
Problem II.
Lemma 3.1. Let matrices L ∈ Cq×m,∆ ∈ Cq×q, Γ ∈ Cm×m, and ∆2 = ∆ = ∆∗, Γ 2 = Γ = Γ ∗. Then ‖ L − ∆LΓ ‖=
minG∈Cq×m ‖ L−∆GΓ ‖ if and only if ∆(L− G)Γ = 0.
In the generalized reflexive matrices set (GRCn×n), the solution to Problem II can be derived in the following theorem.
Theorem 3.1. If the solvability conditions (6) and (7) are true, that is, the solution set
SE = {A | A ∈ M = GRCn×n}
of Problem I is nonempty. For given matrix A¯ ∈ Cn×n, partition U∗A¯V according with (3) as
U∗A¯V =
[
A¯11 A¯12
A¯21 A¯22
]
, A¯11 ∈ C r×s, A¯22 ∈ C (n−r)×(n−s). (14)
Then the solution Aˆ ∈ SE of Problem II is unique, which can be expressed as
A = U
[
A˜1 + ΦY (A¯11 − A˜1)ΦX 0
0 A˜2 + ΨY (A¯22 − A˜2)ΨX
]
V ∗, (15)
where A˜1, A˜2,ΦX ,ΦY ,ΨX ,ΨY as in Theorem 2.1.
Proof. The uniqueness of the solution to Problem II is distinct from the Projective Theorem, so it is enough to show that
(15) holds.
In fact, by Theorem 2.1, the partition of (14), and the unitary invariance of Frobenius norm, we obtain
‖A¯− A‖2 =
∥∥∥∥A¯− U [A˜1 + ΦYEΦX 00 A˜2 + ΨY FΨX
]
V ∗
∥∥∥∥2
=
∥∥∥∥[A¯11 − A˜1 − ΦYEΦX A¯12A¯21 A¯22 − A˜2 − ΨY FΨX
]∥∥∥∥2
= ‖A¯11 − A˜1 − ΦYEΦX‖2 + ‖A¯22 − A˜2 − ΨY FΨX‖2 + ‖A¯12‖2 + ‖A¯21‖2.
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Hence, Problem II is transformed equivalently into solving the following minimized problems
min
E∈C r×s
‖A¯11 − A˜1 − ΦYEΦX‖ (16)
and
min
F∈C(n−r)×(n−s)
‖A¯22 − A˜2 − ΨY FΨX‖. (17)
SinceΦ2X = ΦX = Φ∗X ,Φ2Y = ΦY = Φ∗Y , we deduce from Lemma 3.1 that problem (16) can arrive the extremum, if and only
if
ΦY (A¯11 − A˜1 − E)ΦX = 0,
which implies that
ΦY (A¯11 − A˜1)ΦX = ΦYEΦX . (18)
Taking notice of Ψ 2X = ΨX = Ψ ∗X ,Ψ 2Y = ΨY = Ψ ∗Y , for problem (17), yields
ΨY (A¯22 − A˜2)ΨX = ΨY FΨX . (19)
Submitting (18) and (19) into (8) implies that (15) holds. This completes the proof. 
By analogous techniques in Theorem 3.1, we obtain another conclusion about Problem II located in generalized anti-
reflexive matrices set, whose proof is also omitted.
Theorem 3.2. Assume the conditions are the same as in Theorem 3.1. Let
SE = {A | A ∈ M = GARCn×n}
then the unique solution Aˆ′ ∈ SE of Problem II can be expressed as
Aˆ′ = U
[
0 A˜3 + ΦY (A¯12 − A˜3)ΨX
A˜4 + ΨY (A¯21 − A˜4)ΦX 0
]
V ∗,
where A˜3, A˜4,ΦX ,ΦY ,ΨX ,ΨY as in Theorem 2.2.
4. Numerical analysis
In this section, we will give out numerical examples to illustrate our results (only in the case of M = GRCn×n), all the
experiments will be made by MATLAB software.
Example. Suppose the given matrices X, Y , Λ, µ and the generalized reflection matrices R, S as follows:
X =

1.5 −2.3 3.6 −5.1 2.2 6.3
3.0 −4.4 −1.6 −2.4 2.0 3.3
−6.5 7.0 5.0 5.1 −1.4 −1.1
9.1 7.5 −6.3 −5.5 −1.3 2.1
2.4 −7.1 1.7 3.2 −8.3 2.1
−1.2 1.9 −7.6 −5.4 2.9 −1.9
3.3 −2.2 −4.1 −2.2 2.9 −7.5
6.6 −2.6 6.6 −1.8 2.4 2.2

, Y =

4.4 −4.5 −1.4 4.1 3.4
−1.5 2.9 6.1 4.3 −5.1
3.3 −5.4 −3.8 2.1 1.5
1.3 −2.0 −2.5 −2.1 1.6
−5.5 1.2 −4.4 −7.6 8.7
−2.2 7.1 −1.7 1.3 −5.4
3.1 −2.8 2.9 −7.1 −2.4
−4.3 1.5 −6.2 −3.7 5.6

,
Λ = diag[−1.3, 9.8, −5.2, −2.7, 6.2, −4.5], µ = diag[−5.2, −2.7, 6.2, −4.5, 3.2],
R =
[zeros(2, 2) zeros(2, 4) −J2
zeros(4, 2) eye(4) zeros(4, 2)
−J2 zeros(2, 4) zeros(2, 2)
]
, S =
[zeros(3, 3) zeros(3, 2) eye(3)
zeros(2, 3) −J2 zeros(2, 3)
eye(3) zeros(3, 2) zeros(3, 3)
]
,
where diag[ · ] stands for a diagonal matrix with corresponding elements. zeros(m, n) and eye(m) denote m × n the null
matrix and identity matrix with orderm in MATLAB, respectively.
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It is easy to verify that the solvability conditions (6) and (7) in Theorem2.1 hold, then the least-norm solution of Problem I
in GRC8×8 is
A =

−1.7328 0.7583 −1.1400 −3.6185 4.3413 −1.2470 −2.5464 3.0195
−0.4466 3.2911 0.3298 −2.7844 −4.8406 1.0285 −1.8056 −0.6167
3.9226 −0.2533 −0.3984 2.1929 −2.1929 3.9226 −0.2533 −0.3984
0.8481 −2.6775 3.5977 0.3475 −0.3475 0.8481 −2.6775 3.5977
1.0426 −0.7896 0.2262 −1.3247 1.3247 1.0426 −0.7896 0.2262
0.4069 −2.5130 2.8727 −2.1374 2.1374 0.4069 −2.5130 2.8727
−1.0285 1.8056 0.6167 −4.8406 −2.7844 0.4466 −3.2911 −0.3298
1.2470 2.5464 −3.0195 4.3413 −3.6185 1.7328 −0.7583 1.1400

.
Furthermore, for given matrix A¯ (it may not be generalized reflexive), for example,
A¯ =

−3 4 −7 10 −4 −12 2 −5
−6 8 3 −8 3 4 −4 −6
13 −14 −10 −7 −6 −1 2 −4
−18 −5 12 11 2 −4 −4 3
−4 14 −4 −3 −6 10 −4 2
2 −3 5 10 −5 −8 −2 7
−6 4 8 4 −6 15 −13 5
−13 −2 17 −3 8 −11 17 −9

,
the unique optimal approximation solution of Problem II is
Aˆ =

4.3805 −6.5297 1.6168 9.9337 −3.2902 −0.6264 1.2872 −13.7214
−11.0859 10.9644 −0.5083 −6.2817 3.8767 5.2246 −4.8953 −8.5037
5.5327 −6.4422 −8.3212 −0.0430 0.0430 5.5327 −6.4422 −8.3212
−11.2570 −4.8971 6.7898 4.7300 −4.7300 −11.2570 −4.8971 6.7898
2.3142 4.3186 −2.9359 2.1663 −2.1663 2.3142 4.3186 −2.9359
−3.3790 −2.8767 4.9299 7.8681 −7.8681 −3.3790 −2.8767 4.9299
−5.2246 4.8953 8.5037 3.8767 −6.2817 11.0859 −10.9644 0.5083
0.6264 −1.2872 13.7214 −3.2902 9.9337 −4.3805 6.5297 −1.6168

,
and ‖A¯− Aˆ‖ = 43.7101.
5. Conclusions
In this paper, we have obtained the necessary and sufficient conditions and associated general solutions of the left and
right eigenvalue problems, for the generalized reflexive matrices (Theorem 2.1) and generalized anti-reflexive matrices
(Theorem 2.2), respectively. In addition, for given matrix A¯ ∈ Cn×n, the unique optimal approximation solution has been
derived, that is, Theorems 3.1 and 3.2. The results in this paper generalizes some forgone ones, for instance, [21–23]. In
addition, we have also made some numerical experiments to demonstrate our conclusions.
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