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Abstract. We consider one dimensional weakly asymmetric boundary driven
models of heat conduction. In the cases of a constant diffusion coefficient and
of a quadratic mobility we compute the quasi-potential that is a non local
functional obtained by the solution of a variational problem. This is done
using the dynamic variational approach of the macroscopic fluctuation theory
[10]. The case of a concave mobility corresponds essentially to the exclusion
model that has been discussed in [8, 9, 13, 23]. We consider here the convex
case that includes for example the Kipnis-Marchioro-Presutti (KMP) model
and its dual (KMPd) [29]. This extends to the weakly asymmetric regime
the computations in [14]. We consider then, both microscopically and macro-
scopically, the limit of large external fields. Microscopically we discuss some
possible totally asymmetric limits of the KMP model. In one case the totally
asymmetric dynamics has a product invariant measure. Another possible limit
dynamics has instead a non trivial invariant measure for which we give a dual-
ity representation. Macroscopically we show that the quasi-potentials of KMP
and KMPd, that for any fixed external field are non local, become local in the
limit. Moreover the dependence on one of the external reservoirs disappears.
For models having strictly positive quadratic mobilities we obtain instead in
the limit a non local functional having a structure similar to the one of the
boundary driven asymmetric exclusion process.
Keywords: Non equilibrium statistical mechanics, large deviations, stochastic
lattice gases.
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1. Introduction
Understanding the structure of stationary non equilibrium states is a major is-
sue in non equilibrium statistical mechanics. In recent years some one dimensional
boundary driven stochastic lattice models have been exactly solved. A stationary
non equilibrium state can be described microscopically exhibiting the invariant mea-
sure of the model or macroscopically describing the structure of the fluctuations.
This second approach is usually based on large deviations theory and the corre-
sponding rate functional has some thermodynamic interpretations [10, 18]. Apart
some special cases, the rate functional is non local or correspondingly the invariant
measure has long range correlations.
Stochastic lattice gases for which the hydrodynamic scaling limit has been de-
rived are essentially of two types. Driven diffusive models that have a non trivial
diffusive scaling limit typically given by a non linear diffusive equation [28, 31] and
asymmetric models whose natural scaling is the Eulerian one and have as a scal-
ing limit a first order hyperbolic conservation law [1, 28, 31]. There are examples
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of solvable one dimensional stationary non equilibrium states in both classes of
models.
In the case of diffusive systems, the first computation of large deviations rate
functionals was obtained for the exclusion model starting from an exact representa-
tion of the invariant measure [18, 19, 20]. The same result was then obtained with
the dynamic variational approach of the macroscopic fluctuation theory [6, 7, 10].
This macroscopic approach was then generalized to a wider class of models charac-
terized by a constant diffusion matrix and a quadratic mobility [10, 14].
For the weakly asymmetric exclusion the computation of the rate functional has
been done in [23] starting from an exact representation of the invariant measure and
then in [8, 9, 13] using the macroscopic fluctuation theory. A weakly asymmetric
model is a microscopic model having a behavior whose asymmetry is suitably going
to zero when the underlying lattice size is going to zero. The weak asymmetry is
encoded in the limiting behavior by an external field E.
In the case of asymmetric models the situation is somehow less developed. The
first computation of a large deviation rate functional for a stationary non equilib-
rium state has been obtained for the boundary driven asymmetric exclusion process
using an exact representation of the invariant measure [21, 22]. The rate functional
is not local and has a different representation depending if the asymmetry is driving
in the same or in the opposite direction with respect to the boundary sources. In
this case the dynamic variational approach is more difficult to be applied since it is
more difficult to identify the basic ingredient that is the dynamic large deviations
functional. In the case of the exclusion process the dynamic rate functional has
been obtained with periodic boundary conditions by L. Jensen in his Ph.D. thesis
(see [35]) but the proof is not complete. The case with boundary sources has been
discussed in [15]. Once the dynamic rate functional is identified then it is possible
to define and in some cases to compute the corresponding quasi-potential [2, 10].
In particular in [2] the functionals in [21, 22] for the exclusion process have been
obtained using the dynamic variational approach. In [2] the quasi-potential has
been computed also for other conservation laws with a convex mobility.
Other examples of exact computations of large deviations rate functionals for
stationary non equilibrium states are for example [4] for a two component diffu-
sive system and [18] for the totally asymmetric exclusion process with particles of
different classes on a ring.
A different way of obtaining the functionals in [21, 22] for the asymmetric ex-
clusion process is to compute the functional for the weakly asymmetric case and
then to consider the limit for large values of the field E. This has been done in
[8, 9, 13]. With this approach it has been also proved the existence of Lagrangian
phase transitions for finite but large external fields [8, 9]. In this paper we use ex-
actly this approach generalizing it to the case of models having constant diffusion
matrix and convex quadratic mobility.
We consider also the problem from a microscopic perspective. In the case of the
symmetric simple exclusion, switching on an external field we obtain an asymmetric
exclusion model. In the limit of a very large external field the mass can flow only
in one direction and the only natural limiting process is the totally asymmetric
exclusion process. In the case of a model like the KMP the situation is more
complex. In the totally asymmetric limit the mass can flow only in one direction but
in this case there are several possible natural dynamics satisfying this constraint.
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Since their scaling limit in the weakly asymmetric regime is determined by the
behavior for small values of the external field, all of them will have the same weakly
asymmetric scaling limit. We discuss two possible totally asymmetric versions of
the KMP model. In one case the invariant measure for the boundary driven case is
given by a product measure of exponentials whose parameter is determined by the
chemical potential of just one external source. For the other dynamics the invariant
measure in the boundary driven case has apparently not a simple structure and
we give a representation in terms of convex combinations of products of Gamma
distributions. This is done using a duality representation of the process constructed
using convex analytic arguments. The same could be done also for the dual model
of the KMP (that we shortly call KMPd).
Macroscopically we start computing the large deviations rate functional for the
empirical measure when the particles are distributed according to the invariant
measure of weakly asymmetric models of heat conduction. Instead of discussing the
general case we concentrate on three prototypal models corresponding respectively
to mobilities having two coinciding roots, two distinct roots and no roots. For the
first case we choose the special form of the mobility σ(ρ) = ρ2 that microscopically
corresponds to the KMP model. For the second case we choose the special form
of the mobility σ(ρ) = ρ(1 + ρ) that microscopically corresponds to the dual of
the KMP model (KMPd). For the third case we choose the special form of the
mobility σ(ρ) = 1 + ρ2. We do not have an explicit example of a microscopic
model corresponding to this form of the mobility. We conventionally call this model
KMPx. In this case the density can assume also negative values. For all these
models, in the one dimensional case, we can compute the quasi-potential using
the dynamic variational approach of the macroscopic fluctuation theory [10]. The
corresponding rate functionals are generically not local and depends on the value
of the constant external field E generating the asymmetry. For each choice of the
external sources there is however a special value E∗ of the field for which the system
is an equilibrium one so that there is no current in the stationary state and the
large deviations functional is local. The rate functional is computed solving the
corresponding infinite dimensional Hamilton Jacobi equation. As in the case of
the simple exclusion model [8, 9, 13] depending if the value of the external field is
above or below the threshold E∗ we have that the rate functional is represented as
a supremum or an infimum of an auxiliary functional.
Once computed the quasi-potentials depending on the parameter E we study the
corresponding asymptotic behavior when E → ±∞. In the case of the exclusion
model this limits allow to recover the large deviations rate functionals of the totally
asymmetric exclusion process [8, 9, 13]. In the case of KMP and KMPd we have
that the functionals, that for each finite value of E are non local, become local
in the limit. Moreover the dependence on the left source disappears in the limit
E → −∞ while the dependence on the right one disappears in the limit E →
+∞. This is quite natural having in mind the underlying microscopic stochastic
dynamics. More precisely the limit functionals correspond to the large deviations
rate functionals for empirical measures when the variables are distributed according
to product measures. In the case of KMP the single marginal is exponential and in
the KMPd case is instead geometric. We recover in this way the large deviations rate
functionals for one of the two versions of the totally asymmetric KMP dynamics.
The model KMPx has instead a very different behavior. The limiting functional is
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again non local and has a structure very similar to the one of the exclusion. In this
case the possibility of Lagrangian phase transitions appears for large values of the
field acting in the same direction with respect to the external reservoirs.
The structure of the paper is the following
In Section 2 we describe microscopically the symmetric versions of the models
of heat conduction that we are going to study, describe the weakly asymmetric
versions, study the invariant measures and describe the instantaneous current that
is the basic object to understand the connection between the microscopic and the
macroscopic description.
In Section 3 we introduce two possible totally asymmetric versions of the KMP
dynamics and study the corresponding invariant measures in the boundary driven
case. For one model the invariant measure is of product type while for the other
one this is not the case and we give a duality representation using convex analytic
arguments.
In Section 4 we give a short overview of the scaling limit for particle systems
that is the main bridges between the microscopic and macroscopic descriptions. We
discuss the transport coefficients and introduce macroscopically the three prototypal
models we are going to study.
In Section 5 we study the stationary solutions of the hydrodynamic equations
and the corresponding associated currents. In particular we discuss the asymptotic
behaviors for large fields E.
In Section 6 we outline the structure of dynamic large deviations for our class of
models and show the relation between the quasi-potential and the large deviations
for the invariant measure.
In Section 7 we compute the quasi-potential for boundary driven one dimensional
weakly asymmetric models.
In Section 8 we compute the limit of the quasi-potentials for E → ±∞.
2. Models of heat conduction
In this section we introduce the symmetric versions of the stochastic microscopic
dynamics that we are going to study. We introduce also the weakly asymmetric
perturbations, discuss reversibility and introduce the instantaneous current.
2.1. Symmetric models. We start describing the symmetric version of the Kipnis-
Marchioro-Presutti (KMP) model [29]. This is a generalized stochastic lattice gas on
which energies associated to oscillators located at the vertices of a lattice randomly
evolve. More precisely let Λ ⊆ Rd be a bounded domain and let ΛN :=
1
NZ
d ∩ Λ
be its discretization with a lattice of mesh 1N . The oscillators are located at the
vertices of the lattice and we denote by ξ = {ξ(x)}x∈ΛN the energy configuration of
the system. The value ξ(x) ∈ R+ is the energy associated to the oscillator at site x.
The interpretation of the configuration ξ as a configuration of energy follows by the
original definition of the model [29]. Since we are discussing also generalizations
and different models we prefer to switch the interpretation to a configuration of
mass. We will mainly consider the one dimensional case for which Λ is an interval
and ΛN is a linear lattice. We call x ∈ ΛN an internal vertex if all its nearest
neighbors y ∈ 1NZ
d belong also to ΛN . A vertex x ∈ ΛN that is not internal is
instead a boundary vertex. We denote by ∂ΛN the set of boundary vertices. The
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stochastic evolution is encoded in the generator that is of the type
LNf =
∑
x∼y
Lx,yf +
∑
x∈∂ΛN
Lxf . (2.1)
The first sum in (2.1) is a sum over unordered nearest neighbor sites of ΛN . The
first term in (2.1) is the bulk contribution to the stochastic evolution while the
second term is the boundary part of the dynamics that modelizes the interaction
of the system with external reservoirs.
We introduce the model using a slightly different language from the classic one.
This approach simplifies notation and is suitable for generalizations. Let εx =
{εx(y)}y∈ΛN be the configuration of mass with all the sites different from x empty
and having unitary mass at site x. This means that εx(y) = δx,y where δ is the
Kronecker symbol. The bulk contribution to the stochastic dynamics is defined by
Lx,yf(ξ) :=
∫ ξ(x)
−ξ(y)
dj
ξ(x) + ξ(y)
[
f(ξ − j (εx − εy))− f(ξ)
]
. (2.2)
It is immediate to check that definition (2.2) is symmetric in x, y so that we can
consider without ambiguity a sum over unordered pairs in (2.1). Formula (2.2)
define the model as a random current model. The intuition behind the formula
is the following. On each bond of the system there is a random flow of mass
that happens accordingly to a random exponential clock with rate 1. When this
random clock rings there is a flow between the two endpoint sites that is uniformly
distributed among all the possible currents that keep the masses at the two sites
positive. The new configuration ξ − j (εx − εy) is the starting configuration minus
the divergence of a current on the lattice different from zero on the single edge
(x, y) where it assumes the value j. The choice of a uniformly random current in
(2.2) corresponds to the usual KMP dynamics.
The boundary part of the generator can be defined in several ways. Let us fix
a possible definition that is good for symmetric and weakly asymmetric models.
Consider the left boundary of a one dimensional system on Λ = (0, 1). The system
is in contact with an external reservoir with chemical potential λ < 0. The effect of
the interaction with the source is that at rate one the value of the variable ξ(1/N) is
substituted by a random value exponentially distributed with parameter −λ. When
the value ξ(1/N) is substituted by the value z we imagine that there is a current
j = z − ξ(1/N) across the edge (0, 1/N). With a change of variables we can then
write the boundary term of the generator with a random current representation as
L1/Nf(ξ) =
∫ +∞
0
|λ|eλz
[
f(ξ + ε1/N (z − ξ(1/N)))− f(ξ)
]
dz =∫ +∞
−ξ(1/N)
|λ|eλ(ξ(1/N)+j)
[
f(ξ + ε1/N j)− f(ξ)
]
dj . (2.3)
The dynamics (2.2) can be generalized substituting the uniform distribution on
[−ξ(y), ξ(x)] with a different probability measure (or just positive measure) Γξx,y(dj)
on the same interval. A natural choice is the discrete uniform distribution on the
integer points in [−ξ(y), ξ(x)]. This means that if ξ is a configuration of mass
assuming only integer values then
Γξx,y(dj) =
1
ξ(x) + ξ(y) + 1
∑
i∈[−ξ(y),ξ(x)]
δi(dj) (2.4)
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where δi(dj) is the delta measure concentrated at i and the sum is over the integer
values belonging to the interval. If the initial configuration is such that the values
of the variables ξ are all integers then this fact is preserved by the dynamics and
we obtain a model that can be interpreted as a model of evolving particles. This is
exactly the dual model of KMP [29]. We call the stochastic dynamics associated to
the choice (2.4) KMPd where the last letter means dual. The boundary dynamics
can be fixed similarly to (2.3). In this case it is natural to substitute the exponential
distribution by a geometric one.
Another interesting model could be related to Gaussian distributions. In this
case the interpretation in terms of mass is missing since the variables can assume
also negative values. The bulk dynamics is defined by a distribution of current
having support on all the real line and defined by
Γξx,y(dj) =
1√
2piγ2
e
−
(j− (ξ(x)−ξ(y))2 )
2
2γ2 dj . (2.5)
In general we use the same notation both for a measure and the corresponding
density. Note that all these models share the symmetry Γξx,y(j) = Γ
ξ
y,x(−j) and for
this reason we can write in (2.1) a sum over unordered nearest neighbor sites. Also
in this case it is possible to introduce a boundary part of the dynamics.
2.2. Weakly asymmetric models. If we switch on a possibly space and time
dependent external field, the random distribution of the current is changed. In
particular suppose that on the lattice it is defined a discrete vector field F. This
is a collection of numbers F(x, y) for any ordered pair of nearest neighbors lattice
points satisfying the antisymmetry relationships F(x, y) = −F(y, x). If the vector
field is time dependent these number are time dependent. The motion of the mass is
influenced by the presence of the field and we have a model with a random current
across each bond distributed according to a measure ΓF as follows
LFx,yf(ξ) :=
∫
Γξ,Fx,y(dj)
[
f(ξ − j (εx − εy))− f(ξ)
]
. (2.6)
The natural choice of the measure ΓF is
Γξ,Fx,y(dj) = Γ
ξ
x,y(dj)e
F(x,y)
2 j . (2.7)
The factor 12 in the exponent appears just for convenience of notation in the fol-
lowing. A perturbation of this type is for example the one used in [14] to compute
dynamic large deviations for the KMP model and corresponds therefore to the
choice
Γξ,Fx,y(dj) =
e
F(x,y)
2 j
ξ(x) + ξ(y)
χ[−ξ(y),ξ(x)](j) dj . (2.8)
By the symmetry of the measure Γ and the antisymmetry of the discrete vector
field F we have that Γξ,Fx,y(j) = Γ
ξ,F
y,x(−j) and we can define the generator considering
sums over unordered bonds.
The terminology weakly asymmetric corresponds to the situation when the pa-
rameter N is large and the discrete vector field is obtained as a discretization of a
smooth vector field on Λ. In this case since the mesh of the lattice is 1N the values
of the discrete vector field are O
(
1
N
)
. A natural discretization is as follows.
Let F : Λ→ Rd be a smooth vector field with components
F (x) = (F1(x), . . . , Fd(x)) .
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. We associate to F a discrete vector field F on the lattice that corresponds to a
discretized version of the continuous vector field defined by
F (x, y) =
∫
(x,y)
F (z) · dz . (2.9)
In (2.9) (x, y) is an oriented edge of the lattice, the integral is a line integral that
corresponds to the work done by the vector field F when a particle moves from x to
y. The value of F (y, x), by antisymmetry, corresponds to minus the value in (2.9).
2.3. stationarity. We have for the symmetric KMP model that the detailed bal-
ance condition
µλN (ξ)Γ
ξ
x,y(j) = µ
λ
N
(
ξ − j (εx − εy)
)
Γξ−j(ε
x−εy)
x,y (−j) (2.10)
is satisfied when
µλN (ξ) =
∏
z
|λ|eλξ(z) (2.11)
is the density of the product of exponentials of the same parameter −λ > 0. In the
case of a perturbed model with transitions determined by (2.8) we have also
µ
λ(·)
N (ξ)Γ
ξ,F
x,y(j) = µ
λ(·)
N
(
ξ − j (εx − εy)
)
Γξ−j(ε
x−εy),F
x,y (−j) (2.12)
provided that
µ
λ(·)
N (ξ) =
∏
z
|λ(z)|eλ(z)ξ(z) (2.13)
is the density an inhomogeneous product of exponentials and the relation F(x, y) =
λ(y)− λ(x) is satisfied.
The boundary dynamics (2.3) satisfies the detailed balance condition with re-
spect to an exponential measure with parameter −λ > 0 coinciding with the one of
the external source. This means that we have for a boundary site x
µ
λ(·)
N (ξ)Γ
ξ
x(j) = µ
λ(·)
N (ξ + jε
x)Γξ+jε
x
x (−j) (2.14)
where µ
λ(·)
N is like (2.13) and the value λ(x) coincides with λ in (2.3). In (2.14) we
called
Γξx(dj) = |λ|e
λ(ξ(x)+j)χ[−ξ(x),+∞)(j) dj .
By the above computations we obtain some general conditions to have a reversible
KMP model. When the model is not reversible the invariant measure is not known.
According to the general result in [11] we obtain that if we fix the values of the
chemical potentials of the boundary sources the model is reversible if the external
field is of gradient type F(x, y) = ψ(y)−ψ(x) for a function ψ such that ψ(x) = λ(x)
for x ∈ ∂ΛN . A similar result can be obtained also for KMPd.
The Gaussian model (2.5) satisfies the detailed balance condition with respect
to a product of Gaussian distributions having the same arbitrary mean value and
variance equal to 2γ2 where γ2 is the variance of the random current across an
edge.
When the system is in contact with sources having the same chemical potential
we have that the KMP and the KMPd models are equilibrium models reversible
with respect to product measures. Given a reference measure µ on R, we denote
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by µλ the probability measure obtained inserting a chemical potential term of the
form
µλ(dx) =
µ(dx)eλx
Z(λ)
, (2.15)
where Z(λ) is the normalization constant. The corresponding average density
ρ[λ] :=
∫
µλ(dx)x = (logZ(λ))
′ is increasing in λ and we call λ[ρ] the inverse
function. In the case of the KMP model it is natural to fix µ(dx) = dx and restrict
to negative values of λ. In this case Z(λ) = −λ−1 = ρ[λ] and λ[ρ] = −ρ−1. For the
KMPd model we fix µ(dx) =
∑+∞
k=0 δk(dx) and again we restrict to negative values
of λ. In this case we have Z(λ) = (1− eλ)−1, ρ[λ] = e
λ
1−eλ
and λ[ρ] = log ρ1+ρ .
2.4. Instantaneous current. The hydrodynamic scaling limit of diffusive systems
has an explicit form for models that are reversible and gradient. The gradient
condition is written in terms of the so called instantaneous current [28, 31]. The
natural scaling limit for this class of processes is the diffusive one. For this reason
the rates have to be multiplied by N2 to get a non trivial scaling limit. Let ξt be
the random configuration of particles at time t for the accelerated process. Let also
Jt(x, y) be the net total amount of mass that has flown from x to y in the time
window [0, t]. The instantaneous current for the bulk dynamics is defined as
jξ(x, y) :=
∫
Γξx,y(dj)j . (2.16)
A simple argument [31] shows that
Jt(x, y)−N
2
∫ t
0
jξs(x, y) ds , (2.17)
is a martingale. In particular (2.17) has mean zero and the expected value of the
current through a bond can be obtained from the expected value of an additive
functional involving the instantaneous current trough the same bond. The factor
N2 is due to the fact that we are speeding up the process.
For example the instantaneous current across the edge (x, y) for the KMP process
is given by ∫ ξ(x)
−ξ(y)
jdj
ξ(x) + ξ(y)
=
1
2
(ξ(x) − ξ(y)) . (2.18)
This computation shows that the KMP model is of gradient type. In general a
model of stochastic particles on a lattice is called of gradient type [28, 31] if the
instantaneous current can be written as
jξ(x, y) = τxh(ξ)− τyh(ξ) , (2.19)
where h is a local function and τz is the shift operator by the vector z. Formula
(2.18) shows for example that for KMP formula (2.19) holds with h(ξ) = ξ(0)2 . Also
KMPd is gradient with respect to the same function h.
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The instantaneous current for the weakly asymmetric KMP model in the case of
a constant external field E in the direction from x to y is given by
jEξ (x, y) =
∫ ξ(x)
−ξ(y)
Γξ,Ex,y (j)jdj
=
2
E(ξ(x) + ξ(y))
[
e
E
2 ξ(x)ξ(x) + e−
E
2 ξ(y)ξ(y)− 2
e
E
2 ξ(x) − e−
E
2 ξ(y)
E
]
=
1
2
(
ξ(x)− ξ(y)
)
+
E
6
[
ξ(x)2 + ξ(y)2 − ξ(x)ξ(y)
]
+ o(E) . (2.20)
The hydrodynamic behavior of the model under the action of an external field in
the weakly asymmetric regime, i.e. when the external field E is of order 1/N ,
is determined by the first two orders in the expansion (2.20). In particular any
perturbed KMP model having the same expansion as in (2.20) will have the same
hydrodynamic behavior of the model (2.8) in the weakly asymmetric regime.
For the KMPd model with a discrete version of the above computation we get
jEξ (x, y) =
1
2
(
ξ(x)− ξ(y)
)
+
E
12
[
2ξ(x)2 +2ξ(y)2 − 2ξ(x)ξ(y) + ξ(x) + ξ(y)
]
+ o(E) .
(2.21)
3. Asymmetric models
We consider now some possible one dimensional totally asymmetric models for
which the mass can move only in one preferred direction. If on a bond (x, y) the
asymmetry is from x to y then we have that the measure Γξx,y determining the distri-
bution of the current has a support contained on the interval [0, ξ(x)]. We consider
only the KMP case and assume that the density Γξx,y depends only on ξ(x) and not
on ξ(y). The distribution Γξx,y of a totally asymmetric model should be obtained
as a limit for large values of a constant external field of the distribution Γξ,Ex,y of a
weakly asymmetric model having an instantaneous current with an expansion like
(2.20). This is because macroscopically we will discuss the limit for large values of
the field of weakly asymmetric models having an hydrodynamic behavior deduced
from the expansion (2.20). Since the expansion (2.20) is for small values of the field
while we discuss here microscopically the behavior for large values of the field it is
reasonable to have some freedom in the determination of the limiting models. We
discuss indeed two different cases. One has a product invariant measure while for
the other one we discuss a duality representation of the invariant measure using a
convex analytic approach.
The macroscopic domain is Λ = (0, 1) and the asymmetry is in the positive
direction. For simplicity of notation we consider the models defined on the lat-
tice {1, 2, . . . , N} instead of ΛN . Since the computations in this section are only
microscopic the lattice size is not relevant.
3.1. Totally asymmetric KMP model version 1. In this section we discuss a
model with distribution of the current flowing across a bond in the bulk given by
Γξx,x+1 = χ[0,ξ(x)](j) dj . (3.1)
We fix the interaction with the boundary left source like in [11]. We imagine to
have a ghost site at 0 where an exponential random energy of parameter −λ > 0 is
available and this random energy available at site 0 is transported into site 1 with
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the same mechanism (3.1) of the bulk. We have then the boundary part of the
dynamics at the boundary site 1 given by
L1f(ξ) =
∫ +∞
0
|λ|eλz
(∫ z
0
dj
[
f(ξ + jε1)− f(ξ)
])
dz (3.2)
=
∫ +∞
0
eλj
[
f(ξ + jε1)− f(ξ)
]
dj . (3.3)
At the right boundary the dynamics is like on the bulk but the mass that is moving
to the right exits from the system and disappears. More precisely at site N with
rate ξ(N) the amount of mass present is transformed into ξ′(N) that is uniformly
distributed on [0, ξ(N)]. We could imagine a different mechanism that allows also
a creation of mass connected with a reservoir with a given chemical potential. This
mechanism however changes the distribution of the mass just at site N and in
particular is not observable macroscopically. Consider the product measure (recall
λ < 0)
µλN (dξ) =
∏
x∈ΛN
|λ|eλξ(x)dξ(x) . (3.4)
With a change of variables we get
Eµλ
N
[Lx,x+1f ] =
∫
(R+)N
µλN (dξ)
∫ ξ(x)
0
dj
[
f
(
ξ − j
(
εx − εx+1
))
− f(ξ)
]
=
∫
(R+)N
µλN (dξ)f(ξ) [ξ(x+ 1)− ξ(x)] . (3.5)
Still with a changes of variables at the boundaries we get
Eµλ
N
[L1f ] =
∫
(R+)N
µλN (dξ)
∫ +∞
0
eλj
[
f(ξ + jε1)− f(ξ)
]
dj
=
∫
(R+)N
µλN (dξ)f(ξ)
[
ξ(1) + λ−1
]
, (3.6)
and
Eµλ
N
[LNf ] =
∫
(R+)N
µλN (dξ)
∫ ξ(N)
0
[
f
(
ξ − jεN
)
− f(ξ)
]
dj
= −
∫
(R+)N
µλN (dξ)f(ξ)
[
λ−1 + ξ(N)
]
. (3.7)
Summing up (3.5), (3.6) and (3.7) we obtain that (3.4) is invariant for the dynamics.
3.2. Totally asymmetric KMP version 2. In this section we discuss a second
possible totally asymmetric limit dynamics. This is the model that is obtained con-
sidering a constant external field in (2.8) and taking the limit suitably normalizing
the rates. The dynamics on the bulk is defined by a distribution of the current
flowing across a bond given by
Γξx,x+1 = δξ(x) . (3.8)
This means that at rate one all the mass present on a site jumps to the nearest
neighbor site on the right. On the torus this dynamics is not irreducible since
eventually all the mass will concentrate on a single lattice site moving randomly
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like an asymmetric random walk. The boundary driven case has not this problem
and the dynamics is irreducible.
Given two probability measures µ and ν on R we define their convolution µ∗ν =
ν ∗ µ as the measure on R defined by
[µ ∗ ν](A) =
∫
R
µ(A− x)dν(x) ,
for any measurable subset A. Let us also define the family of Gamma measures
{γn}n≥0 of parameter |λ| as follows. We set γ0 := δ0, then we define γ1 as the
absolute continuous probability measure on R+ having density |λ|eλx. Finally we
define γn := γ
∗n
1 where the right hand side symbol means a n-times convolution of
γ1. Note that γj ∗ γi = γi+j . We fix the dynamics at the boundaries like
L1f(ξ) =
∫ +∞
0
γ1(j)
[
f(ξ + jε1)− f(ξ)
]
dj (3.9)
and
LNf(ξ) =
[
f
(
ξ − ξ(N)εN
)
− f(ξ)
]
. (3.10)
The invariant measure for this second version of the totally asymmetric KMP
model is not of product type and it seems not to have a simple expression. We give
a representation of this measure as a convex combination of products of Gamma
distributions. This is done developing a kind of duality between this process and a
totally asymmetric version of KMPd. It is interesting to analyze this duality within
the general approach to duality in [17] where the case of an asymmetric KMP model
is also discussed.
Consider a product measure νN having marginals ν
(x), i.e.
νN (dξ) :=
N∏
x=1
ν(x)(dξ(x)) =: ⊗Nx=1ν
(x) . (3.11)
For a measure of this type we have∫
(R+)n
νN (dξ)
∫ +∞
0
γk(j)f(ξ + jε
1) dj =∫
(R+)n
(ν(1) ∗ γk)(dξ(1))ν
(2)(dξ(2)) . . . ν(N)(dξ(N)) f(ξ) . (3.12)
Likewise we have∫
(R+)n
νN (dξ)f
(
ξ + ξ(x)(εx+1 − εx)
)
=∫
(R+)n
ν(1)(dξ(1)) . . . γ0(dξ(x))(ν
(x) ∗ ν(x+1))(dξ(x + 1)) . . . ν(N)(dξ(N)) f(ξ) .
The right hand side in the above formula is the expected value of the function f
with respect to a product measure having x-marginal equal to γ0, (x+1)−marginal
equal to ν(x) ∗ν(x+1) and all the remaining marginal equal to the one of νN . Finally
we have also that ∫
(R+)n
νN (dξ)f
(
ξ − ξ(N)εN
)
=∫
(R+)n
ν(1)(dξ(1)) . . . γ0(dξ(N)) f(ξ) . (3.13)
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The above computations give that the action of the asymmetric generator LN,a on
a measure νN like in (3.11) is given by
νNLN,a =
{[(
ν(1) ∗ γ1
)
⊗ ν(2) ⊗ · · · ⊗ ν(N)
]
−
[
ν(1) ⊗ · · · ⊗ ν(N)
]}
+
∑
x
{ [
ν(1) ⊗ . . . γ0 ⊗
(
ν(x) ∗ ν(x+1)
)
⊗ · · · ⊗ ν(N)
]
−
[
ν(1) ⊗ · · · ⊗ ν(N)
]}
+
{[
ν(1) ⊗ · · · ⊗ ν(N−1) ⊗ γ0
]
−
[
ν(1) ⊗ · · · ⊗ ν(N)
]}
. (3.14)
We can now show that there is a solution of the Kolmogorov equation ∂tνN (t) =
νN (t)LN,a that can be written in the form
νN (t) =
∑
η∈NN
ct(η)γη(1) ⊗ γη(2) ⊗ · · · ⊗ γη(N) . (3.15)
In the formula (3.15) η = (η(1), . . . η(N)) ∈ NN can be interpreted as a configura-
tion of particles on the lattice and ct(η) ≥ 0 for any fixed t is a suitable probability
measure on NN to be determined. Formula (3.15) says that we are searching for a
solution that can be written as a mixture of products of Gamma measures for any
time. Defining
γη := γη(1) ⊗ γη(2) ⊗ · · · ⊗ γη(N)
we write compactly (3.15) as
∑
η ct(η)γ
η. For a measure of the type (3.15) we have
νN (t)LN,a =
∑
η
ct(η) (γ
ηLN,a) , (3.16)
and we can now use formula (3.14). Reorganizing the terms, the right hand side of
(3.16) becomes ∑
η
γη
{ [
ct(η − ε
1)χ(η(1) > 0)− ct(η)
]
+
N−1∑
x=1
η(x+1)∑
k=0
[
χ(η(x) = 0)ct(η + k(ε
x − εx+1))− ct(η)
]
+
[
χ(η(N) = 0)
+∞∑
k=0
ct(η + kε
N)− ct(η)
]}
, (3.17)
where χ denotes the characteristic function. Using (3.17) we can write formula
(3.16) compactly as∑
η
γη∂tct(η) = νN (t)LN,a =
∑
η
γη
(
ct(η)L
d
N,a
)
(3.18)
where LdN,a is a Markov generator of a stochastic dynamics on the variables η. We
interpret (3.18) as a duality relationship between the two stochastic dynamics LN,a
and LdN,a. The upper index d is the shorthand of dual. The variables η represent
configurations of particles on the lattice and η(x) that is always an integer number
is the number of particles at site x. By formula (3.17) the stochastic dynamics
associated to LdN,a can be described as follows. In the bulk the dynamics has a
distribution of current given by Γηx,x+1 = δη(x). At the left boundary one particle
is created with rate 1 while all the particle at the right boundary are erased at rate
1. This is a totally asymmetric version of the model KMPd.
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We proved that the model with generator LN,a starting at time zero with a
distribution of the type
∑
η c0(η)γ
η(dξ) will have a distribution of energies at time
t that is
∑
η ct(η)γ
η(dξ) where ct(η) is the distribution of particles at time t for
the model with generator LdN,a starting at time 0 with the distribution of particles
given by c0(η). In particular, considering the limit for t → +∞, this relationship
between the two processes will hold also for the corresponding invariant measures
for which we get
µN (dξ) =
∑
η
µN,d(η)γ
η(dξ) . (3.19)
In (3.19) µN is the invariant measure for the process LN,a while µN,d is the invariant
measure for the process LdN,a.
4. Scaling limits
4.1. Scaling limit. The KMP model is gradient and the hydrodynamic behavior
is relatively well understood [14, 28, 31]. We consider the one dimensional case
with Λ = (0, 1). In the symmetric case the model is diffusive and the natural
scaling of the system is obtained considering a lattice of mesh 1N and rescaling
time by a factor N2. This is done simply multiplying by N2 the rates of jump
(for notational convenience we will multiply by a factor 2N2). The observable
that describe macroscopically the evolution of the mass of the system is the so
called empirical measure. This is a positive measure on Λ associated to any fixed
microscopic configuration ξ. It is defined as a convex combination of delta measures
as
piN (ξ) :=
1
N
∑
x∈ΛN
ξ(x)δx . (4.1)
Integrating a continuous function f : Λ→ R with respect to piN (ξ) we get∫
Λ
f dpiN (ξ) =
1
N
∑
x∈ΛN
f(x)ξ(x) . (4.2)
In the hydrodynamic scaling limit the empirical measure, that for any finite N is
atomic and random, becomes deterministic and absolutely continuous. For suitable
initial conditions ξ0 that are associated to a given density profile γ(x)dx in the
sense that
lim
N→+∞
∫
Λ
f dpiN (ξ0) =
∫
Λ
f(x)γ(x)dx (4.3)
we have that piN (ξt) is associated to the density profile ρ(x, t)dx where ρ is the
solution to the heat equation with initial condition γ. The boundary conditions
are fixed by the interactions with the external sources. We consider the case when
the boundary dynamics is also accelerated by N2 and the final effect of this fast
interaction is that the values of the densities at the boundaries are fixed by the
external sources [24]. We have then that ρ is the solution of a Cauchy problem
with Dirichelet boundary condition like
∂tρ = ∆ρ
ρ(x, 0) = γ(x)
ρ(0, t) = ρ−
ρ(1, t) = ρ+ .
(4.4)
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Without loss of generality we will always consider the case ρ− ≤ ρ+. This is a space
time law of large numbers and the corresponding fluctuations can be described
by a large deviations principle [14]. Given a space and time dependent density
profile ρ(x, t)dx the probability that the empirical measure will be in a suitable
neighborhood of it is exponential unlikely with a corresponding rate functional that
we call dynamic large deviations rate functional. This is the main ingredient for the
dynamic variational study of stationary non equilibrium states of the macroscopic
fluctuation theory [10].
To show the dynamic large deviations rate functional we have before to discuss
the hydrodynamic behavior of a weakly asymmetric version of the model. This
has the bulk part of the generator obtained as a sum of possibly time dependent
contributions like (2.6) multiplied by N2. In particular we consider a model with
rates determined by (2.8) or more generally having an expansion like (2.20) where
the external field E is however substituted by a space and time dependent vector
field F obtained by a discretization of a smooth vector field on Λ like (2.9). The
hydrodynamic behavior of this model is similar to the symmetric one and the ex-
ternal field appears macroscopically with a new term. The hydrodynamic equation
is 
∂tρ(x, t) = ∆ρ(x, t) −∇ ·
(
ρ2(x, t)F (x, t)
)
,
ρ(x, 0) = γ(x) ,
ρ(0, t) = ρ− ,
ρ(1, t) = ρ+ .
(4.5)
4.2. Transport coefficients. The general form of the hydrodynamic equation as-
sociated to weakly asymmetric diffusive stochastic particle systems is
∂tρ = ∇ · (D(ρ)∇ρ− σ(ρ)F ) . (4.6)
The symmetric and positive definite matrix D is called the diffusion matrix while
the symmetric and positive definite matrix σ is called the mobility. For all the
models that we are discussing the diffusion matrix coincides with the identity matrix
while the mobility is a multiple of the identity matrix σ(ρ)I (we are calling σ both
the matrix and the scalar value on the diagonal). The transport coefficients can
be explicitly computed for gradient models for which at equilibrium the invariant
measure is known.
It is convenient to write the hydrodynamic equation (4.6) as a conservation law
∂tρ+∇ · JF (ρ) = 0 where
JF (ρ) := −∇ρ+ σ(ρ)F (4.7)
is the typical current observed in correspondence to the density profile ρ.
We briefly illustrate the general structure of the proof of the hydrodynamic limit
for gradient reversible models that allows to identify and compute exactly the trans-
port coefficients [28, 30]. This argument is the bridge between the microscopic and
the macroscopic description of a system and allows to identify the hydrodynamic
equations associated to the microscopic models.
The starting point for the hydrodynamic description of the system is the discrete
continuity equation that is
ξt(x)− ξ0(x) = −∇ · Jt(x) , (4.8)
where Jt has been defined in section 2.4 and ∇· denotes the discrete divergence.
This is defined for a discrete vector field φ as ∇·φ(x) :=
∑
y∼x φ(x, y). Using (2.17)
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we can rewrite (4.8) as
ξt(x) − ξ0(x) = −N
2
∫ t
0
∇ · jξs(x) ds +Mt(x) , (4.9)
where Mt(i) is a martingale term obtained by summing some martingales of the
type (2.17).
Since we are interested only on the transport coefficients we consider the model
defined on the 1-dimensional continuous torus Λ = [0, 1] with periodic boundary
conditions. Multiplying equalities (4.9) by a test function ψ, dividing by N and
summing over x we obtain∫
[0,1]
ψ dpiN (ξt)−
∫
[0,1]
ψ dpiN (ξ0) = −N
∫ t
0
∑
x
∇ · jξs(x)ψ (x) ds+ o(1) . (4.10)
The infinitesimal term comes from the martingale terms and can be shown to be
negligible in the limit of large N [28, 31]. Using the gradient condition (2.19) and
performing a double discrete integration by part, up to the infinitesimal term one
has that the right hand side of (4.10) is
1
N
∑
x
∫ t
0
τxh(ξ)
[
N2
(
ψ
(
x+
1
N
)
+ ψ
(
x−
1
N
)
− 2ψ
(
x
))]
ds .
Considering a C2 test function ψ the term inside squared parenthesis in the last
term of (4.11) coincides with ∆ψ (x) up to an uniformly infinitesimal term.
At this point the main issue in proving hydrodynamic behavior is the prove the
validity of a local equilibrium property. Let us define
A(ρ) = E
µ
λ[ρ]
N
(h(ξ)) , (4.11)
where µλN is the product of measures (2.15) associated to the chemical potential λ
and we recall that λ[ρ] is the chemical potential associated to the density ρ (see the
discussion after (2.15)). The local equilibrium property is explicitly stated through
a replacement lemma that states that
1
N
∑
x
∫ t
0
τxh(ξ)∆ψ (x) ds ≃
1
N
∑
x
∫ t
0
A
(∫
Bx
dpiN (ξs)
|Bx|
)
∆ψ (x) ds (4.12)
where Bx is a microscopically large but macroscopically small volume around the
point x ∈ ΛN . This allows to write, up to infinitesimal corrections, equation (4.10)
in terms only of the empirical measure. Substituting the r.h.s. of (4.12) in the
place of the r.h.s. of (4.10), we obtain that in the limit of large N the empirical
measure piN (ηt) converges to ρ(x, t)dx satisfying for any smooth test function ψ∫ 1
0
ψ(x)ρ(x, t) dx −
∫ 1
0
ψ(x)ρ(x, 0) dx =
∫ t
0
ds
∫ 1
0
A(ρ(x, s))∆ψ(x) dx . (4.13)
equation (4.13) is a weak form of the hydrodynamic equation (4.6) with F = 0 and
having a diagonal diffusion matrix having each term in the diagonal equal to
D(ρ) =
dA(ρ)
dρ
. (4.14)
For a mathematical discussion of this issue see [28] Chapter 5. For all the models
that we are discussing we have that h(ξ) = ξ(0)2 so that A(ρ) =
ρ
2 . For notational
convenience in order to have an unitary diffusion matrix we multiply all the rate of
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transition by a factor of 2 and correspondingly the diffusion matrix is the identity
matrix.
We show now a computation that allows to determine the mobility of the models
from the microscopic dynamics. Let us consider weakly asymmetric models subject
to an external field obtained by the discretization (2.9) of a smooth vector field F .
Consider the time window [0, t] and we still speed up the process by a N2 factor.
The scalar product of the flow of mass in this time window with a vector field H is
given by
1
Nd
∑
x∼y
Jt(x, y)H(x, y) . (4.15)
In formula (4.15) the sum is over unordered nearest neighbor sites. By the antisym-
metry of the two vector fields there is no ambiguity in this definition. The factor
N−d is due to the fact that the scaling limit normalizes the mass by this factor.
Using (2.17) and (2.20) we can write (4.15) up to a neglecting martingale term as
N2−d
∫ t
0
∑
x∼y
jFξs(x, y)H(x, y) ds . (4.16)
For simplicity we consider the one dimensional KMP model with a macroscopic
constant external field F . Microscopically this corresponds to consider E = FN
in (2.20). The value FN is indeed the discretized value for a lattice of size 1/N
corresponding to a constant macroscopic external field F . We introduce the function
g(η) =
1
6
(
ξ(0)2 + ξ(1/N)2 − ξ(0)ξ(1/N)
)
(4.17)
that, suitably shifted, multiplies E in the right hand side of (2.20). In the case of
KMPd we have instead to use formula (2.21). We can write (4.16) in d = 1 as
N
∫ t
0
∑
x
jξs
(
x, x+
1
N
)
H
(
x, x +
1
N
)
ds+ F
∫ t
0
∑
x
τxg(ξs)H
(
x, x+
1
N
)
ds .
(4.18)
Since the current j is gradient, recalling (2.19), formula (4.18) becomes after a
discrete integration by parts
N
∫ t
0
∑
x
τxh(ξs)∇ ·H(x) ds+ F
∫ t
0
∑
x
τxg(ξs)H
(
x, x+
1
N
)
ds . (4.19)
Since the vector field H is smooth, recalling its definition (2.9), we have that N2∇·
H(x) = ∇ ·H(x) up to uniform infinitesimal terms. Applying also in this case the
replacement Lemma we have that with high probability when N is diverging (4.19)
converges to ∫ t
0
ds
∫ 1
0
dx [A(ρ(x, s))∇ ·H(x) + Fσ(ρ(x, s))H(x)] , (4.20)
where
σ(ρ) = E
µ
λ[ρ]
N
[g(η)] . (4.21)
Formula (4.20) is a weak form of
∫ t
0
ds
∫ 1
0
JF (ρ) ·H dx with
JF (ρ) = −D(ρ)∇ρ+ σ(ρ)F . (4.22)
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This is the typical current associated to a density profile ρ in presence of an external
field F . Recall that for notational convenience we are multiplying the rates by a
factor of 2 so that formula (4.21) for ours prototype models gives
σ(ρ) =

ρ2 KMP
ρ(ρ+ 1) KMPd
ρ2 + 1 KMPx .
(4.23)
A general identity holding for diffusive systems is the Einstein relation between
the transport coefficients and the density of free energy [10, 31]
D(ρ) = σ(ρ)f ′′(ρ) . (4.24)
In (4.24) f is the density of free energy that will be introduced and discussed in
Section 7.1. We have that f ′(ρ) = λ[ρ] where we recall λ[·] is the chemical potential
as a function of the density introduced in Section 2.3. The Einstein relation can be
then written equivalently as
D(ρ) = σ(ρ)λ′[ρ] . (4.25)
5. Stationary solutions and currents
The stationary solution ρ¯E of the hydrodynamic equation (4.6) with a constant
external field E, in one dimension with boundary conditions ρ± is obtained as the
solution of {
∆ρ− E∇σ (ρ) = 0 ,
ρ(0) = ρ− , ρ(1) = ρ+ .
(5.1)
Recalling the typical current (4.7), equation (5.1) can be written as ∇ · JE(ρ) = 0.
In one dimension this implies that the typical current in the stationary state is
spatially constant. We are interested in the asymptotic behavior of the stationary
solution of the hydrodynamic equation in the limit of a large external field. The
asymptotic behavior of the solution can be obtained either by a direct computation
or using the general theory ([30] chapter 15). According to this the limiting value is
the stationary solution of the conservation law obtained removing the second order
derivative term and with Bardos Leroux Ne´de´lec boundary conditions. This should
be also the stationary solution of the hydrodynamic equation for the asymmetric
models discussed in Section 3 [1, 32]. For our aims it is enough a weaker result.
We use the fact that the unique solution of (5.1) is monotone and the asymptotic
behavior of the current for large fields.
Equation (5.1) can be integrated obtaining
∇ρ− Eσ(ρ) = −JE (5.2)
where JE is the integration constant that coincides with JE(ρ¯E) the typical current
in the stationary state.
The monotonicity of ρ¯E follows by the fact that if there is a non constant solution
ρ˜ of the equation in (5.1) such that ∇ρ˜(y) = 0 for some y ∈ [0, 1] then we have two
different solutions to the Cauchy problem determined by the conditions ∇ρ(y) = 0
and ρ(y) = ρ˜(y). One is ρ˜ itself and the other one is the constant one.
Since the solution ρ in (5.2) is monotone the integration constant JE is deter-
mined imposing the validity of the boundary conditions by∫ ρ+
ρ−
dρ
Eσ(ρ)− JE
= 1 . (5.3)
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The left hand side of (5.3) is monotone on JE that can be uniquely fixed for any
choice of ρ± and E. Once JE has been fixed ρ¯E is uniquely obtained by a direct
integration of (5.2). We distinguish the stationary states according to the sign of
the stationary current. For any choice of ρ± there exists an external field E
∗ for
which the typical value of the current in the stationary state vanishes. This field is
obtained selecting JE∗ = JE∗(ρ¯E∗) = 0 in (5.3) and using (4.25)
E∗ = λ[ρ+]− λ[ρ−] . (5.4)
As the intuition suggests if we have a field E > E∗ then JE(ρ¯E) > 0 while JE(ρ¯E) <
0 for a field E < E∗.
To study the asymptotic behavior of the current for large fields it is convenient
to introduce the variable α = 1E and the function E(α) := αJ 1α . Condition (5.3)
becomes
α
∫ ρ+
ρ−
dρ
σ(ρ)− E(α)
= 1 . (5.5)
For any α 6= 0 the value E(α) cannot belong to the interval {σ(ρ) , ρ ∈ [ρ−, ρ+]}
because otherwise the integral on the left hand side of (5.5) is divergent. Moreover
when α < 0 then we need to have E(α) ≥ σ(ρ) for any ρ while if α > 0 we get
E(α) ≤ σ(ρ) for any ρ. This follows by the fact that otherwise the sign of the
integral in (5.5) is not positive. When |α| → 0 the value of E(α) cannot stay far
from the interval {σ(ρ) , ρ ∈ [ρ−, ρ+]} since otherwise the equality (5.5) cannot be
satisfied. Since depending on the sign of α we have that E(α) is always above or
below the interval we deduce that{
limα↑0 E(α) = limE→−∞ JE/E = maxρ∈[ρ−,ρ+] σ(ρ) ,
limα↓0 E(α) = limE→+∞ JE/E = minρ∈[ρ−,ρ+] σ(ρ) .
(5.6)
6. Dynamic large deviations and quasi-potential
The dynamic rate functional can be described as follows. Consider the class of
perturbations obtained adding an external field that is the gradient of a potential
assuming the value zero at the boundaries. This means F (x, t) = ∇H(x, t) with
H(0, t) = H(1, t) = 0. Given a space time dependent density profile ρ(x, t)dx we
compute the potential H solving the equation{
∂tρ(x, t) = ∆ρ(x, t)−∇ · (σ(ρ(x, t))∇H(x, t))
H(0, t) = H(1, t) = 0 .
(6.1)
The dynamic rate function for a symmetric model in the time window [0, T ] is then
obtained by [12, 28, 10]
I[0,T ](ρ) =
1
4
∫ T
0
dt
∫
Λ
dxσ(ρ) (∇H)
2
, (6.2)
if the density profile satisfies the boundary conditions ρ(x, t) = ρ− and ρ(x, t) = ρ+,
while instead is identically equal to +∞ if the boundary conditions are violated.
If the original process for which we want to compute large deviations is not the
symmetric one but is already a weakly asymmetric one with for example a constant
external field then the dynamic rate functional has still the form (6.2) but the
potential H has to be computed using the equation{
∂tρ(x, t) = ∆ρ(x, t)−∇ · (σ(ρ(x, t)) (E +∇H(x, t)))
H(0, t) = H(1, t) = 0 .
(6.3)
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The quasi-potential WE [10, 26] associated to a dynamic rate functional like (6.2),
for a model having a constant external field E, is defined through the following
variational problem
WE(ρ) := inf
T>0
inf
ρ̂∈Aρ,T
I[−T,0] (ρ̂) . (6.4)
In the above equation ρ = ρ(x)dx is a space dependent density, the lower index
E denotes the external field and ρ̂ is a space and time dependent density profile
belonging to the set of space time profiles
Aρ,T := {ρ̂ : ρ̂(x,−T ) = ρ¯E , ρ̂(x, 0) = ρ(x)} . (6.5)
The problem we are interested in is the computation of the large deviation rate
functional for the empirical measure when the mass is distributed according to the
invariant measure µN,E. In general the computation of the invariant measure in
the non reversible case is a difficult problem. We give a description of the invariant
measure at a large deviations scale. This asymptotic is described by the associate
rate functional by
PµN,E (piN (η) ∼ ρ(x)dx) ≃ e
−NVE(ρ) . (6.6)
Again we denote by a lower index the dependence on the external vector field.
Under general conditions [16, 25, 26] the large deviations rate functional for the
invariant measure VE and the quasi-potentialWE coincide VE(ρ) =WE(ρ). We can
then compute the large deviations asymptotic of the invariant measure solving the
dynamic variational problem (6.4) without entering into the details of the invariant
measure [10].
7. Quasi-potential for weakly asymmetric models
In [14] it was shown that for all the boundary driven one dimensional symmetric
models having constant diffusion and quadratic mobility it is possible to compute
the corresponding non local quasi-potential. We show that this is possible for
the same class of models also in the case of a weak constant asymmetry. The
corresponding quasi-potential is still non local and has a structure similar to the
one of weakly asymmetric exclusion [9, 13, 23].
7.1. The reversible case. In the case of reversible models (see section 2.3) the
computation of the quasi-potential is direct and we do not need to solve the varia-
tional problem (6.4). This is due to the fact that the invariant measure is product
and the corresponding large deviations rate functional can be computed directly as
the Legendre transform of a scaled cumulant generating function [33, 34]. Let us
show this computation in a more general framework. Consider a family of proba-
bility measures µλ on R depending on the real parameter λ of the form (2.15). We
call
Pλ(φ) = log
∫
R
µλ(dx)eφx (7.1)
its cumulant generating function. Using the expression (2.15) we have that
Pλ(φ) = P (φ+ λ)− P (λ) (7.2)
where P (·) = logZ(·). We call
fλ(α) := sup
φ
{αφ− Pλ(φ)} (7.3)
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the Legendre transform of Pλ. Using (7.2) we obtain
fλ(ρ) = f(ρ) + P (λ)− λρ , (7.4)
where f(·) is the Legendre transform of P and, in the case of models with equilib-
rium product measures, it is called the density of free energy. Recall that ρ[λ] and
λ[ρ] are the monotone functions determining respectively the density as a function
of the chemical potential and the chemical potential as a function of the density.
We have that λ[ρ] = f ′(ρ), P ′(λ) = ρ[λ]. By the Legendre duality we obtain
fλ(ρ) = f(ρ)− f
(
ρ[λ]
)
− f ′
(
ρ[λ]
)(
ρ− ρ[λ]
)
. (7.5)
The density of free energy f satisfies the Einstein relation (4.24) and we obtain
f(ρ) =

− log ρ KMP ,
ρ log ρ− (1 + ρ) log(1 + ρ) KMPd ,
ρ arctan ρ− 12 log(1 + ρ
2) KMPx .
(7.6)
Consider a slowly varying product measure µ
λ(·)
N =
∏
x∈ΛN
µλ(x)(dξ(x)) where λ(·)
is a continuous function on Λ. Let f : Λ → R be a continuous test function. We
can compute
P(f) = lim
N→+∞
1
Nd
log
∫
R
ΛN
∏
x∈ΛN
µλ(x)(dξ(x))eN
d
∫
Λ
fdpiN(ξ)
= lim
N→+∞
1
Nd
∑
x∈ΛN
Pλ(x)(f(x)) =
∫
Λ
Pλ(x)(f(x))dx . (7.7)
A general theorem [33, 34] implies that the large deviations rate functional Vλ for
piN (ξ) when the configuration is distributed according to the slowly varying product
measure with marginals µλ(x) is obtained as the Legendre transform of (7.7)
Vλ(ρ) = sup
f
{∫
Λ
ρ(x)f(x)dx − P(f)
}
=
∫
Λ
fλ(x)(ρ(x))dx
=
∫
Λ
[
f(ρ(x)) − f
(
ρ[λ(x)]
)
− f ′
(
ρ[λ(x)]
)(
ρ(x)− ρ[λ(x)]
)]
dx . (7.8)
Consider a model having rates of transition (2.7) where F is the discretization of
F = ∇ψ with ψ is a smooth function on the domain Λ such that ψ|∂ΛN = λ. By the
general result on non homogeneous reversible models in Section 2.3 we have that
the invariant measure is of product type slowly varying and indeed coincides with
µ
ψ(·)
N . The quasi-potential can be computed using the approach above described
and we have V∇ψ(ρ) = Vψ(ρ).
7.2. An Hamilton-Jacobi equation. From the general theory [10] associated
to the variational problem (6.4) there is an infinite dimensional Hamilton-Jacobi
equation that in this specific case is written as∫
Λ
[
∇
δV (ρ)
δρ
· σ(ρ)∇
δV (ρ)
δρ
−
δV (ρ)
δρ
∇ ·
(
∇ρ− Eσ(ρ)
)]
dx = 0 . (7.9)
In the above formula δV (ρ)δρ denotes the functional derivative. The rate functional VE
that coincides with the quasi-potentialWE is a solution to (7.9). We show that it is
possible to find the relevant solutions of this equation for all the weakly asymmetric
one dimensional models discussed here. The cases with zero external field unitary
diffusion matrix and quadratic mobility were discussed in [14]. The symmetric
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and weakly asymmetric cases with unitary diffusion matrix and quadratic concave
mobility correspond essentially to exclusion models and have been already discussed
in [9, 13, 23]. Here we complete the class of solvable models discussing the cases
of unitary diffusion, quadratic and convex mobilities and in presence of a constant
external field E. A similar computation for a model of oscillators having the same
dynamic rate functional as the KMP model has been done in [3]. In [5] it is
considered the KMP case and its totally asymmetric limit.
We show in this section how to find solutions of the Hamilton-Jacobi equation
(7.9). Later on we discuss more precisely the relevant variational problems cor-
responding to the different values of the external field. This second step is not
discussed in full detail since a complete analysis requires a long discussion. The
variational problems are however very similar to the corresponding ones for the
exclusion process and we refer to [8, 9, 13] for the details. Following the approach
of [6, 7, 10, 14] we search for a solution of (7.9) of the form
δV (ρ(x))
δρ
= f ′(ρ(x)) − f ′(φ(x)) , (7.10)
where φ has to be determined by the equation (7.9). By the general theory [10]
φ has to satisfies the boundary conditions φ(0) = ρ−, φ(1) = ρ+. We write the
generic quadratic mobility as σ(ρ) = c2ρ
2 + c1ρ+ c0 for suitable constants ci. We
consider only the cases with c2 6= 0. The cases c2 = 0 correspond to special models
(zero range, Ginzburg-Landau) that have a local quasi-potential and can be studied
directly. We Insert (7.10) into (7.9) and use the quadratic expression of the mobility
with some manipulations like in [6, 7, 10, 14]. After one integration by parts whose
boundary terms disappear since ρ and φ satisfy the same boundary conditions we
obtain∫
Λ
[
∇
(
f ′(φ) − f ′(ρ)
)
σ(ρ)∇f ′(φ)
]
dx+E
∫
Λ
(f ′(φ)− f ′(ρ))∇σ(ρ) dx = 0 . (7.11)
The first term in (7.11) can be developed as follows. First we compute the deriva-
tives and add and subtract suitable terms getting∫
Λ
[
∇ (φ− ρ)
∇φ
σ(φ)
+ (σ(ρ)− σ(φ))
(
∇φ
σ(φ)
)2]
dx . (7.12)
Then we integrate by parts the first term in (7.12) and use the identity
σ(ρ)− σ(φ) = (ρ− φ)(c2(ρ+ φ) + c1) (7.13)
obtaining ∫
Λ
[
ρ− φ
σ(φ)
∆φ+ c2
(
ρ− φ
σ(φ)
)2
(∇φ)
2
]
dx . (7.14)
For the second term in (7.11) we integrate by parts and use again (7.13) obtaining
E
∫
Λ
[
(φ − ρ)∇φ
σ(φ)
(
c2(ρ+ φ) + c1
)]
dx . (7.15)
Putting together (7.14) and (7.15) we obtain that the Hamilton Jacobi equation
can be written as∫
Λ
(ρ− φ)
σ2(φ)
[
∆φσ(φ)+c2(∇φ)
2(ρ−φ)−Eσ(φ)∇φ (c2(ρ+ φ) + c1)
]
dx = 0 . (7.16)
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A possible way of solving the above equation is to impose that the term inside
squared parenthesis is zero. Let us introduce the following functional on ρ, φ
GE(ρ, φ) :=
∫
Λ
[
f(ρ)− f(φ)− f ′(φ)(ρ− φ)
]
dx+R(φ) , (7.17)
where
R(φ) =
∫
Λ
1
c2Eσ(φ)
[
(∇φ − Eσ(φ)) log |∇φ − Eσ(φ)| − ∇φ log |∇φ|
]
. (7.18)
The case E = 0 in [14] can be recovered as a limit. Observe that the first term in
(7.17) corresponds to an equilibrium rate functional with typical density profile φ
(see (7.8)) and we have to add the new term (7.18). We have for the functional
(7.17) that δGEδρ = f
′(ρ) − f ′(φ) while instead with a long but straightforward
computation we have
δGE
δφ
=
φ− ρ
σ(φ)
−
∆φ
c2∇φ(∇φ − Eσ(φ))
+
E(c2φ+ c1)
c2(∇φ − Eσ(φ))
. (7.19)
If the right hand side of (7.19) is zero then also the term inside the squared paren-
thesis in (7.16) is zero. Let us call φρ a critical point satisfying δGE(ρ,φ
ρ)
δφ = 0. We
obtain that the functional of ρ defined by GE(ρ, φ
ρ) solves the Hamilton Jacobi
equation (7.9). Since in general the critical points are not unique we discuss more
in detail the specific identification of the relevant φρ that gives the quasi-potential
for our models. We distinguish the 3 cases E = E∗, E < E∗ and E > E∗.
7.3. The case E = E∗. This is a special case that corresponds to a model that
has no current in the stationary state JE∗(ρ¯E∗) = 0. This is the condition of
macroscopic reversibility [10] that corresponds microscopically to the inhomoge-
neous reversible product measure discussed at the end of section 2.3. In this case
the quasi-potential VE∗ is local and can be computed both microscopically like in
section 7.1 that macroscopically using (7.9). We obtain that VE∗(ρ) = Vλ[ρ¯E∗ ](ρ)
and λ
[
ρ¯E∗(x)
]
linearly interpolates ρ− and ρ+ when x ∈ [0, 1].
7.4. The case E < E∗. For some computations it is more convenient to use the
variable ψ = λ[φ]. Instead of discuss the general case we consider the three pro-
totype models. Recall that in the case of the KMP model this change of variables
corresponds to ψ = − 1φ . We discuss before the KMP case showing then how to
modify the computations to cover also the other cases. We consider the functional
(7.17) with a fixed determination of the signs of the moduli in (7.18). This is enough
to identify the correct solution. We write the functional in terms of the variable
ψ. The choice of the sign of the two logarithmic terms has to be + since otherwise
the function ψ cannot satisfy the boundary conditions. Consequently we have to
restrict the domain of definition of GE . We add also a suitable constant to fix the
normalization. In terms of ψ the functional becomes
GE(ρ, ψ) =
∫
Λ
[(
∇ψ
E
− 1
)
log (∇ψ − E)−
∇ψ
E
log (∇ψ)
]
dx
+
∫
Λ
[
−ρψ + log
(
−
ψ
ρ
)
− 1
]
dx+KE (7.20)
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where the constant KE is
KE = log (−JE) +
1
E
∫ ρ+
ρ−
dρ
σ(ρ)
log
(
1−
σ(ρ)E
JE
)
. (7.21)
The functions ψ that we are considering belong to
FE :=
{
ψ ∈ C1(Λ) : ∇ψ ≥ max{E, 0} , ψ(0) = −
1
ρ−
, ψ(1) = −
1
ρ+
}
. (7.22)
For a ψ ∈ FE the functional (7.20) is well defined. Formula (7.20) is not well defined
in the special case E = 0. This case corresponds to the symmetric KMP process
and has been already discussed in [14]. It is possible to obtain the corresponding
functional for this special case as a limit of (7.20) when E → 0. The constant KE
has been fixed in such a way that infρ,ψ∈FE GE(ρ, ψ) = 0. We discuss later in the
general framework this point.
For any fixed ρ the functional G(ρ, ·) is neither concave nor convex. Its critical
points are determined by the Euler-Lagrange equation
∆ψ
∇ψ(E −∇ψ)
+
1
ψ
= ρ . (7.23)
We define the functional
SE(ρ) = inf
ψ∈FE
GE(ρ, ψ) . (7.24)
We can identify the quasi-potential WE = VE with the infimum (7.24), i.e. VE =
WE = SE . This is based on the interpretation of GE as the pre-potential in an
Hamiltonian framework obtained interpreting (6.2) as a Lagrangian action [8, 9, 10].
The pre-potential is defined on the unstable manifold for the Hamiltonian flow
relative to a suitable equilibrium point associated to the stationary solution ρ¯E .
The value GE(ρ, ψ) coincides with the value of the pre-potential when the pair (ρ, ψ)
belongs to the unstable manifold. Since the unstable manifold can be characterized
by the stationary condition (7.23) we can then consider simply the infimum in (7.24)
since all the critical points are belonging to the unstable manifold. For these values
of the field E it is not possible to show that there is uniqueness in the minimizer
in (6.4) and equivalently in (7.24). In correspondence the unstable manifold is not
a graph and there is the possibility to have Lagrangian phase transitions. We are
not going to discuss the details of these arguments and we refer to [8, 9] for the
analogous computation in the case of the exclusion.
For the KMPd model we use again the change of variables ψ = λ[φ] = log φφ+1
and the corresponding functional GE has a form very similar to (7.20). In particular
we give a general form that works for all the three models that we are considering
and that depends on the density of free energy and the transport coefficients. In
particular (7.20) can be obtained as a special case. The general form is constituted
by three terms. The first one depends only on ∇ψ and coincides with the first term
in (7.20). The second one can be written in general as∫
Λ
[
f(ρ)− f (ρ[ψ])− ψ
(
ρ− ρ[ψ]
)
− log σ
(
ρ[ψ]
)]
dx . (7.25)
The third term is the constant (7.21). When ρ is fixed the general form of the Euler
Lagrange equation for GE(ρ, ·) can be written in the general form
∆ψ
∇ψ(E −∇ψ)
+ ρ[ψ]− σ′
(
ρ[ψ]
)
= ρ . (7.26)
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These general expressions work also for the KMPx model. The change of variable
is again ψ = λ[φ] = arctanφ.
The functional space for the ψ is like (7.22) with just a difference in the boundary
values. In particular for KMPd we have ψ(0) = log ρ−1+ρ− and ψ(1) = log
ρ+
1+ρ+
while
for KMPd we have ψ(0) = arctan ρ− and ψ(1) = arctanρ+.
To compute the global infimum of GE , that is relevant for the determination
of the normalizing constant, it is convenient to minimize before in ρ keeping fixed
ψ. The stationary condition that corresponds to a minimum is λ[ρ] = ψ and in
correspondence the term (7.25) reduces to −
∫
Λ log σ
(
ρ[ψ]
)
dx. We minimize now
over ψ and obtain the stationary condition
∆ψ
∇ψ(E −∇ψ)
= σ′
(
ρ[ψ]
)
. (7.27)
Using the change of variable ρ = ρ[ψ] equation (7.27) becomes the stationary
equation in (5.1) that has an unique solution. We obtain then infρ,ψ∈FE GE(ρ, ψ) =
GE
(
ρ¯E , λ
[
ρ¯E
])
and imposing that this value is zero we get the general formula
(7.21).
7.5. The case E > E∗. Also in this case we use the variable ψ = λ[φ]. We
consider the functional (7.17) in terms of this new variable. In this case the sign of
the modulus in the second logarithmic term in (8.25) is still + while the first one
has to be fixed as −. This is because the values of the field are different and this is
the choice that allows to satisfy the boundary conditions for ψ. Consequently we
have to restrict the functions considered. In the case of the KMP model we have
GE(ρ, ψ) =
∫
Λ
[(
∇ψ
E
− 1
)
log(E −∇ψ)−
∇ψ
E
log∇ψ
]
dx
+
∫
Λ
[
−ρψ + log
(
−
ψ
ρ
)
− 1
]
dx+KE , (7.28)
where the constant KE is
KE = log(JE) +
1
E
∫ ρ+
ρ−
dρ
σ(ρ)
log
(
σ(ρ)E
JE
− 1
)
. (7.29)
The function ψ is a function belonging to the set
FE :=
{
ψ ∈ C1(Λ) : 0 ≤ ∇ψ ≤ E , ψ(0) = −
1
ρ−
, ψ(1) = −
1
ρ+
}
. (7.30)
We have that the function
(
α
E − 1
)
log(E −α)− αE logα is concave when α ∈ [0, E]
and also the function log(−α) defined on the negative real line. The concavity of
the functions implies the concavity of the functional GE(ρ, ·) for any fixed ρ. Like in
[13] there exists in FE an unique critical point of GE(ρ, ·) that is then a maximum.
This is obtained as the unique solution in FE to the Euler-Lagrange equation
∆ψ
∇ψ(∇ψ − E)
+
1
ψ
= ρ . (7.31)
We define the functional
SE(ρ) = sup
ψ∈FE
GE(ρ, ψ) = GE(ρ, ψ
ρ) (7.32)
where ψρ is the maximizer solving (7.31). Again we have SE = VE = WE . In this
case the uniqueness of the solution of (7.31) is related to the fact that there is an
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unique critical point for the variational problem related to the quasi-potential (6.4).
The minimizer can be better identified in terms of the variable φ. As discussed in
[13, 10] the minimizer for the computation of VE(ρ
∗), where ρ∗ is a generic density
profile, is characterized by the time reversal of the ρ solving the following differential
problem
∂tρ = ∆ρ−∇ ·
(
ρ2
(
E − ∇φφ2
))
, (x, t) ∈ Λ× (0,+∞) ,
φ2∆φ−2φ(∇φ)2
∇φ(∇φ−φ2E) − φ = ρ , (x, t) ∈ Λ× (0,+∞) ,
ρ(x, 0) = ρ∗(x) ,
ρ(0, t) = φ(0, t) = ρ− , ρ(1, t) = φ(1, t) = ρ+ .
(7.33)
The second equation in (7.33) is (7.31) written in terms of the variable φ. The first
equation in (7.33) is the hydrodynamic equation associated to a weakly asymmetric
model having a space and time dependent external field F = E − ∇φφ2 . The value
of this external field depends on the density ρ and has to be computed solving the
second equation in (7.33). By the general theory [10] the ρ solving (7.33) is the
solution of the hydrodynamic equation associated to the time reversed process. It
is possible to check that the differential problem (7.33) is equivalent to the simpler
differential problem
∂tφ = ∆φ−∇(φ
2E) , (x, t) ∈ Λ× (0,+∞) ,
φ2∆φ−2φ(∇φ)2
∇φ(∇φ−φ2E) − φ = ρ , (x, t) ∈ Λ× (0,+∞) ,
ρ(x, 0) = ρ∗(x) ,
ρ(0, t) = φ(0, t) = ρ− , ρ(1, t) = φ(1, t) = ρ+ ,
(7.34)
where φ solves an autonomous equation that indeed coincide with the original
hydrodynamic equation. The minimizer for the computation of the quasi-potential
is obtained by the time reversal of the solution ρ of (7.34). Also in this case GE
can be interpreted as the pre-potential in an Hamiltonian framework but in this
case for any ρ there is an unique (ρ, ψ) belonging to the unstable manifold. We
have then not to minimize over the different points of the unstable manifold. It
turn out that we have instead to maximize because the unstable manifold is exactly
characterized by the stationary condition (7.31) and the critical point corresponds
to a maximum by concavity [13].
Also in this case we can obtain similar expressions of GE for the models KMPd
and KMPx and write a general expression for it. Like in the previous case we have
that GE is composed by the sum of 3 terms. The first one depending only on ∇ψ
coincides with the first term in (7.28). The second term has a general form that
coincides with (7.25). The additive constant has the form (7.29). Also for these
models the functional GE(ρ, ·) is concave.
8. Totally asymmetric limit
In this section we study the asymptotic limit of the quasi-potential when the
external field is large. This is done, like in [8, 9, 13], studying before the limit of
GE and then solving a corresponding variational problem.
8.1. The case E → −∞. We study first the limit when E → −∞ of the auxiliary
functional GE . Since we are interested in the limiting value we can assume that
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E < 0 and it is convenient to add and subtract the term log(−E) in (7.20). We
add this factor to the first term of (7.20) that becomes
∫
Λ s
(
−∇ψE
)
dx with
s(α) := α logα− (1 + α) log(1 + α) . (8.1)
Since limα↓0 s(α) = 0 this term is converging to zero in the limit of large and
negative field. The factor that we subtract is inserted in the additive constant KE
that becomes
log
JE
E
+
1
E
∫ ρ+
ρ−
dρ
σ(ρ)
log
(
1−
σ(ρ)E
JE
)
. (8.2)
The asymptotic behavior of (8.2) can be easily understood since several terms
depend just on the ratio JEE whose behavior in the limit for large fields is given by
(5.6). In particular in this case the second term in (8.2) converges to zero while the
first one converges to 2 log ρ+.
The second term in (7.20) does not depend on E and remains identical in the
limit. We obtained then that G− := limE→−∞ GE is given by
G−(ρ, ψ) =
∫ 1
0
[
−ρψ + log
(
−
ψ
ρ
)
− 1
]
dx+ 2 log ρ+ . (8.3)
The function ψ in (8.3) has to belong to the set
F− :=
{
ψ ∈ C1(Λ) : ∇ψ ≥ 0 , ψ(0) = −
1
ρ−
, ψ(1) = −
1
ρ+
,
}
. (8.4)
We can obtain (see [9, 13]) V−(ρ) := limE→−∞ VE(ρ) as
V−(ρ) = S−(ρ) := inf
ψ∈F−
G−(ρ, ψ) . (8.5)
Since the function ψ → −ρψ + log
(
−ψρ
)
is decreasing when ψ ∈
[
−1
ρ−
, −1ρ+
]
, the
minimum of the integrand in (8.3) over the ψ for a fixed ρ is obtained for ψ = − 1ρ+ .
This means that we can construct a minimizing sequence in F− approximating a
function that takes the value − 1ρ− at 0 and then immediately jumps to the value
− 1ρ+ . We then obtain
V−(ρ) = inf
ψ∈F−
G(ρ, ψ) =
∫
Λ
[
ρ
ρ+
− log
ρ
ρ+
− 1
]
dx (8.6)
that is the large deviation rate function for masses distributed according to a prod-
uct of exponentials distributions of parameter 1ρ+ . This is the large deviations rate
functional for the invariant measure of the version 1 of the totally asymmetric KMP
dynamics discussed in Section 3.1 if we invert the direction of the asymmetry there.
For the KMPd model the asymptotic behavior is quite similar. The limiting
value of JEE when E → −∞ coincides always with ρ+(1 + ρ+). This implies that
the limiting value of the constant term (8.2) is equal to log(ρ+(1 + ρ+)). The term
depending only on ∇ψ is the same as in the KMP case and it is converging to zero.
The term (7.25) does not depend on E and is preserved in the limit. We obtain in
the limit
G−(ρ, ψ) =
∫ 1
0
[
f(ρ) + log(1− eψ)− ψ(ρ+ 1)
]
dx+ log(ρ+(1 + ρ+)) , (8.7)
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and ψ belongs to
F− :=
{
ψ ∈ C1(Λ) : ∇ψ ≥ 0 , ψ(0) = log
ρ−
1 + ρ−
, ψ(1) = log
ρ+
1 + ρ+
,
}
. (8.8)
As before in the interval
[
log ρ−1+ρ− , log
ρ+
1+ρ+
]
the function ψ → log(1−eψ)−ψ(ρ+1)
is decreasing and then a minimizing sequence in F− is converging to a function that
is equal to log ρ−1+ρ− at 0 and then is constantly equal to log
ρ+
1+ρ+
. We obtain [9, 13]
that V− = limE→−∞ VE is obtained by
V−(ρ) = S−(ρ) := inf
ψ∈F−
G−(ρ, ψ) =
∫
Λ
[
ρ log
ρ
ρ+
− (1 + ρ) log
1 + ρ
1 + ρ+
]
(8.9)
that is the large deviation rate functional for a product measure with marginals
given by geometric distributions of parameter 11+ρ+ .
The limiting behavior of the KMPx model is instead quite different and exhibits
a behavior similar to the exclusion process. Recalling (5.6), for the KMPx model
the limiting value of JEE when E → −∞ is given by max{1 + ρ
2
−, 1 + ρ
2
+}. Let us
call
ρ¯ :=
{
ρ− if |ρ−| ≥ |ρ+| ,
ρ+ if |ρ−| < |ρ+| .
(8.10)
The limiting functional G− in this case becomes
G−(ρ, ψ) =
∫ 1
0
[
ρ arctan ρ−
log(1 + ρ2)
2
− ρψ −
log(1 + (tanψ)2)
2
]
dx+log(1+ρ¯2) ,
(8.11)
and the function ψ has to belong to the set
F− :=
{
ψ ∈ C1(Λ) : ∇ψ ≥ 0 , ψ(0) = arctan(ρ−), ψ(1) = arctan(ρ+)
}
. (8.12)
Since the function ψ → − log(1+(tanψ)2) is concave the functional G−(ρ, ·) is also
concave. To compute V−(ρ) = S−(ρ) we need to minimize G−(ρ, ·) over the convex
set (8.12). The infimum is then realized on the extremal points of a suitable closure
of that convex set. The extremal elements are the function of the form
ψy(x) = arctan(ρ−)χ[0,y)(x) + arctan(ρ+)χ[y,1](x) , y ∈ (0, 1] . (8.13)
This means piecewise constant functions jumping from arctan(ρ−) to arctan(ρ+)
at the single point y. Let us define the functional
G˜−(ρ, y) := G−(ρ, ψ
y) =
∫ 1
0
[
ρ arctan ρ−
1
2
log(1 + ρ2)
]
dx
− arctan(ρ−)
∫ y
0
ρ(x) dx − arctan(ρ+)
∫ 1
y
ρ(x) dx
−
y
2
log(1 + ρ2−)−
1− y
2
log(1 + ρ2+) + log(1 + ρ¯
2) . (8.14)
This is the functional G− computed in correspondence of the extremal elements.
The infimum of G−(ρ, ·) coincides with the infimum of the function of one real
variable G˜−(ρ, ·) on the interval [0, 1]. Consequently we have
V−(ρ) = S−(ρ) = inf
y∈(0,1]
G˜−(ρ, y) .
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The stationary condition for G˜−(ρ, ·) is
ρ(y) [arctanρ+ − arctan ρ−] =
1
2
log
1 + ρ2−
1 + ρ2+
. (8.15)
The second derivative establishing if a critical point is a local minimum or a local
maximum is given by ∇ρ(y) [arctanρ+ − arctan ρ−]. To find the global minimum
we have to consider also the values of the functions on the two extrema of the
interval. Like for the exclusion process it is possible to have that the minimum
is obtained in more than one single point y and this phenomenon is suggesting
the possibility of the existence of dynamic phase transitions [8] for finite and large
enough negative fields.
8.2. The case E → +∞. We study first the limit when E → +∞ of the auxiliary
functionals GE [9, 13]. We start with the KMP model. As before it is convenient
to add and subtract the term logE. We add this factor to the first term of (7.28)
that becomes
∫
Λ
s˜
(
ψx
E
)
dx with
s˜(α) = −α logα− (1− α) log(1− α) (8.16)
Since limα↓0 s˜(α) = 0 this term is converging to zero in the limit of large and
positive field. The factor that we subtract is inserted in the additive constant KE
and we obtain
log
JE
E
+
1
E
∫ ρ+
ρ−
dρ
σ(ρ)
log
(
σ(ρ)E
JE
− 1
)
. (8.17)
The asymptotic behavior of (8.17) can be easily understood since several terms
depend just on the ratio JEE whose behavior in the limit for large fields is given by
(5.6). In particular in the KMP case the second term in (8.17) converges to zero
while the first one converges to 2 log ρ−.
The second term in (7.28) does not depend on E and remains identically in the
limit. We deduce that limE→+∞ GE = G+ defined as
G+(ρ, ψ) =
∫ 1
0
[
−ρψ + log
(
−
ψ
ρ
)
− 1
]
dx+ 2 log ρ− . (8.18)
Since we are considering the limit of a large positive field the bound from above on
the derivative in (7.30) disappears and the function ψ in (8.18) belongs to the set
F+ :=
{
ψ ∈ C1(Λ) : ∇ψ ≥ 0 , ψ(0) = −
1
ρ−
, ψ(1) = −
1
ρ+
}
. (8.19)
Since the function ψ → −ρψ + log
(
−ψρ
)
is decreasing when ψ ∈
[
− 1ρ− ,−
1
ρ+
]
we
can compute the supremum of (8.18) over the ψ for a fixed ρ obtaining a minimizing
sequence converging to a function that assumes the value − 1ρ− on all the interval
except the point 1 where it assumes the value − 1ρ+ . We then obtain
V+(ρ) = S+(ρ) := sup
ψ∈F+
G+(ρ, ψ) =
∫ 1
0
[
ρ
ρ−
− log
ρ
ρ−
− 1
]
dx (8.20)
that is the large deviation rate function for masses distributed according to a prod-
uct of exponentials of parameter 1ρ− . This is exactly the large deviations rate func-
tional for the invariant measure of the version 1 of the totally asymmetric KMP
dynamics discussed in Section 3.1.
TOTALLY ASYMMETRIC LIMIT 29
For the KMPd model the limiting value of JEE when E → +∞ coincides always
with ρ−(1+ρ−). The limiting behavior for this model is very similar to the KMP. In
particular the limiting value of the constant term (8.17) is equal to log(ρ−(1+ρ−)).
The term depending only on∇ψ is the same as the KMP case and it is converging to
zero. The term (7.25) does not depend on E and is preserved in the limit. Writing
explicitly the terms we obtain in the limit
G+(ρ, ψ) =
∫ 1
0
[
f(ρ) + log(1− eψ)− ψ(ρ+ 1)
]
dx+ log(ρ−(1 + ρ−)) (8.21)
The function ψ in (8.21) belongs to the set
F+ :=
{
ψ ∈ C1(Λ) : ∇ψ ≥ 0 , ψ(0) = log
ρ−
1 + ρ−
, ψ(1) = log
ρ+
1 + ρ+
}
. (8.22)
Since in the interval
[
log ρ−1+ρ− , log
ρ+
1+ρ+
]
the function ψ → log(1 − eψ)− ψ(ρ+ 1)
is decreasing, the supremum to compute V+ = S+ is realized on a function ψ that
is constantly equal to log ρ−1+ρ− . We obtain
V+(ρ) = S+(ρ) := sup
ψ∈F+
G+(ρ, ψ) =
∫ 1
0
[
ρ log
ρ
ρ−
− (1 + ρ) log
1 + ρ
1 + ρ−
]
(8.23)
that is the large deviation rate functional for a product measure with marginals
given by geometric distributions of parameter 11+ρ− .
For the KMPx model the limiting value of JEE when E → +∞ has 3 different
possible values. When 0 ≤ ρ− ≤ ρ+ then the limiting value is 1 + ρ
2
−. When
ρ− ≤ 0 ≤ ρ+ then the limiting value is 1. When ρ− ≤ ρ+ ≤ 0 then the limiting
value is 1 + ρ2+. Let us define
ρ¯ :=

ρ− if 0 ≤ ρ− ≤ ρ+ ,
0 if ρ− ≤ 0 ≤ ρ+ ,
ρ+ if ρ− ≤ ρ+ ≤ 0 .
(8.24)
With this definition we have JEE → σ (ρ¯). The limiting functional G+ in this case
becomes
G+(ρ, ψ) =
∫ 1
0
[
ρ arctan ρ−
log(1 + ρ2)
2
− ρψ −
log(1 + (tanψ)2)
2
]
dx+log(1+(ρ¯)2) .
(8.25)
and the function ψ belongs to
F+ :=
{
ψ ∈ C1(Λ) : ∇ψ ≥ 0 , ψ(0) = arctan ρ− , ψ(1) = arctan ρ+
}
. (8.26)
We have V+(ρ) = S+(ρ) = supψ∈F+ G+(ρ, ψ) and the maximizer ψ
ρ
M such that
V+(ρ) = G+ (ρ, ψ
ρ
M ) can be described as follows. Let H(x) = −
∫ x
0 ρ(y) dy and
G = co(H) its convex envelope. We define
φρM (x) =

ρ− if ∇G(x) ≤ ρ−
ρ+ if ∇G(x) ≥ ρ+
∇G(x) otherwise .
(8.27)
We have that the maximizer is ψρM = arctanφ
ρ
M . To prove this statement it is
convenient to write back (8.25) in terms of the variable φ related to ψ by φ = tanψ.
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We need to prove that φρM is the minimizer of
inf
φ∈F˜+
∫ 1
0
[
ρ arctanφ+
1
2
log
(
1 + φ2
)]
dx = inf
φ∈F˜+
B(ρ, φ) , (8.28)
where the last equality defines the functional B and
F˜+ :=
{
φ ∈ C1(Λ) : ∇φ ≥ 0 , φ(0) = ρ− , φ(1) = ρ+
}
. (8.29)
To identify the minimizer φρM in (8.28) we can adapt the argument in [22]. Since
H(0) = G(0) and H(1) = G(1) with an integration by parts we obtain∫ 1
0
(ρ+∇G) arctan(φ) dx =
∫ 1
0
(H −G)∇ arctan(φ) dx ≥ 0 . (8.30)
The last inequality follows by the fact that∇φ ≥ 0, the function arctan is increasing
and by definition G ≤ H . We have that the second term of (8.30) is the integral
of the product of two non negative terms and consequently it is non negative.
Inequality (8.30) can be written as B(ρ, φ) ≥ B(−∇G,φ).
The derivative with respect to φ of the function α arctanφ + 12 log
(
1 + φ2
)
is
given by α+φ1+φ2 and is negative for φ < −α and positive for φ > −α. Since the
function φ(x) takes values only on the interval [ρ−, ρ+] we have that
inf
φ∈[ρ−,ρ+]
{
α arctanφ+
1
2
log
(
1 + φ2
)}
is obtained at ρ− when α ≥ −ρ−, it is obtained at ρ+ when α ≤ −ρ+ and it is
obtained at −α when α ∈ [−ρ+,−ρ−]. This fact implies that we have the inequality
B(−∇G,φ) ≥ B(−∇G,φρM ). The last fact that remains to prove is that it holds
the equality B(−∇G,φρM ) = B(ρ, φ
ρ
M ). This follows by the following argument.
We split the interval [0, 1] on intervals where either −∇G = ρ or ∇G is constant.
On an interval where −∇G = ρ we have obviously the same contribution. On an
interval [a, b] where ∇G is constant correspondingly also φρM is constant. Moreover
the constant value of ∇G coincides with
∫
b
a
ρ(y) dy
a−b . Since φ
ρ
M is constant on the
interval the contribution coming from intervals of this type still coincide and we
get the equality. Summarizing we have the following chain
B(ρ, φ) ≥ B(−∇G,φ) ≥ B(−∇G,φρM ) = B(ρ, φ
ρ
M ) (8.31)
that implies that φρM is the minimizer in (8.28). Since ψ = arctanφ we obtain that
the maximizer to compute V+(ρ) = S+(ρ) is given by ψ
ρ
M = arctanφ
ρ
M .
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