Background: The Revised Illness Perceptions Questionnaire (IPQ-R) is commonly used to measure illness perceptions. We tested whether the structure of the IPQ-R was appropriate for use with primary care musculoskeletal pain patients. Methods: Confirmatory (C) and exploratory (E) factor analyses (FA) were used to test whether the structure of the IPQ-R was supported for patients with knee pain (n ¼ 393), hand pain (n ¼ 2113) and back pain (n ¼ 1591). CFA was used to test whether the timeline acute/chronic, timeline cyclical, consequences, personal control, treatment control, illness coherence and emotional representation dimensions of the IPQ-R were distinct; EFA was used to explore potential structure for patients' views on the cause of their condition.
Introduction
Musculoskeletal pain represents a significant health problem (White & Harth, 1999) , and accounts for approximately 25% of general practitioner consultations in the UK (Jordan et al., 2010) . Studies investigating knee, hand and back pain have shown patients' illness perceptions to be significantly associated with health and behavioural outcomes, including consultation and treatment attendance (Foster et al., 2008; French, Cooper, & Weinman, 2006; Hill, Dziedzic, Thomas, Baker, & Croft, 2007; Hobro, Weinman, & Hankins, 2004; Orbell, Johnston, Rowley, Espley, & Davey, 1998) .
Illness perceptions are an individual's personal representations about their illness and within the Common Sense Model (CSM) of self-regulation (Leventhal, Meyer, & Nerenz, 1980) , are grouped into five dimensions: identity, timeline, consequences, cure/controllability and cause. Identity represents an individual's belief about the illness label and symptoms; timeline refers to an individual's perception of the course of their condition; consequences reflects an individual's belief about the likely short and long-term effects of their condition and its impact on physical, psychological and social functioning; cure/controllability represents the extent to which an individual believes their condition to be amenable to cure or control and cause represents beliefs about factors responsible for causing the condition.
The Illness Perceptions Questionnaire (IPQ) (Weinman, Petrie, MossMorris, & Horne, 1996) was developed to measure illness perceptions and includes within it measures of the five dimensions of the CSM of self-regulation (illness identity, timeline, consequences, cure/controllability and cause). Subsequent to publication of the IPQ, further development of the tool was undertaken, leading to the development of the IPQ-Revised (IPQ-R) (Moss-Morris et al., 2002) . The aim of the IPQ-R was to address some of the psychometric limitations of the IPQ and also to add three additional dimensions to the questionnaire: illness coherence (assessing the extent to which an individual's illness representations provide a coherent understanding of their condition), timeline cyclical (a measure of how an individual's symptoms fluctuate over time) and emotional representation (a measure of an individual's emotional response to illness). Since its publication in 2002, the IPQ-R has become a widely used measure to assess illness perceptions across a range of populations and clinical conditions (e.g. Hobro et al., 2004; Moss-Morris & Chalder, 2003) .
The IPQ-R was developed using data from individuals with a range of conditions, including asthma, diabetes, rheumatoid arthritis, chronic pain, acute pain, multiple sclerosis, HIV and myocardial infarction (Moss-Morris et al., 2002) . A key aspect of the development of the IPQ-R was to assess the factor structure of the questionnaire. After exclusion of the identity and causal subscales, it was found that seven factors accounted for 64% of the variance in the data, with most items loading only on their hypothesised factor. Exceptions were a single consequences item (that also loaded on the timeline factor), and two personal control items (that also loaded on the treatment control factor). In addition, factor analysis (FA) conducted on the 18 causal items produced a four-factor model (psychological attribution, risk factors, immunity and accident/chance) that accounted for 57% of the total variance (MossMorris et al., 2002) .
A number of authors have tested whether the factor structure of the IPQ-R (Moss- Morris et al., 2002 ) is replicated in patient populations distinct from those used to develop it (e.g. cancer (Dempster & McCorry, 2012; Giannousi, Manaras, Georgoulias, & Samonis, 2010; Hagger & Orbell, 2005) , atopic dermatitis (Wittkowski, Richards, Williams, & Main, 2008) , mild brain injury (Snell, Siegert, Hay-Smith, & Surgenor, 2010) , hypertension (Chen, Tsai, & Lee, 2008) , depression (Cabassa, Lagomasino, Dwight-Johnson, Hansen, & Xie, 2008) , fibromyalgia (van Ittersum, van Wilgen, Hilberdink, Groothoff, & van der Schans, 2009 ) and renal disease (Chilcot, Norton, Wellsted, & Farrington, 2012) ); however, to our knowledge, the factor structure of the IPQ-R has not yet been tested across a broad spectrum of common musculoskeletal pain problems in primary care. The aim of this study was therefore to test whether the factor structure of the IPQ-R could be replicated using data from three common regional, musculoskeletal pain conditions; knee, hand and back pain. It was hypothesised that the theoretically derived structure of the IPQ-R, based on the CSM of illness representations, would be supported.
Design
Participants Data were analysed from three, large, musculoskeletal pain studies conducted in the Midlands region of the UK. The studies form three 'illness' groups, referred to for simplicity as 'knee pain', 'hand pain' and 'back pain' groups, respectively. All studies gained full ethical approval to be conducted and all participants gave written consent to take part.
Knee pain: Participants in the knee pain group were aged 50 years and over, referred from general practitioners to physiotherapy departments for pain with or without stiffness in one or both knees, had a clinical diagnosis of knee osteoarthritis and were included in a randomised control trial of acupuncture and exercise for knee pain (Foster et al., 2007) .
Hand pain: Participants with hand pain or hand problems were recruited from a community-based cohort study evaluating joint pain in older adults (North Staffordshire Osteoarthritis Project) (Thomas et al., 2004) . Participants were aged 50 years and over and reported hand pain or hand problems in the 12 months prior to completion of the IPQ-R.
Back pain: Participants with back pain were recruited from a consultation-based cohort study evaluating back pain in general practice (Foster et al., 2008) . Eligible patients were aged between 18 and 59 years and had a recent consultation with their general practitioner for non-specific low back pain.
All three studies did not exclude participants based on pain severity or duration. Key characteristics of each patient group are given in Table 1 . As would be expected, participants in the back pain sample were younger than the hand and knee pain groups. All three samples had a similar proportion of female responders and social class distribution (ONS, 2002) although slightly more participants in the hand pain group were classified as having a routine occupation. Hand pain participants were more likely to have had their condition longer than the knee pain sample.
Main outcome measure
Participants were invited to complete the IPQ-R at baseline and at each follow-up time point in their respective studies (Foster et al., 2007 (Foster et al., , 2008 Thomas et al., 2004) . For simplicity, only baseline data are analysed here. As recommended by the authors of the IPQ-R, the IPQ-R was presented to the participants after it had been modified to refer directly to the musculoskeletal condition of interest so phrases such as 'my illness' or 'my condition' were replaced with 'my knee', 'hand' or 'back' pain or problem respectively. Items included in the analysis were measured on a five-point likert scale, with responses ranging from 'strongly disagree' to 'strongly agree'. Prior to analysis, item response options were coded from 1 to 5, ensuring that if items were summed within each dimension the resulting score could be interpreted (see Table 2 Table 1. Sample characteristics. (Bellamy, 1996) . (Bellamy et al., 2002) .
e Pain intensity measured as average usual pain intensity in the last two weeks (0-10 scale).
f and footnote of Table 3 ). Items in the identity scale, although included in the questionnaire, were not included in this analysis as they were rated as a symptom checklist (with patients indicating (a) yes/no to each symptom on the checklist that they had experienced and (b) yes/no to each symptom on the checklist they considered related to the illness under study) so no factor structure was hypothesised for these items in the original development of the IPQ-R.
Statistical analysis
Confirmatory factor analysis (CFA) A seven-factor CFA model was hypothesised for the timeline acute/chronic, timeline cyclical, consequences, personal control, treatment control, illness coherence and emotional representation dimensions of the IPQ-R as proposed in the original development of the IPQ-R. Items in each model were restricted to load only on their hypothesised factor and were measured with independent errors. Inter-correlations between factors were included in the model. All CFA models were fitted using AMOS version 6.0 (Arbuckle, 2003) .
Before the CFA models were fitted, we assessed whether maximum likelihood could solely be used as the estimation method. For this to be achieved, normally distributed data were required. We judged an item to be normally distributed if its skew statistic divided by its standard error, and kurtosis statistic divided by its standard error were both less than 1.96 (absolute value) (Tabachnick & Fidell, 2007) . We also assessed multivariate normality using Mardia's coefficient of multivariate kurtosis (Mardia, 1970) . If multivariate normality was not achieved, model estimates were calculated using full information maximum likelihood but presented with 90% bias corrected confidence intervals (CIs) rather than maximum likelihood CIs. The 90% bias-corrected CIs were generated by bootstrapping 500 data sets sampled with replacement (Byrne, 2001) . We also conducted a sensitivity analysis (data not shown) to test whether our model results differed if estimates were derived using an asymptotically distribution-free (ADF) approach i.e. an estimation method that does not assume (multivariate) normality (Arbuckle, 2003) . Table 3 . Factor loadings and 90% bias-corrected CIs for the seven-factor CFA.
Problem area
Knee pain (n ¼
330)
Hand pain (n ¼ 
The number of cases included in the analysis was dependent on the method used to calculate the CIs for analysis. If the assumptions were valid for CIs to be calculated using full information maximum likelihood, participants completing at least one item were included in the analysis. If the assumptions were not valid, only participants completing all of the items on the IPQ-R were included in the analysis (this restriction was necessary for bias-corrected CIs to be calculated). A sensitivity analysis (data not shown) was used to investigate whether the method used to estimate the CIs, and hence define case inclusion for the study, altered our overall conclusions (Olinsky, Chen, & Harlow, 2003) .
To assess model goodness-of-fit, multiple indices were used including: the chisquare (2) statistic, the goodness-of-fit index (GFI), parsimony adjusted GFI (PGFI), comparative fit index (CFI) and the root mean square error of approximation (RMSEA). Multiple indices were needed because the chi-square statistic is sensitive to sample size (Byrne, 2001 ). For the model to fit the data well, we required a GFI 4 0.90, PGFI 4 0.50, CFI 4 0.95 and an RMSEA value 50.06 (Byrne, 2001; Hu & Bentler, 1999; MacCallum, Browne, & Sugawara, 1996; Mulaik et al., 1989) .
To further assess the model suitability, we required all standardised regression coefficients to be greater than 0.4 and statistically significant (Ferguson & Cox, 1993) . We also required the model estimates to be statistically plausible and interpretable given the content of each IPQ-R dimension. Statistical plausibility was achieved if all estimates of variance were positive, and between-factor correlations were between plus and minus one.
In the event that the CFA models were a poor fit to the data, modification indices were explored to suggest potential changes that could be made to the model to improve model fit. Potential changes were only considered if they were theoretically plausible and replicated in all three datasets. Items with low factor loadings (50.4) or large standardised residuals (42.58) (Byrne, 2001) were considered for removal from the model to improve model fit.
Exploratory factor analysis (EFA)
A separate EFA model was fitted to assess the factor structure of the 18 items in the causal dimension. Although, the original authors of the IPQ-R propose a four factor model (psychological attributions, risk factors, immunity and accident/chance), a confirmatory analysis was not used as the authors of the IPQ-R suggest that the factor structure of the causal items should be explored separately for each clinical condition as perceptions relating to the cause of illness are likely to be condition specific.
EFA was conducted using IBM SPSS version 20.0 (IBM, 2011) . Prior to analysis the data were assessed and defined as suitable for EFA if Bartlett's test of Sphericity was statistically significant (p 5 0.05) and the Kaiser-Meyer-Olkin (KMO) test was greater than 0.5 (Ferguson & Cox, 1993) . In order to replicate (as closely as possible) the analysis presented in the development of the IPQ-R (Moss-Morris et al., 2002), factors were extracted using the principal components method and rotated using Varimax. Items were considered to load on a factor if the absolute value of the factor loading was greater than 0.4 and the item did not cross-load on another factor (i.e. the difference between the item's two highest loadings was !0.2) (Ferguson & Cox, 1993) .The number of factors extracted was based on the data and was defined as the number of factors with eigenvalues 41. In the event that this did not produce a four-factor solution, the four-factor model was also run so that a direct comparison could be made with the results shown in the development paper of the IPQ-R (Moss- Morris et al., 2002) . Additionally, we explored whether the factor solutions were sensitive to the choice of extraction and rotation method used in the analysis by rerunning the models using principal axis factoring extraction and direct oblimin rotation. Using a non-orthogonal rotation method allowed factors in the model to be correlated, in contrast to (orthogonal) Varimax rotation, where the relaxed assumption of correlated factors does not apply.
The EFA model was conducted using participants completing at least two causal items (i.e. that could be used to generate a single correlation value to add to the analysis). As the analysis was exploratory, 95% CIs were not calculated. Item normality was therefore less of an issue as maximum likelihood parameter estimates have been shown to be robust even when items do not follow a normal distribution (Muthen & Kaplan, 1985) .
Results

Sample
The numbers of participants in each of the three illness groups were: knee pain n ¼ 393; hand pain n ¼ 2113 and back pain n ¼ 1591. Missing data rates were low for all groups: knee pain 0-3%; hand pain 4-13% and back pain 1-3%. The majority of items were not normally distributed by our skew and kurtosis criteria: knee pain 95%; hand pain 98% and back pain 96%. Mardia's coefficient of multivariate Kurtosis was significant in all factor models, rejecting the hypothesis of multivariate normality. Table 3 gives the standardised regression coefficients for the seven-factor CFA model applied to the three 'illness' groups. All standardised regression coefficients were statistically significant, and the majority were greater than 0.4. The goodness-of-fit statistics for the seven-factor model (Table 4) were below our criteria for defining a good model, although one fit index (PGFI) did exceed our threshold of 0.5. Table 5 shows the estimated correlations between the dimensions. All correlations were between plus and minus one. Four dimension pairs had a correlation greater than 0.5 in at least one illness group e.g. personal and treatment control or consequences and emotional representations.
Seven-factor CFA
As the seven-factor model did not meet our criteria for good model fit, modification indices were examined. In all three data sets, it was suggested that model fit would be improved if correlated error terms were added to the following items in the model: (1) 'Nothing I do will affect my X problem' (Personal Control) with 'My actions will have no effect on the outcome of my X problem' (Personal Control); (2) 'There is very little that can be done to improve my X problem' (Treatment Control) with 'There is nothing which can help my X problem' (Treatment Control) and (3) 'Having this problem makes me feel anxious' (Emotional Representation) with 'Having this problem makes me feel afraid' (Emotional Representation).
As these item pairs also produced relatively large standardised residuals and, for items in the first two pairings, had factor loadings less than 0.4 in at least one dataset, it was decided to re-run the model excluding these six items. After re-running the model, the following goodness-of-fit statistics were obtained: knee pain: chi-square ¼ 1038. . Although the revised model showed a statistically significant improvement in chi-square model fit for all datasets (p 5 0.001), this improvement was not reflected by the remaining fit indices; improvement in these indices was small and the revised model did not achieve our criteria for good model fit.
Causal items EFA
The causal items were suitable for EFA in all three pain groups (Bartlett's test was statistically significant (p 5 0.05) and KMO was 4 0.88 in all datasets). The EFA models (based on extracting the number of factors with eigenvalues 41) gave models that varied in the number of factors extracted (Table 6 ) and that accounted for 62%, 56% and 51% of the variance respectively in the knee, hand and back pain data. The EFA models did not show an interpretable factor structure that was replicated across the three data samples (Table 6) . Constraining the factor model to only extract four factors did not improve interpretability of the model solution (Table 7) . The overall conclusion of the analysis was not changed by altering the extraction and rotation method used in the analysis (data not shown).
Sensitivity analyses
For the seven-factor CFA model, incorporating missing data had little impact on the regression coefficients and factor correlations (the mean absolute difference in estimates from the model with and without missing data was less than 0.02, with a standard deviation of less than 0.02, for all factor models and illness groups). The conclusions from the seven-factor CFA models also did not change when the ADF estimation method was used; however, this was only tested in the hand and back pain samples. This was because the sample size in the knee pain group was too small for the ADF model to run.
Discussion
We used CFA to investigate if the seven hypothesised dimensions of the IPQ-R questionnaire (timeline acute/chronic, timeline cyclical, consequences, personal control, treatment control, illness coherence and emotional representation) were distinct when tested in primary care/community-based patients with regional musculoskeletal knee, hand or back pain. We found in all samples that a sevenfactor model did not meet all our criteria for good model fit. Although model fit improved, we still could not conclude good model fit when six items were removed from the model. An EFA of the 18 causal items also produced an unstable factor structure that could not be interpreted, and did not replicate in the knee, hand and back pain samples.
Although the seven-factor model was below our criteria for good model fit, this finding is in line with several other studies that have previously explored the factor structure of the IPQ-R for a wide range of patient populations (e.g. cancer (Dempster & McCorry, 2012; Giannousi et al., 2010; Hagger & Orbell, 2005) , atopic dermatitis (Wittkowski et al., 2008) , mild brain injury (Snell et al., 2010) , hypertension (Chen et al., 2008) , depression (Cabassa et al., 2008) , fibromyalgia (van Ittersum et al., 2009 ) and renal disease (Chilcot et al., 2012) ). These studies have all shown some support for the seven-factor model, but this has only been achieved by removing selected items from the questionnaire to improve model fit (for example, by removing the items 'The problem with my cervix strongly affects the way others see me' and 'The problem with my cervix has serious financial consequences', Hagger and Orbell (2005) reported improvement in the fit of the factor model). This suggests that the item content relating to the seven dimensions has the potential to be valid if assessed using a subset of items from the seven dimensions of the full IPQ-R; however, it remains inconsistent across studies and clinical conditions as to which specific items to remove to make this part of the questionnaire fit the data well.
One potential reason why the seven-factor model does not generally provide a good fit to the data could be related to the presentation of items to respondents. Most dimensions present a mixture of positively and negatively worded items, which may confuse some respondents, and limit the overall consistency of within dimension response. There is some evidence in our data (suggested by the modification indices) that positively worded items are more highly correlated with each other than negatively worded items, and vice-versa. This has also been supported in the factor model reported by Wittkowski et al. (2008) who showed that for patients with atopic dermatitis, the two negatively worded treatment control items loaded on a separate factor to the remaining treatment control items, suggesting a different correlation pattern between the positively and negatively worded items. In addition, Cabassa et al. (2008) found that dropping the negatively worded items in the personal and the treatment control subscales improved model fit when evaluating the IPQ-R in a depression context.
In our study, we have shown a high correlation between the personal and treatment control, and emotional and consequences dimensions of the IPQ-R, similar to (Brink, Alsen, & Cliffordson, 2011; Dempster & McCorry, 2012; Snell et al., 2010; Wittkowski et al., 2008) . This suggests that such correlations are likely to arise independently of the clinical condition of interest, although it is noted in one study (Hagger & Orbell, 2005) that a low correlation between personal and treatment control was observed. For the musculoskeletal pain patients in this study, a high correlation between personal and treatment control could be anticipated as many patients will not have (yet) received much in the way of treatment for their condition so issues around treatment effectiveness may not be easily distinguished from those relating to personal control. Also, the association between emotional representations and consequences is likely, as it is expected that the more consequences a health condition is perceived to have, the greater the emotional impact. Our findings therefore do not contradict the proposition of overlap between the cognitive and emotional dimensions of the CSM model (Leventhal et al., 1980) .
Although the seven-factor model shows some replication to other studies, there is less support for the factor structure of the causal items, with several studies, like ours, producing factors that cannot be interpreted (Snell et al., 2010; Wittkowski et al., 2008) . However, it has been reported in two cancer studies (Giannousi et al., 2010; Hagger & Orbell, 2005) and one diabetes study (Abubakari et al., 2012) , that after the causal items have been modified to relate solely to the condition of interest (either by removing items or including new items not in the original IPQ-R), an interpretable solution was achieved producing a solution based on three factors rather than the four proposed in the original development of the IPQR (psychological attribution, risk factors, immunity and accident/chance). This suggests that a satisfactory factor solution could potentially be found if the list of causal items were sufficiently modified to more clearly relate specifically to musculoskeletal pain patients.
We also note that a potential reason why our CFA and EFA factor models do not fit our data well could be related to our sample selection. Participants in our studies were recruited from primary/community-care settings so include a broad spectrum of patients that vary by severity and duration of their pain problem; they include those with longstanding pain problems and those with more acute and episodic pain problems, who may not consider their musculoskeletal problem a diagnosed 'illness'. Additionally, participants in the hand pain sample may not have consulted a health professional about their problem, simply seeing their problem as part of getting older, rather than an illness for which medical intervention is needed. As development and validation research of the IPQ-R has largely been based in hospital/secondary care settings, it is possible that the IPQ-R items do not provide sufficient breadth to explain the cognitive representations for the broad spectrum of musculoskeletal pain patients that are likely to be present in primary/ community-care settings.
Strengths and weaknesses
A strength of our study is that large patient samples have been used which represent a wide range of patients by age, type of regional musculoskeletal pain problem and study recruitment method (from GP consultation, physiotherapy referrals and from the community). The completion rate of the IPQ-R was also satisfactory (Bowling, 2002) . Taken together, these factors improve both the generalisability and validity of our study findings. We have also completed a sensitivity analysis to ensure that excluding participants with missing data from the CFA did not influence our findings.
The majority of data in this study did not follow a normal distribution and was not measured on a continuous scale. We accounted for this by using bootstrapping to estimate our CIs; bootstrapping is more reliable than maximum likelihood when data are not normally distributed (Byrne, 2001) . Furthermore, a simulation study concluded that CFA techniques are robust to departures from continuous measurement if the number of likert categories is greater than four (Byrne, 2001 ).
Implications
The IPQ-R has been developed to be applicable to a wide range of conditions and the authors of the IPQ-R (Moss-Morris et al., 2002) encourage researchers to modify the questionnaire to be specific to the condition under study. As we have not shown clear support for the factor structure of the IPQ-R, our findings suggest that a modified version of the IPQ-R is likely to be needed for use with musculoskeletal pain patients in the future. This could potentially be achieved by shortening the IPQ-R and removing items that did not fit the model well.
We went some way to explore this using exploratory analysis to remove six items from the seven-factor model. Although these models did not meet the criteria for a well fitting model, their removal improved the fit of the model in all data samples. A shorter version of the IPQ-R would be useful for research studies where reducing respondent burden is important, for example when information on illness perceptions is sought alongside many other outcome measures of interest. A short version of the IPQ-R has been developed as a generic measure of illness perceptions that can be applied to all conditions (Broadbent, Petrie, Main, & Weinman, 2006) ; however, a short-form IPQ-R that is specific to musculoskeletal pain requires further exploration.
In the absence of clear support for the factor structure of the causal items in the IPQ-R, further work is needed to fully explore patient's perceptions of the cause of their musculoskeletal pain, and to investigate if the new causes identified fit with the broad dimension headings suggested by the developers of the IPQ-R (Moss-Morris et al., 2002). There have been some attempts to begin to do this for low back pain (Dean, 2003) and hand/knee pain (Peat, Handy, Mallen, Hill, & Dziedzic, 2009) , however further work is needed to more clearly incorporate these items into the causal dimension of the IPQ-R and test their validity in a revised causal scale.
Conclusion
We tested whether the hypothesised factor structure of the IPQ-R is supported in three samples of patients with common musculoskeletal pain (knee, hand and back pain). Although there is theoretical justification for a seven-factor model, our data show potential overlap between items across the IPQ-R dimensions resulting in goodness-of-fit statistics that did not meet our criteria for a good model fit. We also have been unable to demonstrate a clear factor structure for the causal items on the questionnaire. Further work is therefore needed to improve, and ideally, shorten the IPQ-R for use with patients with common musculoskeletal pain problems.
