Abstract. We study standing wave solutions to nonlinear Schrödinger equations, on a manifold with a rotational symmetry, which transform in a natural fashion under the group of rotations. We call these vortex solutions. They are higher dimensional versions of vortex standing waves that have been studied on the Euclidean plane. We focus on two types of vortex solutions, which we call spherical vortices and axial vortices.
Introduction
A standing wave solution to the nonlinear Schrödinger equation leads to (1.0.3) with λ = σ 2 − µ 2 . There is a large literature on (1.0.3) when M is a Euclidean space R n or a bounded domain. More recent papers have dealt with hyperbolic space H n and "weakly homogeneous spaces." See [27, 9, 10] . One way to get solutions to (1.0.3) is to minimize the functional (1.0.5) However, as pointed out in [10] , there are many examples of innocent looking M , such as
where B ⊂ R n is a smoothly bounded compact domain, for which such F λ minimizers (with Dirichlet boundary conditions) do not exist.
On the other hand, we can sometimes find F λ -minimizers on manifolds with some symmetry, if we add an extra constraint. For example, suppose M is as in (1.0.9), and (1.0.10) B = {x ∈ R n : |x| 1} .
Then, we can minimize F λ over (1.0.13) R θ = cos θ − sin θ sin θ cos θ .
If ℓ = 0, we get (1.0.11), and other values of ℓ yield other spaces. We can minimize F λ over H 
3). Such a solution is called a vortex solution.
Works on this include [15] , [28] , and [29] .
Here, we extend the scope of the search for solutions to (1.0.3) with symmetry, in several ways. First, we let V be a k-dimensional complex inner-product space, and consider functions u with values in V . We say u ∈ H s (M, V ) if the components of u belong to the Sobolev space H s (M ). We then set (1.0.14)
where G is a compact Lie group that acts on M by isometries and π is a unitary representation of G on V .
In case M is given by (1.0.9)-(1.0.10), we could take G = SO(n). More generally, G can be any compact subgroup of SO(n) that acts transitively on the unit sphere S n−1 ⊂ R n . Examples include We will also consider more general complete, n-dimensional, Riemannian manifolds on which such groups act in Section 2. The manifolds we treat have the form with r ∈ I and h(r) an r-dependent family of metric tensors on S n−1 , invariant under the action of G. See Section 2 for details. We say such manifolds have rotational symmetry, and we say that elements of H In Section 3, we consider further variants of (1.0.12). Here, we take M = R n+k , with G = SO(n) acting on the first n coordinates, and acting transitively on S n−1 , as in (1.0.15). Again, we define H In this setting, we say that the elements of H 1 π (R n+k ) are axial vortices. In the settings of both Section 2 and Section 3, in order to have nontrivial solutions of (1.0.3) in H gives a unitary action of SO(n) on L 2 (S n−1 ), which commutes with the Laplacian on S n−1 . Hence, we get a unitary representation of SO(n) on each eigenspace E ℓ of this Laplacian. Each such eigenspace contains a zonal function ϕ, unique up to a multiple, and this satisfies (1.0.22) . This result has a converse. If π is an irreducible unitary representation of SO(n) on V and (1.0.22) holds, π is equivalent to a representation on some E ℓ described above, via
with ϕ ∈ V 0 . For n = 2, the eigenspaces E ℓ break up into Span(e iℓθ ) and Span(e −iℓθ ), and we get the spaces (1.0.12). All the irreducible unitary representations of SO(3) arise from decomposing L 2 (S 2 ) as described above. For n 4 there are irreducible unitary representations of SO(n) that do not arise from such a decomposition of L 2 (S n−1 ), and for such representations (1.0.22) fails. See Appendix A.1 for further material on the validity of (1.0.22), applicable to more general pairs (G, K), including the second and third cases in (1.0.25).
The rest of this paper is structured as follows. Section 2 treats spherical vortices, with the goal of constructing spherical vortex standing wave solutions to (1.0.3). We treat F λ -minimizers in Section 2.1, for a class of n-dimensional Riemannian manifolds with rotational symmetry. In Section 2.2 we treat energy minimizers, i.e., minimizers of the energy
L 2 = β with β given in (0, ∞). In these sections, λ and p satisfy appropriate hypotheses, which are stricter for p in Section 2.2 than in Section 2.1. In Section 2.3, we treat maximizers of the Weinstein functional
assuming p satisfies (1.0.7). Section 2.4 derives ordinary differential equations associated to spherical vortices, and uses these to obtain further results about the behavior of such solutions. Section 3 treats axial vortices on R n+k . We construct F λ -minimizers, under appropriate hypotheses on p, in Section 3.1. Variants of this analysis, coupled with arguments from Sections 2.2 and 2.3, can be brought to bear to produce axial vortices that either minimize energy or maximize the Weinstein functional, within appropriate function classes, though we do not pursue the details here. In rough parallel to the ODE study done in Section 2.4, Section 3.2 derives reduced variable PDE for axial standing waves. Harnack estimates on solutions to these reduced PDE provide some valuable information on axial vortices.
In Section 4, we discuss solutions to the mass critical NLS with vortex initial data. Thus we take p = 1 + 4/n in (1.0.1). We show in §4.1 that if such initial data
has mass u 0 L 2 less than that of the corresponding Weinstein functional maximizer (call it Q π ), then the solution to (1.0.1) exists for all t, extending previous results established in [35] for u ∈ H 1 (R n ) with mass less than the radial Weinstein functional maximizer and in [15] for u 0 ∈ H 1 (ℓ) (R 2 ). We also treat some more general Riemannian manifolds with rotational symmetry. In §4.2, we obtain some "monotonicity " results, on how the Weinstein functional supremum depends on the representation π. In Section 4.3, we address the scattering of solutions with mass below the vortex mass. We adapt results presented in [8] to show that if
where
then the global solution to (1.0.1), with initial data v 0 , guaranteed by Section 4.1, exhibits scattering. We end with some appendices. The first goes further into which representations π of G on V satisfy (1.0.22). The second discusses important irreducible representations of G = SO(n), SU (n/2), and U (n/2), when n = 4, as they relate to the description of V 0 . The third introduces a more general geometrical setting, unifying the treatment of axial vortices in Section 3 with work done on "weakly homogeneous spaces" in [10] .
Remark. When ∂M = ∅ and we want to use the Dirichlet boundary condition, of course we replace the s = 1 case of (1.0.14) by
Spherical Vortices
In this section, we work with the following class of complete Riemannian manifolds M (possibly with boundary). Let n = dim M . Assume n 2. We assume M has a compact group G of isometries whose orbits foliate M into hypersurfaces diffeomorphic to S n−1 (plus perhaps one point o, fixed by the action of G). Also, assume M is connected, and noncompact. Such a Riemannian manifold will be said to have rotational symmetry. Topologically, M takes one of the following forms:
For short, we say
In the first case, all points {(0, ω) : ω ∈ S n−1 } are identified with o. In the second case, M has a boundary, diffeomorphic to S n−1 . In the third case, M has neither a boundary nor a point fixed by G.
Examples of spaces with rotational symmetry of the first type include R n and H n , and all other noncompact rank-one symmetric spaces, as well as vastly more cases. Examples of the second type can be obtained by excising a ball centered at o from examples of the first type. Examples of the third type can be obtained by gluing together two examples of the second type.
The metric tensor on M takes the form
where r parametrizes the interval I and h(r) is an r-dependent family of metric tensors on S n−1 , invariant under the action of G. Since G acts transitively on S n−1 , the area element on S n−1 induced by h(r) is an r-dependent multiple of the standard area element dS on S n−1 ⊂ R n , and the volume element on M has the form (2.0.6) dVol = A(r) dr dS(ω), ω ∈ S n−1 .
As is well-known,
In Section 2.1, we show that F λ -minimizers exist in H 1 π (M ) on manifolds with rotational symmetry, under appropriate hypotheses. Recall from Section 1 that
We fix β ∈ (0, ∞) and desire to minimize F λ (u) over u ∈ H 1 π (M ), subject to the constraint (2.0.10)
We assume
and (2.0.12)
We will also impose a certain condition on the function A(r) arising in (2.0.6). See Lemma 2.1.1. This result guarantees, among other things, that
If u and ψ belong to H 1 π (M ), standard calculations yield (2.0.14)
is an F λ -minimizer, subject to the constraint (2.0.10), then
Note that from (2.0.13), we have 
. In Section 2.2, we discuss the existence of energy minimizers in
We fix β ∈ (1, ∞) and desire to minimize E(u) over H 1 π (M ), subject to the constraint
In place of (2.0.12), we assume (2.0.23)
We also impose conditions on A(r) as in Lemma 2.1.1, and further conditions satisfied in Section 2.2. The argument here is less elementary than that of Section 2.1; it involves the concentration-compactness method of [25] . See Section 2.2 for further details. In Section 2.3 we obtain Weinstein functional maximizers. Here M = R n and W (u) is as in (1.0.29). We obtain a maximizer u ∈ H 1 π (R n ) under hypotheses as in the setting of finding F λ -minimizers. Section 2.4 derives ordinary differential equations associated to vortex standing waves obtained in Sections 2.1-2.3. Results here also lead to "positivity" results for the standing waves, restricted to a ray in M , upon multiplying by a constant, at least under certain conditions on the space V 0 .
2.1. F λ -minimizers. We take M to be a complete, n-dimensional, Riemannian manifold (possibly with boundary), with rotational symmetry, as defined above. We make the hypotheses (2.0.11)-(2.0.12) and define F λ (u) and J p (u) as in (2.0.9)-(2.0.10). Hypothesis (2.0.11) implies (2.1.1)
. The Sobolev embedding theorem together with the Rellich theorem implies
given Ω ⊂ M relatively compact. If M is as in (2.0.4)-(2.0.5) and I is [1, ∞) or (−∞, ∞), then, just as in the familiar case of radial functions,
for such Ω. Note that if p satisfies (2.0.12), then q = p+ 1 satisfies (2.1.2) or (2.1.3). We fix β and the representations π of G on V , and set
In order to know that I(β, π) > 0, we need to supplement (2.1.2) with a global estimate in L q (M ). We need this, not for all
The following observation will prove useful.
Given u ∈ H 1 (M, V ), set w = |u|, using the V -norm. There is the classical (elementary) inequality:
valid for any inner product space V . Now,
where H M R = {x ∈ M : |r| R}. 
Then,
Remark 2.1.2. By (2.0.7) and (2.0.8), (2.1.8) holds for R n whenever n 3 and for H n whenever n 2, and (2.1.9) holds for both R n and H n whenever n 2. The implication (2.1.10) was proven for M = R n in [31] (see also [4] ) and it was proven for M = H n in [10] . The proof here for Lemma 2.1.1 is a variation of these arguments.
To prove Lemma 2.1.1, it suffices to establish (2.1.10) assuming w is smooth, nonnegative, and that w = 0 for |r| 1. For simplicity, we assume r runs over [0, ∞) as in (2.0.1).
the last inequality by (a + b)
Hence, given w(1) = 0, we have for r > 1
This shows that (2.1.9) implies (2.1.10). Whether or not (2.1.8) and (2.1.9) hold, A(r) is smooth and positive for r = 0, so w ∈ H 1 r (M ) ⇒ w| M1 ∈ C(M 1 ). We now seek to prove the estimate (2.1.10) under the hypothesis (2.1.8). Let us assume R > 2 and set
where χ R (r) = 0 for |r| R − 1, 1 for |r| R, and χ R has Lipschitz constant 1. Then,
by Cauchy's inequality, where
Hypothesis (2.1.8) implies η(R) → 0 as R → ∞, again yielding (2.1.10). This proves Lemma 2.1.1.
Let us write the estimate (2.1.14) as 
the latter implication by interpolation. Also, if 2 < q < ∞, 
Consequently, I(β, π), defined in (2.0.19), is positive. Let us now take a sequence (u ν ),
Passing to a subsequence, which we continue to denote (u ν ), we have 
It follows that
On the other hand, (2.1.24) and (2.1.1) imply
Hence, u is the desired minimizer and we have the following result. 
As for the constraint on p, instead of (2.0.12), we assume the following depending upon the nature of M , given as in (2.0.1)-(2.0.3):
We also assume
Since the constraints on p here are at least as strict as in Section 2.1, Lemma 2.1.1 applies, and in concert with (2.1.5) and the arguments involving (2.1.
as long as (2.2.4) holds. Also, in the case I = [0, ∞), we have the GagliardoNirenberg inequality
Note that (2.2.7) is a consequence of
if n 3. Given the constraint on p in the first part of (2.2.4), where
In case
, and hence (2.2.7) holds for all γ ∈ (0, 1), so for every p ∈ (1, ∞), we can pick γ ∈ (0, 1) such that (2.2.7) and (2.2.10) hold. As a result, we have
, which gives a priori bounds on u H 1 in terms of bounds on E(u) and Q(u), thanks to (2.2.10). For E(β, π) as in (2.2.3), the a priori bounds in (2.2.11) show that for each β ∈ (0, 1),
Having (2.2.12), we choose a minimizing sequence (u ν ) such that (2.2.13)
In addition, we have the uniform upper bound (2.2.14)
Hence, passing to a subsequence, which we continue to denote (u ν ), we have
We can actually say a bit more. Namely, (2.2.6) extends to
Hence, (2.2.15) gives
We also want to complement this with the following result: 
. Thus, we are left with establishing (2.2.19). To do this, we use the concentrationcompactness method of P.-L. Lions [25] . As we are working on spaces that are not necessarily Euclidean, we use the formulation from [10] , Appendix A.1, which we recall here for convenience.
Lemma 2.2.1. Let X be a metric space and {µ ν } a sequence of positive measures on X, each with fixed mass β > 0. Then, possibly passing to a subsequence, one of the following three cases holds:
There is a sequence {y ν } ⊂ X with the property that for each ǫ > 0, there exists R(ǫ) < ∞ such that
(3) Splitting: There exists α ∈ (0, β) with the following properties. For each ǫ > 0, there exists ν 0 1 and sets
is independent of ν and {y ν } is independent of ǫ.
We apply this lemma to the setting where X = M is a complete, Riemannian manifold with rotational symmetry as defined above, and the measures (µ ν ) are given by
We will impose one additional condition on M , namely that (2.2.30) M has bounded geometry.
In such a case, we have the following
As noted in [10] , this is a special case of Lemma I.1 on page 231 of [26] . In [26] this lemma was established for M = R n , but the only two geometrical properties used in the proof there are the existence of Sobolev embeddings on balls of radius R > 0 and the fact that there exists m > 0 such that R n has a covering by balls of radius R in such a way that each point is contained in at most m balls. These two properties hold on every Riemannian manifold with C ∞ bounded geometry. See [10] for details.
Our next goal is to rule out the property of Alternative (1) (Vanishing) from Lemma 2.2.1. To achieve this, we require one further hypothesis:
or equivalently, we assume there exists ϕ ∈ H 1 π (M ) such that Q(ϕ) = β and E(ϕ) < 0. Note that if we pick ϕ 1 ∈ H 1 π (M ) such that Q(ϕ 1 ) = 1 and set
which tends to −∞ as β → ∞. Hence, 
Then, (2.2.18) implies u = 0, which implies
by (2.2.16). However, (2.2.37) and (2.2.13) imply
, which is impossible given assumption (2.2.33).
Next, we wish to rule out alternative (3) (splitting) in Lemma 2.2.1. Following the methods in [25, 26] , we proceed via the following subadditivity result.
Lemma 2.2.5. Under the assumptions of Lemma 2.2.4, if
Proof. The proof here is identical to that in [10] , Proposition 3.1.3.
We mention parenthetically that the proof of Lemma 2.2.5 does not need either E(β − η, π) < 0 or E(η, π) < 0. 
where C 1 > 0 is a sufficiently large constant to be fixed later. Since u ν H 1 (M) and u ν L p+1 (M) are uniformly bounded, it follows from (2.2.27) that there exists
where S ν is a set of the form
and
These functions are both Lipschitz with Lipschitz constant 1 and almost disjoint supports. Also, they are invariant under the action of G. Set
and, since ∇u 
This leads to a contradiction of (2. 
Again, we emphasize that {y ν } is independent of ǫ, and R(ǫ) is independent of ν.
To proceed from concentration to compactness, we use the symmetry condition 
Proof. Take ǫ 0 < β/2 and then take R 0 so large that 
Proof. It suffices at this point to show that (u ν ) has a subsequence (continued to be called (u ν )) that converges in L 2 -norm. In view of (2. 
Hence, given a constrained minimizer u ∈ H 1 π (M ) produced by Proposition 2.2.10, then
and it follows that there exists λ ∈ R such that ∆u + |u| p−1 u = λu, or equivalently (2.2.65) − ∆u + λu = |u| p−1 u.
Weinstein Functional Maximizers.
Here we take M = R n and G ⊂ SO(n) a group acting transitively on the unit sphere S n−1 . Given a unitary representation π of G on V , we define H 1 π (R n ) as in (1.0.14). We seek to maximize
Note that in such a case,
The supremum
is the best constant in the Gagliardo-Nirenberg inequality
follows from the classical Gagliardo-Nirenberg inequality. It follows that (2.3.5) exists and is finite, for each finite-dimensional unitary representation π of G. We aim to show that such a supremum is obtained.
To proceed, take
We follow the standard argument in the radial case and use the fact that W (u) is invariant under u → au and u(x) → u(bx) to impose the normalization
If we pass to a subsequence such that u ν → u, weak
. We have the desired maximizer. We summarize.
shows that such a maximizer u solves the equation
, hence, with the normalization (2.3.7),
We next examine the dependence of W(π) on the representation π of G on V , and establish a certain monotonicity property. Let us assume that (2.3.15) π is irreducible and dim V 0 = 1.
See Appendices A.1-A.2 for results on when (2.3.15) holds. In such a case, pick a unit spanning vector π ∈ V 0 . Then
We have
To compare ∇u L 2 with ∇u 0 L 2 , note that
We preview a result that will be discussed in more detail in Section 2.4, namely that under the hypotheses (2.3.15)-(2.3.16),
Hence,
It follows that 
and (2.3.26)
It follows that, for fixed β, λ, and appropriate bounds on p, and as in (1.0.14), take
where G ⊂ SO(n) is a Lie group acting transitively on S n−1 as a group of isometries and π is a unitary representation of G on a finite-dimensional inner-product space V . Later in this subsection we consider more general M . The Laplace operator on R n has the form 
We want to reduce this to an ODE and make some observations. We proceed as follows. An element u ∈ H 1 π (M ) is uniquely specified as (2.4.6) u(r, g · p 0 ) = π(g)v(r),
where p 0 ∈ S n−1 is chosen, and K is the subgroup of G fixing p 0 . Let us assume (2.4.8) π acts irreducibly on V, and V 0 = 0.
We know that (up to unitary equivalence), V is a linear subspace of L 2 (S n−1 ) and π acts as the regular representation
In particular, π commutes with the action of the Laplace-Beltrami operator ∆ S , so
Thus, (2.4.3) yields the ODE
This is a second order, nonlinear, k × k system, with k = dim V 0 . Let us now assume
which is frequently (but not always) the case. Then, (2.4.11) is a scalar equation.
That is, we can pick a unit vector ϕ ∈ V 0 , spanning V 0 , and write
and (2.4.11) becomes (2.4.14)
Note that if ψ(r) satisfies (2.4.14) and θ ∈ R, then e iθ ψ(r) also solves (2.4.14). Hence, ψ(1) can be taken to be real. If ψ ′ (1) is also real, then the solution is real by ODE uniqueness theory. If ψ ′ (1) is not real (and ψ(0) ∈ R \ {0}) then the solution cannot be so modified to be real. We show that if u solves (2.4.4) by virtue of being a F λ -minimizer (or an energy minimizer or a Weinstein functional maximizer) then ψ can be arranged to be real. To see this, use (2.4.6) and (2.4.13), i.e.,
It is apparent that, for a.e. x ∈ M , As noted above, after multiplying u by a constant e iθ , we can arrange that (2.
Since this contradicts the minimizing property of u, we have the following. Moving on, let us replace the irreducibility hypothesis (2.4.8) by
Then we continue to get the ODE (2.4.14), with u and v related by (2.4.15). Next, we replace (2. We move on to more general Riemannian manifolds with rotational symmetry, as in (2.0.1)-(2.0.3), with metric tensor as in (2.0.5), i.e., (2.4.24) g = 1 h(r) .
We have, in place of (2.4.3), (2.4.25)
Note that if M = R n with its standard metric, then h(r) = r 2 h(1), so γ = r 2(n−1) det h(1), and hence γ −1/2 (∂ r γ 1/2 ) = (n − 1)/r, as in (2.4.3). More generally, since (det h(r)) 1/2 is the area density of S n−1 with metric tensor h(r), we have
where A(r) is the (n − 1)-dimensional area of S n−1 with metric tensor h(r), as in (2.0.6). Thus, we have
The sphere S n−1 has only one metric tensor invariant under SO(n), up to a constant factor, so if G = SO(n), we must have
where I is (0, ∞), [1, ∞) or (−∞, ∞), and h S is the standard metric on the unit sphere in R n . Note that
with ∆ S as in (2.4.3) . Consequently, when G = SO(n), we have 
in place of (2.4.11), as long as (2.4.33) holds. We now turn to the case where G is a proper subgroup of SO(n), acting transitively on S n−1 , such as SU (m) or U (m), when n = 2m. In such a case, (2.4.31) need not hold, and the various operators ∆ h(r) need not be multiples of each other. We still have the following. Assume the irreducibility condition (2.4.8). Then, we can assume V ⊂ L 2 (S n−1 ) and π is given by (2.4.9). In such a case, π commutes with ∆ h for each G-invariant metric tensor h on S n−1 . Hence π commutes with ∆ h(r) for each r, so extending (2.4.10), we have
Hence, (2.4.29) gives 
Axial Vortices
Here we take G ⊂ SO(n), acting transitively on S n−1 , then acting on R n+k by
where I is the k × k identity matrix. Given a unitary representation π of G on V , we define H 1 π (R n+k ) as in (1.0.14). We call elements of such a space axial vortices. In Section 3.1, we seek to minimize
This guarantees that F λ ≡ u 2 H 1 and note that
Calculations parallel to (2.0.14)-(2.0.18) show that, if u ∈ H 1 π (R n+k ) achieves the minimum of I(β, π) defined by 
CF λ (u) for some C ∈ (0, ∞), which in turn implies I(β) > 0, so also is I(β, π) > 0. Parallel to (2.0.20), we can multiply (3.0.5) by a constant to obtain a solution to (3.0.9) ∆u − λu + |u| p−1 u = 0.
In Section 3.1 we establish the existence of F λ -minimizers, producing axial vortex solutions to (3.0.9), given natural hypotheses on p and λ (cf. (3.0.2)). Analogous arguments can be brought to bear to produce axial vortices that are energy minimizers or Weinstein functional maximizers, but we do not pursue the details here.
Parallel to the ODE study in Section 2.4, Section 3.2 derives reduced variable PDE for axial standing waves, and uses these equations to derive further information about these solutions.
3.1. F λ -minimizers. Here we tackle minimization of F λ (u) over u ∈ H 1 π (R n+k ), subject to the constraint J p (u) = β under hypotheses (3.0.2) on p and λ. Our argument follows one given in Section 2.1 of [10] , with some necessary differences in detail. Thus, with I(β, π) as in (3.0.4), take
Passing to a subsequence if necessary, we have
converging in the weak topology. Rellich's theorem implies
is compact provided Ω ⊂ R n+k is relatively compact. Thus, for such Ω,
To proceed, we use the concentration-compactness method, previewed in Section 2.2. In particular, we will use Lemma 2.2.1 with
This lemma provides a vanishing-concentration-splitting trichotomy, and we must show that concentration is the only possibility. First we show that vanishing cannot occur. One tool will be Lemma 2.2.3, which we restate here in a slightly different form, since the dimension count has changed. 
Then, 
To show splitting is impossible, we note that I(β, π) has the following property. For all β > 0,
This follows immediately from
The identity (3.1.9) follows via a computation identical to (2.1.8)-(2.1.12) in [10] . We now show that the splitting cannot occur. Proof. Assume splitting does occur. In other words, there exists α ∈ (0, β) and for each ǫ > 0, sets E 
where C 1 > 0 is a sufficiently large constant to be fixed later. Since u ν H 1 (M) and u ν L p+1 (M) are uniformly bounded, it follows from (2.2.27) that there exists ν 1 such that ν ν 1 implies (3.1.11)
where S ν is a set of the form (3.1.12)
In other words, for r > 0, ν ν 1 we have
Note that since 0 χ
Also, given λ > 0, 
Hence, Hence, if C 1 is chosen sufficiently large in (3.1.10) (which simply amounts to producing ǫ > 0 sufficiently small), we contradict (3.1.10). This contradiction proves Lemma 3.1.3.
Using Lemmas 3.1.1 and 3.1.3, we have the following proposition, which states that for a minimizing sequence (u ν ), only the concentration phenomenon can occur. 
Remark 3.1.5. The sequence {z ν } is independent of ǫ > 0 and the functionR(ǫ) is independent of ǫ.
Proposition 3.1.4 is about concentration along subsequences of a minimizing sequence. We use the group of R k -translations to proceed from there to compactness result. In more detail, we have a sequence {u ν } ⊂ H 1 π (R n+k ) satisfying (3.1.1). After passing to a subsequence if necessary, Proposition 3.1.4 shows that we have points z ν ∈ R n+k and a functionR(ǫ) such that (3.1.24) holds. Now z ν = (x ν , y ν ) with x ν ∈ R n , y ν ∈ R k , and y-translation preserves H 1 π (R n+k ), so we can assume each y ν = 0. On the other hand, since u ν ∈ H 1 π (R n+k ), (3.1.24) implies a bound |x ν | K < ∞, for all ν.
With these adjustments made, we now have (3.1.25)
as well as (3.1.2) and (3.1.4). Hence,
Since F λ is comparable to the H 1 -norm squared, we have
Given (3.1.26), we have
As a result, the following conclusion holds. 
Existence of energy minimizers and of Weinstein functional maximizers, under appropriate constraints on the exponent p, can also be derived, using a mixture of techniques developed in this section and techniques from Sections 2.2-2.3. We leave the details to the interested reader.
3.2.
Reduced PDE for axial standing waves. Here we assume π is an irreducible representation of G on V and V 0 has the property
with ϕ ∈ V 0 a unit spanning vector and ψ : R + × R k → C. If u solves (3.0.9), then parallel to calculations in Section 2.4, we obtain for ψ the PDE 
for u as in (3.2.2). We have for a.e. z ∈ R n+k , (3.2.8)
Consequently, if u is an F λ -minimizer within H 
for a.e. z ∈ R n+k . We also have for
and u ♯ 0 0 on R n+k \ {x = 0}. Harnack's inequality (see [16] , Theorem 8.20) then implies
u(x, y) = 0, if x = 0.
Returning to (3.2.13), note that parallel to (2.3.22),
Similarly, we have
Since |u ♯ 0 (z)| = |u 0 (z)|, and the left sides of (3.2.15) and (3.2.16) have been seen to be equal, we deduce that ∇u 0 2
L 2 , and since |∇u 0 | |∇u ♯ 0 | a.e. on R n+k , we hence have
we see from (3.2.18) that ω is constant. We hence have the following extension of Proposition 2.4.1. ψ : R n+k \ {x = 0} → (0, ∞).
Mass Critical NLS with vortex initial data
Here we discuss solutions to the mass critical NLS (see (4.1.1) below), with vortex initial data (sometimes, with initial data of a more general nature). One result is that if the initial data v 0 belongs to H 1 π (R n ) and has mass v 0 2 L 2 less than that of the corresponding Weinstein functional maximizer, then the solution exists for all t. This extends results of [15] , which deal with v 0 ∈ H 1 ℓ (R 2 ). In fact, in Section 4.1, we treat more general n-dimensional Riemannian manifolds M , in cases where there is no Weinstein functional maximizer. Then the results have a more subtle formulation. See Propositions 4.1.2 and 4.1.6. Section 4.2 gives some monotonicity results, regarding how the Weinstein functional supremum W(π) depends on π, expanding on some special cases from Section 2.3. Section 4.3 investigates scattering of solutions to mass critical NLS with vortex initial data.
4.1.
General global existence result. We begin with a general global existence result. Let us consider the mass-critical, focusing, nonlinear Schrödinger equation
on I ×M , where M is an n-dimensional Riemannian manifold, possibly with boundary. We take initial data
. We make the following Hypothesis. The initial value problem (4.1.1)-(4.1.2) is locally well posed. In particular, it has a unique solution in C(I, H 1 (M )) on a time interval I that is a function of v 0 H 1 .
Remark 4.1.1. We pause to mention some cases in which this hypothesis is known to hold. First is the classical case M = R n , where local well posedness for v 0 ∈ H 1 was established by [17] for the NLS (1.0.1) whenever 1 < p < 1 + 4/(n − 2). A proof of this can be found on pp. 93-98 of [8] . (Further work treated also the energycritical exponent p = 1 + 4/(n − 2), for n ≥ 3.) As noted by [2] (p. 1647), the classical Strichartz estimates used in this proof apply also to M = H n , hyperbolic space, and one also has such local well posedness of (1.0.1) with v 0 ∈ H 1 (H n ). See also [1] . Results in case
when K is a compact, smoothly bounded, strongly convex obstacle, and the Dirichlet boundary condition is given on ∂K, are obtained in [18] . It is shown that all the classical Strichartz estimates, except for the endpoint case, continue to hold. Again, the arguments given on pp. 93-98 of [8] can be used to establish well posedness of (1.0.1) for initial data in H 1 0 (M ), whenever 1 < p < 1 + 4/(n − 2). For application to our vortex setting, note that we can take K = B, a ball in R n . (In [18] , the energy critical case n = 3, p = 5 is also treated; see [23] for a treatment in higher dimensions.) Going further, [7] considers M as in (4.1.3) for smoothly bounded, nontrapping obstacles K ⊂ R n . These authors derived Strichartz estimates, with a loss. This led to local well posedness for initial data in H 1 0 (M ), for a more restricted class of NLS equations. However, as shown on pp. 309-312 of [7] , their main Strichartz estimate does yield well posedness, with initial data in Returning to our main line of inquiry, we have, for the local solution to (4.1.1)-(4.1.2), conservation of mass
L 2 , and of energy
We will assume there is a Gagliardo-Nirenberg estimate
where, with p as in (4.1.1),
It is classical that (4.1.6) holds if M = R n . It also holds for M = H n and when M is a compact and connected, with non-empty boundary (and one insists u ∈ H 1 0 (M )). The classic paper [35] shows that for M = R n if
, then (4.1.1)-(4.1.2) has a global solution. Here we note a related result, generalizing both the global existence result just mentioned and that for planar vortex initial data in [15] . Here is our setting. Take
where V is a finite dimensional inner product space. Assume that if v 0 ∈ H, then the short time solution to (4.1.1)-(4.1.2) has the property that v(t) ∈ H. We move from (4.1.6) to the hypothesis
, with p as in (4.1.1) and γ as in (4.1.7), noting that we might well have
Here is the global existence result. 
, then (4.1.1)-(4.1.2) has a solution for all t ∈ R.
Proof. We follow Weinstein's classic argument from [35] . If v ∈ C(I, H 1 (M, V )) solves (4.1.1), it suffices to control ∇v 2 L 2 . The stated hypotheses give v ∈ C(I, H), and then (4.1.5) and (4.1.10) give (4.1.13)
Now, (4.1.12) is equivalent to
which gives
and hence the desired upper bound holds on ∇v(t) 2 L 2 . Still following [35] , we relate the material above to the behavior of the Weinstein functional As shown in [35] , when H = H 1 (R n ), and in this paper for certain cases H = H 1 π (R n ), there are cases when W (u) can achieve a maximum. As in (2.3.11)-(2.3.13), such a maximizer solves 
.
Multiplying u by a constant achieves K = 1, and as a result v(t, x) = e iλt u(x) is a standing wave solution to (4.1.1). We call such a u a ground state. In such a case, we have
Comparison with
. 
Note that
. on an interval whose length depends on ṽ 0 H 1 , and with v(t) ∈ H for t ∈ I. We continue to take p = 1 + 4/n, and define W (u) as in (4.1.16). We define C H by 
It is perhaps illuminating to complement
then (4.1.1), (4.1.27) has a solution in H for all t ∈ R.
Proof. Proposition 4.1.2 implies (4.1.1), (4.1.27) has a global solution provided
. Given (4.1.29), the conclusion follows from the identity (4.1.22).
Example. If B ⊂ R n is a smoothly bounded set, take
It is shown in §4. π is irreducible on V .
In such a case, (2.4.37) gives
We also assume 
where h S is the standard metric on S n−1 and σ : I → (0, ∞), hence
and we get
, which specializes to (2.3.22) when M = R n , in light of (2.4.31) . In such a case, parallel to (2.3.23), (2.3.25) , and (2.3.26), we have
under appropriate hypotheses on p. We then have the following. 
One could tackle analogous results for axial vortices, but we omit this.
4.3.
Mass critical scattering below the vortex mass. We derive a result on scattering to a linear solution as t → ±∞ to the L 2 -critical NLS equation (4.1.1) when M = R n , with initial data
where In outline, our argument follows the pattern presented in Chapter 7 of [8] , but with some necessary modifications. 4.3.1. First H 0,1 estimates. We recall Proposition 6.5.1 from [8] .
In addition, the map
The proof follows from proving uniform bounds in the ǫ → 0 limit carefully for the regularized function
assuming that v 
This is essentially stated in Theorem 7.2.1 from [8] . An equivalent form given in (7.2.8) of [8] , is that, for
we have that u ∈ H 1 is well defined and indeed
Furthermore, there is the following pseudoconformal transformation
which leaves Σ π invariant. In the case of the L 2 critical NLS, (4.3.10) is also a solution to (4.1.1). Also, ṽ L 2 = v 0 L 2 . Hence, sinceṽ(t) ∈ H 1 π , we are still guaranteed global existence via Section 4.1.
Local well-posedness for v solving (4. 
for 2/p + n/q = n/2, 2 p ∞, 2 q 2 + 4/(n − 2) for n 3 and 2 q < ∞ for n = 2. The Strichartz pair p = q = 2(n + 2)/n plays a special role in scattering theory. It is of vital importance that the pseudoconformal transform is also an isometry on the Strichartz spaces, namely we have
r (R n ) decay rates and bounds in Σ π . We want to prove L r decay estimates in time for solutions of (4.1.1) parallel to Theorem 7.3.1 in [8] , but here in the case of the focusing, mass critical nonlinearity. We have the following result. 
Let u be defined as in (4.3.7). For 2 r 2n/(n − 2) for n 3 and 2 r < ∞ for n 2, we have
for all t ∈ R.
Proof. Note that u(t) ∈ Σ π for each t. Hence, parallel to (4.1.13), we have (with p = 1 + 4/n) (4.3.14) 
We next establish bounds in Σ π . 
Proof. The H 1 -bound on v(t) has been discussed, and {e −it∆ : t ∈ R} is uniformly bounded on
and taking r = 2 + 4/n in (4.3.13) gives
and hence provides the desired bound.
4.3.4.
Proof of Proposition 4.3.1. We will examine the behavior of e −it∆ v(t) as t → +∞. The behavior as t → −∞ has a parallel treatment.
Under the hypotheses of Proposition 4.3.1, v solves (4.1.1) for t > 0 andṽ solves (4.1.1) for t < 0. Furthermore,ṽ(t) ∈ Σ π for each t < 0, and ṽ(t)
Thusṽ continues past t = 0 as a global solution to (4.1.1). It follows that
and hence that
for each Strichartz-admissible pair (q, r), in particular for
Now the solution v(t) satisfies the integral equation
Hence, for 0 ≤ t 1 < t 2 < ∞,
defines T * as the adjoint of T , given by
for Strichartz admissible pairs, including (4.3.21). Hence
We hence have a limit
Then the uniform bounds in Σ π given in Proposition 4.3.4 imply that v + ∈ Σ π , and convergence in (4.3.33) holds weak * in Σ π . Further arguments, parallel to those on pp. 220-221 of [8] , yield norm convergence.
Remark 4.3.5. We note that scattering arguments for (4.1.1) also exist in spaces with fewer regularity restrictions in R n . In particular, there is the following proposition from [6] . Here, Q 1 denotes the Weinstein functional maximizer Q π when π = 1 is the trivial representation of SO(n) on C. We say v 0 ∈ H 0,s (R n ) if and only if x s v 0 ∈ L 2 (R n ), and set
In addition, both [17] and [34] give an early treatment of scattering theory in weighted spaces for repulsive nonlinearities. In more recent developments, concentration compactness and frequency growth bounds via a refined interaction Morawetz estimate have been applied in the work of Visan et al in [21, 22, 33] and in the very recent works of Dodson [13, 14] to prove scattering purely in the space L 2 to handle both cases of defocusing mass critical NLS as well as the focusing mass critical NLS with initial data mass below the ground state. One is certainly tempted to speculate that such techniques can be applied to the present vortex situation, but we do not pursue this here.
Existence of wave operators.
Here we show that material in Chapter 7 of [8] can also be adapted to prove the following result on existence of wave operators.
Then there exists a unique solution v ∈ C(R, Σ π ) to (4.1.1), satisfying (4.3.35) below, such that (4.3.34) lim
There is a corresponding result for t → −∞.
Proof. The argument on pp. 221-223 of [8] yields S < ∞ and v(t), defined initially for t ∈ [S, ∞) = I, satisfying
with q = 2(n + 2)/n, as in (4.3.30), such that (4.3.36) v(t) = e it∆ v + + i The solution is produced as the fixed point of a contraction mapping, and is unique. This argument works equally well for the focusing equation (4.1.1) as for its defocusing counterpart, which was the main focus of Theorem 7.4.4 of [8] . It does not require our hypothesized bound on v + L 2 . As further noted in [8] , such v has the properties (4.3.37) v ∈ C(I, H 1 (R n )), (x + it∇)v ∈ C(I, L 2 (R n )), hence v(t) ∈ H 1 (R n )∩H 0,1 (R n ) for each t ≥ S. Symmetry considerations guarantee that, in our setting, where v + ∈ Σ π , (4.3.38) v(t) ∈ Σ π , ∀ t ≥ S.
Furthermore, as observed in [8] , one has A fortiori, convergence holds in L 2 (R n ), and conservation of mass implies
Given that v + L 2 < Q π L 2 , the global existence results of §4.1 finish off the proof of Proposition 4.3.7. Uniqueness for v for all t follows from its uniqueness for t ≥ S large, via well posedness of the backward Cauchy problem.
Appendix A. Auxiliary results
As advertised in the Introduction, we have three appendices. The first gives some concrete criteria for the nonvanishing of V 0 (cf. (A.1.1)), hence for H 1 π (M ) = 0. The second takes an explicit look at V 0 for some important representations of SO(4), SU (2), and U (2). The third introduces a more general geometrical setting, with an eye to unifying the work on axial vortices in Section 3 of this paper and that on weakly homogeneous spaces in [10] .
A.1. Criterion that H V 0 = {ϕ ∈ V : π(k)ϕ = ϕ, ∀k ∈ K} = 0, with K defined as in (1.0.20). Here, we consider when this holds, in a somewhat more general setting. Let G be a compact Lie group, K ⊂ G a closed subgroup. Then X = G/K has a Riemannian metric for which G is a group of isometries, acting transitively on X, and there is a p 0 ∈ X such that K is the subgroup of G fixing p 0 . In Section 1, X is diffeomorphic to S n−1 , but we do not require this here. We want to find unitary representations π of G on a finite dimensional inner product space V with the property (A.1.1). Note that if π is reducible and P j are orthogonal projections onto irreducible components V j ( P j = I), then ϕ ∈ V 0 implies ϕ j = P j ϕ satisfies π(k)ϕ j = ϕ j , ∀ k ∈ K, for each j, so it suffices to consider irreducible representations.
To formulate our criterion, it is useful to bring in the regular representation R of G on L 2 (X), defined by (A.1.2) R(g)f (x) = f (g −1 x).
This splits into an infinite sequence of irreducible unitary representations ρ j of G on V j ⊂ C ∞ (X) ⊂ L 2 (X) (each finite dimensional). If G = SO(n), K = SO(n− 1), these are all mutually inequivalent, but that is not always the case. The following characterizes which irreducible representations have the property (A.1.1) (compare to for instance [36] , page 80). Proof. First, we note that each representation ρ j of G on V j has the property (A.1.1). Take a nonzero ψ ∈ V j . Pick p 1 ∈ X such that ψ(p 1 ) = 0. Then take g 1 ∈ G such that g 1 p 1 = p 0 and setψ = ρ j (g 1 )ψ, i.e.,ψ(x) = ψ(g For the converse, if π is an irreducible unitary representation on V and (A.1.1) holds, then π is equivalent to the restriction of R to the linear subspace of C ∞ (X) that is the range of (A.1.4) Φ : V → C ∞ (X), Φ(ψ)(g · p 0 ) = (π(g)ϕ, ψ).
In fact, given h ∈ G, ψ ∈ V (A.1.5) R(h)Φ(ψ)(g · p 0 ) = (π(h −1 g)ϕ, ψ)
= (π(g)ϕ, π(h)ψ) = Φ(π(h)ψ)(g · p 0 ).
Remark A.1.2. Using the Weyl orthogonality relations, [36] shows that the multiplicity with which an irreducible (π, V ) is contained in L 2 (X) is equal to dim V 0 , where V 0 is as in (A.1.1). In fact, if we set (A.1.6)
then the range L π of Ψ π is the subspace of L 2 (X) on which the regular representation R acts like the copies of π, and Ψ π : V 0 ⊗ V → L π is an isomorphism.
A.2. Examples of (π, V ) when n = 4. Here we record examples of irreducible representations π of G on V , for which Take G = SO(n) acting on (x 1 , . . . , x n ) ∈ R n (or G could be a subgroup of SO(n) acting transitively on S n−1 ). Then, we take H to be the group of dilations (A.3.4) δ r (x) = rx, r ∈ (0, ∞).
We make one further hypothesis, satisfied by H n+1 and by weakly homogeneous spaces: (A.3.5)
M has bounded geometry.
Given a unitary reresentation π of G on a finite dimensional inner product space V we have the space H E(β, π) < 0.
Modifications of arguments of Sections 2.2 and 3.1 to prove these results are left to the reader.
