Abstract. In a previous paper by the first two authors, a tube formula for fractal sprays was obtained which also applies to a certain class of self-similar fractals. The proof of this formula uses distributional techniques and requires fairly strong conditions on the geometry of the tiling (specifically, the inner tube formula for each generator of the fractal spray is required to be polynomial). Now we extend and strengthen the tube formula by removing the conditions on the geometry of the generators, and also by giving a proof which holds pointwise, rather than distributionally. Hence, our results for fractal sprays extend to higher dimensions the pointwise tube formula for (1-dimensional) fractal strings obtained earlier by Lapidus and van Frankenhuijsen.
Introduction 1
Our main results are tube formulas for fractal sprays in R d , the higher-dimensional 2 analogues of (geometric) fractal strings in R. In [LvF2], a fractal string is defined to be a 3 bounded open subset of the real line R; see also [Lap1, Lap2, Lap3, LaMa, LaPo1, LaPo2, 4 LvF3, LvF1, LaPe1]. Here, we emphasize the interpretation of a fractal string as a sequence In particular, we do not assume that the sum of the lengths of a fractal string is finite. with scaling ratio j and satisfying U j = Ψ j (U). The spray T is said to be scaled by the 15 fractal string L, and the connected components of the set U are called the generators of 16 the fractal spray. The generators are denoted by G q , where q ranges over some finite or 17 countable index set. When there is only one generator, we denote it by G instead of G 1 .
18
Hence, a fractal spray on the generator G is just a collection of disjoint scaled copies of 19 G such that the scaling ratios form a fractal string (in the sense of Definition 1.1), just as in 20 [LaPo2] and [LvF2, Section 1.4]. Note that since U is bounded and open, each generator 21 is a bounded open and connected subset of R d , and hence there can be at most countably 22 many generators. We always assume in the sequel that T has finitely many generators 23 {G q } Q q=1 , which allows us to study only the case of a single generator G (see the explanation 24 at the start of Section 4, and the discussion just following (5.7)).
25
Note that fractal strings in the geometric sense may be viewed as fractal sprays in R 26 generated by a bounded open interval G; indeed, they are disjoint unions of a sequence 27 of bounded open intervals. Therefore, geometric fractal strings are included in the setting 28 of fractal sprays. An important subclass of fractal sprays is formed by self-similar tilings, 29 which appear naturally in connection with self-similar sets and are higher-dimensional 30 generalizations of the (geometric) self-similar strings studied in [LvF3, LvF1, LvF2] ; see 31 Section 5.
32
In the classical literature, the ε-parallel set (or ε-neighborhood) of a bounded set A ⊆ R d 33 is the set of points within (Euclidean) distance ε of A (see (1.5)), and a tube formula for A 34 is an explicit expression for the volume of the ε-parallel set of A, viewed as a function of 35 ε; see Section 1.1. In this paper, we make use of the following "inner" analogues of these 36 notions: curvature in terms of complex dimensions, and to relate it to other notions of curvature, 10 especially as developed in [Win, LlWi] .
11
We note that related questions are also being concurrently studied by other researchers 12 [DKÖÜ] . Recently, some tube formulas extending aspects of [LaPe2, LaPe3] have been 13 obtained for tilings associated to graph-directed iterated function systems in [DDKÜ] .
14 For our purposes, the precise embedding of T into R d is not important and the mapping 15 Ψ j associated to G j is not emphasized. Due to the disjointness of the sets G j in Defini-16 tion 1.2, the tube formulas require only those properties of fractal sprays which depend 17 either on the geometry of the generator G or on the scaling ratios j .
18
In particular, for the generator G, we will require that the inner parallel volume of G 19 admit a Steiner-like formula (Definition 2.1); that is, it can be represented as a 'polynomial' 20 in ε where the coefficients are allowed to depend on ε. The Steiner-like condition should 21 not be viewed as a restriction on the class of allowed generators G but as a choice of 22 the representation of its inner parallel volume. In particular, Steiner-like representations 23 are not unique. For the fractal string L, we assume that it is languid or strongly languid 24 (Definition 3.3 or Definition 3.4), which is similar to the assumptions made in previous 25 tube formula results. In the case of self-similar tilings, these languidity assumptions are 26 always satisfied. We describe these conditions in detail in the following sections.
27
Remark 1.3. Without loss of generality, and in contrast to [LaPe2, LaPe3, Pea, PW] , we 28 make a normalization assumption on the fractal string, for the remainder of the paper: 29 1 = 1. This assumption imposes no restrictions on the class of fractal sprays, but will simplify 30 the exposition greatly. It amounts to choosing the largest connected set in the spray as the 31 generator (or one of them, if there is not a unique largest set). Also, instead of thinking 32 of the numbers j as distances (as in [LvF2] , where the terms in a fractal string represent 33 usually lengths of subintervals of R), we think of them as scales or scaling ratios. Thus, 34 1 is the scaling factor of the identity mapping I : R d → R d , in accord with the original 35 definition of fractal sprays given in [LaPo2] (see also [LvF2] ) and the interpretation in 36 terms of self-similar tilings discussed in Section 5 and in [LaPe3, PW, Pea] . 37 1.1. Tube formulas and classical geometry. To motivate our theorems, we give a brief 38 description of tube formulas in geometry. Such formulas have myriad applications in con-39 vex, integral and differential geometry and have roots in the results of Steiner [Ste] (when 40 A is convex) and Weyl [Wey] (when A is a smooth submanifold). For connections to con-41 vex and integral geometry, see [KR, Sch2] , and for connections to differential geometry, 42 see [BG, Gra] . For a bounded set A ⊆ R d and ε ≥ 0, we denote the ε-neighborhood (or Sometimes A ε is referred to as a "collar" in the literature. Note that some authors include 3 the set A in A ε , but we have instead excluded A from A ε . In particular, A ε is not a neigh-4 borhood of A in the topological sense.
5
The Steiner formula is a foundational result of convex geometry which states that the 6 tube formula of any compact convex subset of R d is a polynomial in ε. volume of K ε is given by 6) where the coefficients V k (K) depend only on the set K, and α j is the volume of the unit ball 10 in R j .
11
Note that formula (1.6) can be extended to invariants which is, in a sense, complete. Some of them have a simple direct interpretation.
15
In particular, V d is the volume of K and V d−1 is half the surface area of its boundary (pro-16 vided K has interior points); furthermore, V 1 is, up to a normalization constant, the mean 17 width of K, while V 0 is its Euler characteristic. For nonempty convex sets K, V 0 is always 18 equal to 1. See [Sch2, Section 4.2] for further details.
19
When the set K is sufficiently regular (i.e., when its boundary is a C 2 surface), the 20 coefficients V k (K) can be given in terms of curvature tensors, and the Steiner formula there is some δ > 0 such that any point x ∈ R d with dist(x, K) < δ has a unique metric 26 projection p K (x) to K; i.e., there is a unique point p K (x) in K minimizing dist(x, K). The 27 supremum of all such numbers δ is called the reach of K.
28
The intrinsic volumes V k (K) turn out to be the total masses of the curvature measures: ator(s) of the fractal spray. In Section 3, we define a zeta function associated to a fractal 7 spray T , which will allow us to derive a pointwise tube formula for T in Section 4. In
8
Section 5, we obtain the tube formula associated with a self-similar tiling (an important 9 special case of a fractal spray). Several examples are discussed in Section 6. In Section 7, 10 we give the detailed proof of the main theorem (Theorem 4.1), the pointwise tube for-11 mula for fractal sprays, as well as of Corollary 5.9, the fractal tube formula for self-similar 12 tilings. Finally, in Section 8, we discuss the relation with previously obtained tube formulas 13 and give some possible directions for future research.
14 2. Steiner-like formulas for generators.
15
In this paper, we consider the interior of a set instead of its exterior, as discussed in 16 Section 1.1. However, our primary requirement of a generator is that it has a similar (in-17 ner) tube formula; see Definition 2.1 below and also Section 1.1 for motivation of the 18 nomenclature.
19
For a nonempty and bounded open set G ⊆ R d , let g = ρ(G) denote its inradius; that is, 20 the radius of the largest open ball contained in G. It is clear that g is always positive and 21 finite. In case G is the generator of a fractal spray T , we have
for the inradii of the components G j of T .
23
It will be useful to write the inner parallel volume V(G, ε) of the set G ⊆ R d as a 24 "polynomial-like" expansion in ε of degree at most d. More precisely, we have the follow-25 ing definition.
26
Definition 2.1. An (inner) Steiner-like formula (or a Steiner-like representation of the 27 tube formula) for a nonempty and bounded open set G ⊆ R d with inradius g = ρ(G) is an 28 expression for the volume of the inner ε-parallel sets of G of the form
where for each
Remark 2.2 (The choice of the coefficient functions κ k (G, ε)). Note that a representation 32 of the form (2.2) always exists. For example, one can always take a trivial representation 33
Another, slightly less 34 trivial, representation is given by letting
For 35 brevity, we may use the term "Steiner-like generator/set" to indicate that a fixed like representation for the tube formula is intended, and write "tube formula" for "inner 37 tube formula".
38
We have in mind nontrivial representations of the volume function, in which the coef-39 ficients allow interpretations in terms of curvature. Clearly, not every representation can 40 have such an interpretation, and so some uniqueness condition will be needed to character-1 ize the correct one for this purpose. However, this is not our aim here (this issue shall be 2 addressed in a forthcoming paper by the same authors). For the main results of this paper, 3 the tube formulas for fractal sprays (and tilings), we make no assumptions on the genera-4 tors. In fact, our theorems provide many tube formulas for the same spray -one for each 5 choice of a Steiner-like representation for the generators. Our formulas should be seen as 6 a general tool to transfer a given representation of the volume function of a generator into 7 a tube formula for the generated sprays. We do not yet know what the canonical choice of 8 the representation for the generator is, but our approach seems flexible enough to contain 9 it. It seems that a reasonable strategy would be to choose the coefficients as "constant as 10 possible". It is likely that some integrals of the support measures of [HLW] could provide 11 the coefficients of some canonical representation.
12
Remark 2.3 (Monophase and pluriphase generators). As noted above, the coefficients in the 13 expansion (2.2) are clearly not unique. However, if a set G has a Steiner-like representation 14 with constant coefficients 4) as is seen in the following proposition. Here and henceforth, k j denotes the k th power of j .
4
Proposition 2.5. Let T = {G j } be a fractal spray on a generator G with a given like representation as in (2.2). Then the inner tube formula of each set G j has a Steiner-like 6 representation in terms of the same coefficients:
Proof. The motion invariance and homogeneity of Lebesgue measure implies that for each 
, and the Steiner-like representation (2.5) follows. Note that the 11 coefficients κ k (G j , ·) of G j clearly inherit the boundedness properties from the coefficients 12 κ k (G, ·) of G.
13
In the sequel, we will always work with the coefficient functions of the sets G j chosen 14 according to (2.4). Proposition 2.5 ensures this choice is always possible.
15
Up to this point, the coefficient functions κ k (G, ·) in a Steiner-like formula for G have 16 been defined only for 0 < ε ≤ g = ρ(G). For k = 0, 1, . . . , d, we define κ k (G) := κ k (G, g) 17 and then extend κ k (G, ε) to ε ∈ (g, ∞) as constant functions with this value:
(2.6) Note that (2.2) need not hold for ε > g and so we have the freedom of the choice (2.6). We 19 emphasize that this choice is vitally important for the tube formulas in Theorem 4.1 and its 20 corollaries below to be correct.
21
Note that, for ε = g, equation (2.2) implies that the d-dimensional Lebesgue measure of 22 G satisfies
3. Zeta functions and complex dimensions
24
We will require certain mild hypotheses on the fractal string L which gives the scaling 25 of the spray T . These conditions are phrased as growth conditions on a zeta function 26 associated with L, within a suitable window, as defined just below. 
Moreover, in the special case when ζ L has a meromorphic continuation to all of C, we In practice, W will be a window (the part of C to the right of a screen S ) as in Definition . t ∈ R}, the graph of a function with the axes interchanged.
13
Here and henceforth, we denote the imaginary unit by i := √ −1. We let
. s ∈ S }, and (3.3)
The screen is thus a vertical contour in C. The region to the right of the screen is the set 15 W, called the window:
For a given string L, we always choose S to avoid D L and such that ζ L can be meromor-
17
phically continued to an open neighborhood of W. We also assume that sup S ≤ D, that is,
18
S (t) ≤ D for every t ∈ R.
19
Definition 3.3. The fractal string L is said to be languid if its associated zeta function 20 ζ L satisfies certain horizontal and vertical growth conditions. Specifically, let {T n } n∈Z be a
21
sequence in R such that T −n < 0 < T n for n ≥ 1, and
For L to be languid, there must exist constants γ ∈ R and c > 0, and a sequence {T n } as 23 described in (3.6), such that:
24
For all n ∈ Z and all α ≥ S (T n ),
and for all t ∈ R, |t| ≥ 1,
In this case, L is said to be languid of order γ .
27
Definition 3.4. The fractal string L is said to be strongly languid of order γ and with 28 constant A iff it satisfies L1 and the following condition L2 , which is clearly stronger than
29

L2:
30
There exists a sequence of screens S m for m ≥ 1, t ∈ R, with sup S m → −∞ as m → ∞,
31
and with a uniform Lipschitz bound, for which there exist constants γ ∈ R and A, c > 0
for all t ∈ R and m ≥ 1.
1
By saying "ζ L is languid", we mean just that L is languid. In the rest of this paper,
2
T is assumed to be a fractal spray with a generator G ⊆ R d , scaled by the fractal string [LaPe3], but we need to modify the definition in order to extend it to the case when the 5 generators are not monophase; thus, the following definition is new.
6
Definition 3.5. The tubular zeta function ζ T of the fractal spray T is defined by
for every ε ∈ (0, ∞) and for each s ∈ C such that the sum converges absolutely. As in
8
Definition 3.1, we will henceforth abuse notation and use ζ T (ε, s) to mean a meromorphic 9 extension of the function defined by the formula (3.7), as convenient.
10
Note that by (2.7), (3.1), and Proposition 2.5, for ε ≥ g, one has Proposition 3.6. If D is the abscissa of convergence of ζ L , then for all ε > 0, the series in 31 (3.7) defining ζ T (ε, s) converges absolutely for any fixed s ∈ C\{0, 1, . . . , d} with Re s > D. 32 More generally, suppose ζ L is meromorphic in a connected open set Ω containing {Re s > 33 D}. Then for all ε > 0, the function ζ T (ε, · ) is meromorphic in Ω and each pole ω ∈ Ω of 34 ζ T (ε, · ) is a pole of ζ L or belongs to the set {0, 1, . . . , d}.
35
Proof. Fix ε > 0. Upon expanding (3.7) of Definition 3.5 and interchanging the sums, the 1 tubular zeta function becomes
It is clear that the second term on the right-hand side of (3.9) is convergent for s as in the 3 hypotheses, so it remains to check that the first term is similarly convergent for each k.
4
Since ε is fixed and j 0, define J = J(ε) to be the index of the last scale greater than 5 ε:
At the end of (3.10), "∨0" indicates that
for all j > J, by (2.6), and so
Observe that the first sum on the right-hand side of (3.11) is entire, as a finite sum of the 9 entire functions c x x s , and that the second sum on the right-hand side of (3.11) converges 10 absolutely exactly where ζ L does; that is, for Re s > D.
11
Justification of the claims of meromorphicity are obtained by parallel reasoning; the 12 decomposition (3.11) shows that, except possibly for {0, 1, . . . , d}, the tubular zeta function 13 is meromorphic precisely where the scaling zeta function is. Tube formula with error term. If ζ L is languid of order γ < 1 for some screen S for 1 which S (0) < 0 (so that W contains the integers {0, 1, . . . , d}), then for all ε > 0,
where the error term R (given explicitly in Remark 4.3 below) is estimated by
Tube formula without error term. If ζ L is strongly languid of order γ < 2 and with 5 constant A > 0, then the choice W = C for the window is possible in (4.1), implying that 6 the error term R(ε) vanishes identically for all 0 < ε < min{g, A −1 g}. and generalize them in several respects; see Section 8.1. We will give the rather lengthy 9 proof of Theorem 4.1 in Section 7.1. For a description of one of the main new ideas and 10 techniques, we refer the reader to Remark 7.1.
Note that the tube formula without error term is an exact pointwise formula. For this 12 result, one must assume that the sequence of screens {S m } ∞ m=1 of Definition 3.4 satisfies 13 S m (0) < 0 for each m. However, there is no loss of generality because sup S m → −∞.
14
The following result is really a corollary of the proof of the first part of Theorem 4.1. 15 For this reason, its short proof is provided in Section 7.1.9 at the very end of Section 7.1.
16
Corollary 4.2 (The monophase case). If, in addition to the hypotheses of the first part 17 of Theorem 4.1, we assume that G is monophase, then the tube formula with error term 18 remains valid (with the same error estimate), without the restriction that S (0) < 0, provided 19 this hypothesis is replaced by the much weaker condition that the screen S avoids the 20 integers 0, 1, . . . , d. Hence, in particular, it still holds for a screen S that is arbitrarily 21 close to the vertical line Re s = D. Moreover, the error term R is given by (4.3) (or (4.2)).
22
Remark 4.3. The error term R in formula (4.1) in Theorem 4.1 is explicitly given by
The integrand in formula (4.2) will be called the tail zeta function of T and denoted by 24 ζ T,tail (ε, s) in Section 7; see, in particular, Section 7.1.1 and equation (7.4). The function 25 ζ T,tail (ε, s) is one part of the head-tail splitting of the tubular zeta function ζ T (ε, s) employed 26 in the proof of Theorem 4.1. In the situation of Corollary 4.2, one has ζ T,tail = ζ T and thus 27 the error term R is equivalently given by , it 32 is important to be able to drop the assumption that S (0) < 0, as in Corollary 4.2. How-33 ever, this generalization poses technical challenges for the case of more general (i.e. non-34 monophase) generators. In the monophase case, in contrast, our tube formulas enable us 35 to derive results on the Minkowski measurability of fractal sprays. For example, for a 36 self-similar tiling T (as discussed in Section 5 below), let us denote
Assume that Γ D (G) 0 and (in the lattice case) that Γ D+imp (G) 0 for some m ∈ Z \ {0}. 
with residues res ζ L (s); D given by (5.15). In the lattice case, T has average Minkowski 7 content given by (4.5), with residues res ζ L (s); D as in (5.14). 
21
Remark 4.6. Define T := ∞ j=1 G j and let T −ε be as defined in (1.1). Note that homogeneity
22
of Lebesgue measure gives
and hence the tube formula (4.1) expresses the fact that the measure of the complement of 
In this case, O is called a feasible open set for {Φ 1 , . . . , Φ N } (or F), cf. [Hut, Fal, BHR] .
1
A self-similar set F satisfying OSC is said to be nontrivial, if there exists a feasible Then F is nontrivial if and only if F has Minkowski dimension (or equivalently, Hausdorff 10 dimension) strictly less than d.
11
All the self-similar sets F considered in this paper will be assumed to be nontrivial, and 12 the discussion of a self-similar tiling T implicitly assumes that the corresponding attractor 13 F is nontrivial (and satisfies OSC).
14 Denote the set of all finite words formed by the alphabet {1, . . . , N} by
For any word w = w 1 w 2 . . . w n ∈ W, let r w := r w 1 · . . . · r w n and Φ w := Φ w 1 • · · · • Φ w n . In 16 particular, if w ∈ W is the empty word, then r w = 1 and Φ w = Id. 
We order the words w (1) , w (2) , . . . of W in such a way that the sequence { j } ∞ j=1 given 21 by j := r w ( j) , j = 1, 2, . . ., is nonincreasing. It is clear that a self-similar tiling is thus a 22 collection of fractal sprays, each with fractal string L = { j } ∞ j=1 and a generator G q , q ∈ Q. 23 In this context, the mapping Ψ j appearing in Definition 1.2 corresponds to Φ w ( j) .
24
The terminology "self-similar tiling" comes from the fact (proved in [PW, Theorem 5.7] 
Remark 5.3 (Tube formulas for self-similar sets). In [PW, Theorem 6.2], precise conditions 28 are given for when the tube formula of a self-similar tiling can be used to obtain the tube 29 formula for the corresponding self-similar set, the attractor F; recall from (1.5) that for a 30 
for all ε ≥ 0, (5.6) if and only if the following compatibility condition is satisfied:
In this case, the tube formula for the self-similar set F can be obtained simply by adding 2 to V(T , ε) the (outer) tube formula λ d (K ε ) as in (1.6) (although note that in the present (5.7) will not be assumed in the remainder of the paper.
7
From now on, let T = T (O) be a self-similar tiling associated with the self-similar
and the generator G. We refer to the fractal F as the self-similar set as-9 sociated to T . For the same reasons as described in the first paragraph of Section 4, we 
For the remainder of this paper, we let 14 Remark 5.6. It follows from [LvF2, Theorem 3.6] that in the lattice case (i.e., when r n = 15 r k n , n = 1, . . . , N, for some 0 < r < 1 and positive integers {k n } (5.14)
In the nonlattice case, D is simple with residue
Note that (5.15) is also valid in the lattice case. Proposition 5.5 and the contents of this re-22 mark are used when applying Theorem 5.7 and Corollary 5.9 to the examples in Section 6. 23 5.1. Exact pointwise tube formulas. The following result is a consequence of the strongly 24 languid case of Theorem 4.1 when applied to self-similar tilings.
25
Theorem 5.7 (Exact pointwise tube formula for self-similar tilings). Assume that T is a 26 self-similar tiling with generator G ⊆ R d , and that a Steiner-like representation has been 27 chosen for G as in (2.2). Then for all ε ∈ (0, g), to show that ζ L is strongly languid of some order γ < 2 with constant A = r N . Indeed, in 30 view of (5.8) and (5.9), ζ L is strongly languid of order γ = 0 < 2 with constants A = r N 31 and C = 1 > 0, as in Definition 3.4: formula: 21) and J(ε) := max{ j ≥ 1 .
where c ω is as in (5.19) and c k (ε) := c k + e k (ε) with c k and e k (ε) as in ( 5.20) Corollary 5.9, assume that G is monophase. Then, for all 0 < ε < g, we have the pointwise 31 tube formula for self-similar tilings: 5.2. Pointwise tube formulas with error term.
13
Theorem 5.12 (Pointwise tube formula with error term for self-similar tilings). Assume 14 that T is a self-similar tiling with generator G, and that a Steiner-like representation for 15 G has been chosen. Let S be a screen such that S (0) < 0 (so that all integer dimensions 16 are visible) and let W be the associated window. Then for all ε > 0, 24) where the error term R(ε) is given explicitly as in (4.2) and satisfies R(ε) = O(ε d−sup S ), as 18 ε → 0 + .
19
Moreover, if G is monophase, then this same conclusion holds without the assumption 20 that S (0) < 0, as long as S avoids the set {0, 1, . . . , d}.
4 In addition, R(ε) is equivalently 21 given by (4.3) in this case.
22
Proof. This follows immediately from the first part of Theorem 4.1, since the proof of 23 Theorem 5.7 implies ζ L is languid of order γ = 0 < 1 along any screen S . When G 24 is monophase, the latter claim follows from Corollary 4.2. Finally, it follows from the 25 second part of Remark 4.3 that in the monophase case, R(ε) is equivalently given by (4.2) 26 or (4.3).
27
The following result is the exact counterpart of Corollary 5.9 (or of Corollary 5.10 when 28 G is monophase).
29
Corollary 5.13 (Fractal tube formula with error term). Assume, in addition to the hypothe-30 ses of Theorem 5.12, that the visible poles of the tubular zeta function are simple (which 31 implies that D L (W) and {0, 1, . . . , d} are disjoint). Then for all ε > 0, 25) where the error term R(ε) is as in (4.2) and c ω , c k , e k are as in (5.19)-(5.21).
33
4 In particular, this allows for a screen S which lies arbitrarily close to the vertical line Re s = D.
Figure 6.1. The Koch curve tiling.
Moreover, if G is assumed to be monophase, then (5.25) holds for any screen which 1 avoids the set {0, 1, . . . , d}, and the formula takes the simpler form 26) with the error term R(ε) as in (4.3).
3
Proof. This follows from Theorem 5.12 by the same methods as in Corollary 5.9 (or Corol-4 lary 5.10, when G is monophase).
5
Remark 5.14. The significance of the assumption S (0) < 0, and more importantly, the need 6.1. The Cantor carpet tiling. We consider the self-similar tiling associated to the Carte-34 sian product C × C ⊆ R 2 of the ternary Cantor set C with itself; see Figure 6 .6. By abuse of
(G) Figure 6 .2. The Sierpinski gasket tiling. Figure 6 .4. The pentagasket tiling has multiple generators: one equilateral pentagon and five isoceles triangles.
Figure 6.5. The Menger sponge tiling has a Steiner-like generator which is neither convex nor pluriphase; see the computations for the Cantor carpet in Section 6.1, for which the Menger sponge is a 3-dimensional analogue.
notation, we denote the associated self-similar tiling by C 2 . The fractal C ×C is constructed 1 via the self-similar system defined by the four maps
with common scaling ratio r = where [x] is the integer part of x.
The Cantor carpet tiling C 2 is discussed here because it has a generator G which is not 6 monophase (and not even pluriphase), as seen in Figure 6 .7 and formula (6.2). The inradius 7 of the generator is g = ρ(G) = /(3 √ 2), where is the side length of the initial square (we 8 set = 1 in the sequel), and the relevant partition of the ε-interval (0, g] is Figure 6 .6. The Cantor carpet tiling C 2 .
Figure 6.7. The generator of the tiling C 2 is not pluriphase.
The tube formula for the generator of this tiling is given by the following Steiner-like 1 (but clearly not pluriphase) representation:
Here, for ε 1 < ε ≤ ε 2 , the constant term 8g 2 = 4 9 in (6.2) gives the area of the four 3 "protrusions" of G which are completely contained in G −ε . By (6.2), we can take the
Note that according to (6.3), each function κ k (G, ε) has a discontinuity at g/ √ 2 but is 7 analytic on each of the two intervals of the partition. Hence, it is piecewise analytic on From (6.1), the scale 1 3 k appears with multiplicity 4 k , for k = 0, 1, 2, . . . , so the scaling zeta function is
Figure 6.8. The U-shaped example U discussed in Section 6.2. Finally, we have the disjoint union D T = D L ∪ {0, 1, 2}. All that remains is the substi-3 tution of the above quantities into the formula given in Corollary 5.9. We obtain
where J(ε) := max{ j ≥ 1 . similar. In each case, the only complication is to obtain the tube formula for the generator.
7
Observe that T is a lattice tiling in the sense of Proposition 5.5. is a modification of the Sierpinski carpet obtained by removing one contraction mapping 10 from the self-similar system, and composing some of the remaining mappings with ro-11 tations of ±π/2. The generator G = G 1 of U from Figure 6 .8 provides an example of 12 why it is useful to remove the requirement that lim ε→0 + κ k (G, ε) exists from Definition 2.1 13 (Steiner-like) 5 ; see Figure 6 .9. gives the index m = m(ε) for which ε ∈ I m .
3
In this example, V(G, ε) satisfies a recurrence relation (see the left-hand side of Fig-4 ure 6.10) given for ε ∈ I 1 by
The generator G is a union of countably many rectangles whose interiors are disjoint; "solid" in Figure 6 .10) is given by the volume of
6.3. A binary tree. In this section, we consider the example of a binary tree embedded 10 in R 2 in a certain way. This example shows how a very slight modification can change a 11 monophase generator to a pluriphase generator, and also how one can compute the tube for-12 mula for a set which is not a self-similar fractal (but which does have some self-similarity 13 properties).
14 Consider the fractal sprays depicted in Figure 6 .11. Each of these figures is formed by 15 an equilateral triangle whose top vertex is the point ξ = (1/2, √ 3/2) and whose base is Figure 6.11. The two binary trees discussed in Section 6.3. The lefthand one has a monophase generator and scaling ratios of the form j = 3 − j ; the right-hand figure has a pluriphase generator and scaling ratios of the form j = 4 − j . Figure 6 .12. The first three stages of the construction of the Apollonian packing for three circles with equal radii. The associated fractal spray does not include the outermost circle.
Figure 6.13. The action of the Apollonian group on a configuration of 4 circles. Apollonius' Theorem states that given any three mutually tangent circles C 1 , C 2 , C 3 , Let a = (a 1 , a 2 , a 3 , a 4 ) be the 4-tuple whose entries are the reciprocal radii (i.e., the 
Thus, if we start with three circles of radius a −1 Figure 6 .12, then 5 the mutually tangent circle which encloses them will have radius a
For a starting configuration of four mutually tangent circles where one has negative cur-7 vature (so it encloses the other four), as in the top of Figure 6 .13, one can use the Apollonian 8 group (a subgroup of SL 4 (Z) generated by matrices A 1 , A 2 , A 3 , A 4 ) to geometrically obtain 9 the other circles of the packing. Beginning with the configuration a = (a 1 , a 2 , a 3 , a 4 ), one 10 replaces a circle C i with C i (its reflection with respect to the other three) and the new inra-11 dius is obtained from the corresponding matrix multiplication. For example, swapping the 12 first circle C 1 with its reflection C 1 yields a = (a 1 , a 2 , a 3 , a 4 ) = (a 1 , a 2 , a 3 , a 4 )A 1 , where 13 1/a 1 is the inradius of the new circle C 1 .
14 Consequently, the scaling zeta function ζ L may be determined by collecting (with the is the matrix product corresponding to w = i 1 i 2 . . . i n ∈ W n . If G is a disk of radius r, then 18 it has inner tube formula
This example has a monophase generator with coefficients κ 0 = −π and κ 1 = 2π, when 20 r = g = ρ(G) = 1.
21
Given the radii of four mutually tangent circles (one of which contains the other three), 
34
We are hopeful that the methods of this paper will assist in the study of the Minkowski di-35 mension of such objects. Moreover, the determination of the complex dimensions of an
36
Apollonian packing is an interesting and challenging problem. The proof of Theorem 4.1 is divided into several steps. We begin with a discussion intended 3 to motivate and explain the approach.
4
Remark 7.1 (The philosophy behind the head and the tail). A technical part of the proof 5 of Theorem 4.1 is inspired by the proof of the pointwise explicit formulas given in [LvF2,
6
Chapter 5 and Section 8.1.1]. The main idea underlying the proof, however, is new and 7 relies on the notions of "head" and "tail".
8
In Section 7.1.1, we will split the tubular zeta function into a finite sum, which we call 9 the head, and an infinite sum, which we call the tail (denoted by ζ T,head and ζ T,tail , respec-10 tively); see (7.4). Similarly, we will split the tube formula into corresponding finite and 11 infinite sums (V head and V tail , respectively); see (7.15) . This decomposition will allow us 12 to avoid repeating the same type of argument as appears in the proof of Proposition 3.6, 13 in several different instances. In particular, the decomposition into "head" and "tail" pro-14 vides a technical device which allows us to use the Heaviside function as expressed in 15 Lemma 7.4.
16
The "head" and "tail" decomposition is justified by the observation that for every fixed 17 J ∈ N, the complex dimensions of a fractal string L = { j } ∞ j=1 do not depend on the first 18 J scaling ratios 1 , . . . , J . This is the idea underpinning Proposition 3. for each s ∈ Ω, the truncated zeta function ζ L J is meromorphic in Ω and a point ω ∈ Ω 24 is a pole of ζ L if and only if it is a pole of ζ L J . Moreover, the residues of ζ L and ζ L J at 25 ω obviously coincide. The same applies if the first scaling ratios are changed instead of 26 omitted.
27
In addition to being technically useful, the "head and tail" decomposition helps one 28 understand the conceptual difference between the contributions made to the tube formula 29 by the integer and scaling dimensions, and the origin of the error term. Indeed, the bulk of 30 the proof of Theorem 4.1 lies in showing that V head is given by the residues of ζ T,head (ε, s) 31 at the integer dimensions, and V tail is given by the residues of ζ T,tail (ε, s) at the scaling 32 dimensions; cf. (7.16) and (7.17). 
(7.1) This function measures the error of replacing the k th coefficient function κ k (G, · ) by the 36 constant κ k (G). Note that f k (ε) = 0 for ε ≥ g and that in case κ k (G, · ) is constant, f k ≡ 0.
37
By employing the functions f k defined above, the tubular zeta function ζ T can be rewrit-38 ten in a more convenient way (see Definition 3.5):
In the second term, it is now possible to separate the scaling zeta function ζ L , since the 1 sum over k does not depend on j any longer. Moreover, according to the fact that j → 0 2 as j → ∞, the first sum is taken only over finitely many integers j, namely, those indices 3 for which j g > ε.
(In fact, it is the finiteness of the first sum which ensures that the 4 expression on the right-hand side in (7.2) converges absolutely exactly when the series 5 defining ζ T does. Hence, (7.2) (as well as (7.4) below) holds for all ε > 0 and all s ∈ C 6 such that the second sum converges.) Set (7.3) and recall that J = J(ε) is the largest index such that ρ J > ε, cf. (3.10). Obviously, ρ j is 8 the inradius of the set G j = Ψ j (G) and
Interchanging the order of summation in the first term of (7.2), and making use of (2.7),
10
we conclude that the tubular zeta function is given by In combination with the splitting in (7.4), Proposition 3.6 yields the following result. s ∈ W), the meromorphic continuation of ζ T (ε, · ) to Ω is given by
Here, ζ T,head (ε, · ) is given by
which is meromorphic in all of C, with poles in {0, 1, . . . , d}, where f k is as in (7.1) and .10), while the meromorphic continuation of
where ζ L (s) denotes the meromorphic continuation of ∞ j=1 s j , as usual.
26
6 It may be useful to keep in mind that even though J = J(ε) is finite for every ε > 0, it tends monotonically to ∞ as ε → 0 + , since j decreases monotonically to 0. for each ω ∈ D L (W) \ {0, 1, . . . , d}, since ζ T,head (ε, s) is holomorphic on C \ {0, 1, . . . , d}.
3
(i) In the case when ω ∈ D L (W) \ {0, 1, . . . , d} is a simple pole of ζ T (ε, · ) (and hence also 4 a simple pole of ζ L ),
(ii) In the case when ω = k ∈ {0, 1, . . . , d}, we have formulas (7.7) and (2.7) imply that and then (7.1), we can use (7.3) to write
Recall that the sum over j in the first two terms is finite for each fixed ε > 0 and that 20 the number of terms is given by J = J(ε). Therefore, in both terms, the sums can be 21 interchanged. In the third term, the homogeneity of the d-dimensional Lebesgue measure 22
.
( 7.15) 7.1.3. Outline of the remainder of the proof of the tube formula. In light of (7.15), the tube 1 formula (4.1) of Theorem 4.1 will follow upon verification of the following two assertions:
res ζ T,head (ε, s); s = ω + R head (ε) , and (7.16) (7.17) where the error terms R head and R tail are given by
res ζ T,head (ε, s); s = k , and (7.18) (7.19) respectively. (Here [x] denotes the integer part of x.) Indeed, the assumption S (0) < 0 4 implies immediately R head ≡ 0 and, by (4.2), we have R(ε) = R tail (ε). Therefore, if the 5 formulas (7.16) and (7.17) hold, then since ζ T (ε, s) = ζ T,head (ε, s) + ζ T,tail (ε, s) by (7.4), it 6 follows from (7.15) that
and we obtain the tube formula (4.1), with R(ε) given as in formula (4.2):
Observe that in light of (7.4), the integrand ζ T,tail (ε, s) coincides with that of (4.2).
9
We note that in order to complete the proof of Theorem 4.1, we will still have to establish 10 that the error term R tail (ε) (which coincides with the full error term R(ε), since R head (ε) ≡ 0,
11
as noted in (7.20)) satisfies the asymptotic estimate
languid case) and that R tail (ε) = 0 for all 0 < ε < min{g, A −1 g} (in the strongly languid 13 case). This will be accomplished, respectively, in Section 7.1.7 and Section 7.1.8.
We will establish independently (in Section 7.1.4 and Section 7.1.6, respectively) that 1 V head (T , ε) can be expressed as a sum of residues of ζ T,head (ε, s) (as given by (7.16)) and 2 V tail (T , ε) as a sum of residues of ζ T,tail (ε, s) (as given by (7.17)). While ζ T,head (ε, · ) is mero- dimensions not contained in W. The derivation of the second part is more involved. It uses 10 techniques similar to those used in the proof of [LvF2, Theorem 8.7], the pointwise tube 11 formula for (1-dimensional) fractal strings. Here, it is necessary for L to be languid (for 12 the first part of Theorem 4.1) or strongly languid (for the second part). 7.1.4. Proof of (7.16). The residue of ζ T,head (ε, s) at s = k ∈ {0, 1, . . . , d} is given by 14 formula (7.11) in Theorem 7.2. Observing that the k-th term of V head (T , ε) in (7.15) has 15 exactly the same expression, we conclude that
For a fixed screen S (and a corresponding window W) such that S (0) {0, . . . , d}, we can 17 split this sum into two parts, according to whether k is contained in the interior of W or in 18 the complement W c . Since ζ T,head (ε, · ) has no poles outside the set {0, . . . , d}, we can safely 19 extend the first sum to include the residues at all complex dimensions visible in W. Thus
where the second sum is R head (ε) (as defined in (7.18)). This completes the proof of (7.16). 21 We note that in the first part of Theorem 4.1, the assumption S (0) < 0 for the screen 22 ensures that R head ≡ 0. In Corollary 4.2, where this assumption is dropped, we also have 23 R head ≡ 0, but for a different reason; indeed, in the monophase case, ζ T,head (ε, s) itself 24 vanishes identically. In the general case (which is not treated in this paper), when the 25 integer dimensions may not all be visible (i.e., S (0) > 0) and when G is not necessarily 26 monophase, the error term R head will have to be taken into account; see also Section 8.4. 27 7.1.5. The Heaviside function. Before continuing on to the proof of (7.17), we need to 28 make some remarks on a certain useful form of the Heaviside function H : R → {0, 1}, 29 which is defined (as in [LvF2, (5.10)]) by
Following the proof of [LvF2, Theorem 8.7], we will exploit the following integral 31 representation of the Heaviside function, which comes from number theory [Dav, p.105] where the absolute value of the error term E is bounded by
It is now easily seen, that, for arbitrary fixed values x, y, c > 0, the error term E = E(T ) 4 vanishes as T → ∞. Since this is true for all x, y, c > 0, the result follows. 7.1.6. Proof of (7.17). The proof of this part follows roughly the lines of the proof of LvF2, Theorem 8.7] . One can rewrite the expression of V tail (T , ε) in (7.15) as
(7.25)
For k = 0, 1, . . . , d − 1, denote the expression within the parentheses of (7.25) by v k (ε).
8
Using the Heaviside function as defined in (7.21), we write
Note that, in case ε = ρ j for some j, the corresponding j th term in the sum on the right-hand 10 side of (7.26) is
, which equals the value given by the left-hand side of (7.26). 
Substituting s = t + k in the first integral and s = d − t in the second one, we get
Combining these integrals, one sees that (7.26) can be rewritten as follows: (7.27) This last integral converges absolutely, which is seen as follows. Since c was chosen 
Note that the last expression is finite because c was chosen such that c > D, where D 2 is the abscissa of convergence of ζ L . It follows that the integrand in (7.27) is absolutely 3 integrable and it is safe to interchange the order of summation and integration. Hence
where the sum
Inserting the derived expressions for
by (7.4). Since d is not a pole of ζ L , it is a simple pole of ζ T,tail (ε, · ) and (7.13) yields
(7.28) Therefore, we obtain
Now the machinery of the Residue Theorem can be applied. When pushing the line 9 of integration towards the screen S , we collect on the way the residues of the poles of 10 ζ T,tail (ε, · ) that lie between the line Re s = c and S (see the proof of [LvF2, Theorem 8.7] ). 11
The definition of the screen S and the window W imply that ζ L is meromorphic in W 12 and, since D < c, ζ L has no poles to the right of the vertical line Re s = c. Therefore, 13 by Theorem 7.2, any pole of ζ T,tail (ε, · ) in the region between Re s = c and S is either 14 contained in {0, 1, . . . , d − 1} or a pole of ζ L in W, i.e., an element of D T (W) \ {d}. Recall 15 that ζ T,tail (ε, · ) has another pole at d but, since d is not passed when pushing the line of 16 integration towards the screen, it does not occur again.
17
At this point, the languidness of ζ L comes into play. Using the sequence {T n } n∈Z of 18
Definition 3.3, we write V tail (T , ε) as a limit of truncated integrals:
If we now replace the vertical line segment C |n := [c + iT −n , c + iT n ] of integration by the 20 curve given by the union of the two horizontal line segments and the truncated screen S |n , 21 that is,
, and S |n := {S (t) + it : t ∈ [T −n , T n ]} with proper orientations, the Residue Theorem implies that the n th integral in (7.29) is
where D(W |n ) := D T (W) ∩ W |n is the set of (possible) poles of ζ T,tail (ε, · ) that lie inside 3 the region W |n bounded by the curves U |n , S |n ,ˆ |n and C |n . Hence, W |n is the "truncated 4 window" associated to the truncated screen S |n . The term R n (ε) is given by the integral
and U n (ε) andˆ n (ε) are the corresponding integrals over the segments U |n andˆ |n , respec-6 tively (traversed clockwise around W |n ). More precisely, U n (ε) is given by
and is absolutely bounded as follows:
According to the languidness condition L1 of Definition 3.3 and the hypotheses of the first 9 part of Theorem 4.1, there exist constants C > 0 and γ < 1, such that |ζ L (t + iT n )| ≤ C(T n + 10 1) γ . Moreover, |t − k + iT n | ≥ T n , for all k = 0, . . . , d − 1 and, similarly, |d − t − iT n | ≥ T n .
11
Hence we get
Since S (T n ) ≥ inf S , the integral in this expression is bounded by a constant independent 13 of n. Thus, there is a constant C 1 > 0, independent of n, such that
With similar arguments, one can show that the integralˆ n (ε) is absolutely bounded by 15 C 2 |T −n | −2 (|T −n | + 1) γ , for some constant C 2 > 0 independent of n. If we now take limits as 16 n → ∞, then T n → ∞ and T −n → −∞. Since γ < 1, this implies |U n (ε)| and |ˆ n (ε)| tend to 17 0 as n → ∞. show that the limit R tail (ε) := lim n→∞ R n (ε) exists and satisfies the asymptotic estimate 20 R tail (ε) = O(ε d−sup S ) as ε → 0 + , for which we utilize assumption L2 of Definition 3.3.
21
Recall from (7.30) and (7.4) that the integral R n (ε) is given by
where S (t) denotes the derivative of S at t. Note that, since S was assumed in Defini-1 tion 3.2 to be Lipschitz continuous with constant LipS , S (t) exists for almost all t ∈ R 2 and |S (t)| ≤ LipS at those points. Hence the integral above is well defined and absolutely 3 integrable, which is seen as follows: (7.33) where the number M(ε), defined by
is a uniform upper bound (in t) for the term
. Now we use the 6 languidness assumption L2, which states that there exist constants C > 0 and γ < 1 such 7 that |ζ s (S (t) + it)| ≤ C|t| γ for all |t| ≥ 1. Observe that, since the screen S avoids the poles 8 of ζ L , the expression |ζ s (S (t) + it)| is bounded on any finite interval for t. Therefore, L2
9 is equivalent to assuming that there are C 1 > 0 and γ < 1 such that |ζ s (S (t)
for all |t| ≥ t 0 , where t 0 is some arbitrary but fixed positive constant. (Simply choose C 1 11 sufficiently large.) Next, we describe how to choose t 0 . Since the screen S is assumed to be 12 Lipschitz continuous and to avoid the numbers {0, . . . , d} when passing the real axis, one 13 can find positive constants t 0 and r 0 such that |k − S (t)| ≥ r 0 for all |t| ≤ t 0 and k = 0, . . . , d. 14 (That is, in a tube of width t 0 around the real axis, the screen S has at least distance r 0 to 15 any of the lines Re s = k, for k = 0, . . . , d.)
16
Now, for the remaining integrals in the above expression (and n sufficiently large), we 17 split the interval of integration (T −n , T n ) into (T −n , −t 0 ) ∪ (−t 0 , t 0 ) ∪ (t 0 , T n ). In the first and 18 the third intervals, we use (the modified) condition L2 and, furthermore, that |d−S (t)+it| ≥ 19 |t| and |S (t) − k + it| ≥ |t| to see that, for k = 0, 1, . . . , d − 1,
and, similarly, that the k th integral over the interval (t 0 , T n ) is bounded by the constant 21
In the interval (−t 0 , t 0 ), |ζ L (S (t) + it)| is bounded by a constant, say M, |S (t) − k + it| ≥ 23 |S (t)−k| ≥ r 0 and, similarly, |d−S (t)+it| ≥ |d−S (t)| ≥ r 0 . Therefore, for k = 0, 1, . . . , d−1, 24
Observe that the derived estimates for the k th integrals are independent of k. Thus, putting 25 the pieces back together, we have that (7.33) is bounded above by (7.34) where
Consequently, R n (ε) is absolutely integrable 27 for each n and ε > 0. Moreover, since (7.34) converges to some finite value as n → ∞ 28 (because γ < 1), it follows that also R tail (ε) is absolutely integrable and thus integrable; 1 i.e., R tail (ε) is finite for each ε > 0. Hence, the error term R tail (ε) is given as claimed in 2 (7.19). Finally, note that W |n → W ∩ {Re s < c} and
This completes the proof of formula (7.17). 
where we used the inequality |S m (t)−k +it||d −S m (t)+it| ≥ |t| 2 . Moreover, we utilized that, 
independent of n and m, such that
For m sufficiently large (indeed, without loss of generality, for all m ≥ 1), we have S m (t) < 31 0 and so −S m (t) = |S m (t)|. Thus, provided that ε < A −1 g, we can bound the expression
, which is independent of t and 33 can thus be taken out of the integral. The remaining integral has a finite value for each n.
34
Letting now m → ∞, | sup S m | → ∞ and so |R m|n (ε)| vanishes.
When taking the limit as m → ∞, the expression U m|n (ε) extends to an integral over the 1 whole half-line (−∞ + iT n , c + iT n ] and L m|n (ε) to an integral over (−∞ + iT −n , c + iT −n ].
2
More precisely, U |n (ε) := lim m→∞ U m|n (ε) is given by
By exploiting the languidness condition L1 (which now holds for all t ∈ R) and the in-
there exists some constant C 2 > 0, independent of n and m, such that U |n (ε) is absolutely 6 bounded as follows:
The remaining integral is finite, provided that ε < g. Now, as n → ∞, |U |n (ε)| vanishes, for 8 each ε < g, and with completely analogous arguments, the same can be shown for |U |n (ε)|.
9
Hence the tail volume is given in the strongly languid case by (7.36) i.e., equation (7.17) holds without error term for ε < min{g, A −1 g}. This completes the 11 proof for the strongly languid case, and thus of all of Theorem 4.1. 12 7.1.9. Proof of Corollary 4.2. In the monophase case, we have f k (ε) = 0 for all ε > 0 and 13 for each k = 0, 1, . . . , d. Therefore, ζ T,head (given in (7.6)) vanishes identically, implying 14 R head ≡ 0 (by (7.18)) and thus V head (T , ε) = 0 for each ε > 0 (by (7.16)). Consequently, 15 by (7.15), V(T , · ) = V tail (T , · ). Since R tail (ε) = R(ε), cf. (4.2) and (7.19), the assertion 16 of Corollary 4.2 follows by observing that the assumption S (0) < 0 is not used in the 17 proof of (7.17) given in Section 7.1.6 and Section 7.1.7. It is only used to ensure that 18 the screen S avoids the integer dimensions 0, 1, . . . , d. Note that ζ T,head ≡ 0 also implies 19 ζ T = ζ T,tail . Hence, the error term R(ε) is equivalently given by the integral (4.3) in this 20 case, as explained in Remark 4.3. 
22
Before proceeding, we need to compute some residues. To this end, we introduce the 23 tubular zeta function for the generator G. In addition to being a useful technical device, it 24 reveals the structure of the residues of the tubular zeta function ζ T .
25
Definition 7.5. Let ζ G (ε, s) denote the tubular zeta function of the generator G, where G 26 is assumed to have a Steiner-like representation as in (2.2). It is defined exactly as ζ T (ε, s), 27 except that the associated fractal string is given by {ˆ j } ∞ j=1 withˆ 1 = 1 andˆ j = 0 for 28 all j ≥ 2. In other words, it is the tubular zeta function of the trivial fractal spray with 29 generator G.
30
Exactly as in (7.4), we write ζ G = ζ G,head + ζ G,tail , so that for s ∈ C, we have
with f k (ε) = κ k (G, ε) − κ k (G) defined as in (7.1) for k = 0, 1, . . . , d, and
To see why the second case of (7.37) should be true, consider the definition of ζ G,head in the 2 counterpart of (7.4) and suppose we define 40) which is in parallel to (3.10), upon inspection.
4
Observe that for every ε > 0, ζ G (ε, · ) is meromorphic in all of C, with poles con-5 tained in {0, 1, . . . , d}. Hence, the set of "complex dimensions" of G consists of the integer 6 dimensions {0, 1, . . . , d}, and all of these poles are simple.
7
Lemma 7.6 (Residues of ζ G ). For 0 < ε ≤ g, we have the following residues of ζ G :
Proof. In light of (7.37)-(7.39), each of
phic in all of C, with (simple) poles contained in {0, 1, . . . , d}, for 0 < ε ≤ g. To show 10 (7.43), simply use (7.38) and (7.39) to compute
using (2.7) to reach the last equality.
12
The following result will not be used in the sequel but may be helpful for the reader; it 13 provides a "residue formulation" of the given Steiner-like representation of G.
14 Corollary 7.7 (Exact tube formula for G). For all ε ∈ (0, g],
Proof. First, note that it follows from (7.41) and (7.1) that for 0 < ε ≤ g,
where we have used (2.2) in the last equality. Furthermore, by (7.42) and (7.43), we have
Since ζ G = ζ G,head + ζ G,tail , the result now follows by adding (7.45) and (7.46).
1
As an alternative proof of Corollary 7.7, one can obtain (7.44) by applying the second 2 part of Theorem 4.1 to the trivial fractal spray on G. However, we feel that the proof given 3 above is more edifying and more straightforward. ζ T (ε, s) denote the tubular zeta function of T , and let ζ T = ζ T,head + ζ T,tail be its head-tail 7 decomposition, as in Section 7.1.1. In light of (7.4), we deduce from (7.38) and (7.39) that 8 ζ T,tail factors as follows:
(7.47)
Furthermore, still by (7.4),
with f k as in (7.1) and J(ε) as in (3.10), as usual. Recall that J(ε) → ∞ monotonically as 11 ε → 0 + , since j decreases monotonically to 0 as j → ∞.
12
Remark 7.8. Observe that (7.48) is not at all the counterpart of the factorization given in 13 (7.47). Indeed, it clearly does not enable us to write ζ T,head as the product of ζ G,head and ζ L 14 (which would be false). This is the source of some difficulty if we wish to estimate the 15 residues of ζ T,head (ε, s) as ε → 0 + .
16
Lemma 7.9 (Residues of ζ T ). Fix ε ∈ (0, G]. Then:
is given by
7 the residue res ζ T,tail (ε, s); s = k is given by
(7.50) (iii) For ω = k ∈ {0, 1, . . . , d}, the residue res ζ T,head (ε, s); s = k is given by
with J(ε) as in (3.10) and f k as in (7.1). Proof. In light of the factorization formula (7.47), (7.49) follows from (7.38) and the fact 1 that, under the assumption of (i),
for ω ∈ D L \ {0, 1, . . . , d}, while (7.50) follows from (7.42)-(7.43) of Lemma 7.6. Note that ω is a simple pole of ζ L 3 in part (i), and hence it is at most a simple pole of ζ T,tail (ε, s); whence
from which (7.49) follows in light of (7.38). Since ω = k ∈ {0, 1, . . . , d} is a simple pole of
and hence (7.51) follows immediately from (7.48). Finally, as was already observed, the 7 poles of ζ T,head and ζ T,tail belong to {0, 1, . . . , d} and D T , respectively.
8
Remark 7.10. Note that Lemma 7.9 is valid for an arbitrary fractal spray satisfying the 9 hypotheses of the first part of Theorem 4.1, but without the assumption that S (0) < 0
10
(which is not necessary for Lemma 7.9 to hold). 
from which (5.18) follows. In (7.54), we have set
as in (7.39), so that c ω = M ω (G) res ζ L (s); s = ω /(d − ω) for ω ∈ D L , and applied
21
Lemma 7.9 to obtain the precise values of the residues of ζ T,head and ζ T,tail ; see (7.49)-(7.51).
22
In particular, this verifies (5.19). Note also that the residue of ζ T,tail (ε, s) at s = d and the 
1−s
which is precisely the function appearing in [LvF2, Thm 8.7] . Moreover, the complex 36 dimensions at which the residues are taken also coincide, except for the two integer di-37 mensions 0 and 1. However, the residue at 1 cancels for the same reasons as in hint (ii) 38 above, and one can show that the residue at 0 appears in the tube formula (4. are constant (and equal to κ k (G)). Consequently, the functions f k in (7.1) vanish identically,
8
and hence so does ζ T,head (ε, s) in (7.48). As a result, one has ζ T = ζ T,tail , which is the case 9 treated in [LaPe3] . This is so, in particular, when d = 1 and G is a bounded interval 10 (i.e., in the case of a fractal string). As a result, the contributions of the residues of the for R tail (ε), it will not be satisfied in general for R head (ε), the sum of the residues of ζ T,head 25 over the hidden integer dimensions. Hence, such a tube formula would be rather useless, as 26 its error term may be of the same order as (or even dominate) its 'main term'. As a result, 27 this generalization of Theorem 4.1 would not be suitable for investigating the Minkowski 28 measurability of fractal sprays or even of self-similar tilings.
29
In fact, the assumption S (0) < 0 should be seen as the price one has to pay for the gen- 
41
This condition appears to be satisfied by many natural examples of fractal sprays (and 42 self-similar tilings in particular). Indeed, it may be the key assumption needed to be able 43 to apply our tube formulas efficiently to a wide variety of examples. In some future work, we plan to investigate this property further, especially with regard to associated Minkowski
[LaMa] Michel L. Lapidus and Helmut Maier. The Riemann hypothesis and inverse spectral problems for
