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A recent study published in the Journal of Health Economics by French and Zarkin [French, 
M.T., Zarkin, G.A., 1995. Is moderate alcohol use related to wages? Evidence from four 
worksites, Journal of Health Economics 14, 319–344] found evidence of a positive, inverse-U-
shaped relationship between wages and alcohol consumption for individuals at four worksites. In 
this paper, we attempted to replicate French and Zarkin's findings using a combined sample of 
prime-age workers from the 1991 and 1992 National Household Surveys on Drug Abuse 
(NHSDA). Whereas French and Zarkin found that individuals who consume approximately 1.5 
to 2.5 drinks per day have higher wages than non-drinkers and heavy drinkers, we found no 
evidence of a turning point at this consumption level for either men or women. Our results do 
suggest that men who use alcohol have approximately 7% higher wages than men who do not 
drink, and this apparent wage premium is approximately the same over a wide range of alcohol 
consumption. For women, the estimated alcohol use premium is approximately half as large as 
for men and is statistically insignificant. 
 






Alcohol is the nation's most used drug. The prevalence of alcohol use among the US household 
population age 12 years and older is estimated to be 54% in 1994, compared to 6% for illicit 
drug use and 29% for cigarette smoking (SAMHSA, 1995). Because of its high use and 
acceptability, however, light to moderate alcohol use has not commonly been viewed as a major 
social problem. In fact, quite the opposite may be true, as light to moderate alcohol use may 
provide beneficial health effects. The medical literature has identified a U-shaped relationship 
between alcohol consumption and the risk of coronary heart disease (CHD), in which light to 
moderate drinkers have a lower risk of CHD than do either abstainers or heavy drinkers (e.g., 
Boffetta and Garfinkel, 1990; Doll et al., 1994). 
 
Motivated in part by this medical relationship, French and Zarkin (1995) tested the hypothesis 
that light to moderate drinking was associated with higher wages. Using a sample of employees 
at four worksites, they found that individuals who consume approximately 1.5 to 2.5 drinks per 
day have significantly higher wages than abstainers and heavy drinkers. These results also hold 
for a subset of prime-age workers between the ages of 30 and 59.1 
 
The findings of French and Zarkin (1995) of an inverse-U-shaped relationship between wages 
and alcohol use is striking, but the study is limited by the small number of worksites in their 
sample. The main purpose of this paper is to evaluate whether the French and Zarkin (1995) 
results can be replicated on a combined sample of workers from the 1991 and 1992 National 
Household Surveys on Drug Abuse (NHSDA). The NHSDA are nationally representative cross-
section surveys of the US non-institutionalized population age 12 and over that contain detailed 
information on alcohol and illicit drug use, as well as labor market information such as wages 
and hours worked. 
 
In addition to evaluating the replicability of the French and Zarkin (1995) results, this paper 
makes two other contributions. First, we relaxed the functional form assumptions of French and 
Zarkin (1995) to allow a more flexible relationship between alcohol use and wages. Previously, 
French and Zarkin (1995) postulated that alcohol use was related to wages through quadratic and 
cubic functional forms. In this paper, we constructed eight indicator variables of alcohol use 
based on the number of drinks in the past 30 days. This specification reduces the influence of 
high drinking levels on the estimated wage-alcohol use relationship. Second, we estimated 
separate models for men and women. Past research has noted gender differences between men's 
and women's alcohol consumption and in alcohol-related problems (Wilsnack et al., 1994; Lex, 
1994; Caetano, 1994), as well as in the relationship between alcohol consumption and labor 
market outcomes (Mullahy and Sindelar, 1992, 1996). 
 
Our results suggest that alcohol use is associated with approximately 7% higher wages for men 
and 4% higher wages for women, although the results for women are not significantly different 
from zero. Although we found some evidence of an inverse-U-shaped relationship between 
alcohol use and wages at low drinking levels for men, we cannot reject the hypothesis of a 
constant 7% wage premium over the range of alcohol consumption observed in the data. We also 
found no evidence of a non-linear relationship between alcohol consumption and wages for 
women. Based on these results, in conjunction with the results of French and Zarkin (1995) and 
1 The general result obtained by French and Zarkin (1995) that alcohol users have higher wages than non-users 
supports the results of Berger and Leigh (1988) and Heien (1996). There is also a literature that examines the 
relationship between problem drinking, usually defined as heavy drinking or alcoholism, and labor market 
outcomes. For example, Mullahy and Sindelar (1991) found that alcoholism was associated with lower income for 
males (negative but insignificant for women), Mullahy and Sindelar (1993) also find a substantial negative 
relationship between alcoholism and income, and the effect is larger in absolute value for individuals between the 
ages of 30 and 59. MuUahy and Sindelar (1996) found that problem drinking, as defined using the DSM-III-R 
classification system, reduces employment and increases unemployment. We refer the reader to Mullahy and 
Sindelar (1996) and French and Zarkin (1995) for a more extensive description of these and related papers (e.g., 
Benham and Benham, 1992; Kenkel and Ribar, 1994). 
                                                          
others, we conclude that there is strong evidence of a positive relationship between wages and 
alcohol use for men but substantially weaker evidence of such a relationship for women. 
 
2. Data and sample 
 
We used data from the 1991 and 1992 NHSDA public use files to model the relationship 
between alcohol use and wages among prime-age workers (i.e., age 30 to 54). Both the 1991 and 
1992 NHSDA provide nationally representative data on the substance use of the non-
institutionalized US household population age 12 and older (SAMHSA, 1992, 1994). The 
NHSDA instrument collects data on the prevalence of current and lifetime use of tobacco, 
alcohol, and illicit drugs, as well as basic demographic and employment data. Because of the 
sensitive nature of the survey topic, self-administered answer sheets are used for the substance 
use questions to increase the confidentiality and anonymity of the respondent's answers. This 
format is designed to minimize underreporting of substance use, which is a potential limitation of 
self-reported surveys (Hoyt and Chaloupka, 1994). In a 1990 field test of various survey 
instruments, Turner et al. (1992) found that the self-administered format of the NHSDA 
decreases the underreporting of substance use compared to an interviewer-administered format. 
 
In both 1991 and 1992, the NHSDA used a five-stage area probability sample design (SAMHSA, 
1992, 1994). In all analyses, we used NHSDA sampling weights that were based on the 
probability of selection at each stage2. In addition, the observations in the NHSDA are clustered 
within primary sampling units. Intracluster correlation represents a specific form of error 
correlation that violates standard independence assumptions. Therefore, we implemented a 
White/Huber standard error correction (Huber, 1967; White, 1980; StataCorp, 1995) in our 
analyses to account for the effects of clustered data. 
 
In this paper, we focused on prime-age workers. Consequently, our sample consisted of all 
respondents between the ages of 30 and 54 who were not on active military duty, not enrolled in 
school, reported positive wages, and had non-missing values for all variables used in our 
analyses. Although French and Zarkin (1995) defined prime-age workers as those individuals 
aged 30 to 59, we define prime-age workers as those aged 30 to 54. Our upper age limit is 5 
years younger than that of French and Zarkin (1995) to ensure that we did not include individuals 
who may have entered partial retirement at age 55. The final sample sizes used in our analyses 
are 3015 men and 3176 women in 1991, and 2933 men and 2991 women in 1992, for a total 
combined sample of 5948 men and 6177 women. 
 
Because men and women differ substantially in their labor market behavior and alcohol 
consumption (Wilsnack et al., 1984; Wilsnack and Wilsnack, 1992; Ferrence, 1980; Mullahy and 
Sindelar, 1992, 1996), we conducted all of our analyses separately for men and women. Table 1 
presents the weighted means and standard deviations of our analysis variables for both men and 
women. We present statistics for our combined sample and separately for 1991 and 1992 to 
2 We use sampling weights in our multivariate regressions. Sampling weights are not necessary if the empirical 
specification represents the true model (Korn and Graubard, 1991). However, if the model is misspecified in any 
way, then weights are needed to ensure that parameter estimates reflect the relationship for the population. In the 
current analyses, we were unwilling to assume that our model is true in every respect, and thus made the 
conservative decision to use sampling weights in all analyses. 
                                                          
examine the comparability of our data over the two years. The first row of Table 1 presents the 
weighted mean of the log of hourly wages. We estimated hourly wages by dividing the self-
reported labor income from all jobs in the past month by the hours worked at all jobs in the past 
month3. The average log wage for the combined sample is 2.664 for men and 2.322 for women. 
Mean log wages from the combined sample are similar to the means from the individual years. 
 
Our core demographic variables included state indicator variables, race, age, education, 
metropolitan statistical area (MSA) population size, marital status, and health. The means for all 
of these variables, excluding the state indicators, are also shown in Table 1. Our combined 
sample is roughly 80% white, with a mean age of 40 years. Approximately 35% have 12 years of 
education, and roughly another 30% have graduated from college. Almost half of the sample 
lives in an MSA with more than a million residents, and nearly three-quarters are married. 
Finally, less than 10% of the sample reported being in fair to poor health. The demographic 
characteristics of our sample are fairly stable across both years of data with the point estimates 
for each individual year being within one standard deviation of the point estimate for the 
combined sample. 
 
Following French and Zarkin (1995), we constructed an estimate of the total number of drinks 
consumed in the past 30 days by multiplying the typical number of drinks a respondent 
consumed per occasion by the number of times that respondent drank in the past 30 days. This 
variable ranged from 0 to 1800 drinks for men and from 0 to 900 drinks for women. Next, we 
used this drinking measure variable to create indicator variables for eight categories of alcohol 
use--one category for non-drinkers, two for light drinkers, three for moderate drinkers, and two 
for heavy drinkers. To define our categories, we first examined the distribution of the continuous 
drinking measure. Based on this distribution, we chose cut-off levels that were behaviorally 
meaningful to respondents (e.g., categories for less than one drink per week, for one drink per 
week up to one drink every other day) while at the same time ensuring sufficient data in each 
category. 
 
3 French and Zarkin (1995) used weekly wages in their analysis, but the NHSDA data do not allow the calculation of 
weekly wages. 






For both men and women, we define non-drinkers as those respondents who did not drink 
alcohol in the past 30 days4. Because previous research (Ferrence, 1980; Wechsler et al., 1995; 
Mullahy and Sindelar, 1992; Parker and Harford, 1992; Robbins, 1991; Wilsnack and Wilsnack, 
1991) suggests that men and women differ substantially in the amount of alcohol they consume 
and in the effects that any given amount of alcohol has on them, we defined the positive alcohol 
use categories differently for men and women. For men, we define the two light drinker 
categories as drinking 1 to 5 drinks in the past 30 days (i.e., up to 1 drink per week) and drinking 
6 to 16 drinks in the past 30 days (i.e., from 1 drink per week up to 1 drink every other day). The 
three moderate drinker categories for men are 17 to 31 drinks (i.e., from 1 drink every other day 
up to 1 drink per day), 32 to 62 drinks (1 to 2 drinks per day), and 63 to 93 drinks (2 to 3 drinks 
per day) in the past 30 days. Finally, the two heavy drinker categories for men are 94 to 124 
drinks (3 to 4 drinks per day) and 125 or more drinks (4 or more drinks per day) in the past 30 
days. 
 
Because the range of our continuous drinking variable for women is half that of men, we defined 
our drinking categories for women to represent approximately half the number of drinks as men. 
Thus, for women the two light drinker categories are 1 to 2 drinks in the past 30 days and 3 to 8 
drinks in the past 30 days. The three moderate drinker categories for women are 9 to 15 drinks, 
16 to 31 drinks, and 32 to 47 drinks in the past 30 days. Finally, the two heavy drinker categories 
for women are 48 to 62 drinks and 63 or more drinks in the past 30 days. While not a precise 
measure of the differential effects of alcohol on men and women, the lower cut-off levels for 
women are consistent with the literature (Ferrence, 1980; Wechsler et al., 1995; Parker and 
Harford, 1992; Robbins, 1991; Wilsnack and Wilsnack, 1991; Wilsnack et al., 1994; Lex, 1994; 
Caetano, 1994).  
 
Table 1 reports the prevalence of each drinking category for men and women. In the combined 
sample, 34% of men and 48% of women consumed no alcohol in the past 30 days. 
Approximately 35% of men are light drinkers, while 32% of women are light drinkers. Moderate 
drinkers make up 27% of men and 16% of women; 4% of men and 3% of women are defined as 
heavy drinkers by our criteria. Overall, the prevalence of alcohol use is fairly stable across the 2 
years of data. Most categories have prevalence differences of less than 1 percentage point, and 
the largest is a 2.6 percentage points difference in the prevalence of light drinking (1 to 2 drinks 
in the past month for women). 
 
3. Empirical Method 
 
Following French and Zarkin (1995), we estimate multivariate OLS models of the relationship 





4 In our empirical models, we tested whether there was a difference between non-drinkers who are former drinkers 
and those who never used alcohol. As in French and Zarkin (1995), this finer distinction within the non-drinking 
category did not change the coefficient estimates of the other drinking variables, Thus, we elected to use one non-
drinker category in our specifications. 
                                                          
where w is the log of hourly wages and DEM is a vector containing the demographic variables 
shown in Table 1 plus age interacted with race, age squared, age squared interacted with race 
(see Mroz, 1987; Zarkin et al., 1996), and indicator variables for state and MSA size5. We 
include state and MSA size indicator variables to capture variations in labor market conditions 
and alcohol prices and policies that are not captured by other variables. The state indicator 
variables control for cross-state differences in the price of alcohol and any other variables that 
differ across states. The βs are coefficients, ALC is a vector of alcohol use variables, and e is an 
error term. In Section 4 we examine several estimation issues such as the appropriateness of OLS 
for estimating Eq. (1) and the implication of alternative definitions of our alcohol use variables. 
 
French and Zarkin (1995) used a continuous measure of alcohol use reflecting the estimated 
number of drinks consumed in the past year. They estimated polynomial equations in this 
variable including linear, quadratic, and cubic specifications. French and Zarkin (1995) were 
concerned that outliers in their drinking variable may unduly influence the point estimates of 
their models. To address this issue, they use an estimation technique called bounded influence 
estimation. This estimation procedure was suggested by Welsch (1980) and is designed to 
minimize the influence of outliers. Based on their quadratic specifications, French and Zarkin 
(1995) concluded that an inverse-U-shaped relationship exists between log wages and alcohol 
consumption whereby moderate drinkers have higher wages than either light or heavy drinkers. 
French and Zarkin (1995) estimated that for prime-age workers, log wages reach a maximum at 
approximately 2.3 drinks per day (69 drinks per month). 
 
As a starting point for our analyses, we estimated a quadratic specification similar to French and 
Zarkin's in which the alcohol use variables were measured by the estimated number of drinks 
consumed in the past 30 days6, In contrast to French and Zarkin (1995), neither the linear nor the 
quadratic terms were significantly different than zero, suggesting a constant relationship between 
alcohol use and wages. Furthermore, the point estimates suggested that drinkers had higher 
wages than non-drinkers, but that the wage premium declined at a slow rate (but was still 
positive) over 99% of the drinking distribution before turning up. 
 
Although French and Zarkin (1995) used bounded influence estimation to handle outliers, we 
chose a different method that more directly reduces the influence of large values of reported 
alcohol use. Instead of using the continuous alcohol use variable, we created eight indicator 
variables as described above in which one category is for non-drinking and the other seven 
categories span the range of positive alcohol consumption. A distinct advantage of this approach 
is that very large drinking levels (e.g., 1800 drinks within the last 30 days, or 60 drinks per day) 
are included in the top category, 125 or more drinks for men (approximately 4 drinks per day) 
and 63 or more for women (approximately 2 drinks per day). Thus, the impact of very large and 
atypical drinking levels is greatly ameliorated. A disadvantage of this approach is that the 
estimated relationship between alcohol use and wages is the same for all drinking levels within a 
5 We also estimated Eq. (1) with monthly indicator variables to examine the possibility that the wage-alcohol use 
relationship is affected by seasonal factors. Although the coefficients on these indicator variables are jointly 
significant, they had virtually no impact on our alcohol use coefficients. 
6 We estimated these models using both OLS and the bounded influence procedure. Both estimation procedures gave 
essentially the same results. For comparison with French and Zarkin, the results discussed in the text are from the 
bounded influence models. 
                                                          
category (i.e., the estimated effect of alcohol use on wages is constant for a range of alcohol use, 
such as between 17 and 31 drinks in the past 30 days). We sought to minimize potential 
problems associated with estimating the effect of a range of alcohol use by choosing cells with a 
relatively narrow range and by creating cells with behaviorally meaningful and intuitive 
consumption levels. 
 
We estimated models using three variations of the eight drinking indicators. First, we estimated 
models that included all seven of the positive drinking categories. Compared to using the 
continuous alcohol use measure with a quadratic or cubic specification, the seven indicator 
variables allow considerably more flexibility in the estimated alcohol use-wage relationship. 
Furthermore, the indicator variable approach provides considerable detail about the alcohol use-
wage relationship at low levels of alcohol use, where the majority of respondents are distributed. 
 
In the second variation, we collapsed the seven positive drinking categories into three categories 
consisting of a category for light drinkers (1 to 16 drinks in the past 30 days for men; 1 to 8 
drinks for women), a category for moderate drinkers (17 to 93 drinks for men; 9 to 47 drinks for 
women), and a category for heavy drinkers (94 or more drinks for men; 48 or more drinks for 
women). In the third variation, we collapsed all of the positive drinking variables into a simple 
use/no use indicator to see if the alcohol use-wage relationship can be described by a simple shift 




Table 2 presents OLS coefficient estimates with White/Huber standard errors using the combined 
1991 and 1992 data for the three specifications discussed above. In all models, abstainers are the 
omitted category. Looking first at the seven-category model for men, the estimated wage 
differential between users and non-users of alcohol increases from a marginally significant 7% at 
1 to 5 drinks in the past 30 days to a significant 9% with 6 to 16 drinks and 8% from 17 to 31 
drinks. The remaining coefficients are positive but not significant. The F statistic tests for the 
joint significance of all the alcohol use coefficients and shows them to be jointly significant at 
the 0.07 level. Focusing on the statistically significant coefficients, the point estimates display an 
inverse U-shape over the range of 1 to 31 drinks in the last 30 days (i.e., up to one-half drinks per 
day) with a slight peak from 6 to 16 drinks. 
 
Turning to the seven category results for women, we see that four of the seven coefficients are 
positive, but only one is significant. The alcohol use coefficients are not jointly significant. 
 
Table 2 also reports the test of the joint equality of all seven coefficients. We do not reject 
equality for either men or women, suggesting that we may be able to combine alcohol use 
categories. We tested the null hypothesis that we could collapse the seven categories into three 
by combining the first two drinking levels into a light drinking variable, the middle three 
drinking levels into a moderate drinking variable, and the last two drinking levels into a heavy 
drinking variable (abstainers remain a separate group and are the omitted category). The F 
statistic for this test is reported in Table 2 and shows that we do not reject the implied coefficient 




Looking at the three-category model estimation results for men (Model U), we see that all three 
coefficients are positive and two are significant. The F statistic that tests for the joint significance 
of the three drinking categories shows them to be jointly significant for men at the 0.06 level. 
 
For women, we see that two of the three coefficients are positive, and none are significant. The 
test for joint significance shows that the three drinking categories are jointly insignificant for 
women. Table 2 also reports the F statistic for the hypothesis that the three category coefficients 
are equal. We do not reject the null hypothesis for men or women, suggesting that a simple 
use/no use indicator may be the preferred specification to capture the alcohol use effect. 
 
Finally, we collapsed our drinking categories into a simple use/no use indicator. Estimation 
results indicate that, for men, alcohol consumption is associated with a positive wage differential 
of about 7%, an effect that is significant at the 0.01 level. For women, alcohol consumption is 
associated with a wage differential of approximately 4%. This differential, however, is only 
significant at the 0.17 level. 
 
4.1 Specification Issues 
 
In this section we address three estimation issues that bear on our results. First, we discuss the 
issue of the stability of the estimated parameters between 1991 and 1992. Second, we consider 
the possibility that alcohol use may be endogenous to the wage equation. Finally, we examine 
the possibility that our results may be driven by our choice of drinking categories. All results 
discussed in this section are available from the corresponding author upon request. 
 
A possible concern with estimating our model on the combined 1991 and 1992 data is that the 
relationship between wages and alcohol use may not be stable across time. Zarkin et al. (1996) 
use the 1991 and 1992 NHSDA to estimate the relationship between hours of work and drug use 
for young men. Their results suggest that the relationship between drug use and hours of work 
may not be stable across time, even across a period as short as 1 year. To address these concerns, 
we estimated our models separately for each year and tested the null hypothesis that the alcohol 
use coefficients were equal across the years. In every model we did not reject the null hypothesis 
that the coefficients were equal. Based on these results, we estimated the models reported in 
Table 2 using the combined 1991 and 1992 data. In all models we constrained the alcohol use 
variables to have the same coefficients in both years, but allowed the coefficients on all other 
explanatory variables to vary across the 2 years. 
 
Although test results support our decision to combine the 1991 and 1992 data, it is worthwhile to 
summarize the separate 1991 and 1992 results. For men, these models show a significant wage 
differential of about 9% in 1991 and an insignificant wage differential of about 5% in 1992. For 
women, we found a marginally significant wage differential of about 8% in 1991 and an 
insignificant wage differential of less than 1% in 1992. In general, the 1992 data show smaller 
but less significant wage differentials associated with any given drinking level than the 1991 
data7. 
 
7 In a previous paper, Zarkin et al. (1996) found significant year-to-year variation in the estimated relationship 
between light marijuana use and hours worked. Although we focus on alcohol use here, we have some concern 
about the stability of models that examine the relationship between drug or alcohol use and labor market outcomes 
such as hours of work and wages. We did find some year-to-year differences in the estimated alcohol use-wage 
relationship, but the differences were much less pronounced than in Zarkin et at. (1996). 
                                                          
Another concern is the potential endogeneity of alcohol use. If unobserved factors influence both 
the wage rate and the decision to drink alcohol, then alcohol use will be correlated with the error 
term in Eq. (1). French and Zarkin (1995) mention the possibility that alcohol use may be 
endogenous, but they lacked adequate instrumental variables to statistically address the issue. 
 
To address the possibility of endogeneity, we estimated models in which the alcohol use 
variables are predicted by instrumental variables. Although the NHSDA are an excellent source 
of data on drug and alcohol prevalence, they contain relatively few variables that can be used to 
explain the decision to use alcohol. We chose variables that reflect respondents' assessments of 
risk associated with using various substances (e.g., the risk associated with drinking five or more 
drinks on one occasion) as instruments in estimating two-stage least squares (2SLS) models. 
 
Although we estimated several 2SLS models, we report OLS results over the 2SLS results for 
several reasons. First, the point estimates of the 2SLS coefficients on the seven alcohol use 
indicator variables suggested wage differentials on the order of 50% to 200%. We felt that these 
estimates were implausibly large. Second, the 2SLS estimates were very imprecise, with 
standard errors that ranged from 1.5 to 2 times the size of the point estimates. Finally, using a 
test for the overidentification of the instruments described in Zarkin et al. (1996), we rejected the 
null hypothesis of overidentification. This result suggests that our instruments may not be validly 
excluded from the wage equation. To ensure that our estimated alcohol use indicators were not 
capturing the effect of the excluded instrumental variables, we re-estimated an augmented wage 
equation that included our instruments. We found that the alcohol use coefficients were 
essentially unchanged from the OLS specification8. 
 
A final concern is that our results are driven by the definition of our seven positive drinking 
categories. Our definitions of light, moderate, and heavy drinkers are somewhat arbitrary 
definitions based on cut-offs that we thought were intuitive. Possibly, our results would be 
different if we chose alternative definitions for the alcohol use indicator variables. To examine 
this possibility, we created a separate indicator variable for every value of our continuous 
drinking variable and estimated the wage equation using these indicator variables (for men there 
were l l7 separate drinking responses and for women there were 78 responses). This specification 
is a fully non-parametric representation of the alcohol use-wage relationship. The coefficients 
from this specification represent the wage differential associated with each separate drinking 
level. 
 
To smooth the variability of the individual coefficients, we weighted each coefficient estimate by 
the inverse of its standard error and calculated a moving average over the series. This smoothing 
procedure puts less weight on imprecisely estimated coefficients. We then graphed the smoothed 
series against our continuous drinking variable. An examination of this graph showed that the 
average wage differential was approximately 7% for men and 4% for women, which are the 
coefficient estimates on the use/no use indicators of our most restricted models. Thus, we 
8 Another concern is the possibility of sample selection bias. Our point estimates of the effects of alcohol use may be 
biased because we limited our sample to workers. To address this issue, we estimated wage models that included the 
inverse Mills ratio from a first-stage probit on the decision to work (see Heckman, 1979). Our probit equation 
included all of the demographic variables included in our wage equation plus the risk variables used as instruments 
in the 2SLS models mentioned above. We found that for both men and women, the inverse Mills ratio was 
insignificant and the alcohol use coefficients were not substantially affected. 
                                                          
conclude that our cut-offs for the drinking level indicators did not adversely affect either our 
seven-indicator or our three-indicator models. 
 
5. Summary and conclusion 
 
In this paper, we evaluated whether the inverse-U-shaped relationship between wages and 
alcohol use found by French and Zarkin (1995) using four worksites could be replicated on a 
national sample of individuals from the 1991 and 1992 National Household Surveys of Drug 
Abuse. In addition, we relaxed the functional form restrictions of French and Zarkin (1995) and 
estimated separate models for men and women. Whereas French and Zarkin (1995) found that 
wages for individuals who drink approximately 1.5 to 2.5 drinks per day are larger than for non-
drinkers and heavy drinkers, our results suggest that men who use alcohol have approximately 
7% higher wages than men who do not drink, and this estimated wage premium is approximately 
the same over a wide range of alcohol consumption. For women, the estimated alcohol use 
premium is approximately half as large as for men and is only significant at the 0.17 level. 
 
Although strong evidence suggests that alcoholism is negatively associated with wages (Mullahy 
and Sindelar, 1991, 1992, 1993, 1996), overall, we found no evidence that alcohol use is 
associated with lower wages even at high levels of use. Subject to the qualifications we have 
noted, our results suggest that male alcohol users have higher wages than non-users. As we noted 
in French and Zarkin (1995), the emphasis on policing and monitoring alcohol use per se may be 
misplaced. Perhaps policymakers and employers should pay more attention to identifying 
negative consequences associated with alcohol abuse (such as workplace performance problems 
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