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関数変換法によるプライムインプリカントの自動導出について
※ 
宮腰 隆 ・松田秀雄・野末 裕
緒 言
論理設計 を行なう場合， 与えられた関数のプライ ムインプリカント(以下PIと略記) を求める必要






1 . 原 理
1 • 1 基礎原理
関数Fが図1 のカルノー図で与えられているとする。 但し， ここでO印のセルでtrueを示す。 又，
各セルの数字は， 表lの変換 前の欄のように， 座標ベクトル (x" X2， X:p X4) で1の成分の少ないiIIfi
に， もし同ーの1 の数を持つ場合には 2進数字とみなして小さい順に並べた111員位番号を表わす。
否定 形の変数を含まない変数の積項で表わされる キューブを許容キューブというが， これらはセル
番号で表現できる。 許容キューブ1 ( カルノー図全体) はセル1 に対応するものとし， P ( 1 ) と表わ
す。 許容キューフ、ムは座標 (xけ あ， 工3' X4) ニ( 0， 0， 0， 1) のセル 2に対応するものとしてP(Z)
と表わす。 許容キューフ、ιは( 0， 0， 1 ;  0) のセル 3 に対応するものとして P ( 3 ) と表現する。
以下同様に， 積項が示す領域の最小のセル番号で許容キューブを表現するものとすれは許容キューブ
X1X2X4 はP (14) となり，
X，X2X3X4 はP(16)となる。
このように 約束すると
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ブもある。 P( i )をセルzを通る許容キューブといおう。
さて， これらの許容キューブの1 つP( i )と関数Fとの論理積をとり
i関数F fn 1許容キューブP( i ) f  =1許容キューブP( i ) f  (1) 
記号内; 論理積
式(1 ) が成り立てば， P( i ) はイン プリカントである。 ここで， 更にP( i ) が他のイン ブリカントに
含まれなければPIであると判定できる。
先の操作を論理積(操作) ， あとの操作をPI 表 1 セル14による変換
の包含関係の照合 (操作) と呼ぶことにする。
図1 の関数Fに大きい許容キューブから順次
P ( l ) ，  P ( 2 ) ， ………と式( 1 ) の論理積をと
っていくと， P (13) [セルの集合で表わして
113， 16 f J， P (14) [1 14， 16 f J， 及びP
(16) [1 16 f J がイン ブリカントであることが
わかる。 (図2参照)
このうちP (16) は他のものに含まれるので除
去するとP (13) とP (14) がPIとなる。
さて， この関数で、はx，x;x. [1 7， 14 f J と
X， X， x; [1 11， 14 f J もPIであるが， 許容キュ
ーブではないので式( 1 ) の操作だけでは求まら
ない。 そこで関数変換の技法を用いる。
例えば， セル14の座標は( 1 ， 1 ， 0， 1 )
であるから 1 をとる変数はそのまま， 0をと
る変数はその否定に
X，一→YH X2-→Yzt X3-→YH X4---)-Y4 
(変換14)
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よる関数変換といい， F" = T" 0 Fと表わす。 図 3 はF"を示す。 このF"に積項x，(セル14で 0をとる
変数で図 3参照) に含まれるセル ( 3 ，  6 ，  8， 10， 12， 13， 15， 16) を通る各許容キューブを大き
いものから順次 P ( 3 )， P ( 6 )， ………と式( 1 ) の論理積をとっていく。 すると， P (12)， P (15)， 
P (16) がイン ブリカントとなるが， P (16)は他に含まれ， P (12) ， P (15)が残る。 これをセル番号で
表わすと， 1 12， 16 f， 1 15， 16 fでT の逆置換を行なうとFのイン ブリカント1 7， 14 f， 1 11， 







1 . 2  アルゴリズムと諸性質
〔定義 1 )セル i のベクトル座標で1 をとる変数は そのまま，
Oをとる変数はその否定変数になるよう変数を変換する。
このセル i の変換でセル番号が変わり， これは置換T，で表わ
される。 T，で関数FのO印のセル番号が変わるが， ごの変化後
の関数をF，二T， 0 Fとおいて， Fのセルzによる変換と呼ぶ。
X， 0 0 1 1 
z 
九九\‘o 1 1 0 




〔定義 2 )セル i の座標ベクトルで 0をとる変数の肯定 形だけの積項で表わされるカルノー図上の
部分を部分図zと呼び， 部分図zのセルを小さい順に i け ら ………， らとする。
従って， セルm < セルnなら， 部分図m三五部分図nの関係がある。
ここで関数変換法の手順は， 大きい番号のセルzから順次関数を変換し， その都度そのセルに関す
る部分図の許容キューブ


































例えば， 関数Fがただ1 個の セルだけO印をもつなら， (性質1 ) と (性質 2) により論理積数は
1回だけとなる。 又， 全セルがO印なら， (性質 1 ) と (性質 3 ) によって各部分図ごとに論理積数
を 1回づっ， 計 2'\'回でよい。
図 4 は関数変換法の 流れ図である。 ごく大まかなもので， PIの照合前の逆置換などは 省略してある。
2. 結 果
2. 1 計算例による比較
関数F. を変数の数NがNニ 3k (k=1， 2， 3 ， ……) で それを構成するすべてのキューブが それ
ぞれ k 個の 肯定， 否定， 任意変数からなる論理積項で表わされるものとしよう。 F. はN (ニ 3 k) 変
数関数のうちで最も多数のPIをもち， Nニ 9の時， 1680個にもなる。
この関数で計算時間を比較してみると， 関数変換法 ( 2分17秒97ミリ 秒) ， McCluskey法 (15分27
秒249ミリ 秒) である。 関数変換法が非常に優れたアルゴリ ズムである一例である。 ところが， 各方法
とも関数の形によって得手不得手がある。 図 5 は関数の形によって計算時聞が異ってくる様子を表わ
している。 N= 9の場合で， カルノー図を左右に両分すると256個の セルからなる キューブが 2 つで
きる。 ついで上下に 2分すると128 セルのキューフボが 4個できる。 これを又左右に両分……， 上下に両
分……としていくと次 第に小さくなり， 最後に 1個のセルだけからなる最小のキューブに到る。 ここ
で， 各分割ごとに等しい数の false のキューブとtrueのキューブにわけ， それぞれカルノー図上交互
に配置するようにすると， 9つの関数ができる。 図 5 の 横軸はキューブの大きさで ， これらの関数を
区別するよう目盛ったもので， 縦軸はそれらの計算時間を示す。
これからわかるように， 小さな キューブの関数で は McCluskey 法の方が速く PIが求まる。 特に 1
セルキューフ、、の関数では論理積数， PIの照合数共に 0 になるのに対し， 関数変換法ではそれぞれ4921，




























1 2・ 4 8 16 32 64 128 256 
PIに含まれるセJレの数
1Õ' O. 1 O. 2 O. 3 0. 4 0. 5 0・6 0・7 0.8 0.9 1.0 
七rueのセJレの書IJ合い
図 5 PIの大きさと計算時間との関係
(N= 9， trueの セルの割合0. 5)
図 6 trueの セルの割合いと計算時間
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キューブの関数に到っては， 関数変換法に比べ7 倍以上も 時聞がかかる。 この場合の論理積数， 及




次に全体のセルの中で true の現われる確率をいろいろ変えて， McCluskey 法と関数変換法との計
算時間を対比させてみたのが図 6 である。 各点はそれぞれ 横軸の目盛りで、trueが表わされるよう乱数
で作った関数のNェ8で は 5 回の平均， N= 9では 2回の平均時間である。 確率が小さければPIのキ
ューブも小さく， McCluskey法の方が速く求まるが， 確率が大きくなるとキューフやも大きくなり， 計算
時間は指数関数的増大する。 関数変換法も多少とも計算時聞の増加傾向はあるが， 確率が大きい所で
頭打ちとなる。 これは， 1 .  2で述べた(性質 3 ) により論理積数の増加が防がれる為と考えられる。
以上で示したように， 関数のPIとなるキューフ、、の大きさ， true のセルの割合いなど関数の形によっ
て， 各アルゴリズ ムの計算時聞が異る。 そこで多数の関数の平均計算時間で比較するのが妥当と考え
られる。 表 2にこれを示す。 4-7変数については無作為に選んだ100個の関数の平均値， 8変数は
50個の関数の平均値， 9変数は20個の関数の平均値である。 関数変換法は 6 変数以上で明らかに有利
であると考えられる。
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見つかると， それまで得られているものすべてと包含関係を照合しなくてはならないからである。
PIの数をLとすると， PI同志の照合数だけでL (L← 1 ) /2となり， これに包含されて除かれる
インブリカントも入れると， この数倍の大きさとなる。 そこで， もしこのPIの照合操作を除 去できる
か， あるいは軽減て、きれば計算時間を知航することが可能である。
筆者らが， 照合配列と称しているものはこの目的に使うもので ， 原理を簡単の為， 3 変数の例で述
べる。 3 変数の場合， キューブは3 '( N変数で3 入) 個あるが， これらは包含関係で半順序集合となる。
これはノ、yセの図形で書け， 図9の様に併合された木構造となる。 但し， ここでは関数fニ1 (常に
true) は別に処理することにして， キューブ1 を除外して考える。
図 9のキューブに 3 進数を割り当てる。 例えば肯定変数に 2， 否定変数にし 任意変数に 0を割り
当てる。 図のキューブの下の数字はこれを示し， 0印の数字は， 更にこれを10進数に変換したもので
ある。 このようにして， すべてのキューブに10進数字を対応させることができる。
きて， 一方ではDIMENS IONの大きさがゲー1 の配手I]R(I) を用意する。 各 キューブには10進数
字が対応しているから， その数を そのキューブに対応した添字の値Iとする。 配亨I]R( I) を始め全部
12 
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0にしておく。 今， ある キューブがPIとわかったら， このキューブに相当する添字のR(I) を 1 にす
る。 それと共にハッセの図形をたどって， 包含されているキューブに相当する添字のR( 1) をすべて
lに変える。 このような探索は表3 の順序で並んだ 2進ベクトルを用いると比較的容 易に行える。
















0，・ : McCl uskey法
ロ，・ :関数変換法
10 10 Q. 1 Q. 2 O. 3 0..4 Q. 5 O. 6 O. 7 O. 8 o. 9 1. 0 
関数中の七rueのセjレの割合い7 8 9  変数
図 7 変数の数とPIの!照合数との関係 図 8 trueのセルの割合いとPIの照合数との関係
表3 は， 2進ベクトルを1 の数の少ない)1頃に， 又同ーの1 の数の場合は 2進数とみて小さい順に並
べたものである。
例えば， X，がPIであるとわかったとする。 この時， X，にlのあるベクトルを表3から選ぶ。 すると，
( 0， 0， 1 )， ( 0， 1 ，  1 )， ( 1 ，  0， 1 )， ( 1 ，  1 ，  1 ) の 4 つが該当する。 これらの各ベクト
ルで， X，以外で 1 をとる変数のそれぞれ肯定， 否定をとるすべての組合わせからなる積項を考え， そ
れらにおをかけた キューフがーX，に包含きれる全キューブとなる。 即ち， ( 0， 0， 1 ) ではお以外に 1
がないので、工3 そのもの， ( 0， 1 ， 1 ) で、はXzXn X: x3 ， ( 1 ，  0， 1 ) で、はX，x" x: x， ， ( 1  ， 1， 1) 
てーはXILX3' z;X2Xs， Z1 4X3' x;z;X3の 8個がX，に含まれる。 つまり， R ( 8 ) ニR( 5 ) = R (20 ) = R 
( 11 ) = R (26) = R (17) = R (23) = R ( 14 ) = 1 とおく。
セルzで変換される関数F，についても全く同様に処理されるが， この場合， 包含されるキューブの
変数をいったんセルtで 逆変換してから そのキューブに対応する10進数字の添字のR( 1) を 1 に変え
ねばならなし、。 このように処理された照合配列R( 1)を用いると次のことがいえる。
キューブと関数との論理積をとる時， それに先立ってこのキューブに対応する配列R( 1) がOかど
うかを確め 0なら論理積をとり， 1 なら次のキューブにいくようにすると， 式( 1 ) でイン ブリカン ト
と判定された キューブは他のPIに包含されることは決してない。 即ち， PIの照合操作カ清IJ愛できる。
この方法は， 他の方法にも適用でき， 例えは， McCluskey法て、は同ーのキューフ、が途中何度も現わ
れるので， 不用な キューブを取り除く操作 (ここでは， これもPIの照合操作と呼ぼう) が必要になる
が， R( 1) と類似の原理でこの処理を割愛できる。 図 7， 図 8にはMcCluskey法の論理積 ( キューブ
同志が更に大きな キューブに結合できるかどうかを見る操作) 数とPIの照合数も示されている。
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従米から最も襟41，的な方法として知られている(Quine) McCluskey法は， 関数のPIとなる キュー
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Automatic Determination of the Prime Implicants 
by the Method of Function Transformation 
Takashi MIYAGOSHI， Hideo MATSUDA， Hiroshi NOZUE 
We obtained a new method for automatic determination of the prime lmplicants of a 
given Boolean function. 
The features can be summarized as follows. 
( 1 ) If there are true cells， the function is transformed，on the cells. 
( 2) On a considering cell， we can work out a partial Karnaugh map. 
The results calculated by this method are compared with those applied to the Quine­
McCluskey method that is generally known as computer algorithm. 
This paper describes in detail the algorithm， the advantages of which a，re discussed 
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