This paper deals with the computation of the eigenvalues of Sturm-Liouville problems with parameter dependent potential and boundary conditions. We shall extend the domain of application of the method based on sampling theory to the case where the classical Whittaker-Shannon-Kotel'nikov theorem is not applicable. A few numerical examples will be presented.
Introduction
We shall extend the method based on sampling theory [1] (see also [2] [3] [4] ) to compute the eigenvalues of SturmLiouville problems with parameter dependent potential and boundary conditions (for motivations, see for example [5, 6, 10, 11] , for more on sampling theory see [12] ). Consider the Sturm-Liouville problem where q(x, ) = q 0 (x) + q 1 (x) + q 2 (x) 2 , q 0 , q 1 , q 2 are complex valued functions belonging to L 1 (x 0 , x 1 ), the matrix has rank 2, and the a ij are functions of . Note that if the right-hand side of the differential equation is of the form 2 w(x)y we can just add 2 (1 − w(x))y to both sides of the differential equation and include the w(x) term in q 2 (x) . This fact will allow us avoid using the Liouville transformation [7, 8, 13 ] to eliminate the w(x) term. Note also that this will allow us tackle indefinite Sturm-Liouville problems as particular cases of this class of problems.
We introduce as usual y c (x, ) and y s (x, ) solutions off the base problems 
The sampling method consists in recovering y s (x 1 , ) and y c (x 1 , ) − cos( (x 1 − x 0 )) using the well-known WSK theorem.
Theorem 1 (Whittaker-Shannon-Kotel'nikov, Zayed [12] ). Let f ∈ P W then
where the series converges uniformly on compact subsets of IR and also in L 2 d .
We shall consider in the remaining of the paper the case where the potential q depends on .
Main result
In what follows we shall need the known estimates. 
for some positive constant 0 and (x) = 1
Proof. First we transform (1.2) and (1.3) into the integral equations
and
respectively. It is clear that y s (x, ) and y c (x, ) are entire in for each x ∈ (x 0 , x 1 ]. Using the above lemma and multiplying by e −(x−x 0 )|Im | we get the result, after using Gronwall's lemma and multiplying back by e (x−x 0 )|Im | , for some positive constant 0 and (x) = 1 The general solution of
and its derivative are therefore
The boundary condition gives after separating 1 and 2 ,
where
Thus, a necessary and sufficient condition for = 2 to be an eigenvalue is that satisfies the characteristic equation A central issue in Whittaker-Shannon-Kotel'nikov sampling theorem is that the functions to be recovered from their samples must be in a Paley-Wiener space, thus they must be square integrable over the real line. Hence this theorem is not applicable in our case. However, in a recent paper [9] the authors presented a sampling series representation for functions which are not in L 2 (R). More specifically:
Theorem 4. Suppose that f is an entire function satisfying one of the following growth conditions:
some C, , > 0 and any z = x + iy ∈ C. Then, we have a sampling series representation for f,
which converges uniformly on any compact subset of C, the set of complex numbers, n and n being defined by n = (2n + 1) i/2 and n = n / .
Hence,
) satisfy the growth conditions (2.8) (and (2.9)) and can be recovered from their samples using the expansion (2.10).
In view of the above theorem, the characteristic function B can be recovered using (2.7).
Numerical examples
In this section, we shall first describe our method and then illustrate its effectiveness on a few examples. For all practical purposes, the series involved are truncated as N −N for N large enough. Several values of N have been taken to show how the absolute and relative errors depend on these values while and are related to the growth of the entire functions involved. and were taken equal to (x 1 ) (see Theorem 3) and left unchanged in each example.
The method presented in this paper consists of the following steps:
• Choose , and N.
• Compute the sampling values of y c (
. . , N where y c and y s are the solutions to the initial value problems (1.2) and (1.3), respectively. y c and y s were computed using the Fehlberg 4-5 order Runge-Kutta method with 20-digits accuracy.
• Recover the functions y c (
) from the above sampling values and using the truncated version of (2.10) to n = −N, . . . , N.
• Recover the boundary function B as a function of using (2.7).
• Compute the eigenvalues as the square of the zeros of B which were obtained using Newton's method.
By way of illustration, we shall consider simple examples for which we can exhibit the characteristic function. This will allow us compare our computed eigenvalues with the exact ones. Needless to say that our method does not depend on the availability of the exact characteristic (boundary) function! We have computed only the real eigenvalues, the complex ones can also be computed using the recovered boundary function B. A detailed error analysis will be presented in a future paper. 
Taking into account the boundary conditions we obtain at once the eigenvalues as the square of the zeros of the characteristic equation B( ) = 0 where the characteristic function is given by
The first four real eigenvalues computed by our method are displayed in Table 1 along with the exact ones, their absolute and relative errors for N = 15, 20, 25, 40. We have taken = = 1.46. Example 3.2. Consider the Sturm-Liouville problem given by
The characteristic function is given by
where H, 1 F 1 and are, respectively, the Hermite function, the hypergeometric function and the gamma function. The first four real eigenvalues computed by our method are displayed in Table 2 along with the exact ones, their absolute and relative errors for N = 15, 20, 25, 40. We have taken = = 2. The solution to the initial value problem
so that the solution to the initial value problem The first four real eigenvalues computed by our method are displayed in Table 3 along with the exact ones, their absolute and relative errors for N = 15, 20, 25, 40. We have taken = = 3. The first four real eigenvalues computed by our method are displayed in Table 4 along with the exact ones, their absolute and relative errors for N = 15, 20, 25, 40. We have taken = = 4.
Conclusion
Sturm-Liouville problems with parameter dependent potential and boundary conditions give rise to functions which are not square integrable over the real line. This led us in this paper to improve on the method based on sampling theory which was originally based on the classical Whittaker-Shannon-Kotel'nikov theorem. Indefinite Sturm-Liouville problems are seen as particular cases of this class of problems. A few numerical examples were presented to illustrate our method.
