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Abstract
We introduce the technique of adaptive discretization to design efficient model-based episodic
reinforcement learning algorithms in large (potentially continuous) state-action spaces. Our
algorithm is based on optimistic one-step value iteration extended to maintain an adaptive
discretization of the space. From a theoretical perspective, we provide worst-case regret bounds
for our algorithm, which are competitive compared to the state-of-the-art model-based algorithms;
moreover, our bounds are obtained via a modular proof technique, which can potentially extend
to incorporate additional structure on the problem.
From an implementation standpoint, our algorithm has much lower storage and computational
requirements, due to maintaining a more efficient partition of the state and action spaces. We
illustrate this via experiments on several canonical control problems, which shows that our
algorithm empirically performs significantly better than fixed discretization in terms of both
faster convergence and lower memory usage. Interestingly, we observe empirically that while
fixed-discretization model-based algorithms vastly outperform their model-free counterparts, the
two achieve comparable performance with adaptive discretization. 1
1The code for the experiments are available at https://github.com/seanrsinclair/AdaptiveQLearning.
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1 Introduction
Reinforcement learning (RL) is a paradigm modeling an agent’s interactions with an unknown
environment, with the goal of maximizing their cumulative reward throughout the trajectory [40].
In online settings, the dynamics of the system are unknown, and the agent must learn the optimal
policy only through interacting with the environment. This requires the agent to navigate the
exploration exploitation trade-off, between exploring unseen parts of the system and exploiting
historical high-reward decisions. Most algorithms for learning the optimal policy in these online
settings can be classified as either model-free or model-based. Model-free algorithms construct
estimates for the Q-function of the optimal policy, the expected sum of rewards obtained from
playing a specific action and following the optimal policy thereafter, and create upper-confidence
bounds on this quantity [36, 17]. In contrast, model-based algorithms instead estimate unknown
system parameters, namely the average reward function and the dynamics of the system, and
use this to learn the optimal policy based on full or one-step planning [5, 13]. In the tabular
case, current regret bounds seem to suggest that model-based algorithms are able to outperform
model-free ones [17, 5]. Many real-world RL problems involve large state-action spaces, where
algorithms typically form a fixed discretization of the space to map the continuous problem to a
discrete one [39] or to make computations tractable [42]. A challenge is picking a discretization to
manage the trade-off between the discretization error and the errors accumulated from solving the
discrete problem. A fixed discretization wastes computation and memory by forcing the algorithm
to explore unnecessary parts of the space. This motivates keeping an adaptive partition of the space,
where the discretization is only refined on an as-needed basis. This approach reduces unnecessary
exploration, computation, and memory by only keeping a fine-discretization across important parts
of the space [36].
Adaptive discretization techniques have been successfully applied to multi-armed bandits [37, 43]
and model-free RL [36]. The key idea is to maintain a non-uniform partition of the space, which
is refined based on the density of samples. These techniques do not, however, directly extend to
model-based RL, where the main additional ingredient lies in maintaining transition probability
estimates, and incorporating these in decision-making. Doing so is easy in tabular RL and -net
based policies, as simple transition counts concentrate well enough to get good regret. This is much
less straightforward, though, when the underlying discretization changes in an online, data-dependent
way.
1.1 Our Contributions
We design and analyze a model-based RL algorithm, AdaMB, that discretizes the state-action space
in a data-driven way so as to minimize regret. AdaMB requires the underlying state and action
spaces to be embedded in compact metric spaces, and the reward function and transition kernel
to be Lipschitz continuous with respect to this metric. This encompasses discrete and continuous
state-action spaces with mild assumptions on the transition kernel, and discrete systems with
Lipschitz continuous transitions. Our algorithm only requires access to the metric, unlike prior
algorithms which require access to simulation oracles, or impose additional assumptions on the
action space to be computationally efficient.
Our policy achieves near-optimal dependence of the regret on the covering dimension of the
metric space when compared to other model-based algorithms. In particular, we show that for a
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Algorithm Regret Time Complexity Space Complexity
AdaMB (Alg. 1) (dS > 2) H1+
1
d+1K
1− 1
d+dS HK
1+ 1
d+dS HK
(dS ≤ 2) H1+
1
d+1K
1− 1
d+dS+2 HK
1+ 1
d+dS+2 HK
1− 2
d+dS+2
Adaptive Q-Learning [36] H5/2K1−
1
d+2 HK logd(K) HK
1− 2
d+2
Kernel UCBVI [11] H3 K1−
1
2d+1 HAK2 HK
Net-Based Q-Learning [39] H5/2K1−
1
d+2 HK2 HK
Lower-Bounds [37] H K1−
1
d+2
Table 1: Comparison of our bounds with several state-of-the-art bounds for RL in continuous settings.
Here, d is the covering dimension of the state-action space, dS is the covering dimension of the
state space, H is the horizon of the MDP, and K is the total number of episodes. As implementing
Kernel UCBVI [11] is unclear under general action spaces, we specialize the time complexity
under a finite set of actions of size A. As running UCBVI with a fixed discretization is a natural
approach to this problem, we include a short discussion of this algorithm in Appendix B.1. Since the
results are informal, we do not include them in the table here.
H-step MDP played over K episodes, our algorithm achieves a regret bound
R(K) .
H1+
1
d+1K
d+dS−1
d+dS dS > 2
H1+
1
d+1K
d+dS+1
d+dS+2 dS ≤ 2
where dS and dA are the covering dimensions of the state and action space respectively, and
d = dS + dA. As Table 1 illustrates, our bounds are uniformly better (in terms of dependence
on K and H, in all dimensions) then the best existing bounds for model-based RL in continuous-
spaces [22, 11].
In addition to having lower regret, AdaMB is also simple and practical to implement, with low
query complexity and storage (see Table 1) compared to other model-based techniques. To highlight
this, we complement our theory with experiments comparing model-free and model-based algorithms,
using both fixed and adaptive discretization. Our experiments show that with a fixed discretization,
model-based algorithms outperform model-free ones; however, when using an adaptive partition of
the space, model-based and model-free algorithms perform similarly. This provides an interesting
contrast between practice (where model-based algorithms are thought to perform much better) and
theory (where regret bounds in continuous settings are currently worse for model-based compared to
model-free algorithms), and suggests more investigation is required for ranking the two approaches.
1.2 Related Work
There is an extensive literature on model-based reinforcement learning; below, we highlight the work
which is closest to ours, but for more extensive references, see [40] for RL, and [6, 38] for bandits.
Tabular RL: There is a long line of research on the sample complexity and regret for RL in
tabular settings. See [49, 1, 4, 10, 16, 20, 29, 41, 13, 17, 5, 35]. In particular, [5] showed the first
asymptotically tight regret bound for tabular model-based algorithms with non-stationary dynamics
of O(H3/2
√
SAK) where S,A are the size of state/action spaces respectively. More recently, these
bounds were matched (in terms of K) using a ‘asynchronous value-iteration’ (or one-step planning)
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approach [4, 13], which is simpler to implement. Our work extends this latter approach to continuous
spaces via adaptive discretization.
Parametric Algorithms: For RL in continuous spaces, several recent works have focused on the
use of linear function approximation [18, 12, 50, 44, 42, 28]. These works assume that the controller
has a feature-extractor under which the process is well-approximated via a linear model. While the
resulting algorithms can be computationally efficient, they incur linear loss when the underlying
process does not meet their strict parametric assumptions. Other work has extended this approach
to problems with bounded eluder dimension [42, 31].
Nonparametric Algorithms: In contrast, nonparametric algorithms only require mild local
assumptions on the underlying process, most commonly, that the Q-function is Lipschitz continuous
with respect to a given metric. For example, [48] and [32] consider nearest-neighbour methods
for deterministic, infinite horizon discounted settings. Others assume access to a generative
model [19, 14].
The works closest to ours concerns algorithms with provable guarantees for continuous state-
action settings (see also Table 1). In model-free settings, tabular algorithms have been adapted to
continuous state-action spaces via fixed discretization (i.e., -nets) [39]. In model-based settings,
researchers have tackled continuous spaces via kernel methods, based on either a fixed discretization
of the space [22], or more recently, without resorting to discretization [11]. While the latter does
learn a data-driven representation of the space via kernels, it requires solving a complex optimization
problem at each step, and hence is efficient mainly for finite action sets (more discussion on this
is in Section 4). Finally, adaptive discretization has been successfully implemented in model-free
settings [36, 7], and this provides a good benchmark for our algorithm, and for comparing model-free
and model-based algorithms.
Practical RL: Reinforcement learning policies have enjoyed remarkable success in recent years,
in particular in the context of large-scale game playing. These results, however, mask the high
underlying costs in terms of computational resources and training time that the demonstrations
requires [34, 25, 26, 33]. For example, the AlphaGo Zero algorithm that mastered Chess and Go
from scratch trained their algorithm over 72 hours using 4 TPUs and 64 GPUs. These results, while
highlighting the intrinsic power in reinforcement learning algorithms, are computationally infeasible
for applying algorithms to RL tasks in computing systems. As an example, RL approaches have
received much interest in several of the following problems:
• Memory Management : Many computing systems have two sources of memory; on-chip memory
which is fast but limited, and off-chip memory which has low bandwidth and suffer from high
latency. Designing memory controllers for these system require a scheduling policy to adapt
to changes in workload and memory reference streams, ensuring consistency in the memory,
and controlling for long-term consequences of scheduling decisions [2, 3, 8].
• Online Resource Allocation: Cloud-based clusters for high performance computing must decide
how to allocate computing resources to different users or tasks with highly variable demand.
Controllers for these algorithms must make decisions online to manage the trade-offs between
computation cost, server costs, and delay in job-completions. Recent work has studied RL
algorithms for such problems [15, 23, 27].
Common to all of these examples are computation and storage limitations on the devices used for
the controller.
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• Limited Memory : On chip memory is expensive and off-chip memory access has low-bandwidth.
As any reinforcement learning algorithm requires memory to store estimates of relevant quan-
tities - RL algorithms for computing systems must manage their computational requirements.
• Power Consumption: Many applications require low-power consumption for executing RL
policies on general computing platforms.
• Latency Requirements: Many problems for computing systems (e.g. memory management)
have strict latency quality of service requirements that limits reinforcement learning algorithms
to execute their policy quickly.
A common technique to these problems is cerebellar model articulation controllers (CMACs)
which has been used in optimizing controllers for dynamic RAM access [15, 23, 27]. This technique
uses a random-discretizations of the space at various levels of coarseness. Our algorithm is motivated
by this approach, taking a first step towards designing efficient reinforcement learning algorithms
for continuous spaces, where efficient means both low-regret, but also low storage and computation
complexity (see Table 1).
1.3 Outline of Paper
Section 2 present preliminaries for the model. Our algorithm, AdaMB, is explained in Section 3 with
the regret bound and proof sketch given in Section 4 and Section 5 respectively. Sections 6, 7, and 8
give some of the proof details. Lastly, Section 9 presents numerical experiments of the algorithm.
All technical proofs and experiment details are deferred to the appendix.
2 Preliminaries
2.1 MDP and Policies
We consider an agent interacting with an underlying finite-horizon Markov Decision Processes
(MDP) over K sequential episodes, denoted [K] = {1, . . . ,K} [30]. The underlying MDP is given by
a five-tuple (S,A, H, T,R) where horizon H is the number of steps (indexed [H] = {1, 2, . . . ,H})
in each episode, and (S,A) denotes the set of states and actions in each step. When needed for
exposition, we use Sh,Ah to explicitly denote state/action sets at step h. When the step h is clear
we omit the subscript for readability.
Let ∆(X ) denote the set of probability measures over a set X . State transitions are governed by
a collection of transition kernels T = {Th(· | x, a)}h∈[H],x∈S,a∈A, where Th(· | x, a) ∈ ∆(Sh+1) gives
the distribution over states in Sh+1 if action a is taken in state x at step h. The instantaneous
rewards are bounded in [0, 1], and their distributions are specified by a collection of parameterized
distributions R = {Rh}h∈[H], Rh : Sh ×Ah → ∆([0, 1]). We denote rh(x, a) = Er∼Rh(x,a)[r].
A policy pi is a sequence of functions {pih | h ∈ [H]} where each pih : Sh → Ah is a mapping from
a given state x ∈ Sh to an action a ∈ Ah. At the beginning of each episode k, the agent fixes a policy
pik for the entire episode, and is given an initial (arbitrary) state Xk1 ∈ S1. In each step h ∈ [H], the
agent receives the state Xkh , picks an action A
k
h = pi
k
h(X
k
h), receives reward R
k
h ∼ Rh(Xkh , Akh), and
transitions to a random state Xkh+1 ∼ Th
(· | Xkh , pikh(Xkh)). This continues until the final transition
to state XkH+1, at which point the agent chooses policy pi
k+1 for the next episode after incorporating
observed rewards and transitions in episode k, and the process is repeated.
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2.2 Value Function and Bellman Equations
For any policy pi, let Apih denote the (random) action taken in step h under pi, i.e., A
pi
h = pih(X
k
h). We
define V pih : S → R to denote the policy value function at step h under policy pi, i.e., the expected
sum of future rewards under policy pi starting from Xh = x in step h until the end of the episode.
Formally,
V pih (x) := E
[∑H
h′=hRh′
∣∣∣ Xh = x] for Rh′ ∼ Rh(Xh′ , Apih′).
We define the state-action value function (or Q-function) Qpih : S ×A → R at step h as the sum of
the expected rewards received after taking action Ah = a at step h from state Xh = x, and then
following policy pi in all subsequent steps of the episode. Formally,
Qpih(x, a) := rh(x, a) + E
[∑H
h′=h+1Rh′
∣∣∣ Xh+1 ∼ Th(· | x, a)] for Rh′ ∼ Rh′(Xh′ , Apih′).
Under suitable assumptions on S ×A and reward functions [30], there exists an optimal policy pi?
which gives the optimal value V ?h (x) = suppi V
pi
h (x) for all x ∈ S and h ∈ [H]. For ease of notation
we denote Q? = Qpi
?
. The Bellman optimality equations [30] state that,
V pih (x) = Q
pi
h(x, pih(x)) ∀x ∈ S
Qpih(x, a) = rh(x, a) + E
[
V pih+1(Xh+1) | Xh = x,Ah = a
] ∀ (x, a) ∈ S ×A (1)
V piH+1(x) = 0 ∀x ∈ S.
For the optimal policy pi?, it additionally holds that V ?h (x) = maxa∈AQ
?
h(x, a).
In each episode k ∈ [K] the agent selects a policy pik, and is given an arbitrary starting state
Xk1 . The goal is to maximize the total expected reward
∑K
k=1 V
pik
1 (X
k
1 ). We benchmark the agent
on their regret: the additive loss over all episodes the agent experiences using their policy instead of
the optimal one. In particular, the regret R(K) is defined as:
R(K) =
∑K
k=1
(
V ?1 (X
k
1 )− V pi
k
1 (X
k
1 )
)
. (2)
Our goal is to show that the regret R(K) is sublinear with respect to K.
2.3 Metric Space and Lipschitz Assumptions
We assume the state space S and the action space A are each separable compact metric spaces 2,
with metrics DS and DA, and covering dimensions dS and dA respectively. This imposes a metric
structure D on S ×A via the product metric, or any sub-additive metric such that
D((x, a), (x′, a′)) ≤ DS(x, x′) +DA(a, a′).
This also ensures that the covering dimension of S ×A is at most d = dS + dA.
We assume w.l.o.g. that S × A has diameter 1, and we denote the diameter of S as D(S) =
supa∈A,(x,y)∈S2 D((x, a), (y, a)) ≤ 1. For more information on metrics and covering dimension, see
[37, 21, 36] for a summary.
To motivate the discretization approach, we also assume Lipschitz structure on the transitions and
rewards of the underlying process. This assumption is common to work on RL with nonparametric
assumptions [36].
2This is a technical condition for the Wasserstein metric to exist.
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Algorithm 1 Model-Based Reinforcement Learning with Adaptive Partitioning (AdaMB)
1: procedure AdaMB(S,A,D, H,K, δ)
2: Initialize partitions P0h = S ×A for h ∈ [H], estimates Q
0
h(·) = Vkh(·) = H − h+ 1
3: for each episode k ← 1, . . .K do
4: Receive starting state Xk1
5: for each step h← 1, . . . ,H do
6: Observe Xkh and determine Relevant
k
h(X
k
h) = {B ∈ Pk−1h |Xkh ∈ B}
7: Greedy selection rule: pick Bkh = argmaxB∈RELEVANTkh(Xkh) Q
k−1
h (B)
8: Play action Akh = a˜(B
k
h) associated with ball B
k
h; receive R
k
h and transition to X
k
h+1
9: Update counts for nkh(B
k
h), r
k
h(B
k
h), and T
k
h(· | Bkh)
10: if nkh(B
k
h) + 1 ≥ n+(Bkh) then Refine Partition(Bkh)
Compute Estimates(Rkh, B
k
h)
H
h=1
11: procedure Refine Partition(B, h, k)
12: Construct P(B) = {B1, . . . , B2d} a 2−(`(B)+1)-dyadic partition of B
13: Update Pkh = Pk−1h ∪ P(B) \B
14: For each Bi, initialize n
k
h(Bi) = n
k
h(B), r
k
h(Bi) = r
k
h(B) and T
k
h(· | Bi) ∼ Tkh(· | B)
15: procedure Compute Estimates((Bkh, R
k
h, X
k
h+1)
H
h=1)
16: for each h← 1, . . . H and B ∈ Pkh do : Update Q
k
h(B) and V
k
h(·) via Eq. (4) and Eq. (6)
Assumption 1 (Lipschitz Rewards and Transitions). For every x, x′, h ∈ S × S × [H] and a, a′ ∈
A×A, assume the average reward function rh(x, a) is Lipschitz continuous with respect to D, i.e.:
|rh(x, a)− rh(x′, a′)| ≤ LrD((x, a), (x′, a′))
For every (x, x′, h) ∈ S × S × [H] and (a, a′) ∈ A ×A, assume the transition kernels Th(x′ | x, a)
are Lipschitz continuous in the 1-Wasserstein metric dW with respect to D, i.e.:
dW (Th(· | x, a), Th(· | x′, a′)) ≤ LTD((x, a), (x′, a′)).
We further assume that Q?h and V
?
h are also LV -Lipschitz continuous for some constant LV .
See [36, 11] for conditions that relate LV to Lr and LT .
The next assumption is similar to previous literature for algorithms in general metric spaces
[21, 37, 36]. This assumes access to the similarity metrics D, DS , and DA. Learning the metric (or
picking the metric) is important in practice, but beyond the scope of this paper [45].
Assumption 2. The agent has oracle access to the similarity metrics D, DS , and DA via several
queries that are used by the algorithm.
In particular, AdaMB (Algorithm 1) requires access to several covering and packing oracles that
are used throughout the algorithm. For more details on the assumptions required and implementing
the algorithm in practice, see Appendix B.1.
3 Algorithm
We now present our Model-Based RL with Adaptive Partitioning algorithm, which we refer to as
AdaMB. At a high level, AdaMB maintains an adaptive partition of Sh × Ah for each step h,
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Xkh Sh
Ah
B1
B21
B23
B22
B24
B3 B4
B1 B3 B4B2
B0
B21 B22 B23 B24
0
1
1
0
Bkh−1
`
(
Bkh−1
)
= 2
Pk−1h
Illustrating the state-action partitioning scheme
0.0 0.2 0.4 0.6 0.8 1.0
State Space
0.0
0.2
0.4
0.6
0.8
1.0
Ac
tio
n 
Sp
ac
e
Adaptive Discretization for Algorithm at Step 2
Partitioning in practice
Figure 1: Partitioning scheme for S ×A = [0, 1]2: On the left, we illustrate our scheme. Partition
Pk−1h is depicted with corresponding tree (showing active balls in green, inactive parents in red).
The algorithm plays ball Bkh−1 in step h− 1, leading to new state Xkh . Since `(Bkh−1) = 2, we store
transition estimates T
k
h−1(· | Bkh−1) for all subsets of Sh of diameter 2−2 (depicted via dotted lines).
The set of relevant balls Relevantkh(X
k
h) = {B1, B23, B24} are highlighted in blue.
On the right, we show the partition PK2 from one of our synthetic experiments (See ‘Oil Discovery’
in Section 9). The colors denote the true Q?2(·) values, with green corresponding to higher values.
Note that the partition is more refined in areas which have higher Q?2(·).
and uses optimistic value-iteration over this partition. It takes as input the number of episodes K,
metric D over S ×A, and the Lipschitz constants. It maintains optimistic estimates for rh(x, a) and
Th(· | x, a) (i.e. high-probability uniform upper bounds ∀h, x, a). These are used for performing
value iteration to obtain optimistic estimates Qh and Vh via one-step updates in Eq. (4) and Eq. (6).
For full pseudocode of the algorithm, and a discussion on implementation details, see Appendix B.
Adaptive State-Action Partitioning: For each step h ∈ [H], AdaMB maintains a partition
of the space Sh × Ah into a collection of ‘balls’, which is refined over episodes k ∈ [K]. We
denote Pkh to be the partition for step h at the end of episode k; the initial partition is set as
P0h = S×A ∀h ∈ [H]. Each element B ∈ Pkh is a ball of the form B = S(B)×A(B), where S(B) ⊂ S
(respectively A(B) ⊂ A) is the projection of ball B onto its corresponding state (action) space. We let
(x˜(B), a˜(B)) be the center of B and denote D(B) = max{D((x, a), (y, b)) | (x, a), (y, b) ∈ B} to be the
diameter of a ball B. The partition Pkh can also be represented as a tree, with leaf nodes representing
active balls, and inactive parent balls of B ∈ Pkh corresponding to {B′ ∈ Pk
′
h |B′ ⊃ B, k′ < k};
moreover, `(B) is the depth of B in the tree (with the root at level 0). See Figure 1 for an example
partition and tree generated by the algorithm. Let
S(Pkh) :=
⋃
B∈Pkh s.t. @B′∈Pkh ,S(B′)⊂S(B)
S(B) (3)
denote the partition over the state spaced induce by the current state-action partition Pkh . We
can verify that the above constructed S(Pkh) is indeed a partition of S because the partition Pkh is
constructed according to a dyadic partitioning.
While our partitioning works for any compact metric space, a canonical example to keep in
mind is S = [0, 1]dS ,A = [0, 1]dA with the infinity norm D((x, a), (x′, a′)) = ||(x, a)− (x′, a′)||∞. We
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illustrate this in Fig. 1 for dS = dA = 1. We define `(B) = − log2(D(B)) to be the level of a ball
B, and construct B as a level-`(B) dyadic cube in the metric-space (S ×A,D). In our example of
([0, 1]2, || · ||∞), a ball B is an axis-aligned cube of length 2−`(B) and corners in 2−`(B)Z2, as depicted
in Fig. 1.
At the end of each episode, for each active ball B ∈ Pkh AdaMB maintains three statistics:
• nkh(B): the number of times the ball B has been selected up to and including episode k.
• rˆkh(B): the empirical (instantaneous) reward earned from playing actions in B.
rkh(B): the empirical reward earned from playing actions in B and its ancestors.
• {Tˆkh(· | B)}: the empirical fractions of transitions to sets in a 2−`(B)-coarse partition of Sh+1
(which we denote as `(B)) after playing actions in B.
{Tkh(· | B}: the empirical fractions of transitions from playing actions in B and its ancestors.
These estimates are used to construct optimistic Q-function estimates Q
k
h(B) for each B ∈ Pkh .
Each ball B ∈ Pkh has an associated action a˜(B) ∈ A(B) (we take this to be the center of the ball
A(B)).
The AdaMB Algorithm: Given the above partitions and statistics, the algorithm proceeds
as follows. In each episode k and step h, AdaMB observes state Xkh , and finds all relevant balls
Relevantkh(X
k
h) = {B ∈ Pk−1h |Xkh ∈ B} (see Fig. 1). It then selects an action according to a greedy
selection rule, picking Bkh ∈ Relevantkh(Xkh) with highest Q
k−1
h (B), and plays action a˜(B
k
h). Note
that the algorithm can also play any action a such that (Xkh , a) ∈ Bkh uniformly at random and
the theory still applies. Next, the algorithm updates counts for rˆkh(B
k
h) and Tˆ
k
h(· | Bkh) based on
the observed reward Rkh and transition to X
k
h+1. Following this, it refines the partition if needed.
Finally, at the end of the episode, AdaMB updates estimates by solving for Q
k
h(·) which are used in
the next episode. We now describe the last three subroutines in more detail; see Algorithm 2 for
the full pseudocode, and Appendix B.1 for implementation and run-time analysis.
Update Counts: After playing active ball Bkh and observing (R
k
h, X
k
h+1) for episode k step h,
– Increment counts and reward estimates according to
nkh(B
k
h) = n
k−1
h (B
k
h) + 1 and rˆ
k
h(B
k
h) =
nk−1h (B
k
h)rˆ
k−1
h (B
k
h) +R
k
h
nkh(B
k
h)
.
– Update Tˆkh(· | Bkh) as follows: For each set A in a 2−`(B)-coarse partition of Sh+1 denoted by `(B),
we set
Tˆkh(A | B) =
nk−1h (B
k
h)Tˆ
k−1
h (A | B) + 1{Xkh+1∈A}
nkh(B
k
h)
.
This is maintaining an empirical estimate of the transition kernel for a ball B at a level of granularity
proportional to its diameter D(B) = 2−`(B).
Refine Partition: To refine the partition over episodes, we split a ball when the confidence in
its estimate is smaller than its diameter. Formally, for any ball B, we define a splitting threshold
n+(B) = φ2
γ`(B) , and partition B once we have nkh(B) + 1 ≥ n+(B). Note the splitting threshold
grows exponentially with the level. More concretely the splitting threshold is defined via
n+(B) = φ2
dS`(B) dS > 2
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n+(B) = φ2
(dS+2)`(B) dS ≤ 2
where the difference in terms comes from the Wasserstein concentration. This is in contrast to the
splitting threshold for the model-free algorithm where n+(B) = 4`(B) [36]. The φ term is chosen to
minimize the dependence on H in the final regret bound where
φ = H
d+dS
d+1 .
In episode k step h, if we need to split Bkh, then we partition S(Bkh)×A(Bkh) using new balls
each of diameter 12D(Bkh). This partition P(B) can be constructed by taking a cross product of a
level (`(B) + 1)-dyadic partition of S(Bkh) and a level-(`(B) + 1) dyadic partition of A(Bkh). We
then remove B and add P(B) to Pk−1h to form the new partition Pkh . In practice, each child ball
can inherit all estimates from its parent, and counts for the parent ball are not updated from then
on. However, for ease of presentation and analysis we assume each child ball starts off with fresh
estimates of rˆkh(·) and Tˆkh(·) and use rkh(·) and T
k
h(·) to denote the aggregate statistics.
Compute Estimates: At the end of the episode we set
rkh(B) =
∑
B′⊇B rˆ
k
h(B
′)nkh(B
′)∑
B′⊇B n
k
h(B
′)
T
k
h(A | B) =
∑
B′⊇B
∑
A′∈`(B′);A⊂A′ 2
−dS(`(B′)−`(B))nkh(B
′)Tˆkh(A
′ | B′)∑
B′⊇B n
k
h(B
′)
When aggregating the estimates of the transition kernel, we need to multiply by a factor to ensure
we obtain a valid distribution. This is because any ancestor B′ of B maintain empirical estimates
of the transition kernel to a level `(B′). Thus, we need to split the mass in order to construct
a distribution over `(B). We also define confidence terms typically used in multi-armed bandits
which are defined via:
Rucbkh(B) =
√
8 log(2HK2/δ)∑
B′⊇B n
k
h(B
′)
+ 4LrD(B)
Tucbkh(B)
=

LV
(
(5LT + 4)D(B) + 4
√
log(HK2/δ)∑
B′⊆B n
k
h(B
′) + c
(∑
B′⊆B n
k
h(B
′)
)−1/dS)
if dS > 2
LV
(
(5LT + 6)D(B) + 4
√
log(HK2/δ)∑
B′⊇B n
k
h(B
′) + c
√
2dS`(B)∑
B′⊇B n
k
h(B
′)
)
if dS ≤ 2
Note that the difference in definitions of Tucbkh(·) comes from the Wasserstein concentration in
Section 6. With these in place we set
Q
k
H(B) :=
{
rkH(B) +Rucb
k
H(B) if h = H
rkh(B) +Rucb
k
h(B) + EA∼Tkh(·|B)
[
V
k−1
h+1(A)
]
+Tucbkh(B) if h < H
(4)
The value function estimates are computed in a two-stage process. For each ball A ∈ S(Pkh) we have
that
V˜kh(A) := min{V˜k−1h (A), max
B∈Pkh :S(B)⊇A
Q
k
h(B)}. (5)
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For technical reasons we need to construct a Lipschitz continuous function to estimate the value
function in order to show concentration of the transition kernel estimates. For each point x ∈ Sh we
define
V
k
h(x) = min
A′∈S(Pkh)
(
V˜kh(A
′) + LVDS(x, x˜(A′)
)
. (6)
However, as the support of T
k
h(· | B) is only over sets in `(B) we overload notation to let
V
k
h(A) = V
k
h(x˜(A)). We equivalently overload notation so that x ∼ Tkh(· | B) refers to sampling
over the centers associated to balls in `(B).
This corresponds to a value-iteration step, where we replace the true rewards and transitions
in the Bellman Equations (Eq. (1)) with their (optimistic) estimates. We only compute one-step
updates as in [13], which reduces computational complexity as opposed to solving the full Bellman
update.
Note that at the end of the episode, for each step h, we only need to update Q
k
h(B) for B = B
k
h
and V˜kh(A) for each A ∈ S(Pkh) such that A ⊆ Bkh. V
k
h is only used to compute the expectation in
Eq. (4), and thus it is only evaluated in episode k+ 1 for balls A in the 2−`(B
k+1
h−1)-coarse partition of
Sh.
4 Main Results
We provide two main forms of performance guarantees, worst-case regret bounds with arbitrary
starting states, which yields sample-complexity guarantees for learning a policy.
4.1 Worst-Case Regret Guarantees
We start with giving worst-case regret guarantees for AdaMB.
Theorem 4.1. Let d = dA + dS, then the regret of AdaMB for any sequence of starting states
{Xk1 }Kk=1 is upper bounded with probability at least 1− δ by
R(K) .
LH1+
1
d+1K
d+dS−1
d+dS dS > 2
LH1+
1
d+1K
d+dS+1
d+dS+2 dS ≤ 2
where L = 1+Lr+LV +LV LT and . omits poly-logarithmic factors of 1δ , H,K, d, and any universal
constants.
Comparison to Model-Free Methods: Previous model-free algorithms achieve worst-case
bounds scaling via H5/2K(d+1)/(d+2), which achieve the optimal dependence on the dimension d [36].
The bounds presented here have better dependence on the number of steps H. This is expected,
as current analysis for model-free and model-based algorithms under tabular settings shows that
model-based algorithms achieve better dependence on H. However, under the Lipschitz assumptions
here the constant L also scales with H so the true dependence is somewhat masked. We believe
that a modification of our algorithm that uses full planning instead of one-step planning will achieve
linear dependence on H, with the negative affect of increased run-time. When we compare the
dependence on the number of episodes K we see that the dependence is worse - primarily due to the
additional factor of dS , the covering dimension of the state-space. This term arises as model-based
algorithms maintain an estimate of the transition kernel, whose complexity depends on dS .
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Comparison to Model-Based Methods: Current state of the art model-based algorithms
achieve regret scaling like H3K2d/(2d+1) [11]. We achieve better scaling with respect to both H and
K, and our algorithm has lower time and space complexity. However, we require additional oracle
assumptions on the metric space to be able to construct packings and coverings efficiently, whereas
Kernel-UCBVI uses the data and the metric itself. Better dependence on H and K is primarily
achieved by using recent work on concentration for the Wasserstein metric. These guarantees allow
us to construct tighter confidence intervals which are independent of H, obviating the need to
construct a covering of H-uniformly bounded Lipschitz functions like prior work (see Section 6).
In addition, Kernel-UCBVI uses a fixed bandwidth parameter in their kernel interpolation.
We instead keep an adaptive partition of the space, helping our algorithm maintain a smaller and
more efficient discretization. This technique also lends itself to show instance dependent bounds,
which we leave for future work.
Discussion on Instance-Specific Bounds: The bounds presented here are worst-case, problem
independent guarantees. Recent work has shown that model-free algorithms are able to get problem
dependent guarantees which depend on the zooming dimension instead of the covering dimension
of the space [7]. Extending this result to model-based algorithms will be more technical, due to
requiring improved concentration guarantees for the transition kernel. Most model-based algorithms
require showing uniform concentration, in particular that the estimate of the transition kernel
concentrates well when taking expectation over any Lipschitz function. Getting tighter bounds
for model-based algorithms in continuous settings will require showing that the transition kernel
is naturally estimated well in parts of the space that matter - as the state-visitation frequency is
dependent on the policy used. In Section 5 we discuss the transition concentration in more details.
4.2 Policy-Identification Guarantees
We can also adapt the algorithm to give sample complexity guarantees on learning a policy of
a desired quality. We use the PAC guarantee framework for learning RL policies [46]. Under
this setting we assume that in each episode k ∈ [K] the agent receives an initial state Xk1 drawn
from some fixed distribution, and try to find the minimum number of episodes needed to find a
near-optimal policy with high probability.
Following similar arguments as in [17, 36] it is straightforward to show that
Theorem 4.2. After running AdaMB with a number of episodes
K =

O˜
(
LH
1+ 1
d+1
δ
)d+dS
dS > 2
O˜
(
LH
1+ 1
d+1
δ
)d+dS+2
dS ≤ 2
consider a policy pi chosen uniformly at random from pi1, . . . , pik. Then for an initial state X drawn
from the starting distribution, with probability at least 1− δ the policy pi obeys
V ?1 (X)− V pi1 (X) ≤ .
5 Proof Sketch
The high level proof is divided into three sections. First, we show concentration and clean-events,
under which our estimates constitute upper bounds on the relevant quantities. Afterwards, we
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show a regret decomposition, which relates the difference between the estimated value and the value
accumulated by the algorithm with the bonus terms. Lastly, we use an LP-based argument to
bound the worst-case size of the partition and the sum of the bonus terms which is used for the
final regret bound. We discuss each of them briefly before giving more technical details. As the
final regret-bound is technical, its derivation is deferred to Appendix C.
5.1 Concentration and Clean Events (Section 6)
AdaMB maintains estimates rˆkh(B) and Tˆ
k
h(· | B) of the unknown rewards and transitions of the
underlying MDP. In order to ensure that the one-step value iteration update in Equation 4 we need
to verify that these estimates provide good approximations to their true quantities. In particular,
applying Azuma-Hoeffding’s inequality shows that:
Lemma 5.1. With probability at least 1− δ we have that for any h, k ∈ [H]× [K] and ball B ∈ Pkh ,
and any (x, a) ∈ B, ∣∣∣rkh(B)− rh(x, a)∣∣∣ ≤ Rucbkh(B).
The next step is ensuring concentration of the transition estimates T
k
h(· | B). As the algorithm
takes expectations over Lipschitz functions with respect to these distributions, we use recent work
on Wasserstein distance concentration. This is in contrast to previous work that requires using a
covering argument on the space of value functions in order to show concentration guarantees for the
transition kernel [10, 18, 11]. In particular, we show the following:
Lemma 5.2. With probability at least 1− 2δ we have that for any h, k ∈ [H]× [K] and ball B ∈ Pkh
with (x, a) ∈ B that
dW (T
k
h(· | B), Th(· | x, a)) ≤
1
LV
Tucbkh(B)
The main proof uses recent work on bounding the Wasserstein distance between an empirical
measure and the true measure [47]. For the case when dS > 2 the concentration inequality holds up
to a level of n
− 1
dS with high probability. We use this result by chaining the Wasserstein distance
of various measures together. Unfortunately, the scaling does not hold for the case when dS ≤ 2.
In this situation we use the fact that T
k
h(· | B) is constructed as an empirical measure with finite
support |`(B)| = 2dS`(B). Although Th(· | x, a) is a continuous distribution, we consider “snapped”
versions of the distributions and repeat a similar argument. This allows us to get the scaling of√
2dS`(B)/n seen in the definition of Tucbkh(B).
The Wasserstein concentration established in the previous two lemmas allows us to forgo showing
uniform convergence of the transition kernels over all value functions. Indeed, the variational
definition of the Wasserstein metric between measures is
dW (µ, ν) = sup
f
∫
fd(µ− ν)
where the supremum is taken over all 1-Lipschitz functions. Noting that V ?h and V
k
h(·) are constructed
to be LV -Lipschitz functions we therefore get that for V = V
?
h or V = V
k
h(·):
E
X∼Tkh(·|B)
[V (X)]− EX∼Th(·|x,a)[V (X)] ≤ LV dW (T
k
h(· | B), Th(· | x, a)) ≤ Tucbkh(B).
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This concentration serves as the leading term in the final regret bound. Getting improved
bounds for model-based algorithms in continuous spaces will necessitate showing that the algorithm
does not need to show uniform concentration over all value functions or all Lipschitz functions, but
rather a subset that is constructed by the algorithm.
These concentration bounds allow us to now demonstrate a principle of optimism for our value-
function estimates. Formally, we show that conditioned on the concentration bounds on the rewards
and transitions being valid, the estimates for Q?h and V
?
h constructed by AdaMB are indeed upper
bounds for the true quantities. This follows a common approach for obtaining regret guarantees for
reinforcement learning algorithms [35].
Lemma 5.3. With probability at least 1− 3δ, the following bounds are all simultaneously true for
all k, h ∈ [K]× [H], and any partition Pkh
Q
k
h(B) ≥ Q?h(x, a) for all B ∈ Pkh , and (x, a) ∈ B
V˜kh(A) ≥ V ?h (x) for all A ∈ S(Pkh), and x ∈ A
V
k
h(x) ≥ V ?h (x) for all x ∈ S
5.2 Regret Decomposition (Section 7)
Similar to [13], we use one step updates for Q
k
h(·) and Vkh(·). We thus use similar ideas to obtain
the final regret decomposition, which then bounds the final regret of the algorithm by a function of
the size of the partition and the sum of the bonus terms used in constructing the high probability
estimates. In particular, by expanding the update rules on Q
k
h(B) and V
k
h(x) we can show:
Lemma 5.4. The expected regret for AdaMB can be decomposed as
E[R(K)] .
K∑
k=1
H∑
h=1
E
[
V˜k−1h (S(Pk−1h , Xkh))− V˜kh(S(Pkh , Xkh))
]
+
H∑
h=1
K∑
k=1
E
[
2Rucbkh(B
k
h)
]
+
H∑
h=1
K∑
k=1
E
[
2Tucbkh(B
k
h)
]
+
K∑
k=1
H∑
h=1
LV E
[
D(Bkh)
]
.
where S(Pk−1h , Xkh) is the region in S(Pk−1h ) containing the point Xkh .
The first term in this expression arises from using one-step planning instead of full-step planning,
and the rest due to the bias in the estimates for the reward and transitions. Using the fact that the
V˜kh are decreasing with respect to k we can show that this term is upper bounded by the size of
the partition. Obtaining the final regret bound then relies on finding a bound on the size of the
partition and the sum of bonus terms.
5.3 Bounds on Size of Partition and Sums of Bonus Terms (Section 8)
We show technical lemmas that provide bounds on terms of the form
∑K
k=1
1
(nkh(B
k
h))
α almost surely
based on the splitting rule used in the algorithm, and the size of the resulting partition. We believe
that this is of independent interest as many optimistic regret decompositions involve bounding sums
of bonus terms that arise from concentration inequalities.
We formulate these quantities as a linear program (LP) where the objective function is to
maximize either the size of the partition or the sum of bonus terms associated to a valid partition
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(represented as a tree) constructed by the algorithm. The constraints follow from conditions on the
number of samples required before a ball is split into subsequent children balls. To derive an upper
bound on the value of the LP, we find a tight dual feasible solution. This argument could be broadly
useful and modified for problems with additional structures by including additional constraints into
the LP. In particular, we are able to show the following:
Corollary 5.5. For any h ∈ [H], consider any sequence of partitions Pkh , k ∈ [K] induced under
AdaMB with splitting thresholds n+(`) = φ2
γ`. Then, for any h ∈ [H] we have:
• |Pkh | ≤ 4dK
d
d+γ φ
− d
d+γ
• For any α, β ≥ 0 s.t. α ≤ 1 and αγ − β ≥ 1, we have
K∑
k=1
2β`(B
k
h)(
nkh(B
k
h)
)α = O(φ−(dα+β)d+γ K d+(1−α)γ+βd+γ )
• For any α, β ≥ 0 s.t. α ≤ 1 and αγ − β/`? ≥ 1 (where `? = 2 + 1d+γ log2
(
K
φ
)
), we have
K∑
k=1
`(Bkh)
β(
nkh(B
k
h)
)α = O(φ−dαd+γK d+(1−α)γd+γ (log2K)β)
We use this result with the regret decomposition to show the final regret bound. The splitting
threshold γ is taken in order to satisfy the requirements of the corollary. As the dominating term
arises from the concentration of the transition kernel, for the case when dS > 2 the sum is of the
form when α = 1/dS and β = 0. This gives the K(d+dS−1)/(d+dS) term in the regret bound. The
case when dS ≤ 2 is similar.
6 Concentration Bounds, Optimism, and Clean Events
In this section we show that the bonus terms added on, namely Rucbkh(·) and Tucbkh(·), ensure that
the estimated rewards and transitions are upper bounds for the true quantities with high probability.
This follows a proof technique commonly used for multi-armed bandits and reinforcement learning,
where algorithm designers ensure that relevant quantities are estimated optimistically with a bonus
that declines as the number of samples increases.
For all proofs we let {Fk} denote the filtration induced by all information available to the
algorithm at the start of episode k, i.e. Fk = σ
(
(Xk
′
h , A
k′
h , B
k′
h , R
k′
h )h∈[H],k′<k ∪Xk1
)
where we
include the starting state for the episode.
Before stating the concentration inequalities, we first give a technical result, which we use to
simplify the upper confidence terms. The proof of this result is deferred to Appendix E.
Lemma 6.1. For any h, k ∈ [H]× [K] and ball B ∈ Pkh we have that∑
B′⊇B D(B′)nkh(B′)∑
B′⊇B n
k
h(B
′)
≤ 4D(B).
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6.1 Concentration of Reward Estimates
We start by showing that with probability at least 1− δ, our reward estimate rkh(B) +Rucbkh(B) is
a uniform upper bound on the true mean reward rh(x, a) for any (x, a) ∈ B.
Lemma 6.2. With probability at least 1− δ we have that for any h, k ∈ [H]× [K] and ball B ∈ Pkh ,
and any (x, a) ∈ B, ∣∣∣rkh(B)− rh(x, a)∣∣∣ ≤ Rucbkh(B),
where we define Rucbkh(B) =
√
8 log(2HK2/δ)∑
B′⊇B n
k
h(B
′) + 4LrD(B).
Proof. Let h, k ∈ [H]× [K] and B ∈ Pkh be fixed and (x, a) ∈ B be arbitrary. First consider the left
hand side of this expression,∣∣∣rkh(B)− rh(x, a)∣∣∣ =
∣∣∣∣∣
∑
B′⊇B rˆ
k
h(B
′)nkh(B
′)∑
B′⊇B n
k
h(B
′)
− rh(x, a)
∣∣∣∣∣
≤
∣∣∣∣∣∣
∑
B′⊇B
∑
k′≤k 1[Bk′h =B′](R
k
h − rh(Xk
′
h , A
k′
h ))∑
B′⊇B n
k
h(B
′)
∣∣∣∣∣∣
+
∣∣∣∣∣∣
∑
B′⊇B
∑
k′≤k 1[Bk′h =B′](rh(X
k′
h , A
k′
h )− rh(x, a))∑
B′⊇B n
k
h(B
′)
∣∣∣∣∣∣.
where we use the definitions of rkh(B) and rˆ
k
h(B) and the triangle inequality.
Next, using the fact that rh is Lipschitz continuous and that (x, a) ∈ B ⊆ B′ and (Xk′h , Ak
′
h ) ∈ B′
have a distance bounded above by D(B′), we can bound the second term by∣∣∣∣∣∣
∑
B′⊇B
∑
k′≤k 1[Bk′h =B′](rh(X
k′
h , A
k′
h )− rh(x, a))∑
B′⊇B n
k
h(B
′)
∣∣∣∣∣∣ ≤
∣∣∣∣∣
∑
B′⊇B LrD(B′)nkh(B′)∑
B′⊇B n
k
h(B
′)
∣∣∣∣∣.
Finally we bound the first term via the Azuma-Hoeffding inequality. Let k1, . . . , kt be the
episodes in which B and its ancestors were selected by the algorithm (i.e. Bkih is an ancestor of B);
here t =
∑
B′⊇B n
k
h(B
′). Under this definition the first term can be rewritten as∣∣∣∣∣1t
t∑
i=1
(
Rkih − rh(Xkih , Akih )
)∣∣∣∣∣
Set Zi = R
ki
h − rh(Xkih , Akih ). Clearly Zi is a martingale difference sequence with respect to the
filtration Fˆi = Fki+1. Moreover, as the sum of a martingale difference sequence is a martingale then
for any τ ≤ K, ∑τi=1 Zi is a martingale, where the difference in subsequent terms is bounded by 2.
Thus by Azuma-Hoeffding’s inequality we see that for a fixed τ ≤ K that
P
(∣∣∣∣∣1τ
τ∑
i=1
Zi
∣∣∣∣∣ ≤
√
8 log(2HK2/δ)
τ
)
≥ 1− 2 exp
(
−τ
8 log(2HK2/δ)
τ
8
)
= 1− δ
2HK2
.
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When τ = t =
∑
B′⊇B n
k
h(B
′) the right hand side in the concentration is precisely√
8 log(2HK2/δ)∑
B′⊇B n
k
h(B
′)
.
We then take a union bound over all steps H and episodes K and all K possible values of τ .
Note that we do not need to union bound over the balls B ∈ Pkh as the estimate of only one ball is
changed per (step, episode) pair, i.e. rˆkh(B) is changed for a single ball per episode. For all balls
not selected, it inherits the concentration of the good event from the previous episode because its
estimate does not change. Furthermore, even if ball B is “split” in episode k, all of its children
inherit the value of the parent ball, and thus also inherits the good event, so we still only need to
consider the update for Bkh itself.
Combining these we have for any (h, k) ∈ [H]× [K] and ball B ∈ Pkh such that (x, a) ∈ B
|rkh(B)− rh(x, a)| ≤
√
8 log(2HK2/δ)∑
B′⊇B n
k
h(B
′)
+
∑
B′⊇B LrD(B′)nkh(B′)∑
B′⊇B n
k
h(B
′)
≤
√
8 log(2HK2/δ)∑
B′⊇B n
k
h(B
′)
+ 4LrD(B) = Rucbkh(B) (by Lemma 6.1).
6.2 Concentration of Transition Estimates
Next we show concentration of the estimate of the transition kernel. We use recent work on bounding
the Wasserstein distance between the empirical distribution and the true distribution for arbitrary
measures [47]. The proof is split into two cases, where the cases define the relevant Tucbkh(·) used.
We state the result here but defer the full proof to Appendix E.
Lemma 6.3. With probability at least 1− 2δ we have that for any h, k ∈ [H]× [K] and ball B ∈ Pkh
with (x, a) ∈ B that
dW (T
k
h(· | B), Th(· | x, a)) ≤
1
LV
Tucbkh(B)
6.3 Optimism Principle
The concentration bounds derived in Sections 6.1 and 6.2 allow us to now demonstrate a principle
of optimism for our value-function estimates.
Lemma 6.4. With probability at least 1− 3δ, the following bounds are all simultaneously true for
all k, h ∈ [K]× [H], and any partition Pkh
Q
k
h(B) ≥ Q?h(x, a) for all B ∈ Pkh , and (x, a) ∈ B
V˜kh(A) ≥ V ?h (x) for all A ∈ S(Pkh), and x ∈ A
V
k
h(x) ≥ V ?h (x) for all x ∈ S
Proof. Recall the ‘good events’ in Lemmas 6.2 and 6.3 simultaneously hold with probability 1− 3δ.
Conditioned on this, we show the result by forwards induction on k and backwards induction on h.
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Base Case (k = 0): Recall the estimates are initialized as Q
k
h(·) = Vkh(·) = V˜kh(·) = H − h + 1.
Now since all the rewards lie in [0, 1], we have that Q?h(·, ·) and V ?h (·) are upper bounded by H−h+1,
and so optimism holds for any h ∈ [H].
Induction (k − 1→ k): We first consider h = H + 1 and then proceed via backwards induction
on h. For h = H + 1, optimism holds as all quantities are zero. Next, for any B ∈ Pkh and any
(x, a) ∈ B,
Q
k
h(B) = r
k
h(B) +Rucb
k
h(B) + EY∼Tkh(·|B)[V
k−1
h+1(Y )] +Tucb
k
h(B)
≥ rh(x, a) + EY∼Tkh(·|B)[V
?
h+1(Y )] +Tucb
k
h(B) (induction hypothesis and Lemma 6.2)
≥ rh(x, a) + EY∼Th(·|x,a)[V ?h+1(Y )] = Q?h(x, a) (by Lemma 6.3)
where we used the fact that V ?h is LV -Lipschitz continuous and that the difference in expectation
over any Lipschitz function with respect to two different distributions is bounded above by the
Wasserstein distance times the Lipschitz constant.
For any A ∈ S(Pkh) and any x ∈ A, if V˜kh(A) = V˜k−1h (A) then optimism clearly holds by the
induction hypothesis, and otherwise
V˜kh(A) = max
B∈Pkh :S(B)⊇A
Q
k
h(B)
≥ Qkh(B?) for (x, pi?h(x)) ∈ B?
≥ Q?h(x, pi?h(x)) = V ?h (x).
For x ∈ A ∈ S(Pkh), and for the ball B? ∈ Pkh that satisfies (x, pi?h(x)) ∈ B?, it must be that
S(B?) ⊇ A because of the construction of the induced partition S(Pkh) via Eq. (3), the dyadic
partitioning of P kh which guarantees S(Pkh) is a partition, and the fact that x ∈ S(B?).
And lastly we have that for any x ∈ S,
V
k
h(x) = V˜
k
h(A) + LV dS(x, x˜(A)) for some ball A ∈ S(Pkh)
≥ V ?h (x˜(A)) + LV dS(x, x˜(A)) by optimism of V˜kh
≥ V ?h (x) by Lipschitzness of V ?h .
Note that when a ball B is split, it inherits all estimates from its parents, and thus it inherits the
optimistic properties from its parents value functions as well.
7 Sample-Path Regret Decomposition
We next outline our sample-path regret decomposition for one-step value iteration, which uses an
idea adapted from Lemma 12 in [13]. We introduce the notation S(Pkh , x) to refer to the state-ball
in S(Pkh) which contains the point x. The proofs of both results are deferred to Appendix E.
We begin by showing a result on the one-step difference between the estimated value of the
policy and the true value of the policy employed. This critically uses the one-step value-iteration
update in order to express the difference as a decreasing bounded process plus the sum of bonus
terms.
Lemma 7.1. Consider any h, k ∈ [H]× [K], and any dyadic partition Pk−1h of S × A. Then the
value update of AdaMB in the k’th episode in step h is upper bounded by
V˜k−1h (S(Pk−1h , Xkh))− V pi
k
h (X
k
h)
19
≤
H∑
h′=h
Ek−1
[
V˜k−1h′ (S(Pk−1h′ , Xkh′))− V˜kh′(S(Pkh′ , Xkh′)) | Xkh
]
+
H∑
h′=h
Ek−1
[
rkh′(B
k
h′)− rh′(Xkh′ , Akh′) +Rucbkh′(Bkh′) | Xkh
]
+
H∑
h′=h
Ek−1
[
E
x∼Tkh′ (·|Bkh′ )
[V
k−1
h+1(x)]− Ex∼Th′ (·|Xkh′ ,Akh′ )[V
k−1
h′+1(x)] | Xkh
]
+
H∑
h′=h
Ek−1
[
Tucbkh′(B
k
h′)
]
+ LV
H∑
h′=h+1
Ek−1
[
D(Bkh′) | Xkh
]
The proof follows directly by expanding and substituting the various quantities. Moreover, using
this lemma, we can further decompose the expected regret using the optimism principle defined in
Section 6.
Lemma 7.2. The expected regret for AdaMB can be decomposed as
E[R(K)] .
K∑
k=1
H∑
h=1
E
[
V˜k−1h (S(Pk−1h , Xkh))− V˜kh(S(Pkh , Xkh))
]
+
H∑
h=1
K∑
k=1
E
[
2Rucbkh(B
k
h)
]
+
H∑
h=1
K∑
k=1
E
[
2Tucbkh(B
k
h)
]
+
K∑
k=1
H∑
h=1
LV E
[
D(Bkh)
]
.
This again follows from the definition of regret, and using Lemmas 7.1. The proof is provided in
Appendix E.
Next we analyze the first term in the regret decomposition by arguing it is bounded uniformly
over all sample paths.
Lemma 7.3. Under AdaMB, along every sample trajectory we have
K∑
k=1
H∑
h=1
V˜k−1h (S(P k−1h , Xkh))− V˜kh(S(Pkh , Xkh)) ≤ H2 maxh |S(P
K
h )|.
Proof. We show a somewhat stronger bound, namely, that for every h ∈ [H] we have
K∑
k=1
V˜k−1h (S(P k−1h , Xkh))− V˜kh(S(Pkh , Xkh)) ≤ (H − h+ 1)|S(Pkh)|
from which the claim then follows.
Recall that by definition, we have V˜k−1h (S(P k−1h , x)) is non-decreasing ∀x ∈ S. Now we can
write
K∑
k=1
V˜k−1h (S(P k−1h , Xkh))− V˜kh(S(Pkh , Xkh)) ≤
K∑
k=1
∑
A∈S(PKh )
V˜k−1h (A)− V˜kh(A)
where for a set A ∈ S(PKh ) which is not in Pkh we let V˜kh(A) be the V˜kh(·) value of the ball in S(Pkh)
which contains A (i.e., we set V˜k−1h (A) = V˜
k−1
h (S(Pk−1h , x˜(A))) and V˜kh(A) = V˜kh(S(Pkh , x˜(A)))).
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Finally, we can change the order of summations to get
K∑
k=1
∑
A∈S(PKh )
V˜k−1h (A)− V˜kh(A) =
∑
A∈S(PKh )
K∑
k=1
V˜k−1h (A)− V˜kh(A)
=
∑
A∈S(PKh )
V˜0h(A)− V˜Kh (A)
≤ (H − h+ 1)|S(Pkh)|.
8 Adversarial Bounds for Counts over Partitions
Recall that the splitting threshold is defined to be: split a ball once we have that nkh(B) + 1 ≥ n+(B)
where n+(B) = φ2
γ`(B) for parameters φ and γ. As the splitting threshold only depends on the
level of the ball in the partition, we abuse notation and use n+(`) = φ2
γ` to denote the threshold
number of samples needed by the splitting rule to trigger splitting a ball at level `. We first provide
a general bound for counts over any partition Pkh .
Lemma 8.1. Consider any partition Pkh for any k ∈ [K], h ∈ [H] induced under AdaMB with
splitting thresholds n+(`), and consider any ‘penalty’ vector {a`}`∈N0 that satisfies a`+1 ≥ a` ≥ 0
and 2a`+1/a` ≤ n+(`)/n+(`− 1) for all ` ∈ N0. Define `? = inf{` | 2d(`−1)n+(`− 1) ≥ k}. Then
∞∑
`=0
∑
B∈Pkh :`(B)=`
a` ≤ 2d`?a`?
Proof. For ` ∈ N0, let x` denote the number of active balls at level ` in Pkh . Then
∑
B∈Pkh :`(B)=` a` =∑
`∈N0 a`x`. Now we claim that under any partition, this sum can be upper bound via the following
linear program:
maximize:
∞∑
`=0
a`x`
subject to:
∑
`
2−`dx` ≤ 1 ,∑
`
n+(`− 1)2−dx` ≤ k ,
x` ≥ 0∀ `
The first constraint arises via the Kraft-McMillan inequality for prefix-free codes (see Chapter 5
in [9]): since each node can have at most D = 2d (where d = dS + dA) children by definition of the
covering dimension, the partition created can be thought of as constructing a prefix-free code on a
D-ary tree. The second constraint arises via a conservation argument on the number of samples:
Recall that n+(B) is the minimum number of samples required before B is split into 2
d children –
an alternate way to view this is that each ball at level ` requires a ‘sample cost’ of n+(`− 1)/2d
unique samples in order to be created. The sum of this sample cost over all active balls is at most
the number of samples k.
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Next, via LP duality, we get that the optimal value for this program is upper bounded by α+ β
for any α and β such that:
2−`dα+ n+(`− 1)2−dβ ≥ a` ∀` ∈ N0
α, β ≥ 0.
Recall the definition of `? = inf{` | 2d(`−1)n+(`− 1) ≥ k} and consider
αˆ =
2d`
?
a`?
2
βˆ =
2da`?
2n+(`? − 1) .
We claim that this pair satisfies the constraint that 2−`dαˆ+ n+(`− 1)2−dβˆ ≥ a` for any `, and
hence by weak duality we have that∑
B∈Pkh :`(B)=`
a` ≤ αˆ+ βˆ ≤ 2αˆ = 2d`?a`? .
To verify the constraints on (αˆ, βˆ) we check it by cases. First note that for ` = `?, we have
2−`?dαˆ+ n+(`? − 1)2−dβˆ = a`? .
Next, for any ` < `?, note that 2−`d ≥ 2−(`?−1)d > 2 · (2−`?d), and hence 2−`dαˆ ≥ 2 · (2−`?dαˆ) =
a`? ≥ a` by construction of the penalty vector.
Similarly, for any ` > `?, we have by assumption on the costs and n+(`) that
n+(`− 1)
a`
≥ 2
`−`?n+(`? − 1)
a`?
≥ 2n+(`
? − 1)
a`?
.
Then we get by plugging in our value of βˆ that
n+(`− 1)2−dβˆ = a`
?n+(`− 1)
2n+(`? − 1) ≥ a`
This verifies the constraints for all ` ∈ N0.
Note also that in the above proof, we actually use the condition 2a`+1/a` ≤ n+(`)/n+(`− 1) for
` ≥ `?; we use this more refined version in Corollary 8.3 below.
8.1 Worst-Case Partition Size and Sum of Bonus Terms
One immediate corollary of Lemma 8.1 is a bound on the size of the partition |Pkh | for any h, k.
Corollary 8.2. For any h and k we have that
|Pkh | ≤ 4d
(
k
φ
) d
d+γ
and that
`? ≤ 1
d+ γ
log2(k/φ) + 2.
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Proof. Note that the size of the partition can be upper bounded by the sum where we take a` = 1
for every `. Clearly this satisfies the requirements of Lemma 8.1. Moreover, using the definition of
`? we have that 2d(`
?−2)n+(`? − 2) ≤ k as otherwise `? − 1 would achieve the infimum. Taking this
equation and plugging in the definition of n+(`) by the splitting rule yields that
`? ≤ 1
d+ γ
log2
(
k
φ
)
+ 2.
Then by plugging this in we get that
|Pkh | ≤ 2d`
? ≤ 2 dd+γ log2(k/φ)+2d = 4d
(
k
φ
)d/(d+γ)
.
In other words, the worst case partition size is determined by a uniform scattering of samples,
wherein the entire space is partitioned up to equal granularity (in other words, a uniform -net).
More generally, we can use Lemma 8.1 to bound various functions of counts over balls in Pkh .
In Appendix C we use this to bound various terms in our regret expansion.
Corollary 8.3. For any h ∈ [H], consider any sequence of partitions Pkh , k ∈ [K] induced under
AdaMB with splitting thresholds n+(`) = φ2
γ`. Then, for any h ∈ [H] we have:
• For any α, β ≥ 0 s.t. α ≤ 1 and αγ − β ≥ 1, we have
K∑
k=1
2β`(B
k
h)(
nkh(B
k
h)
)α = O(φ−(dα+β)d+γ K d+(1−α)γ+βd+γ )
• For any α, β ≥ 0 s.t. α ≤ 1 and αγ − β/`? ≥ 1 (where `? = 2 + 1d+γ log2
(
K
φ
)
), we have
K∑
k=1
`(Bkh)
β(
nkh(B
k
h)
)α = O(φ−dαd+γK d+(1−α)γd+γ (log2K)β)
The proof of both the inequalities follows from a direct application of Lemma 8.1 (and in fact,
using the same `? as in Corollary 8.2), after first rewriting the summation over balls in Pkh as a
summation over active balls in PKh . The complete proof is deferred to Appendix E.
9 Experiments
In this section we give full details on the experiments and simulations performed. For full
code implementation and more results please see the Github repository at https://github.com/
seanrsinclair/AdaptiveQLearning.
For the experiments we were motivated to work on ambulance routing and the oil discovery
problem as efficient algorithms for reinforcement learning in operations tasks is still largely unexplored.
It is, however, a very natural objective in designing systems where agents must learn to navigate an
uncertain environment to maximize their utility. These experiments can have broader implications
in planning effective public transportation, stationing medics at events, or even cache management
(which technically is a discrete measurement, but is most usefully talked about in a continuous
manner due to the magnitude of memory units).
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Figure 2: Comparison of the observed rewards, size of the partition, and resulting discretization
for the four algorithms on the one-dimensional oil problem in the “spare-reward” setting with
α = 1. The colours correspond to the estimated Q
k
h(B) values, where green corresponds to a larger
estimated Q value.
The main objective for continuous space problems in reinforcement learning is to meaningfully
store continuous data in a discrete manner while still producing optimal results in terms of
performance and reward. We find that the oil discovery and ambulance routing problems are simple
enough that we can realistically produce uniform discretization benchmarks to test our adaptive
algorithm against. At the same time, they provide interesting continuous space scenarios that suggest
there can be substantial improvements when using adaptive discretization in real world problems.
The ambulance routing problem also allows us to naturally increase the state and action space
dimensionality by adding another ambulance and consequently test our algorithms in a slightly more
complex setting. In particular, we compare Adaptive Q-Learning[36], Model-Free -Net[39],
AdaMB (Algorithm 1), and a -net variant of UCBVI [5]. We refer to the simulations as AdaQL,
epsilonQL, AdaMB, and epsilonMB respectively in the figures.
9.1 Oil Discovery
This problem, adapted from [24] is a continuous variant of the “Grid World” environment. It
comprises of an agent surveying a 1D map in search of hidden “oil deposits”. The world is endowed
with an unknown survey function which encodes the probability of observing oil at that specific
location. For agents to move to a new location they pay a cost proportional to the distance moved,
and surveying the land produces noisy estimates of the true value of that location. In addition, due
to varying terrain the true location the agent moves to is perturbed as a function of the state and
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Figure 3: Comparison of the observed rewards, size of the partition, and resulting discretization
for the four algorithms on the one-dimensional oil problem with no noise and survey function
f(x, a) = 1− (x− .7)2 and α = 1. The colours correspond to the estimated Qkh(B) values, where
green corresponds to a larger estimated Q value.
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Figure 4: Estimate of Q?h for the one-dimensional oil problem in the “spare reward” and “quadratic”
setting. Note that here the x-axis corresponds to states and the y-axis to actions. The colour
corresponds to the true Q?2 value where green corresponds to a larger value.
action.
To formalize the problem, here the state space S = [0, 1] and action space A = [0, 1], where the
product space is endowed with the `∞ metric. The reward function is defined as
rh(x, a) = max{min{fh(x, a)− α|x− a|+ , 1}, 0}
where fh(x, a) is the survey function, corresponding to the probability of observing an oil deposit
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at that specific location and α is a parameter used to govern the transportation cost and  is
independent Gaussian noise. The transition function is defined as
Ph(· | x, a) = max{min{δa +N(0, σh(x, a)2), 1}, 0}
where again we have truncated the new state to fall within [0, 1] and the noise function σh(x, a) allows
for varying terrain in the environment leading to noisy transitions. Clearly if we take σh(x, a) = 0
we recover deterministic transitions from a state x taking action a to the next state being a.
We performed three different simulations, where we took f(x, a) and σ(x, a) as follows:
Noiseless Setting: σ(x, a) = 0 and the reward function f(x, a) = 1 − λ(x − c)2 or f(x, a) =
1− e−λ|x−c| where c is the location of the oil deposit and λ is a tunable parameter.
Sparse-Reward Setting: σ(x, a) = .025(x+ a)2 and the survey function is defined via:
fh(x, a) =

1
h
(
1− e−λ|x−.5|) h = 1
1
h
(
1− e−λ|x−.25|) h = 2
1
h
(
1− e−λ|x−.5|) h = 3
1
h
(
1− e−λ|x−.75|) h = 4
1
h
(
1− e−λ|x−1|) h = 5
Discussion. We can see in Figure 2 and in Figure 3 that the epsilonQL algorithm takes much
longer to learn the optimal policy than its counterpart epsilonMB and both model-based algorithms.
Seeing improved performance of model-based algorithms over model-free with a uniform discretization
is unsurprising, as it is folklore that model-based algorithms perform better than model-free in
discrete spaces.
The two adaptive algorithms also offer a significantly smaller partition size than the corresponding
uniform discretization. After comparing the adaptive algorithms’ discretization of estimated Q-
values with the true Q?2-values in the state-action space, we find that the adaptive algorithms closely
approximate the underlying Q function (see Figure 4). This is as the adaptive algorithms maintain a
much finer partition in regions of the space where the underlying Q? values are large, thus reducing
unnecessary exploration (hence reducing the size of the partition), and allowing the algorithm to
learn the optimal policy faster (low regret). This demonstrates our algorithms’ effectiveness in
allocating space only to where it is advantageous to exploit more rigorously. Interestingly, we see
that the model-free algorithm is able to more closely resemble the underlying Q? values than the
model-based algorithm. This affirms recent work showing instance-dependent bounds for model-free
algorithms [7], and our discussion on the drawback of model-based algorithms storing estimates of
the transition kernel.
9.2 Ambulance Routing
This problem is a widely studied question in operations research and control, and is closely related
to the k-server problem. A controller positions a fleet of k ambulances over H time periods, so as to
minimize the transportation costs and time to respond to incoming patient requests. In our setting,
the controller first chooses locations to station the ambulances. Next, a single request is realized
drawn from a fixed h-dependent distribution. Afterwards, one ambulance is chosen to travel to meet
the demand, while other ambulances can re-position themselves.
Here the state space S = [0, 1]k and action space A = [0, 1]k where k is the number of ambulances,
and the product space is endowed with the `∞ metric. The reward function and transition is defined
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Figure 5: Comparison of the observed rewards, size of the partition, and resulting discretization for
the four algorithms on the one ambulance problem with α = 0 and arrivals Fh = Beta(5, 2). The
colors correspond to the estimated Q
k
h(B) values, where green corresponds to a larger estimated Q
value.
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Figure 6: Comparison of the observed rewards and the size of the partition for the four algorithms
on the two ambulance problem with α = 1 and arrivals Fh = Beta(5, 2).
as follows. First, all ambulances travel from their initial state xi to their desired location ai, paying
a transportation cost to move the ambulance to location ai. Afterwards, a patient request location
ph ∼ Fh is drawn i.i.d. from a fixed distribution Fh. The closest ambulance to ph is then selected
to serve the patient, i.e. let
i? = argmin
i∈[k]
|ai − ph|
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denote the ambulance traveling to serve the patient. The rewards and transitions are then defined
via:
xnewi =
{
ai i 6= i?
ph i = i
?
rh(x, a) = 1−
(α
k
‖x− a‖1 + (1− α)|ai? − ph|
)
where α serves as a tunable parameter to relate the cost of initially traveling from their current
location x to the desired location a, and the cost of traveling to serve the new patient ph. We tested
values of α in {0, .25, 1} where α = 1 corresponds to only penalizing the ambulances for traveling
to the initial location, α = 0 only penalizes agents for traveling to serve the patient, and α = 0.25
interpolates between these two settings.
For the arrival distributions, we took Fh = Beta(5, 2), Fh = Uniform(0, 1) and a time-varying
arrival distribution:
Fh =

Uniform(0, .25) h = 1
Uniform(.25, .3) h = 2
Uniform(.3, .5) h = 3
Uniform(.5, .6) h = 4
Uniform(.6, .65) h = 5
Discussion. In both the single ambulance case (Figure 5) and two-ambulance (Figure 6) we
see that the uniform discretization algorithms are outperformed by their adaptive counterparts.
Unsurprisingly, the partition size of both adaptive algorithms is significantly smaller than the
epsilon algorithms, with adaQL being slightly more efficient. We also see that both adaptive
algorithms perform similarly in terms of rate of convergence and observed rewards for both the
two and one ambulance problem. Again, this is because the adaptive algorithms maintain a finer
partition in regions of the space where the underlying Q? values are large, thus reducing the size
of the partition and leading the algorithm to learn the optimal policy faster. When looking at
the resulting discretizations in Figure 5 we observe similar results to the oil problem, where the
model-free algorithm exhibits a finer partition than the model-based algorithm.
10 Conclusion
We presented an algorithm using adaptive discretization for model-based online reinforcement
learning based on one-step planning. In worst case instances, we showed regret bounds for our
algorithm which are competitive with other model-based algorithms in continuous settings under
the assumption that the underlying dynamics of the system are Lipschitz continuous with respect to
a known metric on the space. We also provided simulations comparing model-based and model-free
methods using an adaptive and fixed discretizations of the space on several canonical control
problems. Our experiments showed that adaptive partitioning empirically performs better than
fixed discretizations in terms of both faster convergence and lower memory.
One future direction for the work is analyzing the discrepancy between model-based and
model-free methods in continuous settings, as model-based algorithms so far have sub-optimal
dependence on the dimension of the space. Moreover, we hope to characterize problems where
model-based methods using adaptive discretization are able to outperform model-free methods using
a gap-dependent analysis inspired by recent gap-dependent analysis for tabular algorithms [35].
28
Acknowledgements
We gratefully acknowledge funding from the NSF under grants ECCS-1847393, DMS-1839346, CCF-
1948256, and CNS-1955997, the ARL under grant W911NF-17-1-0094, and the Cornell Engaged
Grant: Applied Mathematics in Action.
References
[1] Shipra Agrawal and Randy Jia. Optimistic posterior sampling for reinforcement learning: worst-
case regret bounds. In Advances in Neural Information Processing Systems, pages 1184–1194,
2017.
[2] Mohammad Alizadeh, Albert Greenberg, Dave Maltz, Jitu Padhye, Parveen Patel, Balaji
Prabhakar, Sudipta Sengupta, and Murari Sridharan. Dctcp: Efficient packet transport for the
commoditized data center. 2010.
[3] Mohammad Alizadeh, Shuang Yang, Milad Sharif, Sachin Katti, Nick McKeown, Balaji
Prabhakar, and Scott Shenker. pfabric: Minimal near-optimal datacenter transport. ACM
SIGCOMM Computer Communication Review, 43(4):435–446, 2013.
[4] Mohammad Gheshlaghi Azar, Re´mi Munos, and Hilbert J Kappen. Minimax pac bounds on
the sample complexity of reinforcement learning with a generative model. Machine learning,
91(3):325–349, 2013.
[5] Mohammad Gheshlaghi Azar, Ian Osband, and Re´mi Munos. Minimax regret bounds for
reinforcement learning. In Proceedings of the 34th International Conference on Machine
Learning-Volume 70, pages 263–272. JMLR. org, 2017.
[6] Se´bastien Bubeck, Nicolo Cesa-Bianchi, et al. Regret analysis of stochastic and nonstochastic
multi-armed bandit problems. Foundations and Trends in Machine Learning, 5(1):1–122, 2012.
[7] Tongyi Cao and Akshay Krishnamurthy. Provably adaptive reinforcement learning in metric
spaces, 2020.
[8] Sandeep Chinchali, Pan Hu, Tianshu Chu, Manu Sharma, Manu Bansal, Rakesh Misra, Marco
Pavone, and Sachin Katti. Cellular network traffic scheduling with deep reinforcement learning.
In Thirty-Second AAAI Conference on Artificial Intelligence, 2018.
[9] Thomas M Cover and Joy A Thomas. Elements of information theory. John Wiley & Sons,
2012.
[10] Christoph Dann and Emma Brunskill. Sample complexity of episodic fixed-horizon reinforcement
learning. In Advances in Neural Information Processing Systems, pages 2818–2826, 2015.
[11] Omar Darwiche Domingues, Pierre Me´nard, Matteo Pirotta, Emilie Kaufmann, and Michal
Valko. Regret bounds for kernel-based reinforcement learning. arXiv preprint arXiv:2004.05599,
2020.
[12] Simon S Du, Yuping Luo, Ruosong Wang, and Hanrui Zhang. Provably efficient q-learning
with function approximation via distribution shift error checking oracle. In Advances in Neural
Information Processing Systems, pages 8058–8068, 2019.
29
[13] Yonathan Efroni, Nadav Merlis, Mohammad Ghavamzadeh, and Shie Mannor. Tight regret
bounds for model-based reinforcement learning with greedy policies. In Advances in Neural
Information Processing Systems, pages 12203–12213, 2019.
[14] Mikael Henaff. Explicit explore-exploit algorithms in continuous state spaces. In Advances in
Neural Information Processing Systems, pages 9372–9382, 2019.
[15] Engin Ipek, Onur Mutlu, Jose´ F. Mart´ınez, and Rich Caruana. Self-optimizing memory
controllers: A reinforcement learning approach. SIGARCH Comput. Archit. News, 36(3):3950,
June 2008.
[16] Thomas Jaksch, Ronald Ortner, and Peter Auer. Near-optimal regret bounds for reinforcement
learning. Journal of Machine Learning Research, 11(Apr):1563–1600, 2010.
[17] Chi Jin, Zeyuan Allen-Zhu, Sebastien Bubeck, and Michael I Jordan. Is q-learning provably
efficient? In S. Bengio, H. Wallach, H. Larochelle, K. Grauman, N. Cesa-Bianchi, and
R. Garnett, editors, Advances in Neural Information Processing Systems 31, pages 4863–4873.
Curran Associates, Inc., 2018.
[18] Chi Jin, Zhuoran Yang, Zhaoran Wang, and Michael I Jordan. Provably efficient reinforcement
learning with linear function approximation. arXiv preprint arXiv:1907.05388, 2019.
[19] Sham Kakade, Michael J Kearns, and John Langford. Exploration in metric state spaces.
In Proceedings of the 20th International Conference on Machine Learning (ICML-03), pages
306–312, 2003.
[20] Sham Machandranath Kakade et al. On the sample complexity of reinforcement learning. PhD
thesis, University of London London, England, 2003.
[21] Robert Kleinberg, Aleksandrs Slivkins, and Eli Upfal. Bandits and experts in metric spaces. J.
ACM, 66(4):30:1–30:77, May 2019.
[22] Kailasam Lakshmanan, Ronald Ortner, and Daniil Ryabko. Improved regret bounds for
undiscounted continuous reinforcement learning. In International Conference on Machine
Learning, pages 524–532, 2015.
[23] Thodoris Lykouris and Sergei Vassilvitskii. Competitive caching with machine learned advice.
arXiv preprint arXiv:1802.05399, 2018.
[24] Winter Mason and Duncan J Watts. Collaborative learning in networks. Proceedings of the
National Academy of Sciences, 109(3):764–769, 2012.
[25] Volodymyr Mnih, Adria Puigdomenech Badia, Mehdi Mirza, Alex Graves, Timothy Lilli-
crap, Tim Harley, David Silver, and Koray Kavukcuoglu. Asynchronous methods for deep
reinforcement learning. In International conference on machine learning, pages 1928–1937,
2016.
[26] Volodymyr Mnih, Koray Kavukcuoglu, David Silver, Alex Graves, Ioannis Antonoglou, Daan
Wierstra, and Martin Riedmiller. Playing atari with deep reinforcement learning. arXiv preprint
arXiv:1312.5602, 2013.
30
[27] Rajesh Nishtala, Hans Fugal, Steven Grimm, Marc Kwiatkowski, Herman Lee, Harry C Li,
Ryan McElroy, Mike Paleczny, Daniel Peek, Paul Saab, et al. Scaling memcache at facebook.
In Presented as part of the 10th {USENIX} Symposium on Networked Systems Design and
Implementation ({NSDI} 13), pages 385–398, 2013.
[28] Ian Osband and Benjamin Van Roy. Model-based reinforcement learning and the eluder
dimension. In Advances in Neural Information Processing Systems, pages 1466–1474, 2014.
[29] Ian Osband and Benjamin Van Roy. On lower bounds for regret in reinforcement learning.
arXiv preprint arXiv:1608.02732, 2016.
[30] Martin L. Puterman. Markov Decision Processes: Discrete Stochastic Dynamic Programming.
John Wiley & Sons, Inc., New York, NY, USA, 1st edition, 1994.
[31] Daniel Russo and Benjamin Van Roy. Eluder dimension and the sample complexity of optimistic
exploration. In Advances in Neural Information Processing Systems, pages 2256–2264, 2013.
[32] Devavrat Shah and Qiaomin Xie. Q-learning with nearest neighbors. In Advances in Neural
Information Processing Systems, pages 3111–3121, 2018.
[33] David Silver, Aja Huang, Chris J Maddison, Arthur Guez, Laurent Sifre, George Van Den Driess-
che, Julian Schrittwieser, Ioannis Antonoglou, Veda Panneershelvam, Marc Lanctot, et al.
Mastering the game of go with deep neural networks and tree search. nature, 529(7587):484,
2016.
[34] David Silver, Thomas Hubert, Julian Schrittwieser, Ioannis Antonoglou, Matthew Lai, Arthur
Guez, Marc Lanctot, Laurent Sifre, Dharshan Kumaran, Thore Graepel, et al. Mastering
chess and shogi by self-play with a general reinforcement learning algorithm. arXiv preprint
arXiv:1712.01815, 2017.
[35] Max Simchowitz and Kevin G Jamieson. Non-asymptotic gap-dependent regret bounds for
tabular mdps. In Advances in Neural Information Processing Systems, pages 1151–1160, 2019.
[36] Sean R. Sinclair, Siddhartha Banerjee, and Christina Lee Yu. Adaptive discretization for
episodic reinforcement learning in metric spaces. Proceedings of the ACM on Measurement and
Analysis of Computing Systems, 3(3):144, Dec 2019.
[37] Aleksandrs Slivkins. Contextual bandits with similarity information. J. Mach. Learn. Res.,
15(1):25332568, January 2014.
[38] Aleksandrs Slivkins. Introduction to multi-armed bandits. Foundations and Trends in Machine
Learning, 12(1-2):1–286, 2019.
[39] Zhao Song and Wen Sun. Efficient model-free reinforcement learning in metric spaces. arXiv
preprint arXiv:1905.00475, 2019.
[40] Richard S Sutton and Andrew G Barto. Reinforcement learning: An introduction. MIT press,
2018.
[41] Ruosong Wang, Simon S Du, Lin F Yang, and Sham M Kakade. Is long horizon reinforce-
ment learning more difficult than short horizon reinforcement learning? arXiv preprint
arXiv:2005.00527, 2020.
31
[42] Ruosong Wang, Ruslan Salakhutdinov, and Lin F Yang. Provably efficient reinforcement
learning with general value function approximation. arXiv preprint arXiv:2005.10804, 2020.
[43] Tianyu Wang, Weicheng Ye, Dawei Geng, and Cynthia Rudin. Towards practical lipschitz
stochastic bandits. arXiv preprint arXiv:1901.09277, 2019.
[44] Yining Wang, Ruosong Wang, Simon S Du, and Akshay Krishnamurthy. Optimism in reinforce-
ment learning with generalized linear function approximation. arXiv preprint arXiv:1912.04136,
2019.
[45] Nirandika Wanigasekara and Christina Yu. Nonparametric contextual bandits in metric
spaces with unknown metric. In Advances in Neural Information Processing Systems, pages
14657–14667, 2019.
[46] Christopher John Cornish Hellaby Watkins. Learning from delayed rewards. 1989.
[47] Jonathan Weed, Francis Bach, et al. Sharp asymptotic and finite-sample rates of convergence
of empirical measures in wasserstein distance. Bernoulli, 25(4A):2620–2648, 2019.
[48] Lin F Yang, Chengzhuo Ni, and Mengdi Wang. Learning to control in metric space with
optimal regret. arXiv preprint arXiv:1905.01576, 2019.
[49] Andrea Zanette and Emma Brunskill. Tighter problem-dependent regret bounds in rein-
forcement learning without domain knowledge using value function bounds. arXiv preprint
arXiv:1901.00210, 2019.
[50] Andrea Zanette, Alessandro Lazaric, Mykel J Kochenderfer, and Emma Brunskill. Limiting
extrapolation in linear approximate value iteration. In Advances in Neural Information
Processing Systems, pages 5616–5625, 2019.
32
A Table of Notation
Symbol Definition
Problem setting specifications
S,A, H,K State space, action space, steps per episode, number of episodes
rh(x, a) , Th(· | x, a) Average reward/transition kernel for taking action a in state x at step h
pih, V
pi
h (·), Qpih(·, ·) Arbitrary step-h policy, and Value/Q-function at step h under pi
pi?h, V
?
h (·), Q?h(·, ·) Optimal step-h policy, and corresponding Value/Q-function
Lr, LT , LV Lipschitz constants for r, T and V
? respectively
DS , DA, D Metrics on S, A, and S ×A respectively
Algorithm variables and parameters
k, h Index for episode, index for step in episode
(Xkh , A
k
h, R
k
h) State, action and received reward under algorithm at step h in episode k
Pkh Partition tree of S ×A for step h at end of episode k
Relevantkh(x) Set of balls relevant for x at (k, h) (i.e., {B ∈ Pk−1h |x ∈ B})
x˜(B), a˜(B) Associated state/action for ball B (i.e., ‘center’ of ball B)
Bkh Ball in Pk−1h selected at (k, h) (argmaxB∈RELEVANTkh(Xkh) Q
k−1
h (B))
n+(B) Threshold number of samples after which ball B is split
Q
k
h(B) Q-function estimates for ball B ∈ Pkh , at end of episode k
V˜kh(A) V -function estimate for a ball A ∈ S(Pkh), at end of episode k
V
k
h(x) V -function estimate for a point x ∈ S, at end of episode k
nkh(B) Number of times B has been chosen by the end of episode k
rˆkh(B), Tˆ
k
h(· | B) Empirical rewards and transitions from ball B ∈ Pkh at end of episode k
rkh(B),T
k
h(· | B) Inherited reward/transition estimates for B ∈ Pkh at end of episode k
Definitions used in the analysis
∆(S) Set of probability measures on S
` Set of dyadic cubes of S of diameter 2−`
S(Pkh) Induced state partition from Pkh
S(Pkh , x) Region in S(Pkh) containing the point x
S(B),A(B) Projection of a ball B = BS ×BA to BS and BA accordingly
D(B) The diameter of a ball B
`(B) The depth in the tree of ball B, equivalent to log2(D(S ×A)/D(B))
R(K) The regret up to episode K
E[Vh+1(xˆ) | x, a] Exˆ∼Ph(·|x,a)[Vh+1(xˆ)]
Fk Sigma-field generated by all information up to start of episode k
Ek[X] Expectation conditioned on information before episode k, i.e., E[X | Fk]
Table 2: List of common notation
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B Algorithm and Implementation
In this section we give the full pseudocode for implementing the algorithm and discuss the run-time
and space complexity.
Algorithm 2 Model-Based Reinforcement Learning with Adaptive Partitioning (AdaMB)
1: procedure AdaMB(S,A,D, H,K, δ)
2: Initialize partitions P0h = S ×A for h ∈ [H], estimates Q
0
h(·) = Vkh(·) = H − h+ 1
3: for each episode k ← 1, . . .K do
4: Receive starting state Xk1
5: for each step h← 1, . . . ,H do
6: Observe Xkh and determine Relevant
k
h(X
k
h) = {B ∈ Pk−1h | Xkh ∈ B}
7: Greedy selection rule: pick Bkh = argmaxB∈RELEVANTkh(Xkh) Q
k−1
h (B)
8: Play action Akh = a˜(B
k
h) associated with ball B
k
h; receive R
k
h and transition to X
k
h+1
9: Update counts for nkh(B
k
h), rˆ
k
h(B
k
h), and Tˆ
k
h(· | Bkh) via:
10: nkh(B
k
h)← nk−1h (Bkh) + 1
11: rˆkh(B
k
h)←
(nkh(B
k
h)−1)rˆkh(Bkh)+Rkh
nkh(B
k
h)
12: Tˆkh(A | Bkh) =
(nkh(B
k
h)−1)Tˆk−1h (A|Bkh)+1[Xkh+1∈A]
nkh(B
k
h)
for A ∈ `(Bkh)
13: if nkh(B
k
h) + 1 ≥ n+(Bkh) then Refine Partition(Bkh)
Compute Estimates(Bkh, R
k
h, X
k
h+1)
H
h=1
14: procedure Refine Partition(B, h, k)
15: Construct P(B) = {B1, . . . , B2d} a 2−(`(B)+1)-dyadic partition of B
16: Update Pkh = Pk−1h ∪ P(B) \B
17: For each Bi, initialize n
k
h(Bi) = 0, rˆ
k
h(Bi) = 0 and Tˆ
k
h(Bi) = 0
18: procedure Compute Estimates((Bkh, R
k
h, X
k
h+1)
H
h=1)
19: for each h← 1, . . . H and B ∈ Pkh do
20: Construct rkh(B) and T
k
h(B) by
21: rkh(B) =
∑
B′⊇B rˆ
k
h(B
′)nkh(B
′)∑
B′⊇B n
k
h(B
′)
22: T
k
h(A | B) =
∑
B′⊇B
∑
A′∈`(B′);A⊂A′
2−dS (`(B
′)−`(B))nkh(B
′)Tˆkh(A
′|B′)∑
B′⊇B n
k
h(B
′) for A ∈ `(B)
23: Solve for V
k−1
h+1(A) for every A ∈ `(B) by
V
k−1
h+1(A) = min
A′∈S(Pk−1h+1 )
V˜k−1h+1(A
′) + LVDS(x˜(A), x˜(A′))
24: Set Q
k
h(B) = r
k
h(B) +Rucb
k
h(B) + EA∼Tkh(·|B)[V
k−1
h+1(A)] +Tucb
k
h(B)
25: for each h← 1, . . . H and A ∈ S(Pkh) do
26: Set V˜kh(A) = min{V˜k−1h (A),maxB∈Pkh ;S(B)⊇A Q
k
h(B)}
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B.1 Implementation and Running Time
Here we briefly discuss the oracle assumptions required for implementing the algorithm, and analyze
the run-time and storage complexity.
Oracle Assumptions: There are three main oracle assumptions needed to execute the algorithm.
In particular, in line 14 of Algorithm 2 we need access to a “covering oracle” on the metric space.
This oracle takes as input a ball B ⊂ S × A and outputs an r-covering of B. This subroutine is
easy in many metrics of interest (e.g. the Euclidean norm) by just splitting each of the principle
dimensions in half. Second, we need to be able to compute S(B) for any B ∈ S × A. As our
algorithm is maintaining a dyadic partition of the space, this subroutine is also simple to implement
as each ball B is of the form S(B) × S(A) and so the algorithm can store the two components
separately. Lastly, we require computing Relevantkh(X). By storing the partition as a tree, this
subroutine can be implementing by traversing down the tree and checking membership at each
step. See the Github repository at https://github.com/seanrsinclair/AdaptiveQLearning for
examples of implementing these methods.
Storage Requirements: The algorithm maintains a partition Pkh of Sh × Ah for every h, and
the respective induced partition S(Pkh) whose size is trivially upper bounded by the size of the
total partition. Each element B ∈ Pkh maintains four estimates. The first three (nkh(B), rˆkh(B),
and Q
k
h(B)) are linear with respect to the size of the partition. The last one, Tˆ
k
h(· | B) has size
|`(B)| . O(2dS`(B)). Moreover, the algorithm also maintains estimate V˜kh(·) over S(Pkh). Clearly
we have that the worst-case storage complexity arises from maintaining estimates of the transition
kernels over each region in Pkh . Thus we have that the total storage requirement of the algorithm is
bounded above by
H∑
h=1
∑
B∈PKh
2dS`(B).
Utilizing Lemma 8.1 with a` = 2
dS` we find that the sum is bounded above by
H∑
h=1
∑
B∈PKh
2dS`(B) ≤
H∑
h=1
2d`
?
a`?
. HK
d+dS
d+γ .
Plugging in the definition of γ from the splitting rule yields the results in Table 1.
Run-Time: We assume that the oracle access occurs in constant time. The inner loop of Algorithm 2
has four main steps. Finding the set of relevant balls for a given state can be implemented in
logd(|Pkh |) time by traversing through the tree structure. Updating the estimates and refining
the partition occur in constant time by assumption on the oracle. Lastly we need to update the
estimates for Q
k
h and V
k
h. Since the update only needs to happen for a constant number of regions
(as only one ball is selected per step episode pair) the dominating term arises from computing the
expectation over T
k
h(· | Bkh). Noting that the support of the distribution is |`(Bkh)| = 2
dS`(Bkh) the
total run-time of the algorithm is upper bounded by
H∑
h=1
K∑
k=1
2dS`(B
k
h).
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Using Corollary 8.3 with α = 0, β = dS yields
H∑
h=1
K∑
k=1
2dS`(B
k
h) . HK
d+1
d+γ .
Plugging in γ from the splitting rule yields the result in Table 1.
C Regret Derivation
In this section we combine all of the previous results to derive a final regret bound. We first provide
a bound on the expected regret for AdaMB, before using a simple concentration inequality to
obtain a high probability result.
Theorem C.1. Let d = dA + dS, then the expected regret of AdaMB for any sequence of starting
states {Xk1 }Kk=1 is upper bounded by
E[R(K)] .
LH1+
1
d+1K
d+dS−1
d+dS dS > 2
LH1+
1
d+1K
1− 1
d+dS+2 dS ≤ 2
where L = 1+Lr+LV +LV LT and . omits poly-logarithmic factors of 1δ , H,K, d, and any universal
constants.
Proof. Using Lemma 7.2 we have that
E[R(K)] ≤
K∑
k=1
H∑
h=1
E
[
V˜k−1h (S(Pk−1h , Xkh))− V˜kh(S(Pkh , Xkh))
]
+
H∑
h=1
K∑
k=1
E
[
2Rucbkh(B
k
h)
]
+
H∑
h=1
K∑
k=1
E
[
2Tucbkh(B
k
h)
]
+
K∑
k=1
H∑
h=1
LV E
[
D(Bkh)
]
.
We ignore the expectations, arguing a worst-case problem-independent bound on each of the
quantities which appear in the summation. At the moment, we leave the splitting rule defined in
the algorithm description as n+(`) = φ2
γ`, where we specialize the regret bounds for the two cases
at the end. We also ignore all poly-logarithmic factors of H, K, d, and absolute constants in the .
notation.
First note that via the splitting rule the algorithm maintains that for any selected ball B we
have that D(B) ≤ (φ/nkh(B))1/γ .
Term One: Using Lemma 7.3 we have that
K∑
k=1
H∑
h=1
V˜k−1h (S(Pk−1h , Xkh))− V˜kh(S(Pkh , Xkh)) ≤ H2 maxh |S(P
k
h)|.
However, using Corollary 8.2 we have that |S(Pkh)| ≤ |Pkh | ≤ 4d
(
K
φ
)d/(d+γ)
. Thus we can upper
bound this term by H24d
(
K
φ
)d/(d+γ)
. H2Kd/(d+γ)φ−d/(d+γ).
Term Two and Four:
H∑
h=1
K∑
k=1
Rucbkh(B
k
h) + LVD(Bkh) =
H∑
h=1
K∑
k=1
√
8 log(2HK2/δ)∑
B′⊇Bkh n
k
h(B
′)
+ 4LrD(Bkh) + LVD(Bkh)
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.
H∑
h=1
K∑
k=1
√
1
nkh(B
k
h)
+ (Lr + LV )
(
φ
nkh(B
k
h)
) 1
γ
where we used the definition of Rucbkh(B) and the splitting rule.
Next we start by considering the case when dS > 2.
Term Three:
H∑
h=1
K∑
k=1
Tucbkh(B
k
h) =
H∑
h=1
K∑
k=1
(LT + 1)LV 4D(B) + 4LV
√
log(HK2/δ)∑
B′⊆B n
k
h(B
′)
+
H∑
h=1
K∑
k=1
LTLVD(B) + cLV
∑
B′⊆B
nkh(B
′)
−1/dS
.
H∑
h=1
K∑
k=1
(LV LT + LV )
(
φ
nkh(B
k
h)
) 1
γ
+ LV
√
1
nkh(B
k
h)
+ LV
(
nkh(B
k
h)
)−1/dS
.
where we used the definition of Tucbkh(B
k
h).
Combining Terms: We will take φ ≥ 1 in order to tune the regret bound in terms of H and
γ = dS in this situation. Using this we find that the dominating term is of the form (φ/nkh(B
k
h))
1/γ .
Thus we get that for L = 1 + Lr + LV + LV LT ,
R(K) . H2φ−
d
d+γK
d
d+γ + Lφ
1
γ
H∑
h=1
K∑
k=1
(
1
nkh(B
k
h)
) 1
γ
.
We now use Corollary 8.3 for the case when α = 1γ and β = 0. This satisfies the required conditions
of the result and we get:
R(K) . H2φ−
d
d+γK
d
d+γ +HLφ
1
γ φ
− d
γ(d+γ)K
d+γ−1
d+γ
= H2φ
− d
d+γK
d
d+γ +HLφ
1
d+γK
d+γ−1
d+γ .
Taking φ as φ = H
d+γ
d+1 ≥ 1 and plugging in γ = dS we see that
R(K) . LH1+
1
d+1K
d+dS−1
d+dS .
Next we consider the case when dS ≤ 2. The first two terms and the fourth term remain the
same, whereby now in the third term we have:
H∑
h=1
K∑
k=1
Tucbkh(B
k
h) =
H∑
h=1
K∑
k=1
LV
(5LT + 6)D(Bkh) + 4
√
log(HK2)∑
B′⊇Bkh n
k
h(B
′)
+ c
√√√√ 2dS`(Bkh)∑
B′⊇Bkh n
k
h(B
′)

.
H∑
h=1
K∑
k=1
LV (1 + LT )
(
φ
nkh(B
k
h)
)1/γ
+ LV
√
1
nkh(B
k
h)
+ LV
√
2dS`(B
k
h)
nkh(B
k
h)
.
Combining Terms: Again using that we take φ ≥ 1 we can combine terms to get:
R(K) . H2φ−
d
d+γK
d
d+γ + L
H∑
h=1
K∑
k=1
(
1
nkh(B
k
h)
) 1
γ
+ L
H∑
h=1
K∑
k=1
√
2dS`(B
k
h)
nkh(B
k
h)
.
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Again using Corollary 8.3 for the case when γ = dS + 2 which satisfies the requirements we get
R(K) . H2φ−
d
d+γK
d
d+γ + LHφ
1
d+γK
d+γ−1
d+γ + LHφ
− d
2(d+γ)K
d+12 γ+
1
2
d+γ
. H2φ−
d
d+γK
d
d+γ + LHφ
1
d+γK
d+γ−1
d+γ .
where we used the fact that the second term dominates the third when γ = dS + 2. Taking φ the
same as the previous case we get:
R(K) . LH1+
1
d+1K
d+dS+1
d+dS+2 .
Using this bound on the expected regret and a straightforward use of Azuma-Hoeffding’s
inequality we can show the following:
Theorem C.2. Let d = dA + dS, then the regret of AdaMB for any sequence of starting states
{Xk1 }Kk=1 is upper bounded with probability at least 1− δ by
R(K) .
LH1+
1
d+1K
d+dS−1
d+dS dS > 2
LH1+
1
d+1K
d+dS+1
d+dS+2 dS ≤ 2
where L = 1+Lr+LV +LV LT and . omits poly-logarithmic factors of 1δ , H,K, d, and any universal
constants.
Proof. Let R(K) =
∑K
k=1 V
?
1 (X
k
1 )−V pi
k
1 (X
k
1 ) be the true regret of the algorithm. We apply Azuma-
Hoeffding’s inequality, where we use Theorem C.1 to find a bound on its expectation. Keeping the
same notation as before, let Zτ =
∑τ
k=1 V
?
1 (X
k
1 )− V pi
k
1 − E
[∑τ
k=1 V
?
1 (X
k
1 )− V pi
k
1 (X
k
1 )
]
. Clearly we
have that Zτ is adapted to the filtration Fτ , and has finite absolute moments. Moreover, using the
fact that the value function is bounded above by H then
|Zτ − Zτ−1| = |V ?1 (Xτ1 )− V pi
τ
1 (X
τ
1 )− E
[
V ?1 (X
τ
1 )− V pi
τ
1 (X
τ
1 )
]|
≤ 4H.
Thus we get, via a straightforward application of Azuma-Hoeffding’s that with probability at least
1− δ,
R(K) ≤ E[R(K)] +
√
32H2K log(1/δ)
.
LH1+
1
d+1K
d+dS−1
d+dS dS > 2
LH1+
1
d+1K
1− 1
d+dS+2 dS ≤ 2.
D Experiment Setup and Computing Infrastructure
Experiment Setup: Each experiment was run with 25 iterations where the relevant plots are
taking the mean and a standard-normal confidence interval of the related quantities. We picked a
fixed horizon of H = 5 and ran it to K = 2000 episodes. As each algorithm uses bonus terms of the
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Table 3: Comparison of the average running time (in seconds) of the four different algorithms con-
sidered in the experimental results: Our Algorithm(Algorithm 1), Adaptive Q-Learning [36],
Net-Based Q-Learning [39], and a Fixed Discretization UCBVI [5].
Problem AdaMB AdaQL epsilonQL epsilonMB
1 Ambulance 8.07 0.90 1.10 16.59
2 Ambulances 22.92 1.57 9.54 90.92
Oil Problem 5.63 1.31 2.21 20.27
form c/
√
t where t is the number of times a related region has been visited, we tuned the constant c
separately for each algorithm using cross-validation (for c ∈ [.001, 10]) and plot the results on the
performance of the algorithm for the best constant c.
Fixed Discretization UCBVI: We benchmarked our adaptive algorithm against a fixed-discretization
model-based algorithm. In particular, we implemented UCBVI from [5] using a fixed discretization
of the state-action space. The algorithm takes as input a parameter  and constructs an -covering
of S and A respectively. It then runs the original UCBVI algorithm over this discrete set of states
and actions. The only difference is that when visiting a state x, as feedback to the algorithm, the
agent snaps the point to its closest neighbour in the covering.
UCBVI has a regret bound of H3/2
√
SAK +H4S2A where S and A are the size of the state
and action spaces. Replacing these quantities with the size of the packing, we obtain
H3/2
√
−dS −dAK +H4−2dS −dA .
A rough calculation also shows that the discretization error is proportional to HLK. Tuning  so
as to balance these terms, we find that the regret of the algorithm can be upper bounded by
LH2K2d/(2d+1).
The major difference in this approach versus a uniform discretization of a model-free algorithm [39]
is in model-based algorithms the lower-order terms depend on the size of the state space. In finite
settings, this term is independent of K, but for continuous settings the discretization depends on
the number of episodes K (see [11] for a discussion). Obtaining better results for model-based
algorithms with a uniform discretization requires better understanding the complexity in learning
the transitions, which ultimately leads to the terms which depend on the size of the state space.
This issue is at the heart of any model-based method, whether finite or continuous settings. Our
concentration inequalities on the transition kernels in Section 6 are a first-step at understanding
this feature in continuous settings.
Computing Infrastructure and Run-Time: The experiments were conducted on a personal
computer with an AMD Ryzen 5 3600 6-Core 3.60 GHz processor and 16.0GB of RAM. No GPUs
were harmed in these experiments. The average computation time for running a single simulation of
an algorithm is listed in Table 3. As different hyperparameter settings result in similar run-times,
we only show the three major simulations conducted. As to be expected, the adaptive algorithms
ran much faster than their uniform discretization counterparts. Moreover, the model-free methods
have lower running time than the model-based algorithms. These results mimic the run-time and
space complexity discussed in Table 1.
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E Proofs for Technical Results
Finally in this section, we provide some additional proofs of the technical results we use in our
regret analysis.
Proof of Lemma 6.1. Recall we want to show that for any ball B and h, k ∈ [H]× [K] we have∑
B′⊇B D(B′)nkh(B′)∑
B′⊇B n
k
h(B
′)
≤ 4D(B).
First notice that the term on the left hand side can be rewritten as:∑
B′⊇B D(B′)nkh(B′)∑
B′⊇B n
k
h(B
′)
=
1
t
t∑
i=1
D(Bkih )
where t =
∑
B′⊇B n
k
h(B
′) is the number of times B or its ancestors were selected and k1, . . . , kt are
the episodes for which they were selected. Using the fact that D(Bkih ) are decreasing over time as
the partition is refined, this average can be upper bounded by only averaging over the ancestors of
B, i.e. ∑
B′⊇B D(B′)nkh(B′)∑
B′⊇B n
k
h(B
′)
≤
∑
B′)B D(B′)nkh(B′)∑
B′)B n
k
h(B
′)
.
Using the splitting threshold n+(B) = φ2
γ`(B), we can upper bound this quantity by∑
B′)B n
k
h(B
′)D(B′)∑
B′)B n
k
h(B
′)
=
∑`(B)−1
i=0 2
−iφ2γi∑`(B)−1
i=0 φ2
γi
≤ 2
(γ−1)(`(B)−1)∑∞
i=0 2
−(γ−1)i
2γ(`(B)−1)
≤ 2 · 2
(γ−1)(`(B)−1)
2γ(`(B)−1)
because 2−(γ−1) ≤ 12
= 4 · 2−`(B) = 4D(B).
Proof of Lemma 6.3, for dS > 2. Let h, k ∈ [H] × [K] and B ∈ Pkh be fixed and (x, a) ∈ B be
arbitrary. We use a combination of Proposition 10 and 20 from [47]. Let P0 = Th(· | x0, a0) where
(x0, a0) = (x˜(B), a˜(B)) is the center of the ball B. Our goal then is to come up with concentration
between the one-Wasserstein metric of T
k
h(· | B) and Th(· | x, a). We break the proof down into
four stages, where we show concentration between the one-Wasserstein distance of various measures.
As defined, T
k
h(· | B) is a distribution over `(B), the uniform discretization of S at over balls with
diameter 2−`(B). However, we will view Tkh(· | B) as a distribution over a set of finite points in S,
where
T
k
h(x | B) = Tkh(A | B) if x = x˜(A).
Step One: Let T˜ kh (· | B) be the true empirical distribution of all samples collected from B′ for any
B′ which is an ancestor of B, i.e.
T˜ kh (· | B) =
∑
B′⊇B
∑
k′≤k δXk′h+11[Bk
′
h =B
′]∑
B′⊇B n
k
h(B
′)
. (7)
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Let Ak
′
h+1 denote the region in `(Bk′h ) containing the point X
k′
h+1. Recall T
k
h(· | B) is the
distribution defined according to:
T
k
h(· | B) =
∑
B′⊇B
∑
k′≤k 1[Bk′h =B′]
∑
A∈`(B):A⊆Ak′h+1 2
−dS(`(B′)−`(B))δx˜(A)∑
B′⊇B n
k
h(B
′)
.
We can verify that
∑
A∈`(B):A⊆Ak′h+1 2
−dS(`(B′)−`(B)) = 1 as the number of regions in `(B)
which contain any region in `(B′) is exactly 2dS(`(B
′)−`(B)). Furthermore Xk′h+1 and x˜(A) are both
contained in Ak
′
h+1 so that DS(Xk
′
h+1, x˜(A)) ≤ DS(Ak
′
h+1) ≤ D(Bk
′
h ), where we use the definition of

`(Bk
′
h )
for the last inequality. Using these observations, it follows that
dW (T
k
h(· | B), T˜ kh (· | B)) ≤
∑
B′⊇B
∑
k′≤k 1[Bk′h =B′]∑
B′⊇B n
k
h(B
′)
∑
A∈`(B):A⊆Ak′h+1
2−dS(`(B
′)−`(B))DS(Xk′h+1, x˜(A))
≤
∑
B′⊇B
∑
k′≤k 1[Bk′h =B′]∑
B′⊇B n
k
h(B
′)
∑
A∈`(B):A⊆Ak′h+1
2−dS(`(B
′)−`(B))DS(Ak′h+1)
≤
∑
B′⊇B
∑
k′≤k 1[Bk′h =B′]D(B
k′
h )∑
B′⊇B n
k
h(B
′)
≤
∑
B′⊇B D(B′)nkh(B′)∑
B′⊇B n
k
h(B
′)
Step Two: Next we bound the difference between T˜ kh (· | B) and T˜h(· | x0, a0) where T˜h(· | x0, a0)
is a ‘ghost empirical distribution’ of samples whose marginal distribution is Th(· | x0, a0). By
Lipschitzness of the transition kernels, for every x, a, x0, a0,
dW (Th(· | x, a), Th(· | x0, a0)) ≤ LTD((x, a), (x0, a0)).
Using the coupling definition of the Wasserstein metric, there exists a family of distributions
ξ(·, ·|x, a, x0, a0) parameterized by x, a, x0, a0 such that
E(Z,Y )∼ξ(·,·|x,a,x0,a0)[DS(Z, Y )] = dW (Th(· | x, a), Th(· | x0, a0)) ≤ LTD((x, a), (x0, a0)),
whose marginals are∫
S
ξ(z, y|x, a, x0, a0)dy = Th(z | x, a) and
∫
S
ξ(z, y|x, a, x0, a0)dz = Th(y | x0, a0).
For (Z, Y ) ∼ ξ(·, ·|x, a, x0, a0), let ξ′(·|z, x, a, x0, a0) denote the conditional distribution of Y given
Z, such that
ξ(z, y|x, a, x0, a0) = Th(z | x, a)ξ′(y|z, x, a, x0, a0). (8)
For ease of notation let us denote t =
∑
B′⊇B n
k
h(B
′) and let the indexing k1, . . . , kt be the
episodes for which B or its ancestors were selected by the algorithm. For the sequence of samples
{(Xkih , Akih , Xkih+1)}i∈[t] realized by our algorithm, consider a ‘ghost sample’ Y1, . . . , Yt such that
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Yi ∼ ξ′(·|Xkih+1, Xkih , Akih , x0, a0) for i ∈ [t]. Let T˜h(· | x0, a0) denote the empirical distribution of
these samples such that
T˜h(· | x0, a0) = 1
t
t∑
i=1
δYi and recall by definition T˜
k
h (· | B) =
1
t
t∑
i=1
δ
X
ki
h+1
.
Using the definition of the Wasserstein distance we have that
dW (T˜
k
h (· | B), T˜h(· | x0, a0)) ≤
1
t
t∑
i=1
DS(Xkih+1, Yi). (9)
We will use Azuma-Hoeffding’s to provide a high probability bound on this term by its expectation.
For any τ ≤ K define the quantity
Zτ =
τ∑
i=1
DS(Xkih+1, Yi)− E
[
DS(Xkih+1, Yi)
]
.
Let Fi be the filtration containing Fki+1 ∪ {Yj}j≤i. It follows that Zτ is a martingale with respect
to Fτ . The process is adapted to the filtration by construction, has finite first moment, and we have
that
E[Zτ | Fτ−1] = Zτ−1 + E
[DS(Xτh+1, Yτ )]− E[DS(Xτh+1, Yτ )] = Zτ−1.
Moreover, we also have the differences are bounded by
|Zτ − Zτ−1| =
∣∣∣DS(Xkτh+1, Yτ )− E[DS(Xkτh+1, Yτ )]∣∣∣ ≤ 2
since by assumption D(S) ≤ 1. By Azuma-Hoeffding’s inequality, with probability at least 1− δ
HK2
,
1
τ
τ∑
i=1
DS(Yi, Xkih+1) ≤ E
[
1
τ
τ∑
i=1
DS(Yi, Xkih+1)
]
+
√
8 log(HK2/δ)
τ
. (10)
Moreover, by construction of the ghost samples we have that
1
τ
τ∑
i=1
E
[
DS(Yi, Xkih+1)
]
=
1
τ
τ∑
i=1
E
[
dW (Th(· | Xkih , Akih ), Th(· | x0, a0))
]
≤ 1
τ
τ∑
i=1
LVD(Bkih+1)
since x0, a0 is in the ball B which is contained in the ball B
ki
h+1. By plugging this into Eq. (10),
taking a union bound over the number of steps H, the number of episodes K, the number of
potential stopping times K, and combining it with Eq. (9) and using the construction of t, it follows
that with probability at least 1− δ, for all h, k,B
dW (T˜
k
h (· | B), T˜h(· | x0, a0)) ≤ LT
∑
B′⊇B n
k
h(B
′)D(B′)∑
B′⊇B n
k
h(B
′)
+
√
8 log(HK2/δ)∑
B′⊇B n
k
h(B
′)
.
Note that we do not need to union bound over all balls B ∈ Pkh as the estimate of only one ball
is changed per (step, episode) pair, i.e. Tˆkh(B) and correspondingly T
k
h(B) is changed for only a
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single ball B = Bkh per episode. For all balls not selected, it inherits the concentration of the good
event from the previous episode because its estimate does not change. Furthermore, even if ball B
is “split” in episode k, all of its children inherit the value of the parent ball, and thus also inherits
the good event, so we still only need to consider the update for Bkh itself.
Step Three: Next we bound dW (T˜h(· | x0, a0), Th(· | x0, a0)). Recall Fi is the filtration containing
Fki+1 ∪ {Yj}j≤i. Note that the joint distribution over {(Xkih , Akih , Xkih+1, Yi)}i∈[t] is given by
Gt({(Xkih , Akih , Xkih+1, Yi)}i∈[t]) =
t∏
i=1
(P (Xkih , A
ki
h | Fi−1)Th(Xkih+1|Xkih , Akih )ξ′(Yi|Xkih+1, Xkih , Akih , x0, a0),
where P (Xkih , A
ki
h | Fi−1) is given by the dynamics of the MDP along with the policy that the
algorithm plays. Then we have∫
S×A×S
Gt({(Xkih , Xkih , Xkih+1, Yi)}i∈[t])dXkth dAkth dXkth+1
= Gt−1({(Xkih , Xkih , Xkih+1, Yi)}i∈[t−1])
·
∫
S×A
P (Xkth , A
kt
h | Fkt−1)
(∫
S
ξ(Xkih+1, Yi|Xkih , Akih , x0, a0)dXkth+1
)
dXkth dA
kt
h
= Gt−1({(Xkih , Xkih , Xkih+1, Yi)}i∈[t−1])Th(Yi|x0, a0)
∫
S×A
P (Xkth , A
kt
h | Fkt−1)dXkth dAkth
= Gt−1({(Xkih , Xkih , Xkih+1, Yi)}i∈[t−1])Th(Yi|x0, a0).
By repeating this calculation, we can verify that the marginal distribution of Y1 . . . Yt is
∏
i∈[t] Th(Yi|x0, a0).
Following Proposition 10 and 20 from [47] for the case when dS > 2 we have that with probability
at least 1− δ/HK2 for some universal constant c,
dW (T˜h(· | x0, a0), Th(· | x0, a0)) ≤ E
[
dW (T˜h(· | x0, a0), Th(· | x0, a0)
]
+
√
log(HK2/δ)∑
B′⊆B n
k
h(B
′)
≤ c
∑
B′⊆B
nkh(B
′)
−1/dS +√ log(HK2/δ)∑
B′⊆B n
k
h(B
′)
.
Step Four: Using the assumption that Th is Lipschitz and (x0, a0) and (x, a) ∈ B we have that
dW (Th(· | x, a), Th(· | x0, a0)) ≤ LTD((x, a), (x0, a0)) ≤ LTD(B).
Putting all of the pieces together we get that
dW (T
k
h(· | B), Th(· | x, a))
≤ dW (Tkh(· | B), T˜ kh (· | B)) + dW (T˜ kh (· | B), T˜h(· | x0, a0))
+ dW (T˜h(· | x0, a0), Th(· | x0, a0)) + dW (Th(· | x0, a0), Th(· | x, a))
≤
∑
B′⊇B n
k
h(B
′)D(B′)∑
B′⊇B n
k
h(B
′)
+
∑
B′⊆B LTn
k
h(B
′)D(B′)∑
B′⊆B n
k
h(B
′)
+
√
8 log(HK2/δ)∑
B′⊆B n
k
h(B
′)
+ LTD(B) + c
∑
B′⊆B
nkh(B
′)
−1/dS +√ log(HK2/δ)∑
B′⊆B n
k
h(B
′)
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= (LT + 1)
∑
B′⊇B n
k
h(B
′)D(B′)∑
B′⊇B n
k
h(B
′)
+ 4
√
log(HK2/δ)∑
B′⊆B n
k
h(B
′)
+ LTD(B) + c
∑
B′⊆B
nkh(B
′)
−1/dS
≤ (5LT + 4)D(B) + 4
√
log(HK2/δ)∑
B′⊆B n
k
h(B
′)
+ c
∑
B′⊆B
nkh(B
′)
−1/dS by Lemma 6.1
The result then follows via a union bound over H, K, the K possible values of the random variable
nkh(B). Per usual we do not need to union bound over the number of balls as the estimate of only
one ball is updated per iteration.
The second concentration inequality deals with the case when dS ≤ 2. The constant c in
Proposition 10 from [47] becomes very large when dS → 2, and thus we instead use the fact that
T
k
h(· | B) has finite support over 2dS`(B) points and consider Wasserstein convergence of empirical
distributions sampled from discrete distributions. Th(· | x, a) is still a (potentially) continuous
distribution so we need to change Step 3 of the above argument slightly.
Proof of Lemma 6.3, for dS ≤ 2. Let h, k ∈ [H]×[K] and B ∈ Pkh be fixed with (x, a) ∈ B arbitrary.
We use a combination of Proposition 10 and 20 from [47] for the case when when the distributions
have finite support. As before, let (x0, a0) = (x˜(B), a˜(B)) be the center of the ball B. We again
break the proof down into several stages, where we show concentration between the Wasserstein
distance of various measures. In order to obtain bounds that scale with the support of T
k
h(· | B) we
consider “snapped” versions of the distributions, where we snap the resulting random variable to its
point in the discretization of `(B). We repeat the same first two steps as Lemma 6.3 which are
restated again here for completeness.
Step One: Let T˜ kh (· | B) be the true empirical distribution of all samples collected from B′ for any
B′ which is an ancestor of B, formally defined in Eq. (7). By the same argument as Step 1 in the
proof of Lemma 6.3 it follows that
dW (T
k
h(· | B), T˜ kh (· | B)) ≤
∑
B′⊇B n
k
h(B
′)D(B′)∑
B′⊇B n
k
h(B
′)
Step Two: Let T˜h(· | x0, a0) be a ‘ghost empirical distribution’ of samples whose marginal distribu-
tion is Th(· | x0, a0). It consists of t =
∑
B′⊇B n
k
h(B
′) samples drawn from Yi ∼ ξ′(·|Xkih+1, Xkih , Akih , x0, a0)
as constructed in Eq. (8). By the same argument from Step 2 of the proof of Lemma 6.3, with
probability at least 1− δ, for all h, k,B
dW (T˜
k
h (· | B), T˜h(· | x0, a0)) ≤ LT
∑
B′⊇B n
k
h(B
′)D(B′)∑
B′⊇B n
k
h(B
′)
+
√
8 log(HK2/δ)∑
B′⊇B n
k
h(B
′)
.
Step Three: Next we let T˜
`(B)
h (· | x0, a0) to be the snapped empirical distribution of the ghost
samples Y1 . . . Yt to their nearest point in `(B). Denote Y˜i as x˜(Ai) where Ai ∈ `(B) is the region
containing the point Yi. It follows that:
T˜
`(B)
h (· | x0, a0) =
1
t
t∑
i=1
∑
A∈`(B)
1[Yi∈A]δx˜(A) =
1
t
t∑
i=1
δY˜i .
Since each of the points are moved by at most DS(Ai) ≤ D(B) by construction of T˜ `(B)h and `(B),
we have that dW (T˜
`(B)
h (· | x0, a0), T˜h(· | x0, a0)) ≤ D(B).
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Define the snapped distribution T
`(B)
h (· | x0, a0) according to
T
`(B)
h (x | x0, a0) =
∑
A∈`(B)
1[x=x˜(A)]
∫
A
Th(y | x0, a0)dy
where we note that this distribution has finite support of size 2−dS`(B) over the set {x˜(A)}A∈`(B) .
By the same argument from Step 3 of the proof of Lemma 6.3, it holds that by construction, the
marginal distribution of Y1 . . . Yt denoted fY1...Yt is
∏
i∈[t] Th(Yi|x0, a0). Furthermore, conditioned
on (Y1 . . . Yt), the snapped samples (Y˜1 . . . Y˜t) are fully determined. Recall that Y˜i can only take
values in {x˜(A)}A∈`(B) . If Ai refers to the set in `(B) for which Y˜i = x˜(Ai), then
P (Y˜1 . . . Y˜t) = P (Y1 ∈ A1, . . . Yt ∈ At)
=
∫
A1
∫
A2
· · ·
∫
At
fY1...Yt(y1 . . . yt)dyt · · · dy1
=
∫
A1
∫
A2
· · ·
∫
At
∏
i∈[t]
Th(Yi|x0, a0)dyt · · · dy1
=
∏
i∈[t]
∫
Ai
Th(Yi|x0, a0)dyi
= T
`(B)
h (Y˜i|x0, a0).
such that the marginal distribution of Y˜1 . . . Y˜t is equivalent to that of a set of t i.i.d. samples from
T
`(B)
h (·|x0, a0).
By Proposition [13] and [20] from from [47], for some universal constant c, with probability at
least 1− δ
HK2
,
dW (T˜
`(B)
h (· | x0, a0), T `(B)h (· | x0, a0))
≤E
[
dW (T˜
`(B)
h (· | x0, a0), T˜ `(B)h (· | x0, a0))
]
+
√
log(HK2/δ)
t
≤c
√
2dS`(B)
t
+
√
log(HK2/δ)
t
.
Step Four: Next we construct a coupling to show that dW (T
`(B)
h (· | x0, a0), Th(· | x0, a0)) ≤ D(B).
For a coupling we define a family of distributions Γ(·, ·|x0, a0, `) parameterized by x0, a0, ` such that
Γ(xsnap, xorig|x0, a0, `) = Th(xorig | x0, a0)
∑
A∈S`
1[xsnap=x˜(A)]1[xorig∈A].
First notice that the marginals of these distributions match T `h and Th respectively since:∫
S
Γ(xsnap, x | x0, a0, `)dx =
∑
A∈S`
1[xsnap=x˜(A)]
∫
A
Th(x | x0, a0)dx = T `h(xsnap | x0, a0)
and ∫
S
Γ(x, xorig | x0, a0, `)dx =
∑
A∈S`
Γ(x˜(A), xorig | x0, a0, `) = Th(xorig | x0, a0).
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Using this coupling Γ it follows by definition of Wasserstein distance that
dW (T
`
h(· | x0, a0), Th(· | x0, a0)) ≤ EXsnap,Xorig∼Γ(·|x0,a0,`(B))[DS(Xsnap, Xorig)]
≤ D(B)
where we used that Xsnap and Xorig have distance bounded by DS(A) for some A ∈ `(B), and by
construction of `(B), DS(A) = D(B).
Step Five: Using the assumption that Th is Lipschitz and (x0, a0) and (x, a) ∈ B we have that
dW (Th(· | x, a), Th(· | x0, a0)) ≤ LTD((x, a), (x0, a0)) ≤ LTD(B).
Putting all of the pieces together and a union bound over H, K, the possible values of the
random variables t, and the number of balls B ∈ PKh we get that:
dW (T
k
h(· | B), Th(· | x0, a0))
≤dW (Tkh(· | B), T˜ kh (· | B)) + dW (T˜ kh (· | B), T˜h(· | x0, a0)) + dW (T˜h(· | x0, a0), T˜ `(B)h (· | x0, a0))
+ dW (T˜
`(B)
h (· | x0, a0), Th(· | x0, a0)) + dW (Th(· | x0, a0), Th(· | x, a))
≤
∑
B′⊇B n
k
h(B
′)D(B′)∑
B′⊇B n
k
h(B
′)
+
∑
B′⊇B LTn
k
h(B
′)D(B′)∑
B′⊇B n
k
h(B
′)
+
√
8 log(HK2/δ)∑
B′⊇B n
k
h(B
′)
+ c
√
2dS`(B)∑
B′⊇B n
k
h(B
′)
+
√
log(HK2)∑
B′⊇B n
k
h(B
′)
+ 2D(B) + LTD(B)
=(1 + LT )
∑
B′⊇B n
k
h(B
′)D(B′)∑
B′⊇B n
k
h(B
′)
+ 4
√
log(HK2/δ)∑
B′⊇B n
k
h(B
′)
+ (2 + LT )D(B) + c
√
2dS`(B)∑
B′⊇B n
k
h(B
′)
≤(5LT + 4)D(B) + 4
√
log(HK2/δ)∑
B′⊇B n
k
h(B
′)
+ c
√
2dS`(B)∑
B′⊇B n
k
h(B
′)
by Lemma 6.1.
which is 1LV Tucb
k
h(B) as needed.
Proof of Corollary 8.3. The proof of both the inequalities follows from a direct application of Lemma 8.1,
after first rewriting the summation over balls in Pkh as a summation over active balls in PKh .
First Inequality: First, observe that we can write
K∑
k=1
2β`(B
k
h)(
nkh(B
k
h)
)α = ∑
`∈N0
∑
B:`(B)=`
K∑
k=1
1[Bkh=B]
2β`(B)(
nkh(B)
)α
Now, in order to use Lemma 8.1, we first need to rewrite the summation as over ‘active balls’ in the
terminal partition PKh (i.e., balls which are yet to be split). Expanding the above, we get
K∑
k=1
2β`(B
k
h)(
nkh(B
k
h)
)α = ∑
`∈N0
∑
B∈PKh :`(B)=`
∑
B′⊇B
2d(`(B
′)−`(B))
K∑
k=1
1[Bkh=B′]
2β`(B
′)(
nkh(B
′)
)α
≤
∑
`∈N0
∑
B∈PKh :`(B)=`
∑
B′⊇B
2d(`(B
′)−`(B))2β`(B
′)
n+(`(B′))∑
j=1
1
jα
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≤ φ
1−α
1− α
∑
`∈N0
∑
B∈PKh :`(B)=`
∑
B′⊇B
2d(`(B
′)−`(B))2β`(B
′)2γ`(B
′)(1−α).
where we used the fact that once a ball has been partitioned it is no longer chosen by the algorithm
and an integral approximation to the sum of 1/jα for α ≤ 1. Next, we plug in the levels to get
K∑
k=1
2β`(B
k
h)(
nkh(B
k
h)
)α ≤ φ1−α1− α ∑
`∈N0
∑
B∈PKh :`(B)=`
∑`
j=0
2d(j−`)2βj2γj(1−α)
=
φ1−α
1− α
∑
`∈N0
∑
B∈PKh :`(B)=`
1
2d`
∑`
j=0
2j(d+β+γ(1−α))
≤ φ
1−α
(2d+β+γ(1−α) − 1)(1− α)
∑
`∈N0
∑
B∈PKh :`(B)=`
1
2d`
2(`+1)(d+β+γ(1−α))
≤ 2φ
1−α
(1− α)
∑
`∈N0
∑
B∈PKh :`(B)=`
2`(β+γ(1−α)).
We set a` = 2
`(β+γ(1−α)). Clearly we have that a` are increasing with respect to `. Moreover,
2a`+1
a`
=
2 · 2(`+1)(β+γ(1−α))
2(`)(β+γ(1−α))
= 21+β+γ(1−α).
Setting this quantity to be less than n+(`)/n+(`− 1) = 2γ we require that
21+β+γ(1−α) ≤ 2γ ⇔ 1 + β − αγ ≤ 0
Now we can apply Lemma 8.1 to get that
K∑
k=1
2β`(B
k
h)(
nkh(B
k
h)
)α ≤ 2φ1−α(1− α)2d`?a`?
=
22(d+β+γ(1−α))φ1−α
(1− α)
(
K
φ
) d+β+γ(1−α)
d+γ
= O
(
φ
−(dα+β)
d+γ K
d+(1−α)γ+β
d+γ
)
.
Second Inequality: As in the previous part, we can rewrite as the summation we have
K∑
k=1
`(Bkh)
β(
nkh(B
k
h)
)α = ∑
`∈N0
∑
B:`(B)=`
K∑
k=1
1[Bkh=B]
`(B)β(
nkh(B)
)α .
≤
∑
`∈N0
∑
B∈PKh :`(B)=`
∑
B′⊇B
2d(`(B
′)−`(B))`(B′)β
n+(`(B′))∑
j=1
1
jα
≤
∑
`∈N0
∑
B∈PKh :`(B)=`
∑
B′⊇B
2d(`(B
′)−`(B))`(B′)β
n+(`(B
′))1−α
1− α
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=
φ1−α
1− α
∑
`∈N0
∑
B∈PKh :`(B)=`
∑
B′⊇B
2d(`(B
′)−`(B))`(B′)β2`(B
′)γ(1−α)
As before, we plug in the levels to get
K∑
k=1
`(Bkh)
β(
nkh(B
k
h)
)α = φ1−α1− α ∑
`∈N0
∑
B∈PKh :`(B)=`
∑`
j=0
2d(j−`)jβ2jγ(1−α)
≤ φ
1−α
1− α
∑
`∈N0
∑
B∈PKh :`(B)=`
`β
2d`
∑`
j=0
2j(d+γ(1−α))
≤ 2φ
1−α
(1− α)
∑
`∈N0
∑
B∈PKh :`(B)=`
`β2`γ(1−α).
We take the term a` = `
β2`γ(1−α). Clearly we have that a` are increasing with respect to `. Moreover,
2a`+1
a`
=
(
1 +
1
`
)β
21+γ(1−α).
We require that this term is less than n+(`+ 1)/n+(`) = 2
γ for all ` ≥ `? (see note after Lemma 8.1).
This yields the following sufficient condition (after dividing through by 2γ)(
1 +
1
`
)β
21−αγ ≤ 1∀ ` ≥ `?
or equivalently, αγ − β log2(1 + 1/`?) ≥ 1. Finally note that log2(1 + x) ≤ x/ ln 2 ≤ x for all
x ∈ [0, 1]. Thus, we get that a sufficient condition is that αγ − β/`? ≥ 1. Assuming this holds, we
get by Lemma 8.1 that
K∑
k=1
`(Bkh)
β(
nkh(B
k
h)
)α ≤ ( 2φ1−α(1− α)
)
2d`
?
a`?
=
(
2φ1−α
1− α
)
4d+γ(1−α)
(
K
φ
) d+γ(1−α)
d+γ
(
log2(K/φ)
d+ γ
+ 2
)β
= O
(
φ
−dα
d+γK
d+(1−α)γ
d+γ (log2K)
β
)
.
Proof of Lemma 7.1. We use the notation Bkh′ to denote the active ball containing the point
(Xkh′ , A
k
h′). Under this we have by the update rule on V˜
k
h′ that for any h
′ ≥ h
Ek−1
[
V˜kh′(S(Pkh′ , Xkh′)) | Xkh
]
≤ Ek−1
[
Q
k
h′(B
k
h′) | Xkh
]
= Ek−1
[
rkh′(B
k
h′) + Ex∼Tkh′ (·|B)[V
k−1
h′+1(x)] +Rucb
k
h′(B
k
h′) +Tucb
k
h′(B
k
h′) | Xkh
]
(via update rule for Q
k
h)
= Ek−1
[
rkh′(B
k
h′)− rh′(Xkh′ , Akh′) +Rucbkh′(Bkh′) | Xkh
]
+ Ek−1
[
rh′(X
k
h′ , A
k
h′) | Xkh
]
+ Ek−1
[
E
x∼Tkh′ (·|Bkh′ )
[V
k−1
h′+1(x)]− Ex∼Th(·|Xkh′ ,Akh′ )[V
k−1
h′+1(x)] +Tucb
k
h′(B
k
h′) | Xkh
]
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+ Ek−1
[
Ex∼Th′ (·|Xkh′ ,Akh′ )[V
k−1
h′+1(x)] | Xkh
]
= Ek−1
[
rkh′(B
k
h′)− rh(Xkh′ , Akh′) +Rucbkh′(Bkh′) | Xkh
]
+ Ek−1
[
rh(X
k
h′ , A
k
h′) | Xkh
]
+ Ek−1
[
E
x∼Tkh′ (·|Bkh′ )
[V
k−1
h′+1(x)]− Ex∼Th(·|Xkh′ ,Akh′ )[V
k−1
h′+1(x)] +Tucb
k
h′(B
k
h′) | Xkh
]
+ Ek−1
[
V
k−1
h′+1(X
k
h′+1) | Xkh
]
( as Xkh′+1 ∼ Th(· | Xkh′ , Akh′))
≤ Ek−1
[
rkh′(B
k
h′)− rh(Xkh′ , Akh′) +Rucbkh′(Bkh′) | Xkh
]
+ Ek−1
[
rh(X
k
h′ , A
k
h′) | Xkh
]
+ Ek−1
[
E
x∼Tkh′ (·|Bkh′ )
[V
k−1
h′+1(x)]− Ex∼Th′ (·|Xkh′ ,akh′ )[V
k−1
h′+1(x)] +Tucb
k
h′(B
k
h′) | Xkh
]
+ Ek−1
[
V˜k−1h′+1(S(Pk−1h′+1, Xkh′+1)) + LVD(Bkh′+1) | Xkh
]
(via update rule for V
k
h)
Taking this inequality and summing from h′ = h up untilH we find that
∑H
h′=h Ek−1
[
rh′(X
k
h′ , A
k
h′) | Xkh
]
=
V pi
k
h (X
k
h). Moreover, by changing the index in the sum and using the fact that VH+1 = 0, it follows
that
H∑
h′=h
Ek−1
[
V˜k−1h′+1(S(Pk−1h′+1, Xkh′+1)) | Xkh
]
=
H∑
h′=h
Ek−1
[
V˜k−1h′ (S(Pk−1h′ , Xkh′)) | Xkh
]
− V˜k−1h (S(Pk−1h , Xkh)).
Rearranging the inequalities gives the desired results.
Proof of Lemma 7.2. We condition on the good events from Lemmas 6.2 and 6.3 by taking δ =
1/HK. Using the definition of regret and the law of total expectation we have that:
E[R(K)] = E
[
K∑
k=1
V ?1 (X
k
1 )− V pi
k
1 (X
k
1 )
]
. E
[
K∑
k=1
V
k−1
1 (X
k
1 )− V pi
k
1 (X
k
1 )
]
(via the optimism principle, Lemma 6.4)
. E
[
K∑
k=1
V˜k−11 (S(Pk−11 , Xk1 )− V pi
k
1 (X
k
1 ) + LVDS(S(Pk−11 , Xk1 ))
]
(update rule for V˜kh)
. E
[
K∑
k=1
V˜k−11 (S(Pk−11 , Xk1 )− V pi
k
1 (X
k
1 ) + LVD(Bk1 )
]
Next, define Ek−1[·] , E[· | Fk−1]. Now using Lemma 7.1, and the tower rule for conditional
expectations, we get
E[R(K)] . E
[
K∑
k=1
Ek−1
[
V˜k−11 (S(Pk−11 , Xk1 )− V pi
k
1 (X
k
1 )
]
+ LVD(Bk1 )
]
.
K∑
k=1
H∑
h=1
E
[
Ek−1
[
V˜k−1h (S(Pk−1h , Xkh))− V˜kh(S(Pkh , Xkh))
]]
+
H∑
h=1
K∑
k=1
E
[
Ek−1
[
rkh(B
k
h)− rh(Xkh , Akh) +Rucbkh(Bkh)
]]
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+H∑
h=1
K∑
k=1
E
[
Ek−1
[
E
x∼Tkh(·|Bkh)
[V
k−1
h+1(x)]− Ex∼Th(·|Xkh ,Akh)[V
k−1
h+1(x)] +Tucb
k
h(B
k
h)
]]
+
K∑
k=1
H∑
h=1
LV E
[
D(Bkh)
]
=
K∑
k=1
H∑
h=1
E
[
V˜k−1h (S(Pk−1h , Xkh))− V˜kh(S(Pkh , Xkh))
]
+
H∑
h=1
K∑
k=1
E
[
2Rucbkh(B
k
h)
]
+
H∑
h=1
K∑
k=1
E
[
2Tucbkh(B
k
h)
]
+
K∑
k=1
H∑
h=1
LV E
[
D(Bkh)
]
where in the last line we used the definition of the good event.
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