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Abstract: The paper deals with spectral order isomorphisms in the framework of
AW*-algebras. We establish that every spectral order isomorphism between sets of all self-
adjoint operators (or between sets of all effects, or between sets of all positive operators) in
AW*-factors of Type I has a canonical form induced by a continuous function calculus and
an isomorphism between projection lattices. In particular, this solves an open question
about spectral order automorphisms of the set of all (bounded) self-adjoint operators
on an infinite-dimensional Hilbert space. We also discuss spectral order isomorphisms
preserving, in addition, orthogonality in both directions.
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1 Introduction
Self-adjoint operators in a von Neumann algebra can be equipped with a number of
partial orders. The most common is Lo¨wner order induced by positive operators.
If a von Neumann algebra under consideration is abelian, then its self-adjoint part
endowed with Lo¨wner order forms a conditionally complete lattice. However, this is
no longer true when we consider noncommutative von Neumann algebras [14, 22].
There is a natural question whether one can find a partial order on the self-
adjoint part of a von Neumann algebra which has lattice properties and coincides
with Lo¨wner order in the abelian case. An affirmative answer was given by Olson
[18] who introduced so called spectral order by means of spectral families in von
Neumann algebras. The definition of the spectral order can be directly extended
to the more general framework of AW*-algebras as follows. The spectral order is
a binary relation  on the self-adjoint part of an AW*-algebra defined by setting
x  y if Eyλ ≤ E
x
λ for each λ ∈ R, where (E
x
λ)λ∈R and (E
y
λ)λ∈R are spectral families
of self-adjoint operators x and y, respectively, and ≤ is the Lo¨wner order.
The spectral order has been especially studied on von Neumann algebras (see,
for example, [3, 8] and references therein). Nevertheless, it has been considered also
in contexts of AW*-algebra, unbounded operators, and further structures [7, 10,
12, 19, 23]. From the physical point of view, the spectral order is significant in a
categorical formulation of quantum theory [4, 9, 24].
The main aim of this paper is the study of isomorphisms between posets of self-
adjoint operators equipped with the spectral order. Let M and N be sets of self-
adjoint elements in AW*-algebrasM and N , respectively. We say that a bijection
ϕ : M → N is a spectral order isomorphism if, for all x, y ∈ M , x  y if and
only if ϕ(x)  ϕ(y). In the special case M = N , a spectral order isomorphism ϕ
is called spectral order automorphism. In this paper, we show that every spectral
order isomorphism between sets of all effects (i.e. positive operators in the unit ball)
1bohata@math.feld.cvut.cz
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in AW*-factors of Type I has the form ϕ(x) = Θτ (f(x)), where f : [0, 1]→ [0, 1] is
a strictly increasing bijection, τ is an isomorphism between projection lattices, and
Θτ is defined by E
Θτ (x)
λ = τ(E
x
λ) for all λ ∈ R. Let us remark that isomorphisms
of the above form were studied for the first time by Turilova in [23]. As each
AW*-factor of Type I is precisely a von Neumann algebra of all bounded operators
on a Hilbert space, our result is a direct extension of a complete description of
spectral order automorphisms of the set of all effects on a Hilbert space found by
Molna´r, Nagy, and Sˇemrl [16, 17]. We also obtain a similar form for all spectral
order isomorphisms between self-adjoint parts (as well as between positive parts) of
AW*-factors of Type I. This proves the conjecture of Molna´r and Sˇemrl [17] about
spectral order automorphisms on the set of all (bounded) self-adjoint operators on
an infinite-dimensional Hilbert space. Moreover, our approach also covers finite-
dimensional case with much simpler proof than that of [16] and [17].
The last part of this paper is devoted to spectral order orthoisomorphisms. By a
spectral order orthoisomorphism, we mean a spectral order isomorphism ϕ : M → N
preserving orthogonality in both directions (i.e., for all x, y ∈M , xy = 0 if and only
if ϕ(x)ϕ(y) = 0). A spectral order orthoisomorphism is called a spectral order
orthoautomorphism, if M = N . It was proved by Hamhalter and Turilova in [13]
that if ϕ is a spectral order orthoautomorphism of the set of all effects in an AW*-
factor that is not of Type III and of Type I2, then ϕ(x) = ψ(f(x)), where ψ is
a Jordan *-automorphism and f : [0, 1] → [0, 1] is a strictly increasing bijection.
We generalize this theorem to spectral order orthoisomorphisms between sets of all
effects in arbitrary AW*-factors that are not of Type I2. Moreover, we show that
a similar statement is also true when we consider spectral order orthoisomorphisms
between self-adjoin parts (or between positive parts) of AW*-factors.
2 Preliminaries
Let us start this section with summarizing some basic facts about AW*-algebras.
For a detailed treatment of AW*-algebras, we refer the reader to [2]. An AW*-
algebra is a C*-algebra M such that for each nonempty set S ⊆ M there is a
projection p ∈M satisfying
{x ∈M| sx = 0 for all s ∈ S} = pM.
It is well known that every von Neumann algebra is AW*-algebra but the converse is
not true. More generally, every monotone complete C*-algebra is an AW*-algebra.
However, it is an open question whether class of AW*-algebras coincides with a
class of monotone complete C*-algebras [21]. Each AW*-algebra is unital and is
closed linear span of all its projections. The center
Z(M) = {x ∈ M|xy = yx for all y ∈M}
of an AW*-algebraM forms an AW*-subalgebra ofM. An AW*-factor is an AW*-
algebra with one-dimensional center. A classification of AW*-algebras is analogous
to that of von Neumann algebras. Kaplansky [15] proved that an AW*-algebra of
Type I is a von Neumann algebra if and only if its center is a von Neumann algebra.
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In particular, every AW*-factor of Type I is a von Neumann factor of Type I. In the
sequel, we shall denote by P (M) the set of all projections in an AW*-algebra M.
The set P (M) (endowed with the Lo¨wner order) forms a complete lattice called the
projection lattice. By Msa and E(M), we shall denote the self-adjoint part of M
and the set of all effects (i.e. positive operators in the unit ball ofM), respectively.
From the point of view of abelian algebras, AW*-algebras are more natural than
von Neumann algebras. The reason is that C(X) is an AW*-algebra if and only if X
is a Stonean space (i.e. an extremally disconnected compact Hausdorff topological
space). Thus every complete Boolean algebra is isomorphic to the projection lattice
of an abelian AW*-algebra. On the other hand, the projection lattice of each abelian
AW*-algebra is a complete Boolean algebra. Consequently, the projection lattice
(P (M),≤) of an abelian AW*-algebra M is meet-infinitely distributive (see, for
example, [20, Theorem 5.13]). More specifically,∧
λ∈Λ
(p ∨ qλ) = p ∨
∧
λ∈Λ
qλ
for each e ∈ P (M) and each family (qλ)λ∈Λ in P (M). Note also that a nonempty
set S of mutually commuting self-adjoint operators in an AW*-algebraM generates
an abelian AW*-subalgebra of M.
Let us look at an auxiliary result concerning projections.
Lemma 2.1. Let I ⊆ R be an interval. If (pλ)λ∈I , (qλ)λ∈I are increasing nets of
projections in an abelian AW*-algebra, then
∧
λ∈I
pλ ∨ qλ =
(∧
λ∈I
pλ
)
∨
(∧
µ∈I
qµ
)
.
Proof. It is easy to see that
∧
λ∈I pλ ∨ qλ ≥
∧
(λ,µ)∈I2 pλ ∨ qµ. On the other hand,∧
λ∈I pλ ∨ qλ ≤
∧
(λ,µ)∈I2 pλ ∨ qµ because pλ ∨ qµ ≥ pν ∨ qν ≥
∧
λ∈I pλ ∨ qλ whenever
λ, µ ∈ I and ν = min{λ, µ}. This establishes that∧
λ∈I
pλ ∨ qλ =
∧
(λ,µ)∈I2
pλ ∨ qµ.
As the projection lattice of each abelian AW*-algebra is meet-infinitely distribu-
tive, we have
∧
λ∈I
pλ ∨ qλ =
∧
(λ,µ)∈I2
pλ ∨ qµ =
∧
λ∈I
∧
µ∈I
pλ ∨ qµ =
(∧
λ∈I
pλ
)
∨
(∧
µ∈I
qµ
)
.
Let M,N be AW*-algebras. We say that ϕ : P (M) → P (N ) is orthoisomor-
phism if it is a bijection preserving orthogonality in both directions. Dye’s theorem
[5] is an important extension theorem for orthoisomorphisms between projection lat-
tices of von Neumann algebras. The following generalization of this famous theorem
to the context of AW*-algebras was proved by Hamhalter in [11].
3
Theorem 2.2 ([11, Theorem 4.3]). LetM and N be AW*-algebras and letM have
no Type I2 direct summand. If ϕ : P (M) → P (N ) is an orthoisomorphism, then
there is a (unique) Jordan *-isomorphism Φ :M→N extending ϕ.
The next proposition characterizes central projections in terms of lattice dis-
tributivity.
Proposition 2.3 ([13, Proposition 3.1]). If M is an AW*-algebra and z ∈ P (M),
then following conditions are equivalent:
(i) z is central.
(ii) z = (z ∧ p) ∨ (z ∧ (1− p)) for each p ∈ P (M).
(iii) z ∧ (p ∨ q) = (z ∧ p) ∨ (z ∧ q) for all p, q ∈ P (M).
Now we turn our attention to spectral families. Recall that a family (Eλ)λ∈R
of projections in an AW*-algebra M is called a spectral family if the following
conditions hold:
(i) Eλ ≤ Eµ whenever λ ≤ µ.
(ii) Eλ =
∧
µ>λEµ for every λ ∈ R.
(iii) There is a positive real number α such that Eλ = 0 when λ < −α and Eλ = 1
when λ > α, where 1 is the unit of M.
It is well known that there exists a bijection between set of all spactral families
in M and the self-adjoint part of M. The spectral family (Eλ)λ∈R corresponds to
x ∈Msa if and only if xEλ ≤ λEλ and λ(1−Eλ) ≤ x(1−Eλ) for each λ ∈ R. In the
sequel, we shall denote by (Exλ)α∈R the spectral family corresponding to x ∈ Msa.
It is worthwhile to point out that all elements of (Exλ)α∈R belong to the abelian
AW*-subalgebra of M generated by {1, x}.
Lemma 2.4. Let x be a self-adjoint element in an AW*-algebra.
(i) If α is a positive real number, then Eαxλ = E
x
λ
α
for all λ ∈ R.
(ii) If α ∈ R, then Ex+α1λ = E
x
λ−α for all λ ∈ R
Proof. The statements follow immediately from elementary computations.
Lemma 2.5. Let N be an AW*-subalgebra of an AW*-algebra M. Suppose that
1M and 1N are units of M and N , respectively. If x ∈ Nsa and (Exλ)λ∈R is the
spectral family of x in M, then (1NE
x
λ)λ∈R is the spectral family of x in N and
(1M − 1N )E
x
λ =
{
0 if λ < 0;
1M − 1N if λ ≥ 0.
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Proof. As all elements of (Exλ)λ∈R are in the abelian AW*-algebra generated by
{x, 1M, 1N}, 1N commutes with Exλ for every λ ∈ R. Thus 1NE
x
λ ∈ P (1NM1N )
and
(1M − 1N )E
x
λ ∈ P ((1M − 1N )M(1M − 1N )).
If λ ∈ R, then
x1NE
x
λ ≤ λ1NE
x
λ ,
x(1N − 1NE
x
λ) ≥ λ(1N − 1NE
x
λ),
(1M − 1N )x[(1M − 1N )E
x
λ ] ≤ λ[(1M − 1N )E
x
λ ],
(1M − 1N )x[(1M − 1N )− (1M − 1N )E
x
λ ] ≥ λ[(1M − 1N )− (1M − 1N )E
x
λ ].
Thus (1NE
x
λ)λ∈R is the spectral family of x in N (because N ⊆ 1NM1N and the
units of 1NM1N and N are same) and ((1M − 1N )Exλ)λ∈R is the spectral family of
(1M − 1N )x = 0 in (1M − 1N )M(1M − 1N ). Hence
(1M − 1N )E
x
λ =
{
0 if λ < 0;
1M − 1N if λ ≥ 0.
At the end of this section, we consider some examples of spectral order isomor-
phisms. We shall see later that they are building blocks of a number of spectral
order isomorphisms.
Example 2.6. Consider strictly increasing bijection f : R→ R. Suppose that x is
a self-adjoint operator in an AW*-algebraM and C(X) is an abelian AW*-algebra
*-isomorphic to the AW*-algebra generated by {x, 1}. Let g ∈ C(X) correspond
to x. The functions Egλ and E
f◦g
λ are characteristic functions of clopen sets Xλ =
X \ g−1((λ,∞)) and
Yλ = X \ (f ◦ g)−1((λ,∞)) = X \ g−1((f−1(λ),∞)) = Xf−1(λ),
respectively. This shows that E
f(x)
λ = E
x
f−1(λ) for every λ ∈ R. Using the definition
of spectral order we conclude that ϕ : Msa → Msa given by ϕ(x) = f(x) is a
spectral order automorphism.
Note that f(0) = 0 if and only if f preserves orthogonality of self-adjoint elements
in both directions. This can be shown by passing to the abelian AW*-algebra C(X)
*-isomorphic to the AW*-algebra generated by {1, x, y}. Let g1 and g2 be functions
in C(X) corresponding to x and y, respectively. Suppose that f(0) = 0. Then
f−1(0) = 0 and so g1g2 = 0 if and only if (f ◦ g1)(f ◦ g2) = 0. It remains to
prove that f(0) = 0 whenever f preserves orthogonality. To see this let f(0) 6= 0.
As 0 is orthogonal to itself, we have f(0)f(0) = 0 which is a contradiction. A
simple consequence of just proved equivalence says that the map ϕ defined above is
a spectral order orthoautomorphism if and only if f(0) = 0.
In a similar way, we can obtain spectral order automorphisms of E(M) andM+
by considering strictly increasing bijections on [0, 1] and [0,∞), respectively. In these
cases, the strictly increasing bijection f automatically satisfies f(0) = 0 and so every
spectral order automorphism of given form is a spectral order orthoautomorphism.
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Let M and N be AW*-algebras. A bijection τ : P (M) → P (N ) is called a
projection isomorphism if it preserves the Lo¨wner order in both directions (i.e., for
all p, q ∈ P (M), p ≤ q if and only if τ(p) ≤ τ(q)). The structure of all projection
isomorphisms is well known in the case of M = B(H) and N = B(K), where H
and K are Hilbert spaces of dimension at least 3. (As usual, B(H) denotes the
von Neumann algebra of all bounded operators on a Hilbert space H.) Indeed, let
L(H) and L(K) be lattices of all closed subspaces of H and K, respectively. There
is a natural correspondence between τ and an lattice isomorphism σ : L(H) →
L(K). If H and K are finite-dimensional spaces (of dimension at least 3), then the
fundamental theorem of projective geometry (see, for example, [1, p. 203]) says
that σ(X) = sX for some semi-linear bijection s from H onto K. In the infinite-
dimensional case, σ(X) = sX , where s is a linear or conjugate-linear bijection from
H onto K [6].
Example 2.7. Given a projection isomorphism τ : P (M) → P (N ) we define a
map Θτ :Msa → Nsa by
E
Θτ (x)
λ = τ(E
x
λ)
for all x ∈ Msa and λ ∈ R. It is easy to verify that Θτ is a spectral order isomor-
phism.
By restrictions, we get spectral order isomorphisms between positive parts and
between sets of all effects.
In the sequel, Θτ will always denote just described spectral order isomorphism
determined by a projection isomorphism τ .
Motivated by the previous examples, we say that a spectral order isomorphism
ϕ : E(M) → E(N ) (respectively ϕ : M+ → N+, ϕ : Msa → Nsa) is canonical if
there are a strictly increasing bijection f : [0, 1] → [0, 1] (respectively f : [0,∞) →
[0,∞), f : R→ R) and a projection isomorphism τ : P (M)→ P (N ) such that
ϕ(x) = Θτ (f(x))
for all x ∈ E(M) (respectively x ∈M+, x ∈Msa).
Now we give an example of a spectral order orthoisomorphism of the form Θτ .
Before doing this, we recall that a linear bijection ψ : M → N between AW*-
algebras M and N is called a Jordan *-isomorphism if ψ(x2) = ψ(x)2 and ψ(x∗) =
ψ(x)∗ for all x ∈M.
Example 2.8. Let ψ :M→N be a Jordan *-isomorphism between AW*-algebras
of M and N . We observe that
E
ψ(x)
λ = ψ(E
x
λ)
for all λ ∈ R whenever x ∈Msa. If a projection isomorphism τ is a restriction of ψ,
then Θτ (x) = ψ(x) for all x ∈ Msa. Moreover, ψ preserves orthogonality relation
in both directions and so a restriction of ψ is a spectral order orthoisomorphism.
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3 Spectral order on AW*-algebras
We begin this section with simple observations about spectral order. Statements in
the following lemma were proved for von Neumann algebras in papers [8, 18].
Lemma 3.1. Let M be an AW*-algebra. Assume that x, y ∈ Msa, α, β ∈ R, and
α > 0.
(i) x  y if and only if αx+ β1  αy + β1.
(ii) The spectral order  coincides with the Lo¨wner order ≤ on P (M).
(iii) If x  y, then x ≤ y.
(iv) Suppose that x commutes with y. Then x  y if and only if x ≤ y.
Proof. Using Lemma 2.4, we immediately obtain the desired equivalence in (i).
By considering spectral families of p, q ∈ P (M), p  q if and only if p ≤ q. This
shows (ii).
It remains to prove (iii) and (iv). Set α = max{‖x‖ , ‖y‖}. If α = 0, then both
statements are clear. Assume that α > 0. Then
1
2α
x+
1
2
1,
1
2α
y +
1
2
1 ∈ E(M).
Furthermore, we see from (i) that
x  y ⇔
1
2α
x+
1
2
1 
1
2α
y +
1
2
1.
Now it follows from [12, Corollary 1] and [12, Corollary 2] that (iii) and (iv) are
true.
Proposition 3.2. Let N be an AW*-subalgebra of an AW*-algebra M. Suppose
that x, y ∈ Nsa. Then x  y in Msa if and only if x  y in Nsa.
Proof. Let (Exλ)λ∈R and (E
y
λ)λ∈R be spectral families of x and y, respectively, inM.
If x  y inM, then Eyλ ≤ E
x
λ for all λ ∈ R. Since the unit 1N of N commutes with
Exλ and E
y
λ for all λ ∈ R, 1NE
y
λ ≤ 1NE
x
λ for all λ ∈ R. It follows from Lemma 2.5
that x  y in N .
Conversely, let x  y in N . Then 1NE
y
λ ≤ 1NE
x
λ for all λ ∈ R by Lemma 2.5.
Moreover, Lemma 2.5 implies that
(1M − 1N )E
x
λ = (1M − 1N )E
y
λ
for all λ ∈ R. Therefore,
E
y
λ = 1NE
y
λ + (1M − 1N )E
y
λ ≤ 1NE
x
λ + (1M − 1N )E
x
λ = E
x
λ
for all λ ∈ R. Hence x  y in M.
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It can be proved that the self-adjoint part of an AW*-algebra equipped with
the spectral order is a conditionally complete lattice (the proof is the same as for
von Neumann algebras [18]). Suprema and infima are determined by their spectral
families as follows. Let M be an AW*-algebra and let M ⊆ Msa be nonempty.
If M is bounded above, then its supremum
∨
x∈M x in (Msa,) is a self-adjoint
element with the spectral family(
E
∨
x∈M x
λ
)
λ∈R
=
(∧
x∈M
Exλ
)
λ∈R
.
IfM is bounded below, then its infimum
∧
x∈M x in (Msa,) is a self-adjoint element
with the spectral family(
E
∧
x∈M x
λ
)
λ∈R
=
(∧
µ>λ
∨
x∈M
Exµ
)
λ∈R
.
The next two assertions state that suprema and infima with respect to the spectral
order are stable under taking smaller posets. The latter is a generalization of [3,
Proposition 2.2] to the case of AW*-algebras.
Proposition 3.3. Let N be an AW*-subalgebra of an AW*-algebra M. Suppose
that M ⊆ Nsa is nonempty.
(i) If M has an upper bound in (Msa,), then both the supremum of M in
(Msa,) and the supremum of M in (Nsa,) exist and coincide.
(ii) If M has a lower bound in (Msa,), then both the infimum of M in (Msa,)
and the infimum of M in (Nsa,) exist and coincide.
Proof. (i) The existence of suprema is ensured by the fact that (Msa,) and
(Nsa,) are conditionally complete lattices. If x ∈ Msa, then we denote by
(Exλ)λ∈R the spectral family of x in M. Let a be the supremum of M in M
and let b be the supremum of M in N . By Lemma 2.5,
Ebλ = 1NE
b
λ + (1M − 1N )E
b
λ =
∧
x∈M
1NE
x
λ +
∧
x∈M
(1M − 1N )E
x
λ
= 1N
∧
x∈M
Exλ + (1M − 1N )
∧
x∈M
Exλ =
∧
x∈M
Exλ = E
a
λ
for all λ ∈ R. Thus a = b.
(ii) This follows from (i) by considering the order-reversing map t 7→ −t.
Proposition 3.4. Let M be an AW*-algebra.
(i) If M ⊆M+ is nonempty and bounded above in (Msa,), then the supremum
of M in (Msa,) is a positive element.
(ii) If M ⊆ M+ is nonempty, then the infimum of M in (Msa,) is a positive
element.
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(iii) If L ∈ {E(M), P (M)}, then the supremum and the infimum of every nonempty
subset of L in (Msa,) belong to L.
Proof. The proof is similar to that of [3, Proposition 2.2] and so it is omitted.
We shall denote suprema and infima of a set M in posets (Msa,), (M+,),
(E(M),), and (P (M),≤) = (P (M),) by symbols
∨
x∈M x and
∧
x∈M x, respec-
tively. We have seen in the previous result that this simple notation cannot lead to
any possible misunderstanding.
Lemma 3.5. Let M be an AW*-algebra. If x, y ∈ Msa are mutually orthogonal,
then
x ∨ y = x+ + y+,
where x+ and y+ are the positive parts of x and y, respectively.
Proof. The statement clearly holds for M = C(X), where X is Stonean. Since
x commutes with y, we can reduce the general case to the above special case by
Proposition 3.3.
The content of the following lemma appeared in the paper [17] without proof.
Therefore, we present a proof for convenience of the reader.
Lemma 3.6. Let M be an AW*-algebra and let p, q ∈ P (M). If real numbers α
and β satisfy 0 ≤ α ≤ β, then αp ∨ βq = α(p ∨ q − q) + βq.
Proof. The case α = 0 is clear because 0 ∨ βq = βq by Lemma 3.5.
If 0 < α = β, then αp ∨ βq = α(p ∨ q − q) + βq because multiplication by a
positive scalar is a spectral order isomorphism (see Lemma 3.1).
Suppose that 0 < α < β. Using Lemma 2.4, we can directly verify that
E
αp∨βq
λ =

0, λ < 0;
(1− p) ∧ (1− q), λ ∈ [0, α);
(1− q), λ ∈ [α, β);
1, λ ≥ β.
As q ≤ p ∨ q, p ∨ q commutes with 1− q and so
p ∨ q − q = (p ∨ q)(1− q) = (p ∨ q) ∧ (1− q).
Moreover, q is orthogonal to p ∨ q − q. Consequently,
E
α(p∨q−q)+βq
λ =

0, λ < 0;
[((1− p) ∧ (1− q)) ∨ q] ∧ (1− q), λ ∈ [0, α);
(1− q), λ ∈ [α, β);
1, λ ≥ β.
Since q is orthogonal to (1−p)∧(1−q) and 1−q commutes with [(1−p)∧(1−q)]+q,
we have
[((1− p) ∧ (1− q)) ∨ q] ∧ (1− q) = [((1− p) ∧ (1− q)) + q] ∧ (1− q)
= [((1− p) ∧ (1− q)) + q](1− q)
= (1− p) ∧ (1− q).
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Hence
E
αp∨βq
λ = E
α(p∨q−q)+βq
λ
for all λ ∈ R.
A projection p in an AW*-algebraM is said to be atomic if there is no nonzero
projection q in M such that q 6= p and q ≤ p. We shall denote by Pat(M) the
set of all atomic projections in an AW*-algebra M. Now we characterize effects
corresponding nonzero scalar multiples of atomic projections in terms of the spectral
order.
Proposition 3.7. Let M be an AW*-algebra and let x ∈ E(M) be nonzero. Then
the following statements are equivalent:
(i) There are λ ∈ (0, 1] and an atomic projection e ∈M such that x = λe.
(ii) If y, z ∈ E(M) satisfy y, z  x, then y  z or z  y.
Proof. Assume that (i) holds and y, z ∈ E(M) satisfy y, z  x. Then y, z ≤ λe.
Since eMe is a hereditary AW*-subalgebra of M, we have y, z ∈ eMe. From the
fact that eMe contains only the scalar multiples of e, we see that y = µe and z = νe
for some µ, ν ∈ (0, 1]. Consequently, y  z or z  y.
In order to prove that (ii) implies (i), consider the abelian AW*-algebra N
generated by x. Clearly, N ≃ C(X), where X is a Stonean space. Let f ∈ C(X)
correspond to x. Suppose that f attains two different nonzero values at points t1, t2 ∈
X . Take disjoint clopen subsets O1 and O2 of X such that t1 ∈ O1 and t2 ∈ O2.
Consider g1 = χO1f and g2 = χO2f , where χO1 and χO2 are characteristic functions
of O1 and O2, respectively. Then g1 6≤ g2 and g2 6≤ g1 which is a contradiction with
(ii). Therefore, f = λχO for some λ ∈ (0, 1], where χO is a characteristic function
of a clopen set O. Hence there is a nonzero projection e ∈ P (M) such that x = λe.
Suppose that e is not atomic. Then one can find a nonzero projection p ∈ P (M)
such that p ≤ e and p 6= e. This implies that λp  λe and λ(e− p)  λe. However,
λ(e−p) 6 λp and λp 6 λ(e−p) which is a contradiction with (ii). Thus e is atomic
projection.
Recall the notion of a distributive element in a lattice. Let (P,≤) be a lattice.
We say that an element z ∈ P is distributive if
z ∨ (x ∧ y) = (z ∨ x) ∧ (z ∨ y)
for all x, y ∈ P . We denote by D(P,≤) the set of all distributive elements in (P,≤).
In the next proposition, we characterize some classes of central elements in terms of
distributivity. It turns out that this observation is essential to prove various results
about spectral order isomorphisms.
Proposition 3.8. Let M be an AW*-algebra. Then
(i) Z(M)sa = D(Msa,);
(ii) Z(M)+ = D(M+,);
(iii) E(Z(M)) = D(E(M),).
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Proof. We shall prove only the statement (i). Proofs of remaining assertions (ii)
and (iii) are similar. Let z ∈ Z(M)sa. Then Ezλ ∈ Z(M) for all λ ∈ R. Take
x, y ∈Msa. Applying Proposition 2.3,
E
z∨(x∧y)
λ = E
z
λ ∧ E
x∧y
λ = E
z
λ ∧
∧
µ>λ
(Exµ ∨ E
y
µ) =
∧
µ>λ
Ezµ ∧ (E
x
µ ∨ E
y
µ)
=
∧
µ>λ
(Ezµ ∧ E
x
µ) ∨ (E
z
µ ∧ E
y
µ) =
∧
µ>λ
Ez∨xµ ∨ E
z∨y
µ = E
(z∨x)∧(z∨y)
λ
for all λ ∈ R. Hence
z ∨ (x ∧ y) = (z ∨ x) ∧ (z ∨ y)
and so Z(M)sa ⊆ D(Msa,).
It remains to prove the reverse inclusion. Assume that z ∈ D(Msa,) is nonzero
and that p ∈ P (M). It is easy to see that
Ezλ = (E
z
λ ∧ p) ∨ [E
z
λ ∧ (1− p)]
whenever λ < −‖z‖ and λ ≥ ‖z‖. As z ∈ D(Msa,) and
‖z‖ (2p− 1) ∧ ‖z‖ (1− 2p) = −‖z‖ 1,
we have
z = z ∨ [‖z‖ (2p− 1) ∧ ‖z‖ (1− 2p)] = (z ∨ ‖z‖ (2p− 1)) ∧ (z ∨ ‖z‖ (1− 2p)) .
Hence
Ezλ = E
(z∨‖z‖(2p−1))∧(z∨‖z‖(1−2p))
λ =
∧
µ>λ
E(z∨‖z‖(2p−1))µ ∨ E
(z∨‖z‖(1−2p))
µ
=
∧
µ>λ
(Ezµ ∧ E
‖z‖(2p−1)
µ ) ∨ (E
z
µ ∧ E
‖z‖(1−2p)
µ )
for all λ ∈ R. Since (Ezµ ∧ E
‖z‖(2p−1)
µ )µ∈R is an increasing net, E
z
µ ∧ E
‖z‖(2p−1)
µ
commutes with Ezν ∧ E
‖z‖(2p−1)
ν for all µ, ν ∈ R. In the same way, we can show
that Ezµ ∧ E
‖z‖(1−2p)
µ commutes with Ezν ∧ E
‖z‖(1−2p)
ν for all µ, ν ∈ R. Moreover, if
µ, ν ∈ [−‖z‖ , ‖z‖), then Ezµ ∧E
‖z‖(2p−1)
µ and Ezν ∧E
‖z‖(1−2p)
ν commute because they
are mutually orthogonal. Therefore,{
Ezµ ∧ E
‖z‖(2p−1)
µ
∣∣µ ∈ [−‖z‖ , ‖z‖)} ∪ {Ezµ ∧ E‖z‖(1−2p)µ ∣∣µ ∈ [−‖z‖ , ‖z‖)}
is contained in an abelian AW*-subalgebra of M. If λ ∈ [−‖z‖ , ‖z‖) and Iλ =
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(λ, ‖z‖), then we see from Lemma 2.1 that
Ezλ =
∧
µ>λ
(Ezµ ∧ E
‖z‖(2p−1)
µ ) ∨ (E
z
µ ∧ E
‖z‖(1−2p)
µ )
=
∧
µ∈Iλ
(Ezµ ∧ E
‖z‖(2p−1)
µ ) ∨ (E
z
µ ∧ E
‖z‖(1−2p)
µ )
=
(∧
µ∈Iλ
Ezµ ∧ E
‖z‖(2p−1)
µ
)
∨
(∧
µ∈Iλ
Ezµ ∧ E
‖z‖(1−2p)
µ
)
=
[(∧
µ∈Iλ
Ezµ
)
∧
(∧
µ∈Iλ
E‖z‖(2p−1)µ
)]
∨
[(∧
µ∈Iλ
Ezµ
)
∧
(∧
µ∈Iλ
E‖z‖(1−2p)µ
)]
= (Ezλ ∧ E
‖z‖(2p−1)
λ ) ∨ (E
z
λ ∧ E
‖z‖(1−2p)
λ ) = (E
z
λ ∧ E
p
λ+‖z‖
2‖z‖
) ∨ (Ezλ ∧ E
1−p
λ+‖z‖
2‖z‖
)
= [Ezλ ∧ (1− p)] ∨ (E
z
λ ∧ p).
According to Proposition 2.3, Ezλ is a central projection for each λ ∈ R. As each
projection in the spectral family of z is central, z ∈ Z(M).
4 Spectral order isomorphisms
It was proved in [13, Theorem 4.3] that canonical spectral order automorphisms are
characterized by preserving scalar multiples of projections. We generalize this result
to spectral order isomorphisms.
Theorem 4.1. Let M and N be AW*-algebras. Suppose that ϕ : E(M) → E(N )
is a spectral order isomorphism. Then the following statements are equivalent:
(i) For each p ∈ P (M), ϕ(p) ∈ P (N ) and there is a strictly increasing bijection
fp : [0, 1]→ [0, 1] such that ϕ(λp) = fp(λ)ϕ(p) for all λ ∈ [0, 1].
(ii) ϕ is canonical.
Proof. (i) ⇒ (ii). Define the map τ : P (M) → P (N ) by τ(p) = ϕ(p). The map
τ is a projection isomorphism. Thus Θ−1τ ◦ ϕ : E(M) → E(M) is a spectral order
isomorphism. By [13, Theorem 4.3], Θ−1τ ◦ϕ is canonical. Therefore, ϕ is canonical.
(ii)⇒ (i). By the assumption, there are a strictly increasing bijection f : [0, 1]→
[0, 1] and a projection isomorphism τ : P (M)→ P (N ) such that ϕ(x) = Θτ (f(x))
for all x ∈ E(M). A direct computation shows that
ϕ(λp) = Θτ (f(λ)p) = f(λ)Θτ (p) = f(λ)ϕ(p)
for all λ ∈ [0, 1].
Using the previous theorem, we obtain in Corollary 4.2 that every spectral or-
der isomorphism between sets of all effects in AW*-factors of Type I is canonical.
This statement is a slight generalization of known results concerning spectral order
automorphisms [16, 17]. In contrast with the form of automorphisms in [16, 17], it
shows that the main structure of a spectral order isomorphism between sets of all
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effects does not depend on a particular choice of AW*-factors of Type I. We give the
proof of Corollary 4.2 for completeness of discussion. Note that an advantage of our
approach is that we need not discuss the case of AW*-factor of Type I2 separately.
Corollary 4.2. If M and N are AW*-factors of Type I, then every spectral order
isomorphism ϕ : E(M)→ E(N ) is canonical.
Proof. It follows from Proposition 3.7 that if p ∈ Pat(M) and λ ∈ (0, 1], then
there are q ∈ Pat(N ) and µ ∈ (0, 1] such that ϕ(λp) = µq. Take λ1, λ2 ∈ (0, 1]
and p ∈ Pat(M). Then ϕ(λ1p) = µ1q1 and ϕ(λ2p) = µ2q2 for some µ1, µ2 ∈ (0, 1]
and q1, q2 ∈ Pat(N ). Let us show that q1 = q2. It is not difficult to verify that
λ1p ∨ λ2p = max{λ1, λ2}p. Thus
ϕ(max{λ1, λ2}p) = ϕ(λ1p ∨ λ2p) = µ1q1 ∨ µ2q2.
Suppose that q1 6= q2. If µ1q1  µ2q2, then Eµ2q2ν ≤ E
µ1q1
ν for every ν ∈ R. In
particular, Eµ2q20 ≤ E
µ1q1
0 and so q1 ≤ q2. This is a contradiction because q1 and q2
are two distinct atoms. Hence µ1q1 6 µ2q2. Interchanging the roles of µ1q1 and µ2q2,
we see that µ2q2 6 µ1q1. According to Proposition 3.7, there are no µ ∈ (0, 1] and
e ∈ Pat(N ) such that ϕ(max{λ1, λ2}p) = µe which is a contradiction. Consequently,
q1 = q2. As ϕ
−1 is also a spectral order isomorphism, there are a strictly increasing
bijection fp : [0, 1]→ [0, 1] and q ∈ Pat(N ) such that ϕ(λp) = fp(λ)q for all λ ∈ [0, 1].
If p, q ∈ Pat(M) are different and λ ∈ (0, 1], then there is e ∈ Pat(M) dif-
ferent from p and q such that e ≤ p ∨ q. Multiplication by λ is a spectral order
automorphism of M+ which maps E(M) into itself. This implies that
ϕ(λp ∨ λq) = ϕ(λp ∨ λe) = ϕ(λe ∨ λq).
Hence
fp(λ)ϕ(p) ∨ fq(λ)ϕ(q) = fp(λ)ϕ(p) ∨ fe(λ)ϕ(e) = fe(λ)ϕ(e) ∨ fq(λ)ϕ(q).
Since the spectra of these three operators have to coincide, we see from Lemma 3.6
that fp(λ) = fe(λ) = fq(λ). Therefore, there is a strictly increasing function f :
[0, 1] → [0, 1] such that ϕ(λp) = f(λ)ϕ(p) for all p ∈ Pat(M) and λ ∈ [0, 1].
As every projection in M is the supremum of a set of atomic projections in M,
ϕ(λp) = f(λ)ϕ(p) for all p ∈ P (M) and λ ∈ [0, 1]. According to Theorem 4.1, ϕ is
canonical.
Now we would like to extend the preceding corollary to positive operators and
also to self-adjoint operators. We start with the case of positive operators. For this,
we need the following lemmas.
Lemma 4.3. Let M and N be AW*-algebras and let α ∈ [1,∞). If f : [0,∞) →
[0,∞) is a strictly increasing bijection and ϕ : M+ → N+ is a spectral order iso-
morphism such that ϕ(λ1M) = f(λ)1N for all λ ∈ [0,∞), then
1
α
ϕ(f−1(αE(M))) = E(N ).
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Proof. Let x ∈ E(M). Lemma 3.1 establishes that 0  x  1M. Since multiplica-
tion by a positive number is a spectral order isomorphism, we have
0 
1
α
ϕ(f−1(αx)) 
1
α
ϕ(f−1(α1M)) = 1N .
By Lemma 3.1, 1
α
ϕ(f−1(αx)) ∈ E(N ).
Now take y ∈ E(N ). Consider x = 1
α
f(ϕ−1(αy)). Similar arguments as above
shows that x ∈ E(M). Moreover, 1
α
ϕ(f−1(αx)) = y.
Lemma 4.4. Let ϕ : M+ → N+ be a spectral order isomorphism between positive
parts of AW*-algebrasM and N such that there exists a strictly increasing bijection
f : [0,∞) → [0,∞) satisfying ϕ(λ1M) = f(λ)1N for all λ ∈ [0,∞). Suppose that,
for each α ∈ [1,∞), the equation
ϕα(x) =
1
α
ϕ(f−1(αx))
defines a canonical spectral order isomorphism ϕα : E(M)→ E(N ).
(i) There exists a projection isomorphism τ : P (M) → P (N ) such that ϕ(x) =
Θτ (f(x)) for all x ∈M+.
(ii) If, in addition, there is a Jordan *-isomorphism ψ :M→N such that ψ(x) =
ϕ(f−1(x)) for all x ∈ E(M), then ϕ(x) = ψ(f(x)) for all x ∈M+.
Proof. (i) Maps ϕα are canonical spectral order isomorphisms and so, for each
α ∈ [1,∞), there are a strictly increasing bijection gα : [0, 1] → [0, 1] and a
projection isomorphism τα : P (M) → P (N ) such that ϕα(x) = Θτα(gα(x))
whenever x ∈ E(M).
Let α ∈ [1,∞) and λ ∈ [0, 1] be arbitrary. Then
αgα(λ)1N = αϕα(λ1M) = ϕ(f
−1(αλ1M)) = αλ1N .
Thus gα(λ) = λ and so ϕα(x) = Θτα(x) for all x ∈ E(M). Set τ = τ1. If
0 ≤ x ≤ 1
α
1M, then
Θτα(αx) = αΘτα(x) = αϕα(x) = ϕ(f
−1(αx)) = Θτ (αx).
Consequently, Θτα = Θτ on M+.
If y ∈ M+, then there are x ∈ E(M) and β ∈ [1,∞) such that y = βx. Hence
ϕ(f−1(y)) = ϕ(f−1(βx)) = βΘτβ(x) = βΘτ(x) = Θτ (y).
(ii) According to the proof of (i), Θτ (x) = ψ(x) for all x ∈ E(M). Hence Θτ and
ψ coincide on M+.
Theorem 4.5. If M and N are AW*-factors of Type I, then every spectral order
isomorphism ϕ :M+ → N+ is canonical.
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Proof. By Proposition 3.8, ϕ preserves central positive operators. Thus there is a
strictly increasing bijection f : [0,∞) → [0,∞) such that ϕ(λ1) = f(λ)1 for every
λ ∈ [0,∞). Let α ∈ [1,∞). Set ϕα(x) =
1
α
ϕ(f−1(αx)) for every x ∈ E(M). It
follows from Lemma 4.3 and Corollary 4.2 that ϕα is a canonical spectral order
isomorphism from E(M) onto E(N ). Therefore, we obtain from Lemma 4.4 that ϕ
is canonical.
Lemma 4.6. Let ϕ : Msa → Msa be a spectral order automorphism of the self-
adjoint part of an AW*-algebra M such that
(i) ϕ(λ1) = λ1 for all λ ∈ R;
(ii) ϕ(x) = x for all x ∈M+.
If, for each α ∈ (0,∞), the equation
ϕα(x) = ϕ(x− α1) + α1
defines a canonical spectral order automorphism ϕα : M+ → M+, then ϕ(x) = x
for every x ∈Msa.
Proof. Let x ∈ Msa. Then there exists α ∈ (0,∞) such that x + α1 is positive
invertible element. Hence β1 ≤ x+α1 for some β ∈ (0,∞) and so α1 ≤ α
β
(x+α1).
As ϕ is the identity map on positive operators, we have
α
β
(x+ α1) = ϕ
(
α
β
(x+ α1)− α1
)
+ α1 = ϕα
(
α
β
(x+ α1)
)
.
Moreover, ϕα(x) = Θτα(x) for some projection isomorphism τα : P (M) → P (M)
because ϕα is canonical and ϕα(λ1) = λ1 for all λ ∈ [0,∞). Hence
α
β
(x+ α1) = Θτα
(
α
β
(x+ α1)
)
=
α
β
Θτα (x+ α1) =
α
β
ϕα (x+ α1) .
Consequently,
x = ϕα(x+ α1)− α1 = ϕ(x).
Theorem 4.7. If M and N are AW*-factors of Type I, then every spectral order
isomorphism ϕ :Msa → Nsa is canonical.
Proof. According to Proposition 3.8, ϕ(λ1M) = f(λ)1N for all λ ∈ R, where f :
R → R is a strictly increasing bijection f : R → R. We may assume without loss
of generality that f is identity on R. Then f(0) = 0 and so ϕ(0) = 0. Hence
ϕ(M+) = N+. Theorem 4.5 ensures the existence of a projection isomorphism
τ : P (M)→ P (N ) such that ϕ(x) = Θτ (x) for all x ∈ M+.
Set ψ(x) = ϕ(Θ−1τ (x)), x ∈ Nsa. Then ψ : Nsa → Nsa is a spectral order
automorphism satisfying ψ(x) = x for all x ∈ N+ and ψ(λ1) = λ1 for all λ ∈ R.
Take α ∈ (0,∞) and put
ψα(x) = ψ(x− α1) + α1
for each x ∈ N+. It is easy to see that ψα : N+ → N+ is a spectral order auto-
morphism. By Theorem 4.5, ψα is canonical. From Lemma 4.6, ψ(x) = x for all
x ∈ Nsa. This completes the proof.
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5 Spectral order orthoisomorphisms
LetM be an AW*-algebra having no Type I2 direct summand. In [12, Theorem 5],
Hamhalter and Turilova proved that every spectral order orthoautomorphism ϕ on
E(M) is given by the continuous function calculus and a Jordan *-isomorphism
provided that ϕ preserves scalar multiples of the unit. In the following theorem,
we reformulate this result for spectral order orthoisomorphisms between sets of all
effects. We present a proof here for the sake of completeness.
Theorem 5.1. Let M be an AW*-algebra having no Type I2 direct summand and
let N be an AW*-algebra. If a spectral order orthoisomorphism ϕ : E(M)→ E(N )
and a strictly increasing bijection f : [0, 1]→ [0, 1] satisfy ϕ(λ1M) = f(λ)1N for all
λ ∈ [0, 1], then there is a unique Jordan *-isomorphism ψ :M→N such that
ϕ(x) = ψ(f(x))
for all x ∈ E(M).
Proof. Let p be a projection inM. Since ϕ preserves orthogonality, ϕ(p) is orthog-
onal to ϕ(1− p). Hence
1 = ϕ(1) = ϕ(p ∨ (1− p)) = ϕ(p) ∨ ϕ(1− p) = ϕ(p) + ϕ(1− p),
where we have used Lemma 3.5. Multiplying both sides by ϕ(p), we see that ϕ(p)
is a projection. Consequently, ϕ(P (M)) = P (N ) and so ϕ restricts to an orthoiso-
morphism from P (M) onto P (N ). By Dye’s theorem (see Theorem 2.2), there is a
Jordan *-isomorphism ̺ :M→N such that ϕ and ̺ coincide on P (M). Consider
θ = ̺−1 ◦ ϕ. The map θ is a spectral order orthoautomorphism from E(M) onto
itself such that θ(λ1M) = f(λ)1N for all λ ∈ [0, 1]. According to [12, Theorem 5],
we obtain the required conclusion.
In the case of an AW*-factorM that is not of Type I2 and Type III, it was proved
by Hamhalter and Turilova [13] that every spectral order orthoautomorphism ϕ on
E(M) automatically preserves scalar multiples of the unit and so we have a complete
description of such automorphisms. However, the question of Type III factors was
left open in [13]. It turns out that the case of Type III factors does not lead to any
different behavior.
Corollary 5.2. Let M and N be AW*-factors that are not of Type I2. Let ϕ :
E(M) → E(N ) be a spectral order orthoisomorphism. Then there are a unique
strictly increasing bijection f : [0, 1] → [0, 1] and a unique Jordan *-isomorphism
ψ :M→N such that
ϕ(x) = ψ(f(x))
for all x ∈ E(M).
Proof. The statement is a direct consequence of Proposition 3.8 and Theorem 5.1.
The previous results can be generalized to spectral order isomorphisms between
positive parts (or between self-adjoint parts) of AW*-algebras as follows.
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Theorem 5.3. Let M be an AW*-algebra having no Type I2 direct summand and
let N be an AW*-algebra. If a spectral order orthoisomorphism ϕ :M+ → N+ and
a strictly increasing bijection f : [0,∞) → [0,∞) satisfy ϕ(λ1M) = f(λ)1N for all
λ ∈ [0,∞), then there is a unique Jordan *-isomorphism ψ :M→N such that
ϕ(x) = ψ(f(x))
for all x ∈M+.
Proof. Let α ∈ [1,∞). We see from Lemma 4.3 that
ϕα(x) =
1
α
ϕ(f−1(αx))
defines a spectral order orthoisomorphism from E(M) onto E(N ). It follows from
Theorem 5.1 that ϕα coincides with a Jordan *-isomorphism on E(M). Thus
Lemma 4.4 ensures the existence of a Jordan *-isomorphism ψ : M → N such
that ϕ(x) = ψ(f(x)) for all x ∈M+.
Corollary 5.4. Let M and N be AW*-factors that are not of Type I2. Let ϕ :
M+ → N+ be a spectral order orthoisomorphism. Then there are a unique strictly
increasing bijection f : [0,∞) → [0,∞) and a unique Jordan *-isomorphism ψ :
M→N such that
ϕ(x) = ψ(f(x))
for all x ∈M+.
Proof. It follows from Proposition 3.8 and Theorem 5.3.
Let us fix a notation. We denote by x+ and x−, respectively, the positive part
and the negative part of a self-adjoint operator x in an AW*-algebra.
Lemma 5.5. Let ϕ : Msa → Nsa be a spectral order isomorphism between self-
adjoint parts of AW*-algebras M and N with ϕ(0) = 0. If x ∈ Msa, then ϕ(x)+ =
ϕ(x+) and ϕ(x)− = −ϕ(−(x−)).
Proof. Using Lemma 3.5 and the fact that multiplication by −1 is order-reversing
map, y ∨ 0 = y+ and y ∧ 0 = −y− for each y ∈ Msa. Hence ϕ(x)+ = ϕ(x+) and
ϕ(x)− = −ϕ(−(x−)).
Theorem 5.6. Let M be an AW*-algebra having no Type I2 direct summand and
let N be an AW*-algebra. If a spectral order orthoisomorphism ϕ :Msa → Nsa and
a strictly increasing bijection f : R → R satisfy ϕ(λ1M) = f(λ)1N for all λ ∈ R,
then there is a unique Jordan *-isomorphism ψ :M→N such that
ϕ(x) = ψ(f(x))
for all x ∈Msa.
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Proof. As ϕ preserves orthogonality and 0 is orthogonal to λ1M for all λ ∈ R, we
have ϕ(0) = f(0)1N = 0. We infer from this that ϕ(M+) = N+. By Theorem 5.3,
there is a unique Jordan *-isomorphism ψ :M→ N such that ϕ(x) = ψ(f(x)) for
all x ∈M+.
Consider a spectral order orthoautomorphism ̺ : Nsa → Nsa defined by
̺(x) = −ϕ(f−1(ψ−1(−x))).
In order to complete the proof, we need to show that ̺(x) = x for all x ∈ Nsa.
It follows from the above discussion that ̺ is the identity map on N− = −N+,
̺(N+) = N+, and ̺(λ1) = λ1 for all λ ∈ R. By virtue of Theorem 5.3, there exists
a unique Jordan *-isomorphism ψ˜ : N → N such that ̺(x) = ψ˜(x) for all x ∈ N+.
Let p ∈ P (N ). Entirely similar discussion to that of the proof of Theorem 5.1 leads
to the equation 1 = ρ(p) + ρ(1 − p). Upon multiplying both sides of the equation
by ̺(−p), we get
̺(−p) = ̺(p)̺(−p).
Moreover, ̺ is the identity map on N− and so
−1 = ̺(−p) + ̺(−(1− p)).
We multiply both sides of the last equation by ̺(p) to obtain
−̺(p) = ̺(p)̺(−p) = ̺(−p).
Hence p = ψ˜(p). As p ∈ P (N ) is arbitrary, ψ˜(x) = x for all x ∈ N . This means
that ̺(x) = x for all x ∈ N+ ∪N−.
Now we assume that x ∈ Nsa. We see from Lemma 5.5 that
̺(x) = ̺(x)+ − ̺(x)− = ̺(x+) + ̺(−(x−)) = x+ − x− = x.
Corollary 5.7. Let M and N be AW*-factors that are not of Type I2. Let ϕ :
Msa → Nsa be a spectral order orthoisomorphism. Then there are a unique strictly
increasing bijection f : R → R and a unique Jordan *-isomorphism ψ : M → N
such that
ϕ(x) = ψ(f(x))
for all x ∈Msa.
Proof. The statement is a direct consequence of Proposition 3.8 and Theorem 5.6.
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