In this paper we establish the local exact internal controllability for the two-dimensional magnetohydrodynamic equations. The needed Carleman estimate for the adjoint linearized magnetohydrodynamic equations is also obtained here.
Introduction
In this paper we study the internal controllability for the magnetohydrodynamic (MHD) equations in two-dimensional bounded domains. We show that the final value (state) of any sufficiently smooth solution (evolution) of the MHD system can be attained by starting from initial states which are "close" enough to the initial state of the "target" solution and acting in both fluid and magnetic parts of the MHD equations by appropriate locally distributed internal controls. The corresponding three-dimensional result was established by the authors in [4] . The first but less general controllability result for the MHD equations in three-dimensional domains was obtained in [2] .
As in the three-dimensional case, we shall reduce the local controllability problem for the MHD equations to the global controllability problem for the linearized MHD equations by means of an infinite-dimensional version of the implicit function theorem.
To solve the global controllability problem, we approximate it by a family of ad hoc optimal control problems for the same linearized MHD system. The estimates that we need to prove the convergence of the approximation procedure are obtained by using an observability inequality for the adjoint linearized MHD equations. Such an inequality is usually derived from a Carleman inequality for the same equations. For this reason, the main effort here will be directed to obtain the required Carleman inequality for the adjoint linearized MHD system.
Functional framework and main result
Let Ω be a bounded multi-connected open set in IR 2 whose boundary ∂Ω is a finite union of mutually disjoint closed curves of class C 2 . Such a set can be made simply connected with a finite number of smooth cuts. This means that there exist p mutually disjoint curves Γ 1 , ..., Γ p of class C 2 which are not tangent to ∂Ω such that Ω\(∪ The variables of the functions (fields) y, p, B, u, and v are denoted by x = (x 1 , x 2 ) and t (belonging to Ω and [0, T ], respectively). The other symbols in (2.1) denote known (given) quantities (or objects). So, ν and η are the kinematic viscosity and magnetic resistivity, which are supposed to be positive. From now on, for the sake of simplicity and without loss of generality, ν and η will be assumed to be 1. Further, f = (f 1 , f 2 ) : Ω × [0, T ] −→ IR 2 is the density of the external forces, χ ω is the characteristic function of ω, P is the Leray projector (put there to "kill" the gradient part of χ ω v), and y 0 : Ω −→ IR It is well-known that curl(curl B) = −∆B + grad(div B). Finally, N is the unit outer normal to ∂Ω.
When Ω is not simply connected (but it remains multi-connected), to assure the well-posedness of problem (2.1), we have to impose the following additional conditions on B on the cuts Γ i :
where N is the unit outer normal to Γ i 's. (See Appendix I of [7] for an equivalent form of (2.2).) When Ω is simply connected, conditions (2.2) are no longer necessary.
For the statement of our results and the considerations which follow, some function spaces are required. For each positive integer m and p > 1, or p = +∞, we denote (as usual) by W m,p (Ω) the Sobolev space of functions in L p (Ω) whose weak derivatives of order less than or equal to m are also in L p (Ω). When p = 2, we set H 1 (Ω) = W 1,2 (Ω). In a similar way, H 2,1 (Q) is the space of all functions in L 2 (Q) whose first and second order weak derivatives with respect to x 1 and x 2 , and first order weak derivative with respect to t are all in L 2 (Q), too. The fractional order Sobolev space H 1/2 (Ω) will be also required by a certain argument. Since all the functions involved in equations (2.1) (except p) are actually vector functions (fields), we mostly use some product function spaces: (
etc, all endowed with the product norms. The time dependent function space L 2 (0, T ; H 1 (Ω)) contains all (equivalence classes of) measurable functions from (0, T ) to H 1 (Ω) having the square of their
2 ) are defined similarly. Finally, we need the corresponding Sobolev spaces
2 ), respectively. The norms of all the considered spaces are denoted in the same manner:
The natural functional framework for the MHD equations (2.1) is given by the space H of all weakly divergence-free vector functions in (L 2 (Ω)) 2 which are tangential to the boundary in a weak sense, endowed with the (L 2 (Ω)) 2 norm. Our considerations here require the following two (H 1 (Ω)) 2 versions (subspaces) of H:
2 : div y = 0 in Ω and y = 0 on ∂Ω}, and
if Ω is simply connected, or
and
if Ω is not simply connected (but it is multi-connected). Let us fix y, p, and B that satisfy both MHD equations and boundary conditions in (2.1):
Now we can state the controllability result, we have described before.
Theorem 2.1. Let Ω be an open, bounded, and multi-connected subset of IR 2 whose boundary ∂Ω is a finite union of mutually disjoint closed curves of class C 2 , and let ω be an open subset of
2 ), with p > 2, satisfy equations (2.3). Then there is η > 0 such that for any (y 0 , B 0 ) ∈ V 1 × V 2 which satisfy
2), and
The proof of Theorem 2.1 follows the same lines as the proof of the corresponding three-dimensional result (Theorem 2.1 in [4] ). For this reason, we only outline it (refering the reader to [4] and [2] for all the details) but emphasize those points where some differences (caused by the different boundary conditions for B and the lower dimension)appear. 
Here
are two given vector functions, and z · (∇ y) is the vector field of components z · ∂ y/∂x i , i = 1, 2; C · (∇ B), C · (∇ y), and z · (∇ B) are defined in the same way.
Clearly, for any solution (z, q, C) of (3.1) there exists some function
To express the Carleman inequality for equations (3.1), some suitable weight functions are needed. Let us fix an open subset ω 0 of ω that ω 0 ⊂⊂ ω.
Since Ω is bounded and connected, there exist functions ψ ∈ C 2 (Ω) such that ψ > 0 in Ω, ψ = 0 on ∂Ω, and |∇ψ| > 0 in Ω \ ω 0 .
Let us fix such a function ψ, too. We set
for λ > 0. We denote by ϕ and α the values taken by ϕ and α on the boundary ∂Ω (where ψ = 0):
For establishing the Carleman inequality two variants of ϕ and α are also needed:
We set Q ω = ω × (0, T ) and Q ω 0 = ω 0 × (0, T ). Now we are prepared to present the Carleman inequality for equations (3.1). 
2 ) with p > 2. Then there exists λ 0 > 0 such that for any λ > λ 0 one can find s 0 (λ) > 0 and c(λ) > 0 that for s > s 0 (λ) the following inequality holds:
To make the proof of Theorem 3.1 easier to follow by the reader, we divide it into several intermediate statements, which will be taken under consideration by turns and then put together at the end. First we present two Carleman-type inequalities for the adjoint Stokes equations with the null Dirichlet boundary condition, that is,
and for the adjoint equations of certain dynamo-type equations with solutions having null curl at the boundary:
Here 
The analogous result for equations (3.5) is as follows.
Let Ω, ω, ω 0 , and ω 1 be open subsets of IR 2 as in the statement of Theorem 3.1. Then there exists λ 0 > 0 such that for any λ > λ 0 one can find s 0 (λ) > 0 and c(λ) > 0 that for s > s 0 (λ) we have
To prove Theorems 3.2 and 3.3, we shall couple two kinds of estimates. First we establish Carleman inequalities for equations (3.4) and (3.5), viewed as parabolic systems in the unknowns z and C, respectively (so, ∇q and ∇r are passed in the right-hand side near g and G). Since q and r satisfy Poisson equations (obtained by applying the divergence operator to both sides of (3.4) and (3.5)), the needed estimates for ∇q and ∇r are derived by using an adequate Carleman inequality for elliptic equations with nonhomogeneous Dirichlet boundary conditions (obtained by Imanuvilov in [6] ). So, let us begin by presenting the Carleman estimates for (3.4) and (3.5), viewed as parabolic systems in z and C. 
Estimate (3.9) was essentially obtained by Imanuvilov in [5] . (We refer the reader to Lemma 2.2 in [6] or Lemma 3.1 in [3] , too.)
The analogous estimate for equations (3.5) is contained in the following statement. 
2 and all corresponding solutions C ∈ (H 2,1 (Q)) 2 of system (3.5) and r ∈ L 2 (0, T ; H 1 (Ω)) which satisfy (3.8).
Proof. Inequality (3.10) can be established in almost the same way as its three-dimensional analogue. (See inequality (3.58) in [2] together with its proof.) However, because of the different (though similar) boundary conditions here, and for reader's convenience, we shall sketch the proof, emphasizing the points where some differences appear. Let us first describe in a few words the idea behind the proof. The part of the solutions of equations (3.5) outside Q ω can be removed in the righthand side of the estimates by varying (increasing) two parameters s and λ introduced into equations by performing a suitable change of unknown function. So, let us set D = e sα C. Passing to D in (3.5), we obtain the following system:
where T is the unit tangent vector (−N 2 , N 1 ) to ∂Ω. If we set
we may write equations (3.11) as
Multiplying equation (3.12) by itself, integrating over Q, and neglecting some nonnegative terms, we obtain the inequality (3.13)
where
The multiplication of the five terms of P (x, t)D by the two terms of R(x, t)D in (3.13) produces ten terms (integrals): I = 10 i=1 I i . Eight of them (I 3 through I 10 ) can be estimated identically as the corresponding terms in the three-dimensional case. We refer the reader to [2] (see also [3] ) for the expression of those estimates and for other details. So, let us examine the other two terms (which contain ∆D).
Integrating by parts twice and using the fact that N = (−1/|∇ψ|)∇ψ, we obtain (3.14)
where c (here and throughout along this proof) denotes a positive constant depending on ψ, only. Using Green's formula, we have (after some calculation) (3.15)
(See [2] or [3] for more details.) Let us now estimate the surface integral in (3.15). Using first the second boundary condition in (3.11) and then observing that D·∇(D·∇ψ) = 0 on Σ (thanks to the first boundary condition there), we obtain (3.16)
Thus, we have
To estimate the integral over ∂Ω before, we apply the trace theorem and an interpolation inequality:
. Now, inserting first (3.18) into (3.17) and then (3.17) into (3.15), we obtain (3.19)
We next estimate J. Using successively two Green-type formulas, the initial, final, and boundary conditions in (3.11), and, finally, performing an integration by parts with respect to t, we have
Putting this last form of − Q ∆D · (∂D/∂t)dx dt into the expression of J, we obtain
where c(λ) is a positive parameter depending on ψ, T , and λ (see [2] or [3] for more details).
To be able to eliminate the surface integrals in (3.14), (3.19) , and (3.20), as well as those in the estimates for I 3 , ..., I 10 , we need to repeat all the considerations before for D = e sα C. Changing C by D in (3.5), we obtain (3.11) where, in all the places, λ is replaced by −λ. So, we have
where the operators P and Q are defined as P and Q but with −λ instead of λ; consequently, ϕ and α now replace ϕ and α there. In the same way as before, we have
We write I as a sum of ten terms, too: I = 10 i=1 I i . Each of these terms can be estimated in the same way as its corresponding I i . For I 1 and I 2 we obtain the inequalities: (3.22)
23)
for all λ ≥ 1 and s ≥ 1. Notice that we have taken into account the fact that ϕ = ϕ and D = D on Σ (because ψ = 0 on ∂Ω). In the same way as the estimate for J was derived, we obtain (3.24)
Now we add inequalities (3.13) and (3.21). Because of the different signs before the corresponding surface integrals in I 2 , I 2 , I 3 , I 3 , I 5 , I 5 , I 9 , and I 9 (see [2] or [3] for the definition of the other quantities), all those surface integrals are cancelled. (The different signs come from the odd exponents of the powers of λ.) It remains to see how the four surface integrals in I 1 + I 1 can be removed. By careful calculations involving both (3.16) and (3.18), we obtain
(We refer the reader to [2] or [3] for all the details.) So, adding (3.13) and (3.21) and using the estimates (3.14), (3.19), (3.20), and (3.22) through (3.25), as well as the estimates for I 3 , ..., I 10 and I 3 , ..., I 10 (which can be taken from [2] or [3] ), we obtain (3.26)
The key point is now coming. Since, by the third property of ψ, |∇ψ| ≥ ρ in Ω \ ω 0 for some ρ > 0, from (3.26) we have (3.27)
As the powers of s and λ before integrals of ϕ|∇D| 2 and ϕ 3 |D| 2 are greater in the left-hand side of (3.27) than in the right-hand side, we can remove the part of ϕ|∇D| 2 and ϕ 3 |D| 2 outside Q ω 0 in the right-hand side by simply increasing the parameters λ and s. So, taking first λ > λ 0 = (c + 1) max(ρ −2 , ρ −4 ) and then s > s 0 (λ) = c(λ)λ −3 (ρ 4 λ−c−1) −1 , where c and c(λ) are those in (3.27), we obtain
Coming back to C (D = e sα C), we can rewrite the above inequality as It remains to show how estimates as (3.29) can be also obtained for the first and second order derivatives of C with rspect to time and space variables, respectively. To be able to estimate the weighted L 2 norm of ∂C/∂t in (3.10), we scalarly multiply equation (3.5) by e 2sα ϕ −1 ∂C/∂t. Thus, the desired estimate is reduced to that of the integral of e 2sα ϕ −1 ∂C/∂t · curl(curl C) over Q. Using a version of Green's formula together with the boundary conditions in (3.5) and then integrating by parts with respect to t, we obtain Taking this last estimate together with (3.30) and (3.31), we obtain (3.10), which finishes the proof.
As we have already mentioned before, q in (3.4) and r satisfying (3.8) ar solutions to some Poisson equations. Indeed, applying the divergence operator to both sides of equations (3.4) and (3.5), we see that q and r satisfy: (3.32) ∆q = div g and ∆r = div G in Q.
So, to estimate the involved weighted L 2 norms of ∇q and ∇r, we may use Imanuvilov's Carleman inequality for second order uniformly elliptic equations with nonhomogeneous Dirichlet boundary conditions (obtained in [6] ). Applying this inequality for the first Poisson equation in (3.32) twice and using the energy a priori estimate for the Stokes equations, too, we can establish the following estimate for q. 
The proof of the above lemma is identical to that of its three-dimensional version (see [3] or [4] ). In a completely similar way we can obtain the corresponding estimate for ∇r. (See [4] for the three-dimensional variant.) 
2 ) and all corresponding solutions C ∈ (H 2,1 (Q)) 2 of system (3.5) and r ∈ L 2 (0, T ; H 1 (Ω)) which satisfy (3.8).
The proofs of Theorems 3.2 and 3.3 come to an end by simply coupling (3.9) with (3.33) and (3.10) with (3.34).
Proof of Theorem 3.1. To finish the proof, we have to take inequalities (3.6) and (3.7) together with g and G given by
We have
(Here one has taken into account the fact that z, C, h, and H are divergencefree.) As y, B ∈ L ∞ (0, T ; (W 2,p (Ω)) 2 ) with p > 2, by the Sobolev imbedding theorem we also have y, B ∈ L ∞ (0, T ; (W 1,∞ (Ω)) 2 ), so, a.e. in Q, we can obtain 
By (3.37), we can write
Using Hölder's inequality, the fact that y, B ∈ L ∞ (0, T ; (W 2,p (Ω)) 2 ) with p > 2, and the continuity of the inclusion ( 
In a similar way, using (3.38), we have
Now, we add inequalities (3.6) and (3.7), and take estimates (3.39), (3.40), (3.44), and (3.45) into account. Thus, we obtain inequality (3.3) by simply taking s sufficiently large. This finishes the proof of Theorem 3.1.
Observability inequalities for the adjoint linearized MHD equations
Using the Carleman inequality (3.3), one can estimate weighted L 2 norms of solutions (z, C) of equations (3.1) taken over the entire Q by weighted L 2 norms of their values taken over Q ω , only. Such estimates are called observability inequalities. We shall express the needed weights by means of the following version of function α (which is no longer +∞ at t = 0):
where λ > 0 and θ is an increasing C ∞ function such that θ(0) > 0 and θ(t) = t for t ∈ [T /2, T ]. The restriction of β on ∂Ω is denoted by β :
The first observability inequality we need can be expressed as follows. 2 ) with p > 2. Then there exists λ 0 > 0 such that for any λ > λ 0 one can find s 0 (λ) > 0 and δ 0 (λ) ∈ (1/2, 1) such that for s > s 0 (λ) and 1/2 < δ < δ 0 (λ) there is some c(λ, s, δ) > 0 that the following inequality holds:
The proof of this theorem is quite long and can be found in [4] . (See also [3] for a related situation.) We emphasize that there is no significant difference between the two-dimensional and three-dimensional cases. The main objective of the proof is to remove q and r in (3.3). To be able to do it, we are forced to pass from z, q, h, C, r, and H to their indefinite integrals with respect to t. The new functions satisfy parabolic equations similar to (3.1) (which enable us to apply Carleman inequality (3.3) to them, too) but also certain stationary Stokes equations, whose take under consideration will lead us to the elimination of q and r.
From the observability inequality (4.1), one can derive the next one, which is in fact an L 2 estimate of z and C taken on Ω at the moment t = 0 by the values of them taken on ω but at all the moments t ∈ [0, T ]. (We refer the reader to [4] or [3] for the proof.) Theorem 4.2. Under the hypotheses of Theorem 4.1 there exists λ 0 > 0 such that for any λ > λ 0 one can find s 0 (λ) > 0 and δ 0 (λ) ∈ (1/2, 1) such that for s > s 0 (λ) and 1/2 < δ < δ 0 (λ) there is some c(λ, s, δ) > 0 that the following inequality holds:
2 which satisfy div h = div H = 0 in Q and H · N = 0 on Σ, and all corresponding solutions (z, C, q) ∈ (H 2,1 (Q)) 4 ×L 2 (0, T ; H 1 (Ω)) of system (3.1).
Thus, we have the appropriate tools to approach the controllability problem we deal with.
Global exact null controllability for the linearized MHD equations
The linearization of the controlled MHD equations (2.1) with ν = η = 1 around ( y, B) is the following:
in Ω, where ( y, B) (together with p) is a solution of (2.3). We also associate condition (2.2) to (5.1). It is known that if y,
with div F = 0 in Q and F · N = 0 on Σ, and (y 0 , B 0 ) ∈ V 1 × V 2 , then the boundary-initial value problem (5.1) has a unique solution (y, B, p)
) (p is unique up to a constant). Besides, the solution satisfies the following estimate:
Two weighted L 2 spaces are needed to formulate the global controllability result for the linear equations (5.1). The space L 2 (Q, (T − t) −8 e −2s β ) consists of all (equivalence classes of) measurable functions f : Q −→ IR with (T − t)
The space L 2 (Q, e −2sδ β ) is defined similarly.
Theorem 5.1. Let Ω and ω be as in the statement of Theorem 2.1 and let
2 ) with p > 2. Then there are λ > 0, s > 0, and
) which satisfies equations (5.1), (2.2) and the final conditions y(x, T ) = 0 and B(x, T ) = 0 a.e. x ∈ Ω, and which has the following decay at t = T :
Proof. We need an approximation of the function β which should take a finite value at t = T , too. For instance, for ε > 0 we could define β ε as
Let us now fix λ > 0, s > 0, and δ ∈ (1/2, δ 0 (λ)) such that inequalities (4.1) and (4.2) hold. Then, for ε > 0 we consider the corresponding auxiliary optimal control problem: 4 , where (y, B) satisfies (5.1) and (2.2) (together with some p).
It is known that problem (P ε ) has a unique solution (u ε , v ε , y ε , B ε , p ε ) for any ε > 0.
The idea of the proof is to regard the limit of (u ε , v ε , y ε , B ε , p ε ) when ε −→ 0 as a possible solution of the controllability problem for system (5.1). To prove the convergence of (u ε , v ε , y ε , B ε , p ε ) we need to obtain L 2 estimates for u ε and v ε . To this aim, we shall combine Pontryagin's maximum principle, applied to problems (P ε ), with the observability inequalities (4.1) and (4.2), applied to the adjoint system. Let (u ε , v ε , y ε , B ε , p ε ) be the solution of problem (P ε ). Pontryagin's maximum principle asserts that there exists a dual process (z ε , C ε , q ε ) which, together with (u ε , v ε , y ε , B ε , p ε ), satisfies the adjoint equations:
and the following maximum conditions:
We notice that system (5.3) has the form (3.1) with h = e −2sδ βε y ε and H = e −2sδ βε B ε . Let us integrate the derivative . We obtain Finally, the indicated decay of u, v, y, and B at t = T is obtained as in [3] . So, the proof of Theorem 5.1 is complete.
Proof of Theorem 2.1
We shall reduce the controllability of the solution ( y, B) of the MHD equations (2.3) to the controllability of the null solution of a certain version of (2.3) by subtracting equations (2.1) and (2.3). The differences y − y, B − B and p − p, also denoted by y, B and p, satisfy:
in Ω.
The differences y 0 − y(·, 0) and B 0 − B(·, 0) have been denoted here by y 0 and B 0 , too. In this way, the original controllability problem can be replaced by that of finding (u, v, y, B, p) which satisfies (6.1) but also y(·, T ) = 0 and B(·, T ) = 0 a.e. in Ω. The null controllability problem for (6.1) can be reformulated as an invertibility property for a certain nonlinear map. Let us define this map in what follows after introducing the needed function spaces.
We take λ > 0, s > 0, and δ ∈ (1/2, 1) as in the statement of Theorem 5.1. Let 1/2 < δ < δ. We denote by X(Q) the space of all (u, v, y, B, p) ∈ (L 2 (Q)) 4 × (H 2,1 (Q)) 4 × L 2 (0, T ; H 1 (Ω)) which satisfy: e −sδ β y, e −sδ β B ∈ One can show (see [4] or [3] ) that if δ > 1/2, then A(u, v, y, B, p) ∈ Y (Q) for (u, v, y, B, p) ∈ X(Q).
It is easy to calculate the differential of A: (In fact, here it suffices to take f = F = 0.) According to an infinite-dimensional version of the implicit function theorem (see [1] , p.101), a sufficient condition assuring such a local invertibility property for A around (0, 0, 0, 0, 0) is that (dA)(0, 0, 0, 0, 0) : X(Q) −→ Y (Q) should be an epimorphism. But this expresses nothing else than the global null controllability property for system (5.1) stated by Theorem 5.1. Thus, the proof of Theorem 2.1 is finished.
