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Анотацiя
У статтi дослiджено методи пiдбору теоретичного ймовiрнiсного розподiлу для
змодельованих статистичних даних засобами мови статистичного програмуван-
ня R. Розглянуто графiчнi засоби пiдбору закону розподiлу: побудова гiстограм,
емпiричних i теоретичних щiльностей i функцiй розподiлу, P-P i Q-Q дiаграм. До-
слiджено функцiї оцiнювання параметрiв законiв розподiлу методами: моментiв,
квантiлiв, найбiльшої вiрогiдностi та найменшої вiдстанi. Перевiрено гiпотези про
закон розподiлу за допомогою критерiю Колмогорова–Смiрнова, а також критерiїв
AIC, BIC.
Вiдповiдний пiдбiр, як приклад застосування, проведено для зiмiтованого за
спецiальним авторським алгоритмом розподiлу максимуму звуження поля Ченцова
на певну криву засобами мови R.
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1 Вступ i попереднi вiдомостi
У рядi статистичних дослiджень знаходження точного розподiлу певного фун-
кцiоналу вiд випадкового процесу є достатньо складною а, iнодi, й нерозв’язною
задачею. Прикладом такої задачi є знаходження розподiлiв функцiоналiв вiд поля
Ченцова. Але в деяких випадках, на пiдставi вiдомих iмовiрнiсних характеристик
процесу (середнє, коварiацiйна функцiя, моменти тощо), стає можливим змоделю-
вати вибiрку, яка вiдповiдає генеральнiй сукупностi iз заданими характеристиками.
А далi, емпiричним шляхом пiдiбрати найбiльш пiдходящий ймовiрнiсний розподiл.
Таке дослiдження можна побудувати за наступною схемою:
1) пiдбiр можливого теоретичного закону розподiлу, який найкраще описує
вибiрку;
2) обчислення оцiнок основних параметрiв розподiлу;
3) перевiрка гiпотези про узгодженiсть емпiричного та теоретичного розподiлiв.
Якщо припустити, що випадкова величина є абсолютно неперервною, то для
знаходження закону розподiлу достатньо пiдiбрати вигляд щiльностi розподi-
лу. Найбiльш поширеним методом знаходження щiльностi розподiлу за даними
статистичної вибiрки є метод гiстограм (Syzrantsev, Nevelev, & Golofast, 2006),
(Wolverton & Wagner, 1969). Недолiками цього методу є низька надiйнiсть i нестiй-
кiсть до викидiв. Також можна застосовувати такi методи: Парзена–Розенблата
(Lapko, Chentsov, Krokhov, & Feldman, 1996), iнтегральної оцiнки щiльностi, стоха-
стичної регулярiзацiї та iншi.
Пiсля припущення про вигляд щiльностi розподiлу, визначають параметри
щiльностi розподiлу (якщо це можливо). Подаймо перелiк найвiдомiших методiв
знаходження оцiнок параметрiв розподiлу.
Метод моментiв (Cramér, 1946). Нехай 𝑥1, 𝑥2, ..., 𝑥𝑛 — вибiрка з розподiлу
𝐹 (𝑥, 𝜃1, 𝜃2, ..., 𝜃𝑠). Потрiбно одержати оцiнки для невiдомих параметрiв 𝜃1, 𝜃2, ..., 𝜃𝑠.





𝑥𝑘𝑓(𝑥, 𝜃1, 𝜃2, ..., 𝜃𝑆)𝑑𝑥.
Кiлькiсть рiвнянь вiдповiдає кiлькостi параметрiв, якi визначають щiльнiсть роз-
подiлу.
Метод максимальної вiрогiдностi (Cramér, 1946). Це метод оцiнювання
параметрiв, який ґрунтується на максимiзацiї функцiї вiрогiдностi вибiрки. Якщо
вибiрка має неперервний розподiл, то функцiю вiрогiдностi описують сумiсною
щiльнiстю розподiлу:
𝐿(𝑥1;𝑥2; ...;𝑥𝑛; 𝜃) = 𝑓(𝑥1; 𝜃)𝑓(𝑥2; 𝜃)...𝑓(𝑥𝑛; 𝜃).
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Оцiнками максимальної вiрогiдностi є значення параметра 𝜃, якi максимiзують
функцiю 𝐿. Часто простiше шукати максимум функцiї ln𝐿, який збiгається з
максимумом функцiї 𝐿 завдяки монотонностi логарифма.
Метод порядкових статистик (метод квантiлiв) (Kobzar, 2006). Цей ме-
тод дуже схожий на метод моментiв: вибирається така ж кiлькiсть квантiлiв,
скiльки невiдомих параметрiв необхiдно оцiнити. Потiм теоретичнi квантiлi, якi ви-
раженi через параметри розподiлу, прирiвнюють до емпiричних квантiлiв. Розв’язок
вiдповiдної системи є оцiнками невiдомих параметрiв. Ефективнiсть оцiнок, одер-
жаних таким методом, не вища за метод моментiв.
Метод найменшої вiдстанi (Wolfowitz, 1957). Знаходять вiдстанi мiж емпi-
ричною та теоретичною функцiями розподiлу в рiзних метриках мiнiмiзують їх.
Використовують, зокрема, метрики: Крамера – фон Мiзеса, Колмогорова–Смiрнова,
Андерсона–Дарлiнґа.
2 Результати дослiдження
Як зазначено вище, запропонована схема пiдбору найкращого розподiлу, перед-
бачає наступнi етапи з застосуванням пакетiв програмного середовища R (The
Comprehensive R Archive Network , n.d.):
1) пiдбiр теоретичної щiльностi розподiлу здiйснюється графiчним методом,
а саме: за допомогою побудови гiстограми й теоретичної щiльностi, порiвняннi
емпiричної i теоретичної функцiй розподiлу, побудовi P-P i Q-Q дiаграм (пакет
fitdistrplus, функцiї plot);
2) обчислення оцiнок параметрiв щiльностi (пакет fitdistrplus, функцiї
fitdist, mledist);
3) перевiрка гiпотези про узгодженiсть теоретичного й емпiричного розподiлiв
(пакети fitdistrplus та stats, функцiї ks.test fitdist, mledist).
Застосуємо запропоновану схему дослiджень для знаходження розподiлу макси-
муму вiд ґаусiвських процесiв на основi статистичних вибiрок, одержаних шляхом
моделювання значної кiлькостi реалiзацiй випадкового процесу. Швидкодiя мето-
ду Холецького складає 𝑂(𝑛3), методу розкладу за ортогональними системами —
𝑂(𝑛2), що ускладнює моделювання достатньої кiлькостi реалiзацiй процесiв. Тому
скористаємось алгоритмом, описаним в (Dykhovychnyi & Kruglova, 2018). У цiй
роботi запропоновано новий алгоритм моделювання ґаусiвського процесу 𝑌 (𝑡) з
нульовим математичним сподiванням i коварiацiйною функцiєю вигляду:
𝐸 [𝑌 (𝑠)𝑌 (𝑡)] = 𝑢(𝑠)𝑣(𝑡), 𝑠 6 𝑡.
Цей алгоритм було застосовано для знаходження розподiлу максимуму звуження
двопараметричного поля Ченцова 𝑋(𝑠, 𝑡) (Chentsov, 1956), (Yeh, 1960) на криву
𝐿 =
{︀
(𝑠, 𝑡)|𝑡 = 1− 𝑠2, 𝑠 ∈ [0, 1)
}︀
.
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Точний ймовiрнiсний розподiл для максимуму вiд такого ґаусiвського процесу
не знайдено. Використовуючи теорему, подану в (Park & Paranjape, 1974), мо-
жна одержати iнтегро-диференцiальне рiвняння, розв’язком якого буде шуканий
розподiл. Але таке рiвняння є надзвичайно складним i його точний розв’язок не
знайдено. Тому доречним буде змоделювати звуження поля Ченцова на криву
𝐿 i знаходити емпiричний розподiл для описаної вище випадкової величини. Ал-
горитм, описаний у (Dykhovychnyi & Kruglova, 2018), можна застосовувати для





математичне сподiвання й коварiацiйну функцiю:
𝐸 [𝑋𝐿(𝑠)𝑋𝐿(𝑡)] = 𝑠(1− 𝑡2), 𝑠 6 𝑡.
Тодi функцiї 𝑢(𝑠) = 𝑠 i 𝑣(𝑡) = 1 − 𝑡2 справджують умови застосовностi цього
алгоритму. Було змодельовано 105 реалiзацiй ґаусiвського процесу 𝑋𝐿(𝑠) для





Для цiєї вибiрки використано графiчний метод знаходження теоретичного закону
розподiлу випадкової величини, описаний вище. На рис. 1–4 побудовано емпiричнi
гiстограми разом з теоретичними щiльностями, а також Q-Q, P-P дiаграми.
Спершу пiдбiр розподiлу був здiйснений за допомогою функцiєю fitdist.
Було перевiрено всi неперервнi розподiли, якi передбаченi функцiєю (нормальний,
експоненцiальний, гамма-розподiл, логiстичний). Як видно з поданих рисункiв
найбiльш пiдходящими є нормальний та гамма-розподiли.
Оцiнки параметрiв щiльностей розподiлiв одержано за допомогою пакету
fitdistrplus мови R методами: максимальної вiрогiдностi (параметр mle), мо-
ментiв (параметр mme), квантiлiв (параметр qme), найменшої вiдстанi (параметр
mge). У табл. 1 та табл. 2 подано оцiнки параметрiв для нормального й гамма-
розподiлiв i результати перевiрки гiпотез про адекватнiсть розподiлiв на пiдставi
критерiїв AIC, BIC, Коломогорова–Смiрнова.
Як видно з поданих таблиць, вiдповiднi параметри критерiїв указують на вiд-
сутнiсть узгодженостi емпiричного та теоретичного розподiлiв. Отже, пошук було
продовжено серед iнших розподiлiв. Для цього було використано функцiю mledist.
Ця функцiя дозволила перевiрити на узгодженiсть: логнормальний розподiл, розпо-
дiл Ґумбеля (Gumbel distribution), розподiл Вейбула (Weibull distribution), оцiнити
їхнi параметри методом максимальної вiрогiдностi. За допомогою функцiї mledist
був вибраний розподiл Вейбула. Графiчний метод дав можливiсть не вiдкидати
гiпотезу про такий розподiл.
За допомогою критерiю Колмогорова–Смiрнова було перевiрено гiпотезу про
узгодженiсть емпiричного розподiлу й розподiлу Вейбула з оцiненими параметрами.
Отже, прийнято гiпотезу про розподiл Вейбула для даної вибiрки.
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Рис. 1: Нормальний розподiл
Рис. 2: Гамма-розподiл
На рис. 5 та 6 зображено гiстограму, щiльнiсть теоретичного розподiлу, емпiри-
чну й теоретичну функцiю розподiлу, Q-Q i P-P дiаграми для розподiлiв Ґумбеля
(як найкращого серед вiдкинутих розподiлiв) i Вейбула.
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Рис. 3: Гамма-розподiл
Рис. 4: Експоненцiальний розподiл
У табл. 3 наведено результати оцiнок вiдповiдних параметрiв та перевiрки
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Табл. 1: Нормальний розподiл
Методи одержання оцiнок











loglik −5274 −5274 −5441 −5310
AIC 10552 10552 10885 10625
BIC 10556 10556 10900 10639
p-value < 2.2 · 10−16 < 2.2 · 10−16 < 2.2 · 10−16 < 2.2 · 10−16
Табл. 2: Гамма-розподiл
Методи одержання оцiнок
mme mle qme mge
loglik −4821 −4725 −4869 −4743
AIC 9646 9454 9741 9489
BIC 9660 9468 9756 9509
p-value 3.323 · 10−9 7.064 · 10−12 2.964 · 10−14 5.142 · 10−5
Рис. 5: Нормальний розподiл
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Рис. 6: Нормальний розподiл
гiпотез функцiєю mledist.
Табл. 3: Порiвняння розподiлiв Ґумбеля та Вейбула
Розподiл
Логнормальний Ґумбеля Вейбула





loglik −5641 −4757 −4547
p-value < 2.2 · 10−16 9.664 · 10−7 0.4475
Наведемо фрагмент коду програми.
1 fit.norm <- fitdist(data = m, "norm", method = "mge", gof="CvM")
2 print(fit.norm)
3 plot(fit.norm)
4 ks.test(unique(m),"pnorm",mean=fit.norm$estimate [1],sd= fit.norm$estimate [2])
5 fit.gama <- fitdist(data = m, "gamma", method = "mme")
6 print(fit.gama)
7 plot(fit.gama)
8 ks.test(unique(m),"pgamma",shape=fit.gama$estimate [1],rate=fit.gama$estimate [2])




13 fit.logis <- fitdist(data = m, "logis", method = "mme")
14 print(fit.logis)
15 plot(fit.logis)
16 ks.test(unique(m),"plogis",location=fit.logis$estimate [1],scale=fit.logis$estimate [2])
17 f3<-mledist(m[m>0],"weibull",lower = c(0, 0))
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18 f3
19 plotdist(m[m>0], "weibull", para=list(shape=f3$estimate [1], scale=f3$estimate [2]))
20 ks.test(unique(m[m>0]),"pweibull",shape=f3$estimate [1],scale=f3$estimate [2])
21 dgumbel <- function(x,a,b) 1/b*exp((a-x)/b)*exp(-exp((a-x)/b))
22 pgumbel <- function(q,a,b) exp(-exp((a-q)/b))
23 qgumbel <- function(p,a,b) a-b*log(-log(p))
24 f4<-mledist(m,"gumbel",start=list(a=0,b=2),optim.method="Nelder -Mead")
25 f4
26 ks.test(unique(m),"pgumbel",a=f4$estimate [1],b=f4$estimate [2])
27 plotdist(m, "gumbel", para=list(a=f4$estimate [1], b=f4$estimate [2]))
3 Висновки
Змодельовано за новим алгоритмом вибiрку, що iмiтує розподiл максимуму звуже-
ння двопараметричного поля Ченцова на певну криву.
Проведено пiдбiр закону розподiлу вибiрки.
Знайдено оцiнки параметрiв щiльностей розподiлу, одержаних методами: мо-
ментiв, квантiлiв, максимальної вiрогiдностi, найменшої вiдстанi.
Перевiрено гiпотезу про узгодженiсть законiв розподiлiв за допомогою критерiю
Колмогорова–Смiрнова, а також критерiїв AIC, BIC.
Показано, що оцiнки, одержанi рiзними методами, вiдрiзняються мiж собою
незначним чином, крiм методу квантiлiв. Оцiнки, одержанi цим методом, дали най-
бiльшу похибку. Найкраще значення p-value для критерiя Колмогорова–Смiрнова
маємо для методу найменшої вiдстанi. Але це очевидно, з огляду вибраних метрик,
оскiльки вони фактично повторюють статистики критерiїв узгодженостi.
Аналiз проводився за допомогою мови статистичного програмування R. Можна
зробити висновок, що середовище програмування R — це швидкий i зручний засiб
для статистичного аналiзу вибiрок, а пакет fitdistrplus безумовно ефективним
у вирiшеннi поставленої задачi.
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Abstract. The following article discusses various methods for probability distribution fitting to
simulated data by means of R statistical computing language. In particular, some graphical methods
like plotting of histograms, empirical and theoretical density functions, P-P and Q-Q plots, were
considered. Estimation functions for probability distribution parameters were investigated by applying
method of moments, method of quantiles, method of maximum likelihood, and shortest distance
method. Hypothesis about probability distribution were verified with Kolmogorov–Smirnov, AIC,
and BIC tests.
The corresponding data set used to illustrate the above methods was taken from probability
distribution of the maximum of Chenstov field restriction to a particular curve. The distribution was
simulated with the special original algorithm in R statistical software.
Keywords: R language; Chentsov field; Gaussian process; method of moments; method of quan-
tiles; maximum likelihood estimation; minimum distance estimation; statistical tests.
