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Abstract
We consider central simple Z/2-graded algebras over a field K of characteristic = 2 acted on
by a group G via graded automorphisms. The equivariant Brauer–Wall group BW(K,G) is defined
by means of an equivalence relation among these algebras. Its structure as an Abelian group is com-
pletely determined using the known structure of the Brauer–Wall group BW(K) due to C.T.C. Wall. It
is also shown that there is a homomorphism W(K,G) → BW(K,G) where W(K,G) is the equivari-
ant Witt group defined by A. Fröhlich and A.M. McEvett.
 2005 Elsevier Inc. All rights reserved.
In [5], A. Fröhlich defined the equivariant Brauer group B(K,G) for a field K (of
characteristic = 2) and a group G, and related it to the Brauer group B(K) through the
split exact sequence
0 → H2(G,K∗)→ B(K,G) → B(K) → 0
where G operates trivially on K∗ in H2(G,K∗) [5, Theorem 4.1].
Our purpose here is to give a graded version of Fröhlich’s result. We define the
“equivariant Brauer–Wall group” BW(K,G), combining Fröhlich’s definition of B(K,G)
and C.T.C. Wall’s definition of the graded Brauer group [11], now generally referred to asE-mail address: riehm@mcmaster.ca.
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classes of central simple graded algebras on which G acts via graded automorphisms.
It is easy to see that the exact sequence
0 → BW0(K,G) → BW(K,G) Φ−→ BW(K) → 0,
where Φ is the map which forgets the action of G and BW0 is the subgroup of Brauer–Wall
classes of equivariant trivial graded algebras, is split. One of our main results is that the
latter group is the central extension
0 → H2(G,K∗)→ BW0(K,G) → Hom(G,Z/2) → 0
belonging to the “cup product”∈Z2(Hom(G,Z/2),H2(G,K∗)) (cf. Corollary 2). Corol-
lary 3 is an alternative and more useful formulation, giving a completely explicit and
canonical presentation of BW(G,K):
BW(K,G) (c,∂,b,ζ,τ )−−−−−→ H2(G,K∗) ×˙ (Hom(G,Z/2)× (B(K) ×˙ (K∗/K∗2 ×˙ Z/2))).
(The symbol ×˙ denotes a central extension and multiplication on the right side is given
explicitly in Corollary 3; the invariants c, ∂, . . . are defined later). This isomorphism gives,
in particular, an expression for the cohomology class cA⊗ˆB ∈ H2(G,K∗) in terms of cA
and cB (cf. Theorem 3).
In the case when G is both Abelian and finite, these results are related to those obtained
in the context of dimodule algebras and the Brauer–Long group BD(R,G) over a com-
mutative ring R [4]. To apply these results to the case considered here, one considers the
subgroup of BD(K,G × Z/2) of classes represented by algebras with trivial G-grading
and Z/2-action induced by the Z/2-grading, namely σa = (−1)∂aa, where σ is the non-
trivial element of Z/2. Many of the explicit results on BD(R,G) (e.g., [3,4,8]) assume (in
addition to conditions on R) that G is cyclic, and so do not generally apply to our situation.
On the other hand S. Caenepeel and M. Beattie used a cohomological approach (with mild
assumptions on R, including the invertibility of |G| in R) to give a completely general de-
scription of BD(R,G) [9, Theorems 2.7 and 3.4], up to the cocycle involved in the central
extension in Theorem 3.4. Caenepeel has pointed out to me that this result can be applied
to BW(K,G) by a method similar to that used in Section 5 of that paper; this provides a
description of BW(K,G) for G finite and Abelian in the case when charK  |G|, up to the
cocycle implicit in the aforementioned exact sequence. One result that coincides (when R
is a field) with a special case of those here is the explicit computation of BD(R,Z/2) (so
G = Z/2) by F. Demeyer and T. Ford [2].1
The motivation for this study can be found in its application to orthogonal representa-
tions G → O(V , b). Such a representation leads to a graded action of G on the Clifford
1 I am very grateful to Stefan Caenepeel for providing me with these references on the Brauer–Long group, as
well as a summary of their contents.
C.R. Riehm / Journal of Algebra 287 (2005) 501–520 503algebra C(V , b) (which is a central simple graded algebra (CSGA)), and we show that the
map (V , b) → [C(V , b)] ∈ BW(K,G) induces a homomorphism
W(K,G) → BW(K,G)
where W(K,G) is the equivariant Witt group defined by Fröhlich and McEvett in [6]. The
connection between the invariant cC(V ,b) and the similar invariant defined via the vector
representation of the Clifford group Γ (V,b) is given in Theorem 5.
1. Graded algebras
We assume throughout that K is a field of characteristic = 2. All algebras are finite di-
mensional associative K-algebras with 1, and by “graded algebra” we mean a Z/2-graded
algebra. We use the terminology and notation of [7].
Thus a graded algebra A is a direct sum A = A0 ⊕ A1 with AiAj ⊂ Ai+j (indices
mod 2). The homogeneous elements of A are hA = A0 ∪ A1, and ∂ : hA → {0,1} is the
degree function (not well-defined at 0). A is graded simple if the only two-sided graded
ideals are 0 and A, and is central if its graded center ZˆA, which is spanned by all homoge-
neous elements c satisfying ca = (−1)∂c∂aac for all a ∈ hA, is = K (= K1A).
The graded tensor product A ⊗ˆ B of two graded algebras (GAs) is the usual tensor
product as vector spaces, with the multiplication
(a ⊗ b)(a′ ⊗ b′)= (−1)∂b∂a′aa′ ⊗ bb′
for homogeneous elements a, b, a′, b′. It is also a GA—its homogeneous components are
(A0 ⊗ˆB0)⊕ (A1 ⊗ˆB1) and (A0 ⊗ˆB1)⊕ (A0 ⊗ˆB1).
If A and B are CSGAs, then so is A ⊗ˆB . The canonical maps
(A ⊗ˆB) ⊗ˆC → A ⊗ˆ (B ⊗ˆC) and A ⊗ˆB → B ⊗ˆA (1)
(the latter given by a ⊗ b → (−1)∂a∂bb ⊗ a on homogeneous elements) are isomorphisms
of graded algebras.
Let V be a (finite dimensional) vector space, given as a direct sum V = V0 ⊕ V1. Then
EndV can be made into a central simple graded algebra, which we denote by End(V0,V1),
by defining the homogeneous elements of degree 0 to be those endomorphisms which take
each Vi into itself, and those of degree 1 the endomorphisms which take each Vi into the
other. In terms of a basis compatible with the direct sum, the elements of degree 0 are the
matrices
( ∗ 0
0 ∗
)
and those of degree 1 the matrices
( 0 ∗
∗ 0
)
.
The Brauer–Wall group BW(K) is defined as the set of equivalence classes of CSGAs,
where A ∼ B if there are spaces V = V0 ⊕ V1 and W = W0 ⊕W1 such thatA ⊗ˆ End(V0,V1) ∼= B ⊗ˆ End(W0,W1) (2)
504 C.R. Riehm / Journal of Algebra 287 (2005) 501–520as graded algebras. The group law is induced by ⊗ˆ.
We now record the description of CSGAs due to C.T.C. Wall in [11], as described in
Chapter 4 in [7].
If A is a CSGA with center Z(A) as an (ungraded) algebra, then Z(A) = K ⊕ Z1 with
Z1 ⊂ A1. If Z1 = 0, then A is of odd type, otherwise of even type; we define τ(A) = 1 in
the odd case, τ(A) = 0 in the even case.
Let B be any K-algebra, and define A = B ⊕ B . We make A into a graded algebra by
defining
A0 =
{
(b, b) | b ∈ B}, A1 = {(b,−b) | b ∈ B},
and write A = B ⊕ˆB . If B is a CSA, then B ⊕ˆB is a CSGA of odd type.
If A is any algebra, then (A) stands for the graded algebra with 0-component A and
1-component 0, and is said to be concentrated in degree 0. It is a CSGA of even type if A
is a CSA.
If α ∈ K∗, the quadratic algebra A = K(√α) = K[x]/(x2 −α) is a CSGA (of odd type)
with A0 = K and A1 = K√α. It is denoted by K〈√α〉. If α ∈ K∗2, then K〈√α〉 ∼= K ⊕ˆK .
Theorem 1. Let A be a CSGA of odd type.
(1) A0 is a CSA over K and Z(A) = ZA(A0) = K ⊕ Kz where z ∈ Z1, z2 = ζ ∈ K∗. The
square class ζK∗2 does not depend on the choice of z, and Z(A) ∼= K〈√ζ 〉 (as graded
algebras).
(2) There is an isomorphism
A ∼= (A0) ⊗ˆK
〈√
ζ
〉= (A0)⊗K〈
√
ζ
〉
of graded algebras.
(3) If ζ ∈ K∗2, then Z(A) ∼= K ⊕ˆ K and A ∼= A0 ⊕ˆ A0 as graded algebras. If ζ /∈ K∗2,
then A is a CSA over Z(A) ∼= K(√ζ ).
This is Theorem 3.6 in [7, Chapter 4].
Let V = V0 ⊕ V1 be a direct sum of vector spaces over a central division algebra D
over K . As in the case D = K , we make EndD V = EndV into a CSGA End(V0,V1) with
homogeneous components
End(V0,V1)i = {φ ∈ EndV | φVj ⊂ Vj+i for j = 0,1}.
The corresponding graded matrix algebra with homogeneous components
( ∗ 0
0 ∗
)
and
( 0 ∗
∗ 0
)
is denoted by M(m,n,D) (where m = dimD V0 and n = dimD V1).
The quaternion algebra A = (α,β)K with generators i, j satisfying i2 = α and j2 = β
is a graded algebra if we put A0 = K.1 ⊕ K.k and A1 = K.i ⊕ K.j . It is then a CSGA∼= K〈√α〉 ⊗ˆK〈√β〉, and is denoted by 〈α,β〉K .
If A is a graded algebra, then M(k,A) can be graded by choosing M(k,A0) to be the
homogeneous component of degree 0 and M(k,A1) to be that of degree 1. This graded
algebra is denoted by M˜(k,A). If A is a CSGA, then so is M˜(k,A).
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isomorphic to M(k,D), say, where D is a central division algebra. The following hold:
(1) If A1 = 0, then A = (A0) ∼= (M(k,D)).
Suppose from now on that A1 = 0.
(2) Z(A0) = ZA(A0), and there is a z ∈ Z(A0) such that Z(A0) = K ⊕ Kz and z2 = ζ ∈
K∗. The element z is uniquely determined up to a non-zero scalar and the square class
ζK∗2 is uniquely determined. (In the case A1 = 0 in (1), we define z = 1, ζ = 1.) The
element z satisfies
zaiz
−1 = (−1)iai for all ai ∈ Ai.
(3) If ζ ∈ K∗2, then Z(A0) ∼= K ⊕ K and A ∼= End(V0,V1) for some non-zero vector
spaces V0,V1 over D. Thus A0 ∼= M(m,D)⊕ M(n,D) (where m+ n = k).
(4) Suppose that ζ /∈ K∗2 and that the field Z(A0) ∼= K(√ζ ) can be imbedded into D.
Then there is a grading on D such that A ∼= M˜(k,D). Thus A0 ∼= M(k,D0) is a CSA
over Z(A0).
(5) Suppose that ζ /∈ K∗2 and that the field Z(A0) ∼= K(√ζ ) cannot be imbedded into D.
Then k = 2m is even, A ∼= (M(m,D)) ⊗ˆ 〈−ζ,1〉K , and so A0 ∼= M(m,D) ⊗ K(√ζ )
is a CSA over Z(A0).
This is Theorem 3.8 in [7, Chapter 4].
The square-class ζK∗2 in Theorems 1 and 2, or the element ζ itself, is called the square-
class invariant of the CSGA A. We denote z by zA and ζ by ζA if it is necessary to indicate
that they arise from the algebra A. They depend only on the equivalence class [A] (up
to non-zero scalars and non-zero squares respectively). We take zA = 1 (and ζA = 1) in
case (1) of the above theorem, and note that when A is a CSGA of even type,
zAa0z
−1
A = a0 if a0 ∈ A0, and zAa1z−1A = −a1 if a1 ∈ A1.
Let B(K) be the Brauer group of K . Define a product on
B(K)×K∗/K∗2 × Z/2
by
(b1, ζ1, τ1)(b2, ζ2, τ2) =
(
b1 · b2 · (
1ζ1, 
2ζ2)K, (−1)τ1τ2ζ1ζ2, τ1 + τ2
) (3)
where (α,β)K stands for the Brauer class of the quaternion algebra with parameters α
and β , and where 
i = (−1)τi if τ1 = τ2, and 
1 = 1 = 
2 otherwise. Let bA stand for the
Brauer class of the CSA A if A is an even CSGA, and for the Brauer class of the CSA A0
if A is odd. Then (“Wall’s Theorem”) the map(b, ζ, τ ) : BW(K) → B(K)×K∗/K∗2 × Z/2 (4)
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of this product by writing it B(K) ×˙ (K∗/K∗2 ×˙ Z/2).
There is a simple extension of the Skolem–Noether theorem to the graded case:
Lemma 1. Suppose that σ is a graded automorphism of the CSGA A. Then σ is an in-
ner automorphism with respect to an element a ∈ A×0 ∪ A×1 , unless A is of odd type and
σ is not the identity on Z(A); in this exceptional case σ is the composition of an in-
ner automorphism with respect to a homogeneous element a ∈ A×0 and the automorphism
id(A0)⊗ˆ− = idA0 ⊕ −idA1 of (A0) ⊗ˆK〈
√
α〉.
Proof. When A is concentrated in degree 0, this is simply the usual Skolem–Noether the-
orem. So assume that A1 = 0.
Suppose first that σ is the identity on ZA(A0). Then it is the identity on Z(A0) and it
follows from the foregoing classification theorems (and the Skolem–Noether theorem) that
it is an inner automorphism on A0, say with respect to a0. This proves this case when A
has odd type. In the even case σ is an inner automorphism with respect to a ∈ A×, and it
follows that aa−10 ∈ ZA(A0) = Z(A0), so a ∈ A0.
Suppose then that σ is not the identity on ZA(A0). We define τ to be id(A0) ⊗ˆ− in the
case of odd type, and to be the inner automorphism with respect to any element of A×1 if
the type is even—note that A×1 is not empty since in case (3) of Theorem 2 the assumption
on σ implies that m = n. Since zA anticommutes with A1 in the even case, τσ is a graded
automorphism of A which is the identity on ZA(A0), and so the theorem follows from the
first part. 
2. Equivariant graded algebras
Let G be a group. We say that the graded algebra A = A0 ⊕ A1 is G-equivariant, or
simply equivariant, if there is a homomorphism
ρ :G → Autgr A (5)
to the graded algebra automorphisms of A. We often write ρ(s)(a) = sa.
Let B be another G-equivariant graded algebra, with G-action ρ′ :G → Autgr B . The
graded tensor product A ⊗ˆB is G-equivariant via the action s(a ⊗ˆb) = (sa) ⊗ˆ (sb), s ∈ G,
and the isomorphisms (1) are also G-equivariant in this case. The map associated to the
G-action on A ⊗ˆB is denoted by ρ ⊗ˆ ρ′ :G → Autgr A ⊗ˆB .
To define an equivalence relation among ECSGAs, we consider direct sums of linear
representations of G, (V ,ρ) = (V0, ρ0) ⊕ (V1, ρ1) where ρi :G → GL(Vi). Then s ∈ G
acts on EndK(V0,V1) through conjugation (by ρ(s)), making it into a G-equivariant CSGA
which we call a “trivial” ECSGA. Equivalence among ECSGAs is defined as for CSGAs,
by requiring that the isomorphism (2) commute with G.
It is straightforward to check that this is an equivalence relation; one has to check that
the canonical isomorphism
( )
End(V0,V1) ⊗ˆ End(W0,W1) ∼= End (V ⊗ˆW)0, (V ⊗ˆW)1 (6)
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tion”
(V ⊗ˆW,ρ ⊗ˆ σ) = (V0 ⊗W0 + V1 ⊗W1, ρ0 ⊗ σ0 + ρ1 ⊗ σ1)
⊕ (V0 ⊗W1 + V1 ⊗W0, ρ0 ⊗ σ1 + ρ1 ⊗ σ0).
The resulting set of equivalence classes is the equivariant Brauer–Wall group BW(K,G).
We denote the equivalence class of the ECSGA A with action map ρ :G → Autgr A by [A]
or [A,ρ] if it is necessary to make ρ explicit.
To show that ⊗ˆ makes BW(K,G) into a group, we note first that multiplication is well
defined, associative and commutative by (the equivariant versions of) (1) and (6). The class
of the ECSGA (K) on which G acts trivially, is the identity element.
We now show that the inverse of the class of an ECSGA A is the class of the graded
opposite algebra A∗ which = A as a vector space, with multiplication defined by a · b =
(−1)∂a∂bba on homogeneous elements. It is shown in [7, Proposition 4.1, Chapter 4],
that the map θ :A ⊗ˆ A∗ → End(A0,A1), determined by θ(b ⊗ˆ c)(a) = (−1)∂c∂abac on
homogeneous elements, is an isomorphism of graded algebras. It is equivariant since
θ
(
s(b ⊗ˆ c))(a) = θ(sb ⊗ˆ sc)(a) = (−1)∂c∂a(sb)a(sc) = (−1)∂c∂as(b(s−1a)c)
= sθ(b ⊗ˆ c)s−1(a).
Thus BW(K,G) is an Abelian group.
Let Φ : BW(K,G) → BW(K) be the forgetful map, which takes [A,ρ] to [A]. This
is clearly a well-defined homomorphism. It is in fact a split epimorphism since the map
BW(K) → BW(K,G) which takes [A] to the equivariant class [A,1] of A with trivial
action of G, is a splitting homomorphism. Let
1 → BW0(K,G) → BW(K,G) Φ−→ BW(K) → 1
be the associated split exact sequence, where BW0(K,G) is the kernel, the subgroup of
BW(K,G) of equivariant classes which are trivial in BW(K).
An ECSGA A determines a useful grading on G itself. Since φ(zA) = ±zA for any
graded automorphism φ of A, we can define the degree ∂Aφ ∈ Z/2 by φ(zA) = (−1)∂AφzA.
We shall write ∂Aρ(s) = ∂As = ∂ρs. Then
∂ρst = ∂ρs + ∂ρt in Z/2.
The action of G on A is said to be proper if ∂ρs = 0 for all s ∈ G, otherwise improper. (This
terminology stems from the fact that, when A is a Clifford algebra C(V , b) and ρ arises
from an orthogonal representation G → O(V , b), ρ is proper if and only if the orthogonal
representation is proper, i.e., the image of G lies in SO(V , b).)
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End(V0,V1) is a trivial ECSGA, the action of G on B is proper, so ∂ is well defined
on BW(K,G) and we get a homomorphism
∂ : BW(K,G) → Hom(G,Z/2).
The map τ : BW(K,G) → Z/2 given by the type of an ECSGA is also clearly a homo-
morphism.
We note that H1(G,Z/2) = Z1(G,Z/2) = Hom(G,Z/2). The cup product Hom(G,
Z/2) × Hom(G,Z/2) → H2(G,Z/2) takes (∂1, ∂2) to the cohomology class of the co-
cycle ∂1(s)∂2(t) = (∂1  ∂2)(s, t) (cf. [1, p. 110]). We denote by (−1)∂1∂2 the cocycle
(−1)∂1(s)∂2(t) ∈ Z2(G,K∗) whose cohomology class is the image of ∂1  ∂2 under the
composite map
H2(G,Z/2) ∼→ H2(G,±1) → H2(G,K∗).
H0(Z/2,K∗) = K∗/K∗2 is isomorphic to H2(Z/2,K∗) via the isomorphism which
maps ζK∗2 to the cohomology class of the cocycle ζ˜ (u, v) = ζ uv , u,v ∈ Z/2. Thus if
∂1 ∈ Hom(G,Z/2), we get a cohomology class in H2(G,K∗), namely that of the cocycle
(∂∗1 ζ˜ )(s, t) = ζ ∂1(s)∂1(t).
Let ζ : BW(K,G) → K∗/K∗2 be the quadratic invariant, ζ [A] = ζAK∗2. This is well
defined since it factors through the forgetful map, BW(K,G) → BW(K) → K∗/K∗2.
We now have maps of BW(K,G) into Hom(G,Z/2), Z/2 and K∗/K∗2. We next define
a map into H2(G,K∗).
Let A be an even ECSGA. By Lemma 1 the action ρ :G → Autgr A can be lifted to
a “graded” projective representation ρˆ :G → A×0 ∪ A×1 (where we assume as usual that
ρˆ(1) = 1A). We note that ρˆ(s)zAρˆ(s)−1 = ρ(s)(zA) = (−1)∂A(s)zA implies that
ρˆ(s) ∈ A∂A(s),
since z−1A aizA = (−1)iai if ai ∈ Ai .
If A is an odd ECSGA, we similarly lift ρ(s)|A0 to a map ρˆ :G → A×0 by the usual
Skolem–Noether theorem.
These liftings gives rise to a cocycle f = fA ∈ Z2(G,K∗),
f (s, t) = ρˆ(s)ρˆ(t)ρˆ(st)−1
and a well-defined cohomology class cA = [f ] ∈ H2(G,K∗) associated with ρ and A. We
shall show later that cA depends only on the class of A in BW(G,K).
Lemma 2. If A and B are even ECSGAs with cocycles f and g in Z2(G,K∗) respectively,
then the cocycle
(−1)∂A∂B (∂∗Bζ˜A
)(
∂∗Aζ˜B
)
fgis associated with A ⊗ˆB .
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depends on the choice of a representative of the square class ζAK∗2. However the coho-
mology class [∂∗Bζ˜A] ∈ H2(G,K∗) does not depend on this choice, and we are ultimately
interested only in it. (The cocycles ∂∗Bζ˜A and ∂∗Bζ˜Aα2 differ by the coboundary of the
cochain c(s) = α∂(s).)
Proof. Let σ :G → Autgr B be the action map on B , and let ρˆ :G → hA× and σˆ :G →
hB× be the liftings of ρ and σ to projective representations with cocycles f and g. Note
first that
(
z
∂B(s)
A ρˆ(s) ⊗ˆ z∂A(s)B σˆ (s)
)(
ρˆ
(
s−1)z−∂B(s)A ⊗ˆ σˆ
(
s−1
)
z
−∂A(s)
B
)
= (−1)∂A(s)∂B(s)f (s, s−1)g(s, s−1),
since for example ρˆ(s−1) ∈ A∂A(s) and zA ∈ A0. Thus if φ(s) = z∂B(s)A ρˆ(s) ⊗ˆ z∂A(s)B σˆ (s),
φ(s)−1 = (−1)∂A(s)∂B(s)f (s, s−1)−1g(s, s−1)−1ρˆ(s−1)z−∂B(s)A ⊗ˆ σˆ
(
s−1
)
z
−∂A(s)
B .
A straightforward calculation then shows that φ(s)(a ⊗ˆ b)φ(s)−1 = ρ(s)(a) ⊗ˆ σ(s)(b),
i.e., that φ lifts ρ ⊗ˆ σ : if a and b are homogeneous,
φ(s)(a ⊗ˆ b)φ(s)−1
= (z∂B(s)A ρˆ(s) ⊗ˆ z∂A(s)B σˆ (s)
)
(a ⊗ˆ b)φ(s)−1
= (−1)∂A(s)∂B(s)+∂a∂B(s)f (s, s−1)−1g(s, s−1)−1
(
z
∂B(s)
A ρˆ(s)a ⊗ˆ z∂A(s)B σˆ (s)b
)(
ρˆ
(
s−1
)
z
−∂B(s)
A ⊗ˆ σˆ
(
s−1
)
z
−∂A(s)
B
)
= (−1)∂A(s)∂B(s)+∂a∂B(s)+∂A(s)(∂B(s)+∂b)f (s, s−1)−1g(s, s−1)−1
z
∂B(s)
A ρˆ(s)aρˆ
(
s−1
)
z
−∂B(s)
A ⊗ˆ z∂A(s)B σˆ (s)bσˆ
(
s−1
)
z
−∂A(s)
B
= (−1)∂a∂B(s)+∂a∂B(s)+∂A(s)∂b+∂b∂A(s)ρ(s)(a) ⊗ˆ σ(s)(b)
= ρ(s)(a) ⊗ˆ σ(s)(b),
since, for example, ρˆ(s)−1 = f (s, s−1)−1ρˆ(s−1), and ∂(ρ(s)(a)) = ∂a.
Now we use φ to find a cocycle belonging to ρ ⊗ˆ σ :
φ(s)φ(t)φ(st)−1
= (z∂B(s)A ρˆ(s) ⊗ˆ z∂A(s)B σˆ (s)
)(
z
∂B(t)
A ρˆ(t) ⊗ˆ z∂A(t)B σˆ (t)
)
φ(st)−1
= (−1)∂B(t)∂A(s)+∂B(s)∂A(t)+∂A(t)∂B(s)
(
z
∂B(s)+∂B(t)
A f (s, t)ρˆ(st)⊗ˆz∂A(s)+∂A(t)B g(s, t)σˆ (st)
)
( ) ( ) ( ) ( )(−1)∂A(st)∂B(st)f st, (st)−1 −1g st, (st)−1 −1ρˆ (st)−1 z−∂B(st)A ⊗ˆ σˆ (st)−1 z−∂A(st)B
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f (s, t)g(s, t)f
(
st, (st)−1
)−1
g
(
st, (st)−1
)−1
f
(
st, (st)−1
)
g
(
st, (st)−1
)
z
∂B(s)+∂B(t)−∂B(st)
A ⊗ˆ z∂A(s)+∂A(t)−∂A(st)B
= (−1)∂A(s)∂B(t)ζ ∂B(s)∂B(t)A ζ ∂A(s)∂A(t)B f (s, t)g(s, t).
Note that in the exponent of zA in the second-last line, the terms ∂B(s), ∂B(t) and ∂B(st)
must be treated as integers, not as elements of Z/2. Then it is easy to show that ∂B(s) +
∂B(t) − ∂B(st) = 2∂B(s)∂B(t) by checking the 4 cases corresponding to ∂B(s) = 0,1,
∂B(t) = 0,1. Thus
z
∂B(s)+∂B(t)−∂B(st)
A = z2∂B(s)∂B(t)A = ζ ∂B(s)∂B(t)A .
A similar remark applies to the power of zB . 
Lemma 3. Let A and B be ECSGAs with cocycles f,g ∈ Z2(G,K∗) respectively, with A
of even type and B of odd type. Then the cocycle
∂∗A
(−˜1)(−1)∂A∂B (∂∗Bζ˜A
)(
∂∗Aζ˜B
)
fg
is associated with A ⊗ˆB .
Proof. Suppose first that B = K〈ζB〉. Then
(A ⊗ˆB)0 = (A0 ⊗ˆK)⊕ (A1 ⊗ˆKzB),
so every element of degree 0 is a sum of elements of the form a0 ⊗ˆ 1 and a1 ⊗ˆ zB , i.e., of
ai ⊗ˆ ziB for i = 0,1.
With the same notation as in the previous lemma,
(
z
∂B(s)
A ρˆ(s) ⊗ˆ z∂A(s)B
)(
ρˆ(s)−1z−∂B(s)A ⊗ˆ z−∂A(s)B
)= (−1)∂A(s)∂A(s) = (−1)∂A(s),
and so (z∂B(s)A ρˆ(s) ⊗ˆ z∂A(s)B )−1 = (−1)∂A(s)(ρˆ(s)−1z−∂B(s)A ⊗ˆ z−∂A(s)B ). A calculation shows
that
(
z
∂B(s)
A ρˆ(s) ⊗ˆ z∂A(s)B
)(
ai ⊗ˆ ziB
)(
z
∂B(s)
A ρˆ(s) ⊗ˆ z∂A(s)B
)−1
= (−1)∂A(s)+i∂A(s)+∂A(s)(∂A(s)+i)z∂B(s)A ρ(s)(ai)z−∂B(s)A ⊗ˆ ziB
= ρ(s)(ai) ⊗ˆ (−1)i∂B(s)ziB,
which is the transform of ai ⊗ˆ ziB by s. (Note that zAρ(s)(ai)z−1A = (−1)iρ(s)(ai).)
Therefore z∂B(s)A ρˆ(s) ⊗ˆ z∂A(s)B lifts the action of s on (A ⊗ˆ B)0, and so we use it tocalculate the associated cocycle:
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z
∂B(s)
A ρˆ(s)⊗ˆz∂A(s)B
)(
z
∂B(t)
A ρˆ(t) ⊗ˆ z∂A(t)B
)(
(−1)∂A(st)∂A(st)ρˆ(st)−1z−∂B(st)A ⊗ˆ z−∂A(st)B
)
= (−1)
z∂B(s)A ρˆ(s)z∂B(t)A ρˆ(t)ρˆ(st)−1z−∂B(st)A ⊗ˆ z∂A(s)+∂A(t)−∂A(st)B
where 
 = ∂A(st)+ ∂A(s)∂A(t)+ ∂A(st)(∂A(s)+ ∂A(t)) = ∂A(s)∂A(t) (in Z/2). One next
calculates
z
∂B(s)
A ρˆ(s)z
∂B(t)
A ρˆ(t)ρˆ(st)
−1z−∂B(st)A .
If ∂B(s) = 0, it is = ρˆ(s)z∂B(t)A ρˆ(t)ρˆ(st)−1z−∂B(t)A = (−1)∂A(s)∂B(t)f (s, t)—note that
ρˆ(t)ρˆ(st)−1 ∈ A∂A(s)—and a similar calculation shows that it = f (s, t) = (−1)∂A(s)∂B(t)
f (s, t) as well in the case ∂B(s) = 1 and ∂B(t) = 0. In the remaining case of ∂B(s) = 1 =
∂B(t), the expression becomes zAρˆ(s)zAρˆ(t)ρˆ(st)−1, which becomes (−1)∂A(s)ζAf (s, t)
if one replaces the second zA by z−1A ζA. Thus it is
(−1)∂A(s)∂B(t)ζ ∂B(s)∂B(t)A f (s, t)
for arbitrary s, t ∈ G. We have already noted in the proof of Lemma 2 that
z
∂A(s)+∂A(t)−∂A(st)
B = ζ ∂A(s)∂A(t)B .
This proves Lemma 3 in the case B = K〈zB〉.
Now let B be an arbitrary odd ECSGA, B = (B0) ⊗ˆK〈zB〉. Then
A ⊗ˆB = (A ⊗ˆ (B0)) ⊗ˆK〈zB〉,
and since the cocycle of A ⊗ˆ (B0) is fg by Lemma 2, this lemma follows from the special
case treated above. 
Lemma 4. Let A and B be ECSGAs of odd type with cocycles f,g ∈ Z2(G,K∗) respec-
tively. Then the cocycle
(−1)∂A∂B (∂∗Bζ˜A
)(
∂∗Aζ˜B
)
fg
is associated with A ⊗ˆB .
Proof. We first consider the special case A = K〈zA〉 and B = K〈zB〉, so A⊗ˆB = 〈ζA, ζB〉,
with the standard basis
ziA ⊗ˆ zjB, i, j = 0,1.
The calculations here are similar to the previous case so we omit some of the details. Using
the aforementioned basis, one first shows that z∂B(s)A ⊗ˆ z∂A(s)B lifts the action of s. One then
uses this lifting to calculate the cocycle which turns out to be (−1)∂A∂B (∂∗Bζ˜A)(∂∗Aζ˜B).
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operates trivially on A0 = K = B0. In the general case,
A ⊗ˆB = (A0 ⊗ˆB0) ⊗ˆ
(
K〈zA〉 ⊗ˆK〈zB〉
)
,
and we can apply Lemma 2 as before to obtain the desired formula. 
Theorem 3. Let A and B be ECSGAs with cocycles f,g ∈ Z2(G,K∗) respectively. Then
∂∗A
(−˜1)τB(τA+τB)∂∗B
(−˜1)τA(τA+τB)(−1)∂A∂B (∂∗Bζ˜A
)(
∂∗Aζ˜B
)
fg.
is a cocycle belonging to A ⊗ˆB .
This theorem merely combines the formulas of the previous three lemmas.
Corollary 1. The cohomology class cA = [fA] ∈ H2(G,K∗) depends only on the equiva-
lence class [A] of A.
Proof. It suffices to show that A ⊗ˆB has cohomology class [fA] for any trivial ECSGA B .
Since τB = 0, ∂B = 0, ζB = 1, and [fB ] = 1, the desired result follows from the theo-
rem. 
Lemma 5. Let ∂1 ∈ Hom(G,Z/2). There is an ECSGA C with ∂C = ∂1, cC = 1, bC = 1,
ζC = 1, and τC = 0.
Proof. Take C to be the CSGA M(1,1,K), and let J be the matrix
( 0 1
1 0
)
. Make C into an
ECSGA by defining the action of s ∈ G to be the identity if ∂1(s) = 0 and innJ if ∂1(s) = 1.
It is easy to see that C has the desired properties. 
Let H = Hom(G,Z/2)×(K∗/K∗2 ×˙Z/2). Since the projection BW(K) → K∗/K∗2 ×˙
Z/2 is onto, it follows from Lemma 5 and the multiplicativity of ∂ and (ζ, τ ), that
(∂, ζ, τ ) : BW(K,G) → H (7)
is an epimorphism.
We now define
F(∂1, ζ1, τ1; ∂2, ζ2, τ2) = ∂∗1
(−˜1)τ2(τ1+τ2)∂∗2
(−˜1)τ1(τ1+τ2)(−1)∂1∂2(∂∗2 ζ˜1
)(
∂∗1 ζ˜2
)
. (8)
F(∂1, ζ1, τ1; ∂2, ζ2, τ2), as a function of s and t , is a cocycle in Z2(G,K∗). Denote its
cohomology class by η(∂1, ζ1, τ1; ∂2, ζ2, τ2) ∈ H2(G,K∗). Thus
η :H ×H → H2(G,K∗),
and η(1, h) = η(h,1) = 1 for all h ∈ H .
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(c1, h1)(c2, h2) =
(
η(h1, h2)c1c2, h1h2
)
,
and show that this makes H2(G,K∗)×H into a group and that the map
θ = (c, ∂, ζ, τ ) : BW(K,G) → H2(G,K∗)×H
is an epimorphism.
First of all, the definition of η and Theorem 3 imply that θ([A][B]) = θ([A])θ([B]). Let
f be an arbitrary cocycle in Z2(G,K∗) and W a vector space for which there is projec-
tive representation ρˆ :G → GL(W) with cocycle f , that is to say f (s, t)ρˆ(st) = ρˆ(s)ρˆ(t).
For example one can take the “left regular representation” on the “twisted” group alge-
bra W = KfG, the algebra with basis {s¯, s ∈ G}, and multiplication s¯ t¯ = f (s, t)st . Then
ρ(s)(a) = ρˆ(s)aρˆ(s)−1 makes A = (EndW) into an ECSGA with invariants f , ∂A = 0,
ζA = 1 and τA = 0. This, along with the facts that η(1, h) = 1 and that (7) is an epimor-
phism, shows that θ is onto. This in turn implies that H2(G,K∗) × H is a group and that
η ∈ Z2(H,H2(G,K∗)). We denote this group by H2(G,K∗) ×˙H .
Let H2(G,K∗)×˙(Hom(G,Z/2)×BW(K)) be the central extension of Hom(G,Z/2)×
BW(K) by H2(G,K∗) with cocycle π∗(η) where π : Hom(G,Z/2) × BW(K) →
Hom(G,Z/2)× (K∗/K∗2 ×˙ Z/2) is the obvious map (cf. Wall’s Theorem, (4)).
Theorem 4. The map
(c, ∂,Φ) : BW(K,G) → H2(G,K∗) ×˙ (Hom(G,Z/2)× BW(K))
is an isomorphism.
Proof. The homomorphism
(∂,Φ) : BW(K,G) → Hom(G,Z/2)× BW(K)
is onto by Lemma 5 since Φ is onto. To see that (c, ∂,Φ) is onto, we note that if f ∈
Z2(G,K∗) and W = KfG ⊕ KfG with G operating by the left regular representation in
both summands, then the invariants ∂A,bA, ζA and τA of A = (EndW) are trivial, while
cA = [f ]. Then it is straightforward to check, using (3) and Lemmas 2 and 3, that (c, ∂,Φ)
is onto.
Suppose [A,ρ] ∈ ker(c, ∂,Φ). Since [A] = 1 in BW(K), we can assume that A =
End(V0,V1). Since cA = 1, the lifting ρˆ :G → A×0 ∪ A×1 can be taken to be a linear
representation (with cocycle f = 1). And since ∂A = 0, ρˆ(s) ∈ A×0 for all s ∈ G. Thus
ker(c, ∂,Φ) = 0. 
Corollary 2. The forgetful map BW(K,G) → BW(K) is a split epimorphism,1 → BW0(K,G) → BW(K,G) → BW(K) → 1,
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is in turn a central extension
0 → H2(G,K∗)→ BW0(K,G) → Hom(G,Z/2) → 0
belonging to the “cup product”, more precisely to the cocycle [(−1)∂1∂2] ∈ Z2(Hom(G,
Z/2),H2(G,K∗)).
Proof. The first statement has already been proved. If we identify BW(K,G) with
H2(G,K∗)×˙(BW(K)×Hom(G,Z/2)) via the isomorphism of the theorem, then BW0(K,
G) is the subgroup H2(G,K∗) ×˙ ({1} × Hom(G,Z/2)). This is the central extension of
Hom(G,Z/2) by H2(G,K∗) with respect to the cocycle
η(∂1,1,0; ∂2,1,0) =
[
(−1)∂1∂2] ∈ H2(G,K∗)
by (8). 
Finally we give the multiplication in BW(G,K) completely explicitly:
Corollary 3. BW(K,G) is isomorphic to
H2
(
G,K∗
) ×˙ (Hom(G,Z/2)× (B(K) ×˙ (K∗/K∗2 ×˙ Z/2)))
via the homomorphism (c, ∂,b, ζ, τ ) with multiplication defined as
(c1, ∂1,b1, ζ1, τ1) · (c2, ∂2,b2, ζ2, τ2)
= (c1c2η(∂1, ζ1, τ1; ∂2, ζ2, τ2), ∂1 + ∂2,b1b2((−1)τ1(τ1+τ2)ζ1, (−1)τ2(τ1+τ2)ζ2)K,
ζ1ζ2(−1)τ1τ2, τ1 + τ2
)
.
Remark. This isomorphism has the advantage of being given by the 5 invariants defined
on BW(K,G). The relationship between it and the isomorphism
BW(K,G) → (H2(G,K∗)×˙Hom(G,Z/2))× (B(K) ×˙ (K∗/K∗2 ×˙ Z/2))
arising from Corollary 2 is explained by the following elementary lemma:
Lemma 6. Let A,B and C be Abelian groups and suppose ξ ∈ Z2(B × C,A) satisfies
ξ |C×C = 1. Put
ξ ′ = ξ |B×B ∈ Z2(B,A).
If the central extension A ×˙ξ (B ×C) is Abelian, then there is an isomorphism
∼A ×˙ξ (B ×C) → (A ×˙ξ ′ B)×C
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(a, b, c) → (aξ((b,1), (1, c))−1, b, c).
Proof. Since
(a, b, c) = (aξ((b,1), (1, c))−1, b,1)(1,1, c)
as elements of A ×˙ξ (B ×C), it follows that
A ×˙ξ (B ×C) =
(
A ×˙ξ (B × 1)
)× (1 ×˙ξ (1 ×C))
∼= (A ×˙ξ ′ B)×C
via the stated map. 
3. The equivariant Witt group
Let b :V × V → K be a non-degenerate symmetric bilinear form. The Clifford algebra
C(V , b) is a CSGA, with C(V , b)0 the subalgebra spanned by even products of vectors
of V , and C(V , b)1 the subspace spanned by odd products. See [7, V.1 and V.2]. These
homogeneous components are usually written C0(V , b) and C1(V , b). The Clifford algebra
satisfies the fundamental isomorphism
C(V1, b1) ⊗ˆ C(V2, b2) ∼= C(V1 ⊥ V2, b1 ⊥ b2).
The distinguished element z ∈ C(V , b) is the product of the vectors in an orthogonal
basis of V , and ζ is the “signed determinant” d±b. The Brauer class bC(V ,b) is the “Witt
invariant” of b—see [7, Proposition V.3.20].
If ρ :G → O(V , b) is an orthogonal representation, the universal mapping property of
the Clifford algebra shows that the action of G on V can be extended to an action ρC :G →
Autgr C(V , b). It satisfies
ρC(s)(v1v2 · · ·vk) = ρ(s)(v1)ρ(s)(v2) · · ·ρ(s)(vk).
Thus C(V , b) becomes an ECSGA, called the Clifford algebra C(ρ) of the orthogonal
representation ρ. The class [C(ρ)] ∈ BW(K,G) is the “Brauer–Wall class BW(ρ) of ρ”,
which by Theorem 4 can be viewed as a quintuple
BW(ρ) = (cρ, ∂ρ, bρ, ζρ, τρ)
∈ H2(G,K∗) ×˙ (Hom(G,Z/2)× B(K) ×˙ (K∗/K∗2 ×˙ (Z/2))). (9)
Then if σ :G → O(V ′, b′) and ρ ⊥ σ :G → O(V ⊥ V ′, b ⊥ b′),
BW(ρ ⊥ σ) = BW(ρ)BW(σ ).
516 C.R. Riehm / Journal of Algebra 287 (2005) 501–520This implies a homomorphism
XO(K,G) BW−→ BW(K,G) (10)
where XO(K,G) is the Grothendieck group of orthogonal representations of G.
The group law on the right side of Corollary 3 gives the laws
cρ⊥σ =
[
∂∗ρ
(−˜1)τσ (τρ+τσ )∂∗σ
(−˜1)τρ(τρ+τσ )(−1)∂ρ∂σ (∂∗ρ ζ˜σ
)(
∂∗σ ζ˜σ
)]
cρcσ ,
∂ρ⊥σ = ∂ρ + ∂σ ,
bρ⊥σ = bρbσ (
ρζρ, 
σ ζσ )K,
ζρ⊥σ = (−1)τρτσ ζρζσ ,
τρ⊥σ = τρ + τσ
where 
ρ = 1 = 
σ if ρ and σ are both improper or both proper representations; otherwise

ρ = (−1)τρ and 
σ = (−1)τσ . We note as well that
(−1)∂ρ(s) = det ρ(s) for all s ∈ G,
ζρ = d±b,
τρ = dimV (mod 2).
Now let ρ0 :G → GL(V0) be a (finite dimensional) linear representation. We define
an orthogonal representation as follows. Let V = V0 ⊕ V ∗0 where V ∗0 is the dual space
of V0, and let h :V × V → K be the symmetric bilinear form such that V0 and V ∗0 are
totally isotropic and h(v0, v∗0) = 〈v0, v∗0〉, the “hyperbolic” space based on V0. Define
ρ :G → GL(V ) by ρ = ρ0 ⊕ ρ∗0 where ρ∗0 is the contragredient representation, deter-
mined by 〈ρ0(s)(v0), ρ∗0 (s)(v∗0)〉 = 〈v0, v∗0〉. Then ρ is in fact an orthogonal representation
ρ :G → O(V ,h), the “hyperbolic representation” of G based on ρ0.
The Grothendieck group of (finite dimensional) linear representations (V ,ρ :G →
GL(V )) of G over K is denoted by X(K,G). This is the “character group” of K-
rational characters if G is finite and the characteristic of K is 0. It is a ring under the
tensor product (V ,ρ) ⊗ (V ′, ρ′) = (V ⊗ V ′, ρ ⊗ ρ′). XO(K,G) is also a ring, under
(V , b,ρ)(V ′, b′, ρ′) = (V ⊗ V ′, b ⊗ b′, ρ ⊗ ρ′).
The hyperbolic construction is a functor (V0, ρ0) (V ,h,ρ) which induces a group ho-
momorphism H : X(K,G) → XO(K,G). The cokernel of H is, by definition, the equivari-
ant Witt group W(K,G). Thus the equivariant Witt group consists of equivalence classes
of orthogonal representations, where two orthogonal representations (W1, b1, σ1) and
(W2, b2, σ2) are equivalent if there are hyperbolic representations (V ,h,ρ) and (V ′, h′, ρ′)
such that
( )
(W1, b1, σ ) ⊥ (V ,h,ρ) ∼= (W2, b2, σ2) ⊥ V ′, h′, ρ′ .
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x be the product, in the Clifford algebra C(V ,h), of a basis of V ∗0 . Since the products
of the elements of a basis of V span C(V ,h), C(V ,h)x = C(V0,0)x =: I is a left ideal
of C(V ,h). Since its dimension is 2n where n = dimV0 and that of C(V ,h) is 22n, I is
minimal and C(V ,h) ∼= M(2n,K) is split.
Lemma 7. If ρ is the hyperbolic representation based on ρ0, the Clifford algebra C(ρ) of
ρ is a trivial ECSGA.
Proof. Let Ii = Ci (V0,0)x for i = 0,1. Then I = I0 ⊕ I1 and it is clear that Cj (V ,h)Ii ⊂
Ii+j , and in fact that
C0(V ,h) =
{
y ∈ C(V ,h) | yIi ⊂ Ii for i = 0 and 1
}
,
C1(V ,h) =
{
y ∈ C(V ,h) | yIi ⊂ Ii+1 for i = 0 and 1
}
.
It follows that the map y → yI is a graded isomorphism
C(V ,h) → EndK(I0, I1). (11)
Since V0 and V ∗0 are stable under ρ (i.e., under all ρ(s)), it is clear that Ci (V0,0) and
Kx are stable under ρC—note for example that C(V ∗0 ,0) is the exterior algebra ∧V ∗0 and
that Kx is its subspace “of degree n”. It follows that I0 and I1 are stable under ρC , making
End(I0, I1) into an ECSGA.
Therefore the lemma will follow if we show that the graded homomorphism (11) is
equivariant. Let y ∈ C(V ,h). The result of s ∈ G acting on yI is ρC(s)yI ρC(s)−1. And if
v1, . . . , vk ∈ V ,
(
ρC(s)yI ρC(s)
−1)(v1 · · ·vk) = ρC(s)yI (ρ(s)−1v1 · · ·ρ(s)−1vk)
= ρC(s)
(
yρ(s)−1v1 · · ·ρ(s)−1vk
)
= ρC(s)(y)ρ(s)ρ(s)−1v1 · · ·ρ(s)ρ(s)−1vk
= ρC(s)(y)v1 · · ·vk
which implies that (ρC(s)(y))I = ρC(s)yI ρC(s)−1, so (11) is an equivariant isomor-
phism. 
This lemma implies that the hyperbolic orthogonal representations are in the kernel of
the map in (10), and so we get a commutative diagram
X(K,G)
H
XO(K,G)
BW
W(K,G)
BW
0BW(K,G)
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We note next that the equivariant Witt group is a ring. In fact since XO(K,G) is a ring,
it suffices to show that its subgroup of hyperbolic forms is an ideal. Let (V ,h,ρ) be the
hyperbolic space based on (V0, ρ0) and (W,b,σ ) an arbitrary orthogonal representation;
then
(V ,h,ρ)⊗ (W,b,σ ) = ((V0,0, ρ0)⊗ (W,b,σ ))⊕ ((V ∗0 ,0, ρ∗0
)⊗ (W,b,σ ))
= (V0 ⊗W,0 ⊗ b,ρ0 ⊗ σ)⊕
(
V ∗0 ⊗W,0 ⊗ b,ρ∗0 ⊗ σ
)
which is the hyperbolic space based on (V0 ⊗W,ρ0 ⊗ σ) since σ ∗ = σ through identifica-
tion of W ∗ with W via b, and since (ρ0 ⊗σ)∗ = ρ∗0 ⊗σ ∗. (Note also that its hyperbolic form
satisfies H(v0 ⊗w,v∗0 ⊗w′) = 〈v0 ⊗w,v∗0 ⊗w′〉 = 〈v0, v∗0〉〈w,w′〉 = h(v0, v∗0)b(w,w′).)
4. A formula for the cohomology class
Let ρ :G → O(V , b) be an orthogonal representation as usual. The Clifford group
Γ (V,b) = Γ = {γ ∈ C(V , b)× | γV γ−1 ⊂ V }
is generated by K∗ and the anisotropic vectors of V ; in particular it consists entirely of
homogeneous elements of C (cf. [10, §3, Chapter 9]).
Let ν be the automorphism of C which is −1 on V . Thus ν is 1 on C0 and −1 on C1.
The vector representation of Γ
π :Γ → O(V , b)
defined by π(γ )(v) = ν(γ )vγ−1 is an epimorphism with kernel K∗. We let
ρ˜ :G → Γ
be a lifting of ρ, ρ = πρ˜. Then
f˜ (s, t) := ρ˜(s)ρ˜(t)ρ˜(st)−1 ∈ Z2(G,K∗).
Note that
ν
(
ρ˜(s)
)= det(ρ(s))ρ˜(s) = (−1)∂(s)ρ˜(s)
where ∂ = ∂C. Define
ρˆ(s) = z∂(s)C ρ˜(s).Suppose first that dimV is even. Then
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= z∂(s)C det
(
ρ(s)
)
ρ(s)(v)z
−∂(s)
C
= ρ(s)(v),
and so ρˆ(s)aρˆ(s)−1 = ρC(s)(a) for any a ∈ C(V , b).
Now suppose that dimV is odd. Then the same calculation yields
ρˆ(s)vρˆ(s)−1 = det(ρ(s))ρ(s)(v)
since zC is in the center of C(V , b). It follows that ρˆ(s)aρˆ(s)−1 = ρ(s)(a) for any a ∈
C(V , b)0. We note also that ρˆ(s) ∈ C(V , b)0 in this case since zC ∈ C(V , b)1.
Thus we can use ρˆ to calculate a cocycle belonging to the ECSGA C(V , b):
f (s, t) = ρˆ(s)ρˆ(t)ρˆ(st)−1
= z∂(s)C ρ˜(s)z∂(t)C ρ˜(t)ρ˜(st)−1z−∂(st)C
= z∂(s)+∂(t)−∂(st)C (−1)(1+τC)∂(s)∂(t)f˜ (s, t)
= ((−1)(1+τC)d±b)∂(s)∂(t)f˜ (s, t).
As in the proof of Lemma 2, one must treat the values of ∂ as integers rather than elements
of Z/2; then the exponent of zC is 0 unless ∂(s) = ∂(t) = 1, and in this case the exponent
is 2, and z2C = ζC = d±b.
Theorem 5. The cohomology class cC ∈ H2(G,K∗) of C(V , b) as an ECSGA is related to
the cohomology class c˜ of a lifting ρ˜ :G → Γ (V,b) of ρ :G → O(V , b) by the formula
cC =
[(
(−1)1+τC d±b
)∂(s)∂(t)]
c˜.
We note in passing that f˜ can be calculated as follows: For each s, write ρ(s) as a
product of symmetries τv1τv2 · · · τvk . This can be done effectively by the methods in [12].
Then ρ˜(s) = v1v2 · · ·vk is a lifting of ρ(s) to Γ and
f˜ (s, t) = ρ˜(s)ρ˜(t)ρ˜(st)−1.
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