We describe here the extension of the density matrix renormalization 
In past years, the density matrix renormalization group (DMRG) method [1] has been extensively used to study one and two dimensional strongly correlated electron systems [2] . This method became very popular when it was realized that it enabled a level of numerical accuracy for one dimensional systems that was not possible using other methods [3] .
One major drawback of DMRG is that calculations are performed in a subspace of purely Abelian symmetries, such as the U(1) symmetries of total particle number and the z component of the total spin. Bearing this in mind, most of the low-lying states corresponding to higher total spin values of one dimensional fermionic Hamiltonians cannot be directly calculated [3] . One can only obtain a few states in different total particle number and z component of total spin sectors [4] . For models where ferromagnetism emerges the situation worsens, that is, to determine magnetization, a combination of methods must be employed which will artificially raise the energy of the higher spin state [5] within the chosen z component total spin sector.
In recognizing the imperative need, to introduce a DMRG method which has a total spin quantum number naturally implemented, a number of unsuccessful attempts were previously made (e.g., for the spin 1 Heisenberg model [6] and t-t'-U model [7] ). The most successful previous work on the application of non-trivial symmetries is the so-called IRF-DMRG method introduced by Sierra and Nishino [8] , whereby the vertex hamiltonian is first transformed into an interaction round a face hamiltonian [10] , and then a variant of DMRG is applied to the IRF model. The IRF model can be chosen such that it explicitly factors out the global symmetry group. This technique has been successfully applied to the spin 1/2 Heisenberg chain and the XXZ chain with quantum group symmetry SU q (2) [8] and later, the spin 1 and spin 2 Heisenberg chains [9] . However, the IRF-DMRG method is complicated by the necessity to calculate the IRF weights for each interaction term in the Hamiltonian. The number of non-trivial IRF weights increases rather quickly as the magnitude of the spins in the system is increased and for a lager global symmetry group.
In the present work we show that non-Abelian symmetries can be naturally accommodated into DMRG without the need for a vertex-IRF transformation. In this form, the starting point of a calculation is the matrix elements of the single site operators which are relatively simple to calculate; the number of such elements varies inversely with the dimension of the irreducible representations of the global symmetry group, and thus is reduced for a larger global symmetry group. In particular, for a spin chain, all single site operators are represented as 1 × 1 matrices, independent of the magnitude of the actual spins.
We will not attempt here to give a complete description of the density matrix renormalization group (DMRG) algorithm, instead we refer the reader to the original description by White [1] and more recent reviews [3] . Instead we concentrate on the essential elements of the algorithm that require modification when using non-Abelian symmetries. These are the construction of tensor product basis and operators (whether it is through adding a single site to a block, or joining blocks to construct a superblock), and the truncation of block states via the reduced density matrix.
We introduce the method by way of the Lie group SU(2). This symmetry is readily applicable to all quantum spin systems that can be written in a form that does not break rotational symmetry. In principle, it is not difficult to calculate eigenstates of SU(2) for a finite system by using the Clebsch-Gordan transformation [11] . Especially in DMRG, when the system is built one or two lattice sites at a time, constructing SU(2) eigenstates in this fashion presents no major difficulty. In this form, the tensor product of two basis vectors, labelled here by subscripts 1 and 2, is
where C j 1 j 2 j m 1 m 2 m is the Clebsch-Gordan coefficient. Here we use the notation j is the total spin quantum number, S 2 |j = j(j + 1)|j , m is the projection of the spin onto the z−axis and (α) is an index that encapsulates the additional labels used in DMRG (ie, to label the α'th basis state of the given quantum numbers). Bracketed labels are not associated with a quantum number. Constructing basis states in this way in DMRG suffers from two problems. Applying this transformation involves two summations for each operator matrix element. This impacts severely on the computational effort required to construct the block, and especially the superblock, operators. The second problem is that the direct application of the usual DMRG reduced density matrix to a wavefunction constructed from some (jm) subspace of Eq. (1) does not commute with the SU(2) generators. Indeed, the wavefunction of an SU(2) invariant system represents the same physical state independent of the z− component of the spin, thus we can ignore the m index of the superblock wavefunction and write the full density matrix of the system as
for a wavefunction |Ψ = α ψ j(α) |jm(α) . The value of m used in the construction of the basis is arbitrary. We have used the normalization Tr α ρ jm = 1 in each m subspace. Using
Eq. (1) we can trace over the right basis and construct the SU(2) invariant reduced density matrix for the left block,
which acts identically on each m 1 component of the basis. This equation can also be derived directly by adding an additional constraint to the reduced density matrix, to force each eigenstate of the reduced density matrix to be an eigenstate of S 2 . For j = 0, this reduces to the usual DMRG density matrix. This is seen in conventional DMRG by the well known (2j 1 + 1)-fold degeneracies in the reduced density matrix eigenvalues.
Despite the additional overhead of the Clebsch-Gordan transformation, this construction of SU(2) invariant DMRG works well for small values of j, and is described further in [14] .
However, further improvements are possible. The projection quantum number m can be completely eliminated using the Wigner-Eckart theorem,
for the M'th component of an operator T J transforming as a rank 2J + 1 tensor. The
is the reduced matrix element [11] and is independent of the projection quantum numbers. This operator can be considered to act on a reduced basis,
given by the complete set of basis vectors ||j(α) . In this form, the superblock wavefunction for target state j can be written
over a product basis given by the Clebsch-Gordan series,
The reduced density matrix associated with this state is simply
The matrix elements of the tensor product of operators
are given by the Wigner 9j coefficients,
where the [· · ·] term is related to the 9j coefficient [11] . With this construction, all steps of the DMRG algorithm can be performed using only the reduced basis. The importance of this for DMRG is that, unlike equation (1), there is no summation involved. The only essential difference from the standard DMRG formulation is the quantum number dependent 9j factor multiplying each subspace. Thus, there is no significant computation penalty for using the SU(2) formulation, as long as the 9j coefficients can be calculated efficiently. In addition, for all two site interactions, the only two cases that appear are where one of the block operators in (8) is the identity operator, or when block operators are combined to form a rotational invariant. In both these cases, the 9j coefficient reduces to a single 6j coefficient.
It is worth noting that in the SU(2) formulation, the basis vectors are exact eigenstates of total spin even after the truncation. This is not true, for example, if one attempts to force the ground state to be in a particular total spin state by adding some suitably chosen multiple of S 2 to the Hamiltonian. Mixing of total spin states due to numerically neardegenerate states will still occur. Calculations involving long range interactions are also affected by the lack of explicit symmetries. Using a U(1) symmetric basis labelled by the z-component of spin only, interaction terms no longer transform as exact representations of SU(2) after a truncation. This can lead to situations where, even for a large number of kept states, the ground state is a broken symmetry Néel type state [12] and only converges slowly to an eigenstate of S 2 . It must be emphasized that this is purely an artifact of the DMRG algorithm when appropriate symmetries are not explicitly preserved.
We now have a formulation of DMRG in which the states transform as 2j + 1 dimensional irreducible representations of SU(2). However, it is clear that the general formulation is essentially independent of the details of the SU(2) algebra -given an arbitrary compact global symmetry group the only modifications to the formulation is a different series expansion corresponding to Eq. (6) and coupling coefficients from Eq. (8) . We have applied the non-Abelian DMRG successfully to models with global symmetries SU(2), U(1) × SU(2)
[15] and SO(4) [13] . The SU(3) case is in progress.
The computational advantage of this construction is two fold: (1) each reduced basis element corresponds to 2j + 1 basis states in the old representation, thus the storage requirement for the block operators is reduced for an equivalent number of block states. (2) we can now project the superblock basis onto exact eigenstates of an arbitrary value of the total spin. As well as reducing the size of the target Hilbert space, this greatly simplifies the calculation of excited states that have total spin less than the total spin of the ground state. This is very useful for investigating magnetic phase transitions.
The efficiency gain in utilizing SU(2) symmetry illustrated in Table I , which compares the accuracy versus the number of block states and the CPU time for the spin 0 ground state of the spin 2 Heisenberg chain, in the U(1) and SU(2) basis. These calculations are 6 for a 100 site chain, with spin 1 sites at each end to suppress end-states that arise from the open boundary conditions [16] . All the calculations were performed on a 800 MHz Pentium III. For the j = 0 state, the dimension of the representation D is equal to the number of block states that would need to be kept to achieve the same accuracy using only U(1). It is clear the use of SU(2) in this calculation leads to several orders of magnitude improvement in the accuracy per unit CPU time. The CPU time per sweep listed in Table 1 is actually smaller for the SU (2) case, even though the dimension of the superblock is almost identical to that of the U (1) calculation. This is because we used a fixed accuracy as the convergence criteria in the matrix diagonalization. The CPU time for each iteration of the diagonalization depends only on the dimension of the superblock, but for our convergence criteria more iterations are required if the starting vector is not so good, as happens with the U(1) basis due to the larger truncation error. For the lowest spin 1 excited state, shown in Table II , the improvement is not as good. This arises from the fact that j = 0 is a special case in which the number of terms in the Clebsch-Gordan expansion (6) for the superblock is exactly one per block quantum number. For higher spin states, this is no longer true and the number of states in the superblock progressively increases as the target spin is increased (although as the maximal total spin state is approached, the number of terms reduce so it is again minimal for a fully polarized ferromagnetic state). A partial solution to this can be achieved if we add another index to the reduced density matrix, and instead calculate a separate reduced density matrix for each right block quantum number,
When the truncation is performed, we keep several sets of basis vectors for each j 1 , one for each possible value of j 2 . Thus a state from the separated left block basis is notated ||j 1 (j 2 )(α 1 ) . When the superblock basis is constructed, we take only the product states that have matching j 1 and j 2 indices. The complication for DMRG is that the block basis states for different j 2 are not necessarily orthogonal,
the superblock Hilbert space is orthogonal, as long as the block basis in each fixed j 2 sector 7 is orthogonal. The justification for this construction is that the separated basis can be no worse than the non-separated basis for an equal superblock dimension. If the number of kept block states of the separated basis is increased so that the dimension of the superblock is equal to the dimension of the superblock for the non-separated basis, the variational energy must be equal to or lower than for the non-separated basis. Ideally, each block state only has significant weight in a single sector of the separated density matrix, so the separated basis is close to orthogonal. For models where this is true, the variational energy using the separated basis is only slightly higher than the energy using the non-separated basis for the same number of block states. The computational advantage is that the size of the superblock basis is reduced. For all Abelian groups, and limiting cases of the target quantum numbers of non-Abelian groups, there is only a single right quantum number label per left quantum number label in Eq. 9, in which case it reduces to the conventional reduced density matrix.
We have implemented this scheme for the finite size algorithm where the target quantum numbers are constant during the sweep. We have not attempted this technique for the infinite size algorithm. We have used the more accurate finite size algorithm exclusively, in which the infinite size algorithm is used to construct the chain; however this is such a small fraction of the total CPU time that accelerating this phase of the algorithm would have almost no effect on the total running time.
The complication in implementing the separated basis is that the non-orthogonality of the basis must be taken into account when constructing the DMRG blocks. At each step of the finite size algorithm, the basis is transformed from the tensor product of a n site basis and a L − n site basis to the tensor product of n + 1 and L − n − 1 sites, effectively shifting a site from one block to another. Adding a site to the left block cannot introduce additional non-orthogonalities. On the other hand, a site is 'removed' from the j 2 label of the left block basis by mapping each j 2 value into all possible values of j ′ 2 such that j 2 is a member of the Clebsch-Gordan series expansion of the product j ′ 2 and the single site basis. Since j 2 maps into multiple quantum numbers, non-orthogonal block states that were originally in different (j 1 , j 2 ) sectors can be mapped into the same (j 1 , j ′ 2 ) sector. In our formulation, we explicitly 8 orthogonalize these states using Gram-Schmidt orthogonalization [17] . The effect of this is unfortunate since operators that previously act on a block in a simple way (for example, interactions that act only on the added sites and are thus extremely sparse) become dense after this procedure. In models with long range interactions this is negligible as most terms in the Hamiltonian are dense operators anyway, but for one dimensional models with short range interactions only this can be enough to eliminate the advantage of the separated basis approach. For the first excited state of the spin 2 Heisenberg chain, there is no advantage to using the separated basis method. The improvement only appears for relatively large j.
We have extended the DMRG algorithm so that the block and superblock basis states transform as representations of an arbitrary compact non-Abelian global symmetry group, and demonstrated the improvement in accuracy on the ground state and first excited state of the spin 2 Heisenberg chain on a 100 site lattice. This is a true generalization of the conventional DMRG algorithm in that, if we instead use the coupling coefficients of U (1) instead of SU (2) in Eq. (8), the original DMRG algorithm is recovered exactly. Thus optimizations such as efficiently storing the block operators [18] , and transforming the obtained wavefunction to be the initial vector for the next DMRG iteration [19] apply to the nonAbelian case in a straight forward manner and were used in the current calculation. We have shown that, for the ground state, keeping 300 SU(2) states is equivalent to keeping over 1600 states of the U(1) basis of the original DMRG formulation. This reduction in the number of basis states by a factor of O(2j + 1) seems to be a standard feature of all
Hamiltonians of particles of spin j. For the SU(2) case, the largest improvement is noticed for the spin 0 state. The relative improvement decreases as the total spin of the ground state is increased. This effect can be partially offset by using the separated basis technique, although this introduces additional overheads. We also thank Tomotoshi Nishino for useful discussions on the IRF-DMRG algorithm. 
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