Abstract Estimating marginal likelihood is of central importance to Bayesian model selection and/or model averaging. The nested sampling method has been recently used together with the MetropolisHasting (M-H) sampling algorithm for estimating marginal likelihood. This study develops a new implementation of nested sampling by using the DiffeRential Evolution Adaptive Metropolis (DREAMzs) sampling algorithm. The two implementations of nested sampling are evaluated for four models of a synthetic groundwater flow modeling. The DREAMzs-based nested sampling outperforms the M-H-based nested sampling in terms of their accuracy, convergence, efficiency, and stability, which is attributed to the fact that DREAMzs is more robust than M-H for parameter sampling. The nested sampling method is also compared with four other methods (arithmetic mean, harmonic mean, stabilized harmonic mean, and thermodynamic integration) commonly used for estimating marginal likelihood and posterior probability of the four groundwater models. The comparative study requires hundreds of millions of model executions, which would not be possible without using surrogate models to replace the original models. Using the arithmetic mean estimator as the reference, the comparison reveals that thermodynamic integration outperforms nested sampling in terms of accuracy and stability, whereas nested sampling is more computationally efficient to reach to convergence. The harmonic mean and stabilized harmonic mean methods give the worst marginal likelihood estimation. Accurate marginal likelihood estimation is important for accurate estimation of posterior model probability and better predictive performance of Bayesian model averaging.
Introduction
Multimodel analysis has been used for quantifying conceptual model uncertainty in groundwater modeling, when there are multiple models plausible for simulating a system of interest based on available data and information (Bredehoeft, 2005; Chitsazan et al., 2015; Dai et al., 2017; Diks & Vrugt, 2010; Elshall & Tsai, 2014; Fang & Li, 2016; Lu et al., 2015; Neuman, 2003; Poeter & Hill, 2007; Refsgaard et al., 2006; Troldborg et al., 2010; Xue & Zhang, 2014; Xu & Valocchi, 2015; Ye et al., 2010b Ye et al., , 2016 . The multimodel analysis considers several plausible conceptual-mathematical models, M5[M 1 , M 2 , . . ., M K ] (K being the number of alternative models), and evaluates a weight for each model for obtaining an averaging prediction. Bayesian model averaging (BMA) implements multimodel analysis within a Bayesian framework, and the BMA posterior distribution of prediction variable, D, is given as (Draper, 1995; Hoeting et al., 1999) :
where p(M k ) is prior probability of M k , and p(DjM k ) is the marginal likelihood function used to measure to what extent the observations can be simulated by model M k . The marginal likelihood, also called integrated likelihood or Bayesian model evidence, is defined as
where p(Djh, M k ) is the joint likelihood function of parameter h k and model M k , and p(hjM k ) is parameter prior density function. Estimation of the marginal likelihood is the focus of this study, as it is indispensable to evaluate the posterior model probability.
Since analytical solutions of the multivariate integral of equation (3) do not exist in practice, it is necessary to numerically evaluate the integral (Liu et al., 2016; Schoniger et al., 2014) . A number of numerical methods have been developed for the numerical evaluation, and according to Kass & Raftery (1995) , they can be divided into two categories: Laplace approximation and Monte Carlo (MC) simulation. Both the Bayesian Information Criterion (BIC) (Schwarz, 1978) and the Kashyap Information Criterion (KIC) (Kashyap, 1982) used for evaluating posterior model probabilities can be derived using the Laplace approximation method (Ye et al., 2008 (Ye et al., , 2010a . The Laplace approximation method is computational frugal, and public-domain software (e.g., UCODE, PEST, and iTOUGH2) are available for evaluating BIC and KIC. However, the Laplace approximation method requires that the joint likelihood, p(Djh, M k ), has only one significant peak at the maximum likelihood estimate of model parameters, and that higher order (higher than two) derivatives of the logarithm of the joint likelihood function with respect to model parameters are small (Sivia & Skilling, 2006) . These requirements may not be satisfied for multimodal joint likelihood function and/or nonlinear models, which is not uncommon in hydrologic modeling (Marshall et al., 2005; Schoups & Vrugt, 2010; Shi et al., 2014) . For this reason, it has been reported in literature that numerical estimates of the marginal likelihood using BIC and KIC may be biased and contradictory Schoniger et al., 2014) .
The MC methods are not subject to the limitations of the Laplace approximation methods, and are thus theoretically more suitable for evaluating the marginal likelihood in practical groundwater modeling. Two popular MC methods have been used to approximate the marginal likelihood by evaluating the arithmetic mean estimator (AME) or the harmonic mean estimator (HME) of the joint likelihood, pðDjh; M k Þ (Kass & Raftery, 1995) . However, AME, also known as the simple MC integration or brute-force MC integration, suffers from slow convergence rate because the method generates samples from prior parameter space. HME does not have this problem, as it estimates the marginal likelihood using samples from posterior parameter space. However, it has been well known that HME is unstable, because its value is dominated by the samples with small joint likelihood values (Kass & Raftery, 1995; Liu et al., 2016) . To resolve the instability problem, Newton & Raftery (1994) developed a stabilized harmonic mean estimator (SHME) that uses importance sampling to generate samples from a mixture of prior and posterior parameter space. This mixture however is subjective, and SHME still suffers from the stability problem as shown in the numerical example below.
In the last decade, more advanced MC methods have been developed to estimate the marginal likelihood. Marshall et al. (2005) computed the marginal likelihood using parameter samples, h max , that has the maximum posterior density. While this method is easy to implement, its result is influenced by the estimation of posterior ordinate and by the accuracy of estimating h max especially for high-dimensional models with many parameters. Elsheikh et al. (2013) used the nested sampling estimator (NSE) to compute the marginal likelihood for groundwater flow model selection. To alleviate the difficulty associated with numerical evaluation of the high dimensional integral, in NSE, equation (3) is transformed into a one-dimensional integral of L(X) with respect to X by nested sampling, where X is a prior mass and L(X) is the likelihood threshold corresponding to X. The one-dimensional integral is then estimated by numerical methods (e.g., the trapezoid rule of integration). While NSE is computationally efficient, its results are unstable or inconsistent in that repeated calculations of NSE have large variability, as reported in Liu et al. (2016) and Schoniger et al. (2014) . This is attributed to the random nature in determining L(X) based on parameter sampling. Therefore, it is necessary to use advanced parameter sampling methods for improving NSE with respect to its stability and computational efficiency.
This study has two objectives. The first one is to improve NSE by changing its sampling approach. The current implementation of NSE searches the parameter space from low to high likelihood areas gradually, and
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at each searching step, parameter samples are generated by using a constrained local sampling procedure. Thus, NSE efficiency is dominated by the strength of the local sampling procedure. Elsheikh et al. (2013) used the Metropolis-Hasting (M-H) algorithm for the local sampling, and Schoniger et al. (2014) made two modifications. One modification is to use the ratio of prior probabilities (instead of the likelihoods ratio of the conventional M-H methods) as the acceptance probability for parameter sampling. This is to ensure that the proposed samples are consistent with their prior distributions. The other modification is to terminate the local sampling either when the estimated marginal likelihood converges to a stable value or when a new sample cannot be generated before a user-specified maximum iteration number is reached. Liu et al. (2016) developed two additional modifications to the local sampling procedure to improve the NSE efficiency. One modification is to use the block-wise updating strategy for the proposal function of the M-H methods, and the other modification is to use a randomized step-size reduction factor for the start-over of the local sampling. However, despite of the modifications, it has been well known that the M-H methods are not efficient for high-dimensional and/or complicated parameter space (Vrugt et al., 2003) . As stated by Liu et al. (2016) , the modifications to the M-H methods are inadequate to substantially improve the sampling efficiency of NSE, especially at the late stage of NSE when it is difficult to generate parameter samples with large L(X) values. Therefore, it is necessary to replace the M-H sampling algorithm by a more robust and efficient sampling algorithm. In this study, this is done by using the differential evolution adaptive Metropolis (DREAMzs) method (Laloy & Vrugt, 2012) , a state-of-the-art sampling method used in hydrologic uncertainty quantification. The integration does not use DREAMzs in the conventional way of estimating posterior parameter distributions, but requires a new way of using DREAMzs for NSE. More specifically, DREAMzs is use not to infer posterior parameter distributions but to generate L(X). The details of integrating DREAMzs into NSE are given in section 2 of this paper.
The other objective of this study is to compare the DREAM ZS -based NSE with other MC methods. In addition to AME, HME, and SHME discussed above, this study considers the thermodynamic integration estimator (TIE) developed by Neal (2000) and Lartillot & Philippe (2006) , which was recently introduced to the hydrologic community by Liu et al. (2016) . Instead of using prior samples as in AME, posterior samples as in HME, and the mixture of prior and posterior samples as in SHME, TIE gradually explores the parameter space from prior to posterior through path sampling. More details of TIE implementation are given in section 2 below. Although the comparison between AME, HME, NSE, and TIE, made by Lartillot & Philippe (2006) , led to the conclusion that TIE is superior to the other MC methods, the conclusion was not for groundwater models. It is therefore necessary to extend the comparison to groundwater models so that the groundwater community is better informed on the strengths and weaknesses of the various MC methods.
The reason that the comparison of MC methods has not been done for groundwater models is attributed to the high computational cost of the MC methods. For example, in the comparison made by Liu et al. (2016) , the evaluation of convergence and stability of AME and TIE required millions of model runs. In order to overcome the computational burden, this study uses accurate but cheap-to-compute surrogate models of the original groundwater models for the MC simulations. The sparse grid (SG) stochastic collocation methods are used in this study to develop the surrogate models, because it has been demonstrated that the SG methods are efficient and effective for groundwater flow models and solute transport models (Zhang et al., 2013 (Zhang et al., , 2015 . The SG surrogate models are built based on Smolyak collocation method (Smolyak, 1963) and hierarchical interpolation method (Bungartz & Griebel, 2004) . The key idea of the SG method is to generate a sparse grid in the model parameter space with a small number of SG nodes, each of which is a point in the parameter space (Barthelmann et al., 2000) . The original model (e.g., a groundwater model) is executed only for the SG nodes to build the SG surrogate model using polynomials. After the surrogate model is built, model execution in the parameter space is not done by running the original model but by running the surrogate model. The computational cost of running the surrogate (mainly for evaluating polynomials) is negligible in comparison with that of running the original model. The computational efficiency of SG method is discussed in sections 3 and 4 below.
By using SG surrogate models to break the computational barrier, this study compares the improved NSE with AME, HME, SHME, and TIE in terms of convergence, accuracy and stability. Convergence is evaluated by detecting the number of samples needed for accurately estimating the marginal likelihood. Accuracy is evaluated by comparing the MC estimates with the reference value obtained by using AME. AME is suitable for
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evaluating the reference value, because AME converges to the theoretical value of marginal likelihood if the number of samples is large enough (Liu et al., 2016; Schoniger et al., 2014) . Stability is evaluated by comparing the variability of repeated estimations of the marginal likelihood. The comparison of convergence, accuracy, and stability is done in an empirical manner through a numerical experiment of synthetic groundwater flow modeling. Four alternative models are constructed, and BMA is conducted. The impacts of the different marginal likelihood estimators on predictive performance of BMA are examined in section 5 below.
The remainder of this paper is organized as follows. In section 2, we provide a brief description of the MC methods used in this study. This section also defines the statistical metrics used for evaluating accuracy of SG surrogates and predictive performance of BMA. The synthetic groundwater model and its alternatives are described in section 3. This section also includes the development of the surrogate models and the evaluation of their accuracy. The comparison between the M-H-based and DREAM ZS -based NSE are described in section 4. The evaluation of the five marginal likelihood estimators is presented in section 5, followed by a discussion in section 6. Major conclusions of this study are given in section 7.
Methodologies
This section briefly describes in section 2.1 the procedure of Markov chain Monte Carlo (MCMC), which is needed for HME, SHME, M-H-based NSE, DREAM ZS -based NSE, and TIE. Section 2.1 also includes a brief description of building SG surrogate models of nonlinear models and of the criterion used to evaluate accuracy of the SG surrogate models. The five marginal likelihood estimators are given in section 2.2, followed by the description of integrating DREAMzs into NSE in section 2.3. Section 2.4 defines the statistical criteria used to evaluate the impacts of marginal likelihood estimator on BMA predictive performance.
Markov Chain Monte Carlo (MCMC) Simulations and SG Surrogate Models
Based on the concepts of importance sampling and rejection sampling, MCMC simulations generate samples of model parameters h5[h 1 , h 2 , . . ., h l ] from the parameter posterior probability distribution, p(hjD), where D denotes observations. This is done by constructing Markov chains, and the samples are generated after the chains converge to the stationary posterior distribution by continuously exploring the probability space of h using the Bayes' theorem (Box & Tiao, 1992) 
where p(h) is the prior parameter probability distribution, and L(hjD) is the likelihood function of h. The most commonly used likelihood function is the multivariate normal distribution,
where N is the number of observations, f(h) is model output, and P is the covariance matrix of residual, D2f(h). This Gaussian likelihood function is used in this study. Among various MCMC sampling algorithms, DREAMzs is one of the state-of-the-art algorithms for uncertainty analysis in hydrologic modeling, especially for multi-dimensional and high-nonlinear problems (Laloy & Vrugt, 2012; Lu et al., 2014; Shi et al., 2014; Wohling & Vrugt, 2011) . DREAMzs is used in this study, and the detailed description of DREAMzs is referred to Laloy & Vrugt (2012) , Vrugt & Ter Braak (2011) and Vrugt et al. (2009) .
The MCMC simulation is computationally expensive, because it requires thousands, sometime hundreds of thousands, of executions of the nonlinear model, f(h). To reduce the computational cost, it has become popular to first build an accurate but cheap-to-run surrogate model for the original model, and then use the surrogate model in the MCMC simulation. In this study, the surrogate models are built by using the SG methods, which are based on the hierarchical Lagrange interpolation and Smolyak rule (Bungartz & Griebel, 2004; Klimke, 2006) . The coefficients used in the hierarchical Lagrangian interpolation are determined by running the original model at interpolation points (SG nodes) in the parameter space. At other points in the parameter space, the hierarchical Lagrange interpolant is used to approximate f(h) by using the values of f(h) evaluated at the SG nodes. In other words, the response surface of f(h) $ h is generated by using the
Water Resources Research
10.1002/2017WR020782
interpolant evaluated only at the SG nodes. The key to the SG methods is to use the Smolyak rule to determine the SG nodes that are sparse in the parameter space but critical to interpolation accuracy. The number of SG nodes can be further reduced by using adaptive grid refinement, in which necessary SG points are determined only in the region of the parameter space critical to improve interpolation accuracy. The details of the adaptive sparse grid stochastic collocation method are given in Appendix A.
While the SG methods have their own criteria for determining interpolation accuracy during the process of building surrogate models, we take an extra step to evaluate the accuracy of surrogate models by computing the determination coefficient (R 2 ) and root mean square error (RMSE) by comparing model simulations (e.g., groundwater heads, log-likelihoods, and other predictions) obtained using the surrogate models with those obtained using the original models (Zhang et al., 2015 (Zhang et al., , 2016 .
Five Estimators of the Marginal Likelihood
This section presents the formulas of AME, HME, SHME, NSE and TIE for a single model, M k . AME is evaluated via (Kass & Raftery, 1995) 
where h i is a sample from the prior parameter space of model M k . Generating the prior samples can be done without using MCMC simulations. HME is evaluated via (Kass & Raftery, 1995) p
where h i is a sample from the posterior parameter space of model M k . The posterior samples are generally generated using MCMC simulations. SHME also estimates the marginal likelihood using equation (7), except that its parameter samples are generated from the mixture of the prior and posterior parameter space, and the probability density, p*(h), of h, is defined as (Kass & Raftery, 1995) ,
where 0 < d < 1 is the proportion coefficient.
TIE uses parameter samples generated gradually from the prior parameter space to the posterior parameter space. This is achieved by the path sampling (Gelman & Meng, 1998; Neal, 2000) to determine unnormalized power posterior defined for any 0 b 1 as q b ðhÞ5pðDjh; MÞ b pðhjMÞ, which is a continuous and differentiable path in the parameter space. For b 5 0 and b 5 1, we have q 0 ðhÞ5pðhjMÞ and q 1 ðhÞ5pðDjh; MÞ pðhjMÞ, indicating that TIE samples the prior and posterior parameter space, respectively. For 0 < b < 1, the likelihood surface is smoothed out to explore the parameter space specific to b. For a discrete b value (b k ), MCMC simulations are conducted, and the samples are used to compute the expectation, E k , of the logarithmic of the joint likelihood via (Liu et al., 2016 )
where m is the number of MCMC samples for the power posterior corresponding to b k . Using the E k values, the marginal likelihood is calculated using the trapezoidal rule as (Liu et al., 2016) p
where n is the number of discrete b values. The derivation of equations (9) and (10) is given in Appendix B.
NSE evaluates the marginal likelihood by transforming the multi-dimensional integral of equation (3) into the one-dimensional integral (Skilling, 2006) 
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where L is the joint likelihood function for the cumulative prior mass, X, defined as
k being a likelihood threshold value, and dX 5 p(hjM)dh. The one-dimensional integral of equation (11) can be approximated by using the trapezoidal rule via,
where m is the number of discrete X i , and L(X i ) is the corresponding likelihood value. Note that X 0 5 1. Given that X decreases from 1 to 0 when L(X) increases, the basic idea of implementing NSE is to iterate inward in X from 1 to 0 and correspondingly upward in L(X) in order to explore the joint likelihood surface. Accordingly, a set of X i points are assigned in the order of 0 < X m < . . .< X 2 < X 1 < 1 (Elsheikh et al., 2014; Skilling, 2006) . The MC-based iterative evolution of X i and L(X i ) can be decomposed into two components, nested sampling and constrained local sampling (Elsheikh et al., 2013) . The component of nested sampling is summarized as follows (Skilling, 2006):
1. Construct an active set with the size of N as to start the nested sampling. The parameter samples of the active set are generated from the prior parameter space, and the joint likelihood values corresponding to the samples are calculated. The minimum joint likelihood value in S is denoted as L worst . 2. Evolve the active set iteratively for M S times, i.e., the number of discrete X i and L(X i ) used in equation (13).
For the i-th iteration (i 5 1, 2, . . ., M S ), a new joint likelihood satisfying the hard constraint, L(h*jD, M k ) > L worst , is generated in the way discussed in section 2.3 below, and L worst is replaced by
The replaced L worst is used as L(X i ), and X i is determined as X i 5 exp(-i/N as ). 3. Repeat step (2) for M S times until a user-specified termination criterion (e.g., the maximum number of groundwater model executions) is reached. 4. Estimate the marginal likelihood via equation (13) using all the X i and L(X i ) values.
Generating L(hjD,M k ) > L worst in step (2) is critical to efficiency and accuracy of NSE, and the generation is done by the constrained local sampling discussed below.
Integrate DREAMzs into NSE
The simplest way of obtaining L(hjD,M k ) > L worst is to generate samples in the prior parameter space to find sample h* that satisfies L(h*jD,M k ) > L worst . This however is computationally expensive, if not infeasible. The computational cost can be reduced by using the M-H algorithm and the modifications discussed in the introduction. To further reduce the computational cost and to increase stability of NSE, this study uses the DREAMzs algorithm to generate parameter samples h* that satisfy
Different from the conventional use of DREAMzs for inferring posterior parameter distributions, this study introduces three special features for using DREAMzs to implement NSE. The first feature is that the DREASzs run for NSE does not need to be a complete run in the following two senses. First, the DREAMzs run uses short Markov chains (e.g., with 100 samples) for finding parameter samples h* that satisfy L(h*jD,M k ) > L worst . This differs from the conventional DREAMzs runs that use long chains with thousands of samples generated. In addition, the use of DREAMzs for NSE skips the burn-in period that is needed in a complete DREAMzs run to tune a number of variables (e.g., probability distribution of crossover probability) specific to DREAMzs (after the burn-in, these variables are fixed at the tuned values for generating posterior parameter samples). The burn-in period may require a large number of model executions, and it is computationally expensive to have the burn-in period in the DREAMzs run for determining every L(X i ). On the other hand, the burn-in period is unnecessary, since the only purpose of using DREAMzs for NSE is to generate parameter samples h* that satisfy L(h*jD,M k ) > L worst . Therefore, for the use of DREAMzs in NSE, burn-in is conducted only once before the NSE calculation, and the tuned values of the DREAMzs-specific variables are used to generate parameter samples h* that satisfy L(h*jD,M k ) > L worst . The generated samples may not be from the posterior parameter distributions, and this is desirable for NSE calculation. This way of using DREAMzs still utilizes DREAMzs for its efficiency of generating new samples. Since this way of using DREAMSzs does not require modifying the DREAMzs algorithm, the details of the algorithm are not given here but referred to Laloy and Vrugt (2012) 
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The second special feature of using DREAMzs to implement NSE is that, when generating h* using DREAMzs, the ratio of prior probabilities (rather than the likelihood ratio or the posterior ratio used in the original DREAMzs code) is used as the acceptance ratio of DREAMzs. This prior ratio was used by Schoniger et al. (2014) and Liu et al. (2016) to avoid the problem that the low likelihood area of h space is insufficiently explored, i.e., L(h*jD,M k ) becomes large too quickly after a small number of evolution iterations in step (2) above. This adjustment is important, when L(h*jD,M k ) is high, because finding a new L(h*jD,M k ) to replace L worst requires more model execution and thus is computationally expensive.
The third special feature of using DREAMzs to implement NSE is how to start a DREAMzs run for each of the Ms iterations in step (2) above. In each of the iterations, since the burn-in period is skipped, the DREAMzs run for NSE starts with a parameter sample generated from the prior distribution to avoid the problem that L(h*jD,M k ) becomes large too quickly. If five repetitions of using the prior samples cannot generate new parameter samples h* that satisfy L(h*jD,M k ) > L worst , the DREAMzs run for NSE starts by using a posterior sample obtained in the complete DREAMzs run that includes the burn-in period. If the desired h* still cannot be generated in this way for five times, the DREAMzs run for NSE starts using a parameter sample from the last evolution of the active set, which is similar to start of the M-H algorithm in Elsheikh et al. (2013) , and this way of running DREAMzs will start over repeatedly until the larger L(X) value is found or the termination criterion is reached.
Evaluate BMA Predictive Performance
Two measures are used in this study to quantify the predictive performance of BMA in the context of crossvalidation. The measures are log-score and ranked probability score (RPS), with the former concerning entire predictive distribution and the latter emphasizing on the position and shape of the predictive distribution. After model probabilities of K alternative models are evaluated using observation D, these models are used to make n p predictions D
. By assuming that these n p predictions are independent, the corresponding log-score of BMA is defined as
Where pðD
where h l is parameter samples from the posterior distribution, p hjD; M k ð Þ , obtained using MCMC, and n is the number of the samples. A smaller log-score value indicates a better BMA predictive performance. Ranked probability score (RPS) is defined as (Duan et al., 2007) :
where n p is the number of predictive variables, m is the number of predictive quantiles q evaluated as the non-exceedance probability of predictive distribution. À Á is set to 0. A smaller RPS value indicates that the obtained predictive distribution is sharper and better calibrated (Duan et al., 2007) .
Groundwater Models and Building SG Surrogate Models
In this section, we first present in section 3.1 the true synthetic groundwater model and its four alternative models developed based on different configurations of a confining layer. In section 3.2, the details of developing the surrogates of the true and alternative model are provided.
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True Synthetic Groundwater Model and Four Alternative Models
In the synthetic example, a three-dimensional steady-state groundwater flow model is built by revising the synthetic model of Zeng et al. (2016) . As shown in Figure 1 , the modeling domain is 5,000 m long from east to west and 3,000 m wide from south to north. The domain is divided into uniform blocks with the size of 25 m 3 25 m. The domain is 60 m in thickness, and divided into three layers with the layer thicknesses of 35 m, 5 m and 25 m for the top, middle, and bottom layers, respectively. The top and bottom layers are unconfined and confined, respectively, and the middle layer is set as a confining layer. Hydraulic conductivity (K) is heterogeneous in each layer, and the sequential Gaussian simulator (SGSIM) of the Geostatistical Library (GSLIB) (Deutsch & Journel, 1998 ) is used to generate a heterogeneous field of hydraulic conductivity for each of the three model layers. The logK field of each layer is described by an isotropic exponential covariance model. The correlation length and variance of the covariance model are set to 200 m and 1.0, respectively. The mean values of K are set to 1.0 m/d, 0.1 m/d, and 5.0 m/d for the top, middle, and bottom layers, respectively. In addition, the ratio of horizontal to vertical hydraulic conductivity is set to 10 for each layer.
At the east side of domain, a river boundary is set for the top layer, and the no-flow boundary is set for the middle and bottom layers. The river stage is 35 m, the elevation of the riverbed bottom is 30 m, and the riverbed hydraulic conductance is 20 m Figure 1 . Sketch map of model layers, boundary conditions, observation points, hydraulic conductivity (K) measurement points and K pilot points in the synthetic groundwater modeling.
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and bottom of domain are all defined as impermeable boundaries. This groundwater model is implemented using MODFLOW-2005 (Harbaugh, 2005 , and hydraulic head values at 32 points (16 for layer 1 and 16 for layer 3, as shown in Figure 1 ) are used as the ''true'' observations after being corrupted with Gaussian random noise with zero mean and standard deviation of 0.1 m. In addition, 40 data of hydraulic conductivity are taken from the top layer; after being corrupted with 5% white noises, they are used as the conditioning data in the pilot point method used in groundwater inverse modeling of this study. The prediction variables are recharge from the constant head boundary, discharge to the river boundary (DRB), and discharge to the drain.
Four alternative models (denoted as M 1 , M 2 , M 3 , and M 4 ) are developed to represent model structure uncertainty in characterizing the confining layer (middle layer), because in practice, it is always difficult to fully characterize the thin layer with low permeability. Model M 1 contains only one unconfined layer, and all the pumping wells and observation points are placed in this layer. Model M 2 contains the top and bottom layers of the true model, and their thicknesses are 35 m and 25 m, respectively. Model M 3 is identical to the true model, except that the thicknesses of the three layers are 35 m, 3 m, and 22 m, respectively, from the top to the bottom. Model M 4 is set up in the same way, and the thicknesses are 35 m, 7 m, and 18 m, respectively, from the top to the bottom. Qualitatively speaking, models M 3 and M 4 should have larger posterior model probability than models M 1 and M 2 .
For each alternative model, hydraulic conductivity (K) field of the top layer (or the entire layer of model M 1 ) is assumed to be unknown, and the pilot point method (Hernandez et al., 2006; LaVenue et al., 1995; RamaRao et al., 1995) is used for groundwater inverse modeling. As shown in Figure 1 , a total of 8 pilot points and 40 measurement points are used to generate the logK field by using SGSIM. The locations of these pilot points are determined by using the sensitivity coefficient approach , in which the pilot points are placed at the locations with the largest potential for increasing the likelihood function L (equation (5)). The potential of pilot point location p is measured by the sensitivity coefficient dL/dlogK p , where logK p is the log-hydraulic conductivity at location p. For each pilot point, the value of logK is assumed to be a random parameter. In addition, the variance and correlation length of the logK field of the top layer are also assumed to be random parameters, which increases the difficulty of the inverse modeling. The mean values of the logK field are taken as the same as the true values, and the model boundary conditions are the same as those of true model. As a result, each alternative model has ten random parameters, i.e., the logK values of eight pilot points and two variogram parameters. The uniform distributions are used as the prior distributions of the ten random parameters, and they are U [-5,5] for the logK value of each pilot point, U[0.1,5] for the variance, and U[50,500] for the correlation length. These uniform distributions are used for the DREAMzs simulation to estimate the posterior distributions of the ten random parameters (Jardani et al., 2012) . When implementing DREAMzs for each model, four parallel Markov chains are used, and each chain includes a total of 30,000 samples. After the burn-in period, the remaining 20,000 samples of each chain are used for inferring the posterior distributions of the ten parameters and for producing the distributions of the three prediction variables. The same procedure is applied to the original models and the surrogate models, when evaluating the accuracy of the surrogate models. In addition, the inferred K fields and model predictions of alternative models by using DREAMzs can be found at supporting information. Following Zeng et al. (2016) , two kinds of surrogates are developed for evaluating the estimators of the marginal likelihood. The first kind of surrogates are built for the 32 head observations, and thus referred to as head surrogates. They are used to evaluate the joint likelihoods in the DREAMzs simulation. The second kind of surrogates are built for the three model predictions, and thus referred to as prediction surrogates. They are used to generate posterior distributions of the predictions. When building the adaptive SG surrogates, the adaptation occurs at level 5, because the number of SG nodes is relative small at level 4 but increases rapidly after level 4. The maximum level number is set as 7, and it is sufficient to obtain accurate model simulations for each model, as shown in the results in section 4 below. Given that the head observations vary from 40 to 60 m, and the predictions vary from several hundred to two thousand, the adaptive error tolerances of the head and prediction surrogates are set as 0.0005 and 0.005, respectively, which should be sufficient to have accurate surrogate models. Using the surrogate models for evaluating the five marginal likelihood estimators saves substantial computational cost. The numbers of model executions needed for building the surrogates are 44,252, 43,140, 36,832, and 33 ,302 for models M 1 -M 4 , respectively, and the total number is 157,526. The number of model executions needed for evaluating the five marginal likelihood estimators exceeds one billion. Such a large number of model executions would not be computationally affordable without using the surrogate models.
Develop SG Surrogate Models and Evaluate Their Accuracy
Results of Comparing the Two NSE Implementations
This section compares the two ways of implementing NSE using the M-H sampling of Liu et al. (2016) and the DREAMzs sampling in the way described in section 2.3. The former implementation is referred to as NSE_M, and the latter as NSE_D. The two implementations are evaluated below in terms of their convergence, accuracy, efficiency, and stability.
Metrics for Evaluating Convergence, Accuracy, Efficiency, and Stability
The convergence is evaluated by examining whether the marginal likelihood estimates of NSE_M and NSE_D become stable when the number of model executions increases. After the convergence is achieved, the accuracy of NSE_M and NSE_D is evaluated by using the AME (based on a large number of parameter samples) as the reference. The computational efficiency is evaluated by comparing the number of model executions needed for the NSE_M and NSE_D calculation.
The computational efficiency of NSE_M and NSE_D is evaluated by counting the number of model executions in each iteration step (i.e., one local sampling) of the active set evolution, i.e., the number of model executions needed for generating a new parameter sample to produce L(hjD,M k ) > L worst . This is done for two example sizes of the active set evolution, i.e., M S 5 200 and M S 5 400. For the convenience of the comparison, the size of the active set is fixed at N as 5 25. During the constrained local sampling of NSE_D, four parallel Markov chains are used for DREAMzs, and the length of each chain is set as 25, which results in 100 model executions for one local sampling. The same number of model executions is also used for NSE_M that uses a single Markov chain. To prevent premature termination of NSE (i.e., a local sampling fails to generate new parameter samples producing L(hjD,M k ) > L worst due to a small user-specified number of model executions), a relative large number (400,000) of model executions is used in this study.
In addition to the number of model executions at each iteration step, the total number of model executions of all the steps is also counted. This total number is used to evaluate computational efficiency for a complete NSE calculation, not for an iteration step. The total number of model executions is counted for a series of M S values varying from 25 to 1,000 with the increment of 25. This is another way to evaluate the efficiency of NSE_M and NSE_D. As shown below, the M-H algorithm used in NSE_M cannot generate new parameter samples to produce L(hjD,M k ) > L worst for large M S . This problem does not occur for NSE_D, because DREAM ZS is more efficient than M-H for sampling the parameter space.
To evaluate the stability of NSE_M and NSE_D, each estimator is repeatedly calculated for five times with different parameter samples used in each calculation. With the five repeated calculations, the stability of each estimator is measured by the coefficient of variation (CV) defined as
where SD and Mean are the standard variance and mean of the repeated calculations, respectively. A smaller value of CV corresponds to a better stability. Figure 3 exhibits how the marginal likelihood estimates of NSE_D and NSE_M vary with the number of samples for each model (the plots are based on one of the five repeated calculations that is closest to the reference value, i.e., the AME). Visual examination shows that NSE_D and NSE_M converge to the same value for models M 1 -M 4 . Qualitatively speaking, the estimation of NSE_D has smaller variability than that of NSE_M, and NSE_D reaches converges faster than NSE_M, indicating that NSE_D is more computationally efficient than NSE_M, as discussed below.
Convergence and Accuracy of NSE_D and NSE_M
The accuracy of NSE_D and NSE_M is evaluated by comparing with AME (the reference value), and the relative errors are calculated. Table 1 lists the error values averaged over the five repeated calculations. The comparison shows that NSE_D has smaller relative error than NSE_M. However, the difference between NSE_D and NSE_M is small, indicating that NSE_D does not significantly improve the accuracy of NSE.
Efficiency and Stability of NSE_D and NSE_M
To evaluate the computational efficiency of NSE_D and NSE_M, Figure 4 plots the number of model executions for each iteration of the active set evolution. The vertical axis of each subplot shows the average number of required model executions to generate a new joint likelihood that satisfies the constraint Figure 4 shows that, for both NSE_D and NSE_M, the number of model executions increases when the active set evolves. The reason is that, when L worst keeps increasing during the evolution,
Water Resources Research
10.1002/2017WR020782
more and more parameter samples are needed to generate the new joint likelihood that satisfies L(hjD,M k ) > L worst . The number of model executions increases substantially faster for NSE_M than for NSE_D, because DREAMzs is more efficient than the M-H algorithm for sampling in the parameter space. This is particularly the case, when the number of evolutions, M S , becomes larger. For M S 5 200, the maximum numbers of model executions are 200 and 1,000 for NSE_D and NSE_M, respectively (Figures 4a-4d ). The two Table 1 Marginal Likelihoods and Posterior Model Probabilities Estimated by Using AME, HME, SHME, NSE_D, NSE_M, and TIE Note. Each value represents the mean of five repeated estimations after convergence. For the marginal likelihood estimation, relative error (RE) 5 (estimation -reference)/reference. For posterior probability, error means the estimated model probability minus that of reference. The AME results are used as the reference 
Marginal likelihood
M 1 M 2 M 3 M 4 Estimation RE(%) Estimation RE(%) Estimation RE(%) Estimation RE(%) AME
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numbers become 2,000 and 120,000 for M S 5 400 (Figures 4e-4h) . Therefore, NSE_D is more computationally efficient than NSE_M, when the constraint of local sampling becomes stronger (i.e., L worst becomes larger and larger during the active set evolution).
Since Figure 4 shows that NSE_D is not more efficient than NSE_M at every iteration of the active set evolution (e.g., Figures 4b and 4c) , it is necessary to evaluate the computational efficiency of NSE_D and NSE_M for all the iterations of the active set evolution. For this purpose, Figure 5 plots the total number of model executions of a complete NSE calculation for a series of M S up to 1,000. All the five repeated calculations are plotted in Figure 5 . The figure shows that, due to the efficient DREAMzs sampling, NSE_D can estimate the marginal likelihood for M S as large as 1,000, because new parameter samples can be generated to satisfy L(hjD,M k ) > L worst . On the contrary, NSE_M is terminated at M S 5 400, since new samples cannot be generated by the M-H algorithm to satisfy L(hjD,M k ) > L worst . This is the reason that the maximum number of Ms is set as M S 5 400 in Figure 4 . Note that premature termination does not occur for NSE_D, because the userspecified execution number of 400,000 is not reached. The efficiency of the two NSE methods is compared by examining the number of model executions for M S 5 400. The average (over the five repeated calculations) numbers of model executions for M 1 , M 2 , M 3 , and M 4 are 1,522,300, 994,100, 1,265,600, and 1,488,800, respectively, for NSE_M, and 71,550, 68,850, 70,500, and 66,500, respectively for NSE_D. These results indicate that the computation cost of NSE_M is about 14 $ 22 times as large as that of NSE_D for the marginal 
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likelihood estimations of the four models. In other words, using NSE_D saves 93% $ 96% of the computation cost of NSE_M.
To evaluate stability of NSE_D and NSE_M, Figure 6 shows the coefficient of variation (CV defined in equation (17)) calculated based on the five repeated calculations for each model. For both NSE_D and NSE_M, CV decreases with the evolution number of the active set, and then reaches a stable value. For all the four models, the stable values are significantly smaller for NSE_D than for NSE_M, indicating that NSE_D is more stable than NSE_M. This may be understood by examining the relation between X and logL(X) plotted in Figure 7 for the five repeated calculations with the evolution number of active set fixed at Ms 5 400. The figure shows that the variability of the logL(X) $ X relation is visually smaller for NSE_D than for NSE_M. Since the marginal likelihood is the area beneath the L(X) curve (equation (11)), the small variability of the logL(X) $ X relation in NSE_D leads to more stable NSE. The smaller variability of NSE_D is attributed to the feature of stable sampling of DREAMzs for searching the space of X and L(X).
Discussion
This section investigates two issues related to the performance of NSE_D and NSE_M as follows: (1) the impacts of the parameter samples of DREAM ZS and M-H on the performance of NSE_D and NSE_M, and (2) the possibility to improve the accuracy of NSE_D and NSE_M by using more X (X i 5 exp(-i/N as ), i 5 1, . . ., M S ) values in equation (13). Figure 8 plots the density functions of the parameter samples generated by NSE_D and NSE_M for the five parameters of the four models (log-hydraulic conductivities of three pilot points and the two variogram parameters). The density functions of the parameter samples generated by complete DREAM ZS simulations are plotted as the reference. It should be noted that the parameter samples generated by DREAM ZS are different from those generated by NSE_D, as explained in section 2.3. Figure 8 shows that the NSE_D density functions are similar to the reference, indicating that NSE_D explores the entire posterior parameter space for the random parameter generation. The NSE_M density functions are substantially different from the reference on two aspects. First, the NSE_M samples are narrower and more peaked around the modes, indicating that NSE_M does not explore the entire posterior parameter space but the high probable region. This is not surprising given the limitations of M-H algorithm. In addition, for some model parameters, the NSE_M samples are biased. We first discuss the impacts of peaked density functions on the performance of NSE_D and NSE_D, and then discuss the impacts of the biased density functions. 
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The peaked density functions of NSE_M directly impact the L(X) values used for the NSE estimation in the following way: NSE_M explores the high likelihood region early, and does not sufficiently search for parameter samples that satisfy the hard constraint, L(h*jD,M k ) > L worst . This is illustrated in Figures 9 and 10 . Figure  9 exhibits the evolution of the logarithm of L worst (i.e., the discarded likelihood value during the nested sampling component discussed in section 2.2) for NSE_D and NSE_M. The figure shows that log(L worst ) reaches its maximum at a faster rate for NSE_M than for NSE_D. In other words, NSE_M explores the high likelihood region in parameter space earlier than NSE_D. Figure 10 depicts the trace of the logarithm of L(h*jD,M k ) > L worst (i.e., the likelihood retained in the active set, not L worst discarded in each evolution of the active set). The figure shows that the variation of L(h*jD,M k ) is larger for NSE_D than for NSE_M, indicating that NSE_D has a stronger searching capability than NSE_M for searching parameter samples that satisfy the hard constraint, L(h*jD,M k ) > L worst .
The impacts of biased NSE_M samples, which occur on all alternative models, on the marginal likelihood estimation are more severe. Figure 10 shows that the maximum log-likelihood value obtained by NSE_M is smaller than the reference value, whereas the likelihood generated by NSE_D converges to the reference value with the evolution of active set. It indicates that, due to the biased parameter samples, the constrained local sampling of NSE_M cannot reach the highest likelihood area of parameter space for each alternative model. In other words, NSE_M cannot generate samples from the highest likelihood region, due to the use of the M-H algorithm. This problem does not occur for NSE_D, because of the use of the more robust DREAMzs algorithm. Therefore, NSE_D has more accurate NSE estimate than NSE_M, as shown in Table 1 . 4.4.2. Impacts of X Values on Accuracy of NSE_D and NSE_M Equation (13) suggests that, for the trapezoidal rule, using finer DX i 5 X i-1 2 X i (i.e., larger Ms) may improve the accuracy of NSE. However, Figure 11 shows that the marginal likelihood estimates of NSE_D and NSE_M stabilize after the number of X values reach to certain values. This is attributed to two reasons. First, the L(X) values are stabilized quickly in this study, as shown in Figure 9 . In addition, the DX i value becomes negligible when M S (the evolution number of active set) increases, given that X i 5 exp(2i/N as ), i 5 1, . . ., M S . As shown in Figure  12 , for a fixed N as value, when M S increases, the new X points are added to the left side of the X axis, and their values are close to zero. As a result, the DX decreases when M S increases. For example, for N as 5 25, DX 1 5 0.038, DX 10 5 0.026, DX 50 5 0.0053, DX 100 5 0.00072, DX 200 5 0.000013, and DX 400 5 4.41E-9. Therefore, when M S is increased from 300 to 400, the increased X points contribute essentially zero to the estimation of NSE due to the small DX i values. As a result, when M S reaches to a threshold value (e.g., M S 5 300), using more X points does not improve the accuracy of NSE, which is true for both NSE_D and NSE_M.
It however should be noted that the insensitivity of the NSE estimate to DX i (after Ms is large enough) may be only specific to the current way of calculating X i , i.e., X i 5 exp(2i/N as ). This calculation is based on the requirement of NSE that X i 5 t i X i-1 , where t i is the largest one of N as random numbers from the uniform distribution U(0,1). Equation Xi 5 exp(-i/N as ) is obtained by assuming that t follows the Beta(N as ,1) distribution Water Resources Research 10.1002/2017WR020782 (Skilling, 2006) . While this way of calculating X i has been used by many researches (Elsheikh et al., 2013; Liu et al., 2016; Schoniger et al., 2014) , it may be revised for improving the accuracy of NSE estimate, which however is beyond the scope of this study.
Results for Comparing the Five Estimators
The evaluation above leads to a conclusion that, while NSE_D and NSE_M have similar accuracy, NSE_D outperforms NSE_M in terms of convergence, computational efficiency, and stability of two implementations of NSE. Therefore, NSE_D is used to evaluate NSE for the comparison with the other four marginal likelihood estimators. The details for evaluating the four estimators are given in section 5.1. The five estimators are compared in terms of their convergence, accuracy, and stability, as discussed in section 5.2. Section 5.3 shows the impact of marginal likelihood estimators on BMA predictive performance.
Calculate the Five Estimators
AME is calculated using equation (6) with a large number of samples generated from the prior parameter space defined by the uniform distributions described in section 3.1. Calculating HME, SHME, and TIE requires obtaining posterior parameter samples using DREAMzs in different ways. Calculating HME based on equation (7) uses the samples generated by DREAMzs from the posterior parameter space. When calculating SHME, the DREAMzs code is revised to generate samples from the mixture of prior and posterior distributions (equation (8)); following Lartillot and Philippe (2006) , the proportion coefficient d is set as 0.1. For calculating TIE, DREAMzs-based MCMC simulations are conducted for a total of 23 power coefficients (b k 5 0.0, 0. 001, 0.002, 0.003, 0.004, 0.005, 0.006, 0.007, 0.008, 0.009, 0.01, 0.015, 0.02, 0.04, 0.06, 0.08, 0.1, 0.15, 0.2, 0.25, 0.5, 0.75, 1.0) , and the corresponding samples are used to evaluate equations (9) and (10). Following Liu et al. (2016) , the b k values are selected manually. The reason that more b k values are selected for b < 0.1 is that E k (equation (9)) becomes stable after b 5 0.1, as shown in Appendix B.
Convergence, Accuracy, and Stability of the Five Estimators
The convergence, accuracy, and stability of the five estimators are evaluated in the way described in section 4.1. As discussed below, the evaluation requires tens of millions of model executions, which would be computationally unaffordable without using the surrogate models discussed in section 3.2. For the convergence evaluation, Figure 13 shows how the five marginal likelihood estimators vary with the number of parameter samples for the four models. The AME value after convergence is used as the reference. For the other four estimators, among the five repeated calculations, the most accurate one (i.e., the one closest to the reference) is used for the convergence evaluation. The left column of Figure 13 shows that AME reaches a stable value after about eight million samples for models M 1 and M 2 and after about six million samples for M 3 and M 4 . NSE_D reaches convergence quickly with the smallest number of samples, which is attributed to the evolution strategy of NSE. Because TIE uses a series of MCMC simulations to explore the parameter space from the prior to the posterior, TIE always needs more than six million samples to reach convergence (more than ten million samples are needed for model M 3 ). The right column of Figure 13 shows that, HME and SHME do not converge to the reference value even with eight million samples, because HME and SHME values are dominated by the samples with small joint likelihood. Therefore, HME and SHME should not be used for evaluating the marginal likelihood.
To evaluate the accuracy of the five estimators, they are compared with AME (the reference value), and the relative errors are calculated. Table 1 lists the relative errors values averaged over the five repeated calculations. The table shows that TIE is the most accurate estimator, and its relative error is substantially smaller than that of NSE_D for all the models. The large relative errors of HME and SHME indicate again that the two estimators should not be used for evaluating the marginal likelihood.
To evaluate stability of the five estimations, Figure 14 plots the coefficient of variation (CV) of the five repeated calculations of marginal likelihood for each estimator. The CV is computed for six different sample sizes, which are roughly 10,000, 100,000, 500,000, 1,000,000, 4,000,000 and 8,000,000. It should be noted that these are not the exact sample sizes for NSE_D and TIE, but rounded integers, due to the random nature of the MCMC simulations. Figure 14 shows that CV decreases with the sample size, suggests that the stability increases. When the samples size reaches eight million, the CV values of AME are close to zero for the four models. This is not surprising, because AME is expected to converge to the true value of marginal likelihood when the number of parameter samples is large enough. For the alternative models with ten parameters, ten million of parameter samples may be large enough. This confirms that it is reasonable to use AME as the reference for the accuracy evaluation above. The CV values of HME and SHME are larger than those of NSE_D and TIE, because HME and SHME are sensitive to the parameter samples with small joint likelihood values. The CV values of NSE_D are larger than those of TIE, because TIE can systematically sample from the prior to the posterior parameter space whereas NSE cannot guarantees that samples are generated systematically from the prior to the posterior space (Liu et al., 2016) . 
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The evaluation above leads to the following three major conclusions for the four groundwater models: (1) AME can be used as the reference value of marginal likelihood, (2) HME and SHME should not be used for evaluating the marginal likelihood, (3) although NSE_D is computationally more efficient than TIE, TIE outperforms NSE_D in terms of accuracy and stability. Table 1 lists the posterior model probability calculated based on the five marginal likelihood estimators. Note that the probability values are the average over the five repeated calculations. The table shows that the accuracy of the marginal likelihood estimators affects the accuracy of the posterior model probability. Using again the AME-based posterior model probability as the reference, the TIE-based posterior model probabilities are almost identical to the reference, and the SHME-based posterior model probabilities are heavily biased. The NSE_D-based posterior model probability is slightly more accurate than the NSE_M-based posterior model probability. These results are consistent with the accuracy of TIE, HME, NSE_D, and NSE_M discussed above. It is however surprising that the HME-based posterior probability is more accurate than the SHME-based posterior model probability, because SHME is more accurate than HME. This is contributed to the error cancellation from the numerator and denominator of equation (2) used for calculating posterior model probability.
Impact of Marginal Likelihood Estimators on BMA Prediction
To evaluate the BMA predictive performance, Table 2 lists the values of log-score and RPS corresponding to the five marginal likelihood estimators. The table suggests that the BMA predictive performance is consistent with the accuracy of the posterior model probability. In terms of the log-score, the ranking of predictive performance, from the best to the worst, is AME, TIE, NSE_D, NSE_M, HME, and SHME, which is the same as the order of accuracy of the posterior model probability calculated by using the marginal likelihood estimators. The RPS-based order of predictive performance is similar, except that NSE_D and NSE_M have tied RPS values. It is therefore concluded that TIE has better predictive performance than NSE. 
Table 2
Log-Score and RPS of BMA Predictions Based on the Posterior Model Probabilities Given by AME, HME, SHME, NSE, and TIE
BMA prediction
Log-score RPS 6. Discussion Elsheikh et al. (2014) presented a different way of accelerating the constrained sampling of NSE by using surrogate models (built using the generalized polynomial chaos method) within the framework of M-H. Instead of using a surrogate model for directly DREAMzs sampling as done in this study, the surrogate model is used as a filter to filter out rejected proposal samples in a two-stage MCMC sampling. Specifically speaking, the proposal distribution of the M-H algorithm is first evaluated by using the surrogate model. If the proposal sample is accepted, the original model is used to re-evaluate the proposal distribution. This avoids wasting computational time on the rejected proposal samples, and increases the accuracy of estimating the proposal distribution. This two-stage MCMC sampling can be readily incorporated into this study. The adaptive construction of sparse surrogate model used by Elsheikh et al. (2014) may also be useful to this study. The adaptive construction re-uses the samples generated during the NSE iterations to reestimate the posterior distribution, as the samples are close to the approximate posterior peaks. It would be interesting to compare the adaptive surrogate construction using generalized polynomial chaos with the adaptive surrogate construction using sparse grid stochastic collocation (and other adaptive approaches, e.g., Mo et al., 2018) , although the comparison is beyond the scope of this study.
Although the evaluation of various estimators of the marginal likelihood is based on the synthetic groundwater models, we believe that the synthetic but realistic models are adequate to answer the following two major questions investigated in this study: (1) whether improving the constrained sampling of NSE can improve accuracy, convergence, efficiency, and stability of NSE, and (2) whether improving the constrained sampling of NSE can improve accuracy of the estimated marginal likelihood. The only issue left unexplored in this study is the impacts of the number of head observations and hydraulic conductivity (K) measurements on the evaluation of the marginal likelihood. While the number (32) of head observations used in the numerical modeling is practically reasonable for most cases of groundwater modeling, the number (40) of K measurement is slightly excessive in comparison with certain studies (e.g., Carniato et al., 2015; Jardani et al., 2012; Jimenez et al., 2016; Kowalsky et al., 2012) , despite that the number is reasonable for certain extensively studied fields (e.g., Pool et al., 2015; RamaRao et al., 1995) . If the number of K measurements is reduced, it will increase the parametric uncertainty of estimating the K field of the top layer of the synthetic models. As a result, the likelihood space and the posterior parameter space will become larger. This will make NSE's constrained sampling more challenging, as more MCMC samples will be needed to search the likelihood space and the posterior parameter space. More importantly, it will be more difficult to generate parameter samples with large L(X) values especially at the late stage of NSE. It is thus expected that NSE_D would outperform NSE_M more significantly, because DREAMzs is more robust than M-H to overcome these challenges.
On the other hand, when the number of K measurements decreases, more advanced geostatistical methods (e.g., multiple-point statistical method, Jaggli et al., 2017 , and transition probability geostatistical method, Hansen et al., 2014) than the pilot point method will be needed for estimating the K filed. This may lead to more complicated likelihood space and posterior parameter space. In this case, DREAMzs is expected to be more efficient than M-H for MCMC simulations, and accordingly, NSE_D will still outperform NSE_M for calculating NSE. We thus hypothesize that our conclusions on NSE_D and NSE_M will still hold, when the number of K measurements decreases. As to the conclusions regarding AME, HME, SHME, NSE, and TIE, we believe that the conclusions will not change when varying the number of K measurements, because our conclusions are consistent with those of other researches for entirely different groundwater models (e.g., Liu et al., 2016; Schoniger et al., 2014) .
Conclusions
This study integrates the DREAMzs algorithm into the nested sampling estimator (NSE) of the marginal likelihood, which is important for Bayesian model selection and model averaging. The DREAMzs-based implementation of NSE is denoted as NSE_D to be distinguished from NSE_M, the conventional M-H-based implementation of NSE. The accuracy, convergence, efficiency, and stability of NSE_D and NSE_M are evaluated for four synthetic models of groundwater flow modeling. Our work leads to the following major conclusions for NSE_D and NSE_M:
1. For all the four groundwater models, in comparison with NSE_M, NSE_D significantly improves convergence and computational efficiency of NSE, because the DREAMzs algorithm of NSE_D is more efficient than the M-H algorithm of NSE_M for generating parameter samples that satisfy the constraint,
during the active set evolution. This is particularly true when L worst becomes large, because it takes more model executions for NSE_M than for NSE_D to find parameter samples that satisfy the constraint. On the other hand, in comparison with DREAMzs, M-H explores the high likelihood region in the parameter space early, and does not sufficiently search for parameter samples that satisfy the constraint. 2. NSE_D is more stable than NSE_M, and this is also attributed to the fact that DREAMzs is more robust than M-H, which leads to more stable relation between the cumulative prior mass, X, and the corresponding joint likelihood, L(X), used by NSE for evaluating the marginal likelihood. 3. For all the alternative models, NSE_D is more accurate than NSE_M, although only marginally. This is attribute to the parameter samples generated by DREAMzs and M-H on the following two aspects. First, the M-H based constrained local sampling evolves to the high likelihood parameter region too quickly, and thus cannot sufficiently search for the low likelihood region. In addition, the highest likelihood region cannot be reached by the M-H based constrained local sampling at prescribed termination criterion. 4. For the groundwater models of this study, after the number (M S ) of cumulative prior mass (X) becomes moderately large, increasing M S does not improve the accuracy of either NSE_D or NSE_M. The reasons are that L(X) becomes stable quickly and that DX becomes negligible after M S is moderately large. For improving the NSE accuracy, it may be necessary to develop new methods of evaluating X. More research is also warranted in future researches to investigate the variation of L(X) with M S so that NSE accuracy can be improved with the least amount of computational cost.
The synthetic groundwater models are also used to evaluate convergence, accuracy, and stability of the five commonly marginal likelihood estimators, i.e., arithmetic mean estimator (AME), harmonic mean estimator (HME), stabilized harmonic mean estimator (SHME), nested sampling estimator (NSE), and thermodynamic integration estimator (TIE). The impacts of these estimators on posterior model probability and BMA prediction are also evaluated. Our work leads to the following major conclusions for the five estimators:
1. While AME always needs a large number (e.g., 10 million) of samples to converge to stable marginal likelihood estimation, AME has the best stability when sample size is sufficiently large. Therefore, after convergence, AME can be used as reference for evaluating accuracy of the other four estimators. 2. Using AME as the reference, HME and SHME are the worst estimators in terms of convergence, stability, and accuracy, because they are sensitive to the parameter samples with small joint likelihood values, 3. Using AME as the reference, TIE is more accurate and stable than NSE, whereas TIE is more computational expensive than NSE because TIE needs to gradually generate parameter samples from the prior to the posterior parameter space. If computational resource is inadequate for calculating TIE, the computationally efficient NSE should be used for evaluating the marginal likelihood, despite that NSE is less accurate and stable than TIE. 4. The accuracy of the marginal likelihood estimators significantly impacts the accuracy of the posterior model probability and the BMA predictive performance. Generally speaking, accurate marginal likelihood estimators give accurate posterior model probably and better predictive performance.
We note that there are several other methods available for marginal likelihood estimation, e.g., annealed importance sampling (Friel & Wyse, 2012) , Lebesgue integration theory (Weinberg, 2012) , and Gaussian mixture importance sampling (Brunetti et al., 2017; Volpi et al., 2017) , the comparison of these methods will be included in our future study. The evaluations above require tens of millions of model executions, and they are made possible in this study by using surrogate models developed using the adaptive sparse grid (SG) stochastic collocation method. However, it should be noted that, while the SG surrogates of this study are adequately accurate to replace the original groundwater models, inaccurate surrogates may impact the results of Bayesian inference (Cui et al., 2011; Elsheikh et al., 2014) . Investigating the impacts is beyond the scope of this study.
Appendix A: Building Surrogate Using Adaptive Sparse Grid Stochastic Collocation Method
Sparse grid (SG) surrogate is constructed through a series of Lagrange interpolants (Bungartz & Griebel, 2004; Klimke, 2006) . For a nonlinear function, f(h), with one parameter, the hierarchical Lagrange interpolant, U, of f is given as Water Resources Research
The incremental interpolation operator DU i (f(h)) is defined as:
where L is the resolution level, and m i is the number of SG nodes for level i, which is defined by
and / i j h ð Þ is the interpolation basis function, c i j is the corresponding interpolation coefficient. To generate the SG nodes, a number of quadrature rules have been developed, including the Clenshaw-Curits rule, Gauss-Patterson rule, Gauss-Legendre rule, Fejer rule, and uniform rule (Bungartz & Griebel, 2004) . The uniform rule is used in this study, and the abscissas of standard uniform SG nodes are computed by 
The basis function used for hierarchical Lagrange interpolation can be linear, quadratic, or cubic hierarchical basis (Bungartz & Griebel, 2004) . Because Zhang et al. (2013) demonstrated that the higher-order basis based SG surrogate system can significantly reduce the required number of original model executions, the cubic hierarchical basis is used in this study, and it is defined as 
Equation (A9) indicates that coefficient, c i j , at the j-th node of level i of the sparse grid is the difference between the model output at parameter h i j and the SG interpolant of level i-1. Based on the one-dimensional hierarchical interpolation above, the multi-dimensional hierarchical interpolation, V, for a multi-dimensional function f(h) is given as
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where D is the dimension of the parameter space, and the incremental interpolation operator DV i, D (f(h)) is given by:
where i 5 (i 1 , . . ., i D ) and j 5 (j 1 , . . ., j D ) are multi-dimensional indexes of level and SG nodes, respectively. For a SG tensor-product, the index k used in formula (A10) is given by
For an isotropic sparse grid on which the same SG rule is applied in each dimension, the k is given by
The multi-dimensional hierarchical basis function / i j is defined by
The multi-dimensional interpolation coefficient, c 
More details of building the multi-dimensional SG surrogates are referred to Bungartz and Griebel (2004) ; Ma and Zabaras (2009a); Pfluger (2010) ; Zhang et al. (2013) .
The total number of SG nodes is reduced significantly by using the Smolyak rule given in equations (A10) and (A13), in comparison with the total number of full tensor-product nodes, X L i51 m i D . This is illustrated in Figure A1 for a two-dimensional problem. The left figure is the full tensor-product grid that consists of 81 nodes. The right figure is an isotropic sparse grid with the L 5 3 that consists of only 29 SG nodes. When building the SG surrogate, only 29 executions of the original model is needed, instead of 81 executions. The reduction is more significant when the problem dimension and/or resolution level increases.
The number of SG nodes can be further reduced by using adaptive grid refinement, and the adaption is based on the interpolation coefficient, c i j , also called interpolation surplus, which is an error indicator of the Figure A1 . Illustration of (a) full tensor-product grid and (b) sparse grid built for a case of two-dimension and with the maximum resolution level of 3. Sparse grid nodes of different levels are marked in different colors. Ma and Zabaras (2009b) and Zhang et al. (2013) , the interpolation surplus reduces to 0 with the increase of resolution level L, if f(h) is smooth in the parameter space. For each dimension of the parameter space, the SG nodes are organized in a tree-like structure, and each node, h nodes (Nobile et al., 2008; Zhang et al., 2013) . In addition to the error tolerance, other criteria of refinement can be used, e.g., maximum SG resolution level or maximum number of SG nodes. The criteria used in adaptive refinement can be adjusted, depending on user's accuracy requirement. For example, the error tolerance can vary at different resolution levels. In addition, the adaptive grid refinement can start at a user-specified level, because the computational cost at the beginning levels of SG surrogate is not high. The detailed procedure of building adaptive sparse grid is referred to (Barthelmann et al., 2000; Klimke, 2006; Ma & Zabaras, 2009b; Pfluger, 2010; Zeng et al., 2016; Zhang et al., 2013) .
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Combining formula (B6) and (B7), it obtains that ln p DjM k ð Þ5
Therefore, the marginal likelihood (ML) is estimated as
The one-dimensional integral term in formula (B9) can be approximated by various quadrature rules. According to the special shape of expectation -b curve which has a steep segment at the initial stage of b (Beerli & Palczewski, 2010; Liu et al., 2016 ), e.g., see Figure B2 , the simple trapezoidal rule is used to estimate this integral term by adding more refining points at the initial stage. In addition, the expectation term in formula (B9) is calculated as Figure B2 . (a) Variation of the expectation, E, in equation (9) with the power coefficient, b, of TIE. (b) Zoom-in view of Figure B2a for E > 250.
