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Abstract
The tt∗ equations define a flat connection on the moduli spaces of 2d,N = 2 quantum field
theories. For conformal theories with c = 3d, which can be realized as nonlinear sigma models
into Calabi-Yau d-folds, this flat connection is equivalent to special geometry for threefolds
and to its analogs in other dimensions. We show that the non-holomorphic content of the tt∗
equations in the cases d = 1, 2, 3 is captured in terms of finitely many generators of special
functions, which close under derivatives. The generators are understood as coordinates on a
larger moduli space. This space parameterizes a freedom in choosing representatives of the chiral
ring while preserving a constant topological metric. Geometrically, the freedom corresponds to
a choice of forms on the target space respecting the Hodge filtration and having a constant
pairing. Linear combinations of vector fields on that space are identified with generators of
a Lie algebra. This Lie algebra replaces the non-holomorphic derivatives of tt∗ and provides
these with a finer and algebraic meaning. For sigma models into lattice polarized K3 manifolds,
the differential ring of special functions on the moduli space is constructed, extending known
structures for d = 1 and 3. The generators of the differential rings of special functions are
given by quasi-modular forms for d = 1 and their generalizations in d = 2, 3. Some explicit
examples are worked out including the case of the mirror of the quartic in P3, where due to
further algebraic constraints, the differential ring coincides with quasi modular forms.
∗alim@physics.harvard.edu
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1 Introduction
Two dimensional, N = (2, 2), superconformal field theories (SCFT) are at the heart of many
exciting developments and interactions between mathematics and physics. These theories have
a finite set of special states which exhibit a ring structure, the chiral ring [1]. The realization of
these theories as non-linear sigma models (NLSM) into Calabi-Yau (CY) threefold target spaces
and two twists lead to two topological field theories, the A- and the B-model [2, 3], which are
exchanged by mirror symmetry.
The deformations of the SCFT are generated by the marginal fields, which are also in the
chiral ring. The techniques of mirror symmetry rely on recovering in a geometric context
the chiral ring structure. In geometric realizations of the superconformal algebra (SCA) this
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becomes a problem of variation of Hodge structure on the middle dimensional cohomology on the
B-side, with its flat Gauss-Manin connection. On the A-side the variation problem introduces
the notion of quantum cohomology and can be phrased in terms of a variation of Hodge structure
with a flat connection, the A-model connection. Mirror symmetry is established by matching
the two. See e.g. Refs. [4, 5, 6] for more details.
Building on the chiral ring of 2d SCFT and similar structures for Landau-Ginzburg models
developed in Refs. [7, 8], Cecotti and Vafa introduced in Ref. [9] the tt∗ equations which describe
the variation of the ground states of 2d, N = 2 quantum field theories, which are not necessarily
conformal. For the conformal cases with central charge c = 3d, which can be realized as
nonlinear sigma models into CY d-folds the tt∗ equations are equivalent to special geometry
of CY threefolds [10] and to ita analogs in other dimensions. In these cases the chiral ring
translates into the cohomology of the target CY. When a subset of the chiral ring is considered,
the tt∗ equations describe the variation of Hodge structure.
This variation of Hodge structure is equipped with a natural holomorphic flat connection,
the Gauss-Manin connection. The tt∗ equations on the other hand also define a flat connection
on the moduli space, which has both a holomorphic and a non-holomorphic component. This
connection is sometimes called the tt∗ Gauss-Manin or the tt∗ Lax connection, see Ref. [11] for
a recent treatment of this. The question which this work is addressing and answering is how
the non-holomorphic content of the tt∗ connection for CY sigma models can be phrased in a
purely holomorphic and even algebraic way.
The formulation of the answer builds on previous mathematical work, in particular on an
extension of the Gauss-Manin connection to moduli spaces of Calabi-Yau spaces enhanced with
choices of differential forms developed by Movasati. In Ref. [12], the enhanced moduli space of
an elliptic curve was considered. This gives a three dimensional moduli space instead of the
usual one dimensional space. Moreover, coordinates on this space correspond to quasi-modular
forms and special vector fields, when composed with the Gauss-Manin connection, provide an
sl(2,C) Lie algebra. This approach was extended to the mirror quintic CY threefold [13, 14],
see also Ref. [15] for an overview of this program.
Another strand of works which feeds into the current investigation is the development of
polynomial differential rings on the moduli spaces of CY threefolds. It was shown by Yamaguchi
and Yau in Ref. [16], that the non-holomorphic content of the special geometry of the mirror
quintic threefold is entirely captured in terms of finitely many functions which close under
derivatives. This was generalized in Ref. [17] for arbitrary CY threefolds and further studied in
Ref. [18], where this structure was also developed for the elliptic curve. These differential rings
coincide with those of Ref. [13] and are expected to provide generalizations of classical quasi
modular forms. When subgroups of SL(2,Z) appear in limits of the monodromy groups of the
mirror CY threefolds [19, 20], the differential rings coincide with the differential rings of quasi
modular forms of Kaneko and Zagier [21].
A synthesis of these works for CY threefolds was performed in Ref. [22]. In that work the
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enhanced moduli space of CY threefolds was studied and it was shown that the polynomial
generators of Ref. [17] provide a parameterization thereof. Moreover a Lie algebra structure
was put forward which allows an algebraic reformulation of the holomorphic anomaly equations
of Bershadsky, Cecotti, Ooguri and Vafa (BCOV) [23, 24].
The purpose of the present work is to tie different strands together to provide an algebraic
formulation of the tt∗ equations for the cases of nonlinear sigma models into CY targets of
dimensions 1, 2 and 3. In order to achieve this, new structures will be developed including an
extension of the differential rings of special functions to the moduli spaces of lattice polarized
K3 manifolds, as well as explicit expressions for the constraints on the Ka¨hler metric which are
imposed by the flatness of the tt∗ connection. These constraints are strong enough to reproduce
the solution of the tt∗ equations for the elliptic curve obtained in Refs. [8, 9] by different means
as well as to put forward the analog for lattice polarized K3 manifolds.
For the nonlinear sigma models into CY manifolds of dim d = 1, 2, 3 which are considered
here, it will furthermore be shown, that the generators of the special differential rings serve
as parameters on a larger moduli space T. This space corresponds to the moduli space of the
CY enhanced with a choice of differential forms which respect the Hodge filtration and have a
constant pairing, which is symplectic (d = 1, 3) or symmetric (d = 2). From the 2d point of
view this moduli space parameterizes a freedom in choosing representatives of the chiral ring
elements which lie in the deformation bundle. The latter consists of all the states which are
obtained from the repeated action on the Neveu-Schwarz (NS) ground state by the marginal
deformations; via spectral flow this corresponds to a subset of the Ramond (R) ground states
of the theory.
Considering linear combinations of vector fields along the generators on T a Lie algebra
structure will be put forward following Refs. [12, 22]. This Lie algebra is a finer and algebraic
equivalent of the tt∗ equations in these cases. In examples it will be furthermore shown, that
coordinates on this larger space T correspond to quasi modular forms and their generalizations.
While the present text only treats tt∗ equations of CY sigma models of dimensions 1, 2, 3, a
generalization to higher dimensional CY target spaces, using the results of Ref. [25] is expected
and a generalization to LG models and general tt∗ geometries is conceivable. A holomorphic and
algebraic reformulation of the tt∗ equations is relevant for a number of reasons. Physically, the
tt∗ equations and the mere fact that solutions can be found are both mysterious and miraculous
[9, 26, 27]. In fact, for finding solutions in Refs. [8, 9] the symmetry content of a Hodge theoretic
approach was used to identify the problem given by the tt∗ equations in various examples
with classical equations of integrable systems, such as Toda equations [9, 26, 27]. A clear
reformulation of the equations in manifestly algebraic terms should push further connections to
classical problems of mathematical physics. Furthermore, non-compact CY threefolds are used
to geometrically engineer 4d,N = 2 gauge theories [28], the CY moduli spaces are identified
with the Coulomb branch of these theories. In this context the non-holomorphic content of the
tt∗ equations is only relevant when corrections are considered which correspond to Nekrasov’s
5
deformations [29], which can be captured by higher genus topological string amplitudes; see
for example Ref. [30]. The present work suggests that it is also meaningful to consider in
a holomorphic language the content of the non-holomorphic deformations of tt∗ for the field
theories. The larger moduli space advocated in this work, corresponding to the choices of chiral
ring elements in the 2d world, translates to a parameterization of a choice of two differentials,
one of which is the Seiberg-Witten differential [31], which contains the 4d physics.
On the mathematical side, phrasing the non-holomorphic content of the tt∗ equations in
a holomorphic way may simplify a rigorous treatment of these equations; see e. g. Ref. [32]
and references therein. Furthermore for the CY sigma models considered in the present work,
the algebraic treatment suggests an extension of the classical study of the variation of Hodge
structures, which connects it beautifully to the world of modular forms. This point of view has
been advocated in Refs. [13, 14, 33, 12, 15] without the use of tt∗ geometry.
2 Summary and Outline
In this work we consider the realization of the N = (2, 2) superconformal algebra with (c, c¯) =
(3d, 3d) as nonlinear sigma models into families of CY d-fold mirror target spaces Xˇt,Xz. We
consider the topological twists leading to the A-model on the family Xˇt and to the B-model on
the family Xz. The moduli spaces M of the target spaces will correspond to the complexified
Ka¨hler moduli space of Xˇt and to the complex structure moduli space of Xz. We will consider
the cases d = 1, 2, 3 corresponding to the elliptic curve, lattice polarized K3 manifolds and
Calabi-Yau threefolds respectively.
The tt∗ equations stem from the 2d perspective and are valid on both sides of mirror sym-
metry but it is much more challenging to provide their geometric meaning on the A-model
side. Likewise, in this work the algebraic structure of the tt∗ equations will be developed in
the B-model context so we will focus on the families of CY d-folds Xz and study the variation
of Hodge structure of the middle dimensional cohomology Hd(Xz,C) over the moduli space of
complex structure M. By mirror symmetry, the same structures should be recovered on the
A-model side as well.
2.1 Larger moduli space T
The main ingredient in the analysis, is to consider a larger moduli space T, following Refs. [12,
22], which parameterizes pairs: (
Xz , ~Ω
)
, (2.1)
where ~Ω = (ω1 . . . ωN ) denotes a choice of N elements in H
d(X ,C) which respect the Hodge
filtration:
0 = F d+1 ⊂ F d ⊂ · · · ⊂ F 0 = HddR(Xz) , (2.2)
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this means ω1 ∈ F d, (ω1, ω2, . . . , ωhd−1,1+1) ∈ F d−1 , . . . , (ω1, . . . , ωN ) ∈ F 0. N is given by
2, 2 +n, 2n+ 2 for d = 1, 2, 3 respectively, where n = dimM. For lattice polarized K3 manifolds
n is the rank of the Picard lattice of Xˇ , for threefolds n = h2,1(X ).1 We further impose on the
choice of elements in the filtration spaces, the following condition:
〈~Ω, ~Ω〉 = ΦCYd , (2.3)
where the pairing 〈., .〉 is given by the cup product and where ΦCYd is given by:
ΦCY1 :=
(
0 1
−1 0
)
, ΦCY2 :=
 0 0 −10 Cab 0
−1 0 0
 , ΦCY3 :=

0 0 0 1
0 0 1n×n 0
0 −1n×n 0 0
−1 0 0 0
 ,
(2.4)
where Cab is an n×n matrix giving the intersection form on the Picard lattice of Xˇ . In the SCFT
language n denotes the number of marginal deformations and the choice of forms corresponds
to choices of representatives of the chiral ring elements lying in the deformation bundle, which
will be introduced in the main body of this work and which corresponds to all the elements
obtained from the repeated action of the marginal operators on the unique NS ground state.
The change of choices of elements in ~Ω is captured by the algebraic group:
G :=
{
g ∈ GL(N,C) | g is block upper triangular and gtrΦCYdg = ΦCYd
}
(2.5)
acts from the right on T and its Lie algebra is given by:
Lie(G) =
{
g ∈ Mat(N,C) | g is block upper triangular and gtrΦCYd + ΦCYdg = 0
}
. (2.6)
The tt∗ geometry describes the variation of the Hodge decomposition for the CY d-folds.
Starting from the holomorphic (d, 0) form Ω, one can define:
e−K := cd
∫
X
Ω ∧ Ω ∈ Γ(L ⊗ L) , (2.7)
where cd is a normalization factor which depends on the conventions. K defines a Ka¨hler
potential and a Ka¨hler metric is given by :
Giı := ∂i∂ıK , (2.8)
where ∂i =
∂
∂zi
with respect to some local coordinates zi, i = 1, . . . , n on M. The Levi-Civita
connection is then given by:
Γkij = G
kk∂iGjk . (2.9)
1The case of d = 2 requires a more careful analysis, in the general discussion of Hd(X ,C) we mean the part coming
form the transcendental lattice of X , this will be discussed in Sec. 4.4
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The Hodge decomposition is given by:
Hd(X ,C) '
⊕
p+q=d
Hp,q(X ) . (2.10)
A choice of elements in the decomposition spaces is given by:
~Ωnh =
(
Ω DiΩ . . .Ω
)
, (2.11)
where all the elements are obtained by taking repeated covariant derivatives of the holomorphic
top form, DiΩ ∈ Hd−1,1(X ) and in general there are relations between the multi-derivatives
generating the next elements. It will be shown that this choice of Hodge decomposition satisfies
the tt∗ equations:
[Di, Cı] = 0 , (2.12)
[Dı, Ci] = 0 , (2.13)
[Di, Dı] = − [Ci, Cı] , (2.14)
[Di, Cj ] = [Dj , Ci] , (2.15)
[Dı, C] = [D, Cı] , (2.16)
where Ci, (Cı) denote N ×N matrices with strictly upper (lower) triangular entries. This gives
the tt∗ connection:
∇i = Di + 1
ζ
Ci , ∇ı = Dı + ζ Cı , (2.17)
which is flat:
[∇i,∇ı] = 0 , [∇i,∇j ] = 0 , [∇ı,∇] = 0 . (2.18)
2.2 Algebraic description
The essence of this work is to show that the holomorphic and non-holomorphic components of
the tt∗ connection get replaced by:
∇i → ∇Ra ∇ı → ∇Rg g ∈ Lie(G) . (2.19)
where ∇Ra ,∇Rg denote the composition of vector fields R in T with the holomorphic Gauss-
Manin connection. In order to show this, a holomorphic choice of filtration elements ~Ωz using
multi-derivatives with respect to arbitrary local coordinates zi on the moduli spaceM is related
to a distinguished choice ~Ωt, which uses a special normalization of Ω ∈ Hd,0(X ) as well as
distinguished special coordinates to generate the other elements. The distinguished choice has
furthermore the property that the matrices Ca become strictly upper triangular. The crucial
point is that the distinguished holomorphic choice can be obtained by using the tt∗ special
geometry as intermediate steps to generate the elements of the Hodge decomposition described
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above. In doing so, multi-derivatives of tt∗ metrics and connections will appear. It is shown
for all the cases considered in this work that these multi-derivatives of the geometric objects
form a closed ring in finitely many generators, these generators correspond to non-holomorphic
potentials for the entries of Cı. In relating the arbitrary choice to the distinguished choice thus
the generators of these differential rings show up. By considering the holomorphic limits of
these objects one obtains a purely holomorphic parameterization of the freedom which one has
in choosing the elements in the filtration spaces.
2.3 Main results
We consider ~Ωt as living in the larger space T, which parameterizes different choices of entries
of ~Ω. Considering vector fields R in T we can compose these with the Gauss-Manin connection
and define the following:
∇R~Ω = AR~Ω , (2.20)
where AR are given by N ×N matrices.
Theorem 2.1. • There are unique vector fields Ra, a = 1, 2, . . . , n = dimM in T and
unique N ×N matrices Ca, such that Ca = ARa are given by:
Ca =
(
0 1
0 0
)
, for d=1 , (2.21)
Ca =
 0 δ
j
a 0
0 0 Cai
0 0 0
 , for d=2 , (2.22)
Ca =

0 δja 0 0
0 0 Caij 0
0 0 0 −δia
0 0 0 0
 , for d=3 , (2.23)
and furthremore:
RaCb = RbCa . (2.24)
• For any g ∈ Lie(G) there is also a unique vector field Rg in T such that
ARg = g
tr. (2.25)
This theorem is proved case by case in Sec. 7. It was proved for CY threefolds in Ref. [22],
the analogous statement for the elliptic curve developed here recovers a result of Movasati [12],
we also prove by construction that this theorem is true for lattice polarized K3 manifolds.
While developing the necessary structure to prove this theorem, explicit constraints on the
curvature of the Ka¨hler metric Giı on the moduli space M are spelled out, we obtain the
following:
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Theorem 2.2. • The curvature of the Ka¨hler metric on M of elliptic curves can be ex-
pressed as:
∂z¯Γ
z
zz = Gzz¯ + e
2KCzC z¯ . (2.26)
• For CY twofolds we obtain:
∂m¯Γ
k
im = δ
k
i Gmm¯ + δ
k
mGim¯ + e
2KCimCm¯k¯G
kk . (2.27)
Furthermore, the metric satisfies:
Gmm¯ = −Cmj Cm¯Gj e2K . (2.28)
• For CY threefolds we recover the well known; see e. g. Refs. [10, 24]:
∂m¯Γ
k
im = δ
k
i Gmm¯ + δ
k
mGim¯ − e2KCijmCm¯k¯GjGkk . (2.29)
This theorem is proved case by case in Sec. 4.
Using distinguished special coordinates on the moduli space, we can furthermore give explicit
solutions of the tt∗ metrics, which are given by the following:
Theorem 2.3. • The Ka¨hler potential K and metric (solution of tt∗ equations) takes the
form [7]:
K = − log (2|pi0|2=t ) , Gzz¯ = 1
4|= t|2
∣∣∣∣ ∂t∂z
∣∣∣∣2 , (2.30)
where =t = 12i(t− t¯).
• The Ka¨hler potential K and Ka¨hler metric Gi on M (solution to the tt∗ equations) for
CY twofolds is given by:
K = − log
(
2|pi0|2Cab=ta=tb
)
, (2.31)
Gi =
1
2(Ccd= tc= td)2
∂ta
∂zi
∂t
b
∂z
(
2CadCbc= tc= td − CabCcd= tc= td
)
. (2.32)
• For CY threefolds, the expressions for the Ka¨hler potential and metric are given by:
K = − log (4|X0|2 (=F0 −=tc<Fc)) , (2.33)
Gi =
1
4 (=F0 −=tc<Fc)
∂ta
∂zi
∂t
b
∂z
(
2=τab (=F0 −=tc<Fc)− (=Fa −=tcτac)
(
=Fb −=tdτ bd
))
.
(2.34)
This theorem is proved case by case in Sec. 5.
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2.4 Structure of this work
This work is structured as follows. In Sec. 3, a review of the N = 2 superconformal algebra,
its chiral ring, the tt∗ equations as well as their geometric realization in CY sigma models
is provided. Sec. 4 proceeds with a discussion of the implications of the flatness of the tt∗
connection for the curvature of the Ka¨hler metric of the moduli spaces of the CY d-folds, for
d=1,2,3. In Sec. 5 the implications of the flatness of the tt∗ connection are exploited to obtain
exact expressions for the Ka¨hler metrics in terms of the special coordinates. In Sec. 6, the
differential rings will be developed and in Sec. 7, the generators of the differential rings will
be used as parameters on the larger moduli space T. On T, vector fields along the differential
ring generators will provide a basis for a Lie algebra which captures the full content of the tt∗
equations for these sigma models. In Sec. 8, examples will be given for the general structures
developed in this paper.
3 Moduli space of N = 2 superconformal algebra
In this section, some background material will be reviewed. We will recall the N = 2 supercon-
formal algebra and its chiral ring [1] as well as the tt∗ equations [9] and the geometric realization
in terms of variation of Hodge structure. More details can be found in Refs. [34, 4, 5].
3.1 N = 2 superconformal algebra and chiral ring
3.1.1 Superconformal algebra
The N = 2 superconformal algebra is generated by the energy momentum tensor T (z), two
supercurrents G±(z), and a U(1) current J(z) of conformal weights 2, 3/2, 1 respectively. ±
denotes the U(1) charge. The boundary conditions for G±(z) are:
G±(e2piiz) = −e∓2piiaG±(z) , (3.1)
with a continuous real parameter a which lies in the range 0 ≤ a < 1. The superconformal
algebras are isomorphic for different values of a. The map between these is called the spectral
flow. For a = 0, 1/2 the representations are called Ramond (R) and Neveu-Schwarz (NS) sectors,
respectively. The currents can be expanded in Fourier modes
T (z) =
∑
n
Ln
zn+2
, G±(z) =
∑
n
G±n±a
zn±a+
3
2
, J(z) =
∑
n
Jn
zn+1
. (3.2)
The N = 2 superconformal algebra can be expressed in terms of the operator product expansion
of the currents or by the commutation relations of their modes:
[Lm, Ln] = (m− n)Lm+n + c
12
m(m2 − 1)δm+n,0 ,
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[Jm, Jn] =
c
3
mδm+n,0 ,
[Ln, Jm] = −mJm+n ,[
Ln, G
±
m±a
]
=
(n
2
− (m± a)
)
G±m+n±a ,[
Jn, G
±
m±a
]
= ±G±n+m±a ,{
G+n+a, G
−
m−a
}
= 2Lm+n + (n−m+ 2a)Jn+m + c
3
(
(n+ a)2 − 1
4
)
δm+n,0 . (3.3)
The following discussion will be in the NS sector (a = 1/2). The highest weight states of
the superconformal algebra, which are created by primary operators φ|0〉 satisfy:
Ln|φ〉 = 0 , G±r+1/2|φ〉 = 0 , Jm|φ〉 = 0 , n, r,m > 0 . (3.4)
they are labeled by the eigenvalues of the zero index modes L0 and J0
L0|φ〉 = hφ|φ〉 , J0|φ〉 = qφ|φ〉 . (3.5)
3.1.2 The chiral ring
Chiral states are a subset of the highest weight states, created by the chiral primaries which
satisfy in addition:
G+−1/2|φ〉 = 0 . (3.6)
Anti-chiral states are annihilated by G−−1/2. Considering
〈φ|{G−1/2, G+−1/2}|φ〉 = ||G+−1/2|φ〉||2 = 〈φ|2L0 − J0|φ〉 ≥ 0 , (3.7)
implies
hφ ≥ qφ
2
, (3.8)
with equality holding for chiral states.
Furthermore, in the operator product expansion of two chiral primary fields φ and χ
φ(z)χ(w) =
∑
i
(z − w)hψi−hφ−hχψi , (3.9)
the U(1) charges add qψi = qφ + qχ and hence hψi ≥ hφ + hχ. The operator product expansion
has thus no singular terms and the only terms which survive in the expansion when z → w are
the ones for which ψi is itself chiral primary. It is thus shown that the chiral primary fields give
a closed non-singular ring under operator product expansion, this is the chiral ring:
φiφj = C
k
ijφk . (3.10)
The charges of the ring are furthermore bounded, as can be seen from:
〈φ|{G−3/2, G+−3/2}|φ〉 = 〈φ|2L0 − 3J0 +
2
3
c|φ〉 ≥ 0 , (3.11)
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which implies q ≤ cˆ for unitary theories, where cˆ = c/3
The N = (2, 2) is then obtained by combining two copies of this algebra. This gives the
(c, c), (a, c), (a, a) and (c, a) rings, where the latter two are charge conjugates of the first two.
3.1.3 Ramond ground states
If one considers the representation of the SCA with a = 0 or the Ramond sector, the analog
of the bound between conformal weight and charge becomes a bound on the conformal weight.
The analog of the chiral states become the subset of states satisfying:
G+0 |φ〉 = 0 , (3.12)
these are the Ramond ground states. Considering
〈φ|{G−0 , G+0 }|φ〉 = ||G+0 |φ〉||2 = 〈φ|2L0 −
c
12
|φ〉 ≥ 0 , (3.13)
implies
hφ ≥ c
24
, (3.14)
with equality holding for the Ramond ground states. A crucial fact is that the spectral flow
isomorphism which can be implemented on the operators of the SCA leads to an identification
of both the chiral ring as well as the anti-chiral ring with the finitely many Ramond ground
states. This is a crucial insight in the development of the tt∗ equations.
3.1.4 Twisting and U(1) anomaly
The Ramond ground states admit a translation into a topological field theory by considering
the cohomology of G+0 . Knowing the isomorphism between the chiral ring and the Ramond
ground states one wants however also to take advantage of the ring structure. In order to do
this one can consider G+−1/2 or G
−
−1/2 as operators and consider their cohomology which will
give the chiral and anti-chiral rings respectively. In order to have a global operator on the 2d
base space and in order to have a topological Ttop a further twist is needed. One possibility is
to define:
T ′ = Ttop = T +
1
2
∂J . (3.15)
On the level of modes this becomes:
L′m = Lm −
1
2
(m+ 1)Jm , (3.16)
which has the effect of shifting h′ = h − q2 . Through this twist the operator G+−1/2 becomes a
scalar and can be identified with:
Q = G+−1/2 , (3.17)
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where Q is an operator which squares to zero Q2 = 0 and which can be used to define a
topological theory of cohomological type. Moreover Ttop becomes Q-exact, as is required for
the independence of the correlation functions on the insertion points. The twisting introduces
furthermore an anomaly in the U(1) current, which has the effect that correlation functions on
the sphere are only non-vanishing when a total U(1) charge cˆ = d is inserted in the correlator.
These correlators will play an important role, as they will be identified with the chiral ring
structure constants. We will denote these by:
Ci1...id = 〈φi1 . . . φid〉 . (3.18)
If one wants to restrict to the anti-chiral ring on the other hand the twisting would be:
T ′ = Ttop = T − 1
2
∂J . (3.19)
3.2 Moduli spaces and a flat connection
3.2.1 Deformations of SCFT
We restrict the discussion to the (c, c) and (a, a) rings in the following. To deform a supercon-
formal field theory one may add to the action operators:
S → S + ti
∫
d2zOi + t¯ı
∫
d2zOı . (3.20)
The operators Oi,Oı should have (q, q¯) = (0, 0) and (h, h¯) = (1, 1), these can be constructed
out of the chiral primary operators with (|q|, |q¯|) = (1, 1). For example, starting with φ with
(q, q¯) = (1, 1) from the (c, c) ring one can construct:
φ(1)(w,w) =
[
G−, φ(w,w)
]
=
∮
dz G−(z)φ(w,w) , (3.21)
which now has h = 1, q = 0. In the next step
φ(2)(w,w) =
{
G
−
, φ(1)(w,w)
}
=
∮
dz G
−
(z)φ(1)(w,w) , (3.22)
which has h = h = 1 and zero charge and is hence a truly marginal operator and can be used
to perturb the action of the theory
Oi = φ(2)i , Oı = φ(2)ı , i = 1, . . . , n , (3.23)
where n = dimH(1,1) denotes the dimension of the subspace of the Hilbert space of the theory
containing the states which are created by the charge (1, 1) operators. A similar construction can
be done for the (a, c) chiral ring. The deformations constructed in this way span a deformation
space M, the moduli space of the SCFT.
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3.2.2 tt∗ equations and deformation bundle
In the following we will consider a subset of the states created by operators of the chiral ring
and study how these vary as the parameters of the theory are changed. The subset in question
will be the span of states obtained from the repeated action on the unique NS vacuum |0〉with
the truly marginal operators. We adopt in the following the language of the (c, c) ring, similar
statements hold for the other rings as well. The truly marginal deformations in this case have
charge (q, q¯) = (1, 1). We will think of these states as living in a bundle H → M over the
moduli space M of the theory, we will call this bundle the deformation bundle. It should be
noted that this will be a subbundle of the bundle of Ramond ground states which is usually
considered in the tt∗ context. The bundle H can be locally decomposed into subbundles, using
the charge grading, i.e.:
H = H0,0 ⊕H1,1 ⊕ · · · ⊕ Hd,d , (3.24)
where Hp,q denotes the subspace of states of charge (p, q), it is now clear that it is a sub-bundle
since it only carries states with p = q, since they are all created by the repeated action of
operators of charge (1, 1) on the NS vacuum. Similar statements hold for the other rings as
well. We will label the states by α = 1, . . . , N , where N is the dimension of the fiber of this
bundle. These states form a representation of the chiral ring, so in particular the action of the
truly marginal operators φi, i = 1, . . . , n = dimM reads.
φi|µ〉 = Cνiµ|ν〉 , (3.25)
the Cβiα can be thought of as the entries of an N × N matrix Ci. Since the states in the
deformation bundle also map to Ramond ground states by the spectral flow isomorphism, there
is also a Berry connection, capturing the variation of the ground states as the parameters of the
theory are varied and this defines a covariant derivative. Along the truly marginal directions
acting on a state |µ〉 this reads:
Di|µ〉 := (δµν ∂i − (Ai) µν )|µ〉 . (3.26)
H has furthermore a Hermitian structure obtained by first considering the bundle of states
by truly marginal operators of the (a, a) ring. We will denote these by |µ¯〉 , µ¯ = 1, . . . , N . Since
also these states map to the Ramond ground states, the tt∗ geometry of Ref. [9] puts forward a
hermitian metric on the moduli space, defined by:
gµν¯ := 〈ν¯|µ〉 . (3.27)
Similarly a Berry connection and the representation of the anti-chiral ring can be defined in this
case. The tt∗ equations describe the combined variation with respect to both rings, exploiting
the fact that both map to the Ramond ground states, the equations read [9]:
[Di, Cı] = 0 , (3.28)
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[Dı, Ci] = 0 , (3.29)
[Di, Dı] = − [Ci, Cı] , (3.30)
[Di, Cj ] = [Dj , Ci] , (3.31)
[Dı, C] = [D, Cı] , (3.32)
this gives the connection:
∇i = Di + 1
ζ
Ci , ∇ı = Dı + ζ Cı , (3.33)
which is flat:
[∇i,∇ı] = 0 , [∇i,∇j ] = 0 , [∇ı,∇] = 0 , (3.34)
where ζ is a spectral parameter which is important in the interpretation of the flat sections of
the tt∗ connection. These correspond to D-branes in the target CY [35]. See also Refs. [11, 36]
for more recent discussions of this parameter.
3.3 Geometric realization as variation of Hodge structure
We will consider the topological twist which leads to the B-model which has the (c, c) ring as
its states. When realized in terms of a NLSM these states translate into the cohomology of the
target CY d−fold X . In particular the states of the deformation bundle get identified with:
Hp,q ≡ H0,q(X ,∧pTX ) ∼= Hd−p,q(X ) , (3.35)
where the last identification is made using the unique holomorphic (d, 0) form Ω of X . The
moduli space M on the B-side corresponds to the moduli space of complex structures of the
target space X . For a CY d-fold, the deformation bundle is the middle dimensional cohomology
Hd(X ,C). This space has a natural splitting once a given complex structure is chosen, i.e., at
a specific point in the complex structure moduli space. The split is
Hd(X ,C) '
⊕
p+q=d
Hp,q(X ) . (3.36)
This split identifies the unique up to scale holomorphic (d, 0) form Ω. It permits furthermore a
natural notion of complex conjugation, namely Hp,q(X ) = Hq,p(X ). The term Hodge structure
refers to Hd(X ,C), together with the split (3.36) and with a lattice given by Hd(X ,Z) which
generates Hd(X ,C) upon tensoring with C; see Ref. [4] for more details. The split (3.36) does
however not vary holomorphically when the complex structure moduli are varied. There is
however a different split of the bundle which varies holomorphically over the moduli space of
complex structures. This split is given by the Hodge filtration F •(X ) = {F p(X )}dp=0, where the
spaces in brackets are defined by
Hd = F 0 ⊃ F 1 ⊃ . . . F d+1 = 0 , F p(X ) =
⊕
a≥p
Ha,d−a(X ) ⊂ Hd . (3.37)
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To recover the splitting (3.36) one can intersect with the anti-holomorphic filtration
Hp,q(X ) = F p(X ) ∩ F q(X ) . (3.38)
Instead of a fixed target space, one can consider a variation family by varying the complex
structure of X . In this case the filtration is equipped with a flat connection ∇ which is the
Gauss-Manin connection with the property ∇F p ⊂ F p−1, which is called Griffiths transversality.
This property permits an identification of the derivatives of Ω(z) ∈ F d with elements in the
lower filtration spaces. The whole filtration can be spanned by taking multi-derivatives of the
holomorphic (d, 0) form. (d+ 1) order derivatives can then again be expressed by the elements
of the basis, which is reflected by the fact that periods of Ω(z) are annihilated by a system of
differential equations called the Picard-Fuchs (PF) equations. The PF equations capture the
variation of Hodge structure which describes the geometric realization on the B-model side of
the deformation of the N = (2, 2) superconformal field theory and its chiral ring [37]; see also
Refs. [38, 6] for a review. Schematically the variation takes the form:
F d
∇B−−→ F d−1 ∇B−−→ . . . ∇B−−→ F 0 . (3.39)
4 Flat connections
In the following we will consider the tt∗ geometry of the realization of N = (2, 2) as nonlinear
sigma models into CY d-folds, this means (cˆ, cˆ) = (d, d). For CY threefolds, the tt∗ equations are
equivalent to special geometry [10]. While developing the structure we will adopt the language
of the B-model, where the chiral ring translates to the variation of Hodge structure of the middle
dimensional cohomology of the CY d-folds. We will bear in mind that analogous structures exist
on the A-model side as well by mirror symmetry.
4.1 Generalities
The deformation bundle is generated by acting on the unique NS ground state of the SCFT
having (q, q¯) = (0, 0) with the marginal operators which have (q, q¯) = (1, 1). This translates
geometrically via Eq. (3.35) to taking derivatives of the nowhere vanishing holomorphic d−form,
which will denote by Ω. This form is a section of the Hodge line bundle L → M, where we
denote by M the moduli space of complex structure of the CY d-fold which we denote by X .
Here L is given by F d discussed earlier. This reflects the fact that in the CFT the ground state
is unique up to scale. Furthermore let dimM = n and zi, i = 1, . . . , n denote local coordinates
in a given patch of M. We will further denote by ∂i := ∂∂zi and ∂ı := ∂∂zı .
We will introduce some structures which will be general for CY d-folds, of which we will
only consider d = 1, 2, 3. Similar structures for d ≥ 4 were developed in Refs. [25, 39].
17
We start by defining:
e−K := cd
∫
X
Ω ∧ Ω ∈ Γ(L ⊗ L) , (4.1)
where cd is a normalization factor which depends on the conventions; we will give explicit values
in the cases which we will consider. K defines a Ka¨hler potential and a Ka¨hler metric can be
given :
Giı := ∂i∂ıK , (4.2)
the Levi-Civita connection is then given by:
Γkij = G
kk∂iGjk . (4.3)
To find an expression for the conection in L we require DiΩ ∈ H(d−1,1)(X ), i.e. the connection
part should cancel the Hd,0 parts in DiΩ, making the ansatz DiΩ = ∂iΩ +AiΩ. This means in
particular that: ∫
X
DiΩ ∧ Ω = 0 , (4.4)
by Hodge decomposition type considerations. This gives Ai = ∂iK =: Ki. Similarly DıΩ =
(∂ı +Kı)Ω ∈ H1,d−1(X ).
Proposition 4.1. We have the following
1. Die
−K = 0 = Dıe−K .
2. Giı = −cdeK
∫
X DiΩ ∧DıΩ .
3. DiGj = 0 .
Proof. 1. This follows from the definitions.
2. This follows from considering:
DıDie
−K = 0 = DiDı
(
cd
∫
X
Ω ∧ Ω
)
= cd
∫
X
DiΩ ∧DıΩ +Giıe−K . (4.5)
3. This follows from Eq. 4.3.
4.2 Holomorphic limits
In the following we will fix a notion of special coordinates and of holomorphic limits. Special
coordinates (see Refs. [10, 38] and references therein for CY threefolds) can be defined using
the periods of the holomorphic d−form. In the following we will outline the similarities in the
cases d = 1, 2, 3 which we consider, a case by case discussion follows in subsequent sections. We
fix a basis γµ ∈ Hd(X ,Z) , µ = 0, . . . , N − 1 and define the periods as the integrals:
piµ =
∫
γµ
Ω . (4.6)
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Choosing γµ for µ = 0, . . . , n non-intersecting cycles we obtain XI = piI , I = 0, 1, . . . , n pro-
jective coordinates for M, the moduli space of complex structures of X . We define special
coordinates (in a patch where X0 6= 0) by:
ta =
Xa
X0
, a = 1, . . . , n . (4.7)
We furthermore adopt the discussion of holomorphic limits of the ingredients of the special
Ka¨hler geometry of Ref. [24], by defining the holomorphic limit of e−K by:
e−K |hol := h0X0 , (4.8)
where h0 is a constant. We furthermore introduce the non-holomorphic coordinates:
tanh := h
aK , (4.9)
where ha denote the entries of a constant matrix which is chosen such that the holomorphic
limit of the latter is given by:
tanh|hol = ta , (4.10)
it follows that
Gi|hol := ha∂t
a
∂zi
. (4.11)
We will furthermore define:
∂a :=
∂
∂tanh
(4.12)
and, depending on the context, we may also think of ∂a as the derivative with respect to the
special coordinate. We will in general also drop the subscript in tanh. The coordinates t
a
nh
appear in the discussion of the canonical coordinates of Ref. [24]. It should be stressed that the
discussion of the holomorphic limit is mathematically far from obvious, see Refs. [24, 40] for the
discussion in the case of CY threefolds.
4.3 Calabi-Yau onefolds
We will start with the geometric realization of the SCA with cˆ = 1 as a NLSM into a CY onefold.
We will have the elliptic curve as a non-trivial compact example in mind. The moduli space
of complex structures M is one dimensional and we will use z as an algebraic local coordinate.
Using the holomorphic (1, 0) form Ω which is a section of L →M, we define the Ka¨hler potential
e−K = i
∫
Ω ∧ Ω ,∈ Γ(L ⊗ L). (4.13)
The non-vanishing correlation function on the sphere has to have cˆ = 1, this becomes a one
point function of the marginal operator, we define:
Cz = 〈φz〉 = −
∫
X
Ω ∧DzΩ , (4.14)
where DzΩ = ∂zΩ +KzΩ.
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Proposition 4.2. We have the following equations:
1. DzΩ = −ieKCz Ω , Dz¯Ω = ieKC z¯ Ω ,
2. Gzz¯ = e
KCzC z¯ ,
3. DzCz = 0 , Dz¯C z¯ = 0 ,
Proof. 1. DzΩ defines (0, 1) form, one can therefore make the Ansatz DzΩ = Az Ω. To
compute the coefficient Az we use Griffiths transversality and obtain
Cz = −
∫
X
Ω ∧DzΩ = −Az
∫
X
Ω ∧ Ω = iAze−K . (4.15)
Dz¯Ω follows similarly.
2. This follows from Gzz¯ = −ieK
∫
X DzΩ ∧Dz¯Ω , and 1.
3. This follows from: 0 = DzGzz¯ = Dze
2KCzC z¯ = e
2kC z¯DzCz .
We have the following
Dz
(
Ω
Ω
)
=
(
0 −ieKCz
0 0
)
︸ ︷︷ ︸
:=Cz
(
Ω
Ω
)
, (4.16)
and
Dz¯
(
Ω
Ω
)
=
(
0 0
ieKCz¯ 0
)
︸ ︷︷ ︸
:=Cz¯
(
Ω
Ω
)
, (4.17)
in total these equations, together with DzC z¯ = 0 = Dz¯Cz, are manifestly equivalent to the
tt∗ equations 3.28. We can furthermore spell out the constraint on the curvature of the Ka¨hler
metric given by the flatness of the tt∗ connection. This is the analog of the well known constraints
for threefolds, see Refs. [10, 24]. This leads to the first part of Theorem 2.2:
Theorem. The curvature of the Ka¨hler metric on M can be expressed as:
∂z¯Γ
z
zz = Gzz¯ + e
2KCzC z¯ . (4.18)
Proof. We first compute:
[Dz, Dz¯]DzΩ = Dz(Gzz¯Ω)− ∂z¯(∂z − Γzzz +Kz)DzΩ = (∂z¯Γzzz −Gzz¯) , (4.19)
and now compute it again using DzΩ = −ieKCzΩ
[Dz, Dz¯]DzΩ = [Dz, Dz¯](−ieKCzΩ) = e2KCzC z¯DzΩ . (4.20)
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4.4 Calabi-Yau twofolds
We proceed with the discussion of NSLM with cˆ = 2, which correspond to target spaces which
are CY twofolds. K3 surfaces are a non-trivial compact example. In these cases, an enhanced
N = (4, 4) SCA can be considered [41], which is obtained from the N = (2, 2) algebra by
including the generators of additional symmetries. The discussion in the following will however
follow the N = (2, 2) setup, which is also the natural arena of mirror symmetry for lattice
polarized K3 manifolds [42], see also Refs. [43, 44, 45].
Lattice polarized K3 manifolds were defined in Ref. [42], we give a brief outline here following
Ref. [45]. The K3 lattice ΛK3 is given by:
ΛK3 = E8(−1)⊕ E8(−1)⊕H⊕3 , (4.21)
where H is the rank 2 hyperbolic lattice. A lattice polarized K3 is defined by a lattice M of
rank r of signature (1, r − 1) which admits a primitive embedding into ΛK3. Given a lattice
M , the M -polarized K3 surface is defined to be a K3 surface whose Picard lattice is M . The
orthogonal complement of the Picard lattice gives the transcendental lattice of the K3 surface
and gives up to a factor H the Picard lattice of the mirror K3. The discussion of the variation
of Hodge structure in this work will be concerned with the part of H2(X ,C) coming from the
transcendental lattice T (X ) of the mirror K3 surface X , this lattice has rank 2+n when n is the
rank of the Picard lattice of Xˇ and n = dimM, the dimension of the moduli space of complex
structures of X .
Using the holomorphic (2, 0) form Ω ∈ Γ(L) , we define the Ka¨hler potential
e−K =
∫
Ω ∧ Ω ,∈ Γ(L ⊗ L) (4.22)
We further define a holomorphic section of L2 ⊗ Sym2T ∗M, which corresponds to the non-
vanishing two point function on the sphere, by
Cij = 〈φiφj〉 = −
∫
X
Ω ∧DiDjΩ , (4.23)
Proposition 4.3. The following equations hold:
1.
∫
X DiΩ ∧DjΩ = Cij .
2. DiΩ = −eKGjıCijDıΩ , DıΩ = −eKGiCıDiΩ .
3. DiDjΩ = e
KCijΩ.
4. DiCjk = 0 , DıCk¯ = 0 .
Proof. 1. Since
∫
X Ω ∧DiΩ = 0 by Hodge decomposition type, we have
Dj
∫
X
Ω ∧DiΩ =
∫
X
DjΩ ∧DiΩ +
∫
X
Ω ∧DjDiΩ =
∫
X
DiΩ ∧DjΩ− Cij = 0 . (4.24)
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2. DiΩ should define a (1, 1) form by Griffiths transversality, we therefore make the Ansatz
DiΩ = A
ı¯
iDı¯Ω and use the following:∫
X
DiΩ ∧DjΩ = Aıi
∫
X
DıΩ ∧DjΩ = Cij , (4.25)
And hence
Aıi = −eKGjıCij , likewise DıΩ = AiıDiΩ , Aiı = −eKGiCı . (4.26)
3. By Griffiths’ transversality we have: DiDjΩ = AijΩ ∈ H0,2, we compute:
− Cij =
∫
X
Ω ∧DiDjΩ = Aij
∫
X
Ω ∧ Ω = −Aije−K (4.27)
and hence:
Aij = e
K Cij (4.28)
4. We can show:
Dk
∫
X
DiΩ ∧DjΩ =
∫
X
DkDiΩ ∧DjΩ +
∫
X
DiΩ ∧DkDjΩ =
eKCki
∫
X
Ω ∧DjΩ + eKCkj
∫
X
Ω ∧DiΩ = 0 (4.29)
and hence:
DiCjk = 0 . (4.30)
These equations can be written in the following form:
Dm
 ΩDiΩ
Ω
 =
 0 δ
j
m 0
0 0 eKCmi
0 0 0

︸ ︷︷ ︸
:=Cm
 ΩDjΩ
Ω
 , (4.31)
Dm¯
 ΩDiΩ
Ω
 =
 0 0 0Gm¯i 0 0
0 −eKGjCm¯ 0

︸ ︷︷ ︸
:=Cm¯
 ΩDjΩ
Ω
 , (4.32)
which are again an explicit realization of the tt∗ equations 3.28. This leads to the second part
of Theorem 2.2:
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Theorem. The constraint on the curvature of the Ka¨hler metric is given by:
∂m¯Γ
k
im = δ
k
i Gmm¯ + δ
k
mGim¯ + e
2KCimCm¯k¯G
kk . (4.33)
Furthermore, the metric satisfies:
Gmm¯ = −Cmj Cm¯Gj e2K , (4.34)
Proof. We compute the L.H.S and R.H.S of the commutator acting on (Ω DiΩ Ω)
Tr
[Dm, Dm¯] = − [Cm, Cm¯] (4.35)
In the first line we verify:
(DmDm¯ −Dm¯Dm)Ω = −Gmm¯Ω , (4.36)
the second line gives:
(DmDm¯ −Dm¯Dm)DiΩ = (e2KCmiCm¯kGkk +Gm¯iδkm)DkΩ , (4.37)
writing out the L.H.S and rearranging gives the expression for the curvature. The third line
gives:
(DmDm¯ −Dm¯Dm)Ω = Gmm¯Ω = −Cmj Cm¯Gj e2K Ω, (4.38)
which gives the expression for the metric.
4.5 Calabi-Yau threefolds
The case of cˆ = 3 corresponds to sigma models into CY threefolds. The flatness of the tt∗
connection is equivalent to special geometry [10]. The manipulations given in the following can
be found in many places; see e. g. Refs. [46, 24]. Using Ω ∈ H3,0(X ), we define:
e−K := i
∫
Ω ∧ Ω , (4.39)
which gives the Ka¨hler metric:
Giı = ∂i∂ı = −ieK
∫
X
DiΩ ∧DıΩ . (4.40)
We further define a holomorphic section of L2 ⊗ Sym3T ∗M, which corresponds to the non-
vanishing three-point function on the sphere, by
Cijk = 〈φiφjφk〉 = −
∫
X
Ω ∧DiDjDkΩ , (4.41)
We have the following
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Proposition 4.4. The following equations hold:
1.
∫
X DiΩ ∧DjDkΩ = Cijk .
2. DiDjΩ = −ieKGkkCijkDkΩ , DıDΩ = ieKGkkCıkDkΩ .
3. DiDΩ = GiΩ .
Proof. 1.
∫
X Ω∧DiDjΩ = 0 by type considerations, this follows from Dk
∫
X Ω∧DiDkΩ = 0
and Eq. 4.41.
2. DiDjΩ = A
k
ijDkΩ ∈ H1,2(X ) by Hodge type considerations, the coefficients are found
using 1.
3. This is a straightforward computation.
These equations can be written in the following form:
Dm

Ω
DiΩ
DıΩ
Ω
 =

0 δjm 0 0
0 0 −ieKCmijGj 0
0 0 0 Gmı
0 0 0 0

︸ ︷︷ ︸
:=Cm

Ω
DjΩ
DΩ
Ω
 , (4.42)
and
Dm¯

Ω
DiΩ
DıΩ
Ω
 =

0 0 0 0
Gm¯i 0 0 0
0 ieKGjCm¯ı 0 0
0 0 δm¯ 0

︸ ︷︷ ︸
:=Cm¯

Ω
DjΩ
DΩ
Ω
 , (4.43)
which are again an explicit realization of the tt∗ equations 3.28. This leads to the well known
constraint of special geometry of CY threefolds [10, 24]:
Theorem. The constraint on the curvature of the Ka¨hler metric is given by:
∂m¯Γ
k
im = δ
k
i Gmm¯ + δ
k
mGim¯ − e2KCijmCm¯k¯GjGkk . (4.44)
Proof. This follows by similar considerations as in the one and two-fold cases.
5 Special coordinates and tt∗ metrics
In the following, special coordinates on the moduli spaces M of the target spaces X will be
introduced. The constraints arising from the flatness of the tt∗ connection developed in the
previous section will be enough to recover a solution of the tt∗ geometry for the elliptic curve,
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given in Ref. [7] and present an analogous equation for metric of the ground states for the NLSM
with CY two- and threefolds as target manifolds.2
5.1 Elliptic curve
We choose a symplectic basis of {α, β} ∈ H1(X ,Z) such that:∫
X
α ∧ β = 1 ,
∫
X
α ∧ α = 0 ,
∫
X
β ∧ β = 0 . (5.1)
let furthermore {A,B} denote a dual basis of cycles in H1(X ,Z) such that:∫
X
α ∧ β =
∫
A
α =
∫
B
β = 1 . (5.2)
We will denote by {pi0, pi1} the periods of Ω over the cycles {A,B}:∫
A
Ω = pi0 ,
∫
B
Ω = pi1 , (5.3)
we can now write:
Ω = pi0α+ pi1β . (5.4)
We introduce the special coordinate t = pi1/pi0 and a normalized Ω˜ := (pi0)−1Ω, s.t.:
Ω˜ = α+ tβ , (5.5)
Using these we get the following:
Theorem. The Ka¨hler potential K and metric (solution of tt∗ equations) takes the form:
K = − log (2|pi0|2=t ) , Gzz¯ = 1
4|= t|2
∣∣∣∣ ∂t∂z
∣∣∣∣2 , (5.6)
where =t = 12i(t− t¯).
Proof. We first compute e−K using Eq. (5.4), the metric then follows immediately.
This agrees with the solution for the metric of the tt∗ geometry given in Refs. [7, 9].
2It should be noted that all the ingredients for CY threefolds are known, whereas to the best of the author’s
knowledge the twofold solution is new.
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5.2 Calabi-Yau twofolds
The following discussion is for lattice polarized K3 manifolds [42]. See in particular Ref. [45] and
references therein for a discussion of the periods in this case. We chose a basis {α0, α1, . . . , αn+1}
of the transcendental lattice T (X ) ⊂ H2(X ,Z) where n = dimM such that:∫
X
α0 ∧ αn+1 = −1
∫
X
αa ∧ αb = Cab , a, b = 1, . . . , n , (5.7)
we denote by piI , I = 0, . . . , n+ 1 the periods of Ω over a dual basis of cycles in H2(X ,Z) such
that:
Ω =
n+1∑
I=0
piIαI , (5.8)
we further introduce Ω˜ = (pi0)−1Ω and the special coordinates:
ta =
pia
pi0
, a = 1, . . . , n , (5.9)
we obtain from ∫
X
Ω ∧ Ω = 0 , (5.10)
an expression for
ωn+1 =
1
2
Cabt
atb pi0 . (5.11)
Putting these equations together we obtain the second part of Theorem 2.3:
Theorem. The Ka¨hler potential K and Ka¨hler metric Gi onM (solution to the tt∗ equations)
are given by:
K = − log
(
2|pi0|2Cab=ta=tb
)
, (5.12)
Gi =
1
2(Ccd= tc= td)2
∂ta
∂zi
∂t
b
∂z
(
2CadCbc= tc= td − CabCcd= tc= td
)
. (5.13)
Proof. e−K is computed using Eq. 5.8, the metric follows immediately.
5.3 Calabi-Yau threefolds
We pick a symplectic basis {αI , βJ}, I, J = 0, . . . , h2,1 of H3(X ,Z), satisfying∫
X
αI ∧ βJ = δJI , (5.14)
let furthermore {AI , BJ} denote a dual basis of H3(X ,Z). The holomorphic (3, 0) form can be
expanded in this basis using the periods:
XI :=
∫
AI
Ω, FJ :=
∫
BJ
Ω , and hence Ω = XIαI + FJβJ . (5.15)
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The periods XI are identified with projective coordinates on M and FJ with derivatives of
a homogeneous function F(XI) of weight 2 such that FJ = ∂F(X
I)
∂XJ
. The special coordinates
are given by
ta =
Xa
X0
, a = 1, . . . , n. (5.16)
The normalized holomorphic (3, 0) form Ω˜t := (X
0)−1Ωz has the periods:∫
AI ,BJ
Ω˜t = (1, t
a, Fb(t), 2F0(t)− tcFc(t)) , (5.17)
where
F0(t) = (X
0)−2F and Fa(t) := ∂aF0(t) = ∂F0(t)
∂‘ta
.
F0(t) is the called the prepotential and
τab := ∂a∂bF0(t) , Cabc = ∂a∂b∂cF0(t) . (5.18)
See Ref. [38, 6] for more details. We obtain the following:
Proposition 5.1. The expressions for the Ka¨hler potential and metric are given by:
e−K = 4|X0|2 (=F0 −=tc<Fc) , (5.19)
Gi =
1
4 (=F0 −=tc<Fc)
∂ta
∂zi
∂t
b
∂z
(
2=τab (=F0 −=tc<Fc)− (=Fa −=tcτac)
(
=Fb −=tdτ bd
))
.
(5.20)
Proof. This is a straightforward computation.
6 Differential rings
In this section, a special set of functions will be put forward, which form a differential ring
under taking holomorphic derivatives. These were developed for the mirror quintic in Ref. [16]
and generalized to arbitrary CY threefolds in Ref. [17] and further studied in Ref. [18], where
the analogous structure of elliptic curves was discussed. The matching with the functions of
Ref. [13], provided for CY threefolds in Ref. [22], was obtained by enhancing the differential
ring to the special differential ring, given for one dimensional moduli spaces in Ref. [20] and
generalized in Ref. [22]. The special differential ring has compared to the differential ring
additional generators with values in C∗, which parameterize the choice of trivialization of the
Hodge line bundle L → M as well as the choice of special coordinates. We will start with the
elliptic curve and then put forward the analogous structure for lattice polarized K3 manifolds
and then include the differential rings for threefolds, following Refs. [17, 22].
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6.1 Elliptic curve
We introduce S ∈ ΓC∞(L−2) which satisfies:
∂z¯S = e
2KC z¯, (6.1)
We now adopt techniques of Refs. [17, 18] to compute:
∂z¯DzS = ∂z¯∂zS − 2∂z¯(KzS) = −2Gzz¯S = −2Cz∂z¯S S , (6.2)
which can be integrated to give [18]:
DzS = −CzS2 + hz , (6.3)
where hz is a holomorphic section of L−2 ⊗ T ∗M depending on the choice of S. As a defining
equation of S we can integrate Eq. (4.18):
∂z¯Γ
z
zz = Gzz¯ + e
2KCzC z¯ = 2Gzz¯ , (6.4)
to
Γzzz = 2Lz + sz , (6.5)
where sz is a holomorphic function parameterizing the kernel of ∂z¯. And Lz + lz = Kz, where
lz can be chosen to be a rational function in z. We furthermore have an algebraic relation:
Gzz¯ = Cz∂z¯S , (6.6)
which can be integrated to:
Lz = CzS +Hz . (6.7)
we will make the choice Hz = 0. Similarly the following can be computed:
DzLz = −L2z + kzz , (6.8)
where kzz is a holomorphic function which depends on the choice of Lz and which is computed
from this equation. In order to make contact with the Lie algebra discussion of Ref. [14] we
introduce further generators:
Definition 6.1. The generators of the special differential ring are given by:
g0 := h
−1
0 e
−K , (6.9)
gtz := h
tz¯Gzz¯e
−K , (6.10)
Lt := g0(g
−1)ztLz , (6.11)
T := g20S . (6.12)
These satisfy the following:
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Proposition 6.2. Differential ring relations
∂tg0 = −(Lt + lt)g0 , (6.13)
∂tg
t
z = g
t
z(Lt − lt + st) , (6.14)
∂tLt = −L2t + ktt , (6.15)
∂tT = −CtS2 + ht . (6.16)
where
lt = g0(g
−1)zt lz , ktt = g
2
0(g
−2)zt kzz , st = g0(g
−1)zt sz , ht = g
3
0(g
−1)zthz . (6.17)
Proof. These relations follow from the definitions and from Eq. 6.8.
Remark 6.3. We note that not all these generators are algebraically independent. We have
for example:
Lt = CtT . (6.18)
and furthermore, using DzCz = 0 and defining Ct := g
−1
0 (g
−1)ztCz, we have ∂tCt = 0 and hence
Ct is a constant. We have thus a further algebraic relation between generators:
gtz = g
−1
0 C
−1
t Cz . (6.19)
Out of the special polynomial ring generators g0, g
t
z, Lt and T there are thus only two alge-
braically independent ones g0 and Lt.
6.2 Calabi-Yau twofolds
We introduce Si ∈ ΓC∞(L−2 ⊗ TM), S ∈ ΓC∞(L−2) which satisfy:
∂ıS = GiıS
i , ∂ı¯S
i = e2KGiC ¯ı, (6.20)
To define Si we integrate Eq. (4.33) to obtain:
Γkim = δ
k
iKm + δ
k
mKi + CimS
k + skim , (6.21)
We then have the following:
Proposition 6.4.
DiS
j = δjiS + CikS
jSk + hji , (6.22)
DiS = CijS
jS +Kjh
j
i + hi , (6.23)
DiKj = −KiKj − CijSkKk + CijS + kij . (6.24)
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Proof. The proof is purely computational and follows similar steps as in the case of the elliptic
curve and for threefolds, where the analogous differential ring was put forward in Ref. [17].
We now define the generators of the special differential ring:
Definition 6.5. The generators of the special differential ring are given by:
g0 := h
−1
0 e
−K , (6.25)
gai := e
−KGiı hıa , (6.26)
T a := g0 g
a
i S
i , (6.27)
T := g20(S − SiKi) , (6.28)
La := g0(g
−1)ia (Ki − li) , (6.29)
Recalling the derivative:
∂a := haıG
iı∂i , ∂a|hol = ∂
∂ta
, (6.30)
we obtain the following
Proposition 6.6. The special differential ring is given by:
∂ag0 = −g0 La , (6.31)
∂a g
b
i = δ
b
ag
c
iLc + g
c
iCacT
b + g0 g
c
i s
b
ac , (6.32)
∂aT
b = δba(T + T
cLc) + CacT
cT b + g20 h
b
a , (6.33)
∂aT = −TLa + g30ha , (6.34)
∂aLb = −LaLb + CabT + g20kab . (6.35)
where
sbac = (g
−1)ia(g
−1)ja g
b
ks
k
ij , h
b
a = (g
−1)ia g
b
j h
j
i , (6.36)
ha = (g
−1)iahi , kab = (g
−1)ia(g
−1)jbkij , (6.37)
are rational functions.
Remark 6.7. Similarly to the case of the elliptic curve, the generators of the differential ring
are not algebraically independent. This can be seen from integrating Eq. (4.34), which gives:
Km = −CmjSj + km , (6.38)
rewriting the last equation as:
Gj(C
−1)jm(Km − km) = −∂S , (6.39)
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we further deduce:
S = −1
2
(C−1)mjKmKj − (C−1)mjKjkm . (6.40)
For the generators of the special differential ring we have further relations, we first introduce:
Cab = (g
−1)ia (g
−1)jbCij , (6.41)
and note that DiCjk = 0 becomes:
∂aCbc = 0 , (6.42)
so Cbc is a constant matrix, and since Cij is a rational function in the moduli z
i then gai will
also be given by (square roots of) rational functions. We furthermore translate to the special
generators the algebraic relations:
T =
1
2
CabLaLb , (6.43)
and
La = −CabT b + g0ka , (6.44)
where ka = (g
−1)iaki.
6.3 Calabi-Yau threefolds
We introduce the objects Sij , Si, S, the propagators or Ref. [24], which are sections of L−2 ⊗
SymmTM with m = 2, 1, 0, respectively, and give local potentials for the non-holomorphic
Yukawa couplings:
∂ı¯S
ij = e2KGjGiıC ı¯k, ∂ı¯S
j = Gi¯ıS
ij , ∂ı¯S = Gi¯ıS
i. (6.45)
A differential ring in these objects and Ki was put forward in Ref. [17] and further enhanced to
a special differential ring in Ref. [22]. We will recall the latter in the following:
Definition 6.8. The generators of the special polynomial differential ring are defined by
g0 := h
−1
0 e
−K , (6.46)
gai := e
−KGi ha , (6.47)
T ab := gai g
b
jS
ij , (6.48)
T a := g0 g
a
i (S
i − SijKj) , (6.49)
T := g20(S − SiKi +
1
2
SijKiKj) , (6.50)
La = g0(g
−1)ia∂iK . (6.51)
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Proposition 6.9. The special differential ring[22]
∂ag0 = −La g0 , (6.52)
∂ag
b
i = g
c
i
(
δba Lc − CcadT bd + g0 sbca
)
, (6.53)
∂aT
bc = δba(T
c + T cdLd) + δ
c
a(T
b + T bdLd)− CadeT bdT ce + g0 hbca , (6.54)
∂aT
b = 2δba(T + T
cLc)− T b La − kacT bc + g20 hba , (6.55)
∂aT =
1
2
CabcT
bT c − 2LaT − kabT b + g30 ha , (6.56)
∂aLb = −LaLb − CabcT c + g−20 kab . (6.57)
Proof. See Refs. [17, 22].
In these equations the functions skij , h
jk
i , h
j
i , hi and kij are fixed once a choice of generators
has been made and we transformed the indices from arbitrary algebraic coordinates to the
special coordinates using gai and its inverse. The freedom in choosing generators is discussed in
Refs. [47, 18, 22].
7 Algebraic structure of tt∗ equations
The differential rings developed in the previous section are interesting on their own right, they
are typically transcendental functions, when expressed in M and they coincide with quasi
modular forms for special cases. For the elliptic curve and some lattice polarized K3 this
will be shown in Sec. 8. For CY threefolds, the differential rings coincide with quasi modular
forms when limits are considered in the moduli space [19, 20] but they give structures which
generalize these for generic CY manifolds as advocated in Refs. [16, 17, 13, 14]. It was moreover
proved in Refs. [16, 17] that the higher genus topological string amplitudes of Ref. [24] can be
expressed as polynomials in these generators. Expansions of these amplitudes in particular loci
in M give in particular the generating functions of Gromov-Witten invariants. In this section
it will be shown that the generators of the differential rings serve another purpose, namely that
of providing an algebraic description of the tt∗ equations. To this end, we will put an idea
of Movasati for the elliptic curve [33, 12] into the tt∗ context. In these works, it was shown
that once the moduli space of an elliptic curve was enhanced to include a choice of differentials
obeying the Hodge filtration while preserving a constant symplectic pairing that one is naturally
led to a larger three dimensional space with the action of an algebraic group whose Lie algebra is
sl(2,C). It was moreover shown that coordinates on the larger space correspond to the classical
elliptic quasi modular forms. This approach was generalized to CY threefolds in Ref. [22],
providing an algebraic reformulation of BCOV [24]. In this section, the tt∗ context of these
general ideas will be worked out, extending previous works further to include lattice polarized
K3 manifolds. To this end, we will deduce the relation between two different choices of Hodge
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filtrations obtained by acting on the holomorphic top form using derivatives. In the 2d SCFT
language this corresponds to different choices of representatives of the chiral ring elements in the
deformation bundle obtained from the repeated action of the truly marginal operators on the
unique NS ground state. It turns out, that at every step one has the freedom to add multiples of
states which were already generated in the previous steps. In addition to this there are choices
of coordinates and of scales which preserve the constant metric. The parameterization of all
this freedom will be given by the generators of the differential rings. This procedure will be
elucidated in the following.
7.1 Elliptic Curve
We will start with the elliptic curve and recover a result of Ref. [12] in a tt∗ context. We first
note that from
DzCz = 0 , (7.1)
it follows that:
∂tCt = 0 , for Ct := g
−1
0 (g
−1)ztCz = c , (7.2)
where c is a constant which will be set to 1.
7.1.1 Parameterizing T
We start with a choice of Hodge filtration which is obtained from the holomorphic (1, 0) form
using derivatives with respect to arbitrary local coordinates z. This choice is given by:
~Ωz :=
(
Ω
−C−1z ∂zΩ
)
∈ F
1 = H1,0(X )
F0 = H1,0(X )⊕H0,1(X ) = H1(X ,C) (7.3)
A distinguished choice of filtration is given by:
~Ωt :=
(
Ω˜
−∂tΩ˜
)
∈ F
1 = H1,0(X )
F0 = H1,0(X )⊕H0,1(X ) = H1(X ,C) , (7.4)
where Ω˜ = g−10 Ω and ∂t := htz¯, G
zz¯∂z is chosen such that it gives the derivative with respect to
the flat coordinate discussed in Sec. 5.1. The choice ~Ωt is distinguished since:
∂t~Ωt =
(
0 Ct
0 0
)
~Ωt =
(
0 1
0 0
)
~Ωt . (7.5)
We compute using the differential ring of Sec. 6.1 the matrix B relating the two different choices
of Hodge filtration:
~Ωt = B · ~Ωz . (7.6)
and find:
B =
(
g−10 0
−g−10 (Lt + lt) g0
)
. (7.7)
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7.1.2 Lie algebra
We now consider the larger moduli space T, which parameterizes the complex structure of the
elliptic curve plus a choice of filtration.
T = Moduli space of
(
X , ~Ω | 〈~Ω, ~Ω〉 = Φ
)
, Φ =
(
0 1
−1 0
)
. (7.8)
It is shown in Ref. [12] that this space is three-dimensional. The computation above shows that
we can choose as local coordinates on this space {g0, Lt, z}. We can now think of ~Ωt as living in
this three-dimensional space and consider the action of vector fields ∂t, ∂g0 , ∂Lt on it, i.e. from
Eq. 7.6:
∂g~Ωt = Mg · ~Ωt = ∂gB · B−1~Ωt + B ∂g~Ωz . (7.9)
which defines the matrices Mg We compute the following:
Mt =
(
0 1
0 0
)
, Mg0 = g
−1
0
(
−1 0
2Lt 1
)
, MLt =
(
0 0
−1 0
)
. (7.10)
We now consider the following linear combinations:
J+ = Mt =
(
0 1
0 0
)
, (7.11)
J− = −MLt =
(
0 0
1 0
)
, (7.12)
J0 = −g0Mg0 + 2MLt =
(
1 0
0 −1
)
. (7.13)
These clearly form a basis of an sl(2,C) Lie algebra with the commutators:
[J+,J−] = J0 , [J0,J+] = 2J+ , [J0,J−] = −2J− . (7.14)
This provides a proof of Theorem 2.1 for the case d = 1.
7.1.3 Non-holomorphic content of tt∗
We want to elucidate in the following in which sense the sl(2,C) Lie algebra given above
captures the non-holomorphic content of the tt∗ equations in this case. In the above derivation,
the choice of elements in the filtration space given by ~Ωz are holomorphic. The entries of ~Ωt
are non-holomorphic since they are constructed using the ingredients of the tt∗ connection, they
become holomorphic after taking the holomorphic limit. We recall that:
~Ωt :=
(
Ω˜
−∂tΩ˜
)
=
(
h0 e
K Ω
−hz¯tGzz¯ ∂z(h0 eK Ω)
)
, (7.15)
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We can compute explicitly:
∂t~Ωt = hz¯tG
zz¯∂z~Ωt =
(
0 1
0 0
)
~Ωt . (7.16)
Since the entries are non-holomorphic, we can also compute:
hz¯tDz¯~Ωt =
(
0 0
1 0
)
~Ωt , (7.17)
when the holomorphic limit is taken as discussed in Sec. 4.2 a priori the derivative Dz¯ does
not make sense anymore. However it was shown above that the non-holomorphic derivative can
be replaced by a derivative with respect to the generators of the special differential ring which
parameterize T. This notion of derivation survives the holomorphic limit and can be phrased
in a purely holomorphic context.
7.2 Calabi-Yau twofolds
We proceed with a similar discussion for lattice polarized K3 manifolds.
7.2.1 Parameterizing T
We chose a basis ~Ω = {α0, α1, . . . , αn+1} of the part H2(X ,C) coming from the transcendental
lattice T (X ) of X , where n = dimM such that:∫
X
α0 ∧ αn+1 = −1
∫
X
αa ∧ αb = Cab , , a, b = 1, . . . , n, (7.18)
which can be written as:
〈~Ω, ~Ω〉 = Φ =
 0 0 −10 Cab 0
−1 0 0
 (7.19)
we furthermore require α0 ∈ F2, α0, α1 , . . . αn ∈ F1 α0, . . . , αn+1 ∈ F0. Let:
T = Moduli space of
{
X , ~Ω | 〈~Ω, ~Ω〉 = Φ
}
, (7.20)
where the entries of ~Ω are obeying the Hodge filtration as above.
We make a different choice of filtration which we call ~Ωz which we obtain by taking partial
derivatives w.r.t the algebraic local coordinates zi.
~Ωz :=
 Ω(g−1)ia∂iΩ
(C−1)]j∂]∂jΩ
 , (7.21)
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where ∂] := (g
−1)i∗∂i and C]j := (g−1)i∗Cij , with ∗ a fixed modulus.
We further denote by:
~Ωt :=
 Ω˜∂aΩ˜
(C−1)∗b∂∗∂bΩ˜
 (7.22)
where ∗ denotes a fixed modulus and where Ω˜ = g−10 Ω such that in the holomorphic limit Ω˜ has
an expansion:
Ω˜ := g−10 Ω = α0 + t
aαa +
1
2
Cabt
atbαn+1 , (7.23)
Proposition 7.1. We have the following:
1. ∫
γµ
 Ω˜∂aΩ˜
(C−1)∗d∂∗∂dΩ˜
 =
 1 tb 12Ccdtctd0 δba Cactc
0 0 1
 , (7.24)
2. The intersection matrix is given by:
〈~αt, ~αt〉 = Φ =
 0 0 −10 Cab 0
−1 0 0
 (7.25)
3.
∂c
 Ω˜∂aΩ˜
(C−1)∗d∂∗∂dΩ˜
 =
 0 δbc 00 0 Cac
0 0 0

 Ω˜∂bΩ˜
(C−1)∗d∂∗∂dΩ˜
 , (7.26)
Proof. These properties follow by construction.
We now compute the matrix B which relates the two choices of filtrations:
αt = Bαz . (7.27)
We find the following, after using the algebraic relations between the generators:
B =
 g−10 0 0g−10 La δba 0
g−10 (
1
2C
deLdLe + g
2
0 E) (CbdLd − g0 Eb) g0
 , (7.28)
with E = (C−1)∗bk∗b and Eb = C∗csb∗c + Cbckc.
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7.2.2 Lie algebra
We now define matrices Mg, which are obtained by considering the generators of the special
differential ring as independent coordinates on T and by considering ~Ωt as a function of these:
∂g~Ωt = Mg~Ωt . (7.29)
The matrices Mg for g ∈ {g0, La} are given in the appendix. We now consider the linear
combinations:
J0 = −g0Mg0 −MKmKm =
 1 0 00 0 0
0 0 −1
 , (7.30)
J +m = M∂m =
 0 δbm 00 0 Cam
0 0 0
 , (7.31)
(J−)n = CnlMKl =
 0 0 0Cna 0 0
0 δbn 0
 , (7.32)
we can now compute the commutators of these generators:[J +m ,J−,n] = −CmnJ0 + Zmn , (7.33)[J0,J +m ] = J +m , (7.34)
[J0,J−,m] = −(J−)m , (7.35)
with:
Zmn =
 0 0 00 Camδcn − Cnaδcm 0
0 0 0
 . (7.36)
This provides a proof of Theorem 2.1 for the case d = 2. A full discussion and classification
of the Lie algebras which can appear crucially depends on Cab. In particular the appearance
of the term Zmn should be absorbed intro a redefinition of the generators. We expect that the
classification of the Lie algebras which appear here will be initmately related to the ADE type
classification of singularities in K3 moduli spaces, this is however beyond the scope of this work.
For one dimensional moduli spaces it is however possible to identify the Lie algebra.
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7.2.3 One dimensional moduli space
We note that in the one dimensional moduli space this Lie algebra becomes simple. The coor-
dinates on the larger moduli space T are z, g0, Lt. The Lie algebra is given by three generators:
J0 = −g0Mg0 −MLtLt =
 1 0 00 0 0
0 0 −1
 , (7.37)
J + = M∂t =
 0 1 00 0 1
0 0 0
 , (7.38)
(J−) = MLt =
 0 0 01 0 0
0 1 0
 , (7.39)
which form a basis of an sl(2,C) Lie algebra with the commutators:
[J+,J−] = J0 , [J0,J+] = J+ , [J0,J−] = −J− . (7.40)
which can be transformed to the more standard form:[
J˜+, J˜−
]
= J˜0 ,
[
J˜0, J˜+
]
= 2J˜+ ,
[
J˜0, J˜−
]
= −2J˜− . (7.41)
with the redefinitions:
J˜0 = 2J , J˜± =
√
2J± . (7.42)
7.3 Calabi-Yau threefolds
The discussion for CY threefolds follows Ref. [22]. We follow similar steps as in the elliptic
curve and lattice polarized K3 cases and define two different choices of Hodge filtrations having
constant pairing.
The choices are given by
~Ωz =

αz,0
αz,i
βiz
β0z


Ω
∂iΩ
(C−1] )
ik∂]∂kΩ
−∂](C−1] )]k∂∗∂kΩ
 , (7.43)
here, A] = (g
−1)i∗Ai, where ∗ denotes a fixed choice of special coordinate. We also define
~Ωt =

αt,0
αt,a
βat
β0t
 =

Ω˜
∂aΩ˜
(C−1∗ )ae∂∗∂eΩ˜
−∂∗(C−1∗ )∗e∂∗∂eΩ˜
 , (7.44)
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where Ω˜ = Ω˜t is given by (5.17) and ∗ denotes a fixed choice of special coordinate.
Proposition 7.2. 1. The period matrix of ~Ωt over the symplectic basis of H3(Xz,Z) has the
format:
[
∫
A0,Ac,Bc,B0

α0
αa
βa
β0
] =

1 tc Fc 2F0 − tdFd
0 δca Fac Fa − tdFad
0 0 δac −ta
0 0 0 1
 , (7.45)
with Fa := ∂aF0, ∂a =
∂
∂ta .
2. The symplectic form for both bases ~Ωz and ~Ωt is the matrix Φ given by:
Φ =

0 0 0 1
0 0 1n×n 0
0 −1n×n 0 0
−1 0 0 0
 (7.46)
3. The flat choice ~Ωt satisfies the following equation:
∂b

Ω˜
∂aΩ˜
(C−1∗ )ae∂∗∂eΩ˜
−∂∗(C−1∗ )∗e∂∗∂eΩ˜
 =

0 δcb 0 0
0 0 Cabc 0
0 0 0 −δab
0 0 0 0


Ω˜
∂cΩ˜
(C−1∗ )ce∂∗∂eΩ˜
−∂∗(C−1∗ )∗e∂∗∂eΩ˜
 . (7.47)
Proof. All of these follow from the definitions
We now want to find the matrix relating:
~Ωt = B · ~Ωz , (7.48)
and express its entries in terms of the polynomial generators. The matrix B is given in the
appendix.
7.3.1 Lie Algebra description
In the following, we regard all the generators as independent variables and compute the following
matrices Mg defined by:
∂g~Ωt = Mg~Ω , (7.49)
where g refers to coordinates on the larger moduli space T. These coordinates correspond to
the generators of the differential ring.
Mg =
∂
∂g
B · B−1 , (7.50)
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where g denotes a generator and ∂g :=
∂
∂g . We now look for combinations of the vector fields
which give constant vector fields. We find the following:
tab = MTab −
1
2
(LaMT b + LbMTa) +
1
2
LaLbMT , (7.51)
ta = MTa − LaMT ,
t =
1
2
MT ,
la = MLa ,
gab = g
a
mMgbm − LbMLa + 2T adMT db + T aMT b ,
g0 = g0Mg0 + LaMLa + T
aMTa + 2MT .
These combinations give the following generators of a Lie algebra [22]
tab :=

0 0 0 0
0 0 0 0
0 12(δ
i
aδ
j
b + δ
i
bδ
j
a) 0 0
0 0 0 0
 ta =

0 0 0 0
0 0 0 0
−δia 0 0 0
0 −δja 0 0
 t :=

0 0 0 0
0 0 0 0
0 0 0 0
1 0 0 0

(7.52)
la :=

0 0 0 0
δai 0 0 0
0 0 0 0
0 0 −δaj 0
 , gab :=

0 0 0 0
0 −δai δjb 0 0
0 0 δibδ
a
j 0
0 0 0 0
 g0 :=

−1 0 0 0
0 0 0 0
0 0 0 0
0 0 0 1
 .
This provides a proof of Theorem 2.1 for the case d = 3 [22]. The commutators are given in
the following table :
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R
g
0
R
g
d c
R
t c
d
R
t c
R
t
R
lc
R
c
R
g
0
0
0
0
−R
t c
−2
R
t
−R
lc
R
c
R
g
a b
0
0
−δ
a c
R
t b
d
−
δa d
R
t b
c
−δ
a c
R
t b
0
δc b
R
la
−δ
a c
R
b
R
t a
b
0
δd a
R
t b
c
+
δd b
R
t a
c
0
0
0
1 2
(δ
c a
R
t b
+
δc b
R
t a
)
−
1 2
(C
cb
d
R
g
d a
+
C
a
cd
R
g
d b
)
R
t a
R
t a
δd a
R
t c
0
0
0
2δ
c a
R
t
2
R
t a
c
−
C
a
cd
R
ld
R
t
2R
t
0
0
0
0
0
R
t c
R
la
R
la
−δ
a c
R
ld
−
1 2
(δ
a c
R
t d
+
δa d
R
t c
)
−2
δa c
R
t
0
0
−δ
a c
R
g
0
+
R
g
a c
R
a
−R
a
δd a
R
c
1 2
(C
a
d
e
R
g
e c
+
C
a
ce
R
g
e d
)
−2
R
t a
c
+
C
a
ce
R
le
−R
t a
δc a
R
g
0
−
R
g
c a
0
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8 Examples
We will discuss some simple examples of CY, 1, 2 and 3 folds. The mirror geometries, which
we consider in the following Xˇ and X , are given by dual polyhedra ∆,∆∗ using Batyrev’s
construction [48], equivalently using Hori-Vafa’s construction [49]. To avoid lengthy reviews of
these techniques we refer to Refs. [4, 45, 6, 50] and references therein for further background.
8.1 Elliptic curve
We consider the elliptic curve Xˇ given by a section of the anti-canonical bundle over the weighted
projective plane with weights P1,2,3 and its mirror X . This can be described by the toric charge
vector:
−6 3 2 1 (8.1)
we define a local coordinate z =
a31a
2
2a3
a60
on the moduli spaceM of X and obtain the Picard-Fuchs
operator:
L = θ2 − 12z(6θ + 5)(6θ + 1) , θ = z d
dz
, (8.2)
we further compute the discriminant of this operator:
∆ = 1− 432z . (8.3)
Solutions of Eq. 8.2 are given by:
ω0 = 2F1(1/6/5/6, 1, 432z) , ω1 = −2pi2F1(1/6/5/6, 1, 1− 432z) , (8.4)
where we chose the normalization such that:
t =
ω1
ω0
= log z + 312z + 58932z2 + . . . (8.5)
8.1.1 Yukawa coupling
The Yukawa coupling in this case is defined by:
Cz := −
∫
X
Ω ∧ ∂zΩ , (8.6)
We can now compute
∂zCz = −
∫
∂zΩ ∧ ∂zΩ−
∫
Ω ∧ ∂2zΩ =
1− 2∆
z∆
Cz , (8.7)
which is solved by
Cz =
c
z∆
, (8.8)
where c is a constant which we will set to 1.
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8.1.2 Differential ring and quasi modular forms
From the equations:
Γzzz = 2Lz + sz , Lz + lz = Kz , DzLz = −L2z + kzz , (8.9)
discussed in Sec. 6.1 we make a choice of lz and compute sz, kzz accordingly, this fixes the special
differential ring. We use the holomorphic limit of Kz which is given by:
Kz|hol = −∂z logω0 (8.10)
we choose:
lz = − 36
1− 432z +
1
12z
(8.11)
and compute:
sz =
360
∆
− 5
6z
kzz =
1
(12z∆)2
. (8.12)
With this choice we have the generators of the special differential ring g0, Lt given by:
g0(t) = ω0(τ) = E
1/4
4 (t) Lt(t) = −
E2(t)
12
, (8.13)
with the Eisenstein series E2 and E4.
8.2 Lattice polarized K3
We consider the K3 surface Xˇ given by a quartic hypersurface in P3, and its mirror X . This
can be described by the toric charge vector:
−4 1 1 1 1 (8.14)
we define a local coordinate z = a1a2a3a4
a40
on the moduli space M of the mirror quartic X and
obtain the Picard-Fuchs operator:
L = θ3 − 4z
3∏
i=1
(4θ + i) , θ = z
d
dz
, (8.15)
we further compute the discriminant of this operator:
∆ = 1− 256z . (8.16)
The solutions of the PF equation are given by:
ω0 = 3F2
(
1
4
,
1
2
,
3
4
; 1, 1, 256z
)
, (8.17)
43
ω1 = − 1√
piΓ(1/4)Γ(3/4)
G2 33 3
(
1
4
1
2
3
4
0 0 0
256z
)
, (8.18)
ω2 = ω
2
1/ω0 . (8.19)
We define3:
t =
ω1
ω0
, q = et , (8.20)
and obtain as the inverse mirror map:
z(q) = q − 104q2 + 6444q3 − 311744q4 + 13018830q5 +O (q6) (8.21)
The integrality of this mirror map has been addressed in Ref. [51].
8.2.1 Yukawa coupling
The Yukawa coupling in this case is defined by:
Czz := −
∫
X
Ω ∧ ∂z∂zΩ , (8.22)
We can now compute
∂zCzz = −
∫
∂zΩ ∧ ∂zzΩ−
∫
Ω ∧ ∂3zΩ = −
2
3
3− 1152z
z∆
Czz , (8.23)
which is solved by
Cz =
c
z2∆
, (8.24)
where c is a constant which we will set to 1.
8.2.2 Differential ring and modularity
In the following we find choices of generators of the differential ring which will be expressed in
terms of the differential ring of quasi modular forms associated to Γ0(2) subgroup of SL(2,Z).
4
We will use the quasi modular forms, reviewed in appendix B:
A(τ) = (θ2(τ) + θ3(τ))
1/2 , (8.25)
B(τ) = θ24(2τ) (8.26)
C(τ) =
1√
2
θ22(τ) (8.27)
E(τ) =
1
3
(2E2(2τ) + E2(τ)) . (8.28)
3We absorbed a factor of 2pii in the definition.
4A careful study of the PF operator and of the monodromy of its solutions reveals that the monodromy group in
this case is Γ0(2)+ [51, 45]
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We start with an expression for the inverse mirror map, which we find to be:
z(t) =
(C(t)4(A(t)4 − C(t)4))
64A(t)8
, θt(t) =
C2(t)
A(t)4 − 2C4(t) , (8.29)
we further find:
ω0(t) = A
2(t) . (8.30)
From the discussion in Sec. 6.2, it is clear that in this case where the moduli space is only
one-dimensional, the special differential ring has only 2 generators, which are g0 and Lt. From
Kz = Lz + lz, we choose lz =
1
4z , which gives:
g0(t) = A
2(t) Lt(t) = −E(t)
4
. (8.31)
The algebraic constraints for the other generators are given by:
1 = Ctt = (g
t
z)
−2 1
z2∆
gtz =
1
z
√
∆
, (8.32)
T t = −Lt , T = 1
2
L2t . (8.33)
The nontrivial differential ring relations are now:
∂tg0 = −(Lt − lt)g0 (8.34)
∂tLt = −1
2
L2t + g
2
0ktt . (8.35)
The coordinates on the larger moduli space T are now z, g0, Lt. The Lie algebra acting on T is
given by three generators:
J0 = −g0Mg0 −MLtLt =
 1 0 00 0 0
0 0 −1
 , (8.36)
J + = M∂t =
 0 1 00 0 1
0 0 0
 , (8.37)
(J−) = MLt =
 0 0 01 0 0
0 1 0
 , (8.38)
which form a basis of an sl(2,C) Lie algebra with the commutators:
[J+,J−] = J0 , [J0,J+] = J+ , [J0,J−] = −J− . (8.39)
which can be transformed to the more standard form:[
J˜+, J˜−
]
= J˜0 ,
[
J˜0, J˜+
]
= 2J˜+ ,
[
J˜0, J˜−
]
= −2J˜− . (8.40)
with the redefinitions:
J˜0 = 2J , J˜± =
√
2J± . (8.41)
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8.3 CY threefolds
We consider the quintic threefold Xˇ given by a quintic hypersurface in P4, and its mirror X .
This can be described by the toric charge vector:
−5 1 1 1 1 1 (8.42)
we define a local coordinate z on the moduli space M of the mirror X and obtain the Picard-
Fuchs operator:
L = θ4 − 5z
4∏
i=1
(5θ + i) , θ = z
d
dz
. (8.43)
The discriminant of this operator is
∆ = 1− 3125 z . (8.44)
and the Yukawa coupling can be computed:
Czzz =
5
z3 ∆
. (8.45)
8.3.1 Differential ring
The choice of the differential ring generators is fixed such that the holomorphic functions ap-
pearing in the setup are rational expressions in terms of z, the coordinate in the large complex
structure patch of the moduli space. For the holomorphic functions in the following lower/upper
indices are multiplied/divided by z
Aji →
zi
zj
Aji .
With this convention, all the holomorphic functions appearing in the setup of the polynomial
construction can be expressed in terms of polynomials in the local coordinates (See Refs. [16,
17, 18]). The holomorphic functions are chosen as in Ref. [18, 6]:
szzz = −
8
5
, hzzz =
1
25
, hzz = −
1
125
, hz =
2
3125
, hzz =
2
25
. (8.46)
9 Conclusions and Discussion
In this work we have shown that the non-holomorphic content of the tt∗ equations for sigma
models into CY d-folds (d=1,2,3) can be phrased holomorphically and algebraically when work-
ing on a larger moduli space T. In the 2d SCFT language the larger moduli space parameterizes
different choices of representatives of the deformation bundle over the moduli space of the the-
ory, respecting a topological pairing and a charge filtration. By considering vector fields on the
larger moduli space, we obtained special combinations which could be understood as generators
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of a Lie algebra. The tt∗ equations for realizations of the N = (2, 2) SCFT as nonlinear sigma
models intro CY d-folds could then be phrased entirely algebraically.
Physically, this work paves the way to a better understanding of the tt∗ equations and their
solutions. Although the class of geometries considered here correspond to the conformal ones,
this class already includes the geometries which are relevant to geometrically engineer 4d,N = 2
theories. The moduli spaces M considered in this work correspond to the Coulomb branch of
these theories. The larger moduli spaces T and the algebraic characterization of the tt∗ equations
in this case suggests that it is possible to phrase what a non-holomorphic deformation would
mean in terms of deformations of purely holomorphic extra data, which are given by the choices
of differentials.
Using the analogs of special geometry for higher dimensional CY manifolds [25], it should be
possible to work out the analogs of the differential rings and of the algebraic description of this
work. The results provided here and relations of solutions of tt∗ equations to classical problems
of mathematical physics [9, 26, 27] suggest furthermore that it should be possible to obtain an
algebraic and purely holomorphic reformulation of tt∗ equations in the general case.
Moreover, it was shown that coordinates on the larger moduli space are intrinsically inter-
esting since these coincide with known quasi modular forms for some cases and provide their
analogs more generally. For the case of lattice polarized K3 manifolds, it would be interesting
to connect the Lie algebras which appear here to ADE type classification of singularities which
occur in the moduli space, perhaps also a connection to recent developments in moonshine
associated to K3 surfaces, see e. g. Ref. [52] can be established.
A set of functions which are naturally expressed in the larger moduli space are the topological
string amplitudes for CY threefolds, which become polynomial in the differential ring generators
[16, 17]. This was addressed in this algebraic context in Ref. [22]. These amplitudes provide
generating functions of GW invariants when expanded in certain loci in the moduli space. It
is furthermore known that generating functions of GW invariants for the elliptic curve and
for K3 surfaces are also expressed in terms of quasi modular forms, See Refs. [53, 54] and
references therein. The tools developed in this work should pave the way towards a systematic
understanding of the analogs of the recursive holomorphic anomaly equations of threefolds [24].
To this end an understanding of the geometric quantization of the tt∗ equations will be necessary
[55], see also Ref. [56] addressing this for the elliptic curve.
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A Vector fields on T
We give the explicit entries of some matrices which appear in the computation of the Lie algebras
for lattice polarized K3 manifolds and for CY threefolds.
A.1 Lattice polarized K3
For the matrix B in
~Ωt = B ~Ωz . (A.1)
we have
B−1 =
 g0 0 0−Lb δcb 0
g−10 (
1
2C
deLdLe − g20 E − g0EdLd) g−10 (−CcdLd + g0 Ec) g−10
 , (A.2)
with E = (C−1)∗bk∗b and Eb = C∗csb∗c + Cbckc,
We further find:
∂
∂g0
B =
 −g−20 0 0−g−20 La 0 0
−g−20 (12CdeLdLe) + E −Eb 1
 , (A.3)
and
Mg0 = g
−1
0
 −1 0 0−La 0 0
0 −CcdLd 1
 , (A.4)
we furthermore compute:
∂
∂Km
B =
 0 0 0g−10 δma 0 0
g−10 (C
meLe) C
bm 0
 , (A.5)
MKm =
 0 0 0δma 0 0
0 Ccm 0
 . (A.6)
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A.2 Threefolds
B =

g−10 0 0 0
g−10 La (g
−1)ia 0 0
−g−10 T̂ a (g−1)idT̂ ad gai 0
g−10
(
2T + T̂ dLd
)
− g0H −(g−1)id(T d + T̂ deLe)− g0Hi −geiLe g0
 , (A.7)
where a is an index for the rows and i for the columns and where:
T̂ a = T a − g0 gdi Em , (A.8)
T̂ ab = T ab − gam gbn Emn , (A.9)
H = g∗j (g−1)i∗(∂iEj + CimnE ljEm − hji ) (A.10)
Hi = g∗m(g−1)n∗ (−∂nE im − CnlkE ilEkm + δinEm + himn ) (A.11)
E ik = (C−1] )ijsk]j , (A.12)
E i = (C−1] )ijk]j . (A.13)
We find
MTab =

0 0 0 0
0 0 0 0
−δiaLb 12(δiaδjb + δibδja) 0 0
LaLb −δjbLa 0 0
 , (A.14)
MTa =

0 0 0 0
0 0 0 0
−δia 0 0 0
2La −δja 0 0
 ,
MT =

0 0 0 0
0 0 0 0
0 0 0 0
2 0 0 0
 ,
MLa =

0 0 0 0
δai 0 0 0
0 0 0 0
0 0 −δaj 0
 ,
Mg0 =

−g−10 0 0 0
−g−10 Li 0 0 0
g−10 T
i 0 0 0
−2g−10 (2T0 + T dLd) g−10 T j g−10 Lj g−10
 .
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Mgam =

0 0 0 0
gmi La −δjagmi 0 0
T idgmd La + δ
i
ag
m
d (T
d + T deLe) −δia T jdgmd − δjaT idgmd δia(g−1)mj 0
−2Lagmd (T d + T deLe) δjagmd (T d + T deLe) + gmd T djLa −(g−1)mj La 0
 .
(A.15)
B Quasi modular forms and differential rings
We give the expressions of the modular objects that appear in this work, more details can be
found in Ref. [20] and references therein. We define (in the literature the choice for q is a matter
of convention, in our paper we shall take q = exp 2piiτ)
ϑ
[
a
b
]
(z, τ) =
∑
n∈Z
q
1
2
(n+a)2e2pii(n+a)(z+b) . (B.1)
The following labels are given to the theta functions:
θ1(z, τ) = ϑ
[
1/2
1/2
]
(u, τ) =
∑
n∈Z+ 1
2
(−1)nq 12n2e2piinz , (B.2)
θ2(z, τ) = ϑ
[
1/2
0
]
(u, τ) =
∑
n∈Z+ 1
2
q
1
2
n2e2piinz , (B.3)
θ3(z, τ) = ϑ
[
0
0
]
(u, τ) =
∑
n∈Z
q
1
2
n2e2piinz , (B.4)
θ4(z, τ) = ϑ
[
0
1/2
]
(u, τ) =
∑
n∈Z
(−1)nq 12n2e2piinz . (B.5)
We also define the following θ–constants:
θ2(τ) = θ2(0, τ), θ3(τ) = θ3(0, τ), θ4(τ) = θ2(0, τ) . (B.6)
The η–function is defined by
η(τ) = q
1
24
∞∏
n=1
(1− qn) . (B.7)
It transforms according to
η(τ + 1) = e
ipi
12 η(τ), η
(
−1
τ
)
=
√
τ
i
η(τ) . (B.8)
50
The Eisenstein series are defined by
Ek(τ) = 1− 2k
Bk
∞∑
n=1
nk−1qn
1− qn , (B.9)
where Bk denotes the k-th Bernoulli number. Ek is a modular form of weight k for k > 2 and
even. The discriminant form and the j invariant are given by
∆(τ) =
1
1728
(
E4(τ)
3 − E6(τ)2
)
= η(τ)24, (B.10)
j(τ) = 1728
E4(τ)
3
E4(τ)3 − E6(τ)2 . (B.11)
B.1 Differential ring
The modular forms obey the following differential equations:
∂τ log η(τ) =
1
24
E2(τ) , (B.12)
∂τ log
√
Im τ |η(τ)|2 = 1
24
Ê2(τ, τ¯) . (B.13)
where we denote by ∂τ :=
1
2pii
∂
∂τ , Ê2 is the non-homolorphic modular completion of the quasi
modular form E2. E2, E4 and E6 satisfy the following differential ring:
∂τE2 =
1
12
(E22 − E4) ,
∂τE4 =
1
3
(E2E4 − E6) ,
∂τE6 =
1
2
(E2E6 − E24) .
(B.14)
B.2 Congruence subgroups
The following the genus zero congruence subgroups called Hecke subgroups of Γ(1) = PSL(2,Z) =
SL(2,Z)/{±I}
Γ0(N) =
{(
a b
c d
)∣∣∣∣∣ c ≡ 0 mod N
}
< Γ(1) (B.15)
For these subgroups we introduce three modular forms A,B,C of weight 1, which are given
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by:
N A B C
1∗ E4(τ)
1
4 (E4(τ)
3
2 +E6(τ)
2 )
1
6 (E4(τ)
3
2−E6(τ)
2 )
1
6
2 (2
6η(2τ)24+η(τ)24)
1
4
η(τ)2η(2τ)2
η(τ)4
η(2τ)2
2
3
2
η(2τ)4
η(τ)2
3 (3
3η(3τ)12+η(τ)12)
1
3
η(τ)η(3τ)
η(τ)3
η(3τ) 3
η(3τ)3
η(τ)
4 (2
4η(4τ)8+η(τ)8)
1
2
η(2τ)2
= η(2τ)
10
η(τ)4η(4τ)4
η(τ)4
η(2τ)2
22 η(4τ)
4
η(2τ)2
(B.16)
These satisfy by definition
Ar = Br + Cr . (B.17)
with the following values of r:
N 1∗ 2 3 4
r 6 4 3 2
We introduce the analog of the Eisenstein series E2 as a quasi modular form as follows:
E = ∂τ logB
rCr . (B.18)
The differential ring structure becomes:
∂τA =
1
2r
A(E +
Cr −Br
Ar−2
) ,
∂τB =
1
2r
B(E −A2) ,
∂τC =
1
2r
C(E +A2) ,
∂τE =
1
2r
(E2 −A4) .
(B.19)
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