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ABSTRACT
Music emotion recognition systems have been shown to
perform well for musical genres such as film soundtracks
and classical music. It seems difficult, however, to reach
a satisfactory level of classification accuracy for popular
music. Unlike genre, music emotion involves complex in-
teractions between the listener, the music and the situation.
Research on MER systems is handicapped due to the lack
of empirical studies on emotional responses. In this paper,
we present a study of music and emotion using two mod-
els of emotion. Participants’ responses on 80 music stimuli
for the categorical and dimensional model, are compared.
In addition, we collect 207 musical excerpts provided by
participants for four basic emotion categories (happy, sad,
relaxed, and angry). Given that these examples represent
intense emotions, we use them to train musical features
using support vector machines with different kernels and
with random forests. The most accurate classifier, using
random forests, is then applied to the 80 stimuli, and the re-
sults are compared with participants’ responses. The anal-
ysis shows similar emotional responses for both models of
emotion. Moreover, if the majority of participants agree
on the same emotion category, the emotion of the song is
also likely to be recognised by our MER system. This in-
dicates that subjectivity in music experience limits the per-
formance of MER systems, and only strongly consistent
emotional responses can be predicted.
1. INTRODUCTION
With technological and social changes in our daily lives,
the experience of music has changed at a fundamental level.
Music can be heard at far more diverse places, and people
report that the primary reason for listening to music lies
in its emotional effects, the induction and expression of
emotions [1]. Because of the emotional function of music,
over the past decade, the study of music and emotion has
become increasingly important, and has attracted research
from different fields, for instance, computer science [2],
musicology, and psychology [3]. Previous studies on emo-
tion provide us with a better understanding of music and
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emotion, which can also help improve the design of sub-
jective music recommendation systems [4].
For music information retrieval (MIR) researchers, mu-
sic emotion recognition (MER) systems have been widely
discussed [2, 5]. On the one hand, previous studies us-
ing musical features have applied various machine learning
approaches (e.g., support vector machines [6], k-nearest
neighbours [7], random forests [8], regression models [9],
and deep belief networks [10, 11]). Although these tech-
niques perform well for genres such as classical music and
film soundtracks, the recognition accuracy for popular mu-
sic fails to reach a satisfactory level [7, 8]. On the other
hand, psychological studies in music have focussed on emo-
tional responses to music [12], emotion models [13], emo-
tion experience and recognition [14], and cross-cultural
emotion perception in music [15, 16]. The comparison
between listeners’ responses using the categorical and di-
mensional model are often neglected [13]. Other research
also suggests that differences in individuals may affect how
emotional meaning is elicited [17, 18]. In this study, how-
ever, we compare participants’ responses in general, rather
than individual factors such as one’s personality, current
mood, or culture.
Emerging from research in both computer science and
psychology, we study the differences between music emo-
tion recognition systems and participants’ responses using
two models of emotion, the categorical and dimensional
model. Therefore, the goals of this paper are, (1) To com-
pare participants’ responses for two models of emotion; (2)
To provide a user-suggested dataset of musical excerpts
for four basic emotions (happy, sad, relaxed and angry);
(3) To study the differences between machine learning ap-
proaches (e.g., support vector machines and random forest)
and participants’ responses.
2. MUSIC AND EMOTION
2.1 Emotional Responses
One important distinction in music is between perceived
emotion (or expressed emotion) which is an emotion ex-
pressed by music, and induced emotion (or felt emotion)
which is an emotion felt in response to music. In general,
music evokes emotions similar to the emotions perceived
in music [18,19]. However, some research suggests that re-
sponses for induced emotion are generally positive [1], and
responses for perceived emotion are more consistent [14].
Figure 1. A mapping between a categorical (happy, sad,
relaxed and angry) and dimensional model (valence and
arousal) of emotion.
2.2 Emotion Models
Although different emotion models such as miscellaneous
[20] and domain-specific [21] models have been proposed
in the past, the most popular ones are the categorical and
dimensional models. The typical dimensional models of
emotion represent emotions in an affective space with two
dimensions: one related to valence (a pleasure-displeasure
continuum), and the other to arousal (activation-deactiv-
ation) [22]. Previous studies using the dimensional model
have suggested that prediction for arousal is more con-
sistent than for valence [23]. In contrast, the categorical
model represents all emotions as being derived from a lim-
ited number of universal and innate basic emotions such
as happiness, sadness, fear, and anger [24]; and is often
used in the study of perceived emotion [3]. In this study,
both categorical and dimensional models are used, and to
compare the results between these two models of emotion,
a mapping is provided in Figure 1. We used four basic
emotion classes: happy, angry, sad, and relaxed, consid-
ering these four emotions are widely accepted across dif-
ferent cultures and cover the four quadrants of the two-
dimensional model of emotion [25].
3. DATA COLLECTION
The majority of studies on music and emotion have used
film soundtracks and classical music [17, 26]. Compared
with other musical genres, there has been a lack of MER
research on popular music [25, 27–29]. Although social
tags provide us with highly relevant metadata such as genre,
mood, and instrument [30], participants’ agreement with
emotion tags such as “relaxed” is still very low [31, 32].
3.1 Musical Excerpt Collection
In a previous listening experiment on music emotion using
the categorical model [32], forty participants were asked
to provide examples of songs (song title and artist’s name)
that represent each of the four basic emotions (happy, sad,
relaxed, and angry) in perceived and induced emotion. Giv-
en that music evokes emotions similar to the emotions per-
ceived in music, the examples for perceived and induced
emotion were aggregated for this study. If the same ex-
cerpt was mentioned in both perceived and induced emo-
tion, the song is only counted once. However, some partic-
ipants mentioned only the artist name (e.g., Death Cab for
Cutie, Mayday Parade, and Bandari), or the album name
(e.g., The Dark Side of the Moon), so this information was
not considered for further analysis. Musical excerpts were
then fetched via the 7Digital API 1 or Amazon mp3 2 . A
total of 207 songs were collected in this way, with the dis-
tribution over emotion categories as shown in Table 1.
In contrast to songs retrieved using emotion tags, these
examples are considered more likely to represent intense
emotions. A music example from each emotion category
is shown in Table 2. The dataset (song title, artist’s name,
7digital ID, and musical features) is made available to en-
courage other researchers to reproduce the results for re-
search and evaluation 3 .






Table 1. The distribution of musical examples provided by
participants.
Emotion category Song title Artist name
Happy Wannabe Spice Girls
Sad Fix You Coldplay
Relaxed Eggplant Michael Franks
Angry Fighter Christina Aguilera
Table 2. User-provided examples for each emotion cate-
gory.
3.2 Emotion Ratings
A separate eighty (n = 20 for each emotion category) pop-
ular musical excerpts were randomly selected from a data
set of 2904 songs that had been tagged with one of the four
words “happy”, “sad”, “relaxed”, and “angry” [6]. These
80 musical excerpts were given in random order to forty
participants using the categorical model [31], and fifty-
four participants using the dimensional model [32]. Previ-
ous research showed a higher consistency in participants’
perceived emotional responses. Therefore, only perceived
emotional responses are considered in this study. For the
categorical model, participants were asked to choose from
one of the following options: happy, sad, relaxed, angry,
and “cannot tell”/“none of the above”. For the dimensional
model, participants were asked to rate on an 11-point scale
for the two core dimensions: valence (sad-happy) and arous-
al (calm-excited). Their ratings were aggregated, and a
summary of the responses, participants’ profiles, and mu-







Dynamics RMS energy, slope, attack, low energy
Rhythm tempo, fluctuation peak (pos, mag)
Spectral spectrum centroid, brightness, spread, skew-
ness, kurtosis, rolloff95, rolloff85, spectral
energy, spectral entropy, flatness, roughness,
irregularity, zero crossing rate, spectral flux,
MFCC, DMFCC, DDMFCC
Harmony chromagram peak, chromagram centroid,
key clarity, key mode, HCDF
Note. The mean and standard deviation values were extracted,
except for the feature “low energy”, for which only the mean was
calculated.
Table 3. Features extracted from the audio data.
3.3 Musical Feature Extraction
Two different emotion datasets, training and testing, are
used in our experiment. The training dataset, which is
provided by participants, contains 207 songs. The testing
dataset contains 80 musical excerpts (n = 20 for each emo-
tion category). These musical excerpts for testing range
from recent releases back to 1960s, and cover a range of
Western popular music styles such as pop, rock, country,
metal, and instrumental. Each excerpt was either 30 sec-
onds or 60 seconds long (as provided by 7Digital 1 ). Pre-
vious studies have suggested that emotion can be recog-
nised within a second [17,33]. To expand both the training
and testing datasets, each excerpt was split into 5-second
clips with 2.5-second overlap. Musical features were then
extracted using MIRtoolbox 1.5 [34] 4 for both the full
30/60-second excerpts and the 5-second clips. The musical
features extracted are shown in Table 3.
4. RESULTS
4.1 Participants’ Responses for the Two Models of
Emotion
To compare participants’ responses for the categorical and
dimensional models, their ratings were aggregated by la-
bel (for the categorical model: happy, sad, relaxed, and an-
gry; for the dimensional model: valence and arousal). The
ratings of valence and arousal in the dimensional model
were mapped to the four basic emotions in the categorical
model (see Figure 1). We calculated the inter-rater reli-
ability (Fleiss’s Kappa) for participants’ ratings using the
categorical (κ = 0.31) and dimensional model (κ = 0.25).
In addition, for each stimulus, we took the label with the
greatest number of votes to be the dominant emotion in
each model. If the same dominant emotion was found in
both categorical and dimensional models, the song was
marked as a “match” (53 cases), otherwise “no match”
(27 cases). However, three responses using the categori-
cal model and one response using the dimensional model
received equal number of votes (e.g., angry with happy,
happy with sad, and sad with relaxed), and they were con-
sidered as “no match”.




emotion in both models of emotion, the participants’ con-
sistency (the greatest number of votes on the four emo-
tions) between “match” and “no match” cases is still un-
clear. Therefore, a Kruskal-Wallis one-way analysis of
variance test was conducted on participants’ consistency
between “match” and “no match” cases for two models of
emotion. As expected, a significant higher consistency can
be found for “match” cases in both categorical (Median =
0.70, Std = 0.19, χ2(1, N = 80) = 8.79, and p < .05)
and dimensional models (Median = 0.74, Std = 0.09,
χ2(1, N = 80) = 4.91, and p < .05) than “no match”
cases (for categorical model: Median = 0.50, and Std =
0.13; for dimensional model:Median = 0.68, and Std =
0.10). However, no significant differences were found for
the two core dimensions, valence (χ2(1, N = 80) = 3.79,
and p > .05) and arousal (χ2(1, N = 80) = 1.05, and
p > 0.05).
Among the 27 “no match” cases, 10 were collectively
confused between the emotions “sad” and “relaxed”. When
participants’ responses were not consistent, it is impor-
tant to know how machine learning approaches perform.
Therefore, we built emotion classifiers using support vec-
tor machines and random forest approaches.
4.2 Emotion Recognition Using Machine Learning
Approaches
207 excerpts provided by participants were used for train-
ing (see Section 3.3). However, a smaller training size
may influence classification performance. To expand the
data, each audio file was split into 5-second clips with 2.5-
second overlap. Therefore, 207 (30/60 seconds) and 2990
(5 seconds) musical clips were collected, and trained sepa-
rately.
4.2.1 Training
We adopted a 10 fold cross-validation approach, where for
each song, all clips were placed in a single fold to avoid
overfitting, and chose support vector machines (SVM) with
different kernels (e.g., linear, radial basis function, and
polynomial) and random forests (RF) as classifiers for train-
ing. We used the implementation of the sequential mini-
mal optimisation algorithm in the Weka 3-7-11 data min-
ing toolkit 5 . 55 musical features extracted from MIRtool-
box for both the 30/60-second (N = 207), and 5-second (N
= 2990) datasets were used, with the recognition results
shown in Table 4.
The RF approach and SVM with linear kernel both per-
formed well, and recognition accuracy using 5-second clips
was 1% higher (but not significantly) than for the full ex-
cerpts. Although RF using 5-second clips performed best,
it still did not reach a satisfactory level. From the confu-
sion matrix, we noticed that classification for the emotion
relaxed was also collectively confused with sad.
4.2.2 Testing
In training, RF gave the best classification accuracy using
5-second clips, and performed time efficiently. Therefore,
5 http://www.cs.waikato.ac.nz/ml/weka/
Recognition Accuracy
Approaches 30-sec clips 5-sec clips
SVM w/ linear kernel 39.04% 40.35%
SVM w/ RBF kernel 28.57% 26.89%
SVM w/ poly kernel 37.62% 29.16%
Random forests 38.57% 40.75%
Note. For the training of 5-second clips, the clips from the same
song if used in training, were not used for testing. Due to the unbal-
anced ground truth data for training, the results might be biased.
Table 4. Comparison of classification performance using
support vector machines and random forest approaches.
this approach (i.e., RF with 5-second clips) was also ap-
plied on the 80 popular musical excerpts. Similar to the
data expansion for the training dataset, each audio clip in
the testing dataset was also split into 5-second clips (N =
1292). Section 4.3 shows the recognition results in com-
parison to participants’ emotional responses.
4.3 Responses from Participants and the Recognition
System
As each excerpt was split into 5-second chunks, each clip
was recognised as expressing one emotion. The label with
the greatest number of votes from the four emotions was
chosen, and the greatest number of votes (consistency) for
each excerpt was calculated as well. To compare the re-
sponses between outputs from the recognition system and
participants for two models of emotion, Pearson’s correla-
tion analysis was conducted on the consistency for the 80
musical excerpts.
Table 5 shows that recognition consistency for each ex-
cerpt using RF approach is positively correlated with par-
ticipants’ consistency in the categorical (r(78) = .23, and
p < .05) and dimensional models (r(78) = .36, and p <
.01). It tentatively suggests that regardless of the emotion,
the consistency of the recognition system is very similar to




Note. *p <.05, **p <.01.
Table 5. Correlation between the consistency from recog-
nition system using the RF approach and participants’ re-
sponses.
To explore participants’ responses for each emotion, cor-
relation analyses were further conducted on the emotion
vote distribution from each excerpt for the recognition sys-
tem and participants’ responses. Table 6 and Table 7 show
that no matter which emotion model is used, the emotion
vote distribution from the recognition system and partici-
pants’ responses is highly correlated (i.e., happy, relaxed,
and angry). Interestingly, responses for relaxed from the
categorical model are also correlated with sad from the
recognition system. It suggests that both system and peo-
ple find it difficult to distinguish between sadness and re-
laxedness. The same results could be found in the results
for the dimensional model, where significant correlations
were shown in the ratings of arousal, whereas only weak
correlations were found in the responses of valence (e.g.,
happy with angry, and relaxed with sad).
Categorical model
Happy Sad Relaxed Angry
Pred.
Happy .42*** -.33** -.32** .13
Sad -.16 .18 .33** -.30**
Relaxed -.07 .00 .46*** -.22
Angry .07 -.31** -.39*** .52***
Note. *p < .05, **p < .01, and ***p < .001.
Table 6. Correlation between the responses from recogni-
tion system and participants using the categorical model.
Dimensional model
Pos V Neg V Pos A Neg A
Pred.
Pos V .33** -.34** .10 -.12
Neg V -.10 -.01 .15 -.16
Pos A .22 -.28* .59*** -.64***
Neg A -.02 -.01 -.42*** .44***
Note. *p < .05, **p < .01, and ***p < .001.
Table 7. Correlation between the responses from recogni-
tion system and participants using the dimensional model.
Finally, the dominant label(s) from each experiment (rec-
ognition system and responses from categorical and di-
mensional models of emotion) were compared. Conside-
ring the same dominant emotion label from both dimen-
sional and categorical model as the ground truth, 32 re-
sponses out of 53 (accuracy = 60%) from recognition sys-
tem were classified correctly. However, if we consider the
dominant emotion labels from both categorical and dimen-
sional models, 51 responses out of 80 (accuracy = 64%)
are classified correctly.
In spite of the recognition accuracy given by the random
forest approach, the incorrect classification results were
compared with participants’ responses. We found that ma-
jority of songs given the incorrect classifications had op-
posite signs for valence, confusing sad with relaxed and
angry with happy. It suggests that compared with arousal,
valence is more difficult to recognise. This also agrees with
previous studies using regression models [9].
We noticed that if the recognition results were incorrect,
it was likely that the emotion of a song itself was ambigu-
ous. Examples for each emotion are provided in Table 8.
For example, for the song “Josephine” by Wu-Tang Clan,
the dominant emotion was chosen as relaxedness in both
the categorical and dimensional models, whereas it was
recognised as sad by the machine. The distribution, how-
ever, shows that 8 clips from the same excerpt were classi-
fied as relaxed, and another 10 clips were classified as an-
gry. In addition, participants’ responses for both models of
emotion were also distributed across four emotions. Sim-
ilarly, for the song “Blood On The Ground” by Incubus,
participants all agreed on arousal level, but the responses
for valence were ambivalent. Likewise, the recognition re-
sult was also influenced by this uncertainty.
Interestingly, we found the song “Anger” by Skinny Pup-
py was recognised as angry by all participants, whereas the
recognition system classified it as happy. Possible expla-
nations could be the selection of clips, that some parts are
Recognition Categorical Dimensional
Title H S R A Label H S R A Label PoV NeV PoA NeA Label
If the Creeks Don’t Rise 1 13 9 0 Sad 7 3 5 0 Happy 17 8 16 8 Happy
Loves Requiem 0 2 9 0 Relaxed 0 16 3 0 Sad 1 24 4 23 Sad
Josephine 5 0 8 10 Angry 2 5 6 5 Relaxed 13 10 7 14 Relaxed
Blood On The Ground 3 1 6 1 Relaxed 1 1 3 13 Angry 9 13 24 0 Angry
Note. H - Happy, S - Sad, R - Relaxed and A - Angry.
Table 8. Examples of vote distribution on emotion for the recognition system, categorical and dimensional models.
expressing happiness. It is also reasonable to guess that the
emotion perceived is genre-specific (e.g., metal as anger,
and pop music as happy) and cultural-dependent. Partici-
pants may also be influenced by titles or lyrics.
5. DISCUSSION AND FUTURE STUDIES
In this paper, we presented an empirical study of music
and emotion, comparing the results between a music emo-
tion recognition system and participants’ responses for two
models of emotion. Firstly, we studied the emotional re-
sponses for 80 popular musical excerpts in the categorical
and dimensional models of emotion. The analysis showed
similar responses for both emotion models. A positive cor-
relation between categorical and dimensional models was
also found on the rating consistency for each musical ex-
cerpt.
A separate 207 musical excerpts were collected from par-
ticipants for four basic emotion categories (i.e., happy, sad,
relaxed, and angry). Our emotion recognition model was
trained using support vector machines and random forest
classifiers. Two different training datasets were compared,
one using the entire 30/60-second audio files and the one
using multiple 5-second segments with 2.5-second over-
lap from the same excerpt. Audio features were extracted
using MIRtoolbox. The results showed that the support
vector machine with linear kernel and random forest ap-
proaches performed best, and the use of 5-second clips in-
creased the classification accuracy by only 1%. In addi-
tion, the recognition system did not classify emotions well
for the emotions sadness and relaxedness. One of the pos-
sible reasons for the low accuracy of music emotion recog-
nition systems could be the user-suggested dataset, which
was mixed with both perceived and induced emotion. An-
other explanation could be the subjective nature of music
emotion perception.
Finally, the time-efficient random forest with 5-second
clips approach was applied on the 80 musical excerpts for
testing. The analysis showed that responses from the recog-
nition system were highly correlated with participants’ re-
sponses for the categorical and dimensional models. More-
over, the distribution of responses for each emotion was
also highly correlated. However, significant correlations
between sadness and relaxedness in the categorical model
suggest that listeners and emotion recognition systems have
difficulty distinguishing valence (positive and negative emo-
tions). Similarly, strong correlations were found for re-
sponses of arousal, whereas only weak correlations were
shown in responses for valence. The comparison of emo-
tion distribution also indicates that the performance of mu-
sic emotion recognition systems is similar to participants’
emotional responses for the two models of emotion. Addi-
tionally, the prediction accuracy is higher for songs where
participants agreed more. This suggests that only strongly
consistent emotional responses can be predicted by the mu-
sic emotion recognition systems.
Due to the dynamic nature of music, emotions may vary
over time and the emotion recognition accuracy may also
be affected by the selection of clips. More importantly,
music emotion involves complex interactions between the
listener, the music, and the situation. The perception of
music is most likely influenced by individual differences
such as age, music skills, culture, and music preference
[35–38]. The experience of emotions may also vary ac-
cording to various situational contexts. Therefore, our fu-
ture work is to incorporate emotion into the design of a
subjective music recommendation system, and also to study
the influence of situational contexts and individual differ-
ences such as culture in the emotion perception of music.
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