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Abstract
In this paper we reformulate the combinatorial core of construc-
tive quantum field theory. We define universal rational combinatorial
weights for pairs made of a graph and any of its spanning trees. These
weights are simply the percentage of Hepp’s sectors of the graph in
which the tree is leading, in the sense of Kruskal’s greedy algorithm.
Our main new mathematical result is an integral representation of
these weights in term of the positive matrix appearing in the sym-
metric “BKAR” Taylor forest formula. Then we explain how the new
constructive technique called Loop Vertex Expansion reshuffles ac-
cording to these weights the divergent series of the intermediate field
representation into a convergent series which is the Borel sum of the
ordinary perturbative Feynman’s series.
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1 Introduction
The fundamental step in quantum field theory (QFT) is to compute the log-
arithm of a functional integral1. The main advantage of the perturbative
expansion in QFT into a sum of Feynman amplitudes is to perform this com-
putation explicitly: the logarithm of the functional integral is simply the same
sum of Feynman amplitudes restricted to connected graphs. The main disad-
vantage is that the perturbative series indexed by Feynman graphs typically
diverges. Constructive theory is the right compromise, which allows both
to compute logarithms, hence connected quantities, but through convergent
series. However it has the reputation to be a difficult technical subject.
Perturbative quantum field theory writes quantities of interest (free en-
ergies or connected functions) as sums of amplitudes of connected graphs
S =
∑
G
AG. (1)
However such a formula (obtained by expanding in a power series the ex-
ponential of the interaction and then illegally commuting the power series
and the functional integral) is not a valid definition since usually, even with
cutoffs, even in zero dimension (!) we have∑
G
|AG| =∞. (2)
This divergence, known since [1], is due to the very large number of graphs
of large size. We can say that Feynman graphs proliferate too fast. More
precisely the power series in the coupling constant λ corresponding to (1)
has zero radius of convergence2. Nevertheless for the many models built by
constructive field theory, the constructive answer is the Borel sum of the
perturbative series (see [4] and references therein). Hence the perturbative
expansion, although divergent, contains all the information of the theory;
but it should be reshuffled into a convergent process.
1The main feature of QFT is the renormalization group, which is made of a sequence
of such fundamental steps, one for each scale.
2This can be proved easily for φ4d, the Euclidean Bosonic quantum field theory with
quartic interaction in dimension d, with fixed ultraviolet cutoff, where the series behaves
as
∑
n(−λ)nKnn!. It is expected to remain true also for the renormalized series without
cutoff; this has been proved in the super-renormalizable cases d = 2, 3 [2, 3]).
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The central basis for the success of constructive theory is that trees do not
proliferate as fast as graphs3, and they are sufficient to see connectivity, hence
to compute logarithms. This central fact is not usually emphasized as such
in the classical constructive literature [6]. It is also partly obscured by the
historic tools which constructive theory borrowed from statistical mechanics,
such as lattice cluster and Mayer expansions.
The Loop Vertex Expansion (LVE for short) [7] is a recent constructive
technique to reshuffle the perturbative expansion into a convergent expansion
using canonical combinatorial tools rather than non-canonical lattices. Ini-
tially introduced to analyze matrix models with quartic interactions, it has
been extended to arbitrary stable interactions [8], shown compatible with
direct space decay estimates [9] and with renormalization in simple super-
renormalizable cases [10, 11]. It has also recently been used and improved
[12] to organize the 1/N expansion [13, 14, 15] for random tensors models
[16, 17, 18], a promising approach to random geometry and quantum gravity
in more than two dimensions [19, 20].
It is natural to ask how Feynman graphs are regrouped and summed by
this LVE. The purpose of this paper is to answer explicitly this question. We
define a simple but non trivial4 set of positive weights w(G, T ), which we call
the constructive weights. These weights are rational numbers associated to
any pair made of a connected graph G and a spanning tree T ⊂ G, which
are normalized so that ∑
T⊂G
w(G, T ) = 1. (3)
They reduce the essence of constructive theory to the single short equation
S =
∑
G
AG =
∑
G
∑
T⊂G
w(G, T )AG =
∑
T
AT , AT =
∑
G⊃T
w(G, T )AG. (4)
Indeed if we formulate S in terms of the right graphs, then∑
T
|AT | < +∞, (5)
3This slower proliferation of trees allows for the local existence theorems in classical
mechanics, since classical perturbation theory is indexed by trees [5]. Hence understand-
ing constructive theory as a recipe to replace Feynman graphs by trees creates also an
interesting bridge between QFT and classical mechanics.
4Non-trivial means they are not the trivial equally distributed weights w(G,T ) =
1/χ(G), where χ(G), the complexity of G, is the number of its spanning trees.
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which means that S is now well defined!
In the first section of this paper we define the constructive weights w(G, T )
as the percentage of Hepp’s sectors [21] of G in which the tree T is leading
in the sense of Kruskal greedy algorithm [22]. We then establish an integral
representation (7) of these weights in terms of the positive-type matrix which
is at the heart of the forest formulas of constructive theory [23, 24] and of
the LVE [7]. Hence this representation connects Hepp’s sectors, the essen-
tial tools for renormalization in the parametric representation of Feynman
integrals, to the forest formula, the essential tool of the LVE. It strongly
suggests that the LVE should be well-adapted for renormalization, especially
in its parametric representation defined in [12].
In the second section we explain what are the right graphs to use. In the
Bosonic case, they are not the ordinary Feynman graphs, but the graphs of
the so-called intermediate field representation of the theory. This was the
essential discovery of the LVE [7]. In the third section we fully explicit up
to second order the corresponding graphs and their reshuffling in the very
simple case of the φ40 quantum field theory in zero dimension. We end up
with a conjecture, which, if true, would allow to define QFT in non-integer
dimension of space-time.
2 The Weights
2.1 Paths and Sectors
We consider from now on pairs (G, T ) always made of a connected graph G
and one of its spanning trees T . We denote by V the number of vertices
and E the number of edges of G. Graphs with multiple edges and self-loops
(called tadpoles in physics) are definitely allowed, as they occur as Feynman
graphs in QFT.
Given such a pair (G, T ) and a pair (i, j) of vertices in G there is a unique
path P Tij in T joining i to j. If ` is an edge of G ⊃ T , we also note P T` the
unique path in T joining the two ends i and j of `.
A Hepp sector σ = {σ(1), · · · , σ(|E|)} of a graph G is an ordering of its
edges E [21], and |E| means the cardinal of the set E; hence there are |E|!
such sectors.
For any such sector σ ∈ S(G), Kruskal greedy algorithm [22] defines a
particular tree T (σ), which minimizes
∑
`∈T σ(`) over all trees of G. We call
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it for short the leading tree for σ. Let us briefly explain how this works. The
algorithm simply picks the first edge `1 in σ which is not a self-loop. The
next edge `2 in σ that does not add a cycle to the (disconnected) graph with
vertex set V and edge set `1 and so on. Another way to look at it is through
a deletion-contraction recursion: following the ordering of the sector σ, every
edge is either deleted if it is a self-loop or contracted if it is not. The set of
contracted edges is exactly the leading tree for σ.
Remark that this leading tree T (σ) has been considered intensively in the
context of perturbative and constructive renormalization in QFT [4], as it
plays an essential role to get sharp bounds on renormalized quantitites: it
is exactly the leading tree of the Kirchoff-Symanzik polynomial UG of the
parametric representation ((32)-(33) below) in the Hepp sector σ.
Remark also that given any sector σ the (unordered) tree T (σ) comes
naturally equipped with an induced ordering (the order in which the edges
of T (σ) are picked by Kruskal’s algorithm). The corresponding ordered tree
is noted T¯ (σ).
2.2 Definitions
There are two equivalent ways to define the constructive weights w(G, T ),
through paths or through sectors. The sector definition is simpler as it simply
states that w(G, T ) is the percentage of sectors σ such that T (σ) = T .
Definition 2.1.
w(G, T ) =
N(G, T )
|E|! (6)
where N(G, T ) is the number of sectors σ such that T (σ) = T .
From this definition it is obvious that the w(G, T ) form a probability
measure for the spanning trees of a graph, hence that (3) holds. It is also
obvious that these weights are integers divided by E!, hence rational num-
bers. Remark also that the weights w(G, T ) are symmetric with respect to
relabeling of the vertices of T (which are also those of (G)). However the
positivity property important for constructive theory is not obvious in this
definition.
Theorem 2.1.
w(G, T ) =
∫ 1
0
∏
`∈T
dw`
∏
`6∈T
xT` ({w}) (7)
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where xT` ({w}) is the minimum over the w`′ parameters of the edges `′ in
P T` . If ` is a self-loop, hence the path is empty, we put x
T
` ({w}) = 1.
Proof: We introduce first parameters w` for all the edges in G−T , writing
xT` ({w}) =
∫ 1
0
dw`
[ ∏
`′∈PT`
χ(w` < w`′)
]
, (8)
where χ(· · · ) is the characteristic function of the event · · · . Then we de-
compose the w integrals according to all possible orderings σ. We need only
prove that
w(G, T ) =
∫ 1
0
∏
`∈G
dw`
∏
`6∈T
[ ∏
`′∈PT`
χ(w` < w`′)
]
=
∑
σ
χ(T (σ) = T )
∫
0<wσ(E)<···<wσ(1)<1
∏
`∈G
dw`. (9)
This is true because in the domain of integration defined by 0 < wσ(E) <
· · · < wσ(1) < 1 the function
∏
`6∈T
[∏
`′∈PT` χ(w` < w`′)
]
is zero or 1 depending
whether T (σ) = T or not, as this function being 1 is exactly the condition
for Kruskal’s algorithm to pick exactly T . Strict inequalities are easier to use
here: of course equal values of w factors have zero measure anyway. Hence∫ 1
0
∏
`∈T
dw`
∏
`6∈T
xT` ({w}) =
N(G, T )
|E|! . (10)
This theorem provides an integral representation of the weights, in terms
of “weakening parameters” w` for the edges ` ∈ T . The fundamental ad-
vantage of the constructive weights w(G, T ) over naive uniform weights is
precisely the positivity property of the xT` ({w}) matrix, which we now ex-
plain.
2.3 Positivity
To any triple (G, T, σ) is associated a sequence of V partitions Bk, k =
1, · · · , V , of the set of vertices of G into disjoint blocks, which are the con-
nected components of the sequence of forests obtained when constructing the
6
ordered tree T¯ (σ). More precisely the first partition B1 is made of single-
tons, one for each vertex of V ; the second partition is made of the connected
components of the forest F1 made of the first edge of T (σ), and so on until
BV which is made of a single connected component containing all vertices of
G. Clearly there are exactly V − i + 1 disjoint blocks in Bi, labeled as Bak ,
a = 1, · · ·V − i + 1. Remark that these partitions only depend on σ¯, the
restriction of the ordering σ to T .
The V by V real symmetric block matrix Bk(T, σ¯)ij with 1 between el-
ements i, j belonging to the same connected component Bak and 0 between
elements i, j belonging to different connected component Bka at stage k is
obviously positive (although not positive definite as soon as blocks are not
trivial).
Theorem 2.2 (Positivity). Let us define the V by V real symmetric matrix
xTij({w}) as in Theorem 2.1, that is with 1 on the diagonal i = j and as the
minimum over the w`′ parameters over the lines `
′ in P Tij for i 6= j. This
matrix is positive semidefinite for any w` ∈ [0, 1]V−1. It is positive definite
for any w` ∈ [0, 1[V−1.
Proof: This is the central property of the forest formula [23, 24]. We
recall briefly the proof for completeness. Consider a fixed value of the w` ∈
[0, 1]V−1. There is at least one sector σ¯ of T to which it belongs, hence such
that
0 ≡ wσ¯(V ) ≤ wσ¯(V−1) ≤ · · · ≤ wσ¯(k) ≤ · · ·uσ¯(1) ≤ 1 ≡ uσ¯(0) (11)
We have then the decomposition
xTij({w}) =
V∑
k=1
[
wσ¯(k−1) − wσ¯(k)
]
Bk(T, σ¯)ij. (12)
which proves that xTij({w}), as a barycenter of positive type matrices with
positives weights, is positive type. Furthermore for w` ∈ [0, 1[V−1, the coeffi-
cient of the identity in this barycentric decomposition is non zero, hence the
matrix xTij({w}) is positive definite in that case.
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2.4 Example
Let us consider the graph G of Fig. 1. It has 6 edges {l1, l2, l3, l4, l5, l6} and
12 spanning trees:
{l1, l2, l3}, {l1, l2, l4}, {l1, l3, l4}, {l2, l3, l4}, {l1, l2, l5}, {l1, l2, l6},
{l3, l4, l5}, {l3, l4, l6}, {l1, l4, l5}, {l1, l4, l6}, {l2, l3, l5}, {l2, l3, l6}. (13)
l1 l2
l3 l4
l5 l6
Figure 1: The graph G with 6 edges and 12 spanning trees.
Let us compute the constructive weights w(G, T ) for each of these trees.
To each edge li we associate a factor wi. Consider first the spanning tree
T123 = {l1, l2, l3} , see Figure(2). The edges not in the tree are l4, l5 and l6.
The weakening factor for l5 and l6 is inf(w1, w3) and the weakening factor for
l1 l2
l3 l4
l5 l6
Figure 2: The spanning tree T123. The dotted edges add cycles to the tree.
l4 is inf(w1, w2, w3). Therefore we have
w(G, T123) =
∫ 1
0
∫ 1
0
∫ 1
0
dw1dw2dw3 inf(w1, w3)
2 inf(w1, w2, w3) (14)
We compute only two of the integrals explicitly as others are obtained by
changing the names of variables.∫
w1<w2<w3
dw1dw2dw3 w
3
1 =
∫ 1
0
dw3
∫ w3
0
dw2
∫ w2
0
dw1w
3
1 =
1
120
, (15)∫
w2<w1<w3
dw1dw2dw3 w
2
3 w2 =
1
60
. (16)
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So we have
w(G, T123) =
1
120
× 4 + 1
60
× 2 = 1
15
. (17)
The constructive weights in G of the spanning trees T124, T134 and T234 are
the same.
Next we consider the tree {l1, l2, l5}. (See Figure 3). The weakening
l1 l2
l3 l4
l5 l6
Figure 3: The spanning tree {l1, l2, l5}
factors are inf(w1, w5) for loop line l3, inf(w2, w5) for loop line l4 and w5 for
loop line l6. Hence one finds
w(G, T125) =
∫ 1
0
∫ 1
0
∫ 1
0
dw1dw2dw5 inf(w1, w5) inf(w2, w5)w5 (18)
We have ∫
w1<w2<w5
dw1dw2dw5w1w2w5 =
1
48
, (19)∫
w5<w1<w2
dw1dw2dw5w
3
5 =
1
120
, (20)∫
w2<w5<w1
dw1dw2dw5w2w
2
5 =
1
60
. (21)
Hence
w(G, T125) =
1
120
× 2 + 1
60
× 2 + 1
48
× 2 = 11
120
. (22)
This is also the constructive weight of trees T126, T345, T346, T125, T145, T146, T235
and T236.
We can check that∑
T∈G
w(G, T ) = 4.
1
15
+ 8.
11
120
= 1. (23)
We remark that 6! = 720, hence that N(G′, T123) = 48 and N(G′, T125) = 66.
This can be checked by direct counting of the sectors σ with T (σ) = T123 or
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T (σ) = T125. The 48 sectors with T (σ) = T123 are the thirty-six sectors with
{1, 2, 3} being the set of the first three edges, plus the six sectors 135624,
136524, 135264, 135246, 136254, 136245 and the six analogs with 1 and 3
exchanged. The 66 sectors with T (σ) = T125 are the 36 with {1, 2, 5} being
the set of the first three edges, plus 30 others: six starting with 15 with third
edge either 3 or 6; six analogs starting with 25 with third edge either 4 or
6; 6 starting with 52 with third edge either 4 or 6, 6 analogs starting with
15 with third edge either 3 or 6, and finally six sectors starting with 56 with
third edge either 1 or 2.
3 The Graphs
3.1 Naive Repacking
Consider the expansion (1) of a connected quantity S. Reordering ordinary
Feynman perturbation theory according to trees with relation (4) rearranges
the Feynman expansion according to trees with the same number of vertices
as the initial graph. Hence it reshuffles the various terms of a given, fixed
order of perturbation theory. Remark that if the initial graphs have say
degree 4 at each vertex, only trees with degree less than or equal to 4 occur
in the rearranged tree expansion.
For Fermionic theories this is typically sufficient and one has for small
enough coupling ∑
T
|AT | <∞ (24)
because Fermionic graphs mostly compensate each other at a fixed order by
Pauli’s principle; mathematically this is because these graphs form a deter-
minant and the size of a determinant is much less than what its permutation
expansion suggests. This is well known [26, 27, 28].
But this naive repacking fails for Bosonic theories, because we know the
graphs at given order add up with the same sign! Hence the only interesting
reshuffling must occur between graphs of different orders.
3.2 The Loop Vertex Expansion
The initial formulation of the loop vertex expansion [7] consists in applying
the forest formula of [23, 24] to the intermediate field representation. As we
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explain now, it can also be reformulated as (4) but for the graphs of this
intermediate field representation, which resums an infinite number of pieces
of the ordinary graphs.
Recall first that since the combinatorics of Feynman graphs requires la-
beling the half-edges or fields φ at every vertex of coordination d as φ1, · · ·φd,
each Feynman vertex is in fact equipped with a ciliated cyclic ordering of its
edges. The cilium gives a starting point and the cyclic ordering allows to
then label all fields from this starting point. This is the reason for which
Feynman graphs below are represented as ribbon graphs.
The principle of the intermediate field representation is to decompose
any interaction of degree higher than three in terms of simpler three-body
interactions. It is an extremely useful idea, with deep applications both to
mathematics and physics. Quantum field theory, in particular, often dis-
covered an intermediate field and its corresponding physical particles inside
what was initially considered as local four body interactions5.
It is easy to describe the intermediate field method in terms of functional
integrals, as it is a simple generalization of the formula
e−λφ
4/2 =
1√
2pi
∫
e−σ
2/2ei
√
λσφ2dσ. (25)
In this section we introduce the graphical procedure equivalent to this formula
for the simple case of the φ4 interaction.
In that case each vertex has exactly four half-lines. There are exactly
three ways to pair these half-lines into two pairs. Hence each fully labeled
(vacuum) graph of order n (with labels on vertices and half-lines), which has
2n lines can be decomposed exactly into 3n labeled graphs G′ with degree 3
and two different types of lines
• the 2n old ordinary lines
• n new dotted lines which indicate the pairing chosen at each vertex
(see Figure 5).
Such graphs G′ are called the 3-body extensions of G and we write
G′ ext G when G′ is an extension of G. Let us introduce for each such
extension G′ an amplitude AG′ = 3−nAG so that
5Recall that intermediate field representations are particularly natural for 4-body in-
teractions but can be generalized to higher interactions as well [8].
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AG =
∑
G′ ext G
AG′ (26)
when G′ is an extension of G.
Now the ordinary lines of any extension G′ of any G must form cycles.
These cycles are joined by dotted lines.
= + + =
Tree structure in loop vertex expansion:
3 1 1 1 1 2
extension collapse
+
+
Figure 4: The extension and collapse for order 1 graph, with combinato-
rial weights shown below. The symbol ”=” means that the amplitudes of
extended graphs and collapsed graphs are the same as those of the initial
Feynman graph; only the combinatorial weight in front is reshuffled to at-
tribute Wick contractions to different drawings.
Definition 3.1. We define the collapse G¯′ of such a graph G′ as the graph
obtained by contracting each cycle to a ”bold” vertex (see Figure 4). We
write G¯′ coll G′ if G¯′ is the collapse of G′, and define the amplitude of the
collapsed graph G¯′ as equal to that of G′, which is equal to the amplitude of
G. And T¯ is defined as the spanning tree of the collapsed graph G¯′.
Remark that collapsed graphs, made of bold vertices and dotted lines, can
have now arbitrary degree at each vertex. Remark also that several different
extensions of a graph G can have different collapsed graphs, see Figure 4.
The loop vertex expansion rewrites
S =
∑
G
AG =
∑
G′ ext G
AG′ =
∑
G¯′ coll G′ ext G
AG¯′ . (27)
Now we perform the tree repacking according to the graphs G¯′ with the
n dotted lines and not with respect to G. This is a completely different
repacking:
AG¯′ =
∑
T¯⊂G¯′
w(G¯′, T¯ )AG¯′ , (28)
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so that
S =
∑
G′ ext G
AG¯′ =
∑
T¯⊂G¯′
AT¯ , (29)
AT¯ = B
(∑
G¯′⊃T¯
w(G¯′, T¯ )AG¯′
)
. (30)
In equation (30) the left-hand side is defined by the LVE (as a functional
integral over a certain interpolated Gaussian measure for intermediate fields
associated to the vertices of T ). The meaning of the symbol B (where B
stands for “Borel”) in (30) is that this left-hand side, as function of the
coupling constant of the theory, is the Borel sum of the infinite (divergent)
series in the right hand-side. The main advantage of this repacking over the
initial perturbative expansion is:
Theorem 3.1. For λ small ∑
T¯
|AT¯ | <∞ (31)
the result being the Borel sum of the initial perturbative series.
The proof of the theorem will not be recalled here (see [7, 9, 25]) but
it relies on the positivity property of the xT` ({w}) symmetric matrix, and
the representation of each AT¯ amplitude as an integral over a correspond-
ing normalized Gaussian measure of a product of resolvents bounded by 1.
This convergence would not be true if we had chosen naive w(T,G) equally
distributed weights.
4 Examples of extensions and collapses
In this section we give the extension and collapse of the Feynman graphs for
Z and logZ for the φ40 model up to order 2. We also recover the combinatorics
of those graphs through the ordinary functional integral formula for the loop
vertex expansion formula of [25].
The extension and collapse at order 1 was shown in Figure 4. In this
case the tree structure is easy. We find only the trivial ”empty” tree with
one vertex and no edge and the ”almost trivial” tree with two vertices and a
single edge. The weight for these trees is 1.
13
At second order we find one disconnected Feynman graph and two con-
nected ones. Only the connected ones survive in the expansion of logZ.
9
72 24
=
Collapse
1 4
++
+ +
1 44
++
++
4
16
=
Collapse
=
Extension
24 8 8 16
=
9
Extension
32
=
Extension
=
Collapse
72 8 32
8 32 32
Figure 5: The extension and collapse for order 2 graph and their combinato-
rial factors.
The corresponding graphs and tree structures are shown in Figure 5 and
6. Using the loop vertex expansion formula we begin to see that graphs
coming from different orders of the expansion of λ can be associated to the
same tree by the loop vertex expansion. Indeed we recover contributions for
the trivial and almost trivial trees of the previous figure. But we find also a
new contribution belonging to a tree with two edges.
From these examples we find that the structure of the loop vertex expan-
sion is totally different from that of Feynman graph calculus. At each order
of the loop vertex expansion it combines terms in different orders of λ.
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T= φ
3216
w(G,T)
T=
8 32
T= G= +
G= +
=1/2+1/2
w(G,T) =1w(G,T) =1
(G,T)w =1
G=
8
w(G,T) =1
Figure 6: The connected graphs and the tree structure from the loop vertex
expansion. Remark that Feynman graphs of different orders may have the
same tree structure in the LVE representation.
5 Non-integer Dimension
Let us now consider, e.g. for 0 < D ≤ 2 the Feynman amplitudes for the φ4D
theory. They are given by the following convergent parametric representation
(see e.g. [29] for a recent reference)
AD,G =
∫ ∞
0
dα
e−m
2
∑
` α`
U
D/2
G
(32)
where m is the mass and UG is the Kirchoff-Symanzik polynomial for G
UG =
∑
T∈G
∏
`6∈T
α`. (33)
All the previous decompositions working at the level of graphs, they are
independent of the space-time dimension. We know that for D = 0 and
D = 1 the loop vertex expansion is convergent. Therefore it is tempting to
conjecture, for instance at least for D real and 0 ≤ D < 2 (that is when no
ultraviolet divergences require renormalization), that repacking in the same
way the series of Feynman amplitudes in non-integer dimension also works,
that is, after introducing the same extensions and collapse operations:
Conjecture 5.1. The series
∑
G¯′⊃T¯ w(G¯
′, T¯ )AD,G¯′ is Borel summable in the
coupling constant of the theory for any real D with 0 ≤ D < 2 and denoting
15
AD,T¯ its Borel sum:
AD,T¯ = B
(∑
G¯′⊃T¯
w(G¯′, T¯ )AD,G¯′
)
, (34)
the series
∑
T¯ AD,T¯ is absolutely convergent for λ small:∑
T¯
|AD,T¯ | <∞ , (35)
the result being the Borel sum of the initial perturbation series.
If true this conjecture would allow rigorous interpolation between quan-
tum field theories in various dimensions of space time. It could e.g. lead to
a possible justification of the Wilson-Fisher 4−  expansion that allows good
numerical approximate computations of critical indices in 3 dimensions.
An other approach to quantum field theory in non integer dimension, also
based on the forest formula but more radical, is proposed in [30].
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