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résumé et mots clés
Cet article décrit l'approche de conception du circuit MOVIE, brique de base pour la réalisation de simulateurs temps
réel d'algorithmes de compression vidéo . Le circuit MOVIE est une petite machine systolique composée d'un processeur
d'entrée/sortie et d'un réseau linéaire de processeurs de calcul, il inclut les mécanismes adaptés à l'acquisition et à la
restitution de la vidéo ainsi que des facilités pour la réalisation de réseaux de calcul de configurations différentes. Les outils
logiciels, conçus conjointement avec l'architecture, permettent une programmation en langage évolué et une génération de
code efficace. L'architecture du circuit MOVIE est entièrement spécifiée à l'aide du langage de description de matériel VHDL,
sa synthèse est réalisée avec l'outil COMPASS.
Circuit VLSI, architecture systolique, architecture SIMD, compression d'image, traitement vidéo
abstract and key words
This article describes the design approach of the MOVIE circuit, building block for the development of software-only solutions
for real time video processing applications . The MOVIE circuit can be seen as a small linear systolic-like array of computation
processors, connected at each end to an I/0 processor . Externally, the chip is provided with four bidirectional data ports and
three bidirectional data video port, allowing specialized parallel and programmable architectures of various configurations to be
realized . Software tools, designed simultaneously with the definition of the architecture, especially as regards the code optimization
aspects, allows high level programming and efficient code generation . The MOVIE architecture has been entirely specified using
the VHDL hardware description language . Its synthesis is performed under the Compass tools .
VLSI circuit, systolic architecture, SIMD architecture, video compression, video processing
Î1 introduction
Les applications de traitement vidéo et plus particulièrement les
applications de compression vidéo deviennent de plus en plus
complexes . Par exemple, les applications de codage vidéo MPEG
1-2 requièrent une puissance de traitement de quelques dizaines
de GOPS (giga opérations par seconde) . De plus, la diversité
des algorithmes ainsi que leurs nombreux paramètres laissent
au concepteur une grande liberté lors de l'implémentation . L'ex-
ploration et la comparaison de différentes solutions algorithmi-
ques requièrent l'utilisation d'architectures programmables . Le
concept de « boîte à outils » dans MPEG-2 et les propositions en
vue de la future norme MPEG-4 ne font qu'accentuer ce besoin .
La puissance de calcul requise pour simuler des applications
MPEG est très largement supérieure à celle disponible aujour-
d'hui sur les microprocesseurs à usage général . Les quelques
études d'implantation d'algorithmes de compression vidéo sur
des machines parallèles à usage général ont mis en évidence
leur inadéquation en ce qui concerne les entrées/sorties . En ef-
fet, même si leur débit brut d'entrée/sortie est potentiellement
supérieur à celui nécessaire pour traiter la vidéo en temps réel, les
entrées/sorties pénalisent les calculs car elles utilisent les réseaux
de communication inter-processeurs .
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La puissance de calcul requise peut être obtenue à un coût
raisonnable par l'utilisation de matériels très spécialisés et de
circuits VLSI dédiés . De telles solutions, peu programmables,
restreignent de façon considérable les possibilités d'adaptation et
de modification des algorithmes et de leurs nombreux paramètres .
Même si de telles solutions satisfont les exigences des applica-
tions, leur manque de flexibilité ne les rend pas adapté à l'éva-
luation, au test et à la comparaison des nombreux algorithmes de
compression .
En réponse à ces besoins, l'approche MOVIE vise à fournir une
approche complètement logicielle dans le contexte du traitement
vidéo temps réel . L'architecture MOVIE consiste en un réseau
linéaire SIMD dédié au traitement vidéo . Son bloc de base as-
socie un réseau de processeurs de calcul PE,, et un processeur
d'entrée/sortie PE e8 . Ce bloc de base ou module peut être vu
comme un petit réseau systolique de processeurs de calcul relié
aux extrémités au processeur d'entrée/sortie . Les modules, orga-
nisés en réseau linéaire, communiquent avec leur voisins par l'in-
termédiaire de deux ports de communication . Ceux-ci comportent
également trois ports vidéo . Les éléments matériels, aisément in-
terconnectables, permettent un assemblage rapide d'architectures
parallèles semi-spécialisées . Leur architecture est conçue dans le
souci du respect de l'équilibre entre les calculs et les communica-
tions en vue d'exécuter des algorithmes à parallélisme à grain fin .
Les applications sont décrites en langage de haut niveau, le com-
pilateur engendre du code pour les différents types de processeurs
(processeurs de calcul et processeur d'entrée/sortie) .
La section 2 de ce papier discute, après une présentation de l'état
de l'art du domaine, les objectifs de ces travaux, le contexte et les
hypothèses qui ont motivé les choix d'architecture . L'architecture
du circuit MOVIE est détaillée dans la section 3 . Les outils
logiciels, base de l'environnement de programmation de MOVIE,
sont décrits dans la section 4 . La mise en oeuvre d'une application
MPEG-2 est expliquée dans la section 5 . Eniin, nous présentons,
dans la section 6,1' approche de conception qui vise une synthèse
complète du circuit MOVIE.
2. approches matérielles
pour le codage video
Le traitement temps réel d'un schéma de codage comme MPEG-
1 suppose une puissance de traitement d'environ 30 GOPS si
une approche par corrélation de blocs à recherche exhaustive
est employée pour l'estimation de mouvement . Il y a de plus
un réel besoin de programmabilité pour satisfaire les exigences
des applications. Un codeur MPEG complètement programmable
exige en fait la puissance de traitement d'un supercalculateur .
Les premières implémentations matérielles ont été basées sur des
approches «jeux de composants », où chaque bloc fonctionnel
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de l'application (transformée en cosinus discrète, estimation de
mouvement, codage à longueur variable) était mis en oeuvre sur un
circuit . Les progrès de la technologie VLSI ont permis, au cours
des dernières années, des implantations mono-circuit de codeurs
vidéo .
Les implantations récentes des standards de compression vidéo
peuvent être classées en deux catégories : les circuits spécialisés
non programmables et les processeurs de traitement de signal
vidéo (VSP) [21, 4]. Les circuits spécialisés réalisent un standard
particulier de compression selon une approche pipeline des traite-
ments, les fonctions réalisées étant câblées . Les processeurs VSP
sont des extensions des processeurs de traitement de signal à usage
général DSP. Ce sont des processeurs programmables, construits
à partir de coeurs de processeurs RISC ou DSP et d'unités de
traitement spécialisées pour accélérer les fonctions intensives en
calcul comme l'estimation de mouvement, la DCT.
2 .1 . codeurs dédiés
Les codeurs dédiés offrent une programmabilité réduite, leur
architecture est spécialisée pour un standard de codage ou
décodage particulier. Il y a eu récemment une prolifération d'an-
nonces de produits en raison de l'arrivée massive d'applications
exigeant la compression vidéo . Notons cependant que la plupart
des produits sont des décodeurs vidéo, ceux-ci étant plus simples
à implémenter car ne nécessitant pas d'estimation de mouvement .
Il convient de remarquer que certains circuits incluent main-
tenant à la fois des unités programmables et non programmables
et peuvent être considérés comme des solutions hybrides de
processeurs programmables et spécialisés . Le jeu de circuits
de codage d'AT&T [1] pour l'implémentation de systèmes de
téléconférence à bas coût et le circuit de codage H.261 de Sgs-
Thomson [11] illustrent cette évolution .
2.2. processeurs de traitement
du signal vidéo
Les VSP ne sont pas dédiés à une application . Leur architecture
est organisée autour d'un coeur de processeur pour le calcul
classique et peut inclure des unités dédiées pour l'implantation
efficace de parties de la chaîne de compression (DCT, estimation
de mouvement, etc .). Le problème majeur de telles approches
est de supporter l'énorme puissance de calcul requise par les
applications . Ce problème est abordé de trois facons différentes .
• Accroissement de la fréquence d'horloge par utilisation inten-
sive du pipeline .
• Exploitation de la distribution de données en implémentant
plusieurs chemins de données parallèles sur un même circuit .
• Mise en oeuvre des tâches intensives en calcul (estimation de
mouvement, DCT) sur des groupes de processeurs (approche
coprocesseur) .
2.2.1 . accroissement de la fréquence d'horloge
Les processeurs S-VSP [14] et VSP3 [17] de NEC sont des
exemples typiques de processeurs de traitement de signal vidéo .
Leur performance résulte de l'utilisation d'une fréquence d'hor-
loge élevée par l'utilisation intensive du pipeline . Le VSP3 est un
processeur atteignant les 1,5 GOPS, fonctionnant à 300 MHZ, et
ayant 1,3 millions de transistors .
2.2.2. chemin de données parallèles
Le circuit IDSP [25] des laboratoires NTT est un exemple de
VSP mettant en oeuvre des chemins de données parallèles . Celui-
ci comporte quatre unités de traitement de données pipelinées
(910 000 transistors), atteignant ainsi une performance de crête
de 300 MOPS à une fréquence de fonctionnement de 25 MHZ .
2.2.3. approche coprocesseur
Les capacités de traitement du circuit VDSP2 [24] de Matsushita
Electric sont dues à l'utilisation d'une architecture SIMD à quatre
processeurs DSP contrôlée par un noyau de DSP. Le circuit
dispose en plus d'unités spécialisées pour la DCT et le codage à
longueur variable. Il fonctionne à 80 MHz et intègre 2,5 millions
de transistors .
Le circuit MVP ou TMS320C80 [15] de Texas Instruments est
radicalement différent de tous les autres processeurs vidéo . Il n'a
aucune unité spécifique . Il inclut un processeur maître (processeur
RISC 32 bits à usage général), quatre DSP parallèles, une unité
de contrôle de transfert, de la mémoire locale et deux contrôleurs
vidéo. Il atteint ainsi une performance de crête de 2 GOPS à une
fréquence de fonctionnement de 50 MHZ et intègre plus de 4
millions de transistors .
2.3. approche Movie
Comme l'illustrent les approches évoquées précédemment, l'em-
ploi du parallélisme et de la spécialisation constitue un moyen
efficace pour atteindre la puissance de calcul requise par les algo-
rithmes de traitement vidéo . Les quelques architectures proposées
dans la littérature, basées sur un style de parallélisme SIMD [8,
16], ou caractérisées par l'emploi de modèles MIMD [23,10, 6]
illustrent bien ce souci d'associer parallélisme et spécialisation .
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Les caractéristiques très différentes de toutes ces approches résul-
tent de compromis tels que le niveau de performance recherché,
le coût, le volume, l'extensibilité et l'évolutivité de la solution . Ils
relèvent tous de l'adéquation application architecture .
L'aspect d'évolutivité de la solution est fondamental et doit être
considéré avec attention . Il est évident que c'est dans la pro-
grammabilité que réside la pérennité des choix architecturaux .
La programmabilité est la seule possibilité pour offrir un cadre
d'expérimentation pour de nouvelles applications, aborder la
conception de nouveaux algorithmes sous l'angle de leur mise en
oeuvre et ainsi contribuer à faciliter leur implantation future dans
des systèmes spécialisés [20] . La problématique de la concep-
tion s'en trouve néanmoins complexifiée, puisque l'adéquation
concerne alors trois relations intimement liées et de même impor-
tance : application, architecture, programmation [19] .
Le modèle de programmation doit convenir au domaine d'appli-
cations et au modèle de machine . Réciproquement, l'architecture
parallèle et son modèle d'exécution doivent présenter de bonnes
caractéristiques pour supporter efficacement les applications . Il
est cependant difficilement concevable que la conception d'une
architecture programmable puisse porter sur les aspects algorith-
miques du codage vidéo . Il est donc raisonnable de considérer ces
aspects comme figé. C'est cette approche qui a guidée la spécifi-
cation de l'architecture de MOVIE.
Les exigences des algorithmes vidéo-numériques ont été iden-
tifiées en examinant différentes techniques de codage par blocs
34 Mbit/s[ 12], MPEG-1 [9], MPEG-2 [22], codage en sous-bande .
Les différentes tâches algorithmiques (DCT, quantification, esti-
mation du mouvement, codage à longueur variable, etc .) ont été
quantifiées en terme de coût et les types de calcul répertoriés . Les
propriétés de régularité des algorithmes, tant au niveau des traite-
ments que de l'accès aux données, ont motivé l'utilisation d'un
parallélisme de type régulier, SIMD ou systolique, en lien étroit
avec les modèles de programmation et d'exécution sous-jacents .
Les études préliminaires ont porté sur l'utilisation de réseaux
linéaires SIMD, ou chaque colonne de pixels de l'image est
allouée à un processeur différent du réseau [7]. Le traitement
d'un bloc de n x n pixels de l'image est dans ce cas réalisé sur un
groupe de n processeurs du réseau . Certains algorithmes comme
la DCT ne réclament que des communications entre processeurs
d'un même groupe. D'autres, comme l'estimation de mouvement,
exigent en revanche des communications entre groupes . Le besoin
de permettre de confiner des traitements au sein d'un groupe a été
mis en évidence . Aussi, le modèle d'architecture MOVIE consiste
en un réseau linéaire de groupes de processeurs systoliques. Un
groupe est constitué d'un petit réseau linéaire de processeurs
élémentaires de calcul, dont le modèle d'exécution est systolique
SIMD. Ce réseau est associé à un processeur dit d'entrée/sortie, en
charge de la gestion de la mémoire de donnée externe au groupe
ainsi que de l'alimentation en données du réseau de processeurs
de calcul .
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Figure 1 . - Différents niveaux de l'architecture MOVIE.
architecture MOVIE
3.1 . différents niveaux de parallélisme
dans Parchitecture MOVIE
L'association d'un groupe de processeurs de calcul (PE e ) et
du processeur d'entrée/sortie (PE,,) constitue la brique de base
(ou module) de l'architecture MOVIE. Un module peut être vu
comme un petit réseau linéaire de processeurs de calcul relié à
ses extrémités à un processeur en charge de l'alimentation en
données et/ou de la récupération de résultats. Les modules voisins
communiquent par l'intermédiaire de ports de communication à
deux niveaux : au niveau des réseaux de processeurs de calcul
et au niveau des processeurs d'alimentation en données, comme
illustré parla figure 1 .
Le réseau de processeurs de calcul est alimenté par le processeur
d'entrée/sortie associé, soit par décalage de données, soit par
diffusion. Les processeurs d'entrée/sortie sont alimentés par le
contrôleur de facon similaire . Ils ont aussi accès à une mémoire
de forte capacité, externe au circuit, dans laquelle sont stockées
les portions d'images en cours de traitement.
Les traitements tirant parti d'un découpage au niveau du pixel
peuvent être effectués par les processeurs de calcul, tandis que
ceux plus adaptés à un découpage au niveau du bloc sont réalisés
par les processeurs d'entrée/sortie .
3e2. circuit MOVIE
Le circuit MOVIE dispose, du point de vue externe, des ports
suivants, comme illustré par la figure 2
•
	
quatre ports de données 16 bits pour les échanges entre circuits,
• trois ports vidéo 16 bits pour les entrées/sorties vidéo,
• deux ports d'instructions pour le contrôle du PEES et des PEE ,
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• un port d'interface mémoire pour les échanges avec la mémoire
externe .
Son architecture interne, illustrée par la figure 2, est organisée
autour de quatre éléments principaux qui sont le réseau de
processeurs de calcul (PE e ), le processeur d'entrée/sortie (PE,,),
les décodeurs d'instructions et le contrôleur vidéo .
Les processeurs PE, (16 bits) etPE, (32 bits), ont sensiblement la
même architecture, ce qui a l'avantage de minimiser les dévelop-
pements matériel et logiciel . En dehors de la largeur du chemin de
données, le PE, diffère du PE, par sa connexion à une mémoire
externe, et par quelques instructions et registres de configuration
supplémentaires .
Les opérations du circuit sont contrôlées par deux instructions
codées sur 40 bits, engendrées à l'extérieur du circuit et décodées
en interne par une unité de décodage . Ce schéma de contrôle tire
parti de la régularité de l'architecture ou tous les processeurs PE,
exécutent simultanément la même instruction . Afin d'accroître
les performances, l'exécution des instructions est pipelinée : il













PE . : processeur de calcul
PEes :processeur d'entrée/sortie
REG : Ban. de registres
ALU : Unité arithmétique et logique
CGM : Unité de communication
Cent : Registres de configuration
MEM : Mémoire interne multi-ports
AG : Générateur d'adresse.
Figure 2. - Architecture générale du circuit MOVIE .
permettant ainsi l'exécution d'une nouvelle instruction à chaque
cycle d'horloge .
Le contrôleur vidéo a en charge l'acquisition ou la restitution de
données. Le circuit dispose de trois ports utilisables en acquisition
ou en restitution et capables de gérer les formats vidéo courants
(4 :2 :0, 4:2 :2, 4 :4 :4, etc .) . L'emploi de ces ports n'est pas restreint
à la vidéo, ils peuvent être utilisés pour émettre ou recevoir tout
autre type de données (jusqu'à 16 bits) . Les données acquises ou
à restituer par le circuit sont stockées dans la mémoire externe, le
contrôleur vidéo n'effectuant qu'un stockage temporaire de ces
données à l'intérieur du circuit .
3.3. capacités de communication
et notion de reconfiguration
Le processeur de calcul est capable d'exécuter une opération de
calcul et une opération de communication avec ses voisins en
parallèle. Comme dans une architecture VLIW, le mot d'instruc-
tion se compose de deux champs indépendants : le premier décrit
l'opération arithmétique et le second la communication .
En raison des contraintes technologiques, le circuit MOVIE
contient un nombre limité de processeurs PE, égal à un sous
multiple de la largeur des blocs de pixels . Par exemple, quatre ou
huit PE, peuvent convenir. La notion de reconfiguration permet
d'agréger des modules pour former un groupe composé d'un PE,,,
et de tous les PE, contenus dans les modules . Des modules à
quatre PE, agrégés par deux forment ainsi des groupes de huit
PEE . Ce mécanisme matériel permet un réel dimensionnement de
l'architecture : adaptation de la taille du réseau de processeurs de
calcul à la taille des blocs de pixels .
3.3.1 . architecture du processeur de calcul




un banc de 32 registres,
• une unité arithmétique et logique (UAL à trois étages de
pipeline),
• une mémoire multi-accès de 1K mots de 16 bits (deux accès
en lecture, deux accès en écriture) et les générateurs d'adresses
associés,
• des registres spécialisés pour l'accès automatique à la mémoire,
les communications, la mise au point .
L'architecture des processeurs repose sur le concept de jeux
d'instructions RISC avec des extensions pour le traitement vidéo .
Elle inclut en particulier des mécanismes d'accumulation et de
génération automatique d'adresses, permettant à des opérations
courantes en traitement d'image comme E(a - b)2,
E
la - bl
ou E(a - b) x c d'être lancées à chaque cycle . Une opération
de communication entre PE, peut avoir lieu en parallèle avec les
opérations arithmétiques, pour permettre un équilibre entre les
calculs et les communications .




















UAL 16 bits 3 étages











La programmation d'architectures à base de modules MOVIE
a été considérée dès le début de l'étude de l'architecture afin
de garantir que les mécanismes architecturaux mis en oeuvre
étaient exploitables par un compilateur et qu'ils n'étaient pas
un obstacle à la production d'un code efficace . La définition de
l'environnement de programmation a par conséquent été menée
simultanément à la spécification de l'architecture .
L'architecture MOVIE est basée sur un modèle d'exécution
SIMD. Dans le modèle de programmation à parallélisme de
données qui lui est sous-jacent, le contrôle est séquentiel alors que
l'accès aux données est parallèle . Le langage C-stolic [181 dédié
à la programmation d'algorithmes réguliers sur une architecture
composée d'un réseau linéaire de cellules interconnectées locale-
ment et alimentées par un processeur hôte a été employé dans
les études préliminaires pour simuler les algorithmes étudiés . Il a
maintenant été adapté aux spécificités de l'architecture MOVIE
et est employé comme langage de programmation de haut niveau .
C-stolic est un langage impératif, à structure de blocs, dont la
syntaxe est proche de celle du langage C . Le parallélisme est
décrit de façon naturelle et explicite par l'emploi de classes
de mémorisation particulières. systolic signifie l'allocation sur
chaque processeur de calcul d'un exemplaire de la variable,
I
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sourc
vidéo
contrôleur du réseau 1 contrôleur du réseau 2
bus vidéo
Figure 4 . - Codeur MPEG-2 réalisé avec deux réseaux MOVIE .
parallel signifie l'allocation sur chaque processeur d'entrée/sortie
d'un exemplaire de la variable, static exprime l'allocation de
la variable sur le processeur hôte . Un programme écrit en C-
stolic est composé d'un seul fichier source duquel sont dérivés le
programme des différents processeurs .
Les communications sont synchrones et sont l'effet d'affectations
particulières : affectation à droite x = > y, à gauche x = < y .
Dans ces exemples, chaque processeur émet le contenu de la
variable y et récupère dans x la donnée provenant de son voisin .
Les processeurs du bord ne modifient pas x ou n'émettent pas y
si le sens de l'affectation ne le permet pas .
Une caractéristique importante des processeurs d'un module
MOVIE est de permettre l'exécution en parallèle de plusieurs
opérations [2] . La gestion de ce parallélisme interne nécessite la
mise en oeuvre de techniques d'optimisation de code (optimisation
de séquences de code sans branchement, optimisation de boucles
par des techniques de pipeline logiciel, de dépliage) .
L'approche retenue repose sur l'utilisation d'un outil appelé
Oco [5] développé à l'Irisa dans le projet Caps en vue de
l'optimisation de code pour des microprocesseurs classiques de
type RISC Oco (Optimiseur de Code Objet) inclut des algorithmes
d'ordonnancement pour l'optimisation de code sans branchement
ainsi que pour les boucles (pipeline logiciel) .
La chaîne de compilation gère les différents niveaux de paral-
lélisme d'une architecture à base de circuits MOVIE. Son orga-
nisation, consiste en quatre modules principaux s'appuyant sur
des outils existants .
• Le compilateur C-stolic traduit le programme source en trois
programmes, en langage C ou en format intermédiaire, corres-
pondant aux différents processeurs de l'architecture .
• Le générateur de code traduit les programmes C produits par le
compilateur C-stolic en code assembleur séquentiel . La première
version du générateur de code, réalisée à l'aide du compilateur
multicible lcc [131, a très largement contribué à la validation de
l'architecture interne des processeurs et de leur jeu d'instructions .
•
	
L' optimiseur de code Oco parallélise le code assembleur séquen-
tiel .








• Oco est paramétré par une description de l'architecture cible
en terme de types de ressources et d'utilisations des ressources
par les instructions . Il est donc possible de modéliser finement
l'architecture du processeur et de rendre compte du déroulement
des instructions cycle par cycle afin d'optimiser le nombre moyen
d'instructions lancées à chaque cycle .
Un codeur MPEG-2 consiste en trois parties : l'estimation de
mouvement, la boucle de codage et la génération du train binaire.
L'estimation de mouvement et la boucle de codage manipulent des
blocs de pixels de taille 8 x 8, 16 x 8 ou 16 x 16 . Ces traitements
sont bien adaptés à un parallélisme de données . Les traitements
appliqués sur chaque bloc étant très similaires, l'emploi d'un
parallélisme de données s'avère être très efficace .
L'implantation la plus efficace d'un codeur MPEG-2 avec des
circuits MOVIE consiste à utiliser deux réseaux linéaires inter-
connectés comme illustré par la figure 4 [3]. Le premier réseau
est en charge de l'estimation de mouvement et du réordonnance-
ment des trames . Il place sur son flot vidéo de sortie les résul-
tats de l'estimation de mouvement (vecteurs de mouvement) . Le
second réseau réalise la boucle de codage et émet ses résultats
vers l'unité de génération de train binaire . La synchronisation en-
tre les réseaux est réalisée par l'envoi d'un signal du contrôleur du
premier réseau vers le second. Cette opération de synchronisation
n'est nécessaire qu'en début de chaque trame grâce aux capacités
de gestion des contrôleurs vidéo des circuits MOVIE .
Les études d'implantation des algorithmes réalisées montrent que
deux réseaux linéaires de 44 circuits MOVIE fonctionnant à 33
MHZ sont suffisants pour implémenter un codeur MPEG-2 temps
réel complet totalement programmable .
6. conception
du circuit MOVIE
Le choix du processus de conception du circuit MOVIE a été guidé
par plusieurs contraintes ou impératifs, tant techniques qu'hu-
mains : permettre une spécification la plus indépendante possible
des outils de CAO et de la filière technologique retenue pour
la réalisation, explorer différentes alternatives architecturales, et
garantir une sûreté de conception .
6.1 . spécifications
L'analyse de ces contraintes nous a amené à utiliser le langage
VHDL pour la spécification du circuit, plutôt qu'une approche
plus traditionnelle à base de schématique . VHDL permet de
décrire les choix d'implémentation de manière non ambiguë,
à un degré d'abstraction suffisant pour pouvoir passer d'une
technologie ou d'un outil à un autre avec un minimum de travail
de réécriture. Il permet aussi bien d'utiliser une description
fonctionnelle que structurelle, nécessaire si l'on veut pouvoir
utiliser efficacement les spécificités d'une bibliothèque .
L'utilisation de VHDL et de la synthèse, pour un circuit de la
complexité de MOVIE, permet au concepteur de s'affranchir
des détails de conception et de travailler sur une description
de taille réduite et humainement maîtrisable . L'automatisation
du processus de production, à partir de la description VHDL,
permet au concepteur de concentrer ses efforts sur les études
architecturales .
6.2. structuration
La forte structuration du langage VHDL est tout à fait adaptée aux
contraintes imposées par le cahier des charges . Une approche de
conception descendante nous a permis de structurer de manière
hiérarchique le circuit en un certain nombre d'unités fonction-
nelles, ou entités VHDL, dont certaines sont utilisées en plusieurs
exemplaires . Une fois la vision externe de ces entités définies
ainsi que leurs interactions, le concepteur peut se consacrer à leur
implémentation, en explorant différentes réalisations possibles sur
des critères de performance et de surface . Les éléments de la bib-
liothèque MOVIE ainsi développés comportent différentes vues
VHDL développées sous SYNOPSYS et physiques développées
sous COMPASS .
6.3. méthodologie
L'organisation de l'architecture interne des processeurs de
MOVIE met en évidence le besoin des unités fonctionnelles sui-
vantes : UAL à trois niveaux de pipeline, mémoire à quadruple
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accès, banc de registres à quatre ports en lecture et deux en écri-
ture, générateurs automatiques d'adresses, contrôleur vidéo .
La réalisation de telles unités à partir d'une bibliothèque exis-
tante peut se faire selon plusieurs techniques : synthèse logique,
synthèse de chemin de données, compilateurs de RAM, de multi-
plieurs, instantiation de cellules de la bibliothèque, synthèse spéci-
fique pour les structures de mémorisation. Pour les mémoires et
les registres à accès multiples, des techniques de multiplexage
permettant deux accès par cycle d'horloge ont été utilisées pour
pallier les insuffisances de la bibliothèque .
Par ailleurs à ce stade des spécifications l'impact du partition-
nement en un ou plusieurs chemins de données a été évalué . De
même, la manière d'écrire le code VHDL de la spécification com-
portementale intervient sur le processus de synthèse et donc sur
l'architecture produite. Pour un composant donné, plusieurs des-
criptions synthétisables, mettant en oeuvre ces différentes tech-
niques ont été développées et comparées en terme de performance
et de surface .
Pour cela les outils classiques d'un logiciel de CAO de circuits ont
été utilisés : synthétiseur, optimiseur, vérificateur de « timing »,
placement/routage pour l'évaluation en surface .
Après plusieurs itérations sur la chaîne spécification-synthèse-
évaluation, une bibliothèque de composants, VHDL et physiques
est disponible . Les composants sont utilisés dans une description
VHDL hiérarchique synthétisable, modélisant les PE, PE,, et
le module MOVIE. Ces composants de plus haut niveaux sont
évalués et améliorés selon les mêmes techniques .
6.4. test
L'éditeur graphique de SYNOPSYS est utilisé pour produire la
hiérarchie VHDL du niveau le plus haut (module MOVIE), au
niveau le plus bas (composants), à partir d'une représentation
graphique utilisable lors de la phase de test et de mise au point .
Aux entités de plus bas niveau sont associées des architectures
qui correspondent à la spécification VHDL synthétisable retenue
pour les composants .
Une première étape dans le test, consiste à tester chaque com-
posant en l'incluant dans un banc de test spécifique, écrit en
VHDL, générant des stimuli de manière à mettre en oeuvre tous
les mécanismes propres aux composants et simulant son environ-
nement. L' analyse des résultats se fait avec le metteur au point . On
arrive ainsi à éliminer la majeure partie des erreurs de conception
des composants .
Le test des jeux d'instructions et de par la même le test des PE,
PE, et du module MOVIE se fait avec un environnement de
test spécifique. A chaque cycle, trois instructions concernant res-
pectivement les PE, le PE,, et le contrôleur sont lues dans un
fichier assembleur produit soit manuellement soit à l'aide du com-
pilateur. Il est ainsi possible par un choix et un ordonnancement
judicieux des instructions, de tester chaque composant ainsi que
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les détections de conflit d'accès à des ressources, l'exécution con-
ditionnelle et les mécanismes de mise au point . Le résultat de ces
jeux de test peut être sauvegardé pour servir ultérieurement de
référence à de nouveaux tests en cas de modification des spécifi-
cations .
Cette méthodologie de test est aussi bien valable pour les tests
fonctionnels, portant sur la description synthétisable, que pour
les test structurels réalisés avec les listes d'interconnexion VHDL
rétroannotées avec les paramètres électriques réels après synthèse
et routage. Seul change l'architecture associée à l'entité VHDL
du composant .
6.5 . réalisation du circuit
Le circuit MOVIE a été réalisé dans une technologie Cmos
0.6y à deux niveaux de métallisation . Dans cette technologie,
le processeur PE, a une surface de 20 mm 2, et compte 214 000
transistors, tandis que le PE, a une surface de près de 46 mm 2
pour 452 292 transistors .
Un circuit MOVIE à quatre processeurs PE, occupe une surface
de 367 mm 2 , et contient 1,9 millions de transistors (le cceur
représente 302 mm 2 ). Le nombre de broches est de 334 (incluant
296 broches de signaux) . La consommation estimée est de 4 W à
20 MHZ et 5 V.
7. conclusion
Les recherches présentées dans ce papier, menées dans le cadre
d'une collaboration entre le CCETT et l'irisa, montrent que
l'architecture MOVIE constitue une solution particulièrement
flexible pour la réalisation d'un environnement temps réel de
traitement vidéo. Les choix architecturaux qui ont guidé la phase
de spécification de cette architecture résultent d'une part de
l'étude des différents algorithmes qui composent les schémas de
compression standardisés actuels et d'autre part de notre expertise
en matière de conception d'architectures parallèles spécialisées,
en particulier des architectures systoliques .
Les mécanismes architecturaux mis en oeuvre dans le mo-
dule MOVIE permettent la réalisation d'architectures parallèles
spécialisées et programmables de configuration différente, bien
adaptées à l'implantation de schémas de compression par blocs
de type MPEG-1, MPEG-2 . L'étude décrite dans [20] portant sur
la définition d'une architecture pour des algorithmes d'estimation
de mouvement bloc-récursifs montre également l'intérêt du style
d'architecture de MOVIE pour des algorithmes moins réguliers
quant aux accès aux données .
• Les modules MOVIE peuvent être agencés en réseau linéaire,
ou en grille 2D, par simple assemblage des circuits . Plusieurs
réseaux, communiquant par l'intermédiaire des ports d'entrée/
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sortie vidéo, peuvent par exemple être constitués pour une mise
en oeuvre pipeline de l'application [2] .
• Les architectures ainsi constituées sont principalement réalisées
à partir des circuits MOVIE et de leurs mémoires externes .
L'intégration dans les circuits des mécanismes d'entrée/sortie
vidéo, de possibilités de communications entre processeurs, con-
tribue à la simplicité et à la compacité des solutions .
• Grâce aux possibilités de configurabilité des ports d'entrée/sortie
du circuit MOVIE, des groupes de modules peuvent être aisément
constitués à partir de plusieurs circuits . Ces mécanismes ont pour
but, d'une part de permettre un réel dimensionnement des archi-
tectures, et d'autre part de préserver les mécanismes de commu-
nication supportés par le circuit .
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