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Abstract
The rolling shutter camera has received great attention
due to its low cost imaging capability, however, the estima-
tion of relative pose between rolling shutter cameras still
remains a difficult problem owing to its line-by-line image
capturing characteristics. To alleviate this problem, we
exploit gyroscope measurements, angular velocity, along
with image measurement to compute the relative pose be-
tween rolling shutter cameras. The gyroscope measure-
ments provide the information about instantaneous motion
that causes the rolling shutter distortion. Having gyroscope
measurements in one hand, we simplify the relative pose es-
timation problem and find a minimal solution for the prob-
lem based on the Grobner basis polynomial solver. The
proposed method requires only five points to compute rel-
ative pose between rolling shutter cameras, whereas pre-
vious methods require 20 or 44 corresponding points for
linear and uniform rolling shutter geometry models, respec-
tively. Experimental results on synthetic and real data verify
the superiority of the proposed method over existing relative
pose estimation methods.
1. Introduction
Rolling shutter cameras have become popular due to
their low-cost imaging capabilities. However, their line-by-
line image capturing nature causes undesirable artifacts as
shown in Fig. 1. These artifacts can be critical to geometric
vision applications such as structure-from-motion (SfM),
simultaneous localization and mapping (SLAM), and dense
3D reconstruction [4]. Therefore, a numerous studies have
tackled this problem over the last decade [2, 4, 6, 11, 13, 14,
18, 30].
Most existing methods were designed for video applica-
tions and the majority of them take a temporal interpolation
approach to estimate camera poses [11, 13, 14, 18]. They
handle the distortion of rolling shutter cameras through non-
linear optimization with a large number of variables and the
images from high frame-rate videos. Recently, relative pose
estimation problems using unordered still images captured
(a) The tower leans towards the left direction.
(b) The tower bends to the right direction.
Figure 1: Examples of distorted images from a rolling shut-
ter camera. The images were captured by a hand-held
rolling shutter camera undergoing arbitrary motion.
by rolling shutter cameras have been also studied [4, 6].
Albl et al. [2] proposed an absolute pose estimation algo-
rithm for rolling shutter cameras given six pairs of 2D-3D
correspondences. Besides, they analyzed the degeneracy in
rolling shutter structure-from-motion, which happens when
the readout directions are close to parallel, and they allevi-
ated the degenerate situation by differentiating readout di-
rections [4]. In addition, Dai et al. [6] proposed linear and
nonlinear algorithms for linear and uniform rolling shutter
geometry models to solve the rolling shutter relative pose
(RSRP) problem. These algorithms require at least 20 and
44 corresponding points for the linear and uniform models
on rolling shutter geometry, respectively. However, these al-
gorithms are sensitive to outliers and time-consuming due to
the examination of a huge number of hypotheses. Although
they also proposed a nonlinear solver that utilizes 11 and
17 points for the linear and uniform models respectively,
the approach is also computationally demanding because of
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its nonlinear least square optimization procedure, which is
performed at each RANSAC iteration. Moreover, the cost
function for nonlinear optimization has a large number of
unknown parameters and this leads to a local minimum so-
lution rather than a correct solution (global minimum solu-
tion). One practical approach to alleviate this problem is
to lower the degree-of-freedom (DOF) of the problem. In
this sense, several studies [3, 8, 17, 23, 29] adopted inertial
measurements to lessen the DOF. They utilize the orienta-
tion of the gravitational acceleration, which is also called
as vertical direction or gravity direction. Since the verti-
cal direction is directly related to the inclination of the sen-
sors, they [8,23] solved the relative pose problem for global
shutter cameras with two known angles. Albl [3] also ex-
ploited the vertical direction for the absolute pose estima-
tion of rolling shutter cameras. However, the vertical di-
rection from an IMU is likely to be corrupted by several
factors such as sensor noise as they pointed out in the paper,
and therefore, additional refinements are required in gen-
eral. On the other hand, some researchers [17, 29] tried to
utilize gyroscope measurements in order to rectify the dis-
torted images for video stabilization. They also proposed
self-calibration, which estimates biases of a gyroscope and
the time offset between a gyroscope and a camera, from an
image sequence and the corresponding gyroscope measure-
ments.
In this paper, we take one step further with the aid of
3-DOF gyroscope measurements indicating the angular ve-
locity to effectively solve the rolling shutter relative pose
(RSRP) problem. The angular velocity measurements can
be exploited for general situations, e.g. a hand-held rolling
shutter camera undergoing arbitrary motion. Moreover, the
angular velocity measurements directly provide the infor-
mation about instantaneous motion that causes rolling shut-
ter distortion. From this perspective, it would be also pos-
sible to use gravity measurements along with the angular
velocity measurements since most of off-the-shelf IMUs
provide those measurements together. However, we do not
use the gravity measurements because the gravity measure-
ments tend to be very noisy as pointed out in [3], and we
solve the RSRP problem with only the angular velocity
measurements. In addition, unlike [6], our work is based
on the angular model for rolling shutter camera geometry
assuming that instantaneous linear velocities are zero be-
cause hand-held camera motion does not contain high lin-
ear velocity causing severe distortion in general. It not only
simplifies the problem further but also improves the numer-
ical stability on translation estimation. Then, we find the
minimal solution for the simplified problems by using the
Grobner basis polynomial equation solver. Note that the
proposed algorithms require only five corresponding points
for the RSRP problem as the five-point algorithm [27] for
global shutter cameras. In addition, we propose a nonlinear
refinement scheme for the estimates obtained from the pro-
posed closed-form method. The experiments on synthetic
and real data show the superiority of the proposed method.
We further analyze the performance of the proposed algo-
rithms under various instantaneous motions and noises. The
real and the synthetic data experiments with non-zero linear
velocities substantiate that the proposed methods are effec-
tive even under the non-zero linear velocities although we
do not consider the linear velocity in our rolling shutter ge-
ometry.
2. Related Work
The rolling shutter camera was addressed in the
Perspective-n-Point (PnP) problem to estimate the camera
pose with given 2D projections corresponding to 3D point
clouds. Ait-Aider et al. [1] proposed to estimate the pose
and the speed of fast-moving objects in a single image with
a given 2D-3D matching, and proposed nonlinear and lin-
ear models for non-planar and planar objects. Magerand et
al. [25] extended this study by suggesting a polynomial uni-
form rolling shutter geometry model and solved the prob-
lem through the constrained global optimization. Albl et
al. [2] proposed a new method to estimate the camera pose
with 6 points based on the double linearized rolling shutter
camera model.
Besides, SfM and SLAM based on a monocular rolling
shutter camera have been intensively studied taking into ac-
count the rolling shutter effects. Klein and Murray [19] used
the constant velocity model in the SLAM framework to pre-
dict and correct the rolling shutter distortion occurring in
the next frame. Hedborg et al. [13, 14] applied the rolling
shutter camera projection model to the non-linear optimiza-
tion step of SfM, i.e. bundle adjustment. Their key idea
is to exploit temporal continuity of the camera motion on
the video input to deal with the rolling shutter distortion.
Saurer et al. [30] also considered the rolling shutter distor-
tion in dense 3D reconstruction and they also proposed a
minimal solution for absolute pose estimation problem of
rolling shutter cameras [31]. Albl et al. [4] analyzed the de-
generacy of the rolling shutter SfM and suggested how to
avoid the degeneracy when shooting videos. Recently, Ito
and Okatani [15] derived the degeneracy of rolling shutter
SfM as the general expression through a self-calibration-
based approach. Zhuang et al. [32] proposed a constant
acceleration model for relative pose estimation and image
rectification in two consecutive images.
On the other hand, the methods to utilize an inertial mea-
surement unit (IMU) to deal with the rolling shutter distor-
tion in visual odometry (VO) and SLAM have been also
studied. Jia and Evans [16] proposed a method to estimate
the camera orientation using gyroscope measurements and
to correct the rolling shutter distortion of the image. Guo et
al. [11] applied a rolling shutter camera projection model to
the visual-inertial odometry framework that uses IMUs and
cameras to estimate egomotion. They estimated the read-
out time of the rolling shutter camera as well as the time
delay between the IMU and the camera. Albl et al. [3]
proposed a method to improve the speed and accuracy of
the method in [2] using the gravity measurements obtained
from the IMU. In addition, IMUs are also used to solve con-
ventional relative or absolute pose estimation problems for
global shutter cameras. It has been studied to estimate rel-
ative pose with the partially known orientation angle be-
tween two cameras [8, 24], or with known vertical direc-
tion [22, 23].
The relative pose estimation is a fundamental problem
and of importance in SfM and SLAM. To the best of our
knowledge, this is the first work to exploit gyroscope mea-
surements for the relative pose estimation of the rolling
shutter cameras.
3. The Proposed Method
In this section, we define and formulate the gyroscope-
aided RSRP problem, which simplifies the RSRP prob-
lem having 11 DOF as described in Eqs (1)-(3). With the
gyroscope measurements, 11 DOF of the RSRP problem
is decreased to 5 DOF because we utilize known three-
dimensional angular velocities from gyroscopes in two dif-
ferent view points. Then, we solve the problems using the
Grobner Basis (GB) method in order to obtain a closed form
solution. To apply the GB method, we simplify the RSRP
problem with the triple-linearized model for rotation param-
eters. In the final step, the estimated parameters from the
GB method are used as initial values for the nonlinear re-
finement.
3.1. Rolling Shutter Relative Pose Problem
In this paper, we use the angular model for rolling shutter
geometry as in [17, 29], in which the rolling shutter distor-
tion is represented by the instant angular velocity not the in-
stant linear velocity because the angular velocity dominates
the image distortion of rolling shutter cameras in general.
Indeed, the rolling shutter image distortion usually becomes
severe when captured scenes are close to a camera and the
camera moves very fast. In such cases, it is difficult to get
the proper number of corresponding points between two im-
ages for relative pose estimation, and the linear velocity is a
very small value in comparison with the fast camera motion.
Therefore, considering linear velocity is practically not ef-
fective unlike the absolute pose problems in [2, 3, 31], and
this is validated in experiments. Moreover, the linear veloc-
ity increases the DOF of the RSRP problem and makes the
relative translation estimation much more difficult and un-
stable. For those reasons, we omit the linear velocity from
the rolling shutter geometry in this paper.
Rolling shutter
Global shutter
R,t
Point
Figure 2: Two-view geometry of a rolling shutter camera.
Camera motion is denoted by relative rotation R and trans-
lation t. mi and mj are corresponding points. The rolling
shutter distortion is described by angular w. v represents a
row index.
Then, the geometric relations between a pair of corre-
sponding points, mi and mj , in the normalized camera co-
ordinate is formulated by using the epipolar constraint as
m>j Evivjmi = 0, (1)
Here, i and j indicate a frame index or a camera index for
different cameras throughout the paper. vi and vj are a row
index of images. The rolling shutter essential matrix Evivj
is defined as
Evivj = btc×Rvivj . (2)
Here, t ∈ R3 a relative translation vector and the rotation
matrix R is defined as
Rvivj = R (vjλwj)
>
R(a)R (viλwi) , (3)
whereR(·) ∈ SO(3) denotes a rotation matrix, w ∈ R3 de-
notes an instant angular velocity vector, a ∈ R3 represents
the relative rotation between two cameras, and λ is a read-
out time. The distortion from the instant angular velocities
is expressed as R(·) with angular velocity vectors. Solv-
ing the rolling shutter relative pose problem is identical to
computing R and t from the rolling shutter essential matrix
in Eq. (2).
The difference between a rolling shutter camera and a
global shutter camera is depicted in Fig. 2; the rolling shut-
ter essential matrix has 11 DOF (dim(R) = 3, dim(wi) = 3,
dim(wj) = 3, dim(t) = 2). Since the the relative translation
is up to scale, its DOF is two.
Here, we summarize our system setup and the RSRP
problem with a gyroscope. We have a calibrated rolling
shutter camera–gyroscope system, therefore, we know in-
trinsics of a camera and a gyroscope, extrinsics between
a camera and a gyroscope, and rolling shutter readout
times. Then, the inputs of the problem are gyroscope mea-
surements (i.e. angular velocity) and corresponding image
points in two images. The output is the relative pose be-
tween the two rolling shutter cameras, i.e. the rotation R
and translation t.
3.2. Angular RSRP with Gyroscope Measurements
The angular velocity measurements from the gyroscope
of the each camera reduce the DOF of the RSRP problem
from 11 to five (i.e. R, t) because the angular velocities of
the problem are given and the relative translation is up to
scale. While it is simpler than the original RSRP problem
having 11 DOF, we further simplify the problem in order to
obtain feasible solutions for real-world applications.
We can express rotations as polynomials for the GB
method with the Cayley transform [2, 12]. It has the de-
nominator K = 1 + x2 + y2 + z2 from the input angle
vector [x, y, z]> ∈ R3. It can be easily removed by mul-
tiplication of K to the rolling shutter epipolar constraint
in Eq. (1) in order to obtain pure polynomials for the GB
method. However, it still has second-order monomials on
x, y, and z. Thus, a system to use the Cayley transform
for the three rotation matrices in Eq. (3) has a huge num-
ber of monomials and the large elimination template from
the GB method. Therefore, since this system based on the
Cayley transform is very time-consuming and numerically
unstable, we do not directly use the Cayley model.
Instead, we express the rotation matrices from instant an-
gular velocities as the linearized model. It is a sensible as-
sumption because an image is captured in very short time,
commonly 30ms to 50ms, and the instant rotation in rolling
shutter cameras is typically very small. Under this assump-
tion, the rotation matrices of cameras can be expressed as
R(vw
′
) ≈ I+ bvw′c×. (4)
We do substitution λw −→ w′ for brevity and reducing the
number of multiplication in the estimation process. As a
result, we have the following rotation representation.
Rvivj =
(
I+ vjbw′jc×
)>
R(a)
(
I+ vibw′ic×
)
(5)
where b·c× is the skew symmetric matrix form of a cross
product.
Besides, we simplify the relative rotation matrix involv-
ing a ∈ R3, however, it is not a small rotation unlike the
rotations from instant motion. Therefore, we apply the lin-
earization with an initial rotation R0 as in [3], and obtain
R(a) as
R(a) ≈ R0(I+ bac×). (6)
Finally, we obtain the rolling shutter relative rotation matrix
as below:
Rvivj =(
I+ vjbw′jc×
)>
R0(I+ bac×)
(
I+ vibw′ic×
)
.
(7)
In order to solve the problem, we construct six equations
from the rolling shutter essential matrix with five corre-
sponding points and one constraint equation from the scale
ambiguity as below:
‖t‖2 = 1. (8)
We reformulate this scale constraint as a polynomial form
for the GB method as
t2x + t
2
y + t
2
z − 1 = 0. (9)
We obtain six equations for six unknowns and, from
those equations, we have 20 possible solutions. By using
the automatic generator from [21], we compute the elimi-
nation template that describes which polynomials have to
be added to initial equations to obtain Grobner basis and
all polynomials required for constructing action matrix. To
get the elimination template, we multiply all the monomials
of the six equations up to 5-DOF, and generate 205 poly-
nomials from 462 monomials. After removing unnecessary
polynomials and monomials, we obtain a final (205×225)-
dimensional elimination template. Note that we do not need
to compute it again once we find the elimination template in
a pre-processing stage.
The elimination template, which contains coefficients
from input measurements such as corresponding points and
gyroscope measurements, is converted to the reduced row
echelon form, and the 20×20 action matrix is constructed
from the template. Then, we obtain solutions from eigen-
values and eigenvectors of the action matrix. We choose one
solution among the 20 solutions by removing imaginary so-
lutions.
3.3. Initialization and Robust Estimation
The initial rotation R0 can be obtained from several
ways. Firstly, the commercial IMUs usually contain an ac-
celerometer that provides gravity measurements as well as
a gyroscope. The vertical direction of a camera from grav-
ity measurements (i.e. pitch and roll angles) can be used
to compute two-dimensional relative rotation between two
cameras. Also, we can predict the initial pose from a mo-
tion model in case of SLAM applications. In this paper,
we obtain the initial rotation R0 by using the well-known
five-point relative pose estimation algorithm [27].
To increase robustness against noise and/or outliers, we
apply the RANSAC [7] to our method. In each RANSAC
iteration, we choose the solution with the largest number
of inliers among 20 solutions. We use the rolling shutter
epipolar constraint in Eq. (1) for the cost function of the
RANSAC. A threshold for determining inliers is set to 0.01
and the number of iteration is set to 200.
3.4. Nonlinear Refinement
Although the proposed method estimates the relative
pose of two rolling shutter cameras accurately, we further
enhance the pose accuracy through nonlinear optimization.
In this step, we use the pose estimation result from the pro-
posed method described in the previous section as an initial
relative pose, and further refine the pose through the non-
linear optimization with the inlier points obtained from the
RANSAC described in Sec. 3.3. The nonlinear energy min-
imization is formulated as
min
q,t
∑
uv
C(q, t)2 s.t ‖t‖2 = 1, (10)
where t is the translation in Eq. (8) and q ∈ R4 is the
unit-quaternion representing the relative rotation, and it is
estimated with local parameterization θ ∈ R3 against its
tangent plane. The scale ambiguity constraint is added to
the cost function as the form of Eq. (9) for easy differentia-
tion. The cost function C is defined as follows.
C(q, t) =m>j btc×Rvivjmi, (11)
where Rvivj is expressed as
Rvivj =
(
I+ vjbw′jc×
)>
Rq
(
I+ vibw′ic×
)
. (12)
Here,Rq is the relative rotation between two cameras trans-
formed from the quaternion q and it is initialized by the
estimates from Section 3.2. Through this refinement, ap-
proximation errors regarding relative rotation R in Eq. (6)
are minimized.
4. Experimental Results
We evaluate the proposed methods on both synthetic and
real datasets. In synthetic data experiments, we analyze the
performance of the proposed methods with various factors
such as rolling shutter distortions and measurement noises.
Then, we validate the superiority of the proposed methods
in reality with real data.
For evaluation, we compare the basic global shutter five-
point algorithm [20,27] with the proposed rolling shutter al-
gorithm and its refined results. Then, we also compare the
nonlinear solver of [6] that uses estimates of GS five-point
algorithm as an initial value. Since it does not provide in-
liers, we use a robust estimator, Cauchy loss function, with
all measurements.
We summarize the algorithms used in the experiments as
follows.
• GSRP: The five-point global shutter relative pose esti-
mation algorithm [20, 27].
• NRSRP: The nonlinear rolling shutter relative pose es-
timation algorithm [6].
• G-RSRP: The proposed rolling shutter relative pose
estimation algorithm using gyroscope measurements.
• G-RSRP+: The proposed algorithm (G-RSRP) with
the additional nonlinear refinement.
The evaluation metric for relative rotation evaluation is
defined as
cos−1((trace(R−1gt Rest)− 1)/2) (13)
and for relative translation it is defined as
cos−1(t>gttest) (14)
as in [6], where t is assumed to be a unit vector since the
translation is up to scale in the RSRP problem. The relative
translation error indicates the geodesic distance between
ground truth and estimated translation on a unit sphere.
4.1. Experiments on Synthetic Data
In the synthetic data experiments, we perform two kinds
of experiments: 1) with different angular and linear veloci-
ties and 2) with noises of a camera and a gyroscope.
Synthetic data generation: For each evaluation, we
randomly generate 3D points, and positions/orientations of
two cameras to generate synthetic data. The standard devia-
tion of the relative rotation and translation are set to 10◦ and
2m, respectively. The number of the 3D points is set to 150
and the they are generated within 60m distance from the
cameras. The rolling shutter readout time λ is set to 60us.
The image resolution is set to 1920 × 1080, focal length
is set to 640 pixel, and radial distortion is not considered in
this experiment. The generated points are projected onto the
image plane of each camera with the given intrinsic camera
parameters and rolling shutter parameters (angular, linear
velocities, and readout time). The rotation from instant an-
gular velocities is computed with the Cayley transform [12],
not a linearized model that is used in the proposed method.
Then, we remove the points that are out of the field of view
or have no corresponding points.
Experiments: We repeat all the experiments 100 times
to obtain statistically meaningful results. At first, we per-
form experiments as increasing instantaneous camera mo-
tion in order to analyze the effects of angular velocity and
linear velocity. Here, the angular velocities w1,w2 and lin-
ear velocities d1,d2 are randomly generated. But we man-
ually set the magnitude of them in order to see the effect
on different level of velocities. We designed two experi-
ments: 1) increasing angular velocity with zero linear veloc-
ity and 2) increasing angular and linear velocities together.
Although the proposed method assumes the angular rolling
(a) Average
(b) Standard Deviation
Figure 3: Performance comparison with different levels of
the angular velocity
shutter geometry model, we perform the experiments with
the non-zero instant linear velocities in order to see the ap-
plicability and robustness of the proposed method in reality.
For that reason, we increase the magnitudes of the velocities
at five levels. Then, Gaussian noises are added to the cam-
era and gyroscope measurements. The standard deviations
of the noises are set to 1 pixel and 0.1 rad/s.
For the experiment on different levels of angular veloc-
ity with zero linear velocity, the magnitude of the angular
velocity is increased from 0.5 to 2.5 rad/s by 0.5 rad/s.
Figure 3 shows that the average rotation and translation er-
rors of GSRP [27] rapidly increase compared to NRSRP,
G-RSRP, G-RSRP+ as the angular velocity increases. G-
RSRP, G-RSRP+, and RSRP maintain rotation errors less
than 1◦ and translation errors less then 5◦ on average even
though the angular velocity increases. Besides, the stan-
dard deviation of the rotation and translation errors from
G-RSRP, G-RSRP+, and NRSRP are less than 1◦ and 5◦,
respectively. It means that they produce stable estimates.
Besides, the standard deviation of the errors from G-RSRP+
is less that of G-RSRP. It indicates that the nonlinear re-
finements truly improve the stability of the estimation es-
pecially under large angular velocities. However, NRSRP
generates rather large standard deviation at the 0.5 rad/s
angular velocity because the nonlinear solver could be fall
into local minima in the case that the initial value is not re-
liable.
(a) Average
(b) Standard Deviation
Figure 4: Performance comparison with different levels of
angular and linear velocities
(a) With different levels of angular velocity noises
(b) With different levels of camera noises
Figure 5: Performance comparison with different levels of
noises
Then, we perform another experiment on different levels
of angular and linear velocities. The magnitude of the angu-
lar velocity increases the same as in the previous experiment
and that of the linear velocity increases from 4 (level 1) to
20 m/s (level 5). For brevity, we denote the magnitude of
(a) Bench (b) Room (c) Street
Figure 6: Sample images and correspondences of the three sequences used in the real data experiments. (Upper row: images,
lower row: correspondences)
the angular and linear velocities using their levels. Figure 4
shows that G-RSRP, G-RSRP+, and NRSRP are much more
accurate than GSRP. This tendency of the results is similar
to that of the previous experiment. Although the average
errors and their standard deviations are a bit increased due
to the effects of the linear velocities, the average errors are
still less than 2◦ and 10◦ even at the maximum level of the
velocities. It indicates that the effect of the linear veloc-
ity is tolerable and not severe. Interestingly, G-RSRP and
G-RSRP+ are more stable than NRSRP considering angular
and linear velocities. It shows that even complicated models
could sometimes produce incorrect estimates.
Secondly, we perform other experiments with different
levels of noises of camera and gyroscope measurements in
order to investigate the sensitivity of the proposed method.
For these experiments, the angular velocity is set to 2.5
rad/s and the linear velocity to 20 m/s as in the level 5
of the previous experiments on angular and linear veloci-
ties. We determined to use these large values to clearly see
the effects of noises in severe rolling shutter distortions. For
the experiment on gyroscope noises, we increase the stan-
dard deviation of the gyroscope from 0.1 to 0.5 rad/s and
set the standard deviation of the camera to 1 pixel. On the
contrary, we increase the standard deviation of the camera
measurement noise from 1 to 5 pixel and set the standard
deviation of the gyroscope to 0.1 rad/s. Figure 5 shows
that gyroscope noises do not affect on the performance of
G-RSRP and G-RSRP+. However, large camera noises sig-
nificantly degrade the translation estimation accuracy of G-
RSRP. Interestingly, the proposed nonlinear refinement im-
proves the accuracy of the translation estimation in case that
camera noises are severe. Apart from this, G-RSRP+ shows
better performance at various noise levels. It indicates that
the refinements make the estimates stable as we observed in
previous experiments on increasing angular velocity.
4.2. Real Data
Real data preparation: We evaluate the performance of
the proposed method in our datasets collected from an Intel
RealSense Camera (ZR300). ZR300 consists of a rolling
shutter camera, a global shutter camera, a depth sensors,
and an IMU including a gyroscope and it also provides their
synchronized timestamps. The frame rates of the rolling
shutter and global shutter cameras are 30 Hz and that of
the gyroscope is 200 Hz. We recorded the image sequences
of the rolling shutter and global shutter cameras and gy-
roscope measurements in indoor and outdoor environments
with handheld motion. Then, we used the images from the
global shutter camera to generate ground truth relative poses
with GSRP [27].
Figure 6 shows the sample images from three sequences
that we recorded. We acquire the Bench and Room se-
quences for about 1 minute and the Street sequence for
about 10 minutes. In these sequences, we generate image
pairs with gyroscope measurements for our relative pose es-
timation problem. In addition, since we need image pairs
having the enough number of correspondences and large
camera motion for our experiments, we basically sample
images having large angular velocity motion by examining
the gyroscope measurements. The sampled images com-
pose image pairs for relative pose estimation. We extract
many feature points from the images and track them [5]
across images having large angular motion. Figure 6 shows
the correspondence samples of the generated image pairs.
Although the RealSense Camera provides initial calibration
parameters, we perform the calibration [9, 10, 26, 28] of the
rolling shutter, global shutter cameras, and the gyroscope by
ourselves in order to obtain more accurate calibration pa-
rameters. Since there are no public calibration algorithms
on a rolling shutter camera and an IMU, we first perform
calibrations of 1) the global shutter camera and the IMU
and 2) the global shutter and rolling shutter cameras. Then,
we compute extrinsic parameters between the rolling shutter
camera and the gyroscope from the estimated two extrinsic
parameters. Besides, we estimate the intrinsic parameters
of the rolling and global shutter cameras, intrinsic param-
eters of the gyroscope such as biases and the time offset
between the gyroscope and cameras. Finally, in order to
reduce the noises of the gyroscope, we use an average of
the gyroscope measurements within 50 ms near the image
frame timestamp.
Experimental results: Figure 7 shows the performance
comparison on three real sequences. Overall, the rotation
and translation errors for all methods are larger than those
in the synthetic data experiments for angular and linear ve-
locities. The reason is that the real dataset contains outliers
(incorrect image correspondences) and noises from the fea-
ture tracking on the consecutive frames, and we also have
calibration errors. Besides, there exist degenerate situations
on camera motion as pointed out in [4]. Nevertheless, the
proposed G-RSRP and G-RSRP+ outperform GSRP and
NRSRP. In all sequences, the median error and standard
deviation of G-RSRP and G-RSRP+ are lower than those
of GSRP. Actually, we can see that G-RSRP and G-RSRP+
produce much less errors than GSRP and NRSRP. Although
NRSRP a bit reduces the standard deviation of the transla-
tion errors inRoom and Street sequences, it does not make
much improvements over GSRP. This is because, while the
nonlinear optimization of NRSRP depends on the initial
value, the initial value obtained from GSRP is erroneous
and this lead to little improvement of NRSRP. Besides, the
complicated model sometimes produces incorrect estimates
as we observed in the synthetic data experiments.
4.3. Time complexity
Since G-RSRP is the closed-form polynomial solver and
the DOF of the problem is small, the computation for ob-
taining 20 solutions with five points and gyroscope mea-
surements is very fast. Besides, it finds inliers in the
RANSAC process easily because G-RSRP considers the
rolling shutter geometry. However, GSRP regards rolling
shutter distorted points as outliers. Thus, it can take more
time for the RANSAC process. In general, NRSRP and G-
RSRP+ takes much more time because the nonlinear solver
estimates a solution in the iterative scheme with a lot of
points.
4.4. Degeneracy
We found that the proposed method fails to estimate the
relative pose in planar scenes similarly to the case reported
in [3]. We performed a synthetic data experiment with the
3D landmarks generated in a plane. Interestingly, we ob-
served that the translation estimates converged to forward
Figure 7: Accuracy comparison for our real datasets
motion although the rotation estimates were correct. This
issue can be resolved by homography estimation consider-
ing rolling shutter camera geometry. We can measure the
planarity of the scene (i.e. how planar the scene is) via the
number of inliers and/or the errors of the measurements.
Then, we can avoid the degenerate situation with this mea-
sure. The mathematical analysis on degeneracy and homog-
raphy estimation for rolling shutter cameras sill remain as
open problems. Moreover, instead of a geometric solution
such as homography, we can judge whether scenes are pla-
nar or not with state-of-the-art machine learning techniques.
Learning the planarity of the scene is another interesting re-
search topic.
5. Conclusion
We have proposed a new method to estimate relative
pose for a rolling shutter camera with the aid of the gy-
roscope, angular velocity measurements. We exploited an-
gular velocity measurements to simplify the relative pose
estimation problem and lowered the DOF of the angular
rolling shutter essential matrix from 11 to five. Then, we
found the minimal solution of the simplified problem us-
ing the GB method and refined the result through nonlin-
ear optimization. We experimentally verified the proposed
method using the synthetic and real data, and confirmed
that the proposed method produces accurate relative pose
estimates compared to the conventional global shutter and
rolling shutter relative pose estimation methods. The pro-
posed method can be utilized as a essential component for
visual-inertial SLAM/SfM with rolling shutter cameras.
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