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Abst rac t - -The  second-order xtenmon of Godunov's method for hyperbohc onservatton laws, 
known as MUSCL schemes, is studied in thxs paper. We present a new type of Eulenan MUSCL 
scheme and oscillation-free algorithms The mtercell f ux is computed from difference approximations 
of characteristic equations with the data influencing the values at half-time step The data for 
characteristm equations are classified m several different ypes by the domain of dependence The 
oscillation-free algorithm, based on TVD method, gives a general formulation for previously used 
method and promdes a class of limiters including exmtmg hmaters. To validate the new TVD-MUSCL 
scheme, numencai experiments are performed for several model problems m one and two dxmensions 
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1. INTRODUCTION 
Hyperbolic onservation laws are the systems of nonlinear differential equations of type 
u~ + F(U)x = 0, (1) 
where U is the vector of conserved variables and F(U) is the vector of the corresponding fluxes. 
A prominent example m systems of conservation laws is the unsteady Euler equations for com- 
pressible fluid dynamics, where 
u= , F (U)  = pu 2 + p . (2) 
u( E + p) 
The state variables p, u, p, and E represent density, velocity, pressure, and total energy, respec- 
tively. The system is closed by specifying an equation of state 
p=p(p ,~) ,  (3) 
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denoting the specific internal energy by e, where e = E/p - (1/2)u 2. For ideal law gas, we have 
p= (4) 
where 7 is the ratio of specific heats. 
The eigenvalues of the Jacobian matrix VF are A-(U) = u -c ,  A°(U) = u and A+(U) = u + c. 
These are the characteristic speeds for one-dimensional fluid dynamics. The sound speed c is 
defined by c 2 = VP/P. 
For the past decades, an enormous amount of research as been conducted to develop "high res- 
olution" methods for hyperbolic onservation laws [1,2]. In this paper, we study the second-order 
Godunov method for the solution of hyperbolic onservation laws and oscillation-free algorithms. 
Godunov's method uses the exact solution of the Riemann problem [3]. The Riemann problem 
is referred as the initial value problem for two constant states. Since Godunov's method is only 
first-order accurate, several methods have been constructed mostly on the basis of an approx- 
imation to the solution of the Riemann problem. The earliest significant contribution to this 
direction is the MUSCL (monotonic upstream-centered scheme for conservation laws) scheme by 
van Leer [4]. Since van Leer's work, the MUSCL scheme has been studied by many people [5-12] 
and widely used for simulations of scientific and engineering problems. 
In MUSCL, the solutions at all points (x,t ~) are described as piecewise linear polynomials, 
for second-order accuracy. Assuming equally spaced grid points x, = ~Ax and setting x,+1/2 = 
(1/2)(x, +x~+l), we define 'cell z' as the interval (x,-1/2, x~+1/2) and let U~ as the average values 
of U over cell ~ at time t ~. Then, at each cell, we have 
hq~ . 
q(x, tn) --__ qn q_ _~x ( x J X~), X~_I/2 ¢( X ( X~+1/2, (5) 
where q = q(U) represents state (or, primitive) variables. For compressible Euler equations, 
q = p, u,p. Integration of the equation (1) around cell i gives 
At 
UI  n-t-1 : U~ n - ~ (-ll~l't-t-l/2 - F I l l /2 )  , (6) 
where F~+1/2 is the flux at edge x~+1/2. The choice of intercell flux F~+1/2 in (6) determines the 
particular numerical scheme for the equation (1). 
For the approximation of intercell flux, the classical van Leer's scheme [4] uses the value of flux 
and its time derivative at time t ~, 
( ) F~+1/2 = F U:~+1/2 + ~ F(U) 1+1/2 (7) 
Here, right-hand sides are obtained by resolving the discontinuity of piecewise linear functions 
at each edge, i.e., the generahzed Riemann problem. VanLeer presented the MUSCL scheme in 
Lagrangian manner and full solutions of the generalized Riemann problem for the Euler equa- 
tion (2) were given in [5]. However, the solutions of the generalized Riemann problem are very 
complicated and expensive in computational sense. 
The complexity of the generalized Riemann problem can be overcomed by several approaches. 
Colella [6] presented the Eulerian MUSCL scheme in which the intercell flux is computed by the 
average of fluxes at the current and next time step, 
=5 F + F (8) 
k ,~+1/2)j • 
In (8), U~+I/2 is obtained by solving the classical Riemann problem on the two initial data of left 
rrn+l and right values on edges at time t n, while ~+1/2 by solving approximate characteristic equations 
using the data at time t ~ influencing the value on edges at time t n+l. 
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Another type of MUSCL scheme by Colella and Glaz [7] used the solution at half-time step 
t n+l/2 for the intercell flux, 
(T[n~-I/2~ 
F~+l/2 = F \v  ~+1/2 / (9) 
T in+l /2  The solution ~ ~+1/2 in (9) is obtained by solving the Riemann problem at half-time step. The 
left and right data for the Riemann problem are obtained by a predictor-corrector manner using 
the characteristic form of the equations. Colella and Glaz's scheme was extended to general 
systems of conservation laws by Bell et al. [8]. 
In this paper, we present a different type of MUSCL scheme, modifying the method for compu- 
tations of the intercell flux at edges. Our scheme uses the equation (9) for the intercell flux, but 
u n+l/2 +1/2 in (9) is obtained by solving finite difference approximations to the characteristic equa- 
tions with the data at time t '~ influencing the value at the point (x~+1/2, tn+l/2). To determine 
the data for characteristic equations, the characteristic domain of dependence is classified in sev- 
eral different ypes. Some features of the resulting scheme are similar to Colella's [6]. The main 
difference with previous MUSCL's is that, in the present scheme, the intercell flux is evaluated 
only from the approximate characteristic equations, not directly using the Riemann problem. 
It is well known that high-order methods for hyperbolic onservation laws suffer from oscil- 
lations around discontinuities. To make solutions oscillation-free, high-order correction terms 
should be limited in some fashion The so-called "slope limiter" and "flux limiter" methods are 
in this category and have proved highly successful [10-15]. 
In the MUSCL schemes, the monotonicity algorithms have usually been applied to the slopes 
of state variables, Aq~, for oscillation-free [4,6,7]. The monotonicity algorithms are derived from 
geometric onditions and only a few slope limiters are known. 
In this paper, we generalize the monotonicity algorithms by applying total vamatwn d~mm~sh~ng 
(TVD) method [13]. Our approach uses full local information to measure oscillations and provides 
a class of TVD limiters including the limiters of the monotonicity algorithm. 
Section 2 describes the oscillation-free algorithms and the construction of TVD limiters. Sec- 
tion 3 gives the new type of MUSCL scheme for compressible Euler equations. To validate 
the present TVD-MUSCL scheme, numerical experiments for several test problems are given in 
Section 4. Section 5 gives conclusions. 
2. OSCILLAT ION-FREE ALGORITHMS 
Second-order xtensions of Godunov's method are expected to have spurious oscillations near 
high gradients. In van Leer's MUSCL scheme [4], the monotonicity algorithm based on the 
geometric ondition was applied for nonoscillatory solutions and Colella's schemes [6,7] also used 
the monotonicity algorithm in modified form. We present he oscillation-free algorithm for the 
MUSCL schemes, reinterpreting the monotonicity algorithm in the framework of TVD method. 
We first consider the linear advection equation 
ut + au~ = O. (10) 
Here u is the conserved quantity and F(u)  = au. We assume a =const  > 0. We adopt the 
concept of total variation of a discrete solution u~. The total variation of the solution at time 
step n, denoted by TV (un), is defined as 
TV (u ~) = ~ lu,~+l - u~[. (11) 
$ 
The total variation is a measure of the oscillatory character of the solution. A class of difference 
schemes whose total variation diminishes with time, i.e., 
TV (u "+') ___ TV  (un), (12) 
are called TVD schemes [13]. 
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If we consider a general method for (10) of the form 
u~ +1 = u~" -- C~-1 (u~ - U,_l)~ + D~ (u~+ 1- u~) , (13) 
then it is shown [13] that the sufficient conditions for the method to be TVD are the inequalities 
C,_1 _ 0, D~ > 0, C~ + D, < 1. (14) 
2.1. TVD Condi t ion for MUSCL 
We apply the MUSCL schemes to the linear advection equation (10). The solution of the 
Riemann problem for (10) is simply the unchanged propagation of the initial data to the right 
with velocity a. It is easy to check that intercell fluxes of the schemes (7)-(9) are identical for 
the linear advection equation and become 
= au? + ~a(1 - ~)zxu?, (15) F.+112 +1/2 
where v = aAt/Ax. 
In the procedure of this section, a specific form or method for the computation of Au~ is not 
needed. There are various ways for constructing the slope Au~ [4,6,7]. Our procedure is valid 
whether Au~ is calculated by an explicit computation or an interpolation of state variables. In 
the numerical experiments given later, we use the central difference between eighboring nodes 
for the gradients, namely, Au~ = (u~+ 1 - u~_t)/2. 
In (15), the first term is a first-order upwind flux and the second term is the second-order 
correction, which leads spurious oscillations in the solution. To deduce the oscillation-free scheme, 
we limit the second-order correction term by multiplying a limiter ¢~ 
= au~ ÷ la(1 - u)Aun~%b,. (16) F~+1/2 
+1/2 
.+i/2 ~+I /2  according to (16) into the conserved scheme (6), Substituting of intercell fluxes ~+I/  and. ,_ I/  
it gives 
n " 2 U" u~ +I = ~, - .  (u? - ~,-i) - .(1 - .) (~¢, - ~ , -1¢, - i )  • (~7) 
Rearranging this, 
u~ +I u," [ 1 [.~" ¢ 'Au2- -  ~ ' iAu '~- lu ,  ~ _ u:-1 jj~l (u, ~ -u,~_~) 
= - .+  ~. (1 -  . )  . (18) 
We measure the smoothness ofdata by ratios of both upwind and downwind changes to the local 
gradients in the conservative variable u, i.e. 
r ;  -- u, - u,-1 r+ _-- U,+l - u, (19) 
Au, ' Au, 
The limiter ~h is considered as a function of these monitors, r + and r~-, 
¢, = ¢ (~7, ~t ) .  (20) 
Note that the monitors (19) use three information, while the standard TVD analysis in [14] takes 
only upwind and downwind changes for the variables. 
The TVD conditions (14) then reduce to 
O<v+lv(1-v)(¢(r~-:r+) - r, ¢ (r~-l'r+-l))r~_l _ <1.  (21) 
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It can be easily shown that, for the CFL condition 0 < v < 1, (21) is satmfied provided 
,(r;,r+) ¢ (r:_l, 
r:- r+_l _< 2, for all C, C. (22) 
We also require ¢ to be zero if the sign of the slope is different with the sign of the upwind or 
downwind changes 
~( r - ,  r +) = 0, for r -  _< 0 or r + _< 0. 
Then, (22) reduces to 
0 < ¢( r - , r  +) < 2 and 0 < ¢( r - , r  +) < 2, (23) 
- -  r -  - -  - -  r + - -  
for all r -  and r +. 
If we define r - min{r - , r+},  ¢ can be regarded as a function of r, i.e., ¢(r)  = ¢(r;r-,r+). 
Then, (23) becomes 
0 < ¢(r)  _< 2, for all r. (24) 
r 
The shaded region in Figure 1 illustrates the TVD region of the limiter ¢ by (24). One can 
see that the TVD region in Figure 1 is not bounded by 2 as [14]. To avoid confusion, we re- 
emphasize that the monitoring function, r, used in our analysis is different from that in [14]• 
The MUSCL scheme, and the Lax-Wendroff and the Beam-Warming schemes are Mso shown in 
Figure 1. The straight line of ~p(r) = 1 in Figure 1 corresponds to the MUSCL scheme without 
the limiter (17). The straight line of ¢(r)  = r corresponds to the Lax-Wendroff scheme if r = r-, 
while it the Beam-Warming scheme if r -- r +. This does not imply that the Lax-Wendroff and 
Beam-Warming schemes are TVD, because the choice of r + and r -  in r depends on the solutions 
locally. 
One can also easily show that the limiter ~p should pass through the point ~(1) = 1 to maintain 
the second-order accuracy. 
'. J ~r)=r " 
/ 
; j  
Figure 1 TVD region for the hm]ter ~p(r). 
2.2. Const ruct ion  of  L imiters  
The procedures derived in the previous sectmn provide infinite choices for the limiter. The 
simplest limiter is the line ¢(r)  = r in the TVD region, which corresponds to the Lax-Wendroff 
or the beam-warming schemes. Thin limiter is denoted as ¢LB: 
~pLB = max(0, r). (25) 
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If the limiter is taken as a combination of the line ¢(r) = ar  and ¢(r) = 1, it is of the form 
¢MMc~ = max (0, min (1, ar)), 1 < a < 2. (26) 
¢MM2 is equivalent to vanLeer's, equation (101) in [4] and cMM1 is the MINMOD-type lim- 
iter [14]. Note that van Leer's limiter was derived from the geometric ondition that the linear 
distribution does not take the values beyond the average values in the neighboring cells. 
Another useful limiters are 
cMAX = (0, min(1, 2r), r) ,  (27) 
r + lr] for r < 1, 
Cs  = 1 + r ' (28) 
~ (r + 1), for r ~ 1, 
cMC~ = max(0, min(2r, fir + 1 - fl)), 0 < fl < 1. (29) 
Alternatively, one may construct various forms of limiters. Figure 2 displays the limiters (26)- 
(29). The limiter cLB is obvious to figure. Note that Cs has a continuous derivative for r > 0. 
To show the performance of the limiters, we solve the linear advection equation (10) with the 
wave speed a = 1 on the computational domain [-1, 1]. We take the initial data as a square 
wave, 
1 for -0 .5<x<O,  
~(x ,0)  = 
0 otherwise. 
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Figure 2 Llmiters 
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We compute the solution up to t -- 0.496 with 100 points. The CFL number is set to 0.8 
The results from the scheme using the limiters CMM2, cMM1 CS, and cMC0 5, are compared in 
Figure 3, displaying only for -0.5 < x < 1. The numerical solutions are shown by symbols and 
the exact solution by a full line. We see that cMM2 gives most accurate results, and cMM1 least 
accurate. Cs and cMC0 5 have similar resolutions and performs lightly less accurate than cMM2, 
but better than ~MM1. We have checked that the result from cLB is almost same as cMM1 and 
that from ~2 MAX almost same as ~MM2. 
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Figure 3. Results for the linear equation T ime t = 0 496, grid 100 
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2.3. Osci l lat ion-Free Algor i thms for Systems of Equat ions 
The procedures described previously are, in strict sense, valid only for the linear advection 
equation. For linear systems, the extension is obvious, by diagonalizing the system and applying 
the same procedure to each of the resulting scalar equations. 
To generalize the procedure of TVD limiters to nonlinear systems uch as the Euler equa- 
tions (2), several different methods can be applied However, in the computational point of view, 
the efficient way is to replace acting of limiter to flux by acting to state variables. Therefore, for 
nonlinear systems, we implement the oscillation-free algorithm simply multiplying the limiter ¢+ 
to the slope of each state variable, Aq+ in the equation (5). 
3. TVD-MUSCL SCHEMES 
In this section, the new type of MUSCL scheme is presented for the Euler equation (2) for 
compressible fluids. 
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The solution procedure for the proposed scheme can be outlined as following steps 
STEP 1. Using given solutions U ~ construct the slope of state variables at the current ime step z 
n, by the oscillation-free algorithm. 
un+ l/2 STEP 2. Compute ~+1/2 by tracing approximate characteristics and solving the difference ap- 
proximations to the characteristic equations. 
STEP 3. Update U n+l, the solution at the next time step, by the equations (6) and (9) from the 
value obtained at Step 2. 
Through the computation, the CFL condition for time step size should be satisfied 
At 
m~(lu~l  + c~} S~z = ~ < 1, (30) 
where ~ denotes the CFL number. 
Step 1 has been described at Section 2 and Step 3 is obvious. We present he computational 
method of Step 2 in detail. 
3.1. Eva luat ion  of the Intercel l  Value 
un+l/2 We compute the intercell value ~+1/2 from the difference approximations to the characteristic 
U n+1 (see equation equations, which was originally adopted by Colella [6] for the computation of ~ /2 
(8)). To solve the approximate characteristic equations, the values U~+l/~,k, k = ±0, solutions at 
TTn+I/2 time t n which influence the value v ~+1/2 , should be determined by tracing the characteristics. In
[6], the directions of characteristics are determined by the solution waves of the Riemann problem 
at time step n. However, our scheme do not solve the Riemann problem at time step n, to reduce 
the computation cost. Therefore, the domain of dependence for characteristic data should be 
carefully considered in our case. 
U~+l/2,k, k = +, 0 is classified in three different ypes. The standard case is + and - charac- 
teristics impinged from the left and right of (x,+1/2, tn+l/2), respectively. Then, U~+1/2,+ on the 
tn+l/2 tn+l/2 
Xz-bl/2 ZI+I/2 
(~) (b) 
t~+112 
t n 
Xz+l/2 
(c) 
Figure 4 Characteristm domain of dependence 
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left and U~+1/2,- on the right become the data for the characteristic equation for pressure and 
U n+~/2 (Figure 4@ If no characteristic ~s impinged from the right (left) of x~+z/2 , velocity of ~ 1
and both + and - characteristics impinged from left (right), then U~+1/2,+ and U~+1/2 ,_ on the 
left (right) are chosen for the data of the characteristic equation (Figure 4b). Another possible 
case is that x~+1/2 has no characteristm from the right (left) and only 4. ( - )  characteristic s
impinged from the left (right). In this case, the right (left) limiting state at x~+z/2 is set to 
U~+1/2,-(U~+l/2,+), which corresponds to Figure 4c. 
Then, using the linearized characteristics, the state values for U~+1/2,± axe 
1 At 
q~ + ~ (1 -ma~ (A+,0)~xx/Aq~, if A+ >_ 0 or A++I > 0, 
q~+1/2'+= 1/11 + .+ At )  0) A%+l, if 0 < (31) q~+l -- ~ + A,+l~xx A%+l, otherwise, 
1 . At 
q,+l ~ mm (A~-+I , ~xx) A~-+I -~ or A~- O, 
q~+1/2'-= 1(  At )  (32) 
% + ~ 1 - A~-~xx Aq,, otherwise, 
where q = p,u,p and A~ --- A±(U~) = u~ 4-c~. In (31) and (32), we suppressed the superscript n
for short notation. 
/-i-n± 1/2 n-.kl/2 n+i/2 satisfy The solution v+i /2  can be obtained by the following procedures. P~+z/2 and u+i/2 
the equations: 
pn+l/2 _ 
~+1/2 P~+U2,± /' n+l/2 ) "4- ~U..kl/2 -- U,+l/2, ± = O, n+l/2 
W(P~+l/2,P~+l/2,±,P~+1/2,~-) 
W (p*,p, p) ---- (pfl)l/2~) (p*/p), 
(33) 
where 
/7+1H.  7 -1h  1/2 
4(H) ~ + ~ )  , forH_>X, 
= (34) 
7 -1  1 -H  
for H < 1. 
Un+I/2 If ,+U2 and U~+1/2,+ are connected by characteristics passing through a shock (rarefaction 
wave), ~b follows the first (second) expression of (34). Note that, for sufficiently weak waves, 
W reduces to pc and the equation (33) approximates the equation for + characteristic family of 
curves 
a;  ± = o. (35) 
pc 
The characteristic equation (35) does not hold across a shock. However, the difference approx- 
imation (33) to the characteristic equation (35) provides the solutions which are well behaved 
pn+l/2 n+1/2 across a shock. In fact, ~+1/2 and u+l/2 in (33) are exactly the solutions of the Riemann 
problem with the initial data U~+1/2,+ and U~+1/2,-. One may apply the exact or approximate 
n+l/2 nq-1/2 Riemann solver for P,+1/2 and %+1/2" Various numerical techniques have been developed for 
solutions of the Riemann problem [2] 
Then, we determine U~+1/2,0, the solution of 0-characteristic at time t ~. If at least one 0- 
characteristic s impinged on the point (x~+1/2, t~+1/2), the state value for U~+1/2,0 is
%+1/2,0 = qa -t- -~s 1 -- sA ° Aqc~, (36) 
& 
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where a and s are defined as 
0 { (Z, 1), if )~0 > 0,)~,+1 > 0, 
(~, , )  = (~ + 1, -1), if ~0 < 0, ~,%~ < 0, (3r) 
( 1 m ) o 0 ~+~-- -~- ,m , i f )  h _>0, A,+1_<0. 
n+1/2 Here, m = sgn (%+1/2)" The third expression in (37) implies that, for the case of two 0- 
n+l/2 characteristics on x~+1/2~ one which has the same sign with "U_kl/2 is taken. If X~+l/2 has 
no 0-characteristic from both sides, U,+U2,0 is taken as the left or right limiting state on x,+1/2, 
e n+i/2 O 0 depending on the sign or U+l/2 . Therefore, if A~ < 0, A,+ 1 > 0, 
I A n+l/2 
q,+~ q~, i fu+l /2  >_0, 
q,+1/2,0 = 1 ~+1/2 (38) 
q~+l - ~Aq,+l, if %+1/2 < 0. 
n+l/2 
The value P,+U2 is obtained by the characteristic connected with U,+U2,0. Depending on the 
type of wave passing through, the solution is 
pn+l/2 P,+1/2 (39) 
,+1/2 = ~ P~+l/2,0, P,+l/2,0 ' 
(7+1)H+7-  1 
~(p,H) = P ( 'y -1 )H+7+ 1' for H_> 1, (40) 
pH 1/'r, for H < 1. 
Note that, for sufficiently weak wave, (39) approximates the equation for 0-characteristic family 
of curve 
dp 
dr + (pc)--- ~ = 0, (41) 
where r represents the specific volume, 1/p. 
3.2.  T ranson ic  and  Superson ic  Case  
u~+l/2 The solution ~+1/2 should be checked whether it belongs to the transonic or supersonic ase. 
un+l/2 The solution ,+1/2 , obtained from the difference approximations to characteristic equations, can 
be considered as an approximate solution for the generalized Riemann problem. If the solution is 
in a rarefaction fan (transonic ase), or in a region outside of all resulting waves of the Riemann 
problem (supersonic ase), it should be properly adjusted. 
The transonic ase is checked by the wave speeds of leading and trailing front, U,+x/2,+-c,+u2,+ 
n+l/2 n+1/2 n+l/2 n+l/2 
and U+l/2 - q+l/2,L for a left rarefaction wave, and u,+1/2,- + c,+1/2,- and U,+l/2 + c,+1/2, •
n+l/2 ~ n+l/21 n+1/2 ~1/2 • for a right rarefaction wave, where the sound speeds c +l/~j = ( , " fP~+I /2 /P~+l /2 , l )  " , t = L ,  R ,  
n+l/2 and &+l/2J is determined by the equation (39), replacing the subscript 0 in (39) by + for I -- L 
and - for l -- R. This leading and trailing front for a rarefaction fan of - (4) wave family are 
U,~+1/2 the ones crossed by + ( - )  characteristics from x~+l/2,+(x,+u2,_). ,+1/2 is approximated by 
Un+l/2 the solution inside the fan along the ray x/t = O. For a left sonic fan, the solution for ~+1/~ is 
) U -- "~÷1 C~+1/2'+ ÷ - ' - -~  u'+l/2'+ ' C : 5~+1/2, + ÷ T (U~+l/2'+ -- U) 
P = P~+1/2,+ \c~+1/2,+2 P =P,+1/2,+ PI+~/2,+ 
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Similarly, for a right sonic fan, 
2 7 -1  ) 
u = - -7+ 1 (-----~U,+l/2,- - c,+1/2,- , 
( e ) 2/('/-1) 
P -- P~+l/2,- c,+~/2 _ 
C = C,+1/2 _ + (it -- U~+1/2,_) , 
P = P~+l/2,- P~+~/2,- " 
(43) 
For the supersonic ase, the solution is 
U n+l/2 { U~+1/2,+, 
+1/2 = U,+l/2,-, 
if w_ >0,  
,if w+ < 0, 
(44) 
where the wave speeds w± are given by 
{ U,+1/2,+--C~+1/2,+, [ ] if H+ < 1 , 1 / 2
w_= 7+1(H+_1)  if H+>I ,  u,+1/2,+ - c,+1/2,+ 1 + ~ , _ 
{U~+I/2'-+c~+i/2'-'[ ] if H-<1'1~2 
w+= 7+1 (H_ - I )  i fH_  > 1. U.~+l/2,_ + C~+1/2,_ 1+ -~7 ' - 
(45) 
(46) 
n+l/2. 
Here, H+ = P~+l/2 /P~+l/2,:i:. 
For the case of Figure 4b in which all characteristics of one side have same signs and no 
characteristics are impinged on x~+1/2 from the other side, this step of checking the transonic 
and supersonic ase is not necessary. 
We also note that, if the slopes of state variables on both side of x~+1/2 are zero, the present 
MUSCL scheme recovers the first-order Godunov method [3]. 
4. NUMERICAL  RESULTS 
We implement the present TVD-MUSCL scheme for several model problems of compressible 
flows in one and two dimensions. Through all computations in this section, the CFL numbers 
are set to 0.8. 
4.1. 1D R iemann Prob lem 
We consider the one-dimensional Euler equation (2) with Riemann initial data of the form 
fUL, irz<z0, 
U(x, O) 
I UR, if x > x0. 
The initial data taken for our computation are 
(pL, UL,PL) = (1,0, 1), (pR, UR,PR) = (0.125,0,0.1). 
The diaphragm is at x0 -- 0.5. This Riemann problem was proposed by Sod [16]. 
Figure 5 shows comparisons of results from Colella's MUSCL [6] and the present MUSCL 
scheme, using the limiter cMM2 for both cases. The numerical solutions are shown by symbols 
and the exact solution by a full line. The results are shown for density, velocity and pressure at 
t = 0.25. The number of grid points is 100 We observe that both schemes give correct solutions 
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Figure 5. Comparison of results for the 1D Rmmann problem from Colella's MUSCL 
and the present MUSCL, with the hmiter cMM2 for both cases Time t = 0.25, 
Grid 100 (a), (b), (c) Colella's cheme, (d), (b'), (c') the present scheme. (a), (a') 
denslty; (b), (b I) velocity, (c), (c f) pressure. 
with good resolutions, but in Colella's, a slight overshoot is found behind the shock in the velocity 
field. 
The overshoot in the solution from Colella's MUSCL in Figure 5 is due to the large CFL 
number. In Co]ella's scheme, characteristic lines, traced back from the edge at next time step to 
current t ime step, should not be crossed over to neighboring cells. Taking account of this effect 
of neighboring cell interactions, the CFL number for Colella's scheme is usually l imited to 0.5. 
Our scheme may use twice larger time step than Colel]a's, since the characteristic lines in our 
scheme are traced back at half-time step. 
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Moreover, even with same CFL number, our scheme is approximately twice faster for one- 
dimensional problems and four times faster for two-dimensional problems than Colella~s, because 
for the intercell flux, our scheme solves only the characteristic equations, while Colella's scheme 
computes both the Riemann problem and the characteristm equations. 
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Figure 6 Results for the 1D Rmmann problem. Time t = 0 25, Grid 100. (a), (b), 
(C) cMM1; (a'), (b'), (c') Cs. (a), (a') dens]ty; (b), (b') velocity; (c), (c') pressure 
Figure 6 is the results from the present MUSCL scheme with the limiter ~b MM1 and ¢s. The 
performance of limiters is similar to the linear case. %b MM2 provides best resolutions, and cMM1 
is most dissipative. The resolution of ~b s is between ~MM2 and cMM1. We again have checked 
that the result from cLB is comparable to ~/~MM1 and that from ~b MAx is comparable to ~b MM2. 
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4.2. B las t  Wave Prob lem 
The next test problem is the blast wave problem, which was studied in [17]. 
equation is the one-dimensional Euler equation. The initial data are 
UL, i f00<x<0.1 ,  
U(z, O) = UM, if 0.1 < x < 0.9, 
UR, if 0.9 < x < 1.0. 
The governing 
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Figure 7. Results for the blast wave problem Time t ---- 0 038, Grid. 1200. (a), (b), 
(c) cMM2; (as), (b'), (c') ~)S (a), (a ~') denmty; (b), (b') velocity, (c), (c') pressure. 
where 
(pL,UL,PL) = (1,0, 103), 
(pM,UM,PM) = (1,0, 10-2), 
(PR,**R,PR) = (1, o, lO~). 
The reflective boundary condition is applied at both x = 0 and x = 1. Complex nonlinear wave 
interactions are occurred in this problem. See [17] for a detailed discussion. 
Figure 7 displays the numerical results at time t = 0.038 from the scheme with limiters •MM2 
and ~b s. We used 1200 grid points. The exact solution, shown by a full hne, is assumed as the 
result from cs  on a very fine grid. Figure 7 shows that the scheme and both limiters give good 
performance. We see that the resolution of cMM2 is better than that of cs ,  but slight oscillations 
are found at the shock around x = 0 65 in the result from cMM2. This is due to the fact that the 
construction of ~)MM2 contains the boundary of TVD and non-TVD region. 
4.3. 2D R iemann Prob lem 
To illustrate the performance of the present scheme in two dimensions, we consider a two- 
dimensional Riemann problem studied in [18,19]. The governing equation for this problem is the 
two-dimensional Euler equation 
vt + F(u)x + a(u)~ = o 
where 
(4r) 
U = 
0.8 
7 
F(U) = 
pu 
pu 2 + P 
puv 
u(E + p) 
) G(u) = | Pv 2 +;  
\ ~(E + p) 
0.6 
0.4 
0.2 
0 
0 0.2 0.4 06 0.8 1 
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Figure 8. Results of density for the 2D Riemann problem Time t = 0 3, grid 
400 × 400 
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Results for the double mach reflection problem Time t = 0.2, Grid: 
(a) density, (b) velocity in z-direction, (c) velocity In y-direction, (d) 
Here, u and v are x- and y-component of fluid velocity, respectively. The initial data consists of 
four constant states in four quadrants chosen so that each pair of data gives a single wave in the 
solution. The interaction at the center leads to a complex wave pattern. This example is a nice 
problem for the test of the scheme, since the boundary condition is simple. For simulation, we 
use the same setup as Figure 4 in [19], i.e., 
(pl, p,) = (1.5, 0, 0,1.5), 
(P2, u2, v2, P2) = (0.5323, 1.206, 0, 0.3), 
(P3, u3, v3,P3) = (0.138, 1.200, 1.206, 0.029), 
(P4, u4, v4,p4) = (0.5323, 0, 1.206, 0.3). 
Here, the subscript denotes each quadrant. 
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The present method can be applied to two-dimensional Euler equation by means of Strang's 
space-operator splitting [20]. Figure 8 displays the numerical results for density field. The limiter 
used is ¢s  and the computational grids are 400 × 400. Figure 8 shows that the present scheme 
successfully computes the complex two-dimensional wave interactions. 
4.4. Double Mach Reflection P rob lem 
This problem was studied extensively in [17] and later by many people. The governing equation 
is the two-dimensional Euler equation (47). A right-moving Mach 10 shock initially makes a 60 ° 
angle with a reflecting wall. The undisturbed air ahead of the shock has a density 1.4 and a 
pressure 1. The computational domain of this problem is [0, 4] × [0, 1]. The reflecting wall lies at 
the bottom of the computational domain for 1/6 < x < 4. Initially a Mach 10 shock is positioned 
at (x, y) = (1/6, 0). For the bottom boundary, the exact postshock condition is imposed for the 
part from x = 0 to x = 1/6, and a reflective boundary condition is used for the rest of the x-axis. 
The data along the top boundary are set to describe the exact motion of the Mach 10 shock. 
See [17] for a detailed description of this problem. 
Figure 9 plots the results of the scheme with the limiter ¢s, displaying only on [0, 3] × [0,1]. 
The grids used for the simulation are 480 × 120. Figure 9 shows that the present method provides 
good resolution for this complicated problem. 
5. CONCLUDING REMARKS 
The new type of MUSCL scheme, based on difference apprommations of characteristic equa- 
tions, has been presented. We have applied the scheme to several one- and two-dimensional model 
problems. The numerical results show that the present MUSCL scheme gives correct solutions 
with good resolution and this demonstrates the robustness and accuracy of the scheme. 
The oscillation free algorithm for the MUSCL scheme has been presented from the TVD ap- 
proach and the performance of the limiters has been compared through the test problems of the 
linear equation and compressible Euler equations. The ]imiter ~)MM2 (and cMAX) provides teep 
profiles for solutions. However, in some cases, the solutions from this limiter have slight oscil- 
lations and overshoots. From our experience, the limiter ¢s  gives sharp resolution for solution 
with no oscillations for most cases. From the presented TVD analysis, one can construct other 
form of limiters which may have better performance. 
Third-order TVD limiters have been proposed by several authors [11,211, but these limiters do 
not show an optimal behavior m some cases, especially for nonlinear cases. The next step of our 
research will be the development of third-order limiters, for the MUSCL schemes, which have 
good performance for nonlinear equations. 
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