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Elektronické  kalendáře  jsou  nástupcem  papírových  kalendářů  a  diářů.  Existují  různé  programy, 
služby a formáty které poskytují služby svých papírových předchůdců a práci s nimi usnadňují využi-
tím možností, které nabízí elektronická forma, například rychlé vyhledávání, možnost sdílení a publi-
kování nových událostí.
Téměř  každá  větší  organizace  nebo  firma  používá  pro  snížení  nákladů  za  telefon  vnitřní 
ústřednu přes kterou si mohou zaměstnanci telefonovat. Jsou to ústředny softwarové, většinou ve spo-
jení s VoIP (Voice over Internet Protocol).
Propojení  ústředny a  elektronického kalendáře  zrychluje,  usnadňuje  a  zpřehledňuje  běžnou 
komunikaci ve firmě. Například umožňuje automatické řízení hovorů, které řeší běžné situace typu: 
Zaměstnanec je v pracovní době objednán k lékaři. Jakmile vloží tento fakt do kalendáře jako událost, 
dozví se o ní i jeho nadřízený a může na ni zareagovat. Ústředna také může na událost upozornit 
s dostatečným  předstihem  a  především  v  udané  době  přesměrovat  hovory  pro  nepřítomného 
zaměstnance na jeho (zvoleného) kolegu.
Tato  bakalářská  práce  se  zabývá  právě  možnostmi  propojení  pobočkových  elektronických 
ústředen s kalendáři, především pak softwarové ústředny Asterisk s kalendáři, jež poskytuje Micro-
soft Exchange Server 2010 (Exchange) a které patří ve firemní sféře k nejpoužívanějším.
V následující kapitole je popsán návrh implementace kalendářového modulu do ústředny Aste-
risk, včetně popisu použitých (i nepoužitých) protokolů pro práci s kalendáři v prostředí internetu 
a popisu základních vlastností ústředny Asterisk.
Ve druhé kapitole je popsána implementace kalendářového modulu pro ústřednu Asterisk.
V předposlední,  kapitole  jsou popsány výsledky testů  spojení  Microsoft  Exchange Serveru 
a ústřednou Asterisk společně se zkušenostmi z krátkého provozu ve firemním prostředí.
V závěrečné kapitole je shrnutí výsledků této práce a navrženo několik možných rozšíření pro-




CalDAV (Calendaring Extensions to WebDAV) je otevřený protokol pro práci s kalendářovými daty. 
Je specifikován v normě RFC 4791 [1]. Tento protokol je velice rozšířený, mezi klienty které ho pod-
porují patří například Apple iCal, Microsoft Outlook, Mozilla Sunbird, Mozilla Lightning, Evolution 
a také mobilní platformy jako Apple iPhone nebo Symbian [2]. Konkrétně se jedná o kombinaci pro-
tokolů WebDAV a formátu pro ukládání kalendářových dat iCalendar. Následující podkapitoly popi-
sují  základní  principy fungování  kalendářů v prostředí internetu s ohledem na protokol  CalDAV, 
protokol WebDAV a formát iCalendar.
2.1.1 Základní principy kalendářů
Základními  stavebními  jednotkami  jsou 
uživatelé,  kalendáře  a  události.  Události 
zpravidla  obsahují  informace  o  jejich  názvu, 
detailnějším popisu, místě konání a času počátku 
a konce  události.  Příklad  základních  vlastností 
události zobrazuje Obrázek 1 (vpravo). Událost 
může být i celodenní, nebo překlenovat několik 
dní.  Dalšími  vlastnostmi  jsou  možnost  pravidelného  opakování  události  v  zadaném  intervalu 
a možnost upozornění na událost před jejím začátkem nebo skončením.
Kalendáře jsou pak pojmenovanými kolekcemi událostí. Jedna událost může být sdílena mezi 
více kalendáři. Kalendář bývá vytvořen nějakým uživatelem, ten je pak jeho vlastníkem který má 
absolutní práva spravovat události, které v něm budou obsaženy.
Uživatelé mohou vytvářet kalendáře a události a mohou je mezi sebou sdílet s různým stupněm 
oprávnění (pouze ke čtení, nebo i pro zápis). Uživatelé se pak mohou přihlašovat jako účastníci udá-
lostí a zvát na ně další uživatele. Tím u události vzniká seznam účastníků (attendees).
Mezi  událostí  a  uživatelem existuje  ještě  jeden vztah a  to  je  zaneprázdněnost,  tedy zda je 
(bude) uživatel událostí  zaneprázdněn (busy)  nebo nikoliv (free).  Například narozeniny jsou celo-
denní  událostí,  ale neznamená  to,  že by jimi  byl  oslavenec celý den zaneprázdněn.  Ve firemním 
prostředí existuje ještě jeden typ zaneprázdněnosti, tím je „mimo kancelář“ (Out of Office, OOF). 
Značí to ještě vyšší stupeň zaneprázdněnosti, protože uživatel je nejen zaměstnán nějakým úkolem, 
ale navíc určitě nebude dostupný na telefonu v kanceláři.
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Obrázek 1: Příklad vlastností události ve webové 
aplikaci Google kalendář
Pro plánování automatického přesměrování hovorů je nedůležitější právě zaneprázdněnost udá-
lostí.
Pro  přenos  těchto  informací  se  v  protokolu  CalDAV používá  formát  iCalendar  kterým  se 
zabývá jedna z následujících podkapitol.
Typickou situaci s uživateli Bob a Alice ilustruje Obrázek 2 
(vpravo). Bob i Alice jsou zaměstnanci stejné společnosti a jsou 
blízcí kolegové. Každý má svůj osobní kalendář a vzájemně si je 
sdílí pro čtení, aby věděli, co jejich kolega dělá a plánuje. Bob má 
ve svém kalendáři událost svých narozenin. Je to celodenní udá-
lost  která  se  každoročně  opakuje.  Alice  si  všimne  narozenin 
v Bobově kalendáři  a  rozhodne se  společně s kolegy uspořádat 
oslavu. Vytvoří si v kalendáři novou událost, čas nastaví na večerní hodiny dne Bobových narozenin, 
jako místo vyplní adresu blízké restaurace a do podrobností napíše pár tipů na dárky pro Boba. Navíc 
nastaví zaneprázdněnost na „mimo kancelář“. Přes kalendářový systém dále rozešle pozvánky dalším 
kolegům (včetně Boba), kteří je obdrží ve svých emailech a většina se na oslavu přihlásí, čímž se udá-
lost objeví i v jejich kalendářích. Alice tak má rychle přehled o tom, kdo všechno na oslavu přijde. 
Bobovi navíc umožní událost editovat, aby mohl upravit seznam dárků které si přeje.
2.1.2 Protokol WebDAV
WebDAV  (Web-based  Distributed  Authoring  and  Versioning)  je  protokol  definovaný  normou 
RFC 4918 [3]. Je navržen jako jako rozšíření protokolu HTTP (Hyper Text Transfer Protocol) se kte-
rým je zpětně kompatibilní.  Jeho cílem je umožnit společnou práci více uživatelů se sadou doku-
mentů.  Za  dokument  můžeme,  stejně  jako  v HTTP,  považovat  prakticky  jakákoliv  data  (včetně 
kalendářů  ve  formátu  iCalendar).  Navzdory  názvu  však  RFC  4918  [3]  neobsahuje  specifikaci 
verzování dokumentů. Brzy po započetí specifikace totiž inženýři z Internet Engineering Task Force 
(IETF) zjistili, že specifikace pro verzování je tak rozsáhlá, že bude vydána v samostatné RFC normě.
Protokol WebDAV je dnes široce podporován přímo v operačních systémech.  V Linuxu je 
možné  WebDAV  zdroje  připojit  (mount)  pomocí  modulů  davfs2  nebo  fusedav.  Prostředí  KDE 
umožňuje s WebDAV zdroji pracovat přímo přes správce souborů Konqeror, což umožňuje modul 
kio_http  (ač  v  názvu je  pouze  HTTP).  Ve  Windows je  WebDAV podporován od  verze  98  pod 
názvem „Web folders“. [4] Samozřejmě existuje i spousta knihoven pro různé programovací jazyky 
usnadňující práci s protokolem WebDAV. Například v kalendářovém modulu ústředny Asterisk se 
používá knihovna libneon, kterému se podrobně věnují některé následující kapitoly.
Ač je protokol WebDAV poměrně starý (jeho specifikace začala v roce 1996) a po rozšíření je 
schopen i správy verzí dokumentů, není hojně využíván. Například ve správě zdrojových kódů, jsou 
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Obrázek 2: Ilustrace k příkladu 
s Bobem a Alicí. Plné čáry značí 
vlastnictví, tečkované právo pro 
čtení a čárkované právo pro zápis.
častěji  použity  produkty  jako  Subversion,  Mercurial  nebo  Git.  Lze  to  zdůvodnit  tak,  že  správa 
zdrojových kódů má jistě jiná specifika a požadavky než správa běžných dokumentů. CMS (Content 
Management  System)  systémy však mají  napsané vlastní  systémy pro správu dokumentů  a často 
k tomu využívají databázových systémů, což by nasazení protokolu WebDAV neodporovalo, přesto 
zde nasazen nebývá. Často je také užíváno REST (REpresentational State Transfer) API (Application 
Programming Interface) tam, kde se jeho účel shoduje s protokolem WebDAV.
Jádro protokolu je totožné s protokolem HTTP. Zpráva se skládá z hlavičky a těla. Nejdůleži-
tější částí hlavičky požadavku je metoda, dále pak další běžné HTTP hlavičky jako Content-type, 
Host a podobně.  Tělo  je  pak  XML (Extensible  Markup Language)  dokument  popisující  detaily 
a parametry příkazu. WebDAV server požadavek zpracuje a opět odpoví hlavičkou obsahující číselný 
kód odpovědi (zda byl požadavek v pořádku zpracován, nebo došlo k nějaké chybě) a tělem doku-
mentu ve formátu XML, obsahujícím podrobnosti o požadované operaci, případně přímo požadovaný 
dokument.  Protokol  WebDAV ale  oproti  HTTP zavádí  některé  nové  číselné  kódy pro  odpovědi. 
Například odpověď 207 Multi-Status, kterou obdržíme, pokud požadovaná operace vedla ke 
změně více objektů, sice patří do kategorie 200 odpovědí (které značí, že vše proběhlo v nejlepším 
pořádku), ale může hlásit závažný problém. V XML těle odpovědi totiž mohly všechny přidružené 
operace skončit chybami. Z důvodů zpětné kompatibility však stále platí to, že kódy 200 značí, že 
vše proběhlo v pořádku, kódy  400 a 500 zase, že nastala nějaká chyba.  Protokol WebDAV dále 
rozšiřuje standardní čtveřici HTTP metod GET, POST, PUT a DELETE, jejichž význam příliš nemění, 
o další příkazy, které budou popsány později a v normě RFC 4918 [3] se jimi zabývá 9. kapitola.
2.1.2.1 Vlastnosti
Vlastnosti jsou dalším důležitým rozšířením, které WebDAV přináší. Vlastností je myšlena dvojice 
název/hodnota.  RFC  vlastnosti  rozděluje  do  dvou  kategorií:  na  vlastnosti  živé,  jejichž  hodnotu 
spravuje  server  (například  čas  vytvoření  nebo velikost  souboru);  a  mrtvé,  které  má  naopak plně 
v kompetenci klient a server do nich nesmí nijak zasahovat.
RFC specifikuje několik základních vlastností, které by server měl podporovat. Patří mezi ně 
creationdate,  což je čas vytvoření zdroje,  displayname,  která určuje lidsky čitelný název 
zdroje,  getcontentlanguage,  getcontentlength a  getcontenttype určující  jazyk, 
velikost  a  MIME  (Multipurpose  Internet  Mail  Extensions)  typ  zdroje.  Dalšími  vlastnostmi  jsou 
getlastmodified nesoucí  údaj  o času poslední  změny zdroje,  resourcetype určující  pře-
devším,  zda  je  požadovaný  zdroj  kolekcí,  dokumentem,  nebo  něčím  úplně  jiným.  Posledními 
vlastnostmi  jsou  supportedlock a lockdiscovery sloužící k manipulaci se zámky.  Kromě 
těchto standardních vlastností je možné přidat i vlastní vlastnosti. Toho je možné docílit použitím 
vlastního DTD (Document Type Definition) a jmenných prostorů v XML dokumentech. Toho vyu-
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žívá CalDAV a přídává tak vlastnosti užitečné pro kalendáře. RFC norma protokolu CalDAV zmiňuje 
následující vlastnosti kalendářových kolekcí:  calendar-description pro lidsky čitelný popis 
kalendářové kolekce, calendar-timezone určující, v jakém časovém pásmu jsou uváděny časy 
událostí. Obsah kolekcí je také možné vlastnostmi omezovat. Například supported-calendar-
component-set omezuje,  jaké  typy  iCalendar  objektů  může  kolekce  obsahovat:  max-
resource-size omezuje velikost objektů, min a max-date-time omezují rozsah časů, ve kte-
rých mohou události nastat,  max-instances omezuje počet opakování u opakujících se událostí 
a max-attendees-per-instance omezuje počet účastníků jedné události.
Tělo zprávy výše zmíněné metody  PROPFIND musí  vypadat  tak, že kořenovým XML ele-
mentem je <propfind>, který dále obsahuje jeden z následujících elementů:  <allprop /> pro 
získání  všech  dostupných  vlastností  a  jejich  hodnot,  <propname /> pro  získání  pouze  názvů 
dostupných  vlastností  bez  hodnot,  nebo  <prop>.  Zatímco  elementy  <allprop /> a <pro-
pname /> byly nepárové, <prop> párový je, a jako potomky obsahuje nepárové elementy s názvy 
požadovaných  vlastností.  Odpovědí  serveru  pak  bývá  již  dříve  zmíněný  207 Multi-Status 
a v těle odpovědi jsou názvy a hodnoty požadovaných vlastností.
Kromě výše zmíněné metody PROPFIND pro získání vlastností existuje i metoda pro nastavení 
vlastností  PROPPATCH.  Metoda  PROPPATCH má podobná pravidla. Kořenovým elementem musí 
být  <propertyupdate>.  Jeho  potomci  jsou  posloupnost  <set> pro  nastavení  nové  hodnoty 
vlastnosti a <remove> pro smazaní vlastností. Jména vlastností pak bývají v elementech <prop>, 
které jsou potomky <set> nebo <remove>. Při práci s vlastnostmi je jsou podstatné správné DTD 
a jmenné prostory.
2.1.2.2 Kolekce
WebDAV zavádí  abstraktní  pojem kolekce.  Zjednodušeně se jedná o abstrakci  adresáře.  Kolekce 
slouží ke sdružování objektů, přičemž samy kolekce jsou považovány za objekt a je tedy možné, aby 
kolekce byla součástí jiné kolekce. Ačkoliv se hierarchie kolekcí v URI (Uniform Resource Iden-
tifier) zapisuje jako jména kolekcí oddělené lomítky, nemusí se jednat o adresáře. Specifikace Web-
DAV totiž  nikde neuvádí,  že  jednotlivé  objekty musí  skutečně býti  soubory a jednotlivé  kolekce 
adresáři.  Na serveru  tak  může  být  nějaký  skript,  který  například  za  pomoci  databáze  abstrahuje 
objekty a kolekce.
Pokud jsou používány kolekce, uvádí se, do jaké hloubky se budou provádět které příkazy. 
K tomu  je  určený parametr  hlavičky  požadavku  Depth,  který  může  nabývat  hodnot  0,  1 nebo 
Infinity. Tím určujeme například metodě  PROPFIND sloužící ke zjištění vlastností objektů při 
zavolaní  nad kolekcí,  zda má vrátit  pouze data o samotné kolekci,  nebo i o objektech,  které jsou 
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jejími  bezprostředními  potomky,  nebo o všech  objektech které  kolekce obsahuje,  včetně objektů 
v podkolekcích. CalDAV umožňuje použít kolekce jako kalendáře tak, že kolekce bude obsahovat 
objekty, kterými budou jednotlivé události. K tomu přidává metodu MKCAL, která slouží pro vytvo-
ření kalendáře. Je to obdoba metody s podobným názvem MKCOL, která slouží pro vytvoření kolekce. 
Metoda MKCAL má ale více parametrů, kterými určuje vlastnosti kalendářů, avšak není podle normy 
RFC od serveru vyžadována, je pouze doporučena.
2.1.2.3 Zámky
Při práci více uživatelů se stejnými dokumenty vzniká velké riziko, že si budou svou práci vzájemně 
přepisovat. WebDAV nespecifikuje používání rozdílových aktualizací, jako je tomu třeba u Subver-
sion či jiných nástrojů pro správu zdrojových kódů. Což je poměrně logické, protože u zdrojových 
kódů se dá řádek považovat za jednotku, zatímco WebDAV je určen spíše pro správu běžných doku-
mentů, u kterých se odřádkování používá až pro oddělení odstavců. Jako prostředek pro řešení tohoto 
problému WebDAV zavádí takzvané zámky, které může server použít.
Existuje několik typů zámků, podle toho, pro kolik uživatelů je zámek nastaven. Exclusive, pro 
jednoho uživatele a Shared pro více uživatelů. U Shared zámku už CalDAV nijak neřeší, jak se mezi 
sebou uživatelé domluví. U jednoho objektu může být nejvíce jeden z těchto dvou typů. Pokud zdroj, 
na kterém chceme zámek vytvořit, ještě žádný zámek nemá, je na něm možné vytvořit libovolný ze 
dvou typů zámků. Pokud už na něm je zámek typu Shared, je možné jej přetvořit na Exclusive, nikoli 
naopak. Jinými slovy, Exclusive zámek je „nejsilnějším“ typem zámku.
Zámek samotný není nic jiného než unikátní token – řetězec. Tento token lze zjistit metodou 
PROPFIND hledající vlastnost  lockdiscovery. Takto si tedy kdokoliv může zjistit klíč k ode-
mčení dokumentu. Zámky totiž neposkytují  mechanizmus k řešení kolizí, poskytují  pouze nástroj. 
Server si tak musí sám zajistit spojení autentizací se zámky.
Kromě tokenu obsahuje zámek i časový limit,  což je doba, po kterou by měl zámek platit. 
Časový limit je zadáván jako hlavička Timeout metody LOCK. Hodnotou mohou být slova Infi-
nite, pokud chceme nekonečný zámek, nebo Second- bezprostředně následovaná celým číslem, 
pokud chceme nastavit zámek na zadaný počet sekund. Second-3600 by tedy vytvořilo zámek na 
jednu hodinu. Je možné uvést i více hodnot za sebou oddělených čárkami. Server by se v takovém 
případě měl snažit nastavit  zámek na některý z intervalů postupně zleva doprava. Server ale také 
může  hlavičku  Timeout zcela  ignorovat  a  nastavit  zámek  na  jinou  (předdefinovanou)  hodnotu. 
Pokud je potřeba čas zámku prodloužit, odešle se požadavek na vytvoření nového zámku, ale pouze 
s hlavičkou a prázdným tělem.
V minulém odstavci je zmíněna metoda LOCK. Tato metoda slouží k vytváření zámků. Syntaxe 
se shoduje s  protokolem HTTP, za názvem metody tedy následuje  URI zdroje,  na  který chceme 
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umístit zámek, a verze HTTP protokolu. URI může být i ještě neexistujícího zdroje, pak slouží zámek 
jako  rezervace  zdroje.  Na  dalších  řádcích  musí  být  nezbytné  hlavičky  HTTP  protokolu  (Host, 
Content-Type,  …). Dále zde může být  výše zmíněná hlavička  Timeout,  a pokud zamykáme 
kolekci, měl by být uveden parametr Depth. Pokud chceme udělat nový zámek, musí následovat tělo 
požadavku. V opačném případě bude WebDAV server požadavek chápat jako žádost o prodloužení 
existujícího zámku. Pokud tedy chceme vytvořit nový zámek, musíme uvést XML tělo dokumentu. 
Kořenovým elementem je <lockinfo>, který má jako potomky <lockscope> a <locktype>, 
případně volitelný <owner>. Element  <lockscope> určuje, zda půjde o Shared nebo Exclusive 
zámek.  Element  <locktype> říká,  o  jaký  typ  zámku  půjde.  Norma  RFC  se  zmiňuje  pouze 
o <write> zámku zamezujícím zápisu do zvoleného zdroje, ale vlastní DTD nám opět umožňuje 
určovat si vlastní typy zámků.
Odpověď serveru se opět skládá z hlavičky a těla. Pokud bylo vytvoření zámku úspěšné, měla 
by se v hlavičce nacházet položka Lock-Token obsahující unikátní token vzniklého zámku. Tělo 
odpovědi  je  v  případě  úspěchu  stejné,  jako  kdybychom  žádali  metodou  PROPFIND informace 
o vlastnosti  lockdiscovery. Nelze se spoléhat na to, že po zavolání metody  LOCK byl  zámek 
vytvořen.
Odstraňování zámků má na starosti metoda UNLOCK. Klíčové slovo v hlavičce je následováno 
URI  zdroje,  který chceme  odemknout.  Dalším parametrem je  Lock-Token a  správná  hodnota, 
odpovídající tokenu zámku, který má být odstraněn. Je vhodné doplnit také autorizační informace, 
protože, jak bylo zmíněno výše, zámky v protokolu WebDAV jsou pouze nástrojem, nikoli způso-
bem,  jak  zabránit  přepisování  zdrojů.  Zámek  je  také  automaticky  odstraněn  po  vypršení  jeho 
časového limitu.
Bezpečnostní funkci zámku je možné obejít, například:
1. Klient  A nepoužívá protokol  WebDAV,  ale  pouze HTTP.  Vyžádá  si  tedy metodou  GET 
dokument, ale nevystaví na něm zámek a začne s jeho úpravami.
2. Klient B umí použít WebDAV. Vystaví tedy na dokument zámek a také ho metodou  GET 
získá.
3. Klient  B dokončí  své úpravy,  metodou  PUT dokument  nahraje zpět  na server a metodou 
UNLOCK odstraní zámek.
4. Klient A také dokončí úpravy a metodou PUT dokument také nahraje zpět na server.
Změny klienta B byly ztraceny. Neexistuje způsob kterým by protokol WebDAV takové situaci 
zabránil a to ze dvou důvodů. Prvním je jeho zpětná kompatibilita s protokolem HTTP, druhým fakt, 
že mechanizmus zámku není pro WebDAV servery povinný.
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2.1.2.4 Další metody
Kromě  již  výše  zmíněných  metod  PROPFIND a  PROPPATCH pro  práci  s  vlastnostmi,  MKCOL 
a MKCAL pro práci s kolekcemi,  LOCK a  UNLOCK pro práci se zámky a běžnými HTTP metodami 
PUT a GET obsahuje WebDAV i další metody určené pro správu souborů. Jsou to metody  COPY, 
MOVE a  DELETE.  K zadání  cílového URI metodám  COPY a  MOVE je  určena vlastnost  Desti-
nation v hlavičce požadavku.
Zajímavé je u těchto metod chování ve spojitosti s kolekcemi, vlastnostmi a zámky.
• Metoda  COPY by  po  dokončení  operace  měla  zduplikovat  všechny  mrtvé  vlastnosti  se 
stejnými  hodnotami a všechny živé vlastnosti  se stejným výsledným chováním, což nutně 
neznamená  stejné  hodnoty.  Pokud  je  metoda  COPY zavolána  na  kolekci,  je  standardní 
hloubka kopírování  Infinite,  čili  je  zkopírována celá kolekce včetně všech vnořených 
zdrojů. Samozřejmě je možné hloubku určit v hlavičce. Pokud už na cílové URI nějaký zdroj 
existuje, je standardně přepsán. Přepisu lze zabránit hlavičkou  Overwrite: F. Při kopí-
rování musí být odstraněny všechny zámky na cílové URI, ale pokud kopírujeme do kolekce, 
která má hloubku zámku Infinite, musí zámek být na zkopírovaném zdroji vytvořen.
• Metoda  MOVE má  stejné  chování  vlastností,  kolekcí  a  přepisování  jako  metoda  COPY. 
Chování zámku je také stejné jako u metody COPY (zámky se nekopírují, ale dědí podle cíle), 
jen je potřeba zdroj před přesunem odemknout, pokud na něm byl zámek.
• Metodu DELETE lze použít pouze pokud požadovaný zdroj není uzamčen, v opačném pří-
padě jej musíme odemknout.
CalDAV přináší ještě jednu metodu, a tou je REPORT. Metoda REPORT slouží k získání dat ze 
všech dostupných kalendářů podle zadaných parametrů. Parametrem může být například časový roz-
sah událostí, což lze využít v kalendářovém modulu ústředny Asterisk. Příklad takového dotazu je 
uveden v normě RFC protokolu CalDAV v kapitole 7.8.1.
2.1.3 Formát iCalendar
Formát iCalendar slouží k ukládání kalendářových dat. Je popsán v normě RFC 5545 [5]. Jedná se 
o čistě textový formát, což velmi usnadňuje jeho zpracování v UNIXových systémech. Soubory ve 
formátu iCalendar mají  přípony  .ical,  .ics,  .ifb,  nebo  .icalendar a  MIME typ  obsahu 
text/calendar. Formát iCalendar vychází ze staršího formátu vCalendar. V protokolu CalDAV 
je iCalendar formátem, ve kterém jsou předávány informace o kalendářích a jejich událostech.
Jak již bylo výše zmíněno, jedná se o textový formát. Entitou formátu je řádek – co řádek, to 
vlastnost. Řádky by měly být ukončovány posloupností CRLF (\r\n). Formát má stromovou struk-
turu, jednotlivé objekty jsou do sebe zanořovány.
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Prvním řádkem musí být  BEGIN:VCALENDAR a posledním END:VCALENDAR. To nevylu-
čuje, že součástí jednoho souboru bude více kalendářů. CalDAV ovšem určuje, že každý objekt musí 
být zvláštní „soubor“.
Po  začátku  objektu  VCALENDAR mohou  následovat  vlastnosti  popisující  tento  kalendář. 
Například VERSION určující verzi formátu nebo PRODID určující identifikátor aplikace, která sou-
bor vytvořila.
Dále  následuje  posloupnost  objektů,  které  jsou  součástí  kalendáře.  Nejtypičtějším  typem 
objektu je VEVENT značící událost. Specifikovány jsou i další typy, například VTODO pro ukládání 
věcí, které je potřeba udělat;  VJOURNAL pro deníkové záznamy;  VTIMEZONE pro určení vlastních 
časových zón nebo VFREEBUSY pro informace o (ne)dostupnosti.
Objektem  VEVENT se  vyskytuje  nejčastěji.  Stejně jako další  objekty začíná a  končí  řádky 
BEGIN:VEVENT a END:VEVENT, mezi kterými jsou popsány vlastnosti objektu. Nejčastěji použí-
vané vlastnosti jsou následující:
• UID – Unikátní identifikátor události, používá se například při vícenásobném opakování udá-
lostí.
• SUMMARY – Název události.
• DESCRIPTION – Podrobnější popis události.
• ATTACH – Příloha (například fotografie).  Většinou v Base64 nebo jiném kódování,  které 
reprezentuje binární data v textové formě.
• LOCATION – Místo konání události v textové podobě.
• GEO – Geografické souřadnice místa konání.
• ORGANIZER – Organizátor. Organizátorů může být i více. Při vícenásobném výskytu téže 
vlastnosti doporučuje norma RFC jednoduše napsat stejné vlastnosti s různými hodnotami na 
více řádků.
• DTSTART a DTEND – Čas začátku a konce konání události.
• DTSTAMP – Čas vytvoření události.
• TRANSP –  „Průhlednost“  při  hledaní  (ne)dostupnosti.  Hodnota  OPAQUE značí  zane-
prázdněnost, hodnota TRANSPARENT dostupnost.
• ATTENDEE – Účastník události. Může jich být více.
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Jednoduchý kalendář s událostí může vypadat následovně:
Za povšimnutí stojí formát, ve kterém jsou zadávány časy – jsou to čtyři číslice pro rok, dvě 
číslice pro měsíc a dvě číslice pro den. Následuje písmeno  T a hodiny, minuty a sekundy vždy po 
dvou číslicích. Písmeno Z na konci značí časové pásmo, v tomto případě UTC. Událost tedy začíná 
(DTSTART) 14. července 1997 v 5 hodin odpoledne v časovém pásmu UTC. 14. července slaví Fran-














2.2 Exchange Web Service
Microsoft Exchange Server je produkt společnosti Microsoft pro správu, sdílení a synchronizaci elek-
tronické korespondence, kalendářů, úkolů a kontaktů určený především pro firemní prostředí. První 
verze (4.0) Exchange Serveru byla vydána v roce 1996, aktuální verzí v době psaní bakalářské práce 
byla verze 2010, pro kterou měl být také vytvořen kalendářový modul pro Asterisk.
Pro komunikaci s Exchange Serverem je možné využít několik protokolů. Nativním protoko-
lem  je  proprietární  RPC  protokol  MAPI/RPC  (Messaging  Application  Programming 
Interface/Remote Procedure Call) [7]. Jeho podporu mají Microsoft nejen Outlook a pro platformu 
Mac určený Microsoft  Entourage,  ale také další  programy,  například Novell  Evolution.  Navíc na 
platformě Mac od verze 10.6 (Snow Leopard) je tento protokol podporován nativně [6]. Pro práci 
s poštou je možné na serveru nakonfigurovat protokoly POP3, IMAP a SMTP.
Brzy po začátku studování možností  práce s kalendáři v Microsoft Exchange Serveru 2010 
vyšlo najevo, že Microsoft upouští od podpory protokolu CalDAV a přichází se svým protokolem 
nazvaným Exchange Web Service  [20].  Poslední  verzí  s  plnohodnotnou podporou CalDAVu byl 
Microsoft Exchange Server 2007. Do verze 2007 již bylo možné doinstalovat podporu pro Exchange 
Web Service. Ve verzi 2010 CalDAV chybí úplně. Protokol Exchange Web Service je založený na 
protokolu SOAP, který jako formát pro přenos dat používá XML. Protokolu SOAP se věnuje následu-
jící podkapitola.
Další protokol, který využívá Exchange Server, se nazývá ActiveSync. Protokol ActiveSync je 
určen především pro mobilní platformy a je licencovaný pro většinu z nich (iPhone, webOS, Android, 
…) [8].  Jeho výhodou je poměrně dlouhodobá podpora v produktech Microsoftu (od roku 1996). 
Nevýhodou je ovšem jeho uzavřenost a licence.
Na výběr tedy bylo z proprietárních MAPI/RPC a ActiveSync, nebo z otevřeného a snadno 
zpracovatelného Exchange Web Service. Zvolen byl  Exchange Web Service právě z důvodu jeho 
otevřenosti.
Co tedy vlastně je webovou službou? Zjednodušeně řečeno je to služba, která poskytuje data 
v prostředí  internetu,  čili  nejčastěji  s  využitím protokolu  HTTP.  Takové  služby musí  poskytovat 
nějaké API pro práci s nimi. Rozšířené jsou služby založené na architektuře REST (REpresentational 
State Transfer), která přímo staví na protokolu HTTP (metody  GET,  POST,  PUT a DELETE). Jako 
datový formát se nejčastěji používá XML nebo JSON (JavaScript Object Notation). Webové služby 
se často používají  ve spojení  s  technologiemi  AJAX (Asyncjronous Javascript  And XML),  nebo, 
v případě formátu JSON, AJAJ (Asynchronous Javascript And JSON).
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2.2.1 Protokol SOAP
SOAP (dříve zkratka Simple Object Access Protocol) je protokol navržený za účelem výměny struk-
turovaných  informací  ve  webových  službách.  Protokol  SOAP  používá  XML  jako  formát  zpráv 
a dalších protokolů aplikační vrstvy (nejčastěji HTTP) pro přenos zpráv. SOAP je nástupce XML-
RPC (Remote Procedure Call), požívá se tedy především ke vzdálenému volání procedur.
Počátky protokolu SOAP sahají do roku 1998, kdy byl vyvíjen ve spolupráci s Microsoftem. 
V současnosti je SOAP doporučením sdružení W3C, kterým se stal v roce 2003, a aktuální verze je 
1.2 z dubna 2007 [9].
Použití formátu XML však není chápáno jako jednoznačná výhoda protokolu SOAP. Kladem 
XML je jistě jeho lidská čitelnost. Na druhou stranu čitelnost pro člověka nemusí znamenat snadnou 
čitelnost  pro  stroj.  Z  pohledu  stroje  obsahuje  formát  XML  zbytečně  mnoho  přebytečných  dat. 
Z tohoto důvodu je často jako „konkurence“ protokolu SOAP, jakožto protokolu pro RPC, uváděn 
protokol CORBA (Common Object Request Broker Architecture) nebo DCOM (Distributed Compo-
nent Object Model), který používá binární formát dat a vlastní (taktéž binární) protokol pro přenos 
zpráv [10].
Pro přenos zpráv se nejčastěji používá protokol HTTP, občas také SMTP (Send Mail Transfer 
Protocol). Výhoda použití HTTP coby transportního protokolu spočívá mimo jiné v tom, že se zprávy 
bez významných potíží dostanou přes firewally a proxy servery. V hlavičkách SOAP nepřináší žádné 
zásadní změny, dokonce ani nezáleží na použité metodě (většinou POST nebo GET), neboť účel poža-
dované operace obsahuje až XML zpráva. SOAP používá pro identifikaci svých zpráv  Content-
Type: application/soap+xml.  To ale při  vývoji  kalendářového modulu s Exchange Web 
Serverem nefungovalo, a tak byla použita hlavička pro běžné XML dokumenty:  Content-Type: 
text/xml, s níž už problémy nebyly.
Struktura  SOAPu  se  velice  podobá  HTML  (HyperText  Markup 
Language)  dokumentům.  Oba  formáty  mají  stejného  autora  (W3C) 
Kořenovým  elementem  je  <SOAP-ENV:Envelope>,  který  má  jako 
parametry jmenné prostory použité v dokumentu (včetně prostoru SOAP-
ENV).  Obálka  Envelope je  tak podobná elementu  <html> v HTML 
dokumentech.  Podobně  jako  má  HTML element  <head> má  i SOAP 
nepovinný  element  <SOAP-ENV:Header>.  V  elementu  Header se 
nejčastěji  vyskytují  metadata  o  dokumentu,  například  název  a verze 
programu, který dokument vytvořil. O přesném obsahu hlavičky se doporučení W3C nezmiňují, a tak 
jsou zde použity elementy z jiného jmenného prostoru. Ekvivalentem HTML elementu <body>, je 
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Obrázek 3: Ilustrace 
struktury SOAP dokumentu
v protokolu SOAP  <SOAP-ENV:Body>,  ve kterém se nachází samotné tělo zprávy.  Tělo zprávy 
opět obsahuje elementy z jiného jmenného prostoru.
Protože je SOAP „pouze kombinací“ HTTP a XML, jeho výhodou je také řada knihoven pro 
většinu běžných programovacích jazyků. Pro čisté C není nabídka knihoven příliš široká, více se o ní 
píše v některé  z  následujících kapitol  zabývající  se  implementací  Exchange kalendářů v ústředně 
Asterisk.
Nabízí se srovnání protokolu SOAP s dříve zmiňovanou architekturou REST. Oba používají 
HTTP pro přenos zpráv a oba používají XML jako formát zpráv. Jsou tu ovšem dvě odlišnosti: SOAP 
nemusí použít HTTP a REST nemusí použít XML. Další odlišností je, že REST nijak nepopisuje for-
mát a obsah zpráv. Ten bývá často specifikován jen v neformální dokumentaci k dané službě. Oproti 
tomu SOAP poskytuje formální a strojově čitelnou specifikaci API (Application Programming Inter-
face) webové služby, pro kterou je využíván pomocí WSDL souboru (viz další podkapitola). Z hle-
diska  formátu  zpráv  je  tedy REST otevřenější,  zatímco  SOAP je  daleko  pevnější.  Z  toho  plyne 
i rozdíl v nasazování těchto protokolů v různých prostředích. SOAP je častěji používán ve firemních 
sférách, kde je preferována strohost a formálnost. REST zase u služeb pro „běžné lidi“, jakými jsou 
například Twitter nebo Last.fm.
2.2.1.1 WSDL
WSDL  (Web  Services  Description  Language,  D  dříve  zna-
menalo Definition) je, jak už z anglického názvu plyne, formát 
pro popis webových služeb. Formát je opět XML a využívá pře-
devším XML Schema. Současná verze 2.0 z roku 2007 je dopo-
ručením sdružení W3C [11]. První verze 1.0 se objevila v roce 
2000  a jejími  autory  byly  IBM  a  Microsoft.  Sdružení  W3C 
převzalo specifikaci WSDL od verze 1.2 v roce 2003.
WSDL definuje webovou službu jako kolekci koncových 
síťových bodů,  neboli  portů,  které jsou napojeny na rozhraní 
funkcí. Tím je možné v jednom WSDL souboru určit jak API 
pro SOAP, tak například i pro REST, které ale nakonec prová-
dějí stejné funkce.
WSDL  soubor  je  tedy XML dokument,  jehož  ilustraci 
zobrazuje Obrázek 3. Kořenovým elementem je <definiti-
ons>. Jeho potomky jsou <types>, <interface>, <bin-
ding> a <service>.
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Obrázek 4: Schéma WSDL dokumentu
V elementu <types> jsou pomocí XML Schema popsány struktury vstupů a výstupů funkcí. 
Například strukturu pro kalendář obsahující 0 až  n opakování struktury pro události, které obsahují 
právě  jeden  řetězec  popisující  název  události;  právě  jeden  element  typu  datum a  čas  popisující 
okamžik vytvoření události a tak dále.
Element  <interface> obsahuje  seznam  jednotlivých  operací,  jejichž  formát  vstupu 
a výstupu byl dříve zapsán v elementu <types>. V případě kalendářů by mohlo jít o <operation 
name="getCalendar">, která má <input> nějaký identifikátor kalendáře a <output> kalen-
dář ve formátu, který je naznačen v předchozím odstavci.
Element  <service> popisuje samotnou službu; adresu, na které je služba dostupná; a také 
<binding>, který určuje propojení jednotlivých koncových bodů na různé interfacy.
Dobrou vlastností WSDL je, že se podle něj dá naprogramovat jak server, tak klient pro jím 
definovanou webovou službu. Například v jazyce PHP je implementace SOAP serveru díky WSDL 
a připraveným funkcím záležitost pár řádků kódu (bez implementace jednotlivých funkcí), SOAP kli-
ent taktéž – vytvoří se nový objekt třídy SoapClient, kterému se jako parametr předá WSDL sou-
bor.  Pak jen stačí volat funkce webové služby jako metody tohoto objektu. Pro jazyky C a C++ 
existuje projekt gSOAP [12], který z WSDL souboru vytvoří C šablony pro klient i server, do kterých 
stačí  „jen“ doplnit  chování  jednotlivých  funkcí.  Šablony vytvořené přes gSOAP jsou však lidsky 
velmi špatně čitelné, a tak je jakákoliv jejich úprava či rozšíření velmi náročné.
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2.3 Asterisk
Asterisk je softwarová implementace telefonní ústředny v jazyce C. S vývojem začal Mark Spencer 
ze společnosti  Digium v roce 1999 a od té doby je Asterisk jednou z nejznámějších a nejpouží-
vanějších komponent internetové telefonie. [13]
Stejně jako běžné ústředny umí Asterisk spojovat hovory mezi telefony, které jsou k němu při-
pojeny, a také umožňuje provádět hovory v jiných telefonních sítích, včetně běžné pozemní a mobi-
lní,  ale  také  například  Skype.  Další  u  ústředen  běžné  funkce,  které  Asterisk  umí,  jsou  hlasový 
záznamník, konferenční hovory, IVR (Interactive Voice Response, telefonní menu).
Asterisk je licencován pod dvěma licencemi. Pod první, GNU GPL (General Public License), 
jako svobodný software, což umožňuje jeho svobodný vývoj a použití. Druhou je proprietární licence, 
jež umožňuje k ústřednám Asterisk přidat různá vlastní rozšíření třetích stran, které pak chtějí takto 
upravené ústředny prodávat.
Asterisk má modulární architekturu a je možné ho rozšiřovat zásuvnými moduly napsanými 
v C, nebo za použití Asterisk Gateway Interfacu (AGI) v kterémkoliv programovacím jazyce, který 
umí pracovat se stdin a stdout proudy nebo TCP (Transmission Control Protocol) sockety. Tímto způ-
sobem je možné Asterisk rozšířit o mnoho zajímavých funkcí, například o podporu XMPP (Extensi-
ble Messaging and Presence Protocol,  Jabber)  protokolu nebo o automatické řízení  hovorů podle 
kalendáře, což bylo cílem této práce.
Asterisk podporuje mnoho formátu nejen pro přenos hlasu, ale i pro přenos videa, například 
SIP (Session Initiation Protocol), MGCP (Media Gateway Control Protocol) nebo H.323. Asterisk 
také zavádí vlastní protokol IAX2 (Inter Asterisk eXchange) pro efektivní předávání hovorů mezi 
ústřednami navzájem a mezi poskytovateli VoIP, kteří jej podporují. Protokol IAX přímo podporují 
i některé telefony.
Pro provoz ústředny Asterisk musí správce provést dvě věci:
1. Nastavit zařízení, která mají být k ústředně připojená. Ať už jsou to telefony připojené přes 
protokol SIP, další ústředny či připojení do běžné telefonní sítě.
2. Vytvořit „dial plan“. Pro tvorbu dial plánů zavádí Asterisk vlastní řídící skriptovací jazyk. 
Dial plány určují, jak bude Asterisk s příchozím hovorem zacházet. Pomocí něj je možné 
nastavovat proměnné, kontexty, extenze,.spouštět makra a provádět akce.
Termíny:  kontext a extenze, zmíněné v předchozím odstavci, se vztahují k sdružování tele-
fonních  čísel.  V  terminologii  ústředen  Asterisk  kontext  sdružuje  telefonní  čísla.  Typické  použití 
kontextů může být rozdělení čísel podle oddělení ve firmě (vývojáři, helpdesk, vedení, …). Extenze 
jsou pak samotná telefonní čísla, nebo česky „klapky“.
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Prováděné akce odpovídají dříve zmíněným zásuvným modulům. Z dial plánu je tak možné 
používat aplikace jako záznamník nebo telefonní menu. Samotné spojení hovoru je modul jménem 
Dial.
Zajímavé je použití  AGI pro řízení  hovorů.  Umožňuje  spouštět  externí  programy a skripty 
které mezi sebou a s ústřednou komunikují pomocí běžných rour.
Ruční psaní skriptů může být náročné a otravné, obzvlášť pokud má být ústředna nasazena ve 
velké společnosti  se stovkami  nebo tisíci  zaměstnanci.  Proto existují  různé konfigurační  nástroje. 
Přímo společnost Digium vyvíjí  nástroj AsteriskNOW [14], ale existují i jiné, například FreePBX 
[15]. Kromě uživatelských rozhraní usnadňujících konfiguraci existují i projekty zjednodušující celou 
instalaci  ústředny Asterisk.  Jedním z  takových  projektů  je  trixbox [22]  (dříve  Asterisk at  home, 
A@H), který obsahuje Linux (upravená distribuce CentOS) a předkonfigurovaný Asterisk společně 
s konfiguračním nástrojem FreePBX.
Díky tomu, že je Asterisk napsaný v čistém C, byl portován na mnoho platforem. Jeho modula-
rita umožňuje vytvořit  minimální  použitelnou instalaci i na pomalých  embeded zařízeních jakými 
jsou například domácí routery.
Asterisk má také velmi kvalitně zpracovanou programátorskou dokumentaci, která není u open 
source projektů zcela běžná, i když u projektu tak rozsáhlého a používaného se kvalitní dokumentace 
dá očekávat.
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3 Implementace Kalendářů v ústředně 
Asterisk
3.1 Kalendářový modul Terryho Wilsona
O základní  implementaci  kalendářů  se  postaral  už  Terry Wilson.  Jeho  implementace  spočívá  ve 
vytvoření základního frameworku pro kalendáře, který obsahuje potřebné struktury a funkce, a dále 
ve vytvoření zásuvných modulů, které s frameworkem spolupracují a poskytují podporu pro CalDAV, 
iCalendar a Microsoft Exchange 2003 a 2007 (pomocí upraveného protokolu CalDAV), ale podpora 
pro Exchange 2010 chyběla.
Modul  funguje  tak,  že  se  v  pravidelných  intervalech 
dotazuje nakonfigurovaných kalendářů a snaží se z nich získat 
informace o událostech, které jsou očekávány v nejbližší době. 
Oba dva intervaly, jak doba obnovení, tak doba, po kterou jsou 
zjišťovány události,  se dá nastavit  pro každý kalendář zvlášť. 
Standardně jsou tyto intervaly 5 a 15 minut. Logicky tedy vyplývá, že doba obnovení kalendáře musí 
být kratší než požadovaný úsek, jinak by některé události mohly být zameškány.
Když už kalendářový modul zná události z jednotlivých kalendářů, dokáže z nich také zjistit 
údaj o zaneprázdněnosti. Tento údaj je pak možné použít v dial plánu jako funkci CALENDAR_BUSY, 
která  má  jediný parametr  a  tím je  jméno kalendáře,  o  kterém chceme  zjistit,  zda je  právě zane-
prázdněn.
Kromě základní  informace  o zaneprázdněnosti  je  také možné  získat  podrobnější  informace 
o nadcházející  události.  To  se  provádí  opět  v  dial  plánu  (jako  ostatně  všechny funkce  pro  práci 
s kalendářovým  modulem)  funkcí  CALENDAR_EVENT a  jako  parametr  požadovanou  položku 
(například summary).
Další zajímavou funkcí, kterou kalendářový modul poskytuje, je možnost automatického připo-
menutí nadcházející zaneprázdněné události. K tomu je nutné správně nakonfigurovat kalendář a při-
dat k němu identifikátor linky, na kterou se má zavolat, a s jakým předstihem.
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Obrázek 5: Schema fungování 
kalendářového modulu
3.2 Knihovna neon
Neon je knihovna pro klienty komunikující pomocí protokolu WebDAV [16]. Obsahuje funkce pro 
komunikaci pomocí HTTP protokolu, autentizaci, a zpracování XML odpovědí. To je vše potřebné 
pro WebDAV, ale také pro SOAP.
Knihovnu neon používá spolu s dalšími knihovnami i Terry Wilson ve svých modulech pro 
HTTP komunikaci, takže není potřeba nic dalšího do ústředny Asterisk přidávat.
Neon má ovšem, podobně jako spousta open source projektů, nedostatečnou dokumentaci. Na 
webu sice je zdokumentováno několik desítek funkcí, ale ty tvoří přibližně polovinu všech funkcí 
neonu, a například funkce pro práci s XML tam nejsou popsány skoro vůbec. Nejlepším způsobem 
jak se s neonem naučit pracovat je tak studování hlavičkových souborů a testů, které se nacházejí 
v archivu se zdrojovými kódy knihovny.
3.2.1 Protokol NTLM
Jedním z problémů, který neon při tvorbě modulu pro Exchange 2010 vyřešil, je autentizace. 
Exchange 2010 používá standardně protokol NTLM (NT LAN Manager) [17]. Protokol funguje na 
principu challenge-response:
1. Klient pošle serveru zprávu obsahující příznaky a vlastnosti, které podporuje nebo žádá.
2. Server odpoví podobnou skupinou příznaku a vlastností, čímž dá klientovi najevo co umí. 
Především mu ale pošle krátkou náhodnou výzvu (challenge).
3. Klient  použije  výzvu a  přihlašovací  údaje  pro výpočet  odpovědi.  Metoda výpočtu  se  liší 
podle dříve dohodnutých parametrů, ale v podstatě jde o použití MD5 (Message-Digest algo-
rithm 5) hashe a DES (Data Encryption Standard) šifry.
Neon získal podporu pro NTLM autentizaci teprve nedávno (září 2009) ve verzi 0.29. Nevý-
hodou tedy je malé rozšíření této verze ve známých linuxových distribucích. To by se však mělo 
postupem času změnit.
3.2.2 SAX
Neon také obsahuje funkce pro zpracování XML. K tomu nepoužívá DOM (Document Object 
Model), ale SAX (Simple API for XML). SAX je ve své podstatě událostmi řízený syntaktický analy-
zátor [18]. XML je procházeno jako proud a rozlišují se otevírací a uzavírací elementy a CDATA 
(character data).  Na každou z těchto událostí  je většinou navázána nějaká rutina zpětného volání. 
Nemusí to být ale nezbytné, pokud například konce elementů jsou nepodstatné.
V knihovně neon je povinná pouze rutina zpětného volání pro začátek elementu. Jako para-
metry  jsou  mu  předány jméno  jmenného  prostoru,  jméno  elementu,  pole  s  parametry  elementu, 
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ukazatel na libovolná uživatelská data (nejčastěji se používá struktura pro udržení kontextu a sběr 
potřebných dat) a návratová hodnota rutiny zpětného volání, která zpracovala rodičovský element. 
Návratová hodnota je typu integer a má dvě předdefinované konstanty: NE_XML_ABORT pro přeru-
šení  parsování  v  případě chyby a NE_XML_DECLINE pro zamítnutí  parsování  aktuálního prvku. 
Jakékoliv kladné číslo pak znamená, že byl prvek zpracován a lze jej s výhodou použít pro označení 
prvků, které nás zajímají.
Rutina zpětného volání pro CDATA a ukončovací element už v neonu povinné nejsou. Oba 
mají jako parametry návratovou hodnotu rutiny zpětného volání elementu, ve kterém se nachází (nebo 
který uzavírají), a uživatelská data. CDATA navíc obsahují řetězec s daty (není ale ukončený  /0) 
a délku dat. Ukončovací element pak jmenný prostor a název elementu, který ukončuje. U obou se 
předpokládá, že vrátí nulu, pokud je vše v pořádku, nebo cokoliv jiného v případě chyby, což zapří-
činí přerušení parsování.
Mějme  následující  krátký  XML  kód:  <lipsum  delka="3slova">Lorem 
<span>ipsum</span>  dolor</lipsum>.  Ten  bude  SAX  interpretovat  jako  následující 
posloupnost událostí:
1. Začátek elementu lipsum, parametr delka s hodnotou 3slova.
2. Textová data Lorem.
3. Začátek elementu span.
4. Textová data ipsum.
5. Konec elementu span.
6. Textová data dolor.
7. Konec elementu lipsum.
Na tomto příkladu je zajímavých několik věcí: u textových dat není dostupná informace, z kte-
rého elementu pochází. Je na programátorovi, aby to vyřešil. Nejčastějším řešením je zásobník, do 
kterého vkládá otevřené elementy a při uzavření je odstraňuje.
SAX má oproti častěji používanému modelu DOM několik výhod:
• Mnohem  menší  paměťové  nároky.  XML  proud  se  nikde  neukládá,  jednou  se  zpracuje 
a zahodí.
• Je rychlejší,  protože odpadají  kroky tvorby a alokace modelu DOM a jeho následné pro-
cházení.
SAX má také některé nevýhody:
• Špatně se v něm provádí validace XML dokumentu.
• Hůře se v něm hledá. Hledání jako takové neexistuje, jde o čekání, kdy se v proudu objeví 
hledaná informace.
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SAX je tedy ideálním řešením, pokud chceme XML dokument jednorázově zpracovat. Pokud 
je ale potřeba s dokumentem dále pracovat, či ho snad upravovat, je lepším řešením DOM.
3.3 Modul pro Exchange Web Service
Jak již bylo zmíněno, prvním problémem, který musel být před začátkem vývoje modulu vyřešen, 
bylo, jakým protokolem bude modul s Microsoft Exchange Serverem komunikovat. Protože podpora 
CalDAVu  byla  z  Exchange  2010  odstraněna,  zůstaly  na  výběr  dvě  možnosti:  ActiveSync  nebo 
Exchange  Web  Service.  Byl  vybrán  Exchange  Web  Service,  především  protože  je  založený  na 
otevřeném protokolu SOAP.
Po rozhodnutí o protokolu bylo samozřejmě nutné protokol nastudovat. Využita byla MSDN 
(Microsoft  Developer Network) knihovna [20],  ale především tutoriál na webu HowtoForge [19]. 
Tento tutoriál je napsán v jazyce PHP (rekurzivní zkratka, PHP: Hypertext Preprocessor), což velice 
usnadňovalo ladění a vytváření rychlého prototypu a studium SOAP zpráv.
PHP má modul pro komunikaci pomocí SOAP protokolu. Modul využívá WSDL soubor, ze 
kterého  vytvoří  metody objektu  SOAP modulu.  Microsoft  však nedodržuje  normy a  doporučení, 
a proto bylo do WSDL souboru nutné dopsat element  <service>, který slouží jako vstupní bod 
webové služby.
Většinu kódu tutoriálu ve skutečnosti zabírá rozšíření PHP tříd o NTLM autentizaci pomocí 
CURL knihovny. To byl další problém, protože NTLM z dílny Microsoftu není v Linuxu příliš pod-
porovaný.
Další  rozhodování  bylo,  jak  v  C vyřešit  SOAP.  První  možností  bylo  použít  gSOAP [12]. 
Projekt gSOAP je sadou nástrojů, která na základě WSDL souboru vytvoří kostru pro SOAP klienta 
nebo server. Primárním jazykem gSOAPu je C++, ale čisté C lze použít taky. Nevýhodou ale je, že 
výsledné šablony jsou pro člověka téměř nečitelné a jejich napojení na zbytek kalendářového modulu 
by tak nebylo snadným úkolem.
Pro C existuje ještě jedna knihovna pro SOAP: csoap (někde také pojmenovaná libsoap). Tato 
knihovna však nefungovala správně a navíc se její vývoj již před několika lety zastavil. Byla tedy 
nepoužitelná.
Poslední možností, která byla nakonec vybrána, bylo ignorovat zmiňované knihovny pro práci 
se SOAPem a vytvořit vlastní implementaci. Faktem je, že pro získání kalendářů stačí poslat a při-
jmout jen jednu zprávu, a na to by byl gSOAP „kanón na vrabce“ a navíc by do ústředny Asterisk 
poměrně zbytečně zanášel další knihovnu. Uvažována tedy byla knihovna neon, která už je stejně 
použita v jiných kalendářových modulech, obsahuje funkce pro práci s XML a navíc zvládá NTLM 
autentizaci. A nic víc není pro potřeby modulu nutné.
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Modul pro podporu Exchange Web Service kalendářů je vlastně běžný zásuvný modul pro 
Asterisk. Proto najdeme na jeho konci makro AST_MODULE_INFO_STANDARD, které zajistí, že při 
načtení modulu bude spuštěna funkce load_module(), která zaregistruje EWS modul u hlavního 
kalendářového modulu Terryho Wilsona a pokusí  se inicializovat  neon.  Při  zrušení  modulu bude 
zavolána funkce unload_module(), která ukončí neon a odhlásí modul.
K  registraci  EWS  modulu  jako  dalšího  formátu  pro  kalendáře  slouží  struktura  typu 
ast_calendar_tech, která je použita jako parametr funkce  ast_calendar_register(). 
Součástí této struktury jsou celý název modulu (pro ladící informace), krátký název typu kalendáře, 
pro který je modul určen, a ukazatele na funkci  ewscal_load_calendar(), která je vstupním 
bodem do samotného kalendářového modulu.
Funkce ewscal_load_calendar() postupně alokuje potřebné struktury a provede kont-
roly, zda byla správně načtena konfigurace. Navíc také připraví neon session pro HTTP komunikaci – 
nastaví  User-Agent na Asterisk, v případě HTTPS protokolu ošetří SSL a připraví přihlašovací 
údaje pro NTLM. V případě, že je SSL certifikát podepsán nedůvěryhodnou certifikační autoritou 
(typicky například sám sebou, tzv. self-signed), je zobrazeno varování. Pokud je s certifikátem jiný 
problém, například pokud vypršela jeho platnost, je načítání kalendářů zrušeno. Nakonec je zavolána 
funkce update_ewscal(), která se postará o samotnou komunikaci s Microsoft Exchange Web 
Serverem.
Prvním krokem, který musí funkce update_ewscal() provést, je připravení SOAP zprávy 
s požadavkem na získání událostí v kalendáři ve zvoleném časovém intervalu. V konfiguraci kalen-
dáře je nastaveno, kolik minut dopředu má být získáno; jsou tedy vytvořeny dva řetězce ve formátu 
rok-měsíc-denThodiny:minuty:sekundyZ. Rok obsahuje čtyři číslice, další údaje pak po 
dvou číslicích. Písmeno Z na konci značí časové pásmo UTC. Kromě něj je možné uvést i časovou 
zónu, ale kvůli sjednocení je v modulu použit čas v UTC, do kterého je aktuální čas převáděn funkcí 
ast_localtime() z knihovny funkcí ústředny Asterisk.
Samotná XML zpráva je vytvořena přímo jako řetězec na základě informací získaných z proto-
typového PHP skriptu. Příklad zprávy,  jejíž podrobný popis následuje, je v příloze této bakalářské 
práce.  Kromě  obalu  protokolu  SOAP  obsahuje  tělo  zprávy  element  <FindItem> s  jediným 
povinným parametrem, kterým je Traversal, jež má hodnotu Shallow, což znamená, že hledáme 
objekty, které nebyly smazány.  Potomkem tohoto prvku je posloupnost  <ItemShape> <Base-
Shape> AllProperties </BaseShape> </ItemShape>, jež specifikuje, které vlastnosti 
o objektu  jsou  požadovány.  Parametr  AllProperties znamená,  že  požadovány  jsou  všechny 
podrobnosti. Následuje element <CalendarView>, který značí požadavek na kalendářové objekty. 
Tento  element  obsahuje  dva  povinné  parametry:  StartDate a  EndDate,  kterými  je  omezen 
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interval,  pro  nějž  jsou  události  žádány.  Dalším volitelným  parametrem může  být  MaxEntrie-
sReturned pro omezení počtu vrácených objektů. Posledními elementy jsou  <ParentFolde-
rIds>  <DistinguishedFolderId  Id="calendar"/>  </ParentFolderIds> pro 
omezení hledání v adresáři s kalendáři.
Dále je vytvořen samotný HTTP  POST požadavek (request) pro neon. Požadavek typu  GET 
Exchange Server  nepřijme.  K požadavku jsou navíc  přidány patřičné hlavičky:  Content-Type 
a SOAPAction.  SOAPAction je nepovinná hlavička,  která určuje,  jakou akci  bude SOAP poža-
davek obsahovat, aby se na něj mohl server připravit.
Předposledním krokem je příprava syntaktického analyzátoru XML knihovny neon. Ta spočívá 
především v předání  obslužných  rutin  SAX událostí.  Navíc  je  zde připravena struktura  udržující 
informace o kontextu, ve kterém se syntaktická analýza nachází.
Poté, co je vše připraveno, je zpráva odeslána a odpověď zpracována syntaktickým analyzáto-
rem XML.
Odpovědí je opět SOAP XML dokument. V odpovědi se nalézá také SOAP  <Header>, ve 
které jsou informace o verzi Microsoft Exchange Serveru, se kterým komunikujeme. V těle se pak 
nachází posloupnost elementů <FindItemResponse> <ResponseMessages> <FindIte-
mResponseMessage>.  Poslední  z  jmenovaných  elementů  obsahuje  atribut  ResponseClass, 
který značí výsledek operace FindItem a měl by mít hodnotu Success. Jeho potomkem je ele-
ment  <ResponseCode>, který jako CDATA obsahuje podrobnější popis případné chyby.  Pokud 
žádná chyba nenastala, obsahuje řetězec NoError. Hodnoty ovšem nejsou v kalendářovém modulu 
kontrolovány,  protože  v  případě  chyby  vypadá  XML  odpověď jinak  a  syntaktický  analyzátor  ji 
„odmítne“.
Následuje seznam událostí  v kalendáři.  Ty začínají  elementem  <RootFolder>,  který má 
parametr  TotalItemsInView,  jež určuje,  kolik objektů (v tomto případě událostí  v kalendáři) 
obsahuje. Tento parametr  je v kalendářovém modulu zkontrolován a pokud nebyla  vrácena žádná 
událost, je syntaktická analýza okamžitě zastavena. Dalším elementem je <Items>, ten má již jako 
své potomky jednotlivé události. Ty představují elementy <CalendarItem>, které jako své poto-
mky obsahují podrobnosti o událostech.
Pro kalendářový modul jsou podstatné především následující vlastnosti:
• <ItemId> – Uníkátní  identifikátor události,  využívá  ho kalendářový framework při  slu-
čování událostí.
• <Subject> – Obsahuje jméno události.
• <Start> a <End> – Časový údaj o začátku a konci události.
• <Organizer> – Organizátor události.
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• <Location> – Místo konání události.
• <LegacyFreeBusyStatus> –  Informace,  zda  událost  představuje  zaneprázdněnost. 
Slovo Legacy může evokovat, že se jedná o zastaralý způsob zjišťování této informace, ale 
nepodařilo se odhalit žádný jiný.
Pro ukládání informací o jednotlivých událostech je součástí kalendářového modulu Terryho 
Wilsona struktura  ast_calendar_event.  Tato struktura je také použita ve struktuře udržující 
kontext syntaktického analyzátoru XML, a je tak dostupná pro všechny rutiny zpětných volání. Tato 
struktura je navíc při každém novém elementu <CalendarItem> znovu inicializována a při ukon-
čení tohoto elementu je přidána do seznamu známých událostí. Seznam událostí je pak při ukončení 
elementu <RootFolder> přidán a sloučen se všemi dalšími událostmi ostatních kalendářů pomocí 
funkce ast_calendar_merge_events().
Kalendářový modul pro Microsoft Exchange Server 2010, který je výsledkem této bakalářské 
práce, byl  odeslán na schválení pro začlenění do oficiálního SVN stromu ústředny Asterisk vedle 
modulů Terryho Wilsona. V době psaní této zprávy je zdrojový soubor ve fázi „code review“ kvůli 
kontrole dodržení doporučení pro vývoj modulů v ústředně Asterisk [21].
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4 Testy
4.1 Hardware a software
Pro testování implementace byl použit následující hardware a software:
4.1.1 Klient
• CPU Intel Core2 Duo CPU E8400 (2 × 3 GHz)
• 4 GB DDR2 RAM
• Ubuntu 9.10 64bit (kernel 2.6.31)
• Distribuční GCC 4.4.1
• Asterisk SVN trunk (revize se měnila v průběhu vývoje a testování)
• Softwarový VoIP telefon Twinkle 1.4.2
4.1.2 Server
Testovací účet na Microsoft Exchange Serveru 2010 byl poskytnut firmou IPEX a.s.
• Dell PowerEdge R710 Rack Server
◦ Intel Xeon E5520
◦ 18 GB RAM
◦ Microsoft Windows Server 2008 R2 Enterprise
◦ Virtulizováno v Hyper-V prostředí
▪ 8 GB RAM
▪ Microsoft Windows Server 2008 R2 Enterprise
• Microsoft Exchange Server 2010
4.2 Konfigurace ústředny Asterisk
Asterisk byl nakonfigurován následujícím způsobem (vzorovou konfiguraci naleznete na přiloženém 
CD):
• Byly načteny jen nezbytné moduly pro testování, tzn. moduly pro SIP protokol, aplikaci Dial, 
načítání konfigurací a samozřejmě kalendářový framework a modul pro Exchange kalendáře 
a další, na kterých tyto moduly závisely.
• Byly vytvořeny tři SIPové účty – dva v kontextu  faculty s názvy  100 a  101 a jeden 
v kontextu outside, kterým jsou simulovány hovory zvenčí.
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• V  konfiguraci  kalendáře  byl  vytvořen  jediný  kalendář  na  výše  zmiňovaném  Exchange 
Serveru.  Všechna  nastavení  časování  byla  ponechána  na  standardních  hodnotách  kromě 
intervalu pro obnovení, který byl zkrácen na jednu minutu.
• Dialplán byl nastaven tak, aby telefon 101 byl řízen kalendářem a telefon z kontextu out-
side simuloval vnější hovory.
4.3 Testy komunikace s kalendářem
Absolutně základní test, zda modul s kalendářem komunikuje.
Asterisk byl spuštěn s parametrem -c, což zpřístupní jeho ovládací konzoli. Kalendářový fra-
mework do konzole doplňuje několik příkazů. Jedním z nich je  calendar show calendars, 
který zobrazí tabulkový přehled všech známých kalendářů společně s jejich stavem zaneprázdněnosti. 
Dalším příkazem je calendar show calendar jmeno, jež zobrazí přehled známých událostí 
a jejich podrobností ve zvoleném kalendáři.
Test začal s jednou zaneprázdněnou událostí v kalendáři. Výsledek dopadl podle předpokladů 
– v kalendáři se událost objevila a stav kalendáře se změnil na zaneprázdněný.
Podobným testem bylo i posunutí začátku události do budoucnosti. Požadovaným chováním 
bylo,  aby  se  událost  v  ústředně  Asterisk  zobrazila  a  aby  Asterisk  správně  (tzn.  změnou  zane-
prázdněnosti) zareagoval na začátek události. I tento test proběhl v pořádku. Zároveň prověřil také 
správné zpracování časových údajů.
Následně byl stav události změněn na dostupný. Modul se opět zachoval správně. Po synchro-
nizaci byla stále v kalendáři tatáž událost, ale stav kalendáře se změnil na dostupný.
Dalším testem bylo smazání této události z kalendáře a i tento test dopadl úspěšně. Po synchro-
nizaci Asterisk neukazoval žádnou událost v kalendáři a kalendář měl stav dostupný.
Posledním testem bylo vytvoření dvou událostí s rozdílným stavem. Předpokládané chování 
bylo,  že se stav kalendáře vyhodnotí  jako zaneprázdněný.  I tento proběhl úspěšně, v kalendáři se 
ukázaly obě události a výsledný stav kalendáře byl zaneprázdněný.
4.4 Testy řízení hovoru kalendářem
Hlavním  cílem  propojení  ústředny  s  kalendářem  je  řízení  přesměrování  hovorů,  a  tak  je  tato 
schopnost součástí testů.
Většina testů probíhala tak, že byl  Asterisk spuštěn s parametrem  -vvv,  což jej přepne do 
režimu, ve kterém hlásí více podrobností o probíhajících akcích. Dále byl k ústředně Asterisk pomocí 
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protokolu SIP připojil  softwarový telefon Twinkle jakožto telefon na účtu  100.  Telefon  101 byl 
řízen kalendářem.
Základním úkolem tedy je při přijetí hovoru vykonat jinou akci v případě, že je linka podle 
kalendáře dostupná, nebo nedostupná. Pro účely testování jsou těmito akcemi pouhé výpisy do termi-
nálu.
Testy  proběhly  úspěšně,  pokud  byla  linka  dostupná,  vypsala  se  do  terminálu  informace 
o dostupnosti kalendáře, při nedostupnosti se taktéž vypsala správná informace o zaneprázdněnosti.
4.5 Rozdělení vnějších a vnitřních hovorů
Jedním z požadavků bylo rozdílné chování při nedostupnosti během vnitrofiremních (v našem případě 
vnitrofakultních) hovorů a hovorů mimo firmu / fakultu.
Tohle není úplně starostí kalendářů, ale spíše ústředny Asterisk jako takového a především jeho 
dialplánu. V něm se všem hovorům, které pochází z vnějšku (rozpoznáno podle kontextu), nastaví 
proměnná a ta se následně detekuje u zpracování cíle hovoru.
Testy opět dopady v pořádku, do terminálu byly vypisovány správné informace.
4.6 Test dlouhodobějšího provozu a spotřeby 
paměti
Tento test spočíval ve spuštění nakonfigurované ústředny Asterisk a sledování její spotřeby paměti. 
K ústředně nebyly během testu připojeny žádné telefony a test probíhal za běžného provozu domá-
cího počítače. Pro zjišťování spotřeby paměti byl použit linuxový nástroj ps. Během testovacího dne 
byly v kalendáři naplánovány tři překrývající se události, jedna z nich byla celodenní, a měly různé 
stavy zaneprázdněnosti.
Asterisk si po spuštění vyhradil 9,9 MB paměti, což je vzhledem k minimální konfiguraci přija-
telné. Po první kontrole kalendářů stoupla spotřeba paměti na 10 MB. Počítač s ústřednou Asterisk 
běžel 10 hodin, což představuje 600 kontrol kalendáře. I po této době byla spotřeba paměti stále na 
10 MB. V modulu tedy zřejmě nedochází k žádným únikům paměti a je stabilní.
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5 Závěr
Cílem práce bylo umožnit řízení hovorů v ústředně Asterisk pomocí kalendářů z Microsoft Exchange 
Serveru 2010. Tato funkcionalita je poměrně žádaná, protože Exchange Server je ve firemní sféře 
rozšířeným produktem.
Původní záměr použít  protokol CalDAV byl  rychle opuštěn, protože tento protokol již není 
v Exchange Serveru 2010 podporován. Místo něj přišel Microsoft s vlastním protokolem pro webové 
služby Exchange Web Service. Ten byl ale pro tento účel dobře použitelný, protože je založen na pro-
tokolu SOAP, který je kombinací protokolu HTTP pro přenos zpráv a XML jako formát zpráv. To 
činí SOAP poměrně snadno zpracovatelný a přenositelný mezi různými platformami.
S prací na kalendářích už začal Terry Wilson, který i implementoval řadu dalších protokolů 
a vytvořil framework, jež umožňuje použití kalendářů v ústřednách Asterisk. Implementace Exchange 
2010 kalendářů je tedy založena na tomto frameworku.
Výsledný modul čeká na zařazení do SVN stromu ústředny Asterisk a měl by tak být dostupný 
pro všechny uživatele v některé z dalších verzí [21].
5.1 Další vývoj
Aktuální podoba modulu by měla být konečná, pokud Microsoft nějak nezmění protokol pro komu-
nikaci.
Během  schvalování  modulu  bylo  Terry  Wilsonem  navrženo  doplnění  funkcionality  také 
o možnost vytváření událostí v kalendářích. Tuto funkci zatím umožňuje pouze modul pro CalDAV, 
ale protokol Exchange Web Service umožňuje nejen data ze serveru číst, ale také je vytvářet, a tudíž 
bude tato funkce do modulu v brzké budoucnosti určitě doplněna. Použití může být  například při-
dávání událostí pomocí telefonních menu (IVR) a tónové volby DTMF.
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