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Sekuler), bennett@mcmaster.ca (P.J. Bennett).Previous research suggests that observers use information near the eyes and eyebrows to identify both
upright and inverted faces [Sekuler, A. B., Gaspar, C. M., Gold, J. M., & Bennett, P. J. (2004). Inversion leads
to quantitative, not qualitative, changes in face processing. Current Biology, 14(5), 391–396]. Here we ask
whether more signiﬁcant differences between upright and inverted face processing exist in the spatial
frequency domain. Thresholds were measured in a 1-of-10 identiﬁcation task with upright and inverted
faces presented in no noise, white Gaussian noise, and in low-pass and high-pass ﬁltered noises with var-
ious cutoff frequencies. In Experiment 1, all faces were presented in fronto-parallel view; in Experiment
2, viewpoint varied across trials. Thresholds were higher for inverted faces, but the magnitude of the
inversion effect did not vary across conditions or experiments. Moreover, the shapes of the noise-masking
functions obtained with low-pass and high-pass noise were the same for upright and inverted faces, did
not vary between experiments, and revealed that identiﬁcation was based on information carried by a 1.5
octave wide band of spatial frequencies centered on approximately 7 cycles per face width. Finally, indi-
vidual differences in the magnitude of the inversion effect were not related to individual differences in
the frequency selectivity of face identiﬁcation. The results indicate that the face inversion effect for iden-
tiﬁcation judgments is not due to subjects using different bands of spatial frequencies to identify upright
and inverted faces.
 2008 Elsevier Ltd. All rights reserved.1. Experiment 1
Aside from the written word, there is no class of objects that the
adult human has greater experience identifying than the human
face. Of necessity, we become expert face identiﬁers and can recog-
nize thousands of faces at a single glance (Bahrick, Bahrick, & Witt-
linger, 1975). However, if those same faces are turned upside-
down, recognition becomes much more difﬁcult (Yin, 1969; for a
review, see Valentine, 1988). This result, known as the inversion ef-
fect, is interesting because an inverted face contains the same
amount of information as an upright face. Thus, inverted faces
must be more difﬁcult to identify because the way we use that
information varies as a function of orientation.
Previous results suggest that observers are less efﬁcient at
extracting the relevant information from inverted faces compared
to upright faces (Gaspar, Bennett, & Sekuler, 2008; Sekuler, Gaspar,
Gold, & Bennett, 2004), but the orientation-related changes in pro-
cessing are subtle. For example, using the response classiﬁcationll rights reserved.
ychology, Neuroscience, and
est, Hamilton, Ont., Canada
, sekuler@mcmaster.ca (A.B.technique, Sekuler et al. (2004) showed that observers used simi-
lar, localized regions of the face (i.e., near the eyes and eyebrows)
to discriminate pairs of faces, regardless of face orientation. Hence,
the difference in performance measured with upright and inverted
faces reﬂected the fact observers used information around the eyes
more optimally when the faces were upright, and not that different
parts of the stimulus were used at different orientations. In this pa-
per we examine whether larger effects of orientation exist in the
spatial frequency domain than in the space domain.
Faces are broadband patterns, containing information at all spa-
tial scales (Gold, Bennett, & Sekuler, 1999). Nonetheless, upright
face identiﬁcation appears to rely most heavily on a narrow band
of spatial frequencies near 10 cycles per face (Boutet, Collin, & Fau-
bert, 2003; Costen, Parker, & Craw, 1996; Gold et al., 1999; Nasa-
nen, 1999; Peli, Lee, Trempe, & Buzney, 1994; Tanskanen,
Nasanen, Montez, Paallysaho, & Hari, 2005). Is the perception of in-
verted faces mediated by a similar narrow band of spatial frequen-
cies? Perceptual learning alters the spatial frequencies that are
used to do some visual tasks (Busey, Schneider, & Wyatte, 2008;
Dosher & Lu, 1998), so perhaps the development of expertise with
upright faces (Diamond & Carey, 1986) is associated with a change
in the spatial frequencies that are used to discriminate and identify
them. Results reported by Goffaux and Rossion (2006) are consis-
tent with this view. Based on studies that measured the Composite
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Fig. 1. An illustration of the ﬁltered noise used in the experiments. Two faces are
embedded in low- and high-pass ﬁltered noise, with cutoff frequency varying from
4 to 17 cycles per face width (cpf). Face contrast variance is the same in every
image. With low-pass noise, the face becomes difﬁcult to identify when the cutoff
frequency is above 9 cpf; with high-pass noise, the face is difﬁcult to identify when
the cutoff is below 9 cpf. In the experiments, cutoff frequency varied from 1 to
34 cpf. In addition, faces were presented in all-pass (i.e., white) noise and in no
noise (i.e., a uniform background).
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advantage effect (Tanaka & Farah, 1993), Goffaux and Rossion ar-
gued that low spatial frequencies are particularly important for
perceiving the holistic and/or conﬁgural properties of faces,
whereas high spatial frequencies are important for perceiving fea-
tures. Some researchers have suggested that holistic and conﬁgural
processing is especially important for the perception of upright
faces (Maurer, Le Grand, & Mondloch, 2002), and therefore Goffaux
and Rossion’s ﬁndings suggest that low spatial frequencies may be
more important for the identiﬁcation of upright faces. Other evi-
dence, however, is inconsistent with the view that different spatial
frequencies are used to identify upright and inverted faces: Boutet
et al. (2003), for example, found than manipulating the spatial fre-
quency content of upright and inverted stimuli had the same effect
on response accuracy in a face discrimination task. Also, varying
the degree of spatial frequency overlap between two faces has sim-
ilar effects on performance in a matching task when the stimuli are
upright and inverted (Collin, Liu, Troje, McMullen, & Chaudhuri,
2004).
The present study examined the spatial frequency selectivity of
upright and inverted face identiﬁcation using critical band masking
(Patterson, 1976). In two experiments, we measured identiﬁcation
thresholds for faces embedded in low-pass and high-pass noise
that varied in terms of cutoff frequency. By measuring how thresh-
old varied as a function of the spatial frequency content of the
noise, it was possible to determine which spatial frequencies were
used by observers to identify faces. Our results indicate that
observers used the same narrow band of spatial frequencies to
identify both upright and inverted faces.
1.1. Methods
1.1.1. Observers
Six observers (4 male, 2 female; average age = 20 years) partic-
ipated in the experiment. Four were experienced psychophysical
observers, but all were naı¨ve about purpose of the experiment.
All observers had an uncorrected or corrected binocular Snellen
Acuity of 20/20 or better. The observers were not familiar with
the models who were used to create the face stimuli.
1.1.2. Stimuli and apparatus
Stimuli were generated by a Power Mac G4 computer, and pre-
sented on a Sony Trinitron GDM-F520 monitor (frame rate = 75 Hz,
non-interlaced) using MATLAB and the Psychophysics Toolbox
(Brainard, 1997; Pelli, 1997). Face stimuli were based on digitized
photographs of 10 faces (5 male and 5 female) cropped to an oval
window, excluding areas showing the chin and hair, including the
hairline (see Gold et al., 1999, for details). From the viewing dis-
tance of 100 cm, the height and width of each face subtended
3.3 deg (96 pixels) and 2.3 deg (67 pixels), respectively. Faces were
centered within a 4.4  4.4 deg square (128  128 pixels), and the
amplitude spectrum of each individual face image was replaced
with the average spectrum across all 10 images. Faces were pre-
sented to observers on a uniform background of average luminance
(i.e., no noise) or embedded within ﬁltered or unﬁltered white
Gaussian noise (see Fig. 1). Filtered noise was either low- or
high-pass with cutoff frequencies of 1, 2.1, 4.2, 8.4, 16.8, and 33.5
cycles per face width (cpf). The contrast variance of the unﬁltered
noise was 0.08. The faces themselves were not ﬁltered.
1.1.3. Procedure
The sequence of events on a given trial was as follows: a small,
high-contrast (Weber contrast = ±0.5) ﬁxation square (8.3 
8.3 arc min) appeared at the center of the screen. To reduce adap-
tation, the contrast polarity of the square – black or white – varied
randomly across trials. After 100 ms, the ﬁxation square disap-peared and a face was displayed for 500 ms. After the target face
disappeared, observers were presented with a selection window
that contained all ten faces presented without noise at an rms con-
trast of 0.32. Each face in the selection window was resized to
2.6  1.8 deg. The observer identiﬁed the target face by using the
computer mouse to click on an item in the selection window. Audi-
tory feedback, in the form of 600 and 200 Hz tones, was presented
after correct and incorrect responses, respectively. After the re-
sponse, the selection window disappeared, and the ﬁxation square
reappeared signaling the start of the next trial. Observers were in-
formed that each face had an equal probability of being shown on
each trial.
Observers participated in 3–6 one-hour sessions held on differ-
ent days. Each session consisted of 12 or 14 blocks of trials, with a
different combination of noise and stimulus orientation presented
in each block. All sessions contained the following stimulus condi-
Fig. 2. Average inversion effects measured in Experiment 1 plotted as a function of
the cutoff frequency of the noise. The inversion effect was deﬁned as the logarithm
of the ratio of thresholds, expressed as rms contrast, obtained with inverted and
upright faces. The leftmost and rightmost symbols represent inversion effects
measured in the no-noise and all-pass noise conditions. The points at 33.5 cpf
represent the mean of the two subjects tested in that condition; the remaining
points represent the mean of six subjects. Error bars represent ±1 SEM. Inversion
effects did not differ signiﬁcantly across conditions.
C. Gaspar et al. / Vision Research 48 (2008) 2817–2826 2819tions: no-noise, all-pass (white) noise, and low- and high-pass
noise with cutoff frequencies of 1, 2.1, 4.2, 8.4, and 16.8 cpf. Some
sessions included two additional blocks of all-pass noise and
blocks of low-pass and high-pass noise with a cutoff frequency of
33.5 cpf. The order of conditions was randomized within a session.
In each block of trials, contrast variance of the face stimuli varied
according to a 2-down, 1-up staircase procedure. Contrast variance
was deﬁned as c2 ¼ hc2ðx; yÞi, where hi indicates expected value ta-
ken over all pixel locations, cðx; yÞ ¼ ðLðx; yÞ  LbackgroundÞ=Lbackground,
and Lðx; yÞ is the luminance at location ðx; yÞ. Each staircase was ter-
minated after 50 trials. The contrast variance needed to produce 71%
correct responses was estimated from a psychometric (Weibull)
function that was ﬁt to the results from each staircase. Final
estimates of thresholdswere calculated by averaging thresholds ob-
tained in the last three sessions.
1.1.4. Noise-masking functions
Noise-masking functions were analyzed quantitatively by ﬁt-
ting different sigmoidal curves to thresholds obtained with low-
pass and high-pass noise. Thresholds in low-pass noise conditions
were analyzed with the function
tðL;CÞ ¼ kþ a
Z C
1
gðlL;rLÞdf ð1Þ
where tðL;CÞ is threshold, expressed in terms of contrast variance,
measured with low-pass noise with a cutoff frequency of C, param-
eters k and a are constants, and gðlL;rLÞ is a log-Gaussian probabil-
ity density with a mean of lL and a standard deviation of rL:
gðl;rÞ ¼ 1
r
ﬃﬃﬃﬃﬃﬃ
2p
p elog10ðf=lÞ2=2r2 ð2Þ
Eq. (1) describes a sigmoidal function that has a lower asymp-
totic value of k and increases monotonically with C to an upper
asymptotic value of ðkþ aÞ. When the cutoff spatial frequency of
the noise, C, is plotted on a logarithmic axis, the sigmoidal function
is centered on the spatial frequency lL and has a slope that is re-
lated inversely to rL. Thresholds in high-pass noise conditions
were analyzed with the function
tðH;CÞ ¼ kþ a
Z 1
C
gðlH;rHÞ ð3Þ
where tðH;CÞ is threshold, expressed in terms of contrast variance,
measured with high-pass noise with a cutoff frequency of C. Eq.
(3) describes a sigmoidal function that has an upper asymptotic va-
lue of ðkþ aÞ and decreases monotonically with increasing values of
C to an lower asymptotic value of k.
Eq. (2) represents the relative sensitivity of face identiﬁcation to
the presence of noise at different spatial frequencies: greater
masking will be produced when the noise contains spatial frequen-
cies that are near the peak of Eq. (2). In the no-noise condition, the
value of the integral in Eqs. (1) and (3) was assumed to be zero, and
therefore threshold equals k. In the all-pass noise condition, the
integral equals one and threshold therefore is kþ a.
Eqs. (1) and (3) were ﬁt to all thresholds from each subject by
adjusting the parameters ðk; a;lL;rL;lH;rHÞ to minimize the sum
X
i
log10
ti
t^i
  2
where ti and t^i are, respectively, the observed and predicted thresh-
olds in condition i.
1.2. Results
Statistical analyses were done with R (R Development Core
Team, 2007). When appropriate, the Huynh–Feldt estimate ofsphericity (~) was used to adjust p values of F tests conducted on
within-subject variables (Maxwell & Delaney, 2004). The strength
of association between the dependent and independent variables
was expressed as partial omega-squared (x2p), which was calcu-
lated using formulae described by Kirk (1995).
Face inversion effects were deﬁned as log10ðci=cuÞ, where ci and
cu are thresholds, expressed as rms contrast, obtained with in-
verted and upright faces. Inversion effects measured in the various
conditions were very similar (Fig. 2). The mean inversion effect—
averaged ﬁrst across conditions and then subjects—was 0.241,
95%CI = (0.12,0.37), which was signiﬁcantly greater than zero,
tð5Þ ¼ 4:9; p ¼ :002 (one-tailed), and did not differ from the mean
value of 0.204 reported by Martelli, Majaj, and Pelli (2005) in a
meta-analysis of 16 face recognition studies, tð5Þ ¼ 0:76; p ¼ :48.
Schneider, DeLong, and Busey (2007) suggested that white external
noise has a greater effect on the processing of inverted faces than
the processing of upright faces. This hypothesis predicts that inver-
sion effects measured with all-pass noise should be larger than
inversion effects measured in the absence of noise, but a compar-
ison of the effects measured in those conditions failed to ﬁnd any
difference, 95%CI = (0.15,0.1), tð5Þ ¼ 0:54; p ¼ :61.
Inversion effects measured with low-pass and high-pass noise
were analyzed in a 5 (cutoff frequency)  2 (noise type)within-sub-
ject analysis of variance (ANOVA). Inversion effectsmeasuredwith a
cutoff frequency of 33.5 cpf were not included in this ANOVA be-
cause only two subjects were tested in that condition. The main ef-
fects of cutoff frequency, Fð4;20Þ ¼ 0:82; ~ ¼ 0:74; p ¼ :50;x2p ¼ 0,
and noise type, Fð1;5Þ ¼ 0:01; p ¼ :92;x2p ¼ 0, were not signiﬁcant,
nor was the cutoff  noise type interaction, Fð4;20Þ ¼ 0:4;
~ ¼ 0:63; p ¼ :72;x2p ¼ 0. Next, inversion effects measured in the
no-noise and all-pass noise conditionswere combinedwith the data
from the low-pass and high-pass noise conditions (except for the
32 cpf condition) and analyzed in a one-way within-subjects ANO-
VA. The effect of condition was not signiﬁcant, Fð11;55Þ ¼
0:51; ~ ¼ 0:93; p ¼ :88;x2p ¼ 0. Hence, these analyses found no evi-
dence that inversion effects varied across conditions.
Fig. 3 depicts average thresholds, expressed as contrast vari-
ance, plotted as a function of noise cutoff frequency, as well as
the best-ﬁtting noise-masking functions. The noise-masking func-
2820 C. Gaspar et al. / Vision Research 48 (2008) 2817–2826tions (top panels) ﬁt the threshold data reasonably well in both the
upright and inverted face conditions. Note that the masking func-
tions in the inverted face conditions are shifted upwards relative to
the functions obtained with upright faces, but otherwise have sim-
ilar shapes, a result that is consistent with the ﬁnding that inver-
sion effects were approximately constant across conditions
(Fig. 2). The log-Gaussian functions (e.g., Eq. (2)) used to derive
the masking functions are shown in the lower panels of Fig. 3.
The log-Gaussian functions, which are the derivatives of the corre-
sponding masking functions, indicate the relative sensitivity of
masking to noise power at each spatial frequency. For inverted
faces, the functions derived from the high-pass and low-pass noise
conditions were virtually identical (l ¼ 9:34 cpf; r ¼ 0:20), and
indicate that thresholds increased signiﬁcantly when frequency
components within the range of 5–20 cpf were added to the mask-
ing noise. For upright faces, the functions derived from the high-
pass and low-pass conditions differed slightly: although the func-
tions had similar widths (r ¼ 0:26), peak sensitivity occurred at
a slightly higher frequency in the low-pass noise condition
(l ¼ 11:1 cpf) than in the high-pass noise condition (l ¼ 6:8 cpf).
Masking functions were ﬁt to the data obtained from individual
subjects in each condition, and the mean values of l and r are
shown in Figs. 4 and 5, respectively. Inspection of Fig. 4 suggests
that l did not vary signiﬁcantly with face orientation, but was
slightly (i.e.,  0:1 log units) greater in the low-pass noise condi-0.1 0.5 5.0 50.0
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Fig. 3. Mean results obtained in Experiment 1 with upright (left column) and inverted fac
obtained in high-pass (ﬁlled circles) and low-pass (unﬁlled circles) noise conditions, as w
dashed lines are the best-ﬁtting noise-masking functions (Eqs. (1) and (3)). The lower pa
functions. The Gaussian functions have been normalized to have a peak of one. The twotions than in the high-pass noise conditions. However, a 2 (face ori-
entation)  2 (noise type) within-subjects ANOVA on the log-
transformed values of l failed to ﬁnd any signiﬁcant effects (noise:
Fð1;5Þ ¼ 2:56; p ¼ :17;x2p ¼ 0:21; orientation: Fð1;5Þ ¼ 0:01; p ¼
:92;x2p ¼ 0; noise  orientation: Fð1;5Þ ¼ 0:23; p ¼ :65; x2p ¼ 0).
The value of r, shown in Fig. 5, did not vary signiﬁcantly with stim-
ulus orientation but was approximately 0.1 log units greater in the
low-pass noise condition than in the high-pass noise condition.
However, as was the case with the l parameter, a 2 (face orienta-
tion)  2 (noise type) within-subjects ANOVA on the log-trans-
formed values of r failed to ﬁnd any signiﬁcant effects (noise:
Fð1;5Þ ¼ 1:94; p ¼ :22;x2p ¼ 0:14; orientation: Fð1;5Þ ¼ 1:18;
p=.33, x2p ¼ 0:03; noise  orientation: Fð1;5Þ ¼ 0:01; p ¼ :91;x2p
¼ 0). Hence, the statistical analyses suggest that the parameters
governing the shapes of the masking functions did not vary signif-
icantly across conditions.
1.3. Discussion
The current ﬁndings agree with previous reports that observers
rely on a narrow band of spatial frequencies to identify upright
faces (e.g., Gold et al., 1999; Nasanen, 1999): identiﬁcation thresh-
olds for upright faces were inﬂuenced most strongly by masking
components that were within 1.5 octaves of 8–10 cpf (Figs. 4 and
5). We hypothesized that face inversion effects might reﬂect a dif-0.1 0.5 5.0 50.0
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functions in the lower-right panel nearly overlap.
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current results are inconsistent with this idea. Neither the peak fre-
quency (l) nor the bandwidth (r) of masking differed for upright
and inverted faces. Furthermore, the magnitude of the inversion ef-
fect did not depend on the spatial frequency content of the mask-
ing noise. In summary, the current results suggest that observers
rely on the same narrow band of spatial frequencies to identify up-
right and inverted faces.
2. Experiment 2
In naturalistic viewing conditions, faces can be identiﬁed de-
spite changes in viewpoint. However, Experiment 1 used onlyone view per face, and therefore did not require observers to some-
how ignore changes in low-level stimulus characteristics that are
produced by a change in viewpoint. In these conditions, observers
may have identiﬁed stimuli on the basis of an image matching pro-
cess rather than processes that identify faces in more naturalistic
conditions (e.g., Bruce et al., 1999). In Experiment 2, this idea
was examined by measuring identiﬁcation thresholds for faces
presented at multiple viewpoints.
2.1. Methods
2.1.1. Observers
Fifteen observers (8 males, 7 females; average age = 22 years)
participated in the experiment. All but two participants were expe-
rienced psychophysical observers, and all but one were naı¨ve about
the purpose of the experiment. All observers had an uncorrected or
corrected binocular Snellen Acuity of 20/20 or better. The observ-
ers were not familiar with the models who were used to create
the face stimuli.
2.1.2. Stimuli
Photographs of the faces of ﬁve male and ﬁve female Caucasian
models (average age = 24 years) were taken with a Kodak DX3600
digital camera (1800  1200 pixels) in normal room lighting against
a black matte background. The models had no facial hair, no visible
piercings, and no eye glasses. Before the photography session began,
subjects were positioned so that their eyes and heads faced directly
into the camera, and they were told to maintain this head-relative
eye position, and a neutral facial expression, during all photographs.
Photographs were then taken as the models rotated and tilted their
heads to ﬁxate each one of 14 different points located on a wall be-
hind the camera. The ﬁxation points were arranged in two rows of
seven,with themiddle point in each row falling on an imaginary line
that intersected the center of the subject’s head and the camera.
Within each row, the ﬁxation pointswere separated by 4.5 deg of vi-
sual angle; the top and bottom rows were separated by 7.7 deg. At
least two photographs were taken from each viewpoint.
After excluding photographs in which the model blinked or
smiled, it was not possible to construct full sets of 14 images for
each model. However, every model did yield a usable image in
the full-frontal viewpoint, and it was possible to construct sets of
images of each model in which left and right diagonal views were
nearly balanced. For female models, there were 25 usable images
in which the face was rotated leftward, and 24 images in which
the face was rotated rightward. For male models, there were 26
usable images for both left and right diagonal views. The experi-
mental stimuli were constructed from these 111 images (i.e., 101
diagonal views and 10 frontal views).
Photographs were stored using the JPEG format and imported
into Adobe Photoshop 7.0. An oval aperture with a height:width ra-
tio of 1.5 was superimposed on each image and adjusted so that
the height of the oval matched the distance between the highest
and lowest parts of the face. The horizontal and vertical coordi-
nates of the oval were adjusted to exclude as much of the non-face
background as possible. Images were imported into MATLAB,
where they were converted to gray scale by averaging intensity
values across each RGB channel. Next, the pixels within the aper-
ture were converted into contrast units, and pixels lying outside
the oval aperture were set to zero. Each image was then cropped
so that the width of the margins (i.e., the distance between the
edge of the aperture and the edge of the image) was equal to
one-eighth of the aperture’s height. Finally, the edge of the aper-
ture was blurred by convolving it with a 5  5 Gaussian kernel.
The resulting image was scaled and centered within a
372  372 pixel matrix. Examples of the stimuli constructed from
two models are shown in Fig. 6.
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monitor set to a resolution of 2048  1536 pixels (53 pixels/cm).
The frame rate was 75 Hz (non-interlaced). Observers viewed the
display binocularly from a distance of 95 cm. The height and width
of each face subtended 3.4 and 2.3 deg of visual angle, which were
similar to the dimensions of the faces used in Experiment 1. The
entire stimulus (372  372 pixels) subtended 4.3  4.3 deg. Faces
were presented to observers on a uniform background of average
luminance (i.e., no noise) or embedded within ﬁltered or unﬁltered
white Gaussian noise. Filtered noise was either low- or high-pass
ﬁltered with cutoff frequencies of 2.2, 3.2, 5.4, 8.1, 13.4, 21, and
34 cpf. The contrast variance of the unﬁltered noise was 0.08,
which was the same value used in Experiment 1. However, the
spectral density of the noise was lower in Experiment 2 because
the increased spatial resolution of the display caused each stimulus
pixel to subtend only  11% of the pixel area used in Experiment 1.
As in Experiment 1, the faces themselves were not ﬁltered.
2.1.3. Procedure
The procedure was the same as the one used in Experiment 1,
with one important difference. On each trial, the subject was
shown a diagonal-view of one face for 100 ms. After the target face
disappeared, observers were presented with a selection window
that contained all ten frontal-view faces presented without noise
at an rms contrast of 0.22. The target faces were always diagonal
views; frontal views were shown only in the response selection
window. Observers were informed that each facial identity had
an equal probability of being shown on each trial, and that the par-
ticular diagonal view that was presented was selected randomly
from all diagonal views for that face. All other aspects of the testing
procedure were the same as in Experiment 1. Noise type and stim-
ulus orientation were blocked, and the order of blocks was ran-Fig. 6. Examples of the stimuli used in Experiment 2. The left and middle panels show
shows the frontal views that were used to create the response selection window.domized in each test session. For each subject and condition, a
single psychometric function was ﬁt to the combined data from
the last four testing sessions. Threshold was deﬁned as the rms
face contrast needed to produce an accuracy rate of 71%.
2.2. Results
Face inversion effects measured in the various conditions were
very similar (Fig. 7). The mean inversion effect – averaged ﬁrst
across conditions and then subjects – was 0.208, 95%CI =
(0.17,0.25), which was signiﬁcantly greater than zero,
tð14Þ ¼ 10:7; p < :0001 (one-tailed), but did not differ signiﬁcantly
from the mean value of 0.204, tð14Þ ¼ 0:22; p ¼ :83, reported by
Martelli et al. (2005). As was found in Experiment 1, the inversion
effects measured in the no-noise and all-pass noise conditions did
not differ, 95%CI = (0.04,0.06), tð14Þ ¼ 0:44; df ¼ 14; p ¼ :66. Fi-
nally, the inversion effects measured in Experiment 2 did not differ
signiﬁcantly from those obtained in Experiment 1, 95%CI =
(0.12,0.06), tð19Þ ¼ 0:77; p ¼ :45.
Inversion effects measured with low-pass and high-pass noise
were analyzed in a 7 (cutoff frequency)  2 (noise type) within-
subject analysis of variance (ANOVA). The main effects of cutoff
frequency, Fð6;84Þ ¼ 0:8; ~ ¼ 0:98; p ¼ :57;x2p ¼ 0, and noise type,
Fð1;14Þ ¼ 1:95; p ¼ :18;x2p ¼ 0:004, were not signiﬁcant, nor was
the cutoff  noise type interaction, Fð6;84Þ ¼ 1:38;
~ ¼ 0:94; p ¼ :23;x2p ¼ 0:01. Next, inversion effects measured in
the no-noise and all-pass noise conditions were combined with
the data from the low-pass and high-pass noise conditions and
analyzed in a one-way within-subjects ANOVA. Again, the effect
of condition, Fð15;210Þ ¼ 1:26; ~ ¼ 1; p ¼ :23;x2p ¼ 0:01, was not
signiﬁcant. Hence, as was the case in Experiment 1, our analyses
found no evidence that inversion effects varied across conditions.a subset of the diagonal views for one male and one female model. The right panel
Fig. 7. Average inversion effects measured in Experiment 2 plotted as a function of
the cutoff frequency of the noise. The inversion effect was deﬁned as the logarithm
of the ratio of thresholds, expressed as rms contrast, obtained with inverted and
upright faces. The leftmost and rightmost symbols represent inversion effects
measured in the no-noise and all-pass noise conditions. Error bars represent
±1 SEM. Inversion effects did not differ signiﬁcantly across conditions.
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signiﬁcantly across experiments.
Fig. 8 depicts average thresholds plotted as a function of noise
cutoff frequency, as well as the best-ﬁtting noise-masking func-
tions. A comparison of Figs. 3 and 8 indicates that the amount of
masking – i.e., the difference between thresholds measured in
the no-noise and all-pass noise conditions – was considerably less
in Experiment 2. This reduction in masking likely is due to the low-
er spectral density of the noise used in Experiment 2 (see Section
2.1.2). Nevertheless, signiﬁcant masking was observed: thresholds
in the all-pass and no-noise conditions differed by 0.51 and 0.49
log units in the upright and inverted conditions, respectively, and
these differences were statistically signiﬁcant (upright faces:
tð14Þ ¼ 8:89; p < :0001; inverted faces: tð14Þ ¼ 9:87; p < :0001).
Moreover, the noise-masking functions ﬁt the average data, as well
as data from individual subjects, reasonably well. Thus, although
the masking was reduced relative to the amount obtained in the
ﬁrst experiment, it was sufﬁciently strong for us to estimate the
parameters of the noise-masking functions. The log-Gaussian func-
tions (e.g., Eq. (2)) used to derive the masking functions are shown
in the lower panels of Fig. 8. For both upright and inverted faces,
the functions derived with low-pass and high-pass noise had
nearly equal bandwidths (upright: r  0:18; inverted: r  0:16),0.1 0.5 5.0 50.0
Noise cutoff (cpf)
inverted faces
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Fig. 10. The values of r taken from the masking functions that were ﬁt to data from
individual subjects in Experiment 2. The bars show the mean of 15 subjects. Error
bars represent ±1 SEM. The y-axis on the left shows r (see Eq. (2)). The axis on the
right shows bandwidth expressed as full-width-at-half-maximum.
2824 C. Gaspar et al. / Vision Research 48 (2008) 2817–2826but appeared to differ in peak sensitivity. For upright faces, peak
sensitivity, or l, was 4.9 and 8.2 cpf in the high- and low-pass
noise conditions, respectively. For inverted faces, l was 5.2 and
10.1 cpf in the high-pass and low-pass conditions. The peaks and
bandwidths of the log-Gaussian functions did not appear to de-
pend signiﬁcantly on stimulus orientation.
Masking functions were ﬁt to the data obtained from individual
subjects in each condition. The mean values of l (averaged across
subjects) are shown in Fig. 9. As was observed in Experiment 1, l
was slightly higher in the low-pass noise condition than in the
high-pass condition. A 2 (face orientation)  2 (noise type) with-
in-subjects ANOVA on the log-transformed values of l found a sig-
niﬁcant main effect of noise type, Fð1;14Þ ¼ 6:91; p ¼ :02;
x2p ¼ 0:09, which reﬂected the fact that l was greater in the low-
pass noise condition. Hence, unlike what was found in Experiment
1, the effect of noise type on lwas statistically signiﬁcant. This dif-
ference between experiments likely reﬂects the fact that Experi-
ment 2 used 15 subjects, rather than 6 as in Experiment 1, and
therefore had higher statistical power. Despite this increase in
power, the effect of orientation on l, Fð1;14Þ ¼ 0:82; p ¼
:38;x2p ¼ 0, and the noise  orientation interaction, Fð1;14Þ ¼
2:07; p ¼ :17;x2p ¼ 0:02, were not signiﬁcant. Mean values of r
are shown in Fig. 10. A 2 (face orientation)  2 (noise type) with-
in-subjects ANOVA on the log-transformed values of r failed to
ﬁnd any signiﬁcant effects (noise: Fð1;14Þ ¼ 0:051; p ¼ :83;
x2p ¼ 0; orientation: Fð1;14Þ ¼ 0:01; p ¼ :93;x2p ¼ 0; noise  ori-
entation: Fð1;14Þ ¼ 0:01; p ¼ :91;x2p ¼ 0).
Finally, we examined whether individual differences in the size
of the inversion effect were correlated with individual differences
in the shapes of the masking functions measured with upright
and inverted faces. For each subject, we calculated the difference
between peak sensitivity (Ml) and bandwidth (Mr) that were esti-
mated with upright and inverted faces. Also, a single estimate of
the inversion effect was computed for each subject in both exper-
iments by averaging the inversion effects obtained in the various
conditions. The average inversion effect was not correlated with
Ml, r ¼ :16; tð19Þ ¼ 0:7; p ¼ :49, or Mr, r ¼ :09; tð19Þ ¼
0:39; p ¼ :70. Hence, there was no evidence that individual differ-
ences in the size of the inversion effect were correlated with subtleinverted upright
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Fig. 9. The values of l taken from the masking functions that were ﬁt to data from
individual subjects in Experiment 2. The bars show the mean of 15 subjects. The y-
axis on the left shows log-transformed l (see Eq. (2)). The axis on the right shows
the same values transformed to units of cpf. Error bars represent ±1 SEM.changes in the masking functions obtained with upright and in-
verted faces.
2.3. Discussion
Experiment 2 examined the effect of increasing the number of
viewpoints on the magnitude of the face inversion effect and the
spatial frequency selectivity of face identiﬁcation. Surprisingly,
we found that increasing the number of viewpoints had virtually
no effect on the face inversion effect or on the frequency selectivity
of identiﬁcation. As was found in Experiment 1, the face inversion
effect did not vary across conditions that used white noise, no
noise, and different types of low-pass and high-pass noise. Further-
more, the magnitude of the face inversion effect was essentially the
same in the two experiments. Also, we found that varying the
number of viewpoints had little effect on the spatial frequency
selectivity of masking: as in Experiment 1, identiﬁcation thresh-
olds for upright and inverted faces were inﬂuenced most strongly
by masking components that were within  1:5 octaves of 6–
8 cpf (Figs. 9 and 10). Finally, across both experiments, individual
differences in the inversion effect were not correlated with individ-
ual differences in Ml or Mr.
Experiment 2 found that l was slightly higher when faces were
embedded in low-pass ﬁltered noise. Although this effect was not
signiﬁcant in Experiment 1, the trend was similar: the difference in
l was  0:1 log units in both experiments, and the association
strength between noise type and l actually was greater in Experi-
ment 1 than Experiment 2. Therefore, the different results probably
reﬂect a difference in statistical power across experiments. Param-
eter l governs the lateral position of the masking function along
the log spatial frequency axis in Fig. 8. Hence, differences in l
mean that masking functions obtained with low-pass noise were
shifted to higher spatial frequencies relative to those obtained with
high-pass noise. These shifts in the masking function may have
been caused by a visual analog of off-frequency listening (Patter-
son & Nimmo-Smith, 1980; Solomon & Pelli, 1994). If an observer
could select a channel that maximized the signal-to-noise ratio,
then it would be advantageous to select a ﬁlter tuned to higher
spatial frequencies when the faces were embedded in low-pass
noise, and select a low frequency ﬁlter when the faces were
C. Gaspar et al. / Vision Research 48 (2008) 2817–2826 2825embedded in high-pass noise. The current results are consistent
with the hypothesis that observers selected channels with peak
frequencies that differed by 0.1 log units in response to the noise.
However, this ﬂexibility in channel selection did not vary across
face orientations, nor were individual differences in Ml correlated
with individual differences in the inversion effect. It is unlikely,
therefore, that off-frequency looking contributed to differences be-
tween upright and inverted faces.3. General discussion
We measured face identiﬁcation thresholds for upright and in-
verted faces embedded in different types of noise. We found that
the face inversion effect did not vary signiﬁcantly across a wide
range of conditions that used white noise, no noise, and low- and
high-pass noise that differed in cutoff frequency. Quantitative
modeling of the masking functions revealed that subjects used
information conveyed by similar narrow bands of spatial frequen-
cies to identify upright and inverted faces. The current estimate of
the critical band of spatial frequency for identiﬁcation – roughly
1.5 octaves wide and centered on 7 cpf – is similar to several pre-
vious estimates that were derived for upright faces using different
methods (e.g., Boutet et al., 2003; Costen et al., 1996; Gold et al.,
1999; Nasanen, 1999; Peli et al., 1994). Hence, the spatial fre-
quency selectivity of face identiﬁcation is reasonably robust to
changes in stimuli and experimental procedure. Finally, varying
the number of viewpoints in the stimulus set did not alter the size
of the face inversion effect or the spatial frequency selectivity of
masking. The current ﬁndings are consistent with a recent study
by Willenbockel et al. (2008), who used the Bubbles method (Goss-
elin & Schyns, 2001) to show that face inversion does not alter the
spatial frequencies that are correlated with responses in a face
identiﬁcation task.
We did not ﬁnd any signiﬁcant differences between the fre-
quency selectivity of upright and inverted face identiﬁcation. How-
ever, other aspects of face perception – for example, judgements of
gender, emotional state, or attractiveness – may rely on informa-
tion carried by distinct bands of spatial frequency (Smith, Gosselin,
& Schyns, 2004, 2007) which may vary with stimulus orientation.
Alternatively, subjects may use information carried by different
frequency bands in a ﬂexible manner to make judgments about up-
right faces (Schyns & Oliva, 1999; Sowden & Schyns, 2006) but not
inverted faces. In other words, larger differences between upright
and inverted faces may emerge if subjects are asked to make differ-
ent facial judgments.
Goffaux, Hault, Michel, Vuong, and Rossion (2005) used low-
pass and high-pass spatial ﬁltering to measure the effect of spatial
frequency on face discrimination. When the faces were changed by
substituting the original eyes with eyes from another face, discrim-
ination was easier with faces that contained high spatial frequen-
cies, but when the faces were changed by moving the eyes
horizontally or vertically, discrimination was easier with faces that
contained low spatial frequencies. Goffaux et al. (2005) concluded
that their experiments provided evidence for ‘‘a functional dissoci-
ation between LSFs [low spatial frequencies] and HSFs [high spatial
frequencies] in supporting the extraction of conﬁgural and featural
cues for face processing” (p. 83). Holistic and conﬁgural processing
are thought to be especially important for the perception of upright
faces (Maurer et al., 2002), and therefore Goffaux et al.’s (2005)
ﬁndings suggest that there ought to be differences between the fre-
quency selectivity of upright and inverted face orientation. Our re-
sults do not support that prediction. However, this dissociation
between low and high spatial frequencies has not been found in
other experiments (Boutet et al., 2003; Wenger & Townsend,
2000) that used methods that were similar to those used by(Goffaux et al., 2005), and so it is unclear how Goffaux et al.’s ﬁnd-
ings bear on the current experiments.
Different evidence for a dissociation between the roles played
by low and high spatial frequencies in face processing comes from
a study by Goffaux and Rossion (2006). They found that the mag-
nitudes of the Composite Face Effect (Young et al., 1987) and the
Whole-Part advantage effect (Tanaka & Farah, 1993) were larger
for faces that were low-pass ﬁltered than faces that were high-pass
ﬁltered. Both the Composite Face Effect and the Whole-Part advan-
tage effect are larger for upright than inverted faces, and have been
interpreted as providing evidence for greater holistic processing of
upright faces (Maurer et al., 2002). If the holistic processing that is
measured by these effects is important for face identiﬁcation, then
embedding faces in low frequency noise should impair identiﬁca-
tion of upright faces more than inverted faces. We did not ﬁnd such
an effect: the spatial frequency selectivity of masking did not vary
with face orientation. A potential explanation for our failure to ﬁnd
the predicted result is that holistic processing, as indexed by the
Composite Face and Whole-Part effects, does not inﬂuence face iden-
tiﬁcation signiﬁcantly. Consistent with this view, Konar, Bennett,
and Sekuler (2007, 2008) found that the magnitude of the Compos-
ite Face Effect is not correlated with accuracy on face identiﬁcation
tasks. It is plausible, therefore, to suggest that face identiﬁcation is
not constrained by the processes that give rise to the Composite
Face Effect. (To our knowledge, no similar study has examined
the correlation between face identiﬁcation accuracy and the
Whole-Part effect.) Thus, although the current results suggest that
similar bands of spatial frequencies contribute to the identiﬁcation
of upright and inverted faces, they are not necessarily inconsistent
with the claim that the Composite Face Effect and the Whole-Part
effect are produced by mechanisms that are more sensitive to low
spatial frequencies.
Using the classiﬁcation image technique, Sekuler et al. (2004)
found that subjects used information conveyed by pixels near the
eyes and brows to identify both upright and inverted faces, but
that the information was used less efﬁciently when faces were in-
verted (see also, Gaspar et al., 2008). The current results suggest
that the relative inefﬁciency of inverted face identiﬁcation is not
caused by subjects using a different, less-informative spatial fre-
quency band. It is possible, however, that the same spatial frequen-
cies are used in different ways to identify upright and inverted
faces. For example, subjects might use linear and/or non-linear ﬁl-
ters that are most sensitive to 8 cpf to encode local structure near
an eye brow in an upright face, but use similar ﬁlters to construct a
‘‘coincidence detector” (Morgan & Regan, 1987; Morgan, Ward, &
Hole, 1990) that encodes the distance between the eyes in an in-
verted face. If the former strategy yields more information about
face identity than the latter one, then efﬁciency would be lower
for inverted faces even though subjects use the same spatial fre-
quencies for both orientations. It is also possible that the same
computations are performed on upright and inverted faces, but
that other factors—differences in spatial uncertainty, for exam-
ple—place greater constraints on sensitivity when faces are in-
verted. The current experiments do not allow us to distinguish
among these possibilities because they show only which spatial
frequencies are used to identify faces, not how they are used. Some
constraints on how processing of upright and inverted faces can
differ come from previous studies: the results of Sekuler et al.
(2004), for example, suggest that non-linear mechanisms make
similar contributions to upright and inverted face identiﬁcation,
and Gaspar et al. (2008) showed that processing differences affect
efﬁciency but not internal noise. The current ﬁndings impose an
additional constraint, namely that identiﬁcation processes do not
differ in spatial frequency selectivity.
We conclude by considering why face identiﬁcation is based on
spatial frequencies near 6–10 cpf (Gold et al., 1999; Nasanen,
2826 C. Gaspar et al. / Vision Research 48 (2008) 2817–28261999). Keil (2008) analyzed the spatial frequency spectra of 1700
gray scale images of human faces. After removing external features
(e.g., background objects, hair, shoulders) by applying a spatial
window to the original image, the average, whitened amplitude
spectrum exhibited a conspicuous peak near 10 cpf. Further analy-
ses indicated that the 10 cpf peak occurred primarily along the hor-
izontal orientation, and Keil suggested that it was caused by the
eyes and/or the mouth. Gaspar et al. (2006) conducted an analysis
of the spatial frequency content of Thatcherized faces (Thompson,
1980) that is consistent with this view. Speciﬁcally, Gaspar found
that information that distinguishes an eyes-only Thatcherized face
from the original face is conveyed by a narrow range of spatial fre-
quencies centered on 10 cpf, which suggests that structure near
the eyes is carried by spatial frequencies near 10 cpf. Hence, the
spatial frequency selectivity of face identiﬁcation may simply re-
ﬂect the fact that subjects rely strongly on the eyes and brows to
identify upright and inverted faces.
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