Abstract-We consider a Gaussian multiple access channel with K transmitters, a (intended) receiver and an external eavesdropper. The transmitters wish to reliably communicate with the receiver while concealing their messages from the eavesdropper. This scenario has been investigated in prior works using two different coding techniques; the random i.i.d. Gaussian coding and the signal alignment coding. Although, the latter offers promising results in a very high SNR regime, extending these results to the finite SNR regime is a challenging task. In this paper, we propose a new lattice alignment scheme based on the compute-and-forward framework which works at any finite SNR. We show that our achievable secure sum rate scales with log(SNR) and hence, in most SNR regimes, our scheme outperforms the random coding scheme in which the secure sum rate does not grow with power. Furthermore, we show that our result matches the prior work in the infinite SNR regime. Additionally, we analyze our result numerically.
I. INTRODUCTION
Gaussian Multiple Access Channel (MAC) has been considered under different security scenarios. One interesting scenario is the K-user Gaussian MAC with an external eavesdropper in which the users wish to reliably send their messages to the receiver while keeping them hidden from the eavesdropper. This scenario has been investigated in [1] using the Gaussian i.i.d. random codes. Although, these codes achieve the capacity region of MAC without security, the result in [1] shows that they have a poor performance in relatively high SNR regimes when the security constraint is added. In an attempt to improve the high SNR results, researchers investigated the problem using the signal alignment technique. In particular, in [2] and [3] , it is shown that their proposed schemes offer a significant improvement over the random coding counterpart in a very high SNR regime. In fact, the scheme proposed in [3] achieves the optimal secure Degrees of Freedom (DoF) of the Kuser Gaussian wiretap MAC. However, as these alignment schemes use a maximum-likelihood decoder, bounding the error probability of the decoder in the finite SNR regime is challenging and this limits their results to the high SNR regime.
In light of lattice alignment technique, the compute-andforward framework was proposed in [4] which can operate at any finite SNR. Recently, the K-user Gaussian MAC without security constraint has been investigated in [5] based on lattice coding and the compute-and-forward framework. The proposed scheme in [5] achieves the MAC sum capacity within a constant gap and for any finite SNR.
Motivated by the above arguments, we propose a new achievability scheme for the K-user Gaussian wiretap MAC in which lattice alignment is used along with the asymmetric compute-and-forward framework. We evaluate the performance of our proposed scheme both analytically and numerically for any finite SNR. We prove that our proposed scheme achieves a secure sum rate that scales with log(SNR), in contrast to the Gaussian random coding result which does not grow with SNR and therefore, it somehow fails at moderate and high SNR regimes. Finally, we show that the asymptotic behavior of our proposed scheme agrees with the prior work result in [2] in the high SNR regime.
The paper is organized as follows. In Section II, our setup preliminaries are described. Our main result is given in Section III along with the comparison to the prior works. In Section IV, the proof of the main result is presented. We conclude the paper in Section V. The proof of Lemma 1 used in Section IV is given in Appendix.
II. PROBLEM STATEMENT A K-user (real) Gaussian wiretap multiple access channel (MAC) consists of K transmitters, a receiver and an external eavesdropper. The relations between the channel inputs and outputs are given as
where x is an N -length channel input vector of user which satisfies the following power constraint.
The vectors y and y E in (1) are the receiver and the eavesdropper channel outputs, respectively. Also, z and z E are the independent channel noises, each distributed i.i.d. according to
T are real-valued vectors representing the channel gains to the receiver and the eavesdropper, respectively. The channel model is illustrated in Fig. 1 where Pr denotes the probability of the event. 1 The secure sum capacity is the supremum of all achievable secure sum rates.
III. MAIN RESULTS
The problem described in Section II has been treated in [2] and [3] in the infinite SNR regime. Their proposed schemes is based on bounding the minimum distance between the codewords in the receiver's effective codebook. Using this method, they showed that the decoding error probability tends to zero, provided that the input power goes to infinity. In this paper, we present a new scheme which provides a lower bound on the secure sum capacity for the same model and for any finite value of SNR. To this end, we utilize the compute-and-forward framework presented in [4] . More precisely, we develop a coding scheme using an asymmetric compute-and-forward framework to address the asymmetric transmitter-eavesdropper channel gains, i.e., different values of g for different users. It should be noted that the asymmetric compute-and-forward framework is also treated in [6] , but here we add the security constraint to the framework.
In the compute-and-forward framework, the receiver first decodes K linearly independent integer combinations of the transmitted lattice codewords and then, it solves the equations for its desired lattice codewords. 2 The equations are decoded successively meaning that at each step k, the receiver cancels the effect of the k − 1 previously decoded codewords from the current equation and solves it for the next codeword. The approach is similar to the Gaussian elimination with a difference that row switching is not allowed here. This limitation is due to the fact that a codeword cannot be eliminated from the current equation using another equation which has not been decoded yet. As a result, the order of canceling out the codewords cannot be chosen arbitrarily, however, it can be shown that there exists at least one successive cancellation order such that all K codewords can be decoded [5] .
Proposition 1: Consider an index permutation function π, i.e., π : {1, . . . , K} → {1, . . . , K}, which gives a successive cancellation order in the compute-and-forward framework. Also, assume that the set of linearly independent integervalued K-length vectors {a 1 , . . . , a K } be the equations coefficients. Then, for the channel model in Section II, the receiver can decode the message W ∈ {1, . . . , 2 NR } with a vanishing error probability if
where the matrix F is given as
The notation diag(v) stands for the diagonal matrix built from the vector v and SNR > 0 is the power used at encoder to generate its codewords. Notice that as long as the generated codewords are scaled properly before transmission, they would satisfy the channel input power constraint.
3 Proposition 1 is immediately deduced from applying Theorem 2 along with Theorem 5 in [5] with an exception that, here, users operate at different powers. All other conditions stated in Theorem 5 in [5] still apply in Proposition 1.
In the following, we present a lower bound on the secure sum capacity achieved by the proposed scheme.
Theorem 1: A rate tuple (R 1 , . . . , R K ) offers an achievable secure sum rate for the channel model described in Section II, if they satisfy the following constraints.
where
The maximum in (7) is taken over all the possible successive cancellation orders π and the notation π −1 (.) simply denotes the inverse permutation operator. Proof of Theorem 1 is given in Section IV.
Comparison to the prior works
The K-user Gaussian wiretap MAC has been investigated in [1] by means of i.i.d. Gaussian random coding. According to [1] , for the considered channel model, the following secure sum rate is achievable
Note that the right hand side of expression (9) does not scale with power P or in other words, the asymptotic behavior of (9) tends to a constant rate for a fixed number of users and a given set of channel gains. In contrast, our achievable secure sum rate in (8) scales logarithmic with P . To prove this, we only need to show that the first term in (8) grows with log(P ) as the second term is constant with respect to the power. Without loss of generality, let us assume SNR = α P, ∀ and some α > 0 (Note that according to the earlier discussion in Proposition 1, α > 1 is allowed). Then we have,
where inequality (a) is deduced from Theorem 4 in [5] . Now, we exploit Theorem 12 in [5] in which it is shown that R comb,k < 1+δ(K−1)
K log(P ). As a result, the secure sum rate in (8) grows with log(P ).
The numerical results are given in Fig. 2 which are evaluated for the three-user channel and random i.i.d. (real) Gaussian channel gains. It can be seen that for the moderate and high SNR regimes, our proposed scheme outperforms the random coding result presented in [1] . Notice that the achievable nonsecure results are shown in the figure as well which can be considered as an upper bound on the secure sum rate.
Another interesting observation occurs when the channel to the legitimate receiver is degraded with respect to the channel to the eavesdropper. For the Gaussian setting and the same noise power, this corresponds to the case h ≤ g . In this case, according to the expression in (9), random coding fails to achieve a positive secure sum rate, while our scheme achieves a strictly positive secure sum rate as long as the ratios h g are not rational. 4 To illustrate this observation, we ran an experiment on a two-user Gaussian wiretap MAC with a fixed power (at SNR= 25dB) in which the channel gains are given as
for some random θ uniformly distributed over [0, 2π] . This is an example of the case where h = g . Fig. 3 shows that as long as the ratios of h g are not rational, a positive secure sum rate can be attained following our scheme.
At last, we investigate the asymptotic behavior of the expression (8) . We show that our scheme achieves a total secure DoF of K−1 K . Earlier, to prove the scalability of (8) with log(P ), we showed that the R sum is proportional to K−1 K log(P ), provided that the constant terms are ignored. Therefore, lim 4 It can be shown that the Lebesgue measure of such rational ratios is small. Thus, the asymptotic behavior of the proposed scheme agrees with the result in [2] . In fact, we can further improve the presented scheme so that its asymptotic behavior reaches the optimal secure degrees of freedom given in [3] . The latter is aimed to be presented in the extended version. IV. PROOF OF THEOREM 1
In this section, we use notions and properties related to the lattice coding and nested lattice structure which are discussed in detail in the seminal work by Erez and Zamir in [7] . Due to the space limitation, we avoid discussing the previously known results in this paper and we focus on the new results. Our proposed scheme provides security by confusing the eavesdropper through aligning the codewords at the eavesdropper side such that it can only decode the subsets of the codewords which have the same sum values in R N . To this end, each encoded codewordx at transmitter is scaled before the transmission by a factor of 1 g , i.e., x =x g , so that the eavesdropper receives the sum of the codewordsx as its channel output, i.e., y E = K =1x + z E . Consequently, user generates its codewordsx using power of SNR g 2 P so that the transmitted codewords x satisfy the power constraint in (2) .
As it was mentioned earlier, to address the problem of users with different powers, we utilize the asymmetric compute-andforward framework along with a nested lattice structure. In our asymmetric compute-and-forward framework, user generates a sequence of n-length lattice codewords t using a pair of fine and coarse lattice sets as (Λ f, , Λ ). The coarse lattice Λ is scaled such that its second moment equals to the available power at user , i.e., SNR = g 2 P . Also, we impose a nested structure on the users' lattice pairs as
In the rest of the proof, we shall assume π( ) = , ∀ in (8) .
If that is not the case, we can simply re-index the users indices and define a nested structure as in (13) for the re-indexed users. User constructs its codebook in three steps. The first step for user is to construct its inner codebook L Λ f, ∩ V , where V is the fundamental Voronoi region of the coarse lattice Λ . The ratio between the coarse and the fine lattices is set such that L consists of 2 nR comb, inner codewords t , i.e., R comb, = 1 n log Λ f, ∩ V , ∀ . The inner codewords t have a uniform distribution over L .
In the second step, user builds its outer codebook by generating B i.i.d. copies of the inner codewords t , for some large enough B. Let us denote the outer codewords ast . Then we havet [t [1] , . . . , t [B] ]. Note that each t [i] is independently and uniformly distributed over L . It is worth to mention that the outer code is added only for technicality reasons in the proof of Lemma 2 in [8] and it does not increase secrecy. Also, adding the outer layer to the codebook changes the block length of the overall codewords from n to N B × n. Finally, in the third step, the wiretap codebook is built. To this end, user partitions the outer codewordst into 2 NR equal-size bins and randomly assigns each index w ∈ {1, . . . , 2 NR } to exactly one bin. Rates R are chosen such that they satisfy (6) and
+ 1 , for some small 1 > 0. Also, user has a random dither d [i] for each block i, which is independently generated according to a uniform distribution over V . Dithers are public and do not increase secrecy. 5 To send a message W = w , user randomly picks a codewordt from the corresponding bin and dithers it. Then, it scales the resulting codeword by the factor of 
Note that in (14) the modular operation is done block-wise, meaning that for i ∈ {1, . . . , B} the signal transmitted at block i is
Proof of secrecy
In this subsection, we bound the eavesdropper's equivocation rate. Without loss of generality, let us assume R comb, > 0, ∀ . We have
As the average leakage rate (w.r.t. dithers) goes to zero, there must exist a sequence of deterministic dithers for which the leakage rate goes to zero.
In the above inequalities, (a) is deduced from applying the packing lemma to the outer codewords (detailed proof of this step is provided in Appendix of [8] ). (b) is true since after subtracting the noise from y E , the remaining random vectors become independent of the noise. (c) is true since Λ 1 is the densest lattice among the lattices (Λ 1 , Λ 2 , . . . , Λ K ), according to the nested structure in (13). Therefore,
Also, notice that 1 by its definition. (h) follows from applying Lemma 1 in Appendix to u [1] 1 , and finally, (i) is deduced by defining 3 δ( ) + g 2 1 + 2 2 . Thus, the condition in (4) is satisfied and the proof of secrecy is completed.
V. CONCLUSION In this paper, we proposed a security scheme built on the asymmetric compute-and-forward framework, which works at any finite SNR. The achievable secure sum rate presented in our scheme scales with log(SNR) and therefore, it significantly outperforms the existing random coding result for the most SNR regimes. Our presented scheme also achieves a total secure DoF of K−1 K . This result can be furthered improved to achieve the optimal secure DoF which is aimed to be presented in our future work.
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