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Model Fixed Effect pada Analisis Data Pooling 
Disusun oleh 
Musringatun 
NIM. 013114757 
 
ABSTRAK 
 
Penulisan ini bertujuan untuk mengestimasi parameter model fixed effect 
pada data pooling serta menerapkan  model fixed effect pada data pooling. 
 Data pooling merupakan data gabungan antara data cross section dan data 
time series). Data time series adalah data yang dikumpulkan dari waktu ke waktu 
terhadap suatu individu. Sedangkan data cross section adalah data yang 
dikumpulkan dalam satu waktu saja terhadap banyak individu. Salah satu model 
regresi pada data pooling adalah model fixed effect pada data pooling. Bentuk 
umum model fixed effect pada data pooling: 
∑ ∑
= =
++=
N
j
K
k
itkitkjtjit XDY
1 2
1 εββ , dengan Yit adalah variabel dependen, Xkit adalah 
variabel independen dan D adalah variabel dummy, itε = error untuk individu ke-i 
dan waktu ke-t dengan ( ) 0εE =it , ( ) 22 εσ=itεE . Pada model fixed effect pada data 
pooling, diasumsikan diasumsikan intersep i1β berbeda antar individu namun 
intersep antar waktu sama sedangkan slope kβ tetap sama antar individu dan antar 
waktu. Untuk menghitung b1 dan bs digunakan rumus berikut: 
( )( ) ( ) YDIXXDIXb TNs1sTNss ⊗′⊗′= −  dan 
sii1i bXYb ′−= , )( 32 ′= Kbbbb Ls . Pengujian hipotesis model fixed effect 
pada data pooling menggunakan uji F.  
 Penerapan model fixed effect dalam skripsi ini adalah  investasi (Yit) tiga 
perusahaan yang dipengaruhi oleh keuntungan perusahaan (X2it) selama sepuluh 
tahun dengan model fixed effect dugaannya:  
ittttit XDDDY 2321 1028.11137.08463.25138.1ˆ ++−+−= . Model fixed effect pada 
data pooling mampu menjelaskan perbedaaan investasi ketiga perusahaan tersebut. 
Sedangkan penerapan yang lain adalah mengenai bantuan pembangunan (Yit) di 5 
Daerah Tingkat II Propinsi Daerah Istimewa Yogyakarta yang dipengaruhi  
Pendapatan Asli Daerah (X2it) dan Subsidi Daerah Otonom (X3it) selama 7 tahun 
dengan model fixed effect dugaannya:  
itit
tttttit
XX
DDDDDY
32
54321
696397.255312.0
64487481628601254978727421493103601
+−
−−−−−=
. 
 ix 
Model fixed effect pada data pooling mampu menjelaskan perbedaaan bantuan 
pembangunan untuk Daerah Tingkat II di Propinsi Daerah Istimewa Yogyakarta. 
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BAB 1 
PENDAHULUAN 
 
A. Latar Belakang 
Dalam kehidupan sehari-hari sering dijumpai adanya hubungan antara satu 
variabel dengan variabel lain. Sebagai contoh di bidang ekonomi, adanya 
penghasilan yang diperoleh berhubungan dengan tingkat pendidikan seseorang, di 
bidang pertanian, adanya hubungan antara dosis pupuk yang diberikan dengan 
hasil yang diperoleh. Hubungan antara dua variabel atau  lebih umumnya 
dinyatakan dalam bentuk persamaan matematika yang menyatakan hubungan 
fungsional antara variabel-variabel. Persamaan ini disebut dengan persamaan 
regresi. Dalam persamaan regresi dibedakan dua jenis variabel yaitu variabel 
bebas (independen) dan variabel terikat (dependen). 
Regresi pertama kali diperkenalkan oleh Sir Francis Galton pada tahun 
1886. Galton menemukan adanya kecenderungan bahwa orang tua yang memiliki 
tubuh tinggi memiliki anak yang tinggi, orang tua yang pendek memiliki anak-
anak yang pendek. Kendati demikian, diamati juga ada kecenderungan tinggi anak 
cenderung bergerak menuju rata-rata tinggi populasi secara keseluruhan. Dengan 
kata lain, ketinggian anak yang tinggi atau orang tua yang amat pendek cenderung 
bergerak ke arah rata-rata tinggi populasi. Inilah yang disebut hukum Galton 
mengenai regresi universal (Mudrajat Kuncoro,  2001:  91). Sedangkan analisis 
regresi dalam pengertian modern adalah studi bagaimana variabel dependen 
dipengaruhi oleh satu atau lebih dari variabel independen dengan tujuan untuk 
mengestimasi atau memprediksi nilai rata-rata variabel dependen didasarkan pada 
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nilai variabel independen yang diketahui. Keberhasilan dari setiap analisis regresi 
tergantung dari ada tidaknya ketersediaan data.   
Data dapat dibagi menjadi (Supramono,  1993:  10): 
1. Menurut sifatnya: 
a. Data kualitatif 
b. Data kuantitatif 
2. Menurut sumbernya: 
a. Data internal 
b. Data eksternal  
3. Menurut cara memperolehnya: 
a. Data primer 
b. Data sekunder 
4. Menurut waktu pengumpulannya: 
a. Data time series (data runtut waktu)   
b. Data cross section (data seksi silang) 
 Data yang sering digunakan dalam analisis regresi adalah data time series 
(data runtut waktu)  dan data cross section (data seksi silang). Data time series 
adalah data yang dikumpulkan dari waktu ke waktu terhadap suatu individu. 
Sedangkan data cross section adalah data yang dikumpulkan dalam satu waktu 
saja terhadap banyak individu. Namun terkadang ditemukan data yang merupakan 
gabungan dari data time series dan data cross section. Gabungan data ini disebut 
dengan data pooling. Dengan kata lain data pooling adalah data beberapa individu 
yang pengamatannya dilakukan dari waktu ke waktu, misalnya data pertumbuhan 
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perekonomian propinsi-propinsi di Indonesia. Data ini merupakan kumpulan 
informasi tentang perkembangan perekonomian di semua propinsi di Indonesia, 
dan dikumpulkan selama beberapa kurun waktu. Analisis regresi dengan 
menggunakan data pooling disebut analisis regresi data poling. Untuk selanjutnya 
analisis regresi data pooling dalam skripsi ini ditulis regresi data pooling.  
 Data pooling merupakan gabungan data cross section dan data time series 
mempunyai observasi lebih banyak dibandingkan dengan data cross section atau 
data time series saja. Pada data pooling ini, hasil  regresi data pooling cenderung 
lebih baik dibanding regresi yang hanya menggunakan data cross section atau data 
time series saja (Nachrowi,  2006:  312). 
Beberapa keuntungan menggunakan data pooling (Indrawati,  2006) : 
1. dengan menggabungkan data cross section dan data time series, data 
pooling lebih informatif, bervariasi, degree of freedom lebih besar dan 
lebih efisien. 
2. dengan menggabungkan data data cross section dan data time series, data 
pooling dapat menghindari masalah multikolinearitas. 
3. data pooling lebih dapat mendeteksi dan mengukur pengaruh-pengaruh 
yang tidak dapat diobservasi pada data cross-section murni atau time-
series murni.  
4. dengan menggunakan beberapa ribu unit data cross section dan data time 
series, data pooling dapat meminimalisasi bias. 
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Bentuk umum model regresi data pooling adalah 
 ∑
=
++=
K
k
itkitkiit XY
2
1 εββ              (1.1)  
 t = 1,2…,T        i = 1,2…,N   k= 2,3…,K 
dengan  
Yit  =  variabel terikat untuk unit cross section (unit individu ) ke-i dan waktu                                                                                          
ke-t 
Xkit  =  variabel bebas ke-k untuk unit cross section  ke-i dan waktu ke-t 
i1β  =  intersep untuk unit cross section ke-i 
kβ  =  slope bersama untuk semua unit 
itε  = error untuk individu ke-i dan waktu ke-t dengan 
( ) 0εE =it , ( ) 22 εσ=itεE  
 
Beberapa model regresi pada data pooling menurut Pindyick dan Rubinfield 
(1998:  202) adalah 
1. model dengan menggabungkan data cross section dan data time series. 
2. model fixed effect / model kovarian / pendekatan Least Square Dummy 
Variable. Model ini menambahkan variabel dummy untuk mengetahui variabel 
yang menyebabkan perbedaan intersep antar unit individu. 
3. model random effect / error component model. Model ini menghitung faktor 
error (error term) yang menimbulkan korelasi antar unit waktu dan unit 
individu.  
  Estimasi parameter model  regresi data dengan menggabungkan data cross 
section dan data time series digunakan metode kuadrat terkecil. Pada model ini 
tidak dapat diketahui perbedaan intersep dan slope baik antar waktu maupun antar 
individu.  Salah satu metode untuk mengatasi permasalahan tersebut dengan 
menggunakan  model fixed effect data pooling. Model fixed effect pada data 
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pooling adalah model regresi data pooling dengan menggunakan variabel dummy 
untuk menjelaskan adanya perbedaan intersep antar individu. Parameter model  
fixed effect pada data pooling diestimasi dengan menggunakan metode kuadrat 
terkecil. Oleh karena itu model fixed effect disebut juga pendekatan Least Square 
Dummy Variable. Salah satu kelebihan dari model fixed effect pada data pooling 
adalah dapat mengetahui adanya perbedaan karakteristik dalam setiap individu. 
Sebagai contoh karakteristik dalam hal ini pada perusahaan adalah budaya 
perusahaan, gaya manajerial.  
 
B. Rumusan Masalah 
Rumusan masalah yang dapat disusun adalah sebagai berikut: 
1. Bagaimana mengestimasi parameter-parameter model fixed effect pada 
data pooling? 
2. Bagaimana penerapan model fixed effect pada data pooling? 
 
C. Tujuan Penulisan  
Tujuan dari penulisan ini adalah:  
1. Menjelaskan langkah-langkah mengestimasi parameter-parameter model 
fixed effect pada data pooling. 
2. Menjelaskan penerapan  model fixed effect pada data pooling. 
 
D. Manfaat Penulisan 
 Manfaat yang diperoleh dari penulisan ini antara lain: 
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1. Memberikan gambaran dan penjelasan konsep dasar model fixed effect 
data pooling yang sering ditemui dalam observasi. 
2. Dapat menerapkan model  fixed effect pada data pooling di bidang 
ekonomi. 
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BAB II 
DASAR TEORI 
 
Pada bab II pada model fixed effect pada data pooling ini memerlukan 
beberapa teori tentang matriks, regresi linier ganda dan variabel dummy sebagai 
landasan dalam pembahasan model fixed effect pada data pooling.  
A. Matriks 
Pada skripsi ini model regresi linier dituliskan dalam notasi matriks. Matriks 
memberikan metode yang ringkas untuk menyelesaikan model regresi yang terdiri 
dari banyak variabel.  
Definisi 2.1 Matriks (Anton,  1987:  22) 
Matriks adalah susunan segi empat siku-siku dari bilangan-bilangan. Bilangan-
bilangan dalam susunan tersebut dinamakan entri dalam matriks. 
Contoh: 






=
243
712
A  
Definisi 2.2 Transpos suatu matriks (Searle,  1982:  23) 
Transpos suatu matriks  adalah matriks yang dibentuk dari matriks semula 
dengan mengubah entri-entri baris menjadi entri-entri kolom dan entri-entri 
kolom menjadi entri-entri baris. Transpos suatu matriks biasanya dituliskan 
dengan tanda ( )'  pada notasi matriks aslinya. 
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Contoh: 












=
4119
9146
61319
111718
A   dan 










=′
49611
11141317
961918
A  
Sifat-sifat transpos suatu matriks (Anton,  1987:  37) : 
1. ( ) AA =′′  
2. ( ) BABA ′+′=′+  
3. ( ) AkkA ′=′ , dengan k adalah sebarang skalar. 
4. ( ) ABAB ′′=′  
Definisi 2.3 Matriks Persegi (Dumairy,  1999:  292) 
Matriks persegi adalah matriks yang banyaknya baris sama dengan banyaknya 
kolom.  
Contoh: 










=
054
137
853
B  
Definisi 2.4 Matriks Diagonal (Dumairy,  1999:  300) 
Matriks diagonal adalah matriks persegi yang semua entrinya nol kecuali pada 
diagonal utamanya. 
Contoh: 






=
30
02
A  
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Definisi 2.5 Matriks Identitas (Anton,  1987:  33) 
Matriks identitas adalah matriks persegi yang semua entri pada diagonal 
utamanya adalah bilangan satu sedangkan entri yang lain bilangan nol. 
Matriks identitas berukuran n ×  n biasa dinyatakan dengan In. 
Contoh: 






=
10
01
2I  
Definisi 2.6 Matriks Skalar (Dumairy,  1999:  303) 
Matriks skalar adalah matriks diagonal yang entri-entrinya sama  atau seragam 
( λ ). Apabila λ = 1 matriks skalar  menjadi matriks identitas. 
Contoh: 






=
30
03
A  
Definisi 2.7 Matriks Simetris (Dumairy,  1999:  302) 
Matriks simetris adalah matriks persegi yang sama dengan transposnya. 
Matriks A dikatakan simetris apabila AA =′ . 
Contoh: 






=
73
31
A   dan 





=′
73
31
A  
Apabila sebuah matriks simetris dikalikan dengan matriks transposnya hasilnya 
berupa kuadrat dari matriks tersebut yaitu 2AAAAA ==′ . 
 
 
 
10 
 
 
 
Definisi 2.8 Invers suatu Matriks  (Anton,  1987:  34)  
Jika A  dan B  adalah matriks-matriks persegi, sedemikian sehingga 
IBAAB == , maka A dikatakan mempunyai invers dan B  disebut invers 
A dan dinotasikan B = 1−A .  
Sifat invers suatu matriks (Anton,  1987:  37): 
1. jika  B  dan C  invers suatu matriks A maka  B = C . 
2. Jika A  dan  B  adalah matriks-matriks yang mempunyai invers dan 
berordo sama , maka 
a. AB mempunyai invers 
b. ( ) AA 11 =−−  
c. ( ) 11ABAB −−− =1 ) 
d.  ( ) ( )nn 11 AA −− =  untuk  n = 0,1,2...N 
Untuk sebarang skalar k ≠ 0 maka ( ) 1−Ak  = 
k
1
 
1A −  
Definisi 2.9 Determinan (Dumairy,  1999:  313) 
Setiap matriks persegi A, selalu ada suatu skalar yang disebut determinan 
matriks A dengan simbol det(A) atau A . 
Nilai dari suatu determinan dapat dilakukan dengan cara mengalikan unsur-
unsurnya secara diagonal. 
 





=
2221
1211
aa
aa
A determinannya adalah ( ) 12212211
2221
1211det aaaa
aa
aa
−==A  
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Contoh: 
42428
76
44)det(,
76
44
=−==





= AA  
Matriks berdimensi tiga: 










=
333231
232221
131211
aaa
aaa
aaa
A  
determinan A  adalah 
( )
322311331221
132231322113312312332211
333231
232221
131211
det
aaaaaa
aaaaaaaaaaaa
aaa
aaa
aaa
−−
−++==A
 
Contoh: 










=
987
654
321
A  
( ) 07.6.19.2.43.5.74.8.37.6.29.5.1
987
654
321
det =−−−++==A  
Sifat-sifat determinan (Anton,  1987:  71-75): 
a. Jika A adalah sebarang matriks persegi, maka det(A) = det ( )A′  
b. Jika A dan B adalah matriks-martiks persegi yang ordonya sama, maka 
det(AB) = det(A)det(B) 
c. Sebuah matriks persegi A mempunyai invers jika dan hanya jika det(A) ≠ 0 
d. Jika A mempunyai invers maka )det(
1)det(
A
A 1 =−  
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Contoh:   





−
=
34
61
A  dan 




−
=
−
271274
92911A  
Definisi 2.10 Trace suatu Matriks (Searle,  1982:  27) 
Trace suatu matriks persegi A berordo n adalah jumlah n elemen diagonal 
utama matriks tersebut, ditulis: 
( ) ∑
=
=+++=
n
i
ijnn aaaatr
1
2211 LA  dengan i = j 
Contoh : 
4831
824
938
671
−=−+=










−−
tr  
Beberapa hal yang berlaku (Intriligator,  1978:  579): 
1. (A)A trtr =′)(  
2. cctr =)( , c adalah skalar 
3. tr(cA)  = c [tr(A)] 
4. tr(In) = n 
5. tr(A+B) = tr(A) + tr(B) 
6. Apabila AB = BA, maka tr(AB) =  tr(BA) 
Definisi 2.11 Matriks Nol (Dumairy,  1999:  301) 
Matriks nol adalah matriks yang semua entri-entrinya nol. 
Contoh: 






=× 000
000
320  
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Definisi 2.12 Matriks Idempoten (Maddala,  1977:  445 ) 
Matriks A adalah matriks idempoten jika dan hanya jika A2 = A 
Definisi 2.13 Kronecker Product (Muirhead,  2005:  73) 
Jika A adalah matriks dengan ukuran n×m dan B adalah matriks dengan 
ukuran k× l maka Kronecker Product dari A dan B adalah  












=⊗
BBB
BBB
BBB
BA
MNMM
N
N
aaa
aaa
aaa
L
MMM
L
L
21
22221
11211
  
dengan A ⊗  B adalah matriks dengan ukuran mk×nl. 
Contoh: 






=
02
31
A   , 





=
301
022
B  
Untuk kronecker product A dan B adalah 




































=⊗
301
022
0
301
022
2
301
022
3
301
022
1
BA  












=
000602
000044
903301
066022
 
     
















































=⊗
02
31
3
02
31
0
02
31
1
02
31
0
02
31
2
02
31
2
AB  
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











=
060002
930031
000404
006262
 
Sifat-sifat dari Kronecker Product adalah  
1.  ABBA ⊗≠⊗  
2. ( ) ( ) BDACDCBA ⊗=⊗⊗  
3. ( ) 111 BABA −−− ⊗=⊗  
4. ( ) BABA ′⊗′=′⊗  
5. ( ) CABACBA ⊗+⊗=+⊗  
Definisi 2.14 Vektor dan matriks dengan semua elemen 1 (Neter,  1985:  198) 
Vektor kolom dengan semua elemen 1 ditulis dengan  












=
×
1
1
1
M1r
1  
dan matriks persegi yang semua elemennya 1 dapat ditulis dengan 












=
×
111
111
111
L
MMM
L
L
rr
J  
Contoh: 










=
×
1
1
1
13
1    










=
×
111
111
111
33
J  
Untuk vektor 1 berukuran n ×  1,  
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[ ] [ ] nn ==












=′
×
1
1
1
111
M
L
11
11  
[ ]
nnnn
J11
××
=












=′ 111
1
1
1
L
M
  
B. Model Regresi Linier Ganda 
Secara umum model regresi linier ganda (Judge,  1988:  926) dapat ditulis: 
ikikiii XXXY εββββ +++++= L33221     i = 1,2,...n  
dengan  
 1β  =  intersep 
 kβββ ...,, .32  =  slope 
 iε  =  error, iε ~ N(0, 2σ ) 
  i   =  observasi (pengamatan) ke-i 
  n  =  banyaknya observasi 
Oleh karena i menunjukkan observasi maka terdapat n persamaan: 
 
nknknnn
kk
kk
XXXY
XXXY
XXXY
εββββ
εββββ
εββββ
+++++=
+++++=
+++++=
L
M
L
L
33221
2232322212
1131321211
 
Model regresi dapat ditulis dalam matriks sebagai berikut : 
 εXβY +=  
 dengan  
εβ += X
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



















=
k
i
β
β
β
β
M
M
2
1
β  




















=
n
i
ε
ε
ε
ε
M
M
2
1
ε    












=
knnn
k
k
XXX
XXX
XXX
L
MMMM
L
L
32
23222
13121
1
1
1
X  
Beberapa asumsi yang penting dalam regresi linier ganda (Widarjono,  2005:  78) 
antara lain : 
1. Hubungan antara Y (variabel dependen) dan X (variabel independen) 
adalah linier dalam parameter. 
2. Tidak ada hubungan linier antara variabel independen atau tidak ada 
multikolinieritas antara varibel independen. 
3. Nilai rata-rata dari ε  adalah nol. 
 ( ) 0εE = ,  
 Dalam bentuk matriks: 
   ( ) 0εE =




















=




















=
0
0
0
0
)(
)(
)(
)(
2
1
M
M
M
M
n
i
E
E
E
E
ε
ε
ε
ε
 = vektor nol 
4. Tidak ada korelasi antara ( )iε  dan ( )jε .    )( jiE εε  = 0 , i ≠ j, 
5. Variansi setiap ε adalah sama (homoskedastisitas) 
   ( ) 2εσ=2εE    
 Apabila ditulis dalam bentuk matriks: 
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            ( ) =2εE )ε(ε ′E   = ( )n
n
E εεε
ε
ε
ε
L
M
21
2
1












 
                      
( ) ( )
( ) ( ) ( )
( ) ( ) ( )
( ) ( ) ( ) 


















=
2
21
21
2
2
212
121
2
1 )(
nnn
niii
n
n
EEE
EEE
EEE
EEE
εεεεε
εεεεεε
εεεεε
εεεεε
L
MMM
L
MMM
L
L
 
                        




















=
2
2
2
2
000
000
000
000
ε
ε
ε
ε
σ
σ
σ
σ
LL
LL
LL
LL
 = nI
2
εσ  
1. Estimasi Parameter  
 Persamaan regresi linier ganda dugaan (Makridakis,  1999:  282) 
 kikiii XbXbXbbY ++++= L33221ˆ  
Persamaan regresi linier ganda dugaan ditulis dalam matriks sebagai berikut: 
 XbY =ˆ  
dengan  
       




















=
n
i
Y
Y
Y
Y
ˆ
ˆ
ˆ
ˆ
ˆ
2
1
M
MY    




















=
k
i
b
b
b
b
M
M
2
1
b   












=
knnn
k
k
XXX
XXX
XXX
L
MMMM
L
L
32
23222
13121
1
1
1
X    
εβ += X
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 Salah satu cara yang digunakan untuk mengestimasi β  adalah metode 
kuadrat terkecil. Metode kuadrat terkecil adalah suatu metode untuk menghitung  
b sebagai estimator β  dengan meminimalkan jumlah variabel error (Widarjono,  
2005:  32).  Misalkan b sebagai estimatorβ  dan persaman hasil estimasi adalah 
 XbY =ˆ   
dan 
 YYe ˆ−=  
Selanjutnya  
 )Y(Y)Y(Yee ˆˆ −′−=′  
 
( ) ( )XbYXbYee −′−=′   
 ( ) ( )XbYXbYee −′′−′=′  
 XbXbYXbXbYYYee ′′+′′−′−′=′  
Oleh karena YXb ′′ adalah suatu matriks skalar maka matriks transposnya adalah  
 YXb ′′ = XbY′  sehingga  
 XbXbYXb2YYee ′′+′′−′=′  
Di dalam matematika, untuk mendapatkan nilai minimal dalam sebuah fungsi 
syaratnya turunan pertama dari fungsi tersebut sama dengan nol. Oleh karena itu 
untuk mendapatkan ∑ 2ie  sekecil mungkin adalah dengan cara melakukan 
penurunan ∑ 2ie  terhadap komponen b dapat ditulis 0b
e2i
=
∂
∂∑
. 
Selanjutnya akan diminimalkan ( ) ( )XbYXbYeee2i −′−=′=∑  dengan 
19 
 
 
 
∑ 2ie  diturunkan terhadap komponen b: 
 XbX2YX2
b
ee
′+′−=
∂
′∂
 dengan XbXbYXb2YYee ′′+′′−′=′  
 0XbXYX =′+′ 22  atau 
 XbXYX ′=′  
 ( ) YXXXb 1 ′′= −  
Teorema 3.1 Gauss Markov (Widarjono,  2005:  36) 
 Metode Kuadrat Terkecil menghasilkan estimator parameter yang bersifat 
Best Linear Unbiased Estimator (BLUE) yaitu linier, tidak bias, dan 
memiliki variansi minimum.  
Akan dibuktikan b merupakan estimator yang linier, tidak bias, memiliki variansi 
yang minimum. 
 
a. Linier 
 ( ) YXXXb 1 ′′= −  
 ( ) ( )εXβXXX 1 +′′= −   
 ( ) ( ) εXXXXβXXX 11 ′′+′′= −−  
 
( ) εXXXβ 1 ′′+= −   karena IXXX)(X 1 =′′ −   
 Persamaan diatas menunjukan  b adalah fungsi linier dari β  danε . 
b. Tidak Bias 
( ) ( )[ ]εXXXβEbE 1 ′′+= −  
( ) ( ) ( ) εXXXEβEbE 1 ′′+= −  
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         ( ) ( )εEXXXβ 1 ′′+= −  
         β= , sebab X= konstan dan ( ) 0εE =  
Terbukti bahwa b  merupakan estimator  kuadrat terkecil yang tidak bias. 
c. Memiliki variansi yang minimum 
  Diketahui  
 ( )[ ]2βbEVar(b) −=  
 atau 
 ( )( )



 ′
−−= βbβbEVar(b)  
Dengan mensubstitusikan ( ) εXXX 1 ′′ −  untuk )βb −(  maka akan  
diperoleh 
( ){ } ( ){ } 
′
′′′′=
−−
εXXXεXXXEVar(b) 11  
( ) ( )[ ]11 XXXεεXXXEVar(b) −− ′′′′=  
  
( ) ( ) ( ) 11 XXXεεEXXX −− ′′′′=  
 ( ) ( ) 11 XXXIσXX −− ′′= n2ε  
 ( ) ( ) 11 XXXXXXσ −− ′′′= 2ε  
 ( ) 1XXσ −′= 2ε  
  ( ) 1XXσVar(b) −′= 2ε  
 Untuk menunjukkan bahwa semua b adalah estimator-estimator 
terbaik, akan dibuktikan bahwa variansi yang diperoleh yaitu 
( ) 12ε XXσVar(b) −′= adalah terkecil diantara semua variansi estimator 
21 
 
 
 
lain yang mungkin linear dan tidak bias, yaitu dengan mengasumsikan 
sebuah estimator alternatif yang linear dan tidak bias, dan akan dibuktikan 
bahwa variansinya lebih besar daripada variansi estimator model regresi. 
 Misalkan b* adalah estimator alternatif yang linear dan tidak bias 
bagi  β . Anggaplah [ ]YBX)XX(b* 1 +′′= −  dengan B adalah matriks 
konstanta berukuran k×n yang diketahui. 
Diperoleh  
 
[ ]YBX)XX(b* 1 +′′= −  
 
[ ] [ ]εXβBX)XX(b* 1 ++′′= −  
 ( ) ( )[ ]εXβBεXβX)XX(b* 1 +++′′= −  
 ( ) ( ) ( )[ ]εXβBεXβX)XX(E*bE 1 +++′′= −  
( ) ( )[ ]BεXβBεXXXXβX)XX(E*bE 11 ++′′+′′= −−  dengan 
IXXX)(X 1 =′′ − ,  ( ) 0=εE  
 ( ) BXββ*bE +=   
 Dari persamaan diatas diasumsikan b*  merupakan estimator yang 
tidak bias bagi β  maka seharusnya ( ) β*bE =  atau BXβ  merupakan 
matriks nol dengan BX = 0 . 
Variansi dari estimator alternatif adalah 
( ) ( )



 ′
−−= β*bβ*bEVar(b*)  
 
[ ]{ } ( )[ ]{ }  ′−+′′−+′′= −− βYBXXXβYBX)XX( 11E  
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[ ] ( ){ } ( )[ ] ( ){ }  ′−++′′−++′′= −− βεXβBXXXβεXβBX)XX( 11E
 
[ ( ) ( ){ } ( ){
( ) } ]′−++′′
+′′−++′′+′′=
−
−−−
βBεBXβεXXX
XβXXXβBεBXβεXXXXβXXXE
1
111
  
( ){ } ( ){ } 
′
−+′′+−+′′+= −− βBεεXXXIββBεεXXXIβE 11  
Karena IXXX)(X 1 =′′ − , 0BX =  
 
( ){ } ( ){ } 
′
+′′+′′= −− BεεXXXBεεXXXE 11    
 ( ){ } ( ){ }[ ]BεXXXεBεεXXXE 11 ′′+′′+′′= −−  
 ( ){ } ( ){ }[ ]BXXXεεBXXXE 11 ′+′′+′′= −−  
 
( ){ } [ ] ( ){ }[ ]BXXXεεBXXX 11 ′+′′+′′= −− E  
 
{ }{ }′+′+′′= −− BX)X(XBXX)(XIσ 112ε n  
( ) ( ) ( ){ }BBBXXXXXBXXXXXXX)(XIσ 11112ε +′′′+′+′′′′= −−−−n  
 
{ }BBX)(XIσ 12ε ′+′= −n  karena 0Bε =   
 ( ) BBIσXXIσ 2ε12ε ′+′= − nn  
( )*bVar  lebih besar daripada ( )bVar  yaitu dengan kelebihan sebesar BBIσ 2ε ′n , 
sehingga  terbukti bahwa b merupakan estimator  terbaik. 
 
 
23 
 
 
 
2. Estimasi Variansi 
Menurut Judge et al. (1988:  205), estimator yang  tidak bias untuk  2εσ  adalah 
2
ˆ εσ  dengan 
 kn
ee
−
′
=
2
σεˆ  
Pembuktian 
Model regresi linier ganda ditulis dalam persamaan matriks : 
 εXβY +=    
akan digunakan sebagai dasar mengestimasi 2εσ  dengan 
2
εσ  adalah  variansi dari 
error. 
Misalkan b sebagai estimator β  dan persaman hasil estimasi adalah 
 XbY =ˆ   
     ( ) YXXXX 1 ′′= −  
dan 
 YYe ˆ−=  
 ( ) YXXXXY 1 ′′−= −  
 ( )( )YXXXXI 1 ′′−= −n   
 ( )( ) ( )εXβXXXXI 1 +′′−= −n   
 ( )( )εXXXXI 1 ′′−= −n  
 Mε=  
M adalah matriks ukuran nn ×  dan simetris. 
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 MMMMMM 2 ===′  
 ( )( ) ( )( ) ( )( )XXXXIXXXXIXXXXI 111 ′′−=′′−′′−= −−− nnn  
Matriks yang memenuhi sifat di atas disebut matriks idempoten.  
( )( ) ( )( )εXXXXIXXXXIεee 11 ′′−′′−′=′ −− nn  
 MεεMεMε ′=′′=  
 ( )( )εXXXXIε 1 ′′−= −n  
Karena Mεε′  adalah skalar maka 
 [ ] ( )[ ] ( )[ ]εMεtrEMεεtrEeeE ′=′=′  
 [ ] [ ]{ } ( )[ ] ( )MtrσIσMtrεεEMtreeE 22 εε ==′=′ n  
 ( )[ ]XXXXItrσ 12 ′′−= −nε  
 ( ) ( )( )[ ]XXXXtrItrσ 12 ′′−= −nε  
 ( ) ( )( )[ ]12 XXXXtrItrσ −′′−= nε  karena IXXX)(X 1 =′′ −  
 ( ) ( )[ ]k2 ItrItrσ −= nε  
 ( )kn −= 2σ ε  
 
[ ] ( )kn −=′ 2σeeE ε
 
Akibatnya  ( ) 22 σσ1eeE ε=−




−
=



−
′ kn
knkn  
Untuk kn
ee
−
′
=
2
σεˆ
 maka [ ] 2σE εεσ =2ˆ  
 Jadi 2ˆ εσ  merupakan estimator yang  tidak bias untuk  
2
εσ . 
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3. Matrik  Variansi Kovariansi b 
Definisi 2.15 Matrik Variansi-Kovariansi dari b (Gujarati,  1978:  137). 
 Var-cov [ ] [ ]{ }′−−= (b)b(b)b(b) EEE   
Diketahui βb) =(E sehingga  
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Matriks diatas adalah matriks simetris yang mengandung variansi dari estimator b 
di sepanjang diagonal utama dan kovariansi pada elemen yang lain. Oleh karena 
itu matriks ini disebut matriks variansi-kovariansi dari estimator kuadrat terkecil 
slope regresi. Dengan demikian maka:  
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 Var-cov ( ) { })β(bβ)(bb ′−−= E  
Dengan mensubstitusikan ( ) εXXX 1 ′′ −  untuk )βb −(  maka akan  diperoleh 
Var-cov ( ){ } ( ){ } 
′
′′′′=
−−
εXXXεXXXE(b) 11  
 
( ) ( )[ ]11 XXXεεXXXE −− ′′′′=  
  ( ) ( ) ( ) 11 XXXεεEXXX −− ′′′′=  
  ( ) ( ) 11 XXXIσXXX −− ′′′= n2ε  
 ( ) ( ) 112 XXXXXXσ −− ′′′= ε  
 ( ) 1XXσ −′= 2ε  
 Var-cov 1X)(Xσ(b) −′= 2ε   
 
C. Variabel Dummy (Sumodiningrat,  1996:  345) 
Variabel dummy adalah variabel kualitatif dalam  model regresi. Variabel 
kualitatif tidak dapat diukur, tetapi hanya dapat ditandai sifatnya antara ada dan 
tidak ada. Nilai variabel dummy dalam model bernilai 1 atau 0 untuk masing-
masing kategori. Misalkan untuk kategori jenis kelamin pria adalah 1 dan untuk 
kategori jenis kelamin wanita adalah 0. 
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BAB III 
PEMBAHASAN 
  
 Data pooling adalah data beberapa individu yang pengamatannya 
dilakukan dari waktu ke waktu. Regresi dengan menggunakan data pooling 
disebut regresi data poling. 
Bentuk umum model regresi data pooling adalah 
 ∑
=
++=
K
k
itkitkiit XY
2
1 εββ           (3.1)   
 t = 1,2…T ; i = 1,2…N; k = 2,3…K 
dengan:  
Yit  =  variabel terikat untuk unit cross section (unit individu ) ke-i dan waktu                                                                                          
ke-t 
Xkit  =  variabel bebas ke-k untuk unit cross section ke-i dan waktu ke-t 
i1β  =  intersep untuk unit cross section ke-i 
kβ  =  slope bersama untuk semua unit 
itε  = error untuk individu ke-i dan waktu ke-t dengan  
( ) 0εE =it , ( ) 22 εσ=itεE  
 
A. Model Fixed Effect Pada Data Pooling 
 Model fixed effect pada data pooling adalah model regresi data pooling 
dengan menggunakan variabel dummy yang digunakan  untuk menjelaskan adanya 
perbedaan intersep antar individu. Sebagai contoh perbedaan intersep antar 
individu, perbedaan karakteristik pada perusahaan budaya perusahaan adalah gaya 
manajerial. Model fixed effect pada data pooling dapat dituliskan dalam bentuk 
berikut ini: 
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∑ ∑
= =
++=
N
j
K
k
itkitkjtjit XDY
1 2
1 εββ          (3.2) 
dengan Djt adalah variabel dummy dan mengambil nilai 0 atau 1. Dapat juga ditulis 
berikut ini: 
 Djt = ijjika
ijjika
≠
=



0
1
 
 
Jadi variabel dummy akan bernilai 1 untuk observasi yang sama dengan individu 
ke- j dan bernilai 0 untuk observasi individu yang lain. Pada model fixed effect 
untuk data pooling, diasumsikan bahwa intersep i1β berbeda antar individu namun 
intersep antar waktu sama sedangkan slope kβ  tetap sama antar individu dan antar 
waktu. Model fixed effect pada data pooling terdapat N persamaan dengan masing-
masing T observasi dapat dituliskan berikut ini: 
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Untuk i = 1 dan t = 1,2,...,T, model fixed effect pada persamaan (3.2) dapat ditulis 
dalam bentuk matriks berikut ini: 












+
























+
























=












TKTKTT
K
K
NNTTT
N
N
T XXX
XXX
XXX
DDD
DDD
DDD
Y
Y
Y
1
12
11
3
2
13121
12312212
11311211
1
12
11
21
22212
12111
1
12
11
ε
ε
ε
β
β
β
β
β
β
MM
L
MMM
L
L
L
MMM
L
L
 
)1( ×T   )( NT ×      )1( ×N   )( KT ×                ( )1×K   )1( ×T  
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Dimisalkan ( )′= 111 LTj   adalah vektor matriks berukuran ( )1×T  maka 
untuk individu ke-1 persamaan ( 3.2 ) dapat ditulis dengan notasi matriks berikut 
ini: 
 1tkk1tT111t εβXjβY ++=   
Untuk i = 2 dan t = 1,2,...,T, model fixed effect pada persamaan (3.2)  dapat ditulis 
dalam bentuk matriks berikut ini: 
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Dimisalkan ( )′= 111 LTj   adalah vektor matriks berukuran ( )1×T  maka 
untuk individu ke-2 persamaan ( 3.2 ) dapat ditulis dengan notasi matriks berikut 
ini: 
 tktkT1t εβXjβY 2222 ++=  
Untuk i = N dan t = 1,2,...,T, model fixed effect pada persamaan (3.2) dapat ditulis 
dalam bentuk matriks berikut ini: 
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Dimisalkan ( )′= 111 LTj   adalah vektor matriks berukuran ( )1×T  maka 
untuk individu ke-N, persamaan ( 3.2 ) dapat ditulis dengan notasi matriks berikut 
ini: 
 tktkT1t εβXjβY NNNN ++=    
Untuk i = 1,2...N dan t = 1,2,...,T, persamaan (3.2) dapat ditulis dalam bentuk 
matriks berikut ini: 
 issiT1ii εβXjβY ++=  dengan i= 1,2...N        (3.3)  
dengan 
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 dan  
 )( 32 ′= Kβββ Lsβ .  
Secara lengkap NT observasi dapat ditulis sebagai berikut:  
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dengan menggunakan  notasi Kronecker product akan ekivalen dengan 
 [ ] ε
β
β
XjIY
s
1
sTN +




⊗=               (3.5) 
dengan  
 N21 Y,,Y,YY ′′′=′ L ,  
 ( )sNs2s1s X,,X,XX ′′′=′ K   
  ( )N21 ε,,ε,εε ′′′=′ K ,  
 ( )N11211 ,,, βββ K=′1β  dan  
 TN jI ⊗   adalah matriks dari variabel dummy berukuran (NT x N). 
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1. Estimasi Parameter 
Model fixed effect pada data pooling dalam bentuk matriks dinyatakan 
sebagai berikut: 
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s
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Misalkan b sebagai estimator β  dan persamaan model fixed effect pada data 
pooling dugaan adalah 
 [ ] 




⊗=
s
1
sTN b
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XjIYˆ           (3.6)  
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Estimasi parameter dengan menggunakan metode kuadrat terkecil adalah 
 ( ) YXXXb 1 ′′= −  
Apabila [ ]sTN XjIX ⊗= , 





=
s
1
b
b
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sebagai berikut: 
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dan ( ) ( ) NTTNTNTN ITjjIjIjI =′⊗=⊗′⊗  disubtitusikan dalam persamaan  
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 sehingga 
dapat dituliskan sebagai berikut: 
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     (3.7) 
 Walaupun secara teori tidak ada masalah dalam memperoleh ( )s1 b,b ′′  
namun dapat menjadi masalah perhitungan yang disebabkan kesulitan dalam 
perhitungan invers. Alternatif yang dapat digunakan untuk menghitung bs dan b1i 
adalah sebagai berikut ini: 
a. Untuk ( )( ) ( ) YDIXXDIXb TNs1sTNss ⊗′⊗′= −        (3.8) 
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dengan 
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NT
2T
1T
YD
YD
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M
 
   Akan ditunjukkan bahwa DT adalah matriks  idempoten, sehingga TN DI ×   
juga idempoten. 
T
jjID TTTT
′
−=  





 ′
−




 ′
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T
jjI
T
jjIDD TTTTTTTT  
 2
TTTTTT
T T
jjjj
T
jjI ′′+′−= 2  
 
T
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Selanjutnya bs dapat ditulis sebagai berikut: 
( ) ( ) ( ) ( )YDIDIXXDIDIXb TNTNs
1
sTNTNss ⊗
′⊗′



 ⊗′⊗′=
−
    
     ( )( ) ( ) ( )( ) ( )YDIDIXXDIDIX TNTN
1
sTNTNs ⊗
′⊗



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

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

 ′′++′′+′′



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sNTTsNs2TTs2s1TTs1
YDDXYDDXYDDX
XDDXXDDXXDDX
L
L
 




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


 ′++′+′=
−
NTsN2Ts21Ts1
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sNTsNs2Ts2s1Ts1 YDXYDXYDXXDXXDXXDX LL
diperoleh: 
 bs ∑∑
=
−
=
′





′=
N
1i
iTsi
1N
1i
siTsi YDXXDX             (3.9)  
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T
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Selanjutnya 
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T
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Dari persamaan (3.9) dengan disubstitusikan persamaan (3.10 dan 3.11)  
diperoleh: 
    bs 
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   (3.12) 
b. untuk sii1i bXYb ′−=      i = 1,2…,N                     
sehingga pada persamaan (3.3) dapat ditulis: 
( ) ( ) ( ) ( ) iTNssiTNT1iTNiTN εDIβXDIjβDIYDI ⊗+⊗+⊗=⊗    
 iTssiTT1iTiT εDβXDjβDYD ++=  
dengan 
 T
TT
NTT jT
jjIjD 




 ′
−=  
  




 ′
−=
T
jjjj TTTT  
  ( ) 01 =−= TT jj   
Diperoleh model fixed effect pada data pooling adalah 
 iTssiTiT εDβXDYD +=         
 ( ) ( ) ( ) iTNssiTNiTN εDIβXDIYDI ⊗+⊗=⊗     (3.13)   
2. Estimasi Variansi  
Menurut Judge et al. (1998:  205) estimator tak bias dari
 
2
εσ untuk persamaan 
linier ganda adalah 2ˆ εσ  dengan 
40 
 
 
 
 KN
ee
−
′
=
2
σεˆ
  
dengan  
 
2
ˆ εσ  adalah variansi dari error 
 e adalah error dari model regresi linier ganda, e ~ N(0, 2σ ) 
 N adalah banyaknya observasi 
K adalah banyaknya variabel yang tidak diketahui atau banyaknya 
parameter 
 
Model fixed effect pada data pooling : 
 [ ] ε
β
β
XjIY
s
1
sTN +




⊗=  
Pada model fixed effect terdapat 1β  yang terdiri dari N  bentuk intersep untuk 
setiap individu dan sβ  adalah slope yang diasumsikan sama untuk setiap individu 
mempunyai *K  bentuk intersep. Apabila *K  = K-1, maka sβ  adalah vektor 
slope berukuran ( )1*×K , maka banyaknya parameter *KN +  . Jika setiap 
individu diasumsikan sama untuk setiap intersep maka data dapat dilakukan 
sebagai satu sampel dengan NT observasi. 
dan vektor error pada model fixed effect: 
 YYe ˆ−=  
 [ ] 




⊗−=
s
1
sTN b
b
XJIYe  
sehingga estimator tak bias dari
 
2
εσ untuk model fixed effect pada data pooling 
adalah 2ˆ εσ  dengan 
( )*ˆ KNNT +−=
ee
σ
'
2
ε
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*
ˆ
KNNT −−
=
ee
σ
'
2
ε  , *K  = K-1 
Sedangkan model fixed effect pada data pooling berdasarkan persamaan (3.13): 
 ( ) ( ) ( ) iTNssiTNiTN εDIβXDIYDI ⊗+⊗=⊗  
Pada model fixed effect  pada data pooling diatas mempunyai sβ  untuk setiap 
individu sebanyak *K  dengan *K  = K-1, dan vektor errornya  adalah 
 YYe ˆ−=  
 ( ) ssTNTNTN b)XD(I)YD(IeDI ⊗−⊗=⊗  
 ssTNTN b)XD(I)YD(Ie ⊗−⊗=  
sehingga estimator tak bias dari
 
2
εσ untuk model fixed effect pada data pooling 
adalah 
*
2
KNT −
=
∗ ee
'
εσ    
Ini adalah estimator yang bias untuk 2εσ . Oleh karena itu 
2*
εσ   dikalikan 
dengan ( ) ( )[ ]KNNTKNT ′−−− /*   agar menjadi 2εσ  yang  best linier 
unbiased . 
( )
( )*
*
ˆ
2
KNNT
KNT
−−
−
×= ∗εσ
2
εσ  
)(
)(ee
σ
'
2
ε
*
*
*
ˆ
KNNT
KNT
KNT −−
−
−
=  
 
*
ˆ
KNNT −−
=
ee
σ
'
2
ε  
Jadi 2ˆ εσ  merupakan estimator yang  tidak bias untuk  
2
εσ  
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3. Matriks Variansi Kovariansi b adalah  
Var-cov 1X)(Xσ(b) −′= 2ε  
dengan [ ]sTN XjIX ⊗= , 
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
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=
s
1
b
b
b  diperoleh 
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Karena ( ) sTN XDIX ⊗= maka 
 Var-cov ( )[ ] ( )[ ] 1sTNsTN
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
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sehingga standard error adalah  ( )
2/1
2









 ⊗′=
−1
sTNs XDIXεσs dengan s 
adalah estimator dari σ . 
4. Uji Hipotesis Model Fixed Effect Pada Data Pooling 
Untuk menguji apakah model fixed effect pada data pooling signifikan dapat 
dilakukan langkah-langkah uji hipotesis sebagai berikut: 
a. H0 : β 11 = β 12 =... = β 1N  ( j1β  tidak signifikan) 
H1 : terdapat j1β  yang tidak sama ( j1β  signifikan) 
b. Taraf signifikansi α  
c. Statistik uji : 
 
( ) ( )
( )*
1'
KNNTee
NeeeeF
−−′
−
′
−
=  
dengan 
ee′  adalah  sum squared resid untuk model regresi pada data pooling: 
 itkit
K
k
kit XY εββ ++= ∑
=2
11  
ee′  adalah sum squared resid untuk model fixed effect pada data pooling: 
 ∑ ∑
= =
++=
N
j
K
k
itkitkjtjit XDY
1 2
1 εββ  
N adalah banyaknya unit individu, T adalah banyaknya waktu, *K  = K-1 
dan K adalah banyaknya variabel. 
d. Kriteria keputusan : H0 ditolak jika Fhit > F ( )))1((,1 −−−− KNNTNα  
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e. Perhitungan  
f. Kesimpulan 
 
B. Penerapan Model Fixed Effect pada Data Pooling 
Untuk lebih memahami  model fixed effect pada data pooling yang diuraikan 
sebelumnya, akan diberikan contoh penerapan sebagai berikut: 
1.  Penerapan  model fixed effect pada investasi dalam suatu perusahaan. 
Data pooling diambil dari Green (1997,  642) yaitu tentang investasi dalam suatu 
perusahaan. Investasi suatu perusahaan mengalami fluktuasi dari tahun ke tahun. 
Salah satu penyebabnya adalah keuntungan perusahaan. Seorang peneliti ingin 
mengetahui bagaimana pengaruh keuntungan perusahaan (X) terhadap investasi 
perusahaan (Y) . Data untuk setiap perusahaan adalah data time series. Apabila i = 
1 mewakili perusahaan A, i = 2 mewakili perusahaan B, i = 3 mewakili 
perusahaan C maka berikut ini data investasi dan keuntungan dari 3 perusahaan A, 
B,C selama 10 tahun: 
Tabel 3.1 Investasi dan Keuntungan dari 3 Perusahaan 
Y X t 
i = 1 i = 2 i =3 i = 1 i = 2 i = 3 
1 13,32 20,30 8,85 12,85 22,93 8,65 
2 26,30 17,47 19,60 25,69 17,96 16,55 
3 2,62 9,31 3,87 5,48 9,16 1,47 
4 14,49 18,01 24,19 13,79 18,73 24,91 
5 15,89 7,63 3,99 15,41 11,31 5,01 
6 12,20 19,84 5,73 12,59 21,15 8,34 
7 14,93 13,76 26,68 16,64 16,13 22,7 
8 29,82 10.00 11,49 26,45 11,61 8,36 
9 20,32 19,51 18,49 19,64 19,55 15,44 
10 4,77 18,32 20,84 5,43 17,06 17,87 
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Dari data diatas akan diestimasi parameter-parameter model fixed effect pada data 
pooling.  
Model fixed effect pada data pooling : 
∑
=
++=
3
1
221
j
ititjtjit XDY εββ   atau  
itittttit XDDDY εββββ ++++= 22313212111       
t =1,2,...,10  
i =1,2,3 
Rata-rata dari X dan Y masing-masing perusahaan adalah 
21X  = 15,397   1Y  = 15,466 
22X  = 16,559   2Y  = 15,415 
23X  = 12,93   3Y  = 14,373 
 Bentuk deviasi dari rata-rata X dan Y untuk mengestimasi b2 sebagai berikut: 
Table 3.2 Bentuk Deviasi dari Rata- Rata 
iit YY −  iit XX 22 −  t 
i = 1 i = 2 i = 3 i = 1 i = 2 i = 3 
1 -2,146 4,885 -5,523 -2,547 6,371 -4,28 
2 10,834 2,055 5,227 10,293 1,401 3,62 
3 -12,846 -6,105 -10,503 -9,917 -7,399 -11,46 
4 -0,976 2,595 9,817 -1,607 2,171 11,98 
5 0,424 -7,785 -10,383 0,013 -5,249 -7,92 
6 -3,266 4,425 -8,643 -2,807 4,591 -4,59 
7 -0,536 -1,655 12,307 1,243 -0,429 9,77 
8 14,354 -5,415 -2,883 11,053 -4,949 -4,57 
9 4,854 4,095 4,117 4,243 2,991 2,51 
10 -10,696 2,905 6,467 -9,967 0,501 4,94 
( )222∑∑ − iit XX  1183,925 
 
( ) ( )iitiit YYXX −−∑∑ 22  1305,636 
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( )( ) ( ) ( )( ) ( )YDIDIXXDIDIXb 1 1031032210310322 ⊗′⊗ ⊗
′⊗=
−
berdasarkan
persamaan  (3.12) maka  
  bs ( )
123
1
10
1
22
−
= = 







−= ∑∑
i t
iit XX ( ) ( ) 





−−∑∑
= =
10
1
10
1
22
i t
itiit iYYXX   
      
( ) 636.1305925.1183 1−=  
      = 1.102802965 
sedangkan intersep masing-masing perusahaan berdasarkan persamaan: 
2bXYb ii1i ′−=  
221111 bXYb −=  
      = 15,466- 15,397(1.102802965) 
      = -1.5138 
222212 bXYb −=  
      = 15,415- 16,559 (1.102802965) 
      = -2.8463 
223313 bXYb −=  
      = 14,373- 12,93 (1.102802965) 
      = 1.1028 
Model fixed effect pada  data investasi perusahaan adalah 
ittttit XDDDY 2321 1028.11137.08463.25138.1ˆ ++−+−=    
Diperoleh persamaan  untuk masing-masing perusahaan dengan model fixed effect 
pada data pooling menggunakan metode kuadrat terkecil adalah 
tt XY 211 1028.15138.1ˆ +−=  
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tt XY 222 1028.18463.2ˆ +−=  
tt XY 233 1028.11137.0ˆ +=  
Untuk menghitung standard error dari b2 akan dicari 2ˆ εσ  
( ) ( ( ) ( ) )23
1
10
1
3
1
10
1
3
1
10
1
2 1028.1 iit
i ti t
iit
i t
iit XXYYeeee −−−=−=′ ∑∑∑∑∑∑
= == == =
 
 Tabel 3.3 Error dari Model Fixed Effect pada Data Pooling 
t e1 e2 e3 e12 e22 e32 
1 0.6628 -2.1409 -0.8030 0.4393 4.5836 0.6448 
2 -0.5171 0.5099 1.2348 0.2674 0.2600 1.5248 
3 -1.9095 2.0546 2.1351 3.6462 4.2215 4.5587 
4 0.7962 0.2008 -3.3945 0.6339 0.0403 11.5231 
5 0.4096 -1.9963 -1.6488 0.1678 3.9855 2.7185 
6 -0.1704 -0.6379 -3.5811 0.0290 0.4070 12.8245 
7 -1.9067 -1.1818 1.5326 3.6358 1.3968 2.3489 
8 2.1647 0.0427 2.1568 4.6860 0.0018 4.6518 
9 0.1748 0.7965 1.3489 0.0305 0.6344 1.8197 
10 0.2956 2.3524 1.0191 0.0874 5.5342 1.0386 
∑∑
= =
3
1
10
1
2
i t
ite  
78.3428 
 
sehingga 
*
ˆ
KNNT −−
=
ee
σ
'
2
ε  
     
1310.3
3428.78
−−
=  
     = 3.0131 
( ) 1sTNs
s
1 XDIX
b
b −



 ⊗′=





−
2
ˆcov εσVar  
  [ ] 1−= 925.11830131.3  
              =2.5450 
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dan standard error untuk b2  adalah 
 s ( )
2/1
2









 ⊗′=
−1
sTNs XDIXεσ  
            [ ] 2/15450.2=  
 050448.0=  
Apabila data pooling dianalisis menggunakan komputer dengan program eviews 
maka outputnya adalah 
Dependent Variable: Y? 
Method: Pooled Least Squares 
Date: 06/15/08   Time: 20:26 
Sample: 1901 1910 
Included observations: 10 
Total panel observations 30 
Variable Coefficient Std. Error t-Statistic Prob.  
X?  1.102803  0.050449  21.85983  0.0000 
Fixed Effects     
_A--C -1.513865    
_B--C -2.846322    
_C--C  0.113751    
R-squared  0.948655     Mean dependent var  15.08467 
Adjusted R-squared  0.942730     S.D. dependent var  7.253567 
S.E. of regression  1.735855     Sum squared resid  78.34297 
Log likelihood -38.80667     Durbin-Watson stat  1.759246 
 
Berdasarkan output, persamaan  regresi untuk masing-masing perusahaan adalah 
tt XY 211 1028.15138.1ˆ +−=  
tt XY 222 1028.18463.2ˆ +−=  
tt XY 233 1028.11137.0ˆ +=  
Model fixed effect pada  data investasi perusahan adalah 
ittttit XDDDY 2321 1028.11137.08463.25138.1ˆ ++−+−=    
49 
 
 
 
Hasil estimasi yang diperoleh dari perhitungan manual sama dengan hasil estimasi 
menggunakan program eviews, baik nilai koefisien untuk X maupun intersepnya. 
Nilai koefisien untuk variabel keuntungan perusahaan (X) = 1,1028 dengan 
standar error untuk b2 adalah  0.050449. Variabel keuntungan signifikan pada α = 
0.05 yang berarti keuntungan perusahaan berpengaruh terhadap investasi 
perusahaan. Untuk mengetahui apakah model fixed effect pada data pooling 
signifikan dengan dilakukan uji hipotesis. 
Langkah-langkah uji hipotesis sebagai berikut: 
a. Ho: β 11 = β 12 =...= β 13 ( j1β  tidak signifikan)  
 H1 : terdapat j1β   yang tidak sama ( j1β  signifikan)  
b. Taraf signifikansi  α = 0.05 
c. Statistik uji : 
 
( ) ( )
( )*
1'
KNNTee
NeeeeF
−−′
−
′
−
=  
d. Kriteria keputusan : H0 ditolak jika Fhit> F0.05 (2, 26) 
e. Perhitungan  
Persamaan regresi data pooling dengan menggunakan metode kuadrat 
terkecil berdasarkan output pada lampiran 1 adalah 
itit XY 059412.1766257.0ˆ +−=  
ititit XYe 059412.1766257.0 −+=  
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Tabel 3.4 Error dari Model Regresi pada DataPooling 
t 
1e  2e  3e  1e
2 
2e
2 
3e
2
 
1 0.47318 -3.226 0.4523 0.2239 10.4074 0.2046 
2 -0.15003 -0.7907 2.6329 0.002251 0.6253 8.0258 
3 -2.41932 0.3720 3.0789 5.8531 0.1384 9.4797 
4 1.09696 -1.0665 -1.4336 1.2033 1.1374 2.0554 
5 0.3307 -3.5856 -0.5513 0.1093 12.8571 0.3040 
6 -0.3717 -1.8003 -2.3368 0.13819 3.2411 5.4606 
7 -1.9323 -2.562 3.397 3.7340 6.5641 11.5437 
8 2.5648 -1.5335 3.39957 6.5782 2.3516 11.5570 
9 0.2794 -0.4352 2.8989 0.0780 0.1894 8.4038 
10 -0.21635 1.0126 2.6745 0.0468 1.0255 7.1532 
∑∑
= =
3
1
10
1
2
i t
ite  
120.7083 
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 =
( ) ( )
( )1310.3/3428.78
13/3428.78708.120
−−
−−
 
 =7.03003 
f. Kesimpulan 
Fhit  = 7.03003 > F0.05 (2, 26) = 3.37 maka H0 ditolak artinya j1β  tidak 
signifikan sehingga model fixed effect pada  data investasi perusahaan 
signifikan. Model fixed effect pada  data investasi perusahaan adalah 
ittttit XDDDY 2321 1028.11137.08463.25138.1ˆ ++−+−=    
Model fixed effect pada data pooling mampu menjelaskan perbedaaan 
investasi ketiga perusahaan tersebut. Nilai intersep masing-masing 
perusahaan adalah A sebesar -1.5138, B sebesar -2.8463 dan C sebesar 
0.11028. Perbedaan intersep perusahaan dapat menggambarkan gaya 
manajerial antara ketiga perusahan. Nilai koefisien determinasi sebesar  
51 
 
 
 
0.948655 yang berarti model mampu menjelaskan variasi investasi sebesar  
0.948655. 
2. Penerapan  model fixed effect pada bantuan pembangunan di Propinsi Daerah 
Istimewa Yogyakarta. Data diambil dari Mudrajad Kuncoro (2001,  127). Seorang 
peneliti ingin mengetahui bagaimana pengaruh Pendapatan Asli Daerah dan 
Subsidi Daerah Otonom terhadap bantuan pembangunan di Propinsi Daerah 
Istimewa Yogyakarta. Misalkan Y adalah perkembangan bantuan pembangunan 
pada semua Daerah Tingkat II di Propinsi Daerah Istimewa Yogyakarta, X1 adalah 
Pendapatan Asli Daerah  dan X2 adalah Subsidi Daerah Otonom dengan A adalah 
Kulon Progo, B adalah Bantul, C adalah Gunung Kidul, D adalah Sleman, E 
adalah Yogyakarta. Data untuk setiap Dati II di Propinsi Daerah Istimewa 
Yogyakarta adalah data time series. Berikut ini data perkembangan bantuan 
pembangunan di propinsi Daerah Istimewa Yogyakarta, Pendapatan Asli Daerah  
dan Subsidi Daerah Otonom selama 7 tahun: 
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Tabel 3. 5 Perkembangan Bantuan Pembangunan pada Semua Daerah 
Tingkat II di Propinsi Daerah Istimewa Yogyakarta, Pendapatan Asli 
Daerah  dan Subsidi Daerah Otonom 
obs t Y X1 X2 
A 1 1425546 491157 2011924 
A 2 1830884 840404 2303464 
A 3 3663068 981868 2499176 
A 4 4794094 1162409 2786335 
A 5 5844387 1189691 3230905 
A 6 7307389 1493146 3964174 
A 7 5792939 1881885 4280630 
B 1 2314370 941406 2030145 
B 2 2598096 1102415 2549748 
B 3 4737875 1370136 2846302 
B 4 6738392 1878962 3380793 
B 5 7847546 2454605 4125549 
B 6 8041813 2494205 4837708 
B 7 8427426 3118588 5185432 
C 1 2022850 822101 2341085 
C 2 2424461 939831 2678916 
C 3 5045461 1169435 2789259 
C 4 5045937 1387267 3363586 
C 5 8895931 1575922 3487614 
C 6 8440303 1888178 4739240 
C 7 9300002 2139780 4525480 
D 1 1611746 1751822 2282936 
D 2 2496174 2114612 2590774 
D 3 5719510 2384367 2866663 
D 4 7161940 2955461 3866893 
D 5 8820114 2900155 3942863 
D 6 10262753 3467932 4866394 
D 7 10446460 5168421 5318609 
E 1 947580 3777696 3406041 
E 2 2002179 4339078 3681633 
E 3 3328928 4831770 4168775 
E 4 3890322 3542722 5096644 
E 5 4804406 7948501 5635809 
E 6 5236682 10246384 6940780 
E 7 6544334 12519223 7417300 
 
Dari data diatas akan diestimasi parameter-parameter model fixed effect pada 
data pooling.  
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Model fixed effect pada data pooling dugaan adalah 
itittttttit XXDDDDDY 3322515414313212111 ˆˆˆˆˆˆˆˆ βββββββ ++++++=      
t =1,2,...,7 
i =1,2,3,4,5 
dengan 1 = Kulon Progo, 2 = Bantul, 3 = Gunung Kidul, 4 = Sleman,  
5 = Yogyakarta. 
Berikut output data perkembangan bantuan DIY  dengan menggunakan program 
eviews: 
Dependent Variable: Y? 
Method: Pooled Least Squares 
Date: 06/14/08   Time: 21:42 
Sample: 1989 1995 
Included observations: 7 
Balanced sample 
Total panel observations 35 
Variable Coefficient Std. Error t-Statistic Prob.  
X1? -0.553120  0.222184 -2.489472  0.0173 
X2?  2.696397  0.330096  8.168523  0.0000 
Fixed Effects     
_A--C -3103601.    
_B--C -2742149.    
_C--C -2549787.    
_D--C -1628601.    
_E--C -6448748.    
R-squared  0.830545     Mean dependent var  5308911. 
Adjusted R-squared  0.794233     S.D. dependent var  2770477. 
S.E. of regression  1256732.     Sum squared resid  
4.42E+13 
Log likelihood -507.2967     F-statistic  137.2353 
Durbin-Watson stat  1.987962     Prob(F-statistic)  0.000000 
    
 
Berdasarkan  autput diatas untuk nilai 
b2 = -0,55312  dengan standard error  0.222184 
b3 = 2,696397 dengan standard error 0.330096 
Intersep untuk setiap individu adalah sebagai berikut: 
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A = -3103601 
B = -2742149. 
C = -2549787 
D = -1628601 
E = -6448748 
sehingga persamaan untuk masing-masing individu adalah 
ttt XXY 31211 696397.255312.03103601ˆ +−+−=  
ttt XXY 32222 696397.255312.02742149ˆ +−+−=  
ttt XXY 33233 696397.255312.02549787ˆ +−+−=  
ttt XXY 34244 696397.255312.01628601ˆ +−+−=  
ttt XXY 35255 696397.255312.06448748ˆ +−+−=  
Model fixed effect pada data bantuan pembangunan adalah 
itit
tttttit
XX
DDDDDY
32
54321
696397.255312.0
64487481628601254978727421493103601
+−
−−−−−=
)
   
 (0.222184) (0.330096) 
Nilai koefisien untuk variabel Pendapatan Asli Daerah (X1) adalah -0.55312 
dengan standard errornya adalah 0.222184 dan Subsidi Daerah Otonom (X2) 
adalah 2.696397 dengan standard errornya adalah 0.330096. Variabel Pendapatan 
Asli Daerah  dan Subsidi Daerah Otonom signifikan pada α = 0.05 yang berarti 
Pendapatan Asli Daerah  dan Subsidi Daerah Otonom berpengaruh terhadap 
perkembangan bantuan pembangunan.  
Untuk mengetahui apakah model fixed effect pada data pooling signifikan 
dilakukan uji hipotesis. 
Langkah- langkah uji hipotesis sebagai berikut: 
a. H0: β 11= β 12 =...= β 1N  ( j1β  tidak signifikan) 
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 H1: terdapat j1β  yang tidak sama ( j1β  signifikan)  
b. Taraf signifikansi  α = 0.05 
c. Statistik uji : 
 
( ) ( )
( )*
1'
KNNTee
NeeeeF
−−′
−′−
=  
d. Kriteria keputusan : H0 ditolak jika Fhit > F0.05 (4, 28) = 2.71 
e. Perhitungan  
Berdasarkan output data perkembangan bantuan DIY diperoleh  
ee′ = 4.42E+13 untuk sum squared resid model fixed effect pada data 
pooling dan berdasarkan lampiran 2 εε ′ = 9.71E+13  adalah sum squared 
resid menggunakan model regresi data pooling menggunakan metode 
kuadrat terkecil. 
 
( ) ( )
( )257.51042.4
151042.41071.9
13
1313
−−×
−×−×
=F  
       
28/1042.4
4/1029.5
13
13
×
×
=  
       = 8.3778 
f. Kesimpulan 
Karena Fhit = 8.3778 > F0.05 (4, 28) = 2.71 maka H0 ditolak artinya j1β  
signifikan sehingga model fixed effect pada data bantuan pembangunan 
signifikan. 
Model fixed effect pada data bantuan pembangunan adalah 
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32
54321
696397.255312.0
64487481628601254978727421493103601ˆ
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−−−−−=
Model fixed effect pada data pooling mampu menjelaskan perbedaaan 
bantuan pembangunan untuk Daerah Tingkat II di Propinsi Daerah 
Istimewa Yogyakarta. Nilai intersep masing-masing Daerah Tingkat II 
adalah A sebesar -3103601, B sebesar -2742149, C sebesar -2549787, D 
sebesar -1628601 dan E sebesar -6448748. Perbedaan intersep ini dapat 
menggambarkan kemakmuran suatu daerah. Nilai koefisien determinasi 
sebesar  0.830545 yang berarti model mampu menjelaskan variasi investasi 
sebesar  0.830545. 
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BAB IV 
PENUTUP  
 
 
A. Kesimpulan   
 Pada skripsi berjudul model fixed effect pada analisis data pooling ini,  
beberapa kesimpulan yang dapat diambil adalah: 
1.  Estimasi parameter model fixed effect pada data pooling . 
Data pooling adalah data beberapa individu yang pengamatannya dilakukan dari 
waktu ke waktu. Bentuk umum model regresi pada data pooling adalah 
 Yit = β 1i+  ∑
=
K
k
k
2
β Xkit+ itε            
 t = 1,2…T        i = 1,2…N   k = 2,3…K 
 
Model fixed effect pada data pooling dapat dituliskan dalam bentuk berikut ini: 
∑ ∑
= =
++=
N
j
K
k
itkitkjtjit XDY
1 2
1 εββ           
Dengan Djt adalah variabel dummy dan mengambil nilai 0 atau 1. Dapat juga 
ditulis berikut ini: 
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Apabila ditulis dalam bentuk matriks:  
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untuk menghitung b1 dan bs digunakan rumus berikut:  
( )( ) ( ) YDIXXDIXb TNs1sTNss ⊗′⊗′= −     
sii1i bXYb ′−=      i = 1,2…,N   
dan standard errornya adalah  ( )
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sTNs XDIXεσs dengan  
s adalah estimator dari σ . 
Model fixed effect pada data pooling dalam bentuk matriks 
 ( ) ( ) ( ) iTNssiTNiTN εDIβXDIYDI ⊗+⊗=⊗          
 Uji hipotesis model fixed effect pada data pooling dapat dibentuk sebagai berikut: 
a. H0: β 11 = β 12= ...= β 1N  ( j1β  tidak signifikan)  
         H1: terdapat j1β  yang tidak sama ( j1β  signifikan) 
b. Taraf signifikansi  α  
c. Statistik uji : 
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d. Kriteria keputusan : H0 ditolak jika Fhit> F ( )))1((,1 −−−− KNNTNα   
e. Perhitungan  
f. Kesimpulan 
2. Penerapan  Model Fixed Effect Pada Data Pooling. 
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 Penerapan model fixed effect pada data pooling adalah pada investasi 3 
perusahaan (Y) dipengaruhi oleh keuntungan perusahaan (X2) selama  10 tahun 
dengan model fixed effect pada data investasi perusahan adalah 
ittttit XDDDY 2321 1028.11137.08463.25138.1ˆ ++−+−=   
dengan i = 1,2,3 dan t = 1,2,…,10 
Model fixed effect pada data pooling mampu menjelaskan perbedaaan investasi 
ketiga perusahaan tersebut. 
dan bantuan pembangunan (Y) lima Daerah Tingkat II di Propinsi Daerah 
Istimewa Yogyakarta dipengaruhi oleh Pendapatan Asli Daerah (X2) dan Subsidi 
Daerah Otonom (X3) selama 7 tahun dengan model fixed effect pada data bantuan 
pembangunan adalah 
itit
tttttit
XX
DDDDDY
32
54321
696397.255312.0
64487481628601254978727421493103601ˆ
+−
−−−−−=
  .  
dengan i = 1,2,3,4,5 dan t = 1,2,…,7 
Model fixed effect pada data pooling mampu menjelaskan perbedaaan bantuan 
pembangunan untuk Daerah Tingkat II di Propinsi Daerah Istimewa Yogyakarta. 
Setelah mengestimasi parameter-parameter model fixed effect pada data pooling 
selanjutnya dilakukan uji hipotesis yang menunjukkan bahwa model fixed effect 
pada data pooling lebih baik daripada menggunakan model regresi pada data 
pooling. 
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B. Saran 
Pada skripsi ini hanya membahas model fixed effect pada regresi linier ganda, 
pembaca dapat membahas model mengestimasi parameter model data pooling 
pada regresi non linier data pooling.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
61 
 
 
 
 
 
 
 
 
Lampiran 
 
 
 
 
 
 
 
 
 
 
62 
 
 
 
Lampiran 1 
Output Tabel 3.1 Investasi dan Keuntungan dari 3 Perusahaan 
Dependent Variable: Y? 
Method: Pooled Least Squares 
Date: 06/15/08   Time: 20:25 
Sample: 1901 1910 
Included observations: 10 
Total panel observations 30 
Variable Coefficient Std. Error t-Statistic Prob.  
C -0.766257  0.953062 -0.803995  0.4282 
X?  1.059412  0.058478  18.11633  0.0000 
R-squared  0.921393     Mean dependent var  15.08467 
Adjusted R-squared  0.918585     S.D. dependent var  7.253567 
S.E. of regression  2.069678     Sum squared resid  119.9399 
Log likelihood -45.97802     F-statistic  328.2013 
Durbin-Watson stat  1.168154     Prob(F-statistic)  0.000000 
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Lampiran 2 
Output Tabel 3. 5 Perkembangan Bantuan Pembangunan pada 
Semua Dati II di propinsi Daerah Istimewa Yogyakarta, 
Pendapatan Asli Daerah  dan Subsidi Daerah Otonom 
  
Dependent Variable: Y? 
Method: Pooled Least Squares 
Date: 06/17/08   Time: 21:07 
Sample: 1901 1907 
Included observations: 7 
Total panel observations 35 
Variable Coefficient Std. Error t-Statistic Prob.  
C -2984811.  1168319. -2.554790  0.0156 
X1? -1.111054  0.213200 -5.211311  0.0000 
X2?  3.033759  0.423211  7.168439  0.0000 
R-squared  0.628060     Mean dependent var  5308911. 
Adjusted R-squared  0.604814     S.D. dependent var  2770477. 
S.E. of regression  1741629.     Sum squared resid  
9.71E+13 
Log likelihood -515.4967     F-statistic  27.01768 
Durbin-Watson stat  1.229186     Prob(F-statistic)  0.000000 
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