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In the set of positive definite semi-integral symmetric matrices we propose a 
partition problem. Then by introducing the notion of “additively prime” we obtain 
the generating function for this problem. Finally we establish the analyticity of the 
generating function. 
1. INTRODUCTION 
Let Z be the ring of rational integers, and M,(Z) the set of integral square 
matrices of order n (n > I). We let 2$(y) denote the set of positive semi- 
definite semi-integral symmetric matrices whose ranks are at least r 
(1 < I < n). We abbreviate 9Jn) to Tn. Note that if both T, and T, are in 
.pfi(y), then T, + T, is also in 9,(v). Hence we can pose the following: 
Problem. Let T be an element of YE(r). In how many ways can T be 
expressed as a sum 
T= T, + T, + ... + T,, (1) 
where each Ti (1 < i < k) belongs to ‘,(Y)? 
We call each expression of T of the form (1) a partition of T. We regard 
two partitions of T to be same if the second partition of T is obtained by a 
rearrangement of the constituents in the first partition of T. We denote by 
p(T, r) the number of all different partition of T. 
At present we are mainly interested in the case when r = n and we shall 
treat only this case. Put p(T) =p(T, n), where T is an element of Yn. 
If n = 1, then .Yi can be viewed as the set of positive integers, and in this 
case p(T) coincides with the ordinary partition function p(n). Thus our 
problem is a natural generalization of the classical unrestricted partition 
problem. In the following sections we shall study the elementary aspects of 
the problem. 
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2. SOME ELEMENTARY THEOREMS 
We introduce a notion which is convenient for our present work. 
DEFINITION. An element T of .3$ is called additively prime (abbreviated 
A.P.) if T cannot be expressed as the sum of two elements of Yn. For 
example, when n = 2 the matrix 
1 1 
t 1 1 2 ; 
is A.P. 
By definition, for TE Yfi, p(T) = 1 if and only if T is A.P., and we let Qn 
denote the subset of 9, consisting of all A.P. elements in 3$. 
To analyse the notion of additive primality we resort to the reduction 
theory of positive definite symmetric matrices. Let G be the subset of M,(Z) 
whose elements have determinant il. G forms a group. An action of G on 
3$ is defined by 
Yti 3 T+ ‘ATA E.Yn, 
where A is in G and ‘A is the transpose of A. Two elements T, and T, in Yn 
are said to be equivalent if there exists an element A in G so that the equality 
holds. 
‘AT,A = T, 
THEOREM 2.1. For two equivalent elements T, and T, in .L?~, we have 
P(TJ =dTd. 
ProoJ: We can find an element A of G such that 
‘AT,A = T,. 
IfT,=S,+... + S, is a partition of T,, then 
T, = ‘AT,A 
= ‘ASIA + +se + ‘AS,A 
is a partition of T,. In this way each partition of T, bijectively corresponds 
to a partition of T,. So we havep(T,) =p(T2). Q.E.D. 
An element T = (tii) of .3$ is said to be reduced in the sense of Minkowski 
(cf. [2]) if T satisfies the following two conditions: 
0) t kk+ 1 > 0 for k = 1, 2 ,..., n - 1, 
(ii) *yk Tyk > t,,, for k = l,..., n, 
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where ‘y, = (w,, We,..., IV,,) is any integral row vectors such that wk, 
W k+ r ,..., w, have no common factor. 
We quote a theorem whose proof is given in [2] or [4]. 
THEOREM 2.2. Any element T’ in Yn is equivalent to a reduced element 
Tin .YE. 
For n = 2 or n = 3, it is known that the above bulky conditions (i) and (ii) 
reduce to fewer conditions. 
When n = 2, the conditions are equivalent to 
0 < 2f,, < t,, < t,,. 
When n = 3, the conditions are equivalent to 
(2) 
t,, > 0 and t,, a 0, (3) 
and further 
2t,, + 2t,, - 2t,, < t,, + t,, if t,, > 0, t,, > 0 and t,, < 0. (6) 
Concerning the case n = 3 one may refer [ 11. But note that in [ 11, t,, is 
allowed to be negative. 
Before giving a criterion for the additive primality we prove two lemmas. 
LEMMA 2.3. Let T = (tij) be a symmetric binary matrix with real coef- 
ficients satisfyilzg property (2) and t,, > 0. Then T is positive definite. 
Since the proof of this lemma is easy, we omit it. 
LEMMA 2.4. Let T = (tij) be a symmetric ternary matrix with real coef- 
ficients satisfying properties (3t(6) and t,, > 0. Then T is positive deJnite. 
ProoJ: To show that T is positive definite it is sufficient to prove that 
/ I:: ::: 1 > O 
and 
det T > 0. 
(7) 
(8) 
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Now (7) is obvious from properties (3), (4) and (5). Hence we have only to 
show that (8) holds. We have 
det T= tllt22t33 + 2t12b3t13 - (t,,& + ht:, + t3,tf2) 
> t,,t,,t33 +2t,,t,,t,3 - i 
t,,t:, f22k t33th 
__ - ~ 4 + 4 + 4 i 
(by (5)) (9) 
= f (t,, t22t33 - 6 t,,) + f @,I t,,t33 - Cl t*2) 
1 t11t22t33 
+q(t,,t*,t,,--t,,t:,)+ 4 + 2t,*t23t13. 
When t,, > 0, from the above inequality and properties (3), (4) and (5) we 
can easily see that det T > 0. 
When t,, < 0, from (3), (4) and (5) we see that four terms 
-&lf22t33 - t:,t33), +/t,,f22f33 - tLt22), 
~(t,,t,,t,3-t,,t:,) and t11t~t33 + 2t12t23t13 
are all non-negative. We claim that at least one of these four terms is 
positive. Suppose that they are all zero. Then by (3), (4) and (5) we have 
t,, = t,, = t,, > 0, t,, = 2t,,, tz2 = 2t23 and -2t,, = t,, . 
But these equalities contradict property (6). So it follows that det T > 0. 
Q.E.D. 
With these lemmas we can prove 
THEOREM 2.5. Let T= (tij> be an element of Y2. Assume that T is 
reduced. Then T is A.P. if and only if t, 1 = 1. 
THEOREM 2.6. Let T = (tij> be an element of Y3. Assume that T is 
reduced. Then T is A.P. if and only if t,, = 1. 
Since the proof of Theorem 2.5 is far easier than and is the same in principle 
as that of Theorem 2.6, we only prove Theorem 2.6. Suppose an element 
T = (tij) of Y3 is reduced and t,, = 1. Then it is clear that there do not exist 
two elements T, and T, in 9x such that T = T, + T,. Hence T is A.P. 
582a/36/2-6 
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Conversely, assume that T = (tii> in y3 is reduced and t,, > 1. Then we 
shall show that T is not A.P. There are two cases to consider, namely, 
t,, > 0 and t,, < 0. 
When t,, > 0, we put, for i f j, &ij = 0 or % according as tij = 0 or >O, and 
we set 
T= T, + Tz, 
where T, and T, are given by 
t11--l t,, - &I2 fl, -El3 
t,,--F,, t,,-1 t23 - &23 
‘13 - ‘13 t2, - &23 ‘33 - 1 
and 
It is easy to see that T2 belongs to .9’ for any choice of e,,, E,, and cz3 from 
the set (0, i}. Since t,, > 0 and T = (tii) satisfies conditions (3), (4) and (5), 
we can verify that T, also satisfy conditions (3), (4) and (5). Then, by 
Lemma 2.4, T, belongs to Yj, and T is not A.P. 
When t,, < 0, we can assume that t,, > 0 and t,, > 0. We claim that 
either t 1 I - 1 > -2t,, or t,, - 1 > 2t,, (10) 
holds. If this is false, then we have 
t,, - 1 < -21, and t,, - 1 < 22,. 
Combining these inequalities with the last two inequalities in (5) we 
conclude that 
-2t,, = t,, and t,, = 2t23, (11) 
because the values -2t,,, t,, , 2t,, and t,, are all integers. However, 
Eqs. (11) contradict condition (6). So we have proved (10). 
In case t,, - 1 > -2t,,, we set 
T= T, + T,, 
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where T, and T2 are given by 
T, = (tij) 
and 
T, = 
T, is clearly in Yj. We see that the coefficients t; of T, satisfy all the 
reduction conditions (3)-(6), so, by Lemma 2.4, T, belongs to Y3. In this 
case T is not A.P. 
In case tz2 - 1 > 2t,, , we set 
T= T, + T,, 
where T, and T, are given by 
T, = (tij) 
i 
t,,-1 1 t,,--, t,,+; 
= t,,-4 t,,- 1 ‘23 
t,,+f t23 t33- 1 i 
and 
T, = 
T, is clearly in Y3 and we see that the coefficients t; of T, satisfy all the 
reduced conditions (3~(6), so, by Lemma 2.4, T, belongs to Y3, and T is 
not A.P. Thus we have completed the proof. Q.E.D. 
For the cases when n > 4, at present we cannot give a good criterion for 
additive primality. 
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3. GENERATING FUNCTION FORK AND ITS ANALYTICITY 
Let 97$ be the Siegel upper-half space of degree n and Z the variable on 
Rn. Then we can give a generating function of p(T) for T E 9, by 
THEOREM 3.1. Let the notations be as Section 2, then we have 
F(Z) ~ n (1 _ e2nio(TZ))-l 
TEYP, 
= 1 + 1 p(T)e2niocrz), 
TES, 
where o is the trace of the matrix. 
Since the proof of this theorem is elementary and very similar to that of 
Euler’s generating function identity for p(n) (cf. [3, Chap. 12]), we omit the 
proof. 
In the next theorem we shall prove the convergence of F(Z). For this 
purpose we freely quote the exposition in [2]. 
Let r, be the Siegel modular group of degree n. A standard fundamental 
domain fl in R, for r, is given in [2, 3 121. In R the matrix variable 
Z = X + Yi E Zn satisfies the three conditions (1) (2) and (3) in [2, 3 121. 
Among those conditions (2) is that the imaginary part Y of Z belongs to 9, 
the Minkowski reduced domain in the space of positive definite symmetric 
real matrices of degree IZ. That is, Y = (yii) satisfies conditions (i) and (ii) in 
Section 2. We prove 
THEOREM 3.2. Let X be a domain in Rn defined by 
z= {z=X+YiER”,IYE9), 
then the infinite product expansion for F(Z) is convergent on 3’. 
Proof. By the theory of the convergence of series and products, to prove 
the convergence of F(Z) it is sufficient to show that the sum 
is absolutely convergent on x. We set 
q(y) = Tz9 1 e21riocTZ) / 
n 
= y e-2noVY)e 
TX!?, 
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For Y = (yii) E 9 we put 
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Y, = diag(y,, ,-., Y,,>. 
Then by the discussion in [2, # 131, we know that there exists a constant 
c > 0 depending only on n such that the inequality 
o(m) > ca(TY,) 
> f co(T), /----- 
holds for the above Y and Y, and for any element T in Pn. Hence we get 
&y) < 5 ,-\/scd"‘) 
TEQ” 
=w (say>. 
Also by the discussion in 12, 9 131, the number of T’s with given a(T) = h, a 
positive integer, is at most (4h + l)n(n+‘)‘2, so that W is majorized by 
The last series clearly converges, and we have proved the theorem Q.E.D. 
Remark. Since each denominator factor of F(Z) never vanishes on X, 
F(Z) is holomorphic at least on X. 
4. SOME NUMERICAL EXAMPLES 
To illustrate our problem, we give some values of p(T) for T E 9Z with 
giving the partitions of T. 
(i) The partitions of 
so that p(T) = 2. 
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(ii) The partitions of 
2 
T= 
0 
so that p(T) = 3. 
(iii) The partitions of 
so that p(T) = 8. 
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