We describe an asynchronous parallel derivative-free algorithm for linearly constrained optimization. Generating set search (GSS) is the basis of our method. At each iteration, a GSS algorithm computes a set of search directions and corresponding trial points and then evaluates the objective function value at each trial point. Asynchronous versions of the algorithm have been developed in the unconstrained and bound-constrained cases which allow the iterations to continue (and new trial points to be generated and evaluated) as soon as any other trial point completes. This enables better utilization of parallel resources and a reduction in overall run time, especially for problems where the objective function takes minutes or hours to compute. For linearly constrained GSS, the convergence theory requires that the set of search directions conforms to the nearby boundary. This creates an immediate obstacle for asynchronous methods where the definition of nearby is not well defined. In this paper, we develop an asynchronous linearly constrained GSS method that overcomes this difficulty and maintains the original convergence theory. We describe our implementation in detail, including how to avoid function evaluations by caching function values and using approximate lookups. We test our implementation on every CUTEr test problem with general linear constraints and up to 1000 variables. Without tuning to individual problems, our implementation was able to solve 95% of the test problems with 10 or fewer variables, 73% of the problems with 11-100 variables, and nearly half of the problems with 100-1000 variables. To the best of our knowledge, these are the best results that have ever been achieved with a derivative-free method for linearly constrained optimization. Our asynchronous parallel implementation is freely available as part of the APPSPACK software.
Introduction.
Generating set search (GSS), introduced in [18] , is a family of feasible-point methods for derivative-free optimization that encompasses generalized pattern search [31, 2] and related methods. At each iteration, a GSS method evaluates a set of trial points to see if any has a lower function value than the current iterate. This set of evaluations can be performed in parallel, but load balancing is sometimes an issue. For instance, the time for each evaluation may vary or the number of trial points to be evaluated may not be an integer multiple of the number of available processors.
To address the load-balancing problem, asynchronous GSS algorithms move to the next iteration as soon as one or more evaluations complete. This permits the parallel processors to exchange evaluated points immediately for new trial points, greatly reducing processor idle time. The asynchronous parallel pattern search package (APPSPACK) was originally developed for pattern search methods for unconstrained problems [15, 22, 21] . As of version 4 (released in 2004), the underlying algorithm was overhauled to provide better parallelism, implement GSS which generalizes pattern search, and add support for bound constraints [11, 17] . APPSPACK is freely available under the terms of the GNU L-GPL and has proved to be useful in a variety of applications [3, 4, 7, 12, 13, 23, 26, 27, 28, 30] . The software can be run in synchronous or asynchronous mode. In numerical experiments, our experience is that the asynchronous mode has been as fast or faster than the synchronous mode; for example, in recent work, the asynchronous method was 8%-30% faster on a collection of benchmark test problems in well-field design [17] .
The goal of this paper is to study the problem of handling linear constraints in an asynchronous context. The problem of linear constraints for GSS has been studied by Kolda, Lewis, and Torczon [20] , who present a GSS method for linearly constrained optimization, and Lewis, Shepherd, and Torczon [24] , who discuss the specifics of a serial implementation of GSS methods for linearly constrained optimization as well as numerical results for five test problems. Both of these papers build upon previous work by Lewis and Torczon [25] .
Key to understanding the difficulties encountered when transforming a synchronous GSS algorithm to an asynchronous one is understanding how trial points are produced in both approaches. At each iteration of a synchronous algorithm, a set of search directions is computed; corresponding trial points are then produced by taking a step of fixed length along each direction from the current iterate. Convergence theory requires that the search directions conform to the nearby boundary where the definition of "nearby" depends on the uniform step length that is used to compute each trial point. In the asynchronous case, however, if a trial point corresponding to a particular direction completes and there is no improvement to the current iterate, a new trial point is generated by taking a reduced step along this same direction. Unfortunately, reducing the step size can change the definition of the nearby boundary, necessitating a reexamination of the search directions. Thus, to maintain similar convergence properties, an asynchronous algorithm must be able to simultaneously handle multiple definitions of "nearby" when generating search directions. In this paper, our contribution is to show how to handle linear constraints by computing appropriate search directions in an asynchronous context.
The asynchronous algorithm for linearly constrained GSS is implemented in version 5 of APPSPACK. The implementation features details that make it suitable for expensive real-world problems: scaling variables, reuse of function values, and nudging trial points to be exactly on the boundary. We also explain how to compute the search directions (relying heavily on [24] ) and reuse previously computed directions and strategies for augmenting the search directions.
Our implementation has been tested on both real-world and academic test problems. For instance, researchers at Sandia National Laboratories have used APPSPACK to solve linearly constrained problems in microfluidics and in engine design. Here we report extensive numerical results on the CUTEr test collection. We consider every problem with general linear constraints and less than 1000 variables. Without tuning to individual problems, our implementation was able to solve 95% of the test problems with 10 or fewer variables, 73% of the problems with 11-100 variables, and nearly half of the problems with 100-1000 variables, including a problem with 505 variables and 2000 linear constraints. To the best of our knowledge, these are the best results that have ever been achieved with a derivative-free method for linearly constrained opti-mization. The CUTEr problems have trivial function evaluations; thus, in order to simulate expensive objective function evaluations, we introduce artificial time delays. In this manner, we are able to do computations that reflect our experience with realworld problems and are able to compare the synchronous and asynchronous modes in the software. Our results show that the asynchronous mode was up to 24% faster.
Throughout the paper, the linearly constrained optimization problem we consider is
Here f : R n → R is the objective function. The matrix A I represents the linear inequality constraints, including any bound constraints. Inequality constraints need not be bounded on both sides; that is, we allow for entries of c L to be −∞ and entries of c U to be +∞. The matrix A E represents the equality constraints.
The paper is organized as follows. We describe an asynchronous GSS algorithm for linearly constrained optimization problems in section 2. In section 3, we show that this algorithm is guaranteed to converge to a KKT point under mild conditions. Moreover, the asynchronous algorithm has the same theoretical convergence properties as its synchronous counterpart in [20, 24] . Details that help to make the implementation efficient are presented in section 4, and we include numerical results on problems from the CUTEr [10] test set in section 5. We draw conclusions and discuss future work in section 6.
Asynchronous GSS for problems with linear constraints.
Here we describe the algorithm for parallel, asynchronous GSS for linearly constrained optimization. Kolda, Lewis, and Torczon [20] outline a GSS algorithm for problems with linear inequality constraints and consider both the simple and the sufficient decrease cases. Lewis, Shepherd, and Torczon [24] extend this method to include linear equality constraints as well; if our algorithm required all points to be evaluated at each iteration, it would be equivalent to their method. Kolda [17] describes a parallel asynchronous GSS method for problems that are either unconstrained or bound constrained, considering both the simple and the sufficient decrease cases. Here we revisit the asynchronous algorithm and extend it to handle problems with linear constraints. As much as possible, we have adhered to the notation in [17] .
The algorithm is presented in Algorithm 1, along with two subparts in Algorithms 2 and 3. Loosely speaking, each iteration of the algorithm proceeds as follows:
1. Generate new trial points according to the current set of search directions and corresponding step lengths. 2. Submit points to the evaluation queue and collect points whose evaluations are complete. 3. If one of the evaluated trial points sufficiently improves on the current iterate, set it to be the new "best point" and compute a new set of search directions. 4. Otherwise, update the step lengths and compute additional search directions (if any) for the next iteration. The primary change from Kolda [17] is that now the search directions can change at every iteration. The set of search directions is recomputed every time a new best point is discovered, and additional directions may be added to the set of search directions as the various step lengths decrease. 
generate trial points
send trial points X k (if any) to the evaluation queue 8: collect a (nonempty) set Y k of evaluated trial points 9:Ȳ k ← subset of Y k that has sufficient decrease (see Alg. 3)
10:
if there exists a trial point
x k+1 ← y k
12:
δ k+1 ← max{Step(y k ), Δmin} 13: 
15:
A k+1 ← ∅ 17: prune the evaluation queue to qmax or fewer entries 18: else unsuccessful
19:
x k+1 ← x k 20:
G k+1 ← generators for T (x k+1 , k+1 ), where k+1 = min{δ k+1 , max}
23
:
24:
end if 27: if Δ (i) k+1 < Δ tol for i = 1, . . . , |D k+1 |, then terminate 28: end for 2.1. Algorithm notation. In addition to the parameters for the algorithm (discussed in section 2.2), we assume that the user provides the linear constraints explicitly and some means for evaluating f (x). The notation in the algorithm is as follows. We let Ω denote the feasible region. Subscripts denote the iteration index.
The vector x k ∈ Ω ⊆ R n denotes the best point, i.e., the point with the lowest function value at the beginning of iteration k.
The set of search directions for iteration k is denoted by D k = {d
}. The superscripts denote the direction index, which ranges between 1 and |D k | at iteration k. Theoretically, we need only assume that d
is uniformly bounded. For simplicity in our discussions and because it matches our implementation, we assume that 
Step
Parent(y) ← x k 8:
Direction(y) ← i 10: add y to collection of trial points 
end if 14: end for
The search directions need to positively span the search space. For the unconstrained problem, a positive basis of R n is sufficient; for the linearly constrained case, we instead need a set of vectors that positively spans the local feasible region. Specifically, we need to find a set of generators for the local approximate tangent cone denoted by T (x k , k ). This is critical for handling linear constraints and is disucussed in detail in section 2.3. Because the method is asynchronous, each direction has its own step length, denoted by
The set A k ⊆ {1, . . . , |D k |} is the set of active indices, that is, the indices of those directions that have an active trial point in the evaluation queue or that are converged (i.e., Δ (i) k < Δ tol ). At iteration k, trial points are generated for each i ∈ A k . The trial point corresponding to direction i at iteration k is given by y = x k +Δ
k (see Algorithm 2); we say that the point x k is the parent of y. In Algorithm 2, the values of i, x k , f (x k ), and Δ k are saved as Direction(y), Parent(y), ParentFx(y), and
Step(y), respectively. Conversely, pruning of the evaluation queue in Step 17 means deleting those points that have not yet been evaluated; see section 2.5.
In this paper, we focus solely on the sufficient decrease version of GSS. This means that a trial point y must sufficiently improve upon its parent's function value in order to be considered as the next best point. Specifically, it must satisfy
where ρ(·) is the forcing function. Algorithm 3 checks this condition, and we assume that the forcing function is
where Δ is the step length that was used to produce the trial point, and the multiplicand α is a user-supplied parameter of the algorithm. Other choices for ρ(Δ) are discussed in section 3.2.2.
Algorithm 3. Sufficient decrease check.
if f (y) <f − αΔ 2 , then 6:Ȳ k ←Ȳ k ∪ {y} 7: end if 8: end for 2.2. Initializing the algorithm. A few comments regarding the initialization of the algorithm are in order. Because GSS is a feasible-point method, the initial point x 0 must be feasible. If the given point is not feasible, we first solve a different optimization problem to find a feasible point; see section 5.2.
The parameter Δ tol is problem-dependent and plays a major role in determining both the accuracy of the final solution and the number of iterations. Smaller choices of Δ tol yield higher accuracy, but the price is a (possibly significant) increase in the number of iterations. If all of the variables are scaled to have a range of 1 (see section 4.1), choosing Δ tol = 0.01 means that the algorithm terminates when the change in each parameter is less than 1%.
The minimum step size following a successful iteration must be set to some value greater than Δ tol and defaults to Δ min = 2Δ tol . A typical choice for the initial step length is δ 0 = 1; relatively speaking, bigger initial step lengths are better than smaller ones. The parameter max forms an upper bound on the maximum distance used to determine whether a constraint is nearby and must also be greater than Δ tol . A typical choice is max = 2Δ tol . The pruning parameter q max is usually set equal to the number of worker processors, implying that the evaluation queue is always emptied save for points currently being evaluated. The sufficient decrease parameter α is typically chosen to be some small constant such as α = 0.01.
Updating the search directions.
In Steps 1, 13, and 22, a set of conforming search directions, with respect to x and , is computed. We seek directions that generate T (x k , k ), the k -tangent cone about x k . Readers unfamiliar with cones and generators may jump ahead to section 3.1.1. Several examples of conforming search directions for particular choices of x k and k are shown in Figure 2 .1. The idea is to be able to walk parallel to the nearby boundary. The details of actually computing the generators of a particular cone are described in section 4.4. The question here is how we define "nearby," i.e., the choice of k . The choice of k depends on Δ k ; specifically, we set k = min{Δ k , max } as is standard [20, 24] . Using an upper bound max prevents us from considering constraints that are too far away. If k is too large, the k -tangent cone may be empty as seen in Figure 2 .1(d).
In the asynchronous case, meanwhile, every search direction has its own step length Δ (i) k . Consequently, D k , the set of search directions at iteration k, must contain generators for each of the following cones:
where
This requirement is not as onerous as it may at first seem. After successful iterations, the step sizes are all equal, so only one tangent cone is relevant (Step 13). It is (b) The current iterate is on the boundary and its -ball intersects with two constraints.
(c) The current iterate is not on the boundary but its -ball intersects with two constraints.
(d) The value of is so large that the corresponding -tangent cone is empty. only after an unsuccessful iteration that generators for multiple tangent cones may be needed simultaneously. As the individual step sizes Δ 
Step 21, we need add at most one set of search directions per iteration in order to satisfy 2.2. If δ k+1 = δ k or δ k+1 ≥ max , then k+1 = k , so there will be no difference between T (x k+1 , k+1 ) and T (x k , k ). Consequently, we can skip the calculation of extra directions in Steps 13 and 22. Even when k+1 < k , the corresponding set of new -active constraints may remain unchanged, i.e., N (
When the -active constraints do differ, we generate conforming directions for the new tangent cone in Step 22 and merge the new directions with the current direction set in Step 23.
Trial points. In
Step 6, trial points are generated for each direction that does not already have an associated trial point and is not converged. Algorithm 2 provides the details of generating trial points. If a full step is not possible, then the method takes the longest possible feasible step. However, if no feasible step may be taken in direction d k . This is important because the stored step is used as the basis for the new initial step in Step 12 and so prevents the steps from becoming prematurely small even if the feasible steps are short.
The set of trial points collected in Step 8 may not include all of the points in X k and may include points from previous iterations.
Successful iterations.
The candidates for the new best point are first restricted (in Step 9) to those points that satisfy the sufficient decrease condition. The sufficient decrease condition is with respect to the point's parent, which is not necessarily x k . The details for verifying this condition are in Algorithm 3. Next, in
Step 10, we check whether or not any point strictly improves the current best function value. If so, the iteration is called successful.
In this case, we update the best point, reset the search directions and corresponding step lengths, prune the evaluation queue, and reset the set of active directions A k+1 to the empty set. Note that we reset the step length to δ k+1 in Step 15 and that this value is the maximum of Δ min and the step that produced the new best point (see Step 12) . The constant Δ min is used to reset the step length for each new best point and is needed for the theory that follows; see Proposition 3.8. In a sense, Δ min can be thought of as a mechanism for increasing the step size, effectively expanding the search radius after successful iterations.
The pruning in
Step 17 ensures that the number of items in the evaluation queue is always finitely bounded. In theory, the number of items in the queue may grow without bound [17] .
Unsuccessful iterations. If the condition in
Step 10 is not satisfied, then we call the iteration unsuccessful. In this case, the best point is unchanged (x k+1 = x k ). The set I k in Step 20 is the set of direction indices for those evaluated trial points that have x k as their parent. If I k = ∅ (in the case that no evaluated point has x k as its parent), then nothing changes; that is, It is important that points never be pruned during unsuccessful iterations. Pruning on successful iterations offers the benefit of freeing up the evaluation queue so that points nearest the new best point may be evaluated first. In contrast, at unsuccessful iterations, until a point has been evaluated, no information exists to suggest that reducing the step size and resubmitting will be beneficial. Theoretically, the basis for Proposition 3.8 hinges upon the property that points are never pruned until a new best point is found. Figure 2 .2, we illustrate six iterations of Algorithm 1, applied to the test problem (2.3)
An illustrated example. In
We initialize Algorithm 1 with x 0 = a, Δ tol = 0.01 (though not relevant in the iterations we show here), Δ min = 0.02 (likewise), Δ 0 = 1, max = 1, q max = 2, and α = 0.01.
The initial iteration is shown in Figure 2 .2(a). Shaded level curves illustrate the value of the objective function, with darker shades representing lower values. The feasible region is inside of the pentagon. The current best point, x 0 = a, is denoted by a star. We calculate search directions (shown as lines emanating from the current best point to corresponding trial points) that conform to the constraints captured in 
Wait for evaluator to return. . . 
Wait for evaluator to return. . . the 0 -ball. We generate the trial points b and c, both of which are submitted to the evaluation queue. We assume that only a single point c is returned by the evaluator. In this case, the point satisfies sufficient decrease with respect to its parent, a, and necessarily also satisfies simple decrease with respect to the current best point, a. 
And the process continues. . . submitted to the evaluation queue. Once again, the evaluator returns a single point d. In this case, d does not satisfy the sufficient decrease condition, so the iteration is unsuccessful. In Figure 2 .2(c), the best point is unchanged, i.e., x 2 = x 1 = c. The value of δ 2 and hence 2 is reduced to 1 2 . In this case, however, the set of -active constraints is unchanged, so D 2 = D 1 . The step length corresponding to the first direction, Δ
2 , is reduced, and a new trial point f is submitted to the queue. This time, two points return as evaluated, f and b, the latter of which has the lower function value. In this case, we check that b satisfies sufficient decrease with respect to its parent, a, and that it also satisfies simple decrease with respect to the current best point, c. Both checks are satisfied, so the iteration is successful.
In Figure 2 .2(d), we have a new best point, x 3 = b. The value of δ 3 is set to 1.0, the step length that was used to generate the point b. Conforming search directions are generated for the new -active constraints. The trial points {g, h} are submitted to the evaluation queue. In this case, the points e and g are returned, but neither satisfies sufficient decrease with respect to its parent. Thus, the iteration is unsuccessful.
In Figure 2 .2(e), the best point is unchanged, so x 4 = x 3 = b. However, though our current point did not change, 4 = 1 2 is reduced because δ 4 = 1 2 is reduced. In contrast to iteration 2, the -active constraints have changed. The generators used for T (x 4 ,
The first direction is already in D 3 ; thus, we need only add the last two directions to form D 4 . In this iteration, only the point h is returned, but it does not improve the function value, so the iteration is unsuccessful. For Figure 2 .2(f), we have δ 5 = δ 4 , so there is no change in the search directions. The only change is that the step corresponding to direction 2 is reduced. And the iterations continue.
Theoretical properties.
In this section we prove global convergence for the asynchronous GSS algorithm described in Algorithm 1. A key theoretical difference between GSS and asynchronous GSS is that all of the trial points generated at iteration k may not be evaluated in that same iteration. This necessitates having multiple sets of directions in D k corresponding to different -tangent cones.
Definitions and terminology.
3.1.1. -normal and -tangent cones. Integral to GSS convergence theory are the concepts of tangent and normal cones [20] . A cone K is a set in R n that is closed under nonnegative scalar multiplication; that is, αx ∈ K if α ≥ 0 and x ∈ K. The polar of a cone K, denoted by K • , is defined by
and is itself a cone. Given a convex cone K and any vector v, there is a unique closest point of K to v called the projection of v onto K and denoted by v K . Given a vector v and a convex cone K, there exists an orthogonal decomposition such that
For a given x, we are interested in the -tangent cone, which is the tangent cone of the nearby constraints. Following [24] , we define the -normal cone N (x, ) to be the cone generated by the outward pointing normals of constraints within distance of x. Moreover, distance is measure within the nullspace of A E . The -tangent cone is then defined as the polar to the -normal cone, i.e., T (x, ) ≡ N (x, )
• . We can form generators for N (x, ) explicitly from the rows of A I and A E as follows. Let (A I ) i denote the ith row of A I , and let (A I ) S denote the submatrix of A I with rows specified by S. Let Z denote an orthonormal basis for the nullspace of A E . For a given x and we can then define the index sets of -active constraints for
, and
and define matrices V P and V L as
respectively. Then the set
generates the cone N (x, ). We delay the description of how to form generators for the polar T (x, ) until section 4.4 because the details of its construction are not necessary for the theory.
The following measure of the quality of a given set of generators G will be needed in the analysis that follows and comes from [20, 24, 18] . For any finite set of vectors G, we define
where K is the cone generated by G. [20, 25] . As in [20] we make use of the following definition:
which provides a measure of the quality of the constraint normals serving as generators for their respective -normal cones. Because only a finite number of constraints exists, there is a finite number of possible normal cones. Since κ(V) > 0 for each normal cone, we must have that ν min > 0. We will need the following proposition in the analysis that follows. Proposition 3.1 (see [20] ). If x ∈ Ω, then, for all ≥ 0 and v ∈ R n ,
where ν min is defined in (3.3).
A measure of stationarity.
In our analysis, we use the first-order optimality measure
that has been used in previous analyses of GSS methods in the context of general linear constraints [18, 17, 20, 24] . This measure was introduced in [6, 5] and has the following three properties:
is continuous), and 3. χ(x) = 0 for x ∈ Ω if and only if x is a KKT point. Thus any convergent sequence {x k } satisfying lim k→∞ χ(x k ) = 0 necessarily converges to a first-order stationary point.
Assumptions and conditions.
3.2.1. Conditions on the generating set. As in [20, 24] , we require that κ(G k ), where G k denotes the conforming directions generated in Steps 1, 13, and 22 of Algorithm 1, be uniformly bounded below.
Condition 3.2. There exists a constant κ min , independent of k, such that for every k for which
Conditions on the forcing function.
Convergence theory for GSS methods typically requires either that all search directions lie on a rational lattice or that a sufficient decrease condition be imposed [18, 20] . This latter condition ensures that f (x) is sufficiently reduced at each successful iteration. Both rational lattice and sufficient decrease conditions are mechanisms for globalization; each ensures that the step size ultimately becomes arbitrarily small if f (x) is bounded below [18, 20, 17] . We consider only the sufficient decrease case because it allows a better choice of step; see [24, section 8.2] . Specifically, we use the forcing function
where α > 0 is specified by the user in Algorithm 3.
In general, the forcing function ρ(·) must satisfy Condition 3.3.
Condition 3.3. Requirements on the forcing function ρ(·):
Any forcing function may be substituted in Algorithm 3. For example, another valid forcing function is
for α, β > 0. The latter may offer some advantages because it does not require quadratic improvement for step sizes larger than 1 and consequently more trial points will be accepted as new minimums.
Assumptions on the objective function.
We need to make some standard assumptions regarding the objective function. The first two assumptions do not require any continuity; only the third assumption requires that the gradient be Lipschitz continuous.
The function f is bounded below on Ω. Assumption 3.6. The gradient of f is Lipschitz continuous with constant M on F.
As in [20] we combine Assumptions 3.4 and 3.6 to assert the existence of a constant γ > 0 such that (3.6) ∇f (x) ≤ γ for all x ∈ F.
Assumptions on the asynchronicity.
In the synchronous case, we implicitly assume that the evaluation time for any single function evaluation is finite. However, in the asynchronous case, that assumption must be made explicit for the theory that follows even though it has no direct relevance to the algorithm. More discussion of this condition can be found in [17] .
Condition 3.7. There exists an η < +∞ such that the following holds. If a trial point is submitted to the evaluation queue at iteration k, either its evaluation will have been completed or it will have been pruned from the evaluation queue by iteration k + η.
Bounding a measure of stationarity.
In this section, we prove global convergence for Algorithm 1 by showing (in Theorem 3.10) that χ(x k ) can be bounded in terms of the step size.
Synchronous GSS algorithms obtain optimality information at unsuccessful iterations because all points corresponding to the -tangent cone have been evaluated and rejected. In this case, we can bound χ(x) from (3.4) in terms of the step size Δ k [20] . In asynchronous GSS, however, multiple unsuccessful iterations may pass before all points corresponding to generators of a specific -tangent cone have been evaluated. Proposition 3.8 says when we may be certain that all relevant points with respect to a specific -tangent cone have been evaluated and rejected.
Proposition 3.8. Suppose that Algorithm 1 is applied to the optimization problem (1.1). Furthermore, at iteration k suppose that we havê
Recall that ρ(·) is the forcing function discussed in section 3. 
, we have then that G was appended to Dk (in either Step 14 or Step 23). Therefore, G ⊆ D k because there has been no successful iteration in the interim. Now, every direction in G was appended with an initial step length greater than or equal toΔ k . However, all of the current step lengths are strictly less thatΔ k . Therefore, every point of the form
) None of these points has produced a successful iteration, and every one has parent x k ; therefore, (3.7) follows directly from Algorithm 3.
By using the previous result, we can now show that the projection of the gradient onto a particular -tangent cone is bounded as a function of the step length Δ k . 
where the constant κ min is from Condition 3.2 and M is the Lipschitz constant on ∇f (x) from Assumption 3.6. Proof. Let G denote a set of generators for T (x k ,Δ k ). By Condition 3.2 and (2.1), there exists ad ∈ G such that
Proposition 3.8 ensures that 
we have
Proof. This proof follows [20, Theorem 6.4] with appropriate modifications to usê Δ k and so is omitted.
3.4. Globalization. Next, in Theorem 3.12, we show that the maximum step size becomes arbitrarily close to zero. This is the globalization of GSS methods [18] . The proof hinges upon the following two properties of Algorithm 1 when Condition 3.7 holds:
1. The current smallest step length decreases by at most a factor of two at each unsuccessful iteration. 2. The current largest step size decreases by at least a factor of two after every η consecutive unsuccessful iterations. Before proving Theorem 3.12 we first prove the following proposition which says that, given any integer J, one can find a sequence of J or more consecutive unsuccessful iterations; i.e., the number of consecutive unsuccessful iterations necessarily becomes arbitrarily large. 
Proof. Suppose not. Then there exists an integer J > 0 such that k i − k i−1 < J for all i. We know that, at each unsuccessful iteration, the smallest step size either has no change or decreases by a factor of two. Furthermore, for any k ∈ S, we have Δ (i) k ≥ Δ min . Therefore, since a success must occur every J iterations, we have
Note that the previous bound holds for all iterations, successful and unsuccessful. LetŜ = { 0 , 1 , 2 , . . . } denote an infinite subsequence of S with the additional property that its members are at least η apart, i.e.,
Since the parent of any point x k can be at most η iterations old by Condition 3.7, this sequence has the property that
By combining the above with the fact that ρ(·) is nondecreasing from Condition 3.3, we have 
Proof. Condition 3.7 implies that the current largest step size decreases by at least a factor of two after every η consecutive unsuccessful iterations. Proposition 3.11 implies that the number of consecutive unsuccessful iterations can be made arbitrarily large. Thus the maximum step size can be made arbitrarily small, and the result follows.
3.5. Global convergence. Finally, we can combine Theorems 3.10 and 3.12 to immediately get our global convergence result. 
Implementation details.
In this section we provide details of the implementation. For the most part we integrate the strategies outlined in [11, 14, 24] . 4.1. Scaling. GSS methods are extremely sensitive to scaling, so it is important to use an appropriate scaling to get the best performance [11] . As is standard (cf. [24] ), we construct a positive, diagonal scaling matrix S = diag(s) ∈ R n×n and a shift r ∈ R n to define the transformed variables aŝ
Once we have computed an appropriate scaling matrix S and shift vector r, we transform (1.1) to
Ideally, the simple bounds are transformed to the unit hypercube:
In the numerical experiments in section 5, we used
From this point forward, we use the notation in (1.1) but assume that the problem is appropriately scaled, i.e., as in (4.1).
The theory is not affected by scaling the variables, but differently scaled variables tend to make GSS methods very slow. For instance, Hough, Kolda, and Torczon [15] studied a circuit simulation problem where the variable ranges differ by more than 10 orders of magnitude, but APPS is able to solve an appropriately scaled version of the problem.
Function value caching.
In the context of generating set search algorithms, we frequently reencounter the same trial points. In order to avoid repeating expensive function evaluations, we cache the function value of every point that is evaluated. Moreover, cached values can be used across multiple optimization runs.
An important feature of our implementation is that we do not require that points be exactly equal in order to use the cache. Instead, we say that two points x and y are ξ-equal if
Here ξ is the cache comparison tolerance, and s i is the scaling of the ith variable. Note that this comparison function corresponds to a lexicographic ordering of the points. Consequently, we can store them in a binary splay tree which in turn provides extremely efficient lookups [14] .
If the two-norm-based comparison
is used as in [24] , then the work to do a cache lookup grows linearly with the number of cached points and is inefficient. The choice of ξ should reflect the sensitivity of the objective function. In our experience, practitioners often have a sense of what this should be. If a 1% change in the variables is not expected to impact the objective function, than choosing ξ = 0.01 is clearly reasonable. Setting ξ = 0 forces an exact match (within machine precision) and thus conforms with the convergence theory. The default ξ = .5Δ tol is half as big as the smallest step size that the algorithm can take (unless the boundary is nearby). This means that the stopping condition is ideally using truly distinct function evaluations to make its stopping decision. The significant reduction in function evaluations is the reward for relaxing the comparison tolerance (see section 5).
Snapping to the boundary.
In Algorithm 2, we modify the step length in order to step exactly to the boundary whenever the full step would have produced an infeasible trial point. Conversely, it is sometimes useful to "snap" feasible trial points to the boundary when they are very close to it because, in real-world applications, it is not uncommon for the objective function to be highly sensitive to whether or not a constraint is active. For example, an "on/off" switch may be activated in the underlying simulation only if a given x i lies on its bound. A further subtle point is that if a function value cache like that in section 4.2 is used, the cache lookup may preclude evaluation of points on the boundary that lie within the cache tolerance neighborhood of a previously evaluated point that is not on the boundary. This modification is wholly based on practical experience and not justified by the theory, yet it has not negatively affected convergence (using the default value of the cache tolerance parameter) in our experience.
Suppose that x is a trial point produced by Algorithm 2. We modify the point x as follows. Let S denote the set of constraints within a distance snap of x, defining the system
where (c I ) represents the appropriate lower or upper bound, whichever is active. We prune dependent rows from (4.2) so that the matrix has full row rank. A row is considered dependent if the corresponding diagonal entry for the matrix R from the QR factorization of A T is less than 10 −12 . LAPACK is then used to find the point z that minimizes x − z subject to the equality constraints (4.2). If the solution z to the generalized least-squares problem is feasible for (1.1), reset x = z before sending the trial point to the evaluation queue. Note that this modification is included for practical concerns mentioned in the preceding paragraph and is not a theoretically necessary modification to x; hence, if LAPACK fails to find a solution to the generalized least-squares problem due to near linear dependency in the constraint matrix, we simply use the original point x. Like the caching of function values, the proposed modification is based upon the final step tolerance chosen by the user, which, as stated in Theorem 3.10, denotes an implicit bound on the KKT conditions. Thus the modifications are on the order of the accuracy specified by the user.
Generating conforming search directions.
In Steps 1, 13, and 22, we need to compute generators for the tangent cones corresponding to -active constraints. In the unconstrained and bound-constrained cases, the 2n coordinate directions always include an appropriate set of generators. For linear constraints, however, this is not the case; instead, the set of directions depends on A I and A E .
Our method for generating appropriate conforming search directions follows [24] . Let V P and V L be formed as in (3.1). Whenever possible, the following theorem is used to compute a set of generators for T (x, ).
Theorem 4.1 (see [24] ). Suppose that N (x, ) is generated by the positive span of the columns of the matrix V P and the linear span of the columns of the matrix V L : 
where n z = dim(Z) and n r = dim(V T P Z). In particular,
Proof. We know that the magnitude of G k is given by the number of columns in R plus twice the number of columns in N . Since R denotes the pseudoinverse of V T P Z and N its nullspace basis matrix, we must have that R is an n z × n r matrix and N an n z × (n z − r) matrix, where n z = dim(Z) and n r = dim(V
T P Z).
Thus the total number of generators is given by n r + 2(n z − n r ) = 2n z − n r ≤ 2n, since n z ≤ n.
Note that, whenever Theorem 4.1 is applicable, Corollary 4.2 implies that the number of search directions is less than twice the dimension of the nullspace of the 
. Two options for additional search directions are the coordinate directions (left) or the normals to the linear inequality constraints (right).
equality constraints; furthermore, the presence of inequality constraints can only reduce this quantity.
If we are unable to apply Theorem 4.1, i.e., if V T P Z fails to have a right inverse, we use the C-library cddlib developed by Fukuda [8] that implements the double description method of Motzkin et al. [29] . In this case there is no upper bound on the number of necessary search directions in terms of the number of variables. In fact, though the total number of necessary search directions is always finite (see [20] ), their number can be combinatorially large. In section 5 we report a case where the -active constraints encountered require more than 2 20 vectors to generate the corresponding tangent cone. Fortunately, this combinatorial explosion appears to be more a worst-case example than something we would expect to encounter in real life; in all remaining results presented in section 5, a modest number of search directions was required when Theorem 4.1 was inapplicable.
Direction caching.
Further efficiency can be achieved through the caching of tangent cone generators. Every time a new set of generators is computed, it can be cached according to the set of active constraints. Moreover, even when k changes, it is important to track whether or not the set of active constraints actually changes as well. Results on using cached directions are reported in section 5. In problem EXPFITC, the search directions are modified to incorporate new -active constraints 98 times. However, because generators are cached, new directions are computed only 58 times and the cache is used 40 times.
In order for Condition 3.2 to be satisfied, +∞ k=1 D k should be finite [20] . Reusing the same generators every time the same active constraints are encountered ensures that this is the case in theory and practice.
Augmenting the search directions.
The purpose of forming generators for T (x k , k ) is to allow tangential movement along nearby constraints ensuring that the locally feasible region is sufficiently explored. But these directions necessarily do not point towards the boundary. In order to allow boundary points to be approached directly, additional search directions can be added. Two candidates for extra search directions are shown in Figure 4 .1. In our experiments the (projected) constraint normals were added to the corresponding set of conforming search directions. That is, we append the columns of the matrix (ZZ)
T V P , where Z and V P are defined in Theorem 4.1.
Augmenting the search directions is allowed by the theory and tends to reduce the overall run time because it enables direct steps to the boundary.
Numerical results.
Our goal is to numerically verify the effectiveness of the asynchronous GSS algorithm for linearly constrained problems. Algorithm 1 is implemented in APPSPACK version 5.0.1, including all of the implementation enhancements outlined in section 4. All problems were tested on Sandia's Institutional Computing Cluster with 3.06 GHz Xeon processors and 2 GB RAM per node.
Test problems.
We test our method on problems from the CUTEr (Constrained and Unconstrained Testing Environment, revisited) test set [5] . We selected every problem with general linear constraints and 1000 or fewer variables, for a total of 119 problems. We divide these problems into three groups:
• small (1-10 variables): 72 (6 of which have trivial feasible regions), • medium (11-100 variables): 24,
• large (101-1000 variables): 23. The CUTEr test set is specifically designed to challenge even the most robust, derivative-based optimization codes. Consequently, we do not expect to be able to solve all of the test problems. Instead, our goal is to demonstrate that we can solve more problems than have ever been solved before by using a derivative-free approach, including problems with constraint degeneracies. To the best of our knowledge, this is the largest set of test problems ever attempted with a derivative-free method for linearly constrained optimization.
Choosing a starting point.
In general, we used the initial points provided by CUTEr. If the provided point was infeasible, however, we instead found a starting point by solving the following program using MATLAB's linprog function:
If the computed solution to the first problem was still infeasible, we applied MAT-LAB's quadprog function to
Here x 0 is the (infeasible) initial point provided by CUTEr. By using this approach, we were able to find feasible starting points for every problem save ACG, HIMMELBJ, and NASH.
Parameter choices.
The following parameters were used to initialize Algo-
, (e) q max = number of processors, and (f) α = 0.01. Additionally, for the snap procedure outlined in section 4.3, we used snap = 0.5 × 10 −5 . We limited the number of function evaluations to 10 6 and put a lower bound on the objective value of −10 9 (as a limit for unboundedness). For extra search directions, as described in section 4.6, we added the outward-pointing constraint normals. D-Cached is the number of times that directions needed to be computed because the set of -active constraints changed. Because each run of an asynchronous algorithm can be different, we ran each problem a total of ten times and present averaged results. The exception is the objective value f (x * ), for which we present the best solution. Problems which had multiple local minima (i.e., whose relative difference between best and worst objective values is greater than 10 −5 ) are denoted in the tables by an asterisk, and Table 5 .5 explicitly gives the differences for those cases. The final objective function obtained by APPSPACK compared favorably to that obtained by SNOPT, a derivative-based code. We compare against SNOPT to illustrate that it is possible to obtain the same objective values. In general, if derivatives are readily available, using a derivative-based code such as SNOPT is preferred. We do note, however, that APPSPACK converged to different solutions on different runs on HS44 and HS44NEW. This is possibly due to the problems having multiple local minima. Otherwise, APPSPACK did at least as well as SNOPT on all 63 problems, comparing 6 digits of relative accuracy. In fact, the difference between objective values was greater than 10 −6 on only one problem, HS54. In this case APPSPACK converged to a value of −.19 while SNOPT converged to 0. Again, we attribute such differences to these problems having multiple local minima.
In a few cases, the number of function evaluations (F-Evals) is exceedingly high (e.g., HS49 or ODFITS). This is partly due to the tight stopping tolerance (Δ max = 10 −5 ). In practice, we typically recommend a stop tolerance of Δ max = 10 −2 . GSS methods, like steepest descent, quickly find the neighborhood of the solution but are • n/m b /m i /me: Number of variables, bound constraints, inequality constraints, and equality constraints, respectively.
• f (x * ): Final solution.
• Soln. Acc.: Relative accuracy of solution as compared to SNOPT [9] :
where α is the final APPSPACK objective value and β is the final SNOPT objective value. A positive value indicates that the APPSPACK solution is better than SNOPT's.
• F-Evals: Number of actual function evaluations, i.e., not counting cached function values.
• F-Cached: Number of times that cached function values were used.
• Time (sec): Total parallel run time.
• D-LAPACK/D-CDDLIB: Number of times that LAPACK or CDDLIB was called, respectively, to compute the search directions.
• D-Cached: Number of times that a cached set of search directions was used.
• D-MaxSize: Maximum number of search directions ever used for a single iteration.
• D-Appends: Number of times that additional search directions had to be appended in
Step 23. slow to converge to the exact minimum. An example of this behavior is provided, for example, in [24] . In general, the set of search directions changed many times over the course of the iterations. The sum of D-LAPACK and D-CDDLIB is the total number of times an entirely new set of -active constraints was encountered. The value of D-Cached is the number of times that a previously encountered set of -active constraints is encountered again. In general, a new set of -active constraints will yield a different set of search directions. In a few cases, only one set of search directions was needed to solve the entire problem (cf., HS28/35/37, etc.), which can be due to having a small number of constraints or only equality constraints. In other cases, a large number of different sets of search direction was needed (cf., SIPOW2/2M/3). It is important to have the capability to handle degenerate vertices; 12 (19%) of the problems that were solved required CDDLIB to generate search directions.
The total number of search directions required at any single iteration (D-MaxSize) was 2n or less in 55 (87%) of the cases. The number of search directions can be larger than 2n if constraint degeneracy is encountered and/or additional search directions are appended in Step 23. Problem OET3 required 107 at a single iteration. The need to append search directions (D-Appends), which is unique to the asynchronous method, occurred in 3 (4%) cases. We attribute this to the benefits of choosing a small value of max .
Group 2: 11-100 variables.
Of the 24 problems in this category, we were unable to identify feasible starting points in 2 cases, so we ignore these for our analyses. We were able to solve 16 (73%) of the remaining 22 problems. The problem of encountering an empty tangent cone, which happened in 3 cases, is like the situation shown in Figure 2.1(d) . It can happen as a function of poor scaling of the variables when max is too large. Problem MAKELA is famously degenerate and requires 2 20 +1 generators [24] . On only one problem, KSIP, was the difference in solutions between APPSPACK and SNOPT greater than 10 −6 . Five problems (31%) require more than 50,000 function evaluations. We can only hope that such behavior does not typify real-world problems with expensive evaluations. As noted previously, the number of evaluations will be greatly reduced if Δ tol is increased.
The number of search directions exceeded 2n for 5 problems. The problem KSIP required 4144 search directions at one iteration. The problem DUAL1 required 137 appends to the search directions.
We have selected a subset of these moderate-sized problems to compare the synchronous and asynchronous approaches. A major motivation for the asynchronous version of GSS is to reduce overall parallel run time. In our experience, many real-world problems have function evaluation times that are measured in minutes or hours and that vary substantially from run to run. In these cases, load balancing is a major issue. In these comparisons, the synchronous is the same algorithm (and software) except that all trial point evaluations must finish before the algorithm can proceed beyond Step 8, i.e., Y k = X k . This comparison may not be ideal but, to the best of our knowledge, there are no other synchronous parallel versions of pattern search or GSS to which to compare.
Ideally, we would compare these methods on a collection of real-world problems, but no such test set exists. We have used this method to solve real-world problems, but none that is appropriate for publication. Thus, we compare these methods on a subset of the CUTEr test problems. To make this more like real-world problems, we add a random time delay of 5 to 15 seconds for each evaluation which corresponds to a difference of 3 times between the slowest and fastest evaluations; this is very realistic in our experience. An advantage of this approach is that it is reproducible. We ran each problem on 5, 10, and 20 processors. Table 5 Although the asynchronous code did more function evaluations overall, the total time to solution was reduced in every case save 2 (PORTFL4 on 5 processors and LOTSCHD on 20 processors). Thus the asynchronous approach not only gained more information in less time but solved each problem in less time. This suggests that comparisons between asynchronous methods and synchronous methods based merely upon function evaluations do not tell the whole story.
Note that for the sake of time, to demonstrate this feature, we have used relatively low time delays of 5-15 seconds. In real-life problems these time delays can be measured in minutes, hours, and even days.
Group 3: 101-1000 variables.
Though the primary focus of our numerical section is on the subset of the CUTEr test problems with 100 variables or less, we did explore the possibility of solving even larger problems. In this case, we were able to solve 11 (48%) of the 23 problems. On problem STATIC3, both APPSPACK and SNOPT detected unboundedness when the objective value dropped below −10 9 and −10 14 , respectively. The remaining 10 problems had bounded objective values. On 5 of the bounded problems we did worse than SNOPT, and on 5 problems we did as well with the largest of these having 505 variables and 1008 inequality constraints.
For the problems we could not solve, we suspect that the issue depends largely on the effects of inadequate scaling-i.e., the different parameters are based on entirely different scales and cannot be directly compared. As a result, our check for feasibility of the trial points fails because it depends on the scaling, but we do not have complete scaling information (which was the case in all four failed problems) because bound constraints are not specified. In practice, we would rely on problem-specific information provided by the scientists and engineers.
The maximum number of function evaluations being exceeded was due to the curse of dimensionality; that is, the lower bound on κ(G) from (3.2) drops to zero as the number of variables increases, meaning that the search directions do not do as well at spanning the feasible region. For example, in the case of unconstrained optimization, κ(G) degrades like 1/ √ n [18] . However, we were able to solve problem HYDROELS, with 169 parameters, by using only 9,922 function evaluations.
Improving performance of GSS.
In this section we suggest some strategies to improve the performance of GSS, especially in cases where GSS fails to converge normally. As examples, we consider all CUTEr test problems with 100 or fewer variables that exit abnormally using the default algorithm parameter settings; this accounts for 11% of the problems.
Modifications were made to the following input parameters to improve performance: s, the scaling vector; Δ tol , the final step tolerance; x 0 , the initial point; and α, the sufficient decrease parameter. There are two additional parameters that can be used in specific situations: f tol , the function value tolerance; and mach , the tolerance on constraint feasibility. Both of these parameters are adjustable in APPSPACK. The function tolerance parameter f tol is standard in optimization codes and allows the algorithm to exit if the current iterate satisfies f (x k ) < f tol . This parameter defaults to −∞ in APPSPACK. The parameter mach is used to define constraint feasibility and defaults to 10 −12 . Because of numerical roundoff, any algorithm that uses nullspace projections to remain feasible must, for practical purposes, permit small nonzero constraint violations.
By tuning these six parameters, APPSPACK exited normally for all problems in this category with results summarized in Table 5 .6. Scaling is, in general, a problem for derivative-free methods that do not estimate the gradient. This makes it the first place to look for improvements. Because both HS268 and S268 lacked bound constraints, no scaling was used (see section 4.1). Ideally, an appropriate scaling vector can be determined from knowledge about the underlying application. Barring that, we can sample the objective functions around the initial point. Defining reduces the number function evaluations from more than one million to less than 36,000 for both problems. Decreasing the final step tolerance is normally used to increase solution accuracy; however, decreasing this parameter can also be beneficial when an empty tangent cone is encountered, as was the case for SIPOW4, DEGENLPA, and DEGENLPB. An empty tangent cone indicates that the corresponding -active constraints spans R n as Figure 2 .1(d) illustrates.
Step 13 in Algorithm 1 implies that is bounded below by the smallest step size δ k+1 that is in turn bounded by Δ tol . Hence, decreasing Δ tol relaxes this bound and can reduce the final number of -active constraints. For DEGENLPA and DEGENLPB, reducing Δ tol alone was insufficient; therefore, the scaling vector was also reduced so that even fewer constraints were identified as active.
Another option is to try different starting points. These can be generated, for example, by doing a sampling in parameter space and choosing the best feasible point. In the three problems where this proved successful, we obtained a different starting point by using a different technique to project the infeasible CUTEr point to the feasible region. An alternate feasible starting point is generated by "snapping" the original infeasible point to the boundary, as described in section 4.3. This technique is not always guaranteed to produce a feasible point but did so for the three problems under consideration here.
Both QPNBLEND and QPCBLEND benefited from a different starting point. However, both runs still resulted in an error: no trial points. This typically occurs because the projection of the trial points onto the equality constraints is not exact enough. This can be remedied by increasing the parameter mach , as described above, thereby loosening the required tolerance.
Problem AVION2 also benefits from a different starting point but still requires a large number of function evaluations. This is because the sufficient decrease tolerance is too loose and new iterates with only miniscule improvements in the function value are accepted. In this case, we observed that the function values were all relatively large and so increasing α would force more improvement for accepting new best points.
The final problem in this category is MAKELA where the tangent cone at the solution is degenerate, requiring over 2 20 generators. This is fundamentally unrepairable for GSS; however, we can do a workaround. If the user happens to know the target objective value, then we can specify the function tolerance f tol . Making this change for MAKELA enables the method to exit successfully.
The following problems had best and worst objective values (found over ten averaged runs) that differed by a value greater than 10 −5 : HS268 had a maximum difference of .003, S268 had a maximum difference of .005, and DEGENLPA had a value of 3.06 for one run and 4.59 for the remaining nine runs.
Conclusions.
We have presented an asynchronous generating set search algorithm for linearly constrained optimization that is provably convergent to first-order optimal points; furthermore, we have demonstrated an implementation that is effective on a wide range of CUTEr test problems. This paper serves to bridge the gap between existing synchronous GSS methods that support linear constraints [18, 24, 25] and asynchronous GSS methods that support bound constraints [11, 17] . The synchronous methods work with a single step size at each iteration and so need only consider one tangent cone at a time, though that tangent cone may change from iteration to iteration. The asynchronous methods for bound-constrained problems rely on the fact that, even though multiple step sizes are in play, a single fixed set of generators is sufficient in all situations, namely, the coordinate search directions. In this paper, we bridge the gaps between these two approaches. We develop a strategy to handle multiple tangent cones simultaneously by appending additional search directions when needed.
In addition to theoretical results, we have also provided practical implementation details that can impact overall efficiency and performance, including scaling, function caching, snapping to the boundary, augmenting search directions, and direction caching. All enhancements have been implemented in version 5 of APPSPACK. Additionally, we expect function and direction caching to be useful when supporting nonlinear constraints such as [19] , where a sequence of related optimization problems is solved for the same set of linear constraints.
We have also provided an extensive numerical study of the ability of GSS methods to handle linear constraints, extending results in [24, 16] . To the best of our knowledge, this is the most extensive study of direct search methods for linearly constrained optimization problems. In practice, GSS methods are typically applied to problems with 100 or fewer variables. On CUTEr test problems of this size, with default parameter settings, APPSPACK is able to solve 89% of the problems. With minor changes to the input parameters we were able to obtains solutions for the remainder of these problems. Thus the numerical results demonstrate the ability of GSS methods to reliably obtain (as theory predicts) optimal objective values on problem sizes that are typical in practice for this approach. It is worth noting that, while GSS methods appear be restricted by problem dimension, they are able to handle a large number of constraints. Furthermore, we have once again [15, 17] shown the benefits of the asynchronous approach, which nearly always reduces the overall execution time, in many cases by 25% or more.
