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Abstract. Interactively creating and editing 3D content requires the manipula-
tion of many degrees of freedom (DoF). For instance, docking a virtual object 
involves 6 DoF (position and orientation). Multi-touch surfaces are good candi-
dates as input devices for those interactions: they provide a direct manipulation 
where each finger contact on the table controls 2 DoF. This leads to a theoreti-
cal upper bound of 10 DoF for a single-handed interaction. 
With a new hand parameterization, we investigate the number of DoF that one 
hand can effectively control on a multi-touch surface. A first experiment shows 
that the dominant hand is able to perform movements that can be parameterized 
by 4 to 6 DoF, and no more (i.e., at most 3 fingers can be controlled inde-
pendently). Through another experiment, we analyze how gestures and tasks are 
associated, which enable us to discover some principles for designing 3D inter-
actions on tabletop.  
 
Keywords: 3D manipulation, multi-touch interaction, tabletop interaction, ges-
ture-based interaction 
1 Introduction 
The interactions used to create or edit 3D content need to control simultaneously a 
large number of degrees of freedom (DoF). For instance, the classical docking task 
(i.e., de!ning the position and orientation of an object) requires the control of 6 DoF. 
The recent rise of tabletop devices seems promising for enabling such 3D interactions. 
Indeed, those devices have a number of desirable properties: !rst, despite the mis-
match between the 2D nature of the input and the 3D nature of the virtual objects to 
be manipulated, tabletop interaction is closer to traditional shape design tools (such as 
pencil and paper, or modeling clay on a support table) than many 3D input devices, 
requiring to be hold in mid-air. Resting on a horizontal table induces less fatigue, 
allowing longer periods of activity. It also enables more precise gestures. Lastly, with 
the advent of multi-touch devices, the number of DoF that can be simultaneously 
controlled on a tabletop device is high: since each fingertip specifies a 2D position, 
the use of a single hand theoretically allows the control of 5 fingers " 2D = 10 DoF. 
 
 
This value of 10 DoF is clearly an upper bound of the actual number of DoF that a 
user can simultaneously manipulate with a single hand. Several evidences show that 
the actual number is lower: so far, no multi-touch interaction uses the positions of the 
!ve !ngers of a hand to control 10 parameters of the object being manipulated. Our 
common sense tells us that our !ngers are not totally independent, since they are 
linked by the hand, and moreover that even for movements that would be physically 
doable, we can hardly control each !nger independently.  
To analyze gestures and DoF, using a new hand parameterization, we successfully 
decomposed gestures into elementary motion phases, such as translation, rotation and 
scaling phases.  Such phase analysis method permits us to investigate fundamental 
behaviors of hands and gestures.  
A !rst goal of this paper is to evaluate the upper bound of the number of DoF that 
can be simultaneously controlled by a hand on a multi-touch device. This is done 
through an experiment that con!rms and re!nes what our common sense, as well as 
what the corpus of current multi-touch interaction techniques tell us: the number of 
DoF of the hand on a surface is between 4 and 6.  
A second goal of the paper is to study how those DoF can be mapped to actual 3D 
manipulations, i.e., which interactions are the most efficient to exploit those DoF.  
Despite interaction with 3D content on tabletops is not “natural”, in the sense that 
there is no consensus among participants on how nontrivial 3D manipulations should 
be performed through 2D gestures, through another experiment, we discover some 
principles for designing 3D interactions on tabletop, which enable us to disambiguate 
3D content manipulations. Possible manipulations correspond to navigation tasks 
(when the point of view is manipulated), object positioning tasks (i.e., object transla-
tion, rotation or scaling) and object deformation tasks (i.e., stretching, compressing or 
bending some part of an object).  
Finally, to compare and validate our research, we investigate how the new phase 
analysis method fits with the other recent results on multi-touch devices. 
2 Related Work 
The !rst manipulation tool humans ever use is their hand, which enables them to 
touch, grab, pinch, move, or rotate many objects. Thanks to multi-touch devices, these 
abilities are nearly extended to the digital world.  
Before creating a 3D user interface for multi-touch device, understanding the hand 
gesture is mandatory. Two aspects need to be studied: the hand gestures themselves, 
and the mapping between these gestures and tasks. 
2.1 Hand/Finger Dependencies 
Hand gesture analysis is a broad topic connected to many research fields. Every area 
we have explored notes dependences between !ngers while performing a movement 
or a task. From a mechanical point of view, the hand consists of twenty-seven DoF, 
although biologically speaking, !ngers are linked together by tendons and nerves and 
so on [1]. Neuroscientists note that a majority of hand movements can be described 
using two principal components [2]. Martin et al. observe dependence between !ngers 
during voluntary and involuntary !nger force change [3].  
 
 
2.2 Multi-touch Interactions 
The manipulation of 3D contents on tabletop is a recent research topic. Hancock et al. 
compared different techniques to manipulate 3D objects with one, two or three 
!ngers [4]. They extended the RNT (for Rotation ‘N’ Translation) algorithm [5], and 
showed that, using spatial modes, one touch input is sufficient to control 5 DoF, while 
three touch inputs enables the decoupling of interactions and thus becomes more user-
friendly. Martinet et al. described techniques to translate 3D objects along the depth 
axis using a !nger of the non-dominant hand together with a unmoving dominant 
hand [6].  
Those works are just two examples of the many 3D user interfaces using tabletop 
(e.g., [7–9]). A common characteristic of those interactions lies in the limited number 
of !ngers used to manipulate the objects. Indeed, three !ngers by hand are used to 
interact with the virtual environment for the most complex tasks, and the use of the 
!ve !ngers only occur if the gesture performed is simple (a global translation and/or 
rotation involving the whole hand).  
This rule even holds for interaction techniques designed for tasks more abstract 
than the manipulation of 3D contents like contextual menus that visualize information 
[10], or that enable the selection of tools or the switching of modes for manipulating 
objects [11, 12]. Again, all these interactions, while designed speci!cally for multi-
touch devices, use at most three !ngers by hand. Bailly et al.’s works about !nger-
count menus is a rare exception to this general pattern [13, 14]. Indeed, the number of 
finger corresponds to the number of the selected field in the menu. 
2.3 Hand Gestures Analysis 
In the context of multi-touch devices, hand gestures have been analyzed in conjunc-
tion with their mapping to particular tasks. Wobbrock et al. studied the “naturalness” 
of such mapping by letting users de!ne gestures for a given set of tasks [15, 16]. Cohé 
et al. focused their analysis on object positioning tasks, and demonstrate the im-
portance of finger starting points and of hand forms and trajectories [17].  
In contrast, gestures are analyzed by phase analysis techniques. Nacenta et al. stud-
ied gestures during object positioning tasks, and discover that an order of manipula-
tion exists [18]. One goal of this paper is to discover principles in order to develop 3D 
interactions based on phase analysis techniques.   
3 Understanding Hand DoF on a Surface 
To get a better understanding of possible hand gestures when the !ngertips are con-
strained to remain on a table, we ran a !rst experiment that does not involve any 3D 
task. Since our goal was to estimate the number of DoF a user is able to simultaneous-
ly control with a single hand, we asked participants to use their dominant hand to 














Fig. 1. To analyze hand gestures, we asked users to move their !ngers from speci!c initial 
positions to speci!c !nal positions. 
 
The gesture is speci!ed by a starting position and an ending position. Those positions 
consist of !ve circles, each circle (resp. labeled with 1, 2, etc.) representing the posi-
tion of a !nger (resp. the thumb, the fore!nger, etc.), as depicted on Fig. 1.a. Once a 
!nger is correctly positioned, the corresponding circle turns green. Once all !ngers 
are correctly positioned, the circles vanish, and the ending position appears. Then, the 
participant has to move his/her !ngers to match the ending position, while keeping all 
!ngers in contact with the surface. She/he can take as much time as she wants to per-
form each gesture. 
The experiment was composed of thirty-seven trials. Those thirty-seven gestures 
are designed to be of various complexities: the simpler ones only involve movements 
of the whole hand, while the more complex ones involve the combinations of both 
hand movements and individual uncorrelated !nger movements. Our set of gestures 
set was designed by testing in a preliminary study a comprehensive combination of 
elementary movements, and by discarding those that were too difficult to perform. 
For the !rst ten trials, an animation between the starting and the ending position 
was shown to the user prior the trial, whereas for the other trials, no path was suggest-
ed. The participants were not asked to follow the suggestion, and its presence had no 
noticeable effect on the results we report below.   
3.2 Apparatus & Participants 
This experiment was conducted on a 22’’ multi-touch display by 3M (473 " 296 mm, 
1680 " 1050 pixels, 60 Hz, 90 DPI). The software was based on the QT and Ogre3D 
libraries.  
31 participants, composed of 8 women and 23 men, were tested. Average age was 
30 (min. 22, max 49). All participants had normal or corrected to normal vision. For 
left-handed participants, the experiment was mirrored. Participant’s background was 
variable, and not only computer scientist background. Participants’ experience with 
3D applications, and tactile devices was variable, but this was not an issue, as the goal 
of the experiment was to get some understanding of fundamental physical behavior.  
 
 
3.3 New Parameterization for Hand Analysis 
During each trial, the trajectories of the tip of the !ngers were recorded. To analyze 
gestures, we de!ne the following parameterization of the hand: we use the position of 
the thumb as the origin of a local frame, in order to simplify the decomposition into 
phases. The !rst axis of the frame is given by the thumb/fore!nger direction of the 
starting position. Therefore, the hand position is given by the local frame (2 DoF for 
the position of the origin), and by the position of each !nger in this frame (0 DoF for 
the thumb as it is always at the origin, 2 DoF –distance and angle– for the other 
!ngers). 
The position of each !nger in the local frame is parameterized by a couple (Ri, Si) 
–for rotation and scale– where Ri is the angle de!ned by the !nger of the local frame 
(i.e., the angle between the thumb/fore!nger direction at the starting position and the 
thumb/!nger direction at the current position); and Si is the ratio between the current 
distance to the thumb of the !nger and its distance to the thumb at the starting posi-
tion (Fig. 2). With these de!nitions, a simple translation of the hand keeps the couple 
(Ri, Si) constant (only the origin of the local frame changes); a rotation of the hand 
changes all the Ri by the same amount but does not impact the Si. In contrast, a pinch 
gesture will only impact the Si, making them decrease from 1 (!ngers at the same 
distance from the thumb than while resting in the starting position) to a value smaller 















Fig. 2. Hand parameterization: definition of Ri and Si 
3.4 Results 
A !rst look at the traces produced by participants’ !ngers con!rms an intuitive hy-
pothesis: hand gestures on a table can be decomposed into global motion phases 
(Fig. 3) and some local motion phases. 
 
3.4.1 Global Gestures 
The global part consists of the position of the hand (hand translation), its orientation 
(hand rotation), and how much it is opened (hand scaling). We quantify those parts 
 
 
using the hand translation (T) as the position of the origin of the local frame (i.e., of 
the thumb); and the hand rotation (R) (resp. scaling (S)) as a weighted barycenter of 
the Ri (resp. Si). The weights are chosen to reduce the impact of a !nger that is far 
from the others (i.e., to provide a kind of continuous median value), e.g., for R:  
!
R = ∑i wiRi
∑i wi









Fig. 3. Global variations (top), and corresponding phases (bottom), during a gesture: variations 
of translation, rotation and scaling.  
 
We then de!ne phases as periods of time during which a significant variation oc-
curs for those variables, i.e., their !rst derivative is above a threshold (i.e., threshold 
are respectively 0.005, 0.5, and 0.001 for translation, rotation and scaling). Fig. 3 
shows the variation of T, R and S while performing a gesture (top), and the corre-
sponding phases (bottom). The pattern formed by this example is typical of what can 
be observed: there is a single phase for the translation, while the rotation and scaling 
are achieved during several phases (typically less phases are needed for R than for S). 
The different phases start roughly at the same time but end in this order: !rst T, then 
R, and then S. This pattern is similar to the one observed by Nacenta et al. [18], since 
what they call “period of maximum activity” are the second phase for R and the se-
cond or third phase for S.  
 
To further validate this order of manipulations, we can look at the number of phas-
es needed to validate the trials. Fig. 4 summarizes those results: for more than 93% of 
the cases, users need a single translation phase to correctly position their hand; while 
a correct rotation is achieved within a single phase for 68% of the trials and a correct 





Fig. 4. Percentage of tasks where 1, 2, 3, 4, 5 or more phases are required among all tasks 
and participants for translation (T), rotation (R) and scaling (S). 
 
 
Thus we think that hand gestures can be decomposed into sub-parts that have dif-
ferent degrees of stability: from the most stable motion (global translation) to the less 
stable motion (one finger motion). For instance (Fig. 5), the global translation is the 
easiest to get right (1 phase only), without any interference afterwards. On the contra-
ry, global translation could induce interferences on rotation (first rotation phase), 
before that the major rotation motion is performed (second rotation phase). As transla-
tion and rotation are simultaneously performed, sometimes rotation motion has to be 




Fig. 5. Phases superposition for the Fig. 3 example. 
 
 
3.4.2 Local Gestures 
The local parts of gesture are the components of individual !nger movements that are 
not explained by the global T, R and S described above. A !rst look at the data shows 
that those local parts are mainly movements performed by the middle, ring and little 
!ngers. To get a better understanding of those movements, we concentrate our analy-
sis on the trials in which users had to perform movements involving only a subset of 




Fig. 6. Average percentage of time spent for moving a single finger, more than other fingers 
including/not including the index finger for tasks involving the motion of one or more fingers 
among the last three fingers only.  
 
For those tasks, Fig. 6 shows the proportion of time spends moving a single !nger 
(# 50% of the time), the time spends moving more than one !nger, including and 
excluding the index !nger (# 25% each). We can note that those proportions are 
roughly the same whether the participants are asked to perform a scaling task, i.e., to 
control the Si (top) or a rotation task, i.e., to control the Ri (bottom). It is also interest-
ing that the movement of one (or more) of the last three !ngers involves the motion of 
the index !nger despite that in those tasks the index !nger was not supposed to move. 
This shows how it is difficult for users to control the three last !ngers simultaneously 
and independently. The interdependence between those !ngers is consistent with the 
study conducted by Martin et al. [3]. 
To further investigate the interdependencies among the last three fingers, we split 
the trials into three groups, depending on the number of !ngers the users have to 
move among the middle, ring and little !ngers. Fig. 7 shows for each group (vertical-
ly: 1F, 2F, 3F), the relative time spent moving 1, 2 or 3 of those !ngers. It is interest-
ing to note that even when asked to move a single !nger (1F), the participants spend 
more than 30% of their time moving two or more !ngers. On the other hand, when 
participants have to perform the same motion for the last three !ngers (3F), only one 
third of the time is used to move the !ngers together, while # 40% of the time the 
!ngers are moved individually.  
This con!rms that the three last !ngers cannot be used to control something inde-
pendently of the index !nger, even if they are used together as a whole. Such depend-
encies induce difficulties for users to efficiently control the hand 10 DoF, and de-
crease this upper bound around 4 or 6 DoF (two or three independent fingers).  
 
Fig. 7. Average percentage of time spent for moving 1, 2 or 3 fingers among the last three 
fingers, when the user is asked to move 1, 2 or 3 of them (1F, 2F, 3F) 
 
 
4 Mapping Gestures and 3D manipulation 
We ran a second experiment to understand the most natural mapping between 2D 
gestures and 3D tasks. Recent researches have focused either on navigation tasks 
(e.g., [4, 6]) or object positioning tasks (e.g., [7, 15]). Mixing both kinds of task in-
creases the number of possible mapping. Therefore, one of our goals was to discover 
if the implicit information included in an interaction could be used to automatically 
switch between interaction modes, rather than having to provide explicit widgets for 
mode selection 
4.1 Tasks 
Fig. 8. a) Example of setting for discovering fundamental behavior for navigation / object posi-
tioning tasks. An animation is shown on one screen (left), while users perform gesture on se-
cond screen (right). b) Similar setting for object deformation tasks. 
  
The participant observes an animation of the desired task on the !rst part of the screen 
(Fig. 8a, b) (left)), and then he/she performs a gesture of their choice to perform this 
task (right). The experiment was composed of thirty-six trials, divided into three clas-
ses: eleven navigation tasks, nine object positioning tasks and sixteen object defor-
mations tasks. For navigation or object positioning tasks, the scene was composed of 
two cubes, a grid, and a background picture (Fig. 8a). For object deformations, only 
the grid and 3D object were shown (Fig. 8b). 
4.2 Hand Phase Analysis 
The analysis process performed for the first experiment was reproduced with little 
differences. However, we had to adapt the hand parameterization to the number of 
fingers in contact with the table. Contrary to the first experiment, where each finger 
could be identified by the starting position, all interactions did not always involve the 
five fingers (e.g., the thumb was not always used).  
The first experiment demonstrated that the thumb is usually the most stable finger 
(this was our reason for using it as origin of the local frame). Therefore, we assumed 
the thumb to be the one that was moving the less (this assumption can be wrong when 
the gesture is a translation, but this is non-issue, since all the fingers are being moved 
the same way in this case). The other fingers do not need to be distinguished. We also 





4.3.1 Hands/Fingers Uses 
To deeper investigate the efficient DoF a hand can control, we first observe that 
only three participants used more than 3 fingers by hand. Those cases mostly involved 
navigation tasks. In more details, when participants involved more than 3 fingers to 
manipulate the 3D contents, the principal phase of their interaction corresponds to 
translation phase (i.e., the most global motion). On average, fewer fingers by hand are 
used to handle objects than to navigate (Table 1). The difference between numbers 
can be explained by the use of the second hand. Further explanations are developed in 
the next section. 
 


















Navigation          
Translation /xy 1.5 2.5 03 1.0 Sym. 1.2 0.1 2.0 Tr./- 
Translation /z 1.9 2.9 46 1.7 Sym. 1.5 0.1 1.0 Tr./Sym. 
Rotation /xy 2.3 2.8 52 1.4 Sup. 1.1 0.3 1.5 Tr./Sup. 
Zoom 1.6 3.5 54 1.8 Sym. 1.5 0.1 1.2 Tr./Sym. 
Zoom to Object 1.2 3.0 40 1.6 Sym. 1.5 0.2 1.1 Tr./Sym. 
Object Positioning          
Translation /xy 0.2 1.2 00 - - 1.0 0.1 0.3 Tr./- 
Translation /z 0.5 2.1 24 1.3 Sup. 1.2 0.1 0.6 Tr./- 
Rotation /z 0.5 2.3 00 - - 0.7 1.1 1.9 Rot2./- 
Rotation /xy 0.7 2.3 57 1.1 Sup. 0.9 0.1 0.9 Tr./Sup. 
Scaling 0.4 3.0 19 2.5 Sym. 1.4 0.4 1.0 Sca2./- 
Obj. Deformation          
Extrusion  - 1.6 42 1.4 Sup. 1.1 0.1 0.2 Tr./Sup. 
Bending /z - 2.2 19 1.3 Sup. 0.2 0.9 1.2 Rot1./- 
Bending /xy - 2.3 77 1.2 Sup. 0.7 0.2 0.2 Tr./Sup. 
Local Scaling - 2.4 21 1.8 Sup. 0.9 0.2 1.3 Sca2./- 
Deleting - 1.2 11 1.5 Sup. 1.1 0.0 0.2 Tr./- 
New Object - 2.6 17 1.3 Sup. 1.4 0.2 1.4 Sca2./- 
Object Selection          
Selection 0.5 1.0 - - - - - - *see 4.3.2 
Table. 1. Second Experiment results. 
However, many users interacted using both hands. From our observations, the non-
dominant hand had two main functions: a support function (Sup.) (e.g., frequently 
indicating the parts of the scene that should not move by keeping a still hand on 
them); or a symmetric function (Sym.) (e.g., doing symmetric gestures with both 
hands for scaling). The support function is most frequently used, specifically on ob-
 
 
ject manipulation tasks where it is used to maintain some objects or some part of the 
object of interest in place. 
 
4.3.2  Modes Disambiguation 
The vast majority of users (87%) performed ambiguous gestures, i.e., used similar 
gestures for two different tasks. This leads us to look for ways to disambiguate those 
gestures. 
A first clue for disambiguation is the location of the fingers at the start of the ges-
ture: the first finger is hardly put on or around an object when a navigation task is 
involved (distance > 1, Table 1), directly manipulating on the background image. 
Furthermore, the grid is sometimes manipulated to perform indirectly navigation tasks 
such as panning along the depth axis. On the other hand, object manipulations typical-
ly start in or nearby the object (distance < 1). Although this criterion enables us to 
distinguish navigation tasks from object manipulation tasks, further investigation has 
to be done to disambiguate object positioning from object deformations. 
A second clue for disambiguation is the number of fingers used. The average num-
ber of fingers involved to navigate is about 3 while this number decreased to 2 for 
object positioning. Though, the non-dominant hand gives the most relevant number of 
fingers: 1 finger used for navigation, no finger for object positioning and 1 or more 
for object deformation. In a large proportion, the non-dominant hand fingers reached 
the border of the screen for navigation tasks when it has a support function. 
Therefore, the different modes could be automatically distinguished during user in-
teraction by mixing these two criteria: a finger-count method [13] would give the 
selected interface mode, while finger locations could tell to which object the interac-
tion is to be applied, if not to the whole scene. 
 
4.3.2 Group Selection 
Another issue investigated is how a transformation could be applied to a couple of 
objects. The same gesture was usually performed for both objects (# 75% of users), 
each object involving one hand. But this does not scale to more than two objects, and 
cannot be applied to gestures requiring both hands. 
Instead of simultaneously/sequentially manipulating the different 3D contents, 
fewer participants (# 20%) preferred to first select the object by clicking (or double 
clicking) before manipulation. Only two users performed a “lasso” gesture to select 
object before performing the transformation. After the object selection, the gesture 
was performed either on one of the object, or near the barycenter of the group. This 
leads us to conclude that a specific widget should be created to represent the selected 
group. 
 
4.3.3 Scaling Interferences 
During most tasks, the participants performed scaling phases while performing their 





Fig. 9. Gesture for a translation task and its phases. 
 
For instance, Fig. 9 illustrates the gesture of a participant during a navigation task: 
a translation in the (x, y) plane. In this illustration, more than 90% of the motion was 
analyzed as translation phase, while short scaling phases occurred in parallel. As 
stressed when analyzing the first experiment, the stable and useful part of scaling 
motions usually takes place when the translation and rotation phases of a motion have 
ended. Therefore scaling phases should not be taken account when they occur concur-
rently to other phases, and the gesture in Fig. 9 should be interpreted as a bare transla-
tion. 
 
4.3.4 Navigation Tasks: Zoom vs. Depth Axis Translation 
Two consecutive trials were depth axis translation and zooming tasks. To distinguish 
the different kinds of trials, a background image was added to the 3D scene. Though, 
every user but two asked for the differences. Once answered, they mainly succeed to 
understand the shown transformation.  
Moreover, we can also notice that, although they did know the difference (as they 
asked for it), half of the participants still performed the same gestures for both tasks. 
 
4.3.5 Combining Different Manipulations 
 
Tasks % Sequential motions % Concurrent motions 
Translation + z/Rotation 58% 42% 
Translation + xy/Rotation 79% 21% 
Translation + Scaling 61% 39% 
Table. 2. Table illustrating whether users prefer to separate the different motion (left), or not. 
 
Some tasks of the experiment consisted in combining elementary motions – for in-
stance, object translation and rotation. In order not to influence the participants, and 
leave them free to invent their own interaction mode, only a before/after animation 
was shown in this case. Analyzing data by phase analysis techniques enables us to 
easily distinguish whether users prefer to perform each “elementary” motion sequen-
tially, or simultaneously. The results are gathered on Table 2.  
 
 
In two third of the cases, participants preferred to decompose gestures into “ele-
mentary” ones. This is consistent with Martinet et al. work [19]. In details, performing 
a translation and a depth axis rotation are mainly decomposed into a translation and a 
rotation phases. The higher number of participants performing simultaneously these 
two phases (42%) are consistent to Wang and Nacenta works [18, 20], as these two 
phases slightly interferes each other. On the other hand, when translation is coupled 
with a rotation along the other axis, the phase analysis mainly identified two transla-
tion phases; the second phase corresponding to the second hand gesture: a trackball 
like rotation (see further details in the next section) [21]. 
 
4.3.6 Starting Finger Positions for Deformation Tasks 
We already observe that starting positions of fingers is relevant in order to disambigu-
ate navigation from object manipulation tasks. Further investigations about fingers 
starting positions have been performed for object deformation tasks.   
When participants use their non-dominant hand, their fingers typically remain far 
away from part of the object that is deformed (even sometimes at the opposite side). 
By performing such gesture, participants keep in place the object, while she/he works 
on a region of interest of the object –such as designers keep in place their paper while 
drawing [22].  
However, the dominant hand gestures are typically performed around the deformed 
object. For instance, on bending tasks, the thumb position corresponds to the center of 
rotation, and remains static, while a rotation gesture is detected by phase analysis 
(Table 1). Local scaling (such as stretching or compression tasks) is typically per-
formed by a shrink gesture, where the gesture barycenter is located nearby the center 
of the part of the object that is being deformated. 
 
4.3.7 Noticeable Gestural Design Pattern 
As we already observed, a majority of users performed ambiguous gestures, and 
therefore the interface need some disambiguation between modes. On the opposite, 
we note that some manipulations can be linked together, enabling us to identify typi-
cal gestures and a gestural pattern for each mode.  
 
Gestures Translation Rotation 1 Rotation2 Scaling 1 Scaling 2* 





     
Fig. 10. Five typical gestures for one hand interaction, identified through our experiment. Scal-





Once phases are analyzed, hand gestures on a surface can be easily classified into 5 
main classes (Fig. 10). Due to scaling interferences, no gesture is identified when all 
three phases are detected. On the contrary, the detected gesture is Rotation 2. In Table 
1 (last column), we associate each task of the user study to the corresponding typical 
gestures for the first hand. 
 
The gestural pattern is summarized in Table 3. On the first hand, manipulations 
that transform the scene/object on the 2D screen plane mainly used one-handed ges-
tures (e.g., translation/extrusion along x, y axis tasks are performed by one hand trans-
lation gestures). Scaling manipulations can be gathered into two possible gestures, 
which both represent a shrink gesture, either performed by one or two hands. 
Table. 3. Table grouping a set of action – either usable on navigation tasks, or object position-
ing/deformation tasks – and the users associated gestures. 
On the other hand, manipulations that required depth axis motions need more at-
tention. For instance, rotation tasks are usually performed with two hands: one hand is 
keeping the object in place, while the second hand is “pushing” the object, like in the 
trackball technique [21]. Though, manipulations that correspond to a translation along 
depth axis are outsiders: no gesture was consistently used to perform these tasks. 
Using such a gestural design pattern for all 3D multi-touch interfaces would be a 
real advantage, since users would need to learn the pattern only once, and would im-
mediately be efficient with new tools.  
5 Comparison with, and Application to Previous Work 
 
5.1 Other Multi-touch Gestures Analysis: Cohé and Hachet Work. 
Cohé and Hachet recent research lead them to another approach of understanding 
gestures for manipulating 3D contents [17]. Their paper focused on object positioning 
tasks.  
Their approach was to classify gestures using three parameters: form, initial point 
locations, and trajectory. They identified gestures by the number of moving/unmoving 
fingers (the form), their starting locations (initial point), and the kind of motion (tra-
jectory), while exploring object translation, rotation or one axis scaling tasks. 
For those tasks, while we used a different methodology, our results are largely con-
sistent with their findings:  in our case, form and trajectory parameters are considered 
by the phase analysis. Nearly all their classifications are coherent with the gestural 
pattern that we defined above. For instance, their rotation gestures (except for R3 and 
R8) are identical to our rotation phase.  Moreover, both papers observe that a majority 
of users prefer to start on or nearby the object.  
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The main difference is the parameters used to define the starting locations. While 
we only defined the neighborhood of object to distinguish between modes, they divid-
ed this parameter according to cube elements (faces, edges, corners and external). 
Both classifications bring their own advantages. Using cube elements to directly ma-
nipulate complex 3D content such as large triangular meshes would be meaningless. 
On the opposite, manipulating 3D content with 3D transformation widgets could al-
ways make use of cube like widgets, and therefore use the proposed decomposition. 
5.2 Direct Interaction Techniques: 1-, 2- and 3-Touch Techniques 
A first kind of 3D manipulation is interactions that are directly performed onto the 
objects. Hancock and Cockburn researches identify 3 techniques, based on the num-
ber of fingers used (which are extended by Martinet’s works for depth axis transla-
tion) [4, 6] . 
Their paper is focused on the comparison between three techniques that enable us-
ers to perform translations and rotations. The first technique, involving only one-
touch interactions, corresponds to an extension of the RNT algorithm [5]. By doing 
so, the interface can manipulate 5 DoF with a single finger. The second technique, 
involving two touch interactions, the first finger correspond to the RNT algorithm for 
translations and yaw motions, while the second finger is used to specify the remaining 
rotations. The last technique maps each group of motion to a specific finger – transla-
tion to the thumb, yaw rotation to the second finger and the remaining motions to the 
last finger. 
It is noticeable that they stop their comparison up to three-finger techniques that 
corresponds to our effective upper bound number of fingers. They compared the three 
techniques in two experiments. For both tasks, they concluded that the three-touch 
technique was the fastest to use, while the one touch techniques was the less efficient 
one.  
We will further focus on the differences between these methods, compared with 
our phase analysis method. Even though the one touch technique is the most stable 
gesture (as it can only provide translation phases), the technique suffers of DoF dis-
tinctions: all interactions are mapped to the same gesture. On the other hand, the 
three-touch technique easily decomposes translation and z-axis rotation to translation 
and rotation phases into the two first finger motions. Translation and rotation phases 
can be mainly performed at the same time, with little interference between them, so 
users are more efficient while performing such techniques.  
Though, the last finger suffers from the same issue on two and three touch tech-
niques. Indeed, as the roll and pitch rotation are mapped in the Cartesian frame, rota-
tion and scaling local phase are mixed during the last finger gestures. Therefore, per-
forming pure roll or a pitch rotation are interfering each other. 
5.3 Indirect Interaction/Widget Technique: tBOX Analysis 
Another kind of 3D manipulation involves a widget that acts as a proxy to the real 
object. 3D transformation widgets are commonly used in 3D applications. A recent 
example of 3D transformation widgets for multi-touch devices is the tBOX [7]. To 
 
 
easily manipulate 3D objects, they are enclosed in their bounding box that is made 
interactive. This is an extension of the standard manipulation widget (represented by 3 
arrows). The existing manipulations on objects are translation, rotation and scaling. 
All user gestures have to involve the cube widget – specifically the vertices, edges or 
faces of the cube. For instance, pushing a single edge performs rotations, while trans-
lating along edge performs translations. A shrink gesture on both sides of the tBOX 
widget represents a single axis scaling. 
The first observation about tBOX, once analyzed into phases, is that all object ma-
nipulations are translation phases only (scaling corresponding to one hand translation 
and a symmetric second hand role). In terms of stability, such gestures are the most 
efficient, as no interferences can occur. Moreover, such widget leaves a lot of possible 
interactions for other manipulations (such as deformations).  
To the tBOX authors mind, one goal of their interactions was to discriminate be-
tween rotation and translation. Therefore, users cannot efficiently switch between 
these two manipulations: they have to stop their first gesture and reach again the re-
quired edge. On the other hand, phase analysis based interface would permit to easily 
switch between these manipulations, maybe at the cost of stability.  
6 Discussion 
Theoretically, multi-touch devices offer the possibility of manipulating 3D scenes 
while simultaneously controlling many DoF: up to 20 actually, if the two hands were 
used. However, this upper bound is never reached. Because of the interferences be-
tween !ngers and to their restricted motion when moved in contact with a plane, 
complex gestures involving all !ngers are often unstable, and the time it takes to per-
form them would be prohibitive for an interactive use. 
As shown by the second experiment, users easily invent gestures to interact with 
3D content. Quite interestingly, they tend to use all !ngers for global hand gestures 
such as translation, rotation, and scaling, although two or three !ngers would be suffi-
cient (in this case, using all !ngers is easy, since there is no local hand motion to con-
trol). For more complex interaction gestures, users naturally limit themselves to one 
to three !ngers per hand. This leads us to the following methodological rules when 
designing 3D interaction on a multi-touch table: 
• Firstly, the number of DoF effectively controlled by the user (never more than 8 
for the two hands in our experiments) is actually much smaller than the number of 
DoF required for navigating, plus moving and deforming objects in a 3D scene. 
Therefore, using an interaction system based on several interaction modes is man-
datory. 
 
• Secondly, the number of !ngers actually on the device during the interaction 
gesture could be easily used to distinguish between simple navigation tasks, and 
more complex object positioning/deformation tasks: full hand interaction could be 
used to select and control navigation, since simple global gestures, which the user 
preferably performs with all !ngers, are sufficient in this case. For object manipu-
 
 
lation/editing tasks, the interface could disambiguate the required mode by count-
ing the number of finger on non-dominant hand. 
 
• As noted in our experiments, the location where the gesture starts is often mean-
ingful: users typically use it to select the object to which the action is applied. In 
addition to controlling object selection, the hand location at the start of the gesture 
could be another way of automatically selecting between navigation (if the gesture 
starts on the background) and object positioning (with some limitation for crowd-
ed scene, where some free background space would need to be arti!cially pre-
served for navigation). 
 
• Global phase analysis is quite coherent for mapping gestures and tasks: gestures 
are easily classified. Even more, a design gestural pattern for 3D contents manipu-
lations emerged from the experiments, which are reproduced inside each tested 
mode, and could be extended to any other 3D content transformation mode. 
Though, scaling phases should be analyzed independently, when the other gesture 
phases have stopped, as they can be produced as side effect of other phases. 
 
• Lastly, using the full hand to grab groups of objects on which to apply a gesture 
(such as all the objects covered by !nger tips, or by the convex envelop of !nger 
tip positions) would be a further extension of this technique. However, extra ges-
tures such as double-clicking with a !nger, or circling the object to select it (as 
done by some of our users), would be needed to add distant objects to the group.  
Future Work 
The first goal of this paper was to understand hand gestures on a surface. The phase 
analysis technique we proposed provides a simple, yet consistent way to analyze and 
classify gestures, especially regarding global hand motion. Therefore, an interesting 
direction for future research would be to develop new interaction methods directly 
relying on such phase analysis to drive task control. 
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