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This paper concerns graphs with exactly two orbits under the action of their automorphism 
group: let their sizes be p and q respectively where p sq, p = p’d. q = 4’4, and d = g&g q). It 
is shown that there is a finite set FR of pairs of natural numbers such that if G is a connected 
graph of genus g with complementary orbits of sizes p and q, then either p’s 2 o+ (p, q) E $ 
For connected planar and toroidal graphs the sizes of all complementary orbits are determined 
precisely, and the graphs which give rise to elements of F, and F,, are characterized. 
1. Isaroductim 
Suppose G = {V, a} is a simple graph with vertex set If and edge set 8, A one- 
to-one function f : Y + Y is an automorphism of G provided that f(u) is adjacent 
to f(u) if and only if u and 1.1 are adjacent vertices of G. The group of all 
automorphisms of G, Aut(G), induces a partition on V’. The blocks of the 
partition are called orbits, and two vertices u and 2, belong to the same orbit 
exactly when there is a function fc Aut(G) such that f(w) = u. G is rigid if the 
identity function is the only member of Aut(G). It is easy to verify that there are 
no rigid graphs with more than one vertex but fewer than six. Hence none of the 
partitions of sets of sizes two, three, four and five into singletons can arise as a 
partition of a graph into its orbits. All other partitions of finite sets can be 
construed as partitions of appropriate graphs into their orbits, as was demon- 
strated in IS] by som:: direct constructions. In fact, these graphs can be chosen to 
be planar or to be connected. 
The present paper began with the question of which partitions of finite setq can 
be construed as partitions of connected planar graphs. We use results of [2; 8, pa 
761 to solve the problem when there are only two orbits; the case of three or more 
orbits will be settled in a subsequent paper [6]. The two-orbit question has been 
considered by Griinbaum and Shephard [4] where they have posed the question 
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of determining all planar graphs with two orbits (called two-homeogonal). The 
determination has not yet been done:, and most certainly will involve a great deal 
more effort than was necessary in our work. 
A natural question is that of determining the partitions which arise as orbit sizes 
of connected graphs embedded on surfaces other than the plane. Unfortunately 
for graphs on the sphere plus one or more handle results analogous to those in [2, 
S] are not known; however careful use of the methods of these papers leads to 
results on graphs of positive genus. We obtain exact results for connected toroidal 
graphs with two orbits as well as some general finiteness results for graphs of 
genus two of more. 
A. graph is said to be an (xl, x2, . , . , x,J-graph if the cardinalities of its orbits 
arc the numbers x1, x2.. . . , and xk. A partition (x,, x2,. . . , xk) is said to be 
g- represerl&4e. g 3 0, if there is a connected (x,, . . . , x&graph of genus g. 
Our results concern graphs with exactly two orbits, that is (p., q)-graphs. For 
convcnicncc, the following notation k fixed throughout the paper: 
(il p cq. 
(ii) ,’ :i ‘j:, vrer-rtcst common divisor of p and q. 
(iii] ,a ,,i :’ i’ ;\pc the numbers such that p = p’d and q = q’d. 
Wc ?Gil J,~UVC the following theorems. 
Theorem 1. There is a corulected plar~r (p, q)-graph if urld only if either 
ti) p’ -= 1 ctnd q > 1. 
(ii) p’ z 2, or 
(iii) (p, q) E ((6. 8), (12, 20)). 
Theorem 2. There is (1 cortnected tororidal (p. q)-graph if and only if either 
lib p’ -= 1 arzd p + q 26 (except (p, q) f (1, 4)), 
(ii1 p’ = 2 cold Q+qa16. Or 
(iii) (p. qk ((3.4, (3, S)}. 
Thel3rem 3. For each genus g 3 0 there is c( jinike set FR of pairs of natural numbers 
w-h that if G is Q connected (p, cl)-graph of ptinus g, then either 
~1 p*CZ and q> 1. or 
(ii) (p. +E Fg. 
Thus Thcorcrns 1 and 2 determine F, for g = 0 and 1 and characterize all pairs 
(p. cl) which are 0 or l-representable; furthermore, those graphs which meet 
conditions (iii) will he characterized in the proof. 
The proof of these theorems is based largely on Euler’s Formula and on some 
standard results of topological graph theory. A proof of the former together with 
gcnclral graph theory results can be found in [ 13; more detailed topological facts 
can f>e found in 19, 1 I]. In Section 2 we prove the planar result. In Section 3 we 
pro* c t hc results for other surfaces; howevc r, the proofs of a few technical 
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lemmas are postponed to Section 4. Section 5 concludes with some related 
comments and open questions. 
We would like to thank most especially L&z16 Babai for valuable insights into 
this problem; he suggested Lemma 1 and its proof along with much of the overall 
outline of the proof of Theorem 3. We would also like to thank M. Albertson, D. 
Bean, F. Harary, H. Kierstead, A. Manaster and D. Sumner for stimulating 
discussions on these topics. Our interest ir the problem stems from the question 
of Harary which was resolved in [S]. 
2.3%Mr graph!3 
We begin by giving examples of co;lnected planar (~1 q)-graphs which satisfy the 
conditions of Theorem 1. 
p’ = 1. If p = d ) 2, take the graph shown ill Fig. 1, a d-cycle with q’ vertices of 
degree one adjacent to each vertex on the cycle. For p = d = 1 or 2 we use the 
graphs shown in Fig. 2. 
p’= 2. (p, q) = (2d, q’d), q’ odd and hence q’>2. If $ = 1, KZ,q is a suitable 
ev?mple. If d > 1, we take the graph shown in Fig. 3. 
(p, q) = (6,8). The graph in Fig. 4 can be obtained from the cube (or the 
octahedron) by creating a vertex for each face and for each corner of the cube, 
and by joining a face vertex with a corner vertex if the corresponding corner and 
face are incident. Henceforth we shall refer to this graph as C. 
Fig. 1. 
Fig. 2. 
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(p, 9) = (12,20). The graph in Fig. 5 is obtained from the dodecahedron (or 
the icosahedron) just as the graph in Fig. 4 is obtained from the cube; call this 
graph D. 
(Note that the same construction on the tetrahedron yields a cube with just one 
orbit of size 8.) 
Next we demonstrate he necessity of the conditions of Theorem 1. If a graph G 
has complementmy orbits P and Q where \PI = p and IQ\ = 4, we define the 
bipartite degree of a vertex to be the number of adjacent vertices which belong to 
the other orbit. It is immediate from properties of the automolphism group that 
the bipartite degrees of two vertices in the same orbit are the same. 
We recall Euler’s Formula and some important consequences, 
V-E+F’=2 
where V, E and F denote the number of vertices, edges and faces, respectively, of
a connected graph embedded in the plane. Furthermore, if the graph is bipartite 
2V-Ez=4 
and the average degree is bounded by 2E/V < 4. 
The following result holds for all graphs with complementary orbits, not just for 
planar ones. 
Lem 1, Let G be a bipartite (p, q)-graph with bipmtite degrees q’ and p’ 
respectiuely. Then Aut( G) acts transitively on the edges of G. 
Proof. It suffices to show that Aut(G) acts transitively on the edges incident with 
an arbitrary vertex v. Suppose u E P and consider one edge orbit 6 of G which 
includes j edges at II, j sq’. Then at each vertex in P there are j edges in 6 and k 
edges of 8 at each vertex in 8, k sp’. Then 101 =jp = kq whence j = q’ and 
k=p’. 0 
Proof of (the necessity of) Theorem 1. Let G be a connected planar (p, q)-graph; 
we may assume 2 < p’<q’. Suppose the bipartite degrees of vertices of P and 0 
are r and s respectively. The total number of edge& joining a vertex of P with a 
vertex of Q is 
rp’d =- rp = sq = sq’d. 
Since p’ and q’ are relatively prime, q’ 1 r and p’ f s. Since the minimum degree of a 
bipartite planar graph is at most 3, we have 
and we find s = 3. Thus it must be that p’ = s and q’ = r. 
Suppose we remove all edges of G which join two vertices in the same orbit; 
call the resulting graph G’. G’ may not be connected, but let H be a connected 
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component. H is bipartite with two complementary orbits and bipartite degrees q’ 
and p’= 3, as shown above. By Lemma I, H is edge-transitive and can be 
characterized by the following result. 
Sbeorem [2; 8, p. 761. The simple connected, planar edge-transitizw graphs are the 
foIlowing: a simple cycle, a Platonic graph, the line gruph of the cube or of the 
dodecahedron, a graph obtained from the above by multiplying each edge by the 
same number and then subdividing each edge by one vertex, the dual of the line 
graph of the cube or of the dodecahedron, Ku., and K2,f,. 
Since H has minimum degree 3, and has vertices of degrees p’ and q’, p’ # q’, 
an inspection of the above list shows that H is the dual of the line graph of the 
cube or of the dodecahedron; these are the graphs C and D in :%gs. 4 and 5. 
Thus G’ is the disjoint union of planar graphs H,, HZ, . . . , H, where Hi = C 
(i-f..... S) or Hi = D (i = 1,. . . , sl. In any embedding each Hi has a four-sided 
(geometrical) boundary plus interior vertices. As our original graph G is con- 
ncctcd, some houndary vertex of Hi is connected to a boundary vertex of Hi, i # j, 
but the interior vertices of Hi and Hi cannot be so joined. This contradicts the 
orbit properties of Au:(G) unless s = 1 and G is a (6,8)- or (12. 20)-graph, C or 
D plus perhaps some additionai edges. q 
3. Non-planar graphs 
Now we turn to surfaces of genus one or more. The edge-transitive graphs on 
the torus have not been characterized. (See [7] for some partial results toward this 
end.) Furthermore some of the basic tools used in [2, 81 art: not known for 
surfaces other than the plane. For example, there is no known simple property 
which insures that for a graph embedded on a surface of genus at least one all 
clcmcnts of the automorphism group map faces to faces. Hence the work needed 
for these next results is considerable, but in the end leads to success. 
We begin with examples of connected toroidal (p, q)-graphs which satisfy the 
conditions of Theorem 2 with p’. q’ and d defined as before. By a toroidal graph 
wc ni-an a graph which embeds on the torus, but not on the plane, i.e. a graph of 
cenls enc. Note that if (p, q) = (1, tt). 2~ II s S, (2.2) or (2,3!, a (p, q)-graph is 
rle~ sssarily planar. 
p’ = 1. Thus (p, ql = (d. q’d). 
If q’ = 1 and d = 3. the join of K3 and threu: independent vc,rtices is a toroidal 
graph with two orbits of size three. For d = 4 the union of K:., and C,,, together 
with four edges which form a matching between th,e vertices of the two graphs is a 
toroidal (4.3Lgraph. If d 2 5 a circulant graph formed by a d-cycle with the ith 
vertex adjacent to the (i +4)th (modulo d) plus a vertex of degree one adjacent to 
each vertex of the d-cycle is a toroidal (d, d)-graph; the case of d = 7 is illustrated 
in Fig. 6. 
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Fig. 6. 
td p=4, q=8 
b) q=2p,8 
Fig. 7. 
If q’= 2 the join of a 4-cycle with an edge and &, illustrate the first two 
possibilities. If d = 4, an appropriate (4,8)-graph is shown in Fig. 7(a); for d 2 S a 
modification of the circulant graph described above yields a (d, 2d)-graph as 
shown in Fig. 7(b). 
If q’” 3 and d = 1 (and thus q’ ~6), let G be the join of a vertex with a 
circulant graph formed by a d-cycle with the ith vertex adjacent to the (i -+ 2)nd 
(modulo d) ; in Fig. 8 the cases of q’ = 6 and 7 are ilhrstrated. If d 2 2 let G be the 
graph of Fig. 9, d q’-cycles plus d vertices, each adjacent to all vertices in two 
successive q’-cycles. 
p’ = 2. (2d, q’d j is always l-representable as seen by the graph in Fig. 10 except 
for d = 1 and q’ = 3 (an excluded case) when the graph shown is K5. 
The above graphs have genus one since each contains a subdivision of KS or K_3a_3. 
To prove Theorem 3 and the necessity of the conditions of Theorem 2 we shall 
q even q odd 
Fig. X. 
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Fig. 9. 
Fig. 10. 
develop properties of (p, q j-graphs with 2 < p’ < q’. Euler’s Formula for a graph 
embedded on a surface of genus g and with all faces 2-cells states that 
, ‘V --E+1;=2(1-g). 
If the graph is bipartite, the average degree is bounded by 
2ElVS4+8(g - 1)/V. 
Lemma 2. Let (p, y) be g-representable and p’ > 2. Let the bipartite degrees of 
LAces of P and Q be r and s, respectively. 
(a) If g = 0, r = q’ and s = p’ = 3. 
(hr Zf g -= 1, r - q’ and s = p’ = 3 or 3. 
W if g > 1, for all but CI finite number of pxphs of genus g, r = q’ and s = p’ = 3 
or 3. 
Proof. By the same argument as used in the proof of Theorem 1 we have 
2<p’QIc_4+8(g- 1,/v, 
ant: we find s ~3 when g = 0 <*rrd ; 5~4 when g = 1 or when g > 1 and V%(g - 1). 
Sin e 2 < p’ s s and p’ 1 s, it irlust be that p’ = s and q’ = r. •l 
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Lemma 3. Suppose (p, q) is g-representable and p’> 2. 
(a) Ifgsl, then p’=3 and 4’=4 ot 5. 
(b) If g > 1, then ei thet p’ = 3 and q’ = 4 or 5, or eLse there is cmly a finite nm&er 
of possibilities for the pair (p, q). 
Proof. Let G be a (p, q)-graph of genus g, p’ > 2. We remove a.ll edges internal to 
the orbits, creating a bipartite, possible disconnected graph 6’. Let H be a 
connected component of G’ and denote its genus by gH; we know gH “g. H is 
bipartite with two complementary orbits and bipartite degrees q’ and p’ (except 
for a finite number of cases for each g > 1) by Lemma 2. Suppose p* vertices of W 
belong to P and q* to Q. Then q’p” = p’q”. Since p’ and q’ are relatively prime, 
p’jp” and p*= ~‘4, q’ 1 q* and q* = q’d, for some integers dp and dq. Thus 
q’p’d, = p’q’d, and d, = dq. Set J = 4 = dq We know 
or 
whence 
p’q’d’s 2(p’+q’)d’+4(gH - 1) 
When p’ = 3 we have 
When p’= 4, g and gH 2 1 by Lemma 2 and we have 
‘< 4 q- 4+2&f-- l)/d’s2g, +2<2g+2 
if & =0, 
if gH=l, 
if gH >‘l. 
if gH==l, 
if g+l. 
But when gH = 1 this result yields 4 = p’ <q’ ~4, an impossibility. These results 
verify the claim of part (a). 
Suppose g > 1 and that p’ = 3 and q’ > 6 or that p’ = 4. By part (a) we must have 
gH > 1 for every component H of G’, and from the bounds on q’, given above, 
there are only finitely many possibilities for q’ for each value of g. That d’ is also 
bounded is seen from line (*) which yields 
d, &%f - ‘) 
(p’- 2)q’- 2p’ 
or 
d’s I 4(g, -- l)l(q’ - 6) if y’= 3, 
4&H - 1)/(2q’- 8) if p’ = 4. 
We now deduce that d must also be bounded, for if Gr’ has s components of genus 
g19 it,, * * l 9 g, respectively ( gi a 2, i = 1, . . . , s) then s is at most the greatest 
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integer in jg [ 1, Corollary 5.61. Suppose the components contain (p’+ q’)dl, 
(p’ + q’)d*, . . . , (p’ + q’)6, vertices, respectively. Then 
d= i d$s.max{~} 
i=l 
< [$g J4(g - l)l(q’ - 6) I if p’ = 3, ’ - 
[$g]4(g - 1)/(2q’- 8) if p’ = 4. 
13 
From this point on we shall study the connected components of G’, the 
bipartite graphs obtained by removing the edges internal to the orbits of a 
(p, q)-graph G. Finally, we shall collect these results for bipartite graphs and apply 
them to the reasseimbled (p, q)-graph G. 
Lemma 4. Ler G be a conraected bipartite (p, q)-graph of genus g, embedded on its 
genus surface. Let p’ = 3 and q’ = 4 or 5. The?1 in all cases when g = 0 or 1 and in 
all hut a finite number of cases for each g > 1, the following holds: 
(a) lf q’ =L 4 there is a vertex of degree three on the boundary of at Least two 
quadrilateral faces. 
W If q’= 5 there is a vertex of degree three on three quadrilateral faces and a 
vertex of degree jive on at least four quadrila(era1 faces. 
For g > 1 Ict E, denote the finite set of (3d 4d)- and (3d, Sd)-graphs of genus g 
which fai! to meet the conclusion of the lemma. 
Proof. Suppose q’ = 4 and d is the greatest common divisor of p and q. Then G 
has V = 7d, E = I2d and F = Sd + 2( 1 - g) by Euler’s Formula. Let Ui denote the 
number of vcrticcs of degree i and fi the number of i-sided faces. Then 
I-’ ‘- 1 fz, and 2E = c Zif,,. 
i 2 i :2;? 
Since SE-t-24(1-g)= 12F we have 
C Sifzfi +24(1-g)= C 12f*i, 
1 2 c-2 
C (Si _- 12)fii + 24( 1 - g) = 2f+ 
I .3 
whence 
P 
2f.J G3 C 3fri + 24( 1 - g) z 3(F- fa) + ?4( 1 - g)a 
f&i-l;+a i- ( g))=3C1+h(l-g)=~U3+~(1-R). (**) 
1st IPI, (i = 3,4,5) be the maximum number of quadrilateral faces on which a 
vcrtt‘x of degree i borders. We couYlt pairs (A,, 0) : xi a vertex of degree i which 
lies on it quadrilateral 0. Thus 
2f,< Wlii.?i, i = 3.4, 5. 
Connected gmphs with comp&tientary orbits 
From line (**) we have 
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If gsl we must have m+2. If g>l either m+2 or 
u,+24(1-g)cO, i.e., ddfi(g-1). 
Suppose q’ = 5. Then C’=; 8d, E = 154 F = 7d + 2(l- g) and the same calcula- 
tion yields 
f426d+6(1-g)=&+6(1-g)=2uS+6(1--g). 
Thus 
!&+6(1-g)+n3w3. 
If gsl, m+3, and if g>l either m +3 or u3+30(1-g)sO, i.e., dc6(g-1). 
Also, 
and ms>4 or else g> 1 and u,+12(1-g&O. i.e., ds4(g--1). 0 
Thus En contains at. most (p, q)-graphs where 
(p, q) E ((3d, OQd), (3d, 5d) : d 6(g - 1)). 
Lemma 5. Let G be a connected bipartite (p, q)-graph with p’ = 3 and q’ = 4 or 5. 
Zf G contains Z&, then G = h&. 
Proof. 3;uppose G contains K 3,3 with its independent sets labelled {Ai} and {Bi}, 
i = 1,2,3. Let the neighbors of B1, besides Ai, i = 1,2,3, be Cr if q’ = 4 and C,, 
Cz if q’ = 5. Since. C, is in the same orbit as Ai, i = 1,2,3, it is also a part of a 
&; call the latter H. There are two more vertices, say Cl, and C’;, which form an 
independent set of H with C1, and they must both be adjacent to &. Since the 
degree of B, is four or five, at least one, say Cl,, equals .,4r, Az or A,; in fact if 
q = 4 both are an Ai. Then Bz and B3 belong to H, C, is also adjacent to B2 and 
B3, and G contains (or is if q’ = 4) K3,+ If q’ = 5, the same argument shows that 
C2 is adjacent to Bz and B3 and that G = K3,+ q 
The general plan for the following lemmas is to show that except for K3,d and 
K3,s, a bipartite (p, q)-graph with p’ = 3 and q’ = 4 or 5 has exactly i 4-cycles 
passing through each vertex of degree i, i = 3,4,S, and that these 4-cycles can be 
sewn together as quadrilaterals to form a surface whose Euler characteristic an 
be determined. It turns out that the surface must bli,: the sphere and that (p, q) is 
(6,8) or (12,20). 
Lemnra 6. Let G be a bipartite (p, q)-graph of gelzus g with p’ = 3 and q’ = 4 or 5, 
and if g > 1 sup,pose G$ ER’ Then there is an integer k such that every vertex of G of 
degree i (i = 3,4,5) is contained in exactly ik 4-cycks. 
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mf. Since Grf ER by Lemma 4 every vertex of degree three is contained in at 
least two $-cycles. Pick such a vertex u and label its incident edges ei, i = 1,2,3. 
The 4-cycles through t? *Ire partitioned into three classes according to the two 
edges at 11 which they use; suppose ki 4-cycles USC edges e and ei + 1, i = 1,2,3 
!subscript:e mudub 3). Then the edge ej is contained in kj_1 + ki 4-cycles, and by 
Lemma 1 each edge is in the same number of 4-c:ycles. Thus kl + k2 = k,+ k3 = 
k,+k, whence kl = kz r= k+ Denote this common value by k. Then IJ and every 
vertex of degree three is in 3k 4-cycles. k 2 1. 
WC count pairs (3. C) where q is a vertex of degree i on the 4-cycle C, 
i = 3.45. If cj denotes the number of 4-cycles in G 
2c, -= 3kvJ = 
4kv, if q’ = 4, 
5kvs if q’ = 5 
and each vertex of degree i (i = 3,s) is thus contained in exactl! ik 4-cycles. q 
Wc shill1 prove that for graphs which are not the finite exceptional cases k = 1. 
The next definition gives the property which will be needed in our final graph 
analysis. If a vertex t’ of degree i is contained in exactly i 4-cycles, we say the 
graph is flar cct t‘ if the edges of u can be labelled {ei, j = 1.2, . . . , i} so that exactly 
ON 4-cycle ~~SSCS through e, and ei + 1, j = 1, . . . . i (subscripts modulo i). If the 
graph is H,lt at every vertex, we shall see later that it can be embedded on a 
surface with all faces quadrilaterals. 
Lemma 7. Le1 G he a cortnected hiporrite (p, q)-grayh of genus g with p’ = 3 and 
q’ -= 3 or 5. lf g = 1 suppose G # K3.41 ctrtd if g > 1 suppose G$ EK. Thert each vertex 
of G of degree i (i = 3,3, SJ is contclined in exactly i 4-cycles artd G is flat al every 
ref 14x. 
The proof of this lemma is a detailed combinatorial analysis of the situation and 
ic cicfcrrcd to Sec!ion 4. 
As our results for the torus are exact, it is not surprising that a more detailecl 
armlysis is required. All that is needed in addition are the following facts about 
t h 2 g-aphs C and D in Figs. 4 and 5. To avoid interrupting the main flow the 
qroof is included in Section 4. 
Lemma 8. Edges canttot be added to C OP D so thar it rernuins u (6,8)- 
(re.speclit.~el~ ( 1 2,2(J)-) graph, hltr has genus increased to 1. 
. f’rot~f of ?‘ltenrenls 2 and 3. Let G be a cc:nnnected (p, q)-graph of genus g; we 
:fssumt’ 2 < p’ (q’. Further. we may assume p’ = 3 aI d q’ = 4 or 5 by Lemmas 2 
:U d 3; the finite number of graphs of each genus at least two which are thus 
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excluded will be considered later. We remove all edges internal to the orbits of G 
and consider a connected bipartite component W’ of genus g’ G g. 
We shall decompose H’ and reassemble it as a polyhedron (or equivalently 
embedded on a surface) as follows: We discard (*emporarily\ H’ if ii is I&) or an 
element of 4. Otherwise we label the edges of ii’ and list all kycles in H’ by 
edges, given in cyclic order. Note that each edge of H’ appears exactly twice in 
the lkt by Lemma 7. We reassemble H’ by identifying edges of ‘ihe quadrilaterals 
(perhaps with a twist). The graph H’ is recovered precisely hecause of the flat 
4-cycle structure at each vertex as given in Lemma 7, and in fact H’ consists of 
the edges and vertices of the polyhedron formed from the quadrilaterals. (For a 
precise definition of polyhedron see 13, p. 211.) 
The genus g” of the resulting polyhedron (or surface) is aI. least g’, the genus of 
If’. We may suppose H’ has V(H) = (p’ + q’)d’ and E( H’) = p’q’d’; we know 
4F(H’) = 2 E( H’). By Euler’s Formula we have 
for q’ = 4: 7d’-12#/2=2(1-g”)S2(1-g’)S2 or d’s2; 
for q’= 5: 8d’- 15#/2=2(1-g”)S2(1-g’)<2 or d’s4. 
Since H’ is not K3,qS, d’> 1; since the Euler characteristic (of an orientabie 
surface) is an even integer we find d’ = 2 when q’ = 4 dnd d’ = 4 when q’ = 5. Thus 
in both cases g’ = 0 and condition (iii) of Theorem 1 is met for H’, bus even more 
is specified. Since H’ is a planar (6,8)- or (12,20)-graph which embeds with all 
faces 4-sided, one finds upon constructing H’ that necessarily H’ = C or D. 
We return to the original graph G; suppose it is toroidal, G # KJSJ or K3,s and 
suppose upon removal of edges internal to the orbits G decomposes into 
G;, G’2,. . . , Gi, each a connected bipartite (p, r&graph. At most one G[ is KA,,f; 
suppose G’, = I&. Then the remaining components are all planar and embedded 
in a contractible region formed by the embecMng of Gi, but then again in some 
GJ we find boundary vertices adjacent to G; but not interior ones, a contradic- 
tion. If all Gi are planar graphs, then Lemma 8 forces s > 1. By a similar 
argument to the one immediately above, each Gi is embedded in a subset of the 
torus homeomorphic to a subset of the plane, either a contractible or annular 
region. Again at most 4 vertices of each orbit are on the region’s boundary; 
however, if one vertex of G; is adjacent to one of another Gj then so must be all 
vertices_ in the same orbit of Gi, which is thus impossible on the torus. We 
conclude that the only toroidal possibilities are KS,j and I& (plus possibly some 
additional edges). 
Finally, suppose G has genus g > 1; we must prove that the set Fh of the 
possible (p, q) values of G is finite. If G is one of the finite number of graphs 
which fails to meet the conditions of Lemmas 2 or 3 we place its (p, q) value in a 
set F’;. Otherwise we may assume that (p, q) = (3d, 4dJ or (3d, 5d) and FR C_ 
F;U{(3d, 4d), (36, 5d)), where d is a positive integer. 
Let G be a graph with p’ = 3 and q’ = 4 or 5 embedded on a surl’ace S of genus 
g ; ler; G’ be G minus the edges internal to the orbits and suppose the components 
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of G’ are G’,, G$, . . . , G:. each a connected bipartite graph. We will show that t is 
bounded (at least by 3g2), and thus the number of possibilities for G (and F,) is 
also finite since each Gi is either in El,, 2~ h c g, equals KS.+ or is a planar (6,8)- 
or t l&20)-graph. 
Ry [ 1, Corollary 5.61 at most g of the graphs GI are nonplanar; we shall show 
that the number of planar graphs Gl is also bounded. 
Let d, denote the number of nonplanar graphs G{ and assume 612 1; let do 
denote the number of planar G{ so that d,, + d, = t. Among the nonplanar graphs 
G; pick H to be a graph cNilth the most vertices. We shall count pain (u, H) where 
t’ E H and is a vertex of degree 3 in G’. By symmetry all vertices of degree 3 in G’ 
arc in a subgraph isomorphic to H. Thus the number of pairs (v, H) is at least the 
number of vertices of degree 3 in G’ which is at least 8&+4d, (if q’ = 4) or 
2M,, + Sd, (if q’ = 5) since every nonplanar G[ contains 4d 24 (or Sd s 5) vertices 
of dcgrec 3. On the other hand there are at most g occurrences of H in G’ and 
sirrcc II e Eh. It I= g. or H = K3,c,l, H is a (3d, &O-graph with at most 6(g - l)q’ 
vcrticcs of degree 3. (Set end of proof of Lemma 4.) Thus both &&,+4d, and 
Xl,, + 5d, arc bounded by 6(~ - l)q’g and so d,, is bounded. 
Now suppose that q’ = 4 and that each Gi is a planar (6, @-graph. We begin 
again with our original graph G and consider K, the sub-graph of G obtained by 
erasing all edges which join two vertices in the satnp orbit of orte Gi. The graph K 
is connected ancd has essentially the same structure as G with two orbits and 
subgraphs G;, G;, . . . , G: obtained by removing the remaining edges internal to 
the orbits. Dcnotc by c and Q the two orbits in Gi (with cardinalities 6 and 8, 
respect iwly 1. 
Suppc~s~ that in K no vertex of a Qi (and hence of every Qi) is adjacent to a 
vcrtcx of another G;; thus some vertex of Pa is adjacent to others of Pi and 
suppc~~ L’ E P, is adjacent to at least two vertices not in G[. Then each vertex in 
each P, has dcgrcc at least 6 and E 2 23t + ht = 3Ot. N,)te that in the embedding 
of H on the surface S, each face has at least 3 sides whence 
Supposc each vertex of Pi is adjacent to exactly one vertex of another P’ (and 
that JO vcrttzx of Q is adjacent to another of Gl,. Then E L- 271 and the regions 
jf K with vertices from two or more Gi on the boundary all have at least six sides 
A,.\+$ those whose boundary vertices are all jn one Gi are quadrilaterals. Thus 
2E -MF - 3fa. Further, f j~9~ since an embeddl:ng of Gi has 12 faces in the plane 
and 10 or fcwcr in ;I surface of higher genus and at least 3 or 1 of these, 
rcspcctivcly, must bc used to connect G: to arrother Gi. Thus 
F+E+3t 
ii fld 
C’ ;Et%?V--E+Fa2(1 -@ 
3 14r-l8r+3r~2(1-~) * t<2(g--1). 
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Next we suppose that In K no vertex of pI: is adjacent to a vertex in G;, i# j, 
but that each vertex in Q has degree at least 5. Thus E 2 32t and 
14t-16ta V-!E aZ(l--g) * tsg-1. 
If each vertex in Qi has degree 4, E = 28t, f,s9t and as in the paragraph above 
we deduce tsg(g- 1). 
Id none of the above cases hold each vertex in Pi has degree at least 5 and each 
vertex in Qi has degree a.t least 4. If vertices of Pi are only adjacent to vertices of 
other Pi (and no Qj) we have E a 31 t and all regions at least 4-sided. Then 
14t-+t~2(1-g) * ta$(g-1). 
On the other hand if some vertex of Pi is adjacent to a vertex of Qj, if i, then 
every vertex of P1 U l l l UPC is adjacent to a vertex of Q1 U - l l U QI and vice 
vefsa. As the former set contains 6t vertices and the latter 8t, the vertices in Pi 
have degree at least 8 and E 248t. Thus 
14t-16tz=V-fEa2(g-1) 3 tqy-1. 
Thus in all cases t is suitably bounded. 
Similarly when q’ = 5 and each G{ is a planar (12,20)-graph parallel calcula- 
tions always show that t is bounded as claimed. q 
4AheproofsofLemmas7and8 
Lemma 7. Let G be a connected bipartite (p, q)-graph of genus g with p’ = 3 and 
q’=4 or 5. Ifg = 1 suppose GfK3,qn and if g > 1 suppose G$ ER. Then eack vertex 
sf G of degree i (i = 3,4,5) is confained in exactly i 4-cycles and 6 is flat at every 
uertex. 
fioof. We first show that k = 1 where k is as defined in Lemma 6. We embed G 
in its genus surface and find the vertex w guaranteed by Lemma 4. See Figs. 11 
and 12. We denote by mi the number ol” 4 cycles which use edge ei. By Lemma 1 
all the l?li = c for some constant c. By Lemma 4 k 2 1 and c 22. We wish to prove 
k = 1 and thus assume k > 1 whence c >2. 
Case A: q’ = 4. Consult Fig. 11 which shows w, its neighbors xcI, x2, x3, and 
their neighbors. The vertices shown are not all necessarily distinct, but y 1 # y, 
since G is simple. We claim that Bi = Ci for some i, j E { 1,2} and thus suppose no 
Bi - Ci. Then m2 = 1 unless B1 = A or yl. (By symmetry it suffices to consider 
these two cases.) 
If 231~ yl and Ci = yz (i = 1 or 2) then G = K3.4 by Lemma 5 and the vertices 
.[B,, &} and (C,, C 1 ’ 2 coincide. If C1, C2 # y2, then since m2 2 3, C1 or C2 = A. In 
this case m3 = 3, ml = 4, and all 4-cycles through w are accounted for. 
If &=A, m+3. If B2 = y 1, we assume C1, C2 # y2 (else G = K&. Then 
ml>4 whence C1 or C2= B, = A (else ml > mJ. On the other hand if B2# yl, 
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Fig. 11. 
Y3 
Fig. 12. 
then C, or Cz = yz (which is symmetrical to t\ case in the previous paragraph) or 
C, or C?=A=B,. 
Thus we may assume B2 = C2 and we call this vertex y3. Set B = Br and 
C = C,. Since we have assumed lrti > 2, i = 1,2,3. we must have either A = B or 
A = y,. !ay symmetry these cases suffice.) 
If A = B, we claim that A = B = C. Since A = B, m, 3 3 and thus m3 2 3. Then 
tither C = A = B or C = y,. In the latter cabe we have ml = m2 = yi’13 = 4. How- 
cvc’r, we note that w and y, have the same rreighbors and thus there is another 
ve: tex u with the came neighbors as yl. - call the third neighbor of y, D. Then 
L’ f {w, y,, y3, ,1}. If u = w or y,, D = x2 ar\d G contains K3,3; by Lemma 5 
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G = &,+ Since y3 and x1 are not adjacent, tl # y3, and since A and x3 are not 
adjacent, TV # A. 
Thus we may assume that if A = B, A = B = C, Note that A and w have the 
same neighbors; a search for a vertex o with the same neighbors as y, leads to 
similar conclusions as above, and we conclude that either G = & or the case 
A = B is impossible. 
It must then be that A = y3. If B = y, or C = y2 we deduce that &i = #& by 
Lemma 5. Otherwise we always have prt2, m3 < ml unless B = C; this case is 
equivalent to the A = B case above. 
Thus we conclude that since G # JQ4 k = 1 and that at w there are exactly 
three 4-cycles which use, respectively, edges el and e2, e2 and e3, and e3 and e,, 
i.e., that G is fiat at w. Because all vertices of degree 3 are in one orbit of Aut(G) 
we find such 4-cycles at every vertex of degree 3. Furthe.rmore we know now that 
there are exactly four 4-cycles at each vertex of degree 4 by Lemma 6; it remains 
to show that the graph is fiat at these vertices. 
Let 17 be a vertex of degree 4 with incident edges e,, i = 1, . . . ,4. Since k = 1, 
mi = 2 by Lemma 1. Then either the 4-cycles lie ‘flat’ at u or else two 4-cycles 
pass through el and e2 and two through e3 and e, (with a suitable permutation of 
subscripts). The latter cannot occur, for consider vertex xl in Fig, 11, a vertex of 
degree 4. Since it lies on two quadrilateral faces which share exactly one edge (el), 
then the four 4-cycles at x1 must use the incident edges so that the graph is flat at 
x1. The same pattern occurs at every vertex of degree 4 because of the action of 
Aut(G). Thus Case A is finished. 
Case B. 4’ = 5. As in Case A we know k 2 1 and we refer to Fig. 12. Since G is 
simple ~1 f ~2, ~2 # ~3 and ~3 # Y+ 
Suppose A = B and call it y, (ys # y3, ys # yl). If k = 1 we are done since the 
4-cycles are distributed as claimed. If k > 1 two vertices yi and yi coincide: by 
symmetry we may assume y 1 = y4. Then ml 24 and m3 = 2 unless y2 or y, = ys. In 
either case G contains K3,3 and hence G = J& by Lemma 5. 
Suppose A # B. We study several cases; but always find either that G = I&s or 
that a comradiction results. 
Case i. Suppose also that A equals no yi, i = 1, . . . ,4. Then ml = 1 (a con- 
tradiction) unless y, = y,, y, or B. 
Let y 1 = y,. If y, = y4, then G contains K;,3 and thus is &. If y2 $ y4, ms = 1 
unless B = y2 or B = y l = y3. In the former case 3 = ml # m2 = 5; in the latter 
5=m,+n,=4. 
Let y1 = y4. Then 3 = ml # m3 in all cases. 
Let y1 = B. Then fn 1 < mS unless y 1 = y,. If also y2 = y4, G = K3,5; if y2 # y4 still 
m(=m+ 
Case ii. Suppose both A and B are vertices yi (but A # B). By symmetry the 
following cases are exhaustive: A = y2 and B = y1 or y3; A = y3 and B = ye of ~2; 
A = y4 and B = yl. Now assume that G does not contain K3,3 (else we are done) 
and in each of the above cases we also check the additional possibilities that 
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y, = y,.,, y, = y4 and y2 = y4. In every caje we find indices i, i E (1, . . . ,5} such that 
m, $ nt:. We present the full details in one case and summarize the other results in 
Table 1: an * denotes an impossibility. 
‘I’ahlc I 
y,‘s distinct 
A = vz, B --. y-( m, - 3. m,=1 m,-6,m4=_C m,=5,m3=6 m,=S,m,=J 
A v,.B= y, tn , = 4. ItI? = 3 * ?FI , = 4, ml2 = 5 * 
A - y,,B-y, m,=3.m,=4 * * m,=5,m3=4 
A -v,.B=y, fF1 , = -t. fI12 = 3 ?)I, = 6, F?17 = 5 tF1 , = 6, FFl, = 6 * 
_ s-e 
Suppose A -= y2, B = y , and {y,. yz, y3, y,} are distinct. Then m, = m2 = 4, 
mI.=m5--3, mj=2. If y,=yl, m,=(i, mj=S. If y2=y,, m,=6, m3=S, yl#y4 
sirrcc x5 is adjacent to both. We refer to Table 1 for the remaining cases. 
The conclusion is that if G # K3.sr k = 1 and that by the action of Aut(G) there 
arc five 4-cycles at every vertex of degree 5 with G flat at all these vertices. Since 
k : 1, by Lemma 6 there are exactly three 4-cycles at every vertex of degree 3, 
and the graph is flat here too because of edge transitivity. 0 
Lemma 8. Edges cannot be added to C or D so that it remains a (6,8)- 
(respectil;ely ( 12,20))-grclph, but has genus increased to 1. 
Proof. WC begin with D, which is the easier case. We refer to Fig. 5; let F denote 
the set of twelve vertices of degree S and Co the twenty vertices of degree 3. 
These sets are so named to recall the vertices’ origin as faces and corners of the 
d~~dccahcdron. WC may wish to refer to Co vertices which lie (or don‘t lie) on a 
common fact of the dodecahedron and F vertices which are (or aren’t) adjacent 
faces of the solid. 
Suppose H is a toroidal (12,20)-graph with the property that when all edges 
joining two vertices of the same orbit are removed, D is recovered. Note that the 
in& ccd subgraphs of H on F and Co arc i erterc-transitive graphs with together at 
mo. * 36 edges by Euler’s Formula. 
Consider the induced subgraph on F if it contains some edges. The number of 
thcsc cdgcs is ;I multiple of 6 since all vertices of F have the same degree; denote 
b!; D’ the graph obtained by adding these edges to D. D’ cannot have girth 4 
sirrcc I-! H~c- 2V -7 64. ‘Thus D’ contains a triangle and two F vertkcs, which 
rcprc’wn t xijaxnt faces of the dodecahedron, must be joined by tlli edge in 
D’. For cvcry such adjacency exactly two Co lulertices are contained in a triangle, 
and hcncc the number of edges joining such F vertices must be a multiple oPl0. 
Indeed, we must have either 30 or 36 edges in D’, but not in D, 30 of these 
joinmg two F vertices which represent adjacent faces of %he dodecahedron. D’ is 
thet either a planar triangulation or the triangulation plus 6 more edges, which by 
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symmetry, join pairs of F vertices which represent opposite faces. It is routine to 
check that if H is the latter graph, it does not embed on the torus, In the former 
case H is necessarily planar since 6 or fewer edges cannot be added to the 20 
vertices of Co, keeping them in one orbit. We conclude that since H is supposed 
to be toroidal, the induced subgraph on F contains no edges. 
But the same study of the induced subgraph on Co yields that it must contain 
triangles; as above it contains exactly 30 edges and is a planar triangulation. Thus 
the graph H cannot exist. 
We turn to the graph C, shown in Fig. 4. The vertices are divided into sets F 
and Co as above. Suppose H is a toroidal (6, @-graph such that when edges 
internal to the orbits are removed, C is recovered. By Euler’s Formula hi contains 
at most 18 edges, not in C. 
Consider the induced subgraph on F if it contains some edges. The vertices of F 
are symmetrically paired each with the vertex representing the opposite face of 
the cube, {1,6), (2,4} and (3,s). By symmetry, one such pair is mutually adjacent 
if and only if all three pairs are. We claim that C’, C plus these three pairing 
edges, has genus two. C’ has 14 vertices, 27 edges, girth 4, and thus if embed&d 
on the torus would determine a 5 or 6-sided region. A routine inspection shows 
that such cycles do not extend to an embedding of C’ on the torus and thus C’ is 
not contained in H; however, it is not hard to see how to add two handles to the 
planar embedding of C in Fig. 4 to obtain a surface of genus two on which C’ 
embeds. 
l-lence we may assume that the edges {1,6}, {2,4} and {3,5} are not edges of H; 
in fact all other edges between vertices of F can be added, resulting in a planar 
extension of C. For future reference, however, we claim that excepting the 
matching in C’ just discussed there is no vertex-transitive graph on F with 6 or 
fewer edges which together with C forms a (6, @-graph. Such a graph wouM have 
either 3 or 6 edges, but if 2 F vertices which represent adjacent faces are joined, 2 
Co vertices are contained in a triangle and thus the number of edges must also be 
a multiple of 4. 
We turn to the induced subgraph of H on the vertices of Co. These vertices are 
similarly paired as antipodal corners of the cube. The graph H’, C plus this 
4-edged matching of the vertices of Co, has genus at least two since H’ has 14 
vertices, 28 edges and girth four. If embedded on the torus each face would be 
+sided, but checking shows such an embedding is impossible. Thus this matching 
of Co is not contained in H. 
Note that a vertex of Co can be joined with 3 other Co vertices and the 
resulting graph is still planar; these adjacencies are between corner vertices which 
lie on a common edge of the cube. Suppose a Co vertex is adjacent to another 
which lies on a common face, but not a common edge, of the cube, e.g., vertices a 
and c in Fig. 4. Then an F vertex (1 in the latter example) is contained in a 
triangle, and the number of such edges must be a multiple of 6 as well as a 
multiple of 4, namely 1 2. Specifically, each Co vertex ir. incident with 3 edges 
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joining It to vertices diagonally across 3 incident faces of the cube and each F 
vertex ir; in two triangles. By Euler’s Formula an embedding of this graph on the 
torL.s m::1st have at least 16 triangular faces, but our graph contains only 12 
3-cycles. 
Thus in H each Co vertex is joined at most to the three other CO vertices with 
which it lies on a common edge of the cube, The number of these edges is a 
multipl#: of 4 and a multiple of 3 since each such edge places two F vertices in a 
triangll;:. Thus the induced subgraph on Co contains 12 edges, each joining 
vertiku:s on a common edge of the cube, and this subgraph together with C is 
clear!) planar. Since N is toroidal it contains at most 6 more edges, these joining 
vert&s of E By our earlier work we know ?hat no such graph is possible, and we 
conclude the graph H does nlot exist. q 
5. Rehd remarks and open questions 
Wc note that theorems similar to I, 2 and 3 can be established for graphs 
cmbcddcd on non-orientable surfaces in much the same way. What is needed is a 
careful check of the pl= 1 and 2 cases for the projective plane and Klein bottle. 
For p’> 2 only (3,4) and (6. 10) are representable on the projective plane, the 
former by K_ . 14 and the latter by identifying antipodal points of the graph D. On?y 
(3.5) is rcprcscntable on the Klein bottle (by K&. and for each surface with 
three or more crosscaps the number of possibilities for (p, q) is finite. 
WC assert that the set Fr can be obtained with much more precision than 
carried out hy-e. For example, on the double torus (3,7), (3, S), (3, 10) and (4,s) 
arc reprcsenrablc by complete bipartite graphs. (6.8) by the graph C plus 3 edges, 
buf otherwise the possibilities arc limited. Fi contains at most ((3d, 7d). d ~4; 
Ud, W, d <I?; (Ltd. 5~0, d ~2) and E,{(3d. 4d), d ~6; (3d, Sd), d ~4). We have 
not searched for graphs of gem!% two with such complementary orbits. Clearly the 
following open problem remains: 
Problem 1. Characterize the finite sets Fc of Theorem 3. 
hlorc generally, for a graph G let v(G) lJenote the partition of G into its 
OWES. If K is a class of graphh. lot W(K) dm Jte {T(G) : G E K}. The problem of 
characterizing v(K) for interesaing classes K p:jf graphs underlies this paper. The 
most immcdiatc question is: 
Problem 2. C’haractcrizc n(K) when K is the class of connected planar graphs. 
Our results on complementary orbits place some constraints upon these parti- 
t ions. but they are not sufficient. For exampie, it is known that (6,8,9) is not 
fl-rcpresent2ble although both (6,s) and (6,9) are. This problem is studied in [6]. 
Similarly intriguing but more ambitious is: 
Connected graphs with complementary orbits 275 
Problem 3. Characterize W(K) when K is the class of connected graphs of 
genus g. 
The problems of characterizing T(K) for trees, bipartite graphs, graphs with 
given chromatic number, etc. are beginning to be studied. See [IO]. 
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