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Abstract 
This paper develops an adaptive navigation approach for risk-averse travelers in a stochastic network while considering on-
time arrival reliability, in which travelers’ final utility is measured with the prospect theory. Instead of finding a route or a 
policy that simply minimizes the expected travel time or maximizes the on-time arrival reliability, this model optimizes the 
expected prospect of potential routing alternatives while ensuring that both the expected en route travel time and resultant on-
time arrival reliability are acceptable to the traveler. Moreover, the formulation is designed to incorporate various sources of 
information and real time traffic states in an adaptive routing framework, offering flexibility to incorporate different 
information types deemed useful in future extensions. 
© 2013 The Authors. Published by Elsevier Ltd. Selection and peer-review under responsibility of Delft University of 
Technology. 
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1. Introduction 
1.1. Background 
    Transportation networks are by nature stochastic due to the underlying uncertainties in demand and supply. 
Vehicle routing in a stochastic network hence is an important part of the analysis to meet the different optimality 
conditions for which the routing objective is defined. A common optimality condition is defined as the least 
expected en route travel time. Such an effort can be traced back to at least 1958 (Dijkstra's shortest path 
algorithm). In this context, researchers have been proposing many different approaches to achieve this objective. 
For instance, Hart et al (1968) proposed the goal-directed search algorithm which is also known as the A* 
algorithm. Eppstein (1998) extended the single shortest path to a set of alternative paths and developed k-shortest 
path algorithm. More recently, Bell (2009) developed an algorithm which generates a set of attractive paths 
(hyperpath) as a modification of the classical A* algorithm. Another optimality condition considering travel time 
reliability has been proposed recently (Lo and Tung, 2003; Lo et al., 2006; Azaron et al., 2005; Siu and Lo, 2008, 
2009, 2013; Chen and Zhou, 2009, 2010). Besides, Fan and Nie (2006) modeled how to determine a most 
reliable route; and Opasanon and Miller-Hooks (2005) incorporated the condition of first-order stochastic 
dominance (SD) in the optimal routing decision procedure. Chen et al. (2012) proposed the method of finding a 
reliable shortest path in a time-dependent network. Connors and Sumalee (2009) developed a network 
equilibrium model in terms of travelers’ perception of path travel time. The objective there was to determine a 
path to ensure certain on-time arrival reliability or reduce the risk of being late. 
    The objective of finding the shortest path with the minimum expected en route travel time may not be 
desirable to a risk-averse traveler who is sensitive to on-time arrival reliability (e.g. in attending an important 
meeting), since it may lead to a path with a low probability of on-time arrival despite that it may be a path with 
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the minimum expected travel time. Opposite to this case, the path with the highest on-time reliability may lead to 
a long expected travel time as compared with other choices. The obvious consequence resulted from this 
drawback is that a path with high reliability may not be desirable for trips sensitive to the average travel cost.      
Considering both aspects, which sometimes are in conflict with each other, a multi-objective linear program 
(MOLP) is typically formulated to provide a set of solutions which forms the so-called Pareto frontier. For 
instance, Corley and Moon (1985) formulated a bi-objective shortest path algorithm using vector weights; 
Brumbaugh-Smith and Shier (1989) implemented several bi-objective algorithms on large network; and 
Hamacher et al (2006) developed a bi-objective shortest path searching algorithm producing a set of Pareto 
optimal paths. A review on this can be found in Hamacher et al. (2007). Basically, a MOLP requires an explicit 
estimation of the linear objective matrix/vector such that a new criterion taking the form of a weighted sum of 
pertinent objectives can be derived. However, it is laborious, if feasible at all, to calibrate all the objective 
matrices or to produce the Pareto frontier relevant to each individual. In addition, the solution from typical 
MOLP methods is a set of Pareto paths, rendering the need to prune down the set to a single path eventually for 
the traveler. 
 
1.2. Contributions and highlights of the proposed approach 
 
    Different from proposing a single criterion which is typically taken to be the weighted sum of some objectives, 
this paper proposes a way to include the two criteria discussed above, namely, travel time/cost and on-time 
reliability, in determining the optimal routing policy by making a feasible and reasonable tradeoff between them. 
The tradeoff between the two criteria is necessary since they are sometimes in conflict with each other. By 
“tradeoff”, we imply that the approach does not optimize for one criterion exclusively, but optimizes one 
criterion, e.g. expected travel cost or prospect as much as possible, while ensuring that the alternatives are 
admissible or acceptable for the other criterion of on-time arrival reliability. We then formulate this problem 
through an adaptive optimal routing approach for risk-averse travelers. Such “short” and also “reliable” route 
guidance helps travelers with different trip purposes and preferences to better plan their schedules. 
    This approach is developed for a specific group of travelers who are risk-averse such that their common 
features can be exploited. In terms of methodology, besides dynamic programming (Bertsekas 1987, 1995), we 
combine the prospect theory (Kahneman and Tversky, 1979) and the concept of stochastic dominance (SD) 
(Hadar and Russell, 1969) in formulating this problem. In fact, both of them are not new in economics and 
transportation. Sumalee et al. (2009) modeled network equilibrium under the cumulative prospect theory for 
stochastic demand; and Nie and Wu (2009) discussed the implementation of SD for minimizing late penalty and 
travel time related cost. Wu and Nie (2011) proposed means of determining paths for travelers with different 
risk-taking preferences. Nie et al. (2012) discussed optimal paths with SD constraints. One salient feature of this 
proposed approach is that we introduce the reflection effect to account for the behavior of risk-averse travelers 
for negative payoffs while considering SD. Furthermore, we capture the measure of on-time arrival reliability 
through a dynamic programming approach, and formulate the adaptive optimization problem with finite stages 
and finite states in each stage subject to SD and reliability constraints. The end result produces a routing policy 
with low expected travel time or high prospect while capturing on-time reliability considerations. 
 
1.3. Fundamental concept of adaptive vehicle navigation 
 
    For readability, in this section, we briefly explain the formulation of adaptive vehicle navigation for general 
navigation purposes. More details can be found in Xiao and Lo (2010). The adaptive vehicle routing problem is 
formulated via probabilistic dynamic programming (PDP). In addition to offering a way to formulate the 
problem, PDP possesses the advantage of allowing for efficient numerical solution methods to be developed. 
Another advantage of PDP is that it provides a more transparent exposition of the problem formulation. The 
routing problem can be formulated as a finite horizon adaptive routing problem with finite discrete stages and 
finite states in each stage. 
    The output of the approach is an adaptive routing policy rather than a complete path (or a set of paths) which 
is fixed once the problem is solved. This routing policy, in the form of a decision matrix, depicts at each decision 
point the ‘best’ link or sub-path to enter in accordance to the current traffic condition encountered, as well as to 
other related restrictions. For example, at each intersection, the policy depicts the next step to be taken based on 
the travel time encountered in the current link so as to achieve the desired routing objective.  
    Before discuss the formulation, certain terms should be defined in advance: 
 
Stage To set up the problem as a dynamic programming formulation, we divide the routing problem into a 
finite number of stages or decision points. Meanwhile, in urban areas, transportation networks are 
typically segmented by intersections/junctions. Thus, a stage is defined as a location at which link 
switching is possible, for example at an intersection or exit or entrance of a freeway. In this paper, 
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we define each intersection (presented by a node in graph) in the traffic network as a stage. 
Therefore, in the following, to make the formulation succinct, we will not distinguish between the 
notation of stage, intersection and node unless ambiguity will arise. 
State The state at each stage is a set of variables describing the traffic conditions and the traveler’s 
experiences, preferences, e.g., traffic flow, signal setting, traffic density, traveling speed. In this 
paper, the traffic state is expressed as a vector of random variables, which is changing with the 
arrival time at a stage. 
Decision The decision is expressed by the routing policy, depicting the next link to be taken from the current 
stage as a function of the traffic state encountered. 
 
1.4. Outline of the paper 
 
    The paper is organized as follows. Section 1 introduces the background and contribution of this paper, as well 
as fundamental concepts and notations of adaptive vehicle routing. Section 2 defines the objective of the vehicle 
routing problem and formulates the optimality conditions considered in the context of adaptive routing. Section 3 
explains some related mathematical concepts and tools in risk-taking preferences, prospect theory and stochastic 
dominance. Section 4 develops the algorithm to solve the problem by introducing and defining a benchmark 
which serves as the fallback decision. This section also explains the tradeoff between the two routing criteria 
sought after. Section 5 conducts a numerical study to illustrate the procedure of our formulation and algorithm. 
Meanwhile, the numerical study also demonstrates the performance of the proposed method as compared with 
formulations that optimize for a single criterion. Section 6 gives some concluding remarks. 
 
 
2. Problem Description 
 
2.1. Objective of the formulation 
 
The objective of this formulation is to determine the link or route choice decision at each stage for a traveler 
such that his/her prospect of the trip is maximized subject to an admissible set of alternatives based on on-time 
reliability considerations as explained in detail in Section 4.1. For this purpose, we first adopt a two-step 
optimization approach by constructing a benchmark alternative as the fallback choice based on on-time arrival 
reliability, which then allows the formation of an admissible set of alternatives for the second criterion of 
prospect maximization (for which expected travel time is a special instance of prospect). In the following, we 
formulate the two criteria. 
 
Notations:  
,i j Stage index. 
iπ  The decision at stage i . 
iμ  The alternative available at stage i  which is referred to as the link diverging from this stage. 
i
jμ  The resultant next stage to be headed through iμ . The subscript is omitted in the rest of the paper 
unless ambiguity may arise, i.e., :
i
j jμ= . 
iȝ  The set of available alternatives. 
iS  The admissible set of qualified alternatives determined based on the benchmark alternative. iS  is 
actually a subset of iȝ  
i
i
μφ
 
The prospect of the whole trip if select iμ  at stage i . 
( )iiR bμ  The on-time arrival reliability within travel time budget b  if select iμ  at stage i . 
 
2.2. Formulation of the two routing criteria 
 
As stated in Section 2.1, the objective is to maximize a traveler’s prospect of the trip subject to certain 
constraints. According to the prospect theory, if measured by a value function of travel time, ( )u t , the traveler’s 
expected prospect of the trip while starting from stage i  and choosing iμ  as the next link to be taken is defined 
as: 
 
 ( ) ( )i ii I u t f t dtμ μφ = ³ , (1) 
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where t  is the travel time on route iμ  and ( )if tμ  is its probability distribution function and I  is the interval in 
which ( )u t  and ( )if tμ  are defined, e.g., ( )0,I = ∞ . Without loss of generality, the measurement of travel time 
could be extended into a more comprehensive definition of travel cost which may include travel time, fuel 
consumption, etc. In this paper, we take the value function in (1) for 0t =  to be ( )0 0u =  as the reference point, 
which does not matter as only the relative values matter. 
The other criterion considered in this formulation is on-time arrival reliability: 
 
 ( ) ( ) ( )
0
Pi i
b
iR b t b f t dtμ μ= ≤ = ³ , (2) 
 
where t  represents the travel time; b  is the travel time budget specified by the traveler; ( )if tμ  is
 
the travel 
time distribution from node i  to the destination through alternative iμ . We define the boundary conditions of 
on-time arrival reliability as the following: 
 
 
( )
( )
0   if 0,  destination
1    if destination
i
i
R b b i
R b i
­ ≡ < ≠°®
≡ =°¯
. (3) 
     
    According to the principle of optimality for dynamic programming (Bellman, 1961), we write down the 
discrete dynamic system as a backward recursive relationship with respect to prospect and on-time arrival 
reliability respectively: 
The prospect of a trip from stage i  to destination via alternative iμ : 
 
 ( ) ( )( ) ( ) ( )0 0  j ji i ii j jf t u t dt f t u t dtπ πμ μ μφ φ φΘ Θ= + = +³ ³ , (4) 
 
and the corresponding on-time arrival reliability: 
 
 ( ) ( ) ( )
0
ji i
b
i jR b f t R b t dtπμ μ= −³ , (5) 
 
where Θ  is the maximum possible travel time, b  is the travel time budget or the allowable time left from the 
current time to the desired arrival time and jπ  represents the decision travelers make at stage j . The dynamic 
programming principle, which states that an optimal policy consists of optimal sub-policies, does not hold for 
general value functions unless they are linear or exponential (Loui, 1983). Thus, to apply the principle of 
dynamic programming in our formulation, a restriction of the value functions is required. Fortunately, the 
conditions of absolute risk aversion (ARA), which is used to model risk-averse travelers, fulfill this restriction, 
as discussed in Section 3. 
    As one may notice, (5) is a two-stage formulation; but it can be extended to multiple stages by replacing the 
travel budget b  by 
1
1
i
k
k
b t
−
=
−¦  where 1
1
i
k
k
t
−
=
¦  is the travel time spent before departure from node i . Equations (4) 
and (5) imply that the reliability (prospect) at the current position relies on that of the current choice and the 
condition of the next position, i.e., the convolution of travel time from stage i
 
to the next stage j , and the 
corresponding reliability (prospect) at stage j . 
    From historical patterns of link travel times, we can derive the probability distribution of t , i.e. ( )f t , by 
examining factors that influence it. How the patterns are derived and what factors will influence the travel time 
distributions rely largely on empirical analysis of the data and are mostly context-dependent, which is beyond the 
scope of this paper. More detailed discussions can be found in Xiao and Lo (2010). Thus, for illustration 
purposes, we consider that the time of day has the most significant influence on ( )f t . This relationship is 
captured as a conditioning probability, ( )| if t T , where iT  is the time of day the vehicle arrives at/departs from 
stage i . In particular, DT  represents the desired time of arrival at destination D  and is specified by the traveler. 
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In the context of dynamic programming, each iT  is considered as a state variable at stage i . Hence, (6) and (7) 
below express the modified backward recursive relationship by adding the time dimension: 
The prospect of the trip from node i  to destination via choice iμ  at iT  is expressed as: 
 
 ( ) ( ) ( ) ( )( )0 | , ji ii i i i j jT f t T u t T T dtπμ μφ φΘ= +³ , (6) 
 
where ( ), iu t T  is the value function of travel cost at iT  and Θ  is the maximum possible link travel time in the 
network. 
The on-time arrival reliability given iT  is expressed as: 
 
 ( ) ( ) ( )
0
, | ,ji ibi i i j jR b T f t T R b t T dtπμ μ= −³ , (7) 
 
where b = D iT T− . In particular, jT  is a function of iT  and t . One can refer to Appendix 1 to see how jT  can be 
obtained. In particular, by replacing the value function in (6) by ( ), iu t T t= − , the prospect is the negative value 
of expected travel time. 
    Equations (6) and (7) indicate that, given a value function of travel time, the trip’s prospect and on-time 
arrival reliability are determined by the travel time distribution, ( )| if t T . Thus, the problem is equivalent to 
finding an alternative with a certain travel time distribution from the set of available alternatives such that the 
traveler’s prospect of the trip is maximized 
    However, two challenges lie ahead to solve this problem. Firstly, it is hard to calibrate specifically for each 
traveler his or her valuation of travel cost, since travelers may have different utility preferences, making it 
laborious, if at all possible, to calibrate the individualized value function. Secondly, even if we can calibrate the 
value function for each traveler, there would be too many possible options (paths or links) to choose from in a 
real traffic network, not to mention formulating the problem in an adaptive optimization context, which would 
make the problem size even more formidable. Therefore, it is highly beneficial to reduce the problem size by 
removing the obviously infeasible or inferior options and constructing a set of feasible and plausible, or 
admissible ones. These two challenges raise a great need of developing an approach that can apply for different 
value functions based on their common features, as well as can efficiently construct a set of admissible options. 
In this paper, by grouping travelers according to their risk-taking preferences, the new approach takes advantages 
of certain common features among travelers within the same risk-taking group. On the other hand, by applying 
the concept of stochastic dominance, a proportion of infeasible alternatives can be excluded from the choice set 
such that the computational complexity is substantially reduced. 
 
 
3. Risk-averse Behavior and Stochastic Dominance 
 
3.1. Risk-averse behavior in the negative domain 
 
    Different people have different preferences on risk and reliability. Even the same person may have different 
preferences depending on the activities or trip purposes. In the fields of social science, psychology and 
economics, three categories of risk-taking agents are often referred to (e.g. Slovic, 1987; Slovic and Peters, 2006; 
Douglas, 1985). They are best explained through the example of choosing an amount of certain payoff (often 
called certainty equivalent) in lieu of a lottery with uncertain higher or lower payoffs. 
1. Risk-neutral agents are those who consider the certainty equivalent to be equal to the mean payoff of the 
lottery.  
2. Risk-averse (risk-avoiding) agents are those who take the certainty equivalent to be lower than the mean 
payoff of the lottery. The utility functions of this class of agents are increasing and concave.  
3. Risk-affine (risk-seeking) agents are those who take the certainty equivalent to be higher than the mean 
payoff of the lottery. The utility functions of this class of agents are increasing and convex.  
Making trip decisions is analogous to taking on a lottery in the sense that they both involve choosing among 
random outcomes. One major difference, however, is that trip decisions are about departure time, route/mode 
choice, etc., whose outcomes are typically expressed in cost terms, or negative in value, as opposed to winning a 
prize in a lottery, which is positive in value. The formulation in this paper particularly caters for the second 
category of agents, also the majority of people, who are risk-averse. According to the empirical studies in 
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Kahneman and Tversky (1979), a risk-averse agent has a concave value function if the payoff exceeds the 
reference point, i.e.: 
 
 ( )( ) ( )( )u E x E u x≥  (8) 
 
where ( )u x  is his/her value function and x is his/her cost, e.g., investment for the insurance. The inequality (8) 
is also known as Jensen’s Inequality with respect to concave functions. The higher the curvature of ( )u x , the 
higher the risk aversion. One such measure of risk aversion is called the Arrow-Pratt absolute risk aversion 
(ARA) (see Arrow, 1970; Pratt, 1964) which is defined by the condition that the term ( ) ( )'' 'u x u x−  being a 
constant (assuming that first two orders of derivative exist). In addition, a value function satisfies ARA if and 
only if it is linear or exponential. 
    In contrary to the evaluation of payoff which is normally positive, a traveler on the road gets no payoff but 
only accrues time and fuel costs; therefore we have to consider the opposite side of risk-averse behavior, i.e., 
travelers’ value functions are in the negative domain (cost rather than payoff). Here we introduce the notion of 
the reflection effect from empirical studies. 
    Proposition 1 (Kahneman and Tversky, 1979): 
   “The preference between negative prospects is the mirror image of the preference between positive prospects”. 
This empirical pattern is labeled as reflection effect. 
    Proposition 1 has several implications. One of them is that it implies a certain transformation between risk-
averse and risk-affine behaviors, as stated below. 
    Proposition 2 (Kahneman and Tversky, 1979; Sriboonchitta et al., 2010): 
    An agent who is risk-averse in the positive domain (positive utilities/prospects) is risk-affine in the negative 
domain (negative utilities/prospects). 
From Proposition 2, measuring travel costs as negative terms, a risk-averse traveler’s utility function should be 
decreasing (increasing in absolute magnitude) and convex in the negative domain. The transformation is 
illustrated in Fig. 1a (from Kahneman and Tversky, 1979). Since the independent variable of utility function is 
positive in nature, the utility function is re-plotted in the fourth quadrant as in Fig. 1b. This observation can be 
found in Yin et al. (2004) as well. We note that a risk-neutral traveler remains risk-neutral in the negative 
domain. 
 
 
 (a)     (b) 
Fig. 1. An illustration of the reflection effect. 
 
Value 
Area of gains 
Area of losses 
 
 
 
 
Value  
risk-affine 
“mirror” 
Re-plot 
risk-averse 
Investment Investment
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Briefly, in this paper, the estimated value of risk-averse travelers is measured by the travel cost as plotted in 
the fourth quadrant as in Fig. 2. The exact shapes of these utility functions for risk-averse behavior may vary for 
different travelers. Nevertheless, they all are decreasing (increasing in absolute magnitude) convex functions of 
travel cost, i.e., en route travel time in this paper. 
 
 
Fig. 2. The value function for “loss” of a risk-averse traveler. 
 
3.2. Stochastic Dominance 
 
    The prospect theory was first introduced by Kahneman and Tversky in 1979. From the definition of prospect, 
i.e. (1), one can easily verify that different distributions of a random variable X  may yield the same prospect. 
For example, if we have two different distributions defined on [ ]0,1
 
as: ( ) 2f x x=  and 
( ) ( ]
8 [0,0.5]
0 0.5,1
x x
g x
x
∈­°
= ®
∈°¯ , for the value function ( ) 1u x =  also defined on [ ]0,1x∈ , both ( )f x  and ( )g x  
yield the same prospect which is 1. Obviously, they have different valuations to people with different risk-taking 
preferences so travelers may prefer different distributions. These differences in valuations or preferences 
involving costs and uncertain payoffs are addressed by the concept of stochastic dominance in the economics 
literature. 
    Stochastic dominance (SD) (see Hadar and Russell, 1969) is proposed as an ordering tool to sort through a 
family of (travel time) distributions. Without needing to know the exact specifications or shapes of utility 
functions, the properties of SD can be used to rank these functions in terms of their resultant prospects, as long 
as the utility functions satisfy some first and/or second order conditions. This property provides a marked 
advantage for there is no need to calibrate the individualized utility functions. Before we embark on linking this 
concept for our routing context, we briefly introduce SD in the sense of first and second orders. 
    Let ( )1f x  and ( )2f x  denote two probability distribution functions of a continuous random variable x  
defining on I  and ( )1F x  and ( )2F x  are their respective cumulative distribution functions, i.e., 
( ) ( )1 10
x
F x f y dy= ³  and ( ) ( )2 20xF x f y dy= ³ . 
Definition 1. First-order Stochastic Dominance (FSD): 1f  stochastically dominates 2f  in the first-order, 
denoted as 11 2f f; , if and only if 
 
 ( ) ( )1 2F x F x≤ , for all x I∈ . (9) 
 
    By defining a set of monotonically increasing utility functions ( ) ( ){ }1 : ' 0U u x u x= > , we have the following 
theorem. 
    Theorem 1. If 11 2f f; , then the prospect 1φ  is stochastically larger than the prospect 2φ  for all ( ) 1u x U∈ , i.e., 
1 2φ φ≥ , where ( ) ( )1 1I u x f x dxφ = ³  and ( ) ( )2 2I u x f x dxφ = ³ . 
    The proof to Theorem 1 can be found in Appendix 2. This theorem states that, for an increasing utility 
function, the value of the cumulative distribution function of the preferred distribution always lies under that of 
Losses 
risk-affine in the 
negative domain 
Travel cost
Value
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the inferior distribution. Theorem 1 also applies to discrete random variables, with the proof provided in 
Appendix 2. 
    Stochastic dominance in the second order is defined in a similar way but for different purposes. FSD accounts 
for only the expectation without considering variation or “spread” of the distribution. In order to compare two 
distributions with respect to their variations, Second-Order Stochastic Dominance (SSD) was developed. 
Definition 2. Second-order Stochastic Dominance (SSD): 1f  stochastically dominates 2f  in the second-order, 
denoted as 21 2f f; , if and only if 
 
 ( ) ( )1 20 0
x x
F y dy F y dy≤³ ³ , for all x I∈ . (10) 
 
    Consider a subset of 1U , which is increasing and concave: ( ) ( ) ( ){ }2 : ' 0, '' 0U u x u x u x= > ≤ . As explained 
above, travelers with utility functions in 2U  are called risk-averse. Similar to Theorem 1, we have Theorem 2: 
    Theorem 2. If 21 2f f; , then the prospect 1φ  is stochastically larger than the prospect 2φ  for all ( ) 2u x U∈ , 
i.e., 1 2φ φ≥ . 
    The proof to Theorem 2 and the discrete case can be found in Appendix 3. 
    If the prospects are not about payoff but about cost/loss or penalty, we come to the following definition of 
second-order stochastic dominance. 
Definition 3. SSD with respect to negative prospect: 1f stochastically dominates 2f in the sense of second-
order with respect to negative prospect, denoted as 1 2 2f f; , if and only if 
 
 ( ) ( )1 20 0
x x
F y dy F y dy≥³ ³ , for all x I∈ . (11) 
 
    In accordance with the reflection effect of risk-averse agents’ risk-seeking behavior in the negative prospect 
domain, we define the set of risk-seeking disutility function as 3U , where 
( ) ( ) ( ) ( ){ }3 : 0, ' 0, '' 0U u x u x u x u x= ≤ < ≥ . 
    Theorem 3. If 1 2 2f f;  in the domain of negative prospect, i.e. ( ) ( )1 20 0
x x
F y dy F y dy≥³ ³  for all x I∈ , then 
the prospect 1φ
 
is stochastically larger (smaller in absolute magnitude) than the prospect 2φ for all ( ) 3u x U∈ , i.e., 
1 20 φ φ≥ ≥ . 
    The proof to Theorem 3 can be found in Appendix 4. 
 
 
4. SSD constrained formulation and solution procedure 
 
    According to Theorem 2, a distribution of uncertain payoff is preferred by a risk-averse agent if the conditions 
for SSD hold. Analogously, according to Theorem 3, with respect to negative prospect, a distribution of 
uncertain loss is more desirable to a risk-averse agent if this distribution stochastically dominates others in the 
second order. This means that even though a traveler’s disutility function is not known, as long as it is decreasing 
and convex (or risk-affine in the negative domain), one can still judge if an alternative yields a larger prospect 
than another for that traveler through investigating the SSD relationship between the alternatives; the only 
information required is the travel time distributions of both alternatives. 
    Besides, recalling the intention of this approach, the SSD properties are not only used to obviate the need of 
knowing the exact utility functions, but also to construct an admissible choice set. In particular, only options that 
strictly dominate others are chosen as entries of the admissible set. By doing so, we can drastically reduce the 
effort of going through all possible routes or links and save time and computational resources in implementation. 
In the following, we first define the benchmark alternative and the resultant admissible set, and then formulate 
the navigation problem as a dynamical programming problem, and finally devise its solution algorithm. 
 
4.1. Benchmark alternative and the admissible set 
 
In this paper, we consider the benchmark alternative as the fallback choice when it is dominated by no other 
alternatives. There are two reasons the benchmark alternative is vital in this formulation. The incentive of 
defining a benchmark alternative is that it can satisfy one of the routing criteria at an acceptable level as 
specified by the traveler. Besides, a benchmark alternative also has its own practical meaning. Relying on the 
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properties of stochastic dominance alone is not sufficient to produce a full sequence of ordering of alternative 
choices, as one may notice. It is possible that no SSD relationship exists between a pair of alternatives. In the 
context of this navigation problem, the benchmark alternative is referred to as the one with the highest on-time 
arrival reliability† among all the potential alternatives with respect to the travel time budget b
 
specified by the 
traveler at the current time of day. In terms of notation, we denote ( )i iTτ  as the benchmark alternative at stage i  
at iT , i.e.: 
 
 ( ) ( ){ }arg max ,i
i i
i i i iT R b T
μ
μ
τ
∈
=
ȝ
, (12) 
 
Hence, the admissible set iS , as we discussed before, is defined here as a set of all possible alternatives that 
strictly stochastically dominates the benchmark alternative in the second order and is expressed as: iS =
( ) ( ){ }2: i ii f t f tμ τμ ; . Obviously, i i⊆S ȝ . According to Definition 3, an alternative iμ  belongs to iS  if and 
only if ( ) ( )2i if t f tμ τ; , i.e.: 
 
 ( ) ( ) ( ) [ )ˆ ˆ
0 0 0 0
ˆ 0,i ii
b b Tf y dyd f y dyd bθ θ τμ θ θ≥ ∀ ∈ Θ³ ³ ³ ³ , (13) 
 
or equivalently, as ( ) ( )
0
i i
if y dy R
θ μ μ θ=³ : 
 
 ( ) ( ) ( ) [ )ˆ ˆ
0 0
ˆ 0,i ii
b b T
i iR d R d b
τμ θ θ θ θ≥ ∀ ∈ Θ³ ³ , (14) 
 
with at least one instance [ )ˆ 0,b ∈ Θ  such that the left hand side is strictly larger than the right hand side. That is, 
SSD can be checked by the integral of reliability as shown in (14). 
In the case when information about time of day is available, analogously, we have the definition that an 
alternative iμ  belongs to iS  if and only if: 
 
 ( ) ( ) ( ) [ )ˆ ˆ
0 0
ˆ
, ,  0,i ii
b b T
i i i iR T d R T d b
τμ θ θ θ θ≥ ∀ ∈ Θ³ ³ . (15) 
 
From the definition of SSD, we come to the following two propositions: 
Proposition 3: 
The expected travel time for each entry in the admissible set is no longer than that for the benchmark 
alternative. 
    Proof. 
Note that ( ) 3u t t U= − ∈  and ( ) ( )i it E tμ μφ − = −  where ( )iE tμ  is the expected travel time from stage i  to the 
destination through iμ . If 2i iμ τ; , according to Theorem 3, ( ) ( )0 i it tμ τφ φ> − ≥ − . This is equivalent to 
( ) ( )0 i iE t E tμ τ> − ≥ − , or  ( ) ( )i iE t E tμ τ≤ . 
    This proposition implies that the alternative with the least expected travel time should not be made as the 
benchmark since such a benchmark cannot be dominated by others. 
Proposition 4: 
Each entry in the admissible set has a higher on-time arrival reliability for at least one instance of travel time 
budget than the benchmark alternative. 
    Proof. 
    Suppose iμ  is an entry in the admissible set and that Proposition 4 does not hold, i.e., ( ),ii iR b Tμ  < ( ),ii iR b Tτ   
b∀  . In other words, the on-time reliability of iμ  is not better than that of the benchmark alternative iτ  for all 
possible instances of travel time budget  b . Inspecting (15), the integral on the left hand side cannot be larger 
                                                 
†
 As far as formulation is concerned, one can choose a benchmark alternative based on some other criterion acceptable to the user. For 
illustration purposes, for this reliable navigation problem, the criterion is set to be on-time arrival reliability. 
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than that of the right hand side. That is to say, 2i iμ τ/;  and i iμ ∉S , which contradicts that  iμ  is an entry in the 
admissible set.  
Propositions 3 and 4 state the advantages of the SSD relationship and the resultant admissible set by ensuring 
that each entry in the admissible set has a shorter, or at least the same expected travel time as the benchmark 
alternative; moreover, each entry has a higher on-time arrival reliability for at least one instance of travel time 
budget specified by the traveler except the one currently specified in the benchmark alternative (which by 
definition has the highest on-time reliability). These properties provide room for the tradeoff between on-time 
arrival reliability and prospect (expected travel time). We will show this in the numerical example. 
 
4.2. SSD constrained formulation 
 
With the benchmark alternative and the resultant admissible set defined, the navigation problem can be 
expressed as: 
 
 ( ) ( ) ( ) ( ) ( )( )0arg max arg max | , ji i
i i i i
i i i i i i j jT T f t T u t T T dtπμ μ
μ μ
π φ φΘ
∈ ∈
= = +³
S S
. (16) 
 
    Equation (16) is an optimization problem with SSD constraints, as defined with respect to the benchmark 
alternative, which encapsulates the tradeoff between the two criteria. At each decision point, according to the 
current time of day and the travel time budget specified by the traveler, the formulation determines a benchmark 
alternative with the highest on-time arrival reliability which is then used to form the corresponding admissible 
set. According to the discussion above, all entries in the admissible set are guaranteed to have higher prospects 
or lower expected travel time than those of the benchmark alternative. Thus, selecting any alternative in the 
admissible set will not result in an inferior choice as far as expected prospect or travel time is concerned. This 
indicates that the adaptive routing approach is intended to determine a decision such that its prospect is as high 
as possible, with a possible reduction in on-time arrival reliability as compared with the benchmark alternative. 
 
4.3. Solution Procedure 
 
    In this section, we explain how to solve the problem at stage i  at time of day iT . In practice, the algorithm is 
repeated state by state and stage by stage from the destination backward to the origin. As mentioned before, to 
solve this problem, we first need to evaluate ( ),ii iR b Tμ  for every alternative available at node i , followed by 
ordering the alternatives with respect to their travel time distributions using the SSD method. Hence, the solution 
approach consists of three sequential steps. 
    Step 1: Calculate ( ),ii iR b Tμ  for all i iμ ∈ȝ  and determine the benchmark alternative ( )i iTτ  
The benchmark alternative is defined as in (12), representing the choice with the highest on-time reliability 
within the set iȝ . To make the backward recursion complete, we define: 
 
 ( ), 1,    0D DR b T b= ≥ , (17) 
 
    If iȝ  is empty, stop and terminate the algorithm; if
 
iȝ  contains only one entry iμ , then ( )i i iTτ μ=  and 
( )i i iTπ μ= , break and go to the next state/stage; otherwise, go to Step 2. 
    Step 2: Construct the SSD admissible set iS  
    To satisfy the constraint of the optimization problem in (16), we construct the admissible set by selecting all 
available alternatives whose travel time distributions stochastically dominate the benchmark alternative in the 
second order, i.e.,(15). Note that the benchmark alternative dominates itself by definition but it is not an entry in 
the admissible set iS  as the SSD relationship is not strictly satisfied. 
Typically, numerical methods used to evaluate convolutions involve some sort of discretization. In 
Appendices 2-4, we prove that the SSD conditions defined above also hold for discrete random variables, which  
are applied here for devising the numerical schemes to check if (15) holds for each iμ . First, the travel time 
budget b  is discretized equally into W  discrete values, expressed as: 
 
 { }, 2 ,..., ,...,b w Wθ θ θ θ= , (18) 
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where b Wθ =  is the step size. So the discretized form of (15) is: 
 
 ( ) ( ) ( )
1 1
, ,
i ii
w w
T
i i i i
k k
R k T R k Tτμ θ θ
= =
≥¦ ¦   w W∀ ≤ . (19) 
    Apparently, checking the validity of (19) can be implemented via numerical means readily. If (19) holds for 
all [ ]1,w W∈  for a given iμ  and ( )i i iTμ τ≠ , we conclude that it stochastically dominates the benchmark 
alternative in the second order and is entered into the admissible set iS . 
    After go through all i iμ ∈ȝ , if iS  is empty, ( ) ( )i i i iT Tπ τ= , break and go to next state/stage; if iS  has a 
single entry iμ , ( )i i iTπ μ= , break and go to the next state/stage; otherwise, go to Step 3. 
    Step 3: Update the feasible set iȝ  to the admissible set iS  
    If the algorithm comes to Step 3, it implies that iS  has multiple entries. In this case, the feasible set iȝ  is now 
updated to iS  and go back to Step 1. Through the updating, the algorithm shrinks the size of the feasible set such 
that a new benchmark can be defined which is guaranteed to be better than the previous one. The algorithm 
continues until it breaks and goes to the next stage/state. 
 
 
5. Numerical Studies 
 
5.1. The properties of the sample network 
 
    A numerical example is conducted to show how the algorithm works and the properties of this formulation. 
The traffic network is illustrated in Fig. 3. 
 
Fig. 3. The sample network. 
     
Node 1 and node 2 are connected by 3 links, so are node 2 and node 3. There are no direct links from node 1 
to node 3. Each link has a different link travel time distribution. Suppose the mean and variance of link travel 
time on link μ  be m  and 2σ , respectively, and the link travel time follows a Gamma distribution‡: 
 
 ( ) ( ) ( )
1 /tt ef t
α β
μ
αβ α
−
−
=
Γ
 (20) 
where α  and β  are parameters with 2 2/mα σ=  and 2 / mβ σ= , and ( )αΓ  is the gamma function of α . 
 
Table 1. Parameters for the gamma distribution for different times of day. 
11:55<T<12:00 12:00<T<12:05 T>12:05 
link α  β  α  β  α  β  
1 6.8 0.8 4.8 0.9 7 0.6 
2 10 0.6 5 0.8 6 0.65 
3 12.5 0.4 21 0.2 5 0.8 
4 18 0.4 15.5 0.3 5.6 0.8 
                                                 
‡
 The Gamma distribution is used here for illustration purposes. Our formulation and solution algorithm are not restricted to any particular 
probability distribution. 
node 1 node 2 node 3
link 1
link 2
link 3
link 4
link 5
link 6
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5 12.4 0.55 9 0.6 9 0.5 
6 7.6 0.8 6.5 0.8 23 0.2 
In the context of adaptive routing, link travel time distributions may vary with different conditioning variables. 
In this paper, for illustration purposes, we model the link travel time distributions as varying with the time of day, 
and are represented by different scale and shape parameters of the gamma distribution.  The parameters are set as 
in Table 1, wherein the three pairs of columns on the right refer to three different times of the day, between 
11:55 – 12:00; 12:00-12:05, and after 12:05. To fulfill the absolute risk-aversive (ARA) profile, which also 
satisfies the principle of optimality of dynamic programming, we adopt an exponential value function§ as 
example: ( ) 1Atu t e−= − , which represents a cluster of value functions for ARA individuals. The positive 
parameter A  implies the curvature of the value function: a larger A  implies a higher curvature, with the 
respective prospect expressed as ( )uφ . In this example, A  is set to be 4. The exact disutility functions are 
included here for illustration only; in reality, this routing algorithm does not need to know their exact utility 
functions as long as they satisfy the ARA profile. 
After setting up the experiment, we solve the problem following the procedure outlined in Section 4.3. To 
simplify the notations in figures and tables, in the following discussion, we denote on-time arrival reliability as R, 
and expected travel time as ET. 
 
5.2. SSD constrained adaptive routing policy for the sample network 
 
A vehicle plans to travel from node 1 to node 3 via node 2 with the traveler stating his desired arrival time at 
destination to be 12:12. The times of arriving at or departing from a node are discretized to be: 1iT =11:55, 2iT
=12:00 or 3iT =12:05.
**
 The corresponding travel time budgets, respectively, are 17 minutes, 12 minutes and 7 
minutes. The following shows how the navigational instruction or policy is determined and delivered to the 
vehicle while considering its departure time. According to the discussion in Section 4, the algorithm starts from 
node 3. At the destination, there is no need to make any decision. Then the algorithm goes backward to node 2. 
Obviously, 2ȝ ={link 4, link 5, link 6}. If the vehicle arrives at and immediately departs from node 2 at 11:55, to 
illustrate the problem, we tabulate the performance of each alternative in Table 2 and plot the on-time arrival 
reliability in Fig. 4. 
 
 
Table 2. The on-time reliability (R), least expected travel time (LET) and prospect for each link from node 2 to 
destination. 
Departure time from node Link R LET Prospect 
11:55 
4 1.0000 7.19 -0.3770 
5 0.9999 6.81 -0.3598 
6 0.9998 6.07 -0.3259 
12:00 
4 1.0000 4.64 -0.2639 
5 0.9979 5.39 -0.2970 
6 0.9954 5.19 -0.2862 
12:05 
4 0.9003 4.47 -0.2520 
5 0.9390 4.49 -0.2551 
6 0.9876 4.59 -0.2622 
 
                                                 
§
 The travel time is in unit of hour. Prospects are calculated according to the value function. The smaller is the absolute value of the prospect, 
the better is the solution. 
**
 For simplicity, we assume there is no nodal delay. Thus the arrival and departure from a node are instantaneous. Without loss of generality, 
the discussion hereafter is not limited to discretized times of the day but can be applied to continuous arrival/departure times. 
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Fig. 4. The on-time arrival reliabilities of links 4-6 for departure at 11:55. 
 
The on-time reliabilities of completing the trip within b  (in this scenario, the travel time budget b  is 
specified by the traveler to be 17 minutes or 1020 seconds) are: ( )4 12 2,linkR b T =1.0, ( )5 12 2,linkR b T =0.9999, and 
( )6 12 2,linkR b T =0.9998. Thus the benchmark alternative is determined by: ( ) ( ){ }2
2 2
1 1
2 2 2 2arg max ,T R b T
μ
μ
τ
∈
=
ȝ
=link 4. 
One can verify that, the SSD condition holds for link 5 and link 6; i.e., both link 5 and link 6 stochastically 
dominate link 4 in this case. In other words, for any [1, ]w W∈  , we have ( )4 12 2
1
,
w
link
k
R k Tθ
=
≤¦ ( )5 12 2
1
,
w
link
k
R k Tθ
=
¦  
and ( )4 12 2
1
,
w
link
k
R k Tθ
=
≤¦ ( )6 12 2
1
,
w
link
k
R k Tθ
=
¦ ; and the inequalities strictly hold for at least one instance of [1, ]w W∈ . 
Thus, 2S ={link 5, link 6}. The SSD relationship, according to Proposition 3 and 4, implies that even link 4 has 
the highest R  for b =17 minutes, the expected travel time via link 5 or link 6 to the destination is definitely 
lower and the corresponding R  via link 5 or link 6 is higher for at least one instance of b  (other than the 
currently specified travel time budget of 17 minutes).  
Since there are two entries in the admissible set, the feasible set of 2ȝ  is updated to {link 5, link 6}. Among 
them, link 5 has a higher reliability and is taken as the updated benchmark. Similar SSD relationship can be 
found between link 5 and link 6, i.e., link 6 2; link 5. At this moment, the admissible set contains only one entry; 
we obtain ( )12 2Tπ =link 6. 
The SSD relationships are also observable from Figures 4-5. To examine if the benchmark alternative is 
dominated by the other two alternatives, the integral values of ( )4 12 2,linkR b T , ( )5 12 2,linkR b T  and ( )6 12 2,linkR b T  as 
according to (19) are calculated. To more clearly show the graph, we plot out the square root values of the 
integrals of R  in Fig. 5. One can see that both the curves of link 5 and link 6 are above that of link 4 and the 
curve of link 6 is above that of link 5. 
As for the case when the vehicle departs from node 2 at =12:00 (i.e., =12 minutes or 720 seconds), we 
obtain that =link 4 with R equals 1. One can verify that the SSD condition fails to hold, i.e., neither link 
5 nor link 6 dominates link 4 in this case (see Fig. 6). In other words, there is at least one  such that 
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>  and > . As no alternative dominates the 
benchmark, the decision is to take: = =link 4. 
 
Fig. 5. The square roots of the integrals of reliabilities of links 4-6, departure time at 11:55. 
 
Fig. 6. The square roots of the integrals of reliabilities of links 4-6, departure time at 12:00. 
 
( )4 22 2
1
,
w
link
k
R k Tθ
=
¦ ( )5 22 2
1
,
w
link
k
R k Tθ
=
¦ ( )4 22 2
1
,
w
link
k
R k Tθ
=
¦ ( )6 22 2
1
,
w
link
k
R k Tθ
=
¦
( )22 2Tπ ( )22 2Tτ
0 200 400 600 800 1000 1200 1400 1600 1800
0
5
10
15
20
25
30
35
40
Travel time (second)
Sq
u
a
re
 
ro
o
t o
f t
he
 
in
te
gr
al
 
o
f t
he
 
re
lia
bi
lit
y
 
 
link 4
link 5
link 6
0 100 200 300 400 500 600 700 800
0
5
10
15
20
25
Travel time (second)
Sq
u
a
re
 
ro
o
t o
f t
he
 
in
te
gr
al
 
o
f t
he
 
re
lia
bi
lit
y
 
 
link 4
link 5
link 6
The curve for link 4 crosses those for 
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link 5 nor link 6 dominates link 4.
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always lies under the other two, so it 
is dominated by link 5 or link 6. 
Furthermore, the curve for link 6 is 
always above that for link 5, which 
means link 6 dominates link 5. 
647 Lin Xiao and Hong K. Lo /  Procedia - Social and Behavioral Sciences  80 ( 2013 )  633 – 657 
 
 
    Following the similar procedure, when 32T =12:05 (i.e. 7b =  minutes or 420 seconds), ( )32 2Tτ =link 6 and 
( )6 32 2,linkR b T =0.9876. This benchmark is dominated by link 4 and link 5, i.e., 2S ={link 4, link 5}. After 
updating, ( )32 2Tτ =link 5 and is dominated by link 4. Thus, ( )32 2Tπ =link 4. The reliability curves and SSD 
relationship are shown in Fig. 7 and Fig. 8.  
 
Fig. 7. The on-time arrival reliabilities of links 4-6 for departure at 12:05.  
 
Fig. 8. The square roots of the integrals of reliabilities of links 4-6, departure at 12:05. 
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Now the algorithm comes to node 1. At this stage, 1ȝ ={link 1, link 2, link 3}. Similarly, we obtain 
( ) ( )1 11 1 1 1T Tπ τ= =link 3; ( )21 1Tπ =link 2, ( )21 1Tτ =link 3; ( )31 1Tπ =link 2, ( )31 1Tτ =link 2. In the interest of space, 
we do not repeat the details of the solution procedure here. The results are tabulated in Table 3. 
 
Table 3. The on-time reliability (R), least expected travel time (LET) and prospect for each link from node 1 to 
destination. 
 
Departure time from node Link R LET Prospect 
11:55 
1 0.9854 10.73 -0.5896 
2 0.9839 11.09 -0.6078 
3 0.9958 10.40 -0.5771 
12:00 
1 0.8773 8.90 -0.5037 
2 0.9044 8.59 -0.4893 
3 0.9314 8.80 -0.5041 
12:05 
1 0.2672 8.66 -0.4917 
2 0.3155 8.36 -0.4763 
3 0.3120 8.46 -0.4804 
 
    The final result, tabulated as a decision matrix, is shown in Table 4 and represented in Fig. 9. In particular, 
Table 4 shows the different links to be taken based on the different arrival times at different nodes. For example, 
for the departure time of 11:55 from node 1, link 3 should be taken, the corresponding on-time reliability is 
0.9958 and the expected travel time to the destination is 10.40 minutes. 
 
Table 4. The decision matrix based on the proposed SSD method. 
 
1
iT =11:55 2iT =12:00 3iT =12:05 
node 1 link 3 link 2 link 2 
node 2 link 6 link 4 link 4 
node 3 NA NA NA 
Note: The bolded items indicate where the SSD relationship exists 
 
 
Fig. 9. The adaptive routing policy. 
 
5.3. Comparison with Adaptive Routing Methods with a Single Criterion 
 
    As mentioned before, an adaptive routing policy can be developed to satisfy a certain single criterion.††  While 
considering multiple criteria, e.g., higher on-time arrival reliability and less travel cost, this SSD method makes 
tradeoff between them. To illustrate this observation, we first examine the decision matrices for adaptive policies 
developed solely from the criteria of highest on-time arrival reliability and least expected total en route travel 
time, as shown in Table 5 and Fig. 10, and Table 6 and Fig. 11. In spite of the simplicity of single-criterion 
approaches, they have drawbacks. The least expected travel time criterion ignores the on-time reliability which 
may cause a higher risk of late arrival, whereas the criterion of highest on-time reliability depends on the time 
budget specified by the user. As we know, one can get a higher on-time reliability by specifying a longer budget; 
the approach ignores the tradeoff between on-time reliability and its associated time budget. 
 
                                                 
††
 MOLP develops a single criterion by taking a weighted sum of multiple criteria. The discussion here applies to this approach as well. 
node 1 node 2 node 3
11:55: link 3 
12:00/12:05: link 2
11:55: link 6
12:00/12:05: link 4
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Table 5. The decision matrix based on criterion of on-time arrival reliability. 
 
1
iT =11:55 2iT =12:00 3iT =12:05 
node 1 link 3 link 3 link 2 
node 2 link 4 link 4 link 6 
node 3 NA NA NA 
 
Fig. 10. The routing policy based on highest on-time arrival reliability. 
 
Table 6. The decision matrix based on criterion of least expected travel time. 
 
1
iT =11:55 2iT =12:00 3iT =12:05 
node 1 link 3 link 2 link 2 
node 2 link 6 link 4 link 4 
node 3 NA NA NA 
 
 
Fig. 11. The routing policy based on least expected travel time. 
 
In cases when the three methods recommend the same choice, it has the same performance, as obviously so. 
For instance, for departure time 12:00 from node 2, all three methods recommend link 4, which results in the 
identical on-time reliability, expected travel time, and prospect (see Table 4, Table 5 and Table 6). 
It is more interesting to examine instances where the three methods recommend different choices. Typically, 
this will happen when the benchmark is dominated by other alternatives; for example, when the vehicle departs 
from node 1 at 12:00, from node 2 at 11:55 and at 12:05. Examining these cases will show exactly how the 
tradeoff between two criteria is made. Let’s take the second case for instance, as shown in Table 7. 
 
 
Table 7. Solutions by applying different routing methods for departure from node 2 at 11:55. 
Approach Decision R ET Prospect 
SSD method link 6 0.9998 6.07 -0.3259 
Highest R link 4 1.0000 7.19 -0.377 
LET link 6 0.9998 6.07 -0.3259 
     
    From Table 7, one can observe the differences in performance resulting from our SSD method as compared 
with the other two methods. Table 8 shows the percentile changes in expected travel time, prospect and 
reliability. For instance, compared with the routing method based on the criterion of highest on-time reliability, 
the expected travel time will be 15.57% lower and the prospect 13.55% higher, at the expense of 0.02% drop in 
on-time reliability. 
 
 
 
node 1 node 2 node 3
12:05
12:05
11:55/12:00
11:55/12:00
node 1 node 2 node 3
11:55 
12:00/12:05
11:55
12:00/12:05
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Table 8. Illustrating the tradeoff between the SSD method and the single-criterion methods. 
Comparison with the SSD method  Deduction in ET (%) 
Gain in prospect 
(%) 
Loss in reliability 
(%) 
The  criterion of highest on-time 
reliability 15.57 13.55 -0.02 
The criterion of least expected travel 
time  0 0 0 
 
We should note that in this numerical example, both the SSD method and least expected travel time criterion 
produced the same link choice and hence the same performance. However, this is not always the case. For 
example, if another travel time distribution is used (parmaters shown in Appendix 5) for this routing problem, 
one can verify that the vehicle departing from node 2 at 12:05 will be suggested to take either link 4, link 5, link 
6 under the least expected travel time criterion as all three choices share the same expected travel time, whereas 
the SSD method will recommend link 6 as link 6 dominates link 5 and link 4. This SSD relationship reveals that 
link 6 will gain a higher prospect comparing with link 4 or link 5. 
 
 
6. Concluding Remarks 
 
    In this paper, we formulated a vehicle routing approach that is adaptive to the arrival time at a node, and 
outlined a solution algorithm. The approach incorporates two criteria in one formulation. It optimizes the 
criterion of expected prospect of potential routing policies while considering on-time arrival reliability. The 
salient feature of this adaptive routing algorithm is that it makes use of the second-order stochastic dominance 
properties to determine a set of plausible or admissible routes that are guaranteed to have  higher or at least the 
same expected prospect as the benchmark alternative as specified by a risk-averse user; this benchmark 
alternative is defined as the route that has the highest on-time arrival reliability according to the travel time 
budget or desired arrival time specified by the user. The final outcome is the determination of a “better” route 
than the user’s original most reliable route in terms of expected prospect or expected travel time.  
This paper also extended the approach for an adaptive routing context, including conditioning variables such 
as the time of day. The final output is a set of optimal routing policy that adapts to the conditioning variable 
revealed while traveling en route, in this case, the time of arrival at each stage or node. For illustration purposes, 
we provided the results for a simple network, even though the approach can be applied to a general network. 
The approach has plenty of room for further improvement. Firstly, this method is designed exclusively for 
risk-averse travelers. It remains a research question whether it is possible to develop similar routing methods for 
other risk-taking behaviors. Secondly, this study focused mainly on formulating the problem and understanding 
its properties. Developing fast algorithms is not the present focus, but certainly this is an important aspect that 
deserves more studies. 
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Appendix 1.  Discretizing and approximating time of arrival at the next stage 
 
    Typically, control problems with continuous states, rules, or disturbances need to be discretized for solution 
implementation. Other than to cast the formulation as a probabilistic dynamic program, the motivation for 
discretizing the time of day also arises from traffic data availability, i.e., traffic data are usually collected and 
aggregated at some typical intervals. Moreover, as approximation, some pre-defined typical values suffice to 
represent the time of day rather than having to work with continuous variables, which would achieve 
computation efficiency. Due to these reasons and sometimes constraints, we discretize the time of day equally to 
M  typical values: ( )1 2, ,... , ...,m MT T T T=T . 
Suppose iT  and jT  are respective the exact arrival/departure time at stage i  and j , intuitively, we have: 
 
 ( ),j iT T t i j= +  . (21) 
 
Then the exact time of arrival at a stage is projected to the nearest discretized time of day mT , as in the 
following, which is stated as: 
 
 
arg min
m
m
j j
T
T T T
∈
= −
T

. (22) 
 
 
Appendix 2.  Proof of Theorem 1 
 
Proof.  
 
 ( ) ( ) ( ) ( ) ( ) ( )1 2 1 2 1 2I If x f x u x dx u x d F x F xφ φ− = − = −ª º ª º¬ ¼ ¬ ¼³ ³ . (23) 
 
    Integrating by parts, we have: 
 
 ( ) ( ) ( ) ( ) ( ) ( )1 2 1 2 1 2| 'I Iu x F x F x F x F x u x dxφ φ− = − − −ª º ª º¬ ¼ ¬ ¼³ . (24) 
 
    Note that, for the cumulative distribution functions where ( )0,I = ∞ , 
i. ( ) ( )1 2lim lim 1
x x
F x F x
→∞ →∞
= = , and 
ii. ( ) ( )1 20 0lim lim 0x xF x F x→ →= = . 
So the first term on the right hand side of (24) is 0, i.e., 
 
 ( ) ( ) ( )1 2 1 2 'I F x F x u x dxφ φ− = − −ª º¬ ¼³ . (25) 
 
    Recall the assumption ( ) ( )1 2F x F x≤  for all x I∈  and by definition ( )' 0u x > , it can be concluded that 
1 2 0φ φ− ≥ , i.e., 1 2φ φ≥ . An alternative proof can be found in Sriboonchitta et al. (2010) and Bawa (1975). 
 
The case of discrete random variable 
 
    The derivation above proves Theorem 1 with respect to continuous random variables. For discrete random 
variables, Theorem 1 also stands. 
    Let ( )1f x  and ( )2f x  denote two probability mass functions (pmf) of a discrete random variable taking 
values of ix , 1,2,...,i n= , where ix are real numbers, and ( )1F x  and ( )2F x  be the respective cumulative 
distribution functions. Thus ( ) ( ) ( )1 1
1
i
i r r
r
F x f x u x
=
=¦  and ( ) ( ) ( )2 2
1
i
i r r
r
F x f x u x
=
=¦ . Consequently, the 
prospects with respect to the two pmf are defined as ( ) ( )1 1
1
n
i i
i
f x u xφ
=
=¦  and ( ) ( )2 2
1
n
i i
i
f x u xφ
=
=¦ . We denote 
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the set of ix  as X . Furthermore, we assume that the random variable is labeled in accordance with their 
magnitudes, i.e., i jx x<  if and only if i j< .  
Definition 1’. (Definition of FSD) 1f  stochastically dominates 2f  in the first-order (denoted as 11 2f f; ) if 
and only if 
 
 ( ) ( )1 2 for all i i iF x F x x≤ ∈X , (26) 
 
    Theorem 1’. If 11 2f f; , then the prospect 1φ  is stochastically larger than prospect 2φ  for all ( ) 1u x U∈ , i.e., 
1 2φ φ≥ . 
    Proof. 
Using the Theorem of Mean, we have 
 
 ( ) ( ) ( )1 ' 1, 2,..., 1ni n r r
r i
u x u x u x i nξ−
=
= − Δ = −¦ , (27) 
 
where 
r
ξ  is a properly chosen value and 1r r rx xξ +≤ ≤ , and 1r r rx x x+Δ = − . Thus,  
 
 ( ) ( ) ( ) ( ) ( ) ( ) ( )1 2 1 2 1 2
1 1 1
n n n
i i i i i i i
i i i
f x u x f x u x f x f x u xφ φ
= = =
− = − = −ª º¬ ¼¦ ¦ ¦  (28) 
 
Substituting ( )iu x  in (27) from (28), we have: 
 
 
( ) ( ) ( ) ( ) ( ) ( ) ( )
( ) ( ) ( ) ( ) ( ) ( )
1
1 2 1 2 1 2
1 1
1 1
1 2 1 2
1 1
'
'
n n n
i i i i i n r r
i i r i
n n n
n i i i i r r
i i r i
f x f x u x f x f x u x u x
u x f x f x f x f x u x
φ φ ξ
ξ
−
= = =
− −
= = =
ª º
− = − = − − Δª º ª º « »¬ ¼ ¬ ¼ ¬ ¼
= − − − Δª º ª º¬ ¼ ¬ ¼
¦ ¦ ¦
¦ ¦ ¦
. (29) 
 
Since ( ) ( )1 2
1
n
i i
i
f x f x
=
−ª º¬ ¼¦ =0, ( ) ( ) ( )1 11 2 1 2
1
'
n n
i i r r
i r i
f x f x u xφ φ ξ− −
= =
− = − − Δª º¬ ¼¦ ¦ . Meanwhile, by noticing that 
( ) ( ) ( )1 1 1 1i i if x F x F x −= −  for 1i >  and ( ) ( )1 1 1 1f x F x= , the second term of the right hand side can be simplified 
as follow: 
 
( ) ( ) ( )
( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )
1 1
1 2
1
1 1 1
1 1 2 1 1 1 1 2 2 1
1 2
'
' '
n n
i i r r
i r i
n n n
r r i i i i r r
r i r i
f x f x u x
F x F x u x F x F x F x F x u x
ξ
ξ ξ
− −
= =
− − −
− −
= = =
− Δª º¬ ¼
= − Δ + − − + Δª º ª º¬ ¼ ¬ ¼
¦ ¦
¦ ¦ ¦
. 
 
For notional simplicity, we define: ( )1, 1i iF F x=  , ( )2, 2i iF F x=  and ( )' 'r ru u ξ= . The equation above can be 
written as: 
 
( ) ( )
( )
( ) ( ) ( )
1 1
1 2
1
1 1 1
1,1 2,1 1, 1, 1 2, 2, 1
1 2
1 1 1 1 1
1,1 2,1 1, 2, 1, 1 2, 1
1 2 2
1, 2,
'
' '
' ' '
n n
i i r r
i r i
n n n
r r i i i i r r
r i r i
n n n n n
r r i i r r i i r r
r i r i i r i
i
f x f x u x
F F u x F F F F u x
F F u x F F u x F F u x
F F
− −
= =
− − −
− −
= = =
− − − − −
− −
= = = = =
− Δª º¬ ¼
ª º= − Δ + − − + Δ¬ ¼
= − Δ + − Δ − − Δ
= −
¦ ¦
¦ ¦ ¦
¦ ¦ ¦ ¦ ¦
( ) ( )1 1 1 11, 1 2, 1
1 2
' '
n n n n
i r r i i r r
i r i i r i
u x F F u x
− − − −
− −
= = = =
Δ − − Δ¦ ¦ ¦ ¦
. 
 
Expand the two summations, and cancel out the redundant terms: 
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( ) ( )
( ) ( ) ( )
( ) ( )
1 1 1 1
1, 2, 1, 1 2, 1
1 2
1 1 1
1,1 2,1 1, 2 2, 2 1, 1 2, 1
1 2 1
1
1,1 2,1 1, 2 2, 2
2
' '
' ... ' '
' ... '
n n n n
i i r r i i r r
i r i i r i
n n n
r r n n r r n n r r
r r n r n
n
r r n n r
r
F F u x F F u x
F F u x F F u x F F u x
F F u x F F u x
− − − −
− −
= = = =
− − −
− − − −
= = − = −
−
− −
=
− Δ − − Δ
­ ½
= − Δ + + − Δ + − Δ® ¾¯ ¿
− − Δ + + − Δ
¦ ¦ ¦ ¦
¦ ¦ ¦
¦
( ) ( )
( )
1
1
1,1 2,1 1 1 1, 1 2, 1 1 1
1
1, 2,
1
' ... '
'
n
r
r n
n n n n
n
r r r r
r
F F u x F F u x
F F u x
−
= −
− − − −
−
=
­ ½® ¾¯ ¿
= − Δ + + − Δ
= − Δ
¦
¦
 
 
    Consequently, we have: ( )11 2 1, 2,
1
'
n
r r r r
r
F F u xφ φ
−
=
− = − − Δ¦ . 
    Recall the assumptions ( ) ( )1 2i iF x F x≤  for ix ∈ X  and by definition ' 0u > , it can be concluded that 
1 2 0φ φ− ≥ , i.e., 1 2φ φ≥ .  
 
 
 
Appendix 3.  Proof of Theorem 2 
 
    Proof. 
Taking the integral of (25) by parts, we have: 
 
 
( ) ( ) ( )
( ) ( ) ( )
( ) ( ) ( ) ( ) ( ) ( )
1 2 1 2
1 20
1 2 1 20 0
'
'
' | ''
I
x
I
x x
I I
F x F x u x dx
u x d F y F y dy
u x F y F y dy u x F y F y dydx
φ φ− = − −ª º¬ ¼
= − −ª º¬ ¼
= − − + −ª º ª º¬ ¼ ¬ ¼
³
³ ³
³ ³ ³
. 
 
The first term on the right hand side is equivalent to: 
 
 
( ) ( ) ( )
( ) ( ) ( ) ( ) ( ) ( )
( ) ( ) ( )
1 20
0
1 2 1 20 0
1 2
' |
' ' 0
'
x
I
I
u x F y F y dy
u F y F y dy u F y F y dy
u F y F y dy
∞
−ª º¬ ¼
= ∞ − − −ª º ª º¬ ¼ ¬ ¼
= ∞ −ª º¬ ¼
³
³ ³
³
. 
 
We have: 
 
 
( ) ( ) ( ) ( ) ( ) ( )
( ) ( ) ( ) ( ) ( ) ( )
1 2 1 2 1 20 0
1 2 1 20
' | ''
' ''
x x
I I
x
I I
u x F y F y dy u x F y F y dydx
u F y F y dy u x F y F y dydx
φ φ− = − − + −ª º ª º¬ ¼ ¬ ¼
= ∞ − + −ª º ª º¬ ¼ ¬ ¼
³ ³ ³
³ ³ ³
. (30) 
 
    Under the condition of 21 2f f; , the right hand side of (30) is non-negative, i.e., 1 2φ φ≥ . 
 
The case of discrete random variable 
 
    The derivation above proves Theorem 2 with respect to continuous random variables. For discrete random 
variables, Theorem 2 also stands. 
Definition 2’. (Definition of SSD) 1f stochastically dominates 2f in the sense of second-order, denoted as 
2
1 2f f; , if and only if 
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 ( ) ( )1 2
1 1
1, 2,...,
i i
r r
r r
F x F x i n
= =
≤ =¦ ¦  (31) 
 
    Theorem 2’. If 21 2f f; , then prospect 1φ  is stochastically larger than prospect 2φ  for all ( ) 2u x U∈ , i.e., 
1 2φ φ≥ .  
    Proof. 
According to the theorem of mean, we have: 
 
 ( ) ( ) ( )21' ' '' 1, 2,..., 1
n
r n k k
k r
u u u r nξ ξ ε ξ−
−
=
= − Δ = −¦ , (32) 
 
where kε  is a proper value between kξ  and 1kξ + , and 1k k kξ ξ ξ+Δ = − . Substituting for ( )' ku ξ  in (32) from (29) 
and extracting the brackets, 
 
 
( ) ( ) ( )
( ) ( ) ( ) ( )
( ) ( ) ( ) ( ) ( ) ( )
1
1 2 1 2
1
1 2
1 2 1
1
1 1 2
1 1 2 1 2
1 1
'
' ''
' ''
n
r r r r
r
n n
r r n k k r
r k r
n n n
n r r r r r r k k
r r k r
F x F x u x
F x F x u u x
u F x F x x F x F x x u
φ φ ξ
ξ ε ξ
ξ ε ξ
−
=
− −
−
= =
− − −
−
= = =
− = − − Δª º¬ ¼
ª º
= − − − Δ Δª º « »¬ ¼ ¬ ¼
= − − Δ + − Δ Δª º ª º¬ ¼ ¬ ¼
¦
¦ ¦
¦ ¦ ¦
 (33) 
 
For notional simplicity, we define: ( )1, 1r rF F x=  , ( )2, 2r rF F x=  and ( )'' ''k ku u ε= . The second term on the 
right hand side can be written as: 
 
( )
( )
( ) ( )
( ) ( )
1 2
1, 2,
1
1 2 1
1, 2,
1 1 1
1 2 1 1
1, 2, 1, 2,
1 1 1 1
1
1, 2, 1, 2,
1
''
'' ''
'' ''
''
n n
r r r k k
r k r
n n r
r r r k k k k
r k k
n n n r
r r r k k r r r k k
r k r k
k n
k k r r r r r r
r r k
F F x u
F F x u u
F F x u F F x u
u F F x F F x
ξ
ξ ξ
ξ ξ
ξ
− −
= =
− − −
= = =
− − − −
= = = =
−
= =
− Δ Δ
ª º
= − Δ Δ − Δ« »¬ ¼
= − Δ Δ − − Δ Δ
= Δ − Δ + − Δ
¦ ¦
¦ ¦ ¦
¦ ¦ ¦ ¦
¦ ( )
( ) ( ) ( )
2 1 1 1
1, 2,
1 1 1
2 1 2 1 1 1
1, 2, 1, 2, 1, 2,
1 1 1 1 1
''
'' '' ''
n n r
r r r k k
k r k
n k n n n r
k k r r r k k r r r r r r k k
k r k r k r k
F F x u
u F F x u F F x F F x u
ξ
ξ ξ ξ
− − − −
= = =
− − − − − −
= = = = = =
ª º
− − Δ Δ« »¬ ¼
= Δ − Δ + Δ − Δ − − Δ Δ
¦ ¦ ¦ ¦
¦ ¦ ¦ ¦ ¦ ¦
 
 
It is noticed that 
 
( ) ( ) ( )2 1 1 1 21, 2, 1, 2, 1, 2,
1 1 1 1
'' '' ''
n n n r n
k k r r r r r r k k k k k k k
k r k r k k
u F F x F F x u u F F xξ ξ ξ− − − − −
= = = = =
Δ − Δ − − Δ Δ = Δ − Δ¦ ¦ ¦ ¦ ¦ , 
 
thus the equation above can be transformed to: 
 
( ) ( ) ( )
( )
1 2 2 1 2
1, 2, 1, 2, 1, 2,
1 1 1 1
2
1, 2,
1 1
'' '' ''
''
n n n k n
r r r k k k k r r r k k k k k
r k r k r k
n k
k k r r r
k r
F F x u u F F x u F F x
u F F x
ξ ξ ξ
ξ
− − − − −
= = = = =
−
= =
− Δ Δ = Δ − Δ + Δ − Δ
= Δ − Δ
¦ ¦ ¦ ¦ ¦
¦ ¦
. 
 
Consequently,  
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( ) ( )
( ) ( )
1 1 2
1 2 1 1, 2, 1, 2,
1 1
1 2
1 1, 2, 1, 2,
1 1 1
' ''
' ''
n n n
n r r r r r r k k
r r k r
n n k
n r r r k k r r r
r k r
u F F x F F x u
u F F x u F F x
φ φ ξ ε ξ
ξ ξ
− − −
−
= = =
− −
−
= = =
ª º ª º− = − − Δ + − Δ Δ¬ ¼ ¬ ¼
ª º= − − Δ − Δ − Δ¬ ¼
¦ ¦ ¦
¦ ¦ ¦
. 
 
    Recall the assumptions ( ) ( )1 2
1 1
i i
r r
r r
F x F x
= =
≤¦ ¦  for 1,2,...,i n=  and by definition ' 0u > , '' 0u ≤  it can be 
concluded that 1 2 0φ φ− ≥ , i.e., 1 2φ φ≥ . 
 
 
 
Appendix 4.  Proof of Theorem 3 
 
    Proof. 
Following the discussion in Theorem 2, we have 
 
 ( ) ( ) ( ) ( ) ( ) ( )1 2 1 2 1 20' ''
x
I I
u F y F y dy u x F y F y dydxφ φ− = ∞ − + −ª º ª º¬ ¼ ¬ ¼³ ³ ³ . (34) 
 
    Since ( )' 0u x < , ( )'' 0u x ≥  and ( ) ( )1 20 0
x x
F y dy F y dy≥³ ³ , the right hand side of (34) is positive, i.e., 1 2φ φ≥ . 
Within the negative domain, obviously ( ) ( )1 1 0I u x f x dxφ = ≤³  and 2φ = ( ) ( )2I u x f x dx³ ≤ 0. Hence, 
1 20 φ φ≥ ≥ . 
 
The case of discrete random variable 
 
    The derivation above proves Theorem 3 with respect to continuous random variables. For discrete random 
variables, Theorem 3 also stands. 
Definition 3’. (SSD with respect to negative prospect) 1f stochastically dominates 2f in the sense of second-
order with respect to negative prospect, denoted as 1 2 2f f; , if and only if 
 
 ( ) ( )1 2
1 1
1, 2,...,
i i
r r
r r
F x F x i n
= =
≥ =¦ ¦  (35) 
 
    Theorem 3’. If 1 2 2f f; , i.e. ( ) ( )1 2
1 1
i i
r r
r r
F x F x
= =
≥¦ ¦  for all 1,2,...,i n= , then the prospect 1φ is stochastically 
larger (smaller in magnitude) than prospect 2φ for all ( ) 3u x U∈ , i.e., 1 2φ φ≥  and 1 2φ φ≤ . 
    Proof. 
Following the discussion in Theorem 2, we have 
 
 ( ) ( ) ( ) ( ) ( ) ( )1 21 2 1 1 2 1 2
1 1 1
' ''
n n k
n r r r k k r r r
r k r
u F x F x x u F x F x xφ φ ξ ε ξ− −
−
= = =
− = − − Δ + Δ − Δª º ª º¬ ¼ ¬ ¼¦ ¦ ¦ . (36) 
    
 Since ' 0u < , '' 0u ≥  and ( ) ( )1 2
1 1
0
i i
r r
r r
F x F x
= =
− ≥¦ ¦ , the right hand side of (36) is positive. 
Within the negative domain, ( ) ( ) ( )1 1
1
0
n
i i i
i
F x f x u x
=
= ≤¦  and ( ) ( ) ( )2 2
1
0
n
i i i
i
F x f x u x
=
= ≤¦ . Hence, 
1 20 φ φ≤ ≤ . 
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Appendix 5.  Another set of parameters for the travel time distribution 
 
11:55<T<12:00 12:00<T<12:05 T>12:05 
link α  β  α  β  α  β  
1 4 0.60 5 0.85 7 0.60 
2 5 0.60 6 0.70 6 0.65 
3 6 0.60 8 0.53 5 0.80 
4 9 0.56 7 0.60 8 0.56 
5 8 0.56 6 0.65 7 0.64 
6 7 0.56 5 0.80 6 0.75 
 
