Modelling the biomechanics of growing trees is a non-classical problem, as the usual framework of structural mechanics does not take into account the evolution of the domain geometry due to growth processes. Incremental approaches have been used in rod theory to bypass this problem and to model the addition of new material points on an existing deformed structure. However, these approaches are based on the explicit time numerical algorithm of an unknown continuous model, and thus, the accuracy of the numerical results obtained cannot be analysed. A new continuous space-time formulation has been recently proposed to model the biomechanical response of growing rods. The aim of this paper is to discretise the corresponding non-linear system of partial differential equations and the linearised system in order to compare the numerical results with analytical solutions of the linearised problem. The finite element method is implemented to compute the space boundary problem and different time integration schemes are considered to solve the associated initial value problem with a special attention to the forward Euler method which is the analogue of the previously used incremental approach. The numerical results point out that the accuracy of the time integration schemes strongly depends on the value of the parameters. The forward Euler method may present slow convergence property and errors with significant orders of magnitude. Nevertheless, attention must be paid to implicit methods since, for specific values of the parameters and large time steps, they may lead to spurious solutions that may come from numerical instabilities. Hence, the second order Heun's method is an interesting alternative even if it is more time consuming.
Introduction
The analysis of tree growth strategies requires an accurate modelling of the interaction between the growth processes and the biomechanical responses of the growing structure [1] . However, the mechanical modelling of surface growth problem exceeds the usual framework used in the strength of materials and structural mechanics, since new material points are added to an already existing deformed body at each time of growth [2] . One traditional way to solve the biomechanical problem of growing trees, is to consider an incremental approach [3] [4] [5] [6] [7] . It consists in adding new material layers to the surface of the last known current configuration and computing the effects of the load increment over the new prestressed configuration. However, this approach necessitates to separate the growth process and the mechanical responses of the growing body. Therefore, it is equivalent to an explicit time discretisation of an unknown continuous model, and thus, no mathematical analysis can be achieved to test the accuracy of the obtained results.
In a recent work, a mathematical framework has been proposed to model simultaneously the growth and the biomechanics of a rod in continuous time [8] . A new system of partial differential equations was built, considering the (b) Planar motion of an inextensible and unshearable growing rod subjected to its self-weight f . The current configuration is represented by r. θ is the angle between i and ∂ s r. dependence between time and space, which is specific to surface growth. One advantage of this continuous formulation of growth is that the time-dependent equations can be discretised with any numerical scheme. Moreover, in the case of small deflection, the linearisation of the system leads to the calculation of exact solutions which can be used to analyse the accuracy of the numerical simulations.
The present work addresses the discretisation of the original non-linear system of partial differential equations and the linearised system both developed in [8] . Different time integration schemes are compared and the quality of the forward Euler method, traditionally used for the time integration method of the incremental approaches, is discussed. More precisely, the incremental approaches [3] [4] [5] correspond to a finite element discretisation of the linearised system, with uniform cross-sections on each element, coupled to the forward Euler method for the time integration. The paper is organised as follows. Section 2 recalls the non-linear system of partial differential equations and the linearised system previously developed to model the planar motion of a growing rod. A new formulation of these equations is proposed, which exhibits the coupling between a boundary value problem and an initial value problem. Section 3 is concerned with the discretisation of the coupled problem using the finite element method in conjunction with different time integration schemes. Numerical experiments are analysed in Section 4 and reveal the importance of a mathematical framework to analyse the accuracy of the numerical solution for each time integration scheme. Conclusions about the quality of the numerical schemes are presented in Section 5.
The mathematical model
This section recalls the system of partial differential equations that has been developed to model the biomechanics of a growing rod [8] . The geometrical implications of the growth process are first considered. Then, different mathematical formulations of the planar motion of an inextensible and unshearable growing rod are analysed.
The geometrical description of growth
A growing rod is characterised by the evolution of its length (primary growth) and the diameter of its cross-sections (secondary growth) at each time.
The length of the rod at time t is denoted L(t) and is assumed to be a strictly increasing function in time. Then the inverse function γ (s) gives the date of appearance of a material point at arc-length s. The derivative of the length corresponds to the apical growth velocity and is given by v a = dL/dt > 0. Therefore, the basic set of all admissible material points at each time is defined by (see Fig. 1 (a)):
where s is the arc-length parametrisation. This set points out that space and time are not independent in the modelling of the biomechanics of a growing rod. As a result, the mechanical equilibrium of the rod has to be computed at each time t on an increasing domain given by [0, L(t)]. To complete this description, we can notice that at each time t, the basic set Q contains the boundary points (0, t) and (L(t), t) representing the two ends of the rod, whereas at an arc-length s the point (s, γ (s)) ∈ Q may represent an initial condition at the date of appearance of the cross-section located at s.
For the sake of simplicity, the cross-sections of the rod are assumed to be circular with a radius r solving the following initial value problem for (s, t) ∈ Q :
where v r is the radial growth velocity and r 0 > 0 is the initial radius of the cross-section at its date of appearance (i.e. the radius of the primary meristem).
Planar motion of a growing stem
We consider the motion in the Euclidean plane (i, j) of an inextensible and unshearable growing rod subjected to body force per unit length f . We assume that the growth starts with the angle θ 0 from i, and we denote θ the angle between i and the tangent of the current configuration r (see Fig. 1(b) ).
The system
The initial-boundary problem modelling the biomechanics of a growing rod is given as follows for (s, t) ∈ Q :
∂ s r = cos θ i + sin θ j
with the initial-boundary conditions :
θ(0, t) = θ 0 (13)
where Eqs. (3)- (5) correspond to the quasi-static balance equations, in which n = n x i + n y j is the contact force and m the moment. Then, Eq. (6) represents the evolution of the curvature in the relaxed configuration due to the remodelling effects of growth [8] . Eq. (7) corresponds to the linear constitutive relation for an inextensible and unshearable rod, with E the Young's modulus and I(s, t) = π r 4 (s, t)/4 the geometrical moment of inertia of the cross-section at s and at time t. In the following, we will denote κ = ∂ s θ the curvature of the current configuration. Finally, Eq. (8) gives the position of the cross-sections in the current configuration.
In addition, the function p in (6) has been introduced to take into account changes in curvature induced by a differential in maturation strains of wood cells [9] which is related to secondary tropism of lignified axes. Assuming that reorientation processes occur with a fixed preferential angle θ P , the tropism function can be expressed as in [4] :
where α is the maximum differential in maturation strains between normal and reaction wood. Next, the function κ
• in (12) defines the initial curvature of the cross-section at its date of appearance and is related to primary tropism. We use the following relation [8] :
where κ max is the maximum curvature induced by primary growth. We have also:
Coupling a boundary problem to an initial value problem
As the Eqs. (3), (4) and (8) can be easily solved by numerical integration, the above system can be reduced. Moreover, substituting m in (6) by (7) and differentiating Eq. (7) with respect to the arc-length s combined with the Eq. (5), we get the following coupled problem:
Thus, we obtain a second order boundary problem for θ , coupled to a first order initial value problem for κ * . We can notice that the first equation of the problem (18) is equivalent to the usual two-dimensional non-linear rod equilibrium equation [10] with an additional contact force taking into account the effects of the remodelling, i.e. changes in material and geometrical properties of the rod due to the growth process.
Weak formulation of the boundary problem
We now consider the weak formulation of the boundary value problem (BVP). We first observe that the continuity of κ = ∂ s θ with respect to the time t is required to integrate properly the initial value problem in (18). Hence, we assume that
Then, by denoting β = θ − θ 0 , the weak form is given by finding β(
It is important to notice that this formulation is different at each time, since the domain [0, L(t)] is increasing. In anticipation of the discretisation, if we consider the Hermite interpolation to compute the value of β at each node, the numerical integration of the right-hand side of (20) should be assessed using the Hermite interpolation of κ * . Hence, the values at each node of ω = ∂ s κ * will be required and taking the partial derivative with respect to s in (6), the weak form is coupled to the following initial value problem (IVP):
where the last initial condition is deduced from the calculation of d ds (κ * (s, γ (s))) and:
The linearised system of a growing stem subjected to self-weight
This section is devoted to the linearisation of the system presented in Section 2.2.1. If we assume linear relations for L and r, the linearised system can be solved analytically. The exact solution of the linearised system will allow the comparison of the numerical approximations obtained with different time integration schemes.
Linear growth kinetics
In the following, we consider a growing stem submitted to its self-weight, hence:
We next assume that the apical growth velocity v a , the radial growth velocity v r and the initial radius r 0 are constant which lead to the relation L(t) = v a t and the following exact solutions for the problems (2)-(4) for, (s, t) ∈ Q :
The linearised system
In the case of small deflections (θ ≈ θ 0 ), the Eqs. (5)- (8) can be approximated at the zeroth order by:
where:
. If θ P = π/2 and θ 0 = 0, then the previous approximation is of first order. The initial-boundary conditions at the zeroth order are given by:
where:κ
Weak formulation
In the same way as in Section 2.2.3, the formulation of the linearised system coupling a boundary value problem to an initial value problem is defined by findingβ(
with :
where :
Calculation of the exact solution
We consider the specific values θ 0 = 0, θ P = π/2 and κ max = 0 corresponding to the gravitropic response of an horizontal growing branch. Then, system (24) is a first order approximation of the non-linear problem developed in Section 2.2.1 for which the analytical solutions are given by:
Discretisation
This section is concerned with the discretisation of the problem coupling the BVP (20) to the IVP (21). The discretisation of the linearised problem (26) and (27) can be deduced straightforwardly. As explained in Section 2.1, the basic set Q underlines that time and space are not independent. Therefore, for Fig. 2(a) ). In the following, we assume that t n = n t and we denote h = (h i ) 1≤i≤n the space steps defined by
Considering Eq. (21), the existence of the partial derivative of β with respect to the arc-length s is needed to increment the values of κ * and ω.
is not well-defined at each node in this case. Hence, a finite element approximation of the weak form is first established using the cubic Hermite elements which ensures the existence of κ at each node. Then, different numerical schemes are considered for the time integration of the initial value problem.
In the following, we assume that the functions n x , n y and the radius r are given analytically as in (23) and that E is a constant. Then, the successive derivatives of EI with respect to s and t are also calculated analytically.
Finite element approximation of the boundary problem
This subsection considers the Hermite finite element to construct a semi-discrete approximation of the boundary problem (20). The assemblage procedure is carefully analysed with special attention to the additional term due to the remodelling effects modelled by (21).
Hermite finite element
We consider the classical P3 Hermite finite elements which associate at each node s i , with 0 ≤ i ≤ N, two piecewise cubic functions ϕ i and ψ i defined by (see Fig. 2(b) and Appendix A):
Then, for 1 ≤ n ≤ N, we introduce the following finite dimensional subspace:
The approximation of the unknown functions β n and κ * n with the Hermite finite elements is given by:
Hence, for t = t n , the BVP (20) is rewritten in a discrete form as follows, find β n h ∈ V n h , such that, for all v ∈ V n h , we have:
By denoting x n the vector such that for 0 ≤ i ≤ n:
the resulting non-linear finite dimensional system of 2N + 2 equations
The first and the last equations have to be removed from this system since β n 0 = 0 and κ n n = κ • (s n ) and we obtain a system of 2N equations.
Non-linear system assembly
The assemblage of the previous system is performed by assessing the contribution of each element e n i which support is
Then, the computation of (31) for the element e n i leads to:
So that the Eq. (32) is deduced as follows, for 1 ≤ i ≤ n − 1:
Each integral in (33) is estimated with a Gauss-Legendre quadrature (see Appendix B). Special attention must be given to the computation of the last element e n n because of the boundary condition of κ and the initial conditions of κ * and ω. More precisely, we have:
Jacobian assembly
In order to solve the non-linear system (32) by Newton's method, we need to compute the Jacobian matrix of the vectorvalued function F n . This is performed for each element e n i :
where: 
Time integration schemes
To achieve the resolution of the finite dimensional system deduced from (31), it remains to compute the additional term G due to the remodelling effects at each time step. This can be performed by constructing a numerical scheme for the initial value problem (21). Subsequently, we first introduce implicit schemes, which are characterised by solving the non-linear system (32) before incrementing the time integration scheme at each time step. Then, explicit schemes are proposed in which the time integration is first computed before solving the non-linear spatial system.
Backward Euler method
The backward Euler method is applied to solve (21) which gives, for 1 ≤ n ≤ N and 0 ≤ i ≤ n − 1:
with the initial conditions given by (35). Then, for an element e 
Finally, the coupled problem (20) and (21) is fully discretised at each time step n. First, the non-linear system F n (x n ) = 0 is solved by Newton's method with the additional term G deduced from (39). Then, for 0 ≤ i ≤ n, the obtained values of β n i and κ n i are used to compute the value of κ * n i and ω n i .
Crank-Nicolson method
The numerical time integration of (21) by the Crank-Nicolson method is performed as follows, for 1 ≤ n ≤ N and 0 ≤ i ≤ n − 1:
The Jacobian of the additional term G is computed in the same way as (40) in which t is substituted by t/2. Hence, the discretised problem is solved numerically similarly as in the backward Euler method case.
Forward Euler method
Assuming that E is a constant, the discretisation of (21) for κ * with the forward Euler method leads to:
The monotonicity of the scheme is ensured only if:
Thus, the following condition on the time step must be satisfied:
However, by considering the change of variable µ = EIκ * and defining ν = ∂ s µ, we obtain the new following initial value problem:
which does not impose the previous condition over the time step. Thus, the forward Euler method with this change of variable gives:
with the initial conditions:
Moreover, in the case of explicit schemes, the Jacobian of the additional term G is simplified since for 1 ≤ i ≤ n − 1, we have ∇ Finally, the numerical solution is computed at each time step n, by first incrementing (45) and then solving the non-linear system F n (x n ) = 0.
The present forward Euler scheme with the change of variable is justified regarding the incremental approach previously developed in [3, 4] in which the approximation of κ n i is given by:
Using the constitutive relation ( 
Heun's method
We close this presentation of time integration schemes with Heun's predictor-corrector method [11] . At each time step n, the previous forward Euler method is applied and the non-linear system is solved (predictor), giving the intermediate solutionsμ 
Finally, the non-linear spatial system is solved again with these new incremented values.
Numerical experiments
In this section, numerical results are analysed to illustrate the properties of the previous schemes. In order to test the convergence and the stability of the schemes, the simulations are where
. Thus, the following errors can be computed:
where the numerical integrations are assessed by the Gauss-Legendre quadrature for the space integration (see Appendix B) and the trapezoidal rule for the time integration. However, it is important to notice that the analytical solutionθ is just a first order approximation and not the exact solution of the non-linear problem. Hence, the convergence analysis can be investigated numerically only forθ h since even if the convergence is reached for θ h such that ∥θ h − θ∥ 2 → 0, from the inequality: we only get a lower estimate of the error: ∥θ −θ ∥ 2 ≤ e h . Hence, for small time steps, e h measures the distance between the exact solution of the non-linear system of Section 2.2.1 and the exact solution of the linearised system (24).
Numerical results
Figs. 3 and 4 show the results for θ h and κ h at time t = 1 year for different time steps t. The parameters values are summed up in Table 1 . As the time step size decreases, the numerical solutions get closer to the analytical solutionθ . As expected, the Crank-Nicolson method and Heun's method have a better accuracy than the Euler methods, for an equal time step size. This is confirmed by the error analysis with respect to the time step size in Figs. 7(b) and 9(b).
Regarding the condition (43), it is relevant to consider specific values of r 0 and v r such that the ratio r 0 /v r remains small. This is achieved in Figs. 5 and 6 that show the numerical solutions obtained for θ h and κ h . Compared with the previous simulations, the results indicate a slower convergence towards the analytical solutionθ , particularly for the forward Euler method. Furthermore, the numerical approximations of the curvature κ h obtained with the backward Euler method and the Crank-Nicolson method lead to spurious solutions for large time steps. More precisely, accentuating oscillations appears from the free end of the rod (s = 1), where the value ofκ is imposed, to the cantilevered end (s = 0). The Fig. 9 (a) also confirms that, for large time steps, the error is greater for the implicit methods than for the explicit methods. The numerical results of the linearised problemθ h andκ h are very similar.
Error analysis of the linearised system
Errorẽ h resulting from simulations of the linearised problem (24) is shown in Fig. 7 for different values of r 0 and v r . The rates of convergence are reported in Table 3 . These results highlight that the quality of the numerical approximation strongly depends on the values of r 0 and v r . For a given time step, the error is more significant in the case of small ratio r 0 /v r . In the worst case, even with a small time step, the errorẽ h of the forward Euler method may reach important order of magnitude. In this context, the Crank-Nicolson method and Heun's method have interesting characteristics in term of accuracy and rate of convergence, and may be preferred if attention is paid to the time step size according to the value of the ratio r 0 /v r . As expected, the rates of convergence of the Euler methods indicated in Table 3 are around the value 1.0 with a better value in the implicit case. For second order methods, the rates of convergence are between 1.5 and 2.0 depending on the value of the ratio r 0 /v r . Concerning the errorε h forκ * h , Fig. 8 shows the same tendency except for the rates of convergence. It seems that the asymptotic order of convergence in Table 4 is of the first order, regardless of the time integration scheme. Further theoretical investigations are needed to confirm the characteristics of convergence, accuracy and stability of the previous numerical results. 
Error analysis of the non-linear system
Figs. 9 and 10 present the errors e h and ϵ h resulting from the numerical simulations of the non-linear system of Section 2.2.1. In comparison with the previous linear case, the results are very similar in quality of accuracy and rate of convergence, i.e. the second order methods have better accuracy and rate of convergence than the Euler methods. However, for small time steps the error e h is not decreasing in Fig. 9 In Table 2 we summarised the CPU times obtained for each numerical method. The results are similar for the Euler methods and for the Crank-Nicolson method, whereas Heun's method may take 50% longer. This is caused by the twosteps resolution (predictor-corrector) of the non-linear finite element system at each time step. Besides, the required time to perform the simulation increases exponentially for a decreasing time step, since the size of the non-linear finite element system is increasing at each time step. This characteristic, due to the dependence between time and space discretisation, may be of great importance to choose the numerical method for given values of r 0 and v r .
Finally, Fig. 11 shows a more complex and realistic simulation of a growing stem considering the three main processes involved in the control of tree shape, i.e. gravity, secondary straightening up and primary tropism (κ max ̸ = 0). Due to the large values of θ , there is no accurate exact solution in this case. From the previous results on the error analysis, it appears that for small time steps, the Crank-Nicolson method is one of the most accurate scheme. Hence, the current configuration of 
Table 1
Parameter values used for the numerical simulations. These parameters are taken from [4, 12, 13] and the relative tolerance of Newton's method is equal to 1. the growing stem is presented at different times and the results are compared with those obtained with the Crank-Nicolson method with t = 0.0025, which is considered as a reference solution. It can be seen in Fig. 11(a) and (c) that the rod's deflection is overestimated with the backward Euler method whereas it is underestimated with the forward Euler method. As previously seen in Fig. 9 , the Crank-Nicolson method and Heun's method present a more significant rate of convergence than the Euler methods. Table 3 Rates of convergence of the errors drawn in Fig. 7 
Conclusion
In this paper, the discretisation of the partial differential equations modelling the biomechanics of a growing rod has been investigated. The system has been rewritten considering the coupling between a non-linear boundary value problem and a linear initial value problem. The finite element method has been implemented for the boundary value problem with an Hermite interpolation to ensure the existence of the derivative ∂ s β. Then, different time integration schemes have been proposed to discretise the initial value problem.
In comparison with previous works, which have only considered an explicit incremental approach, the numerical experiments have revealed that the forward Euler method may have slow convergence property and errors with significant orders of magnitude, particularly in the case of ratio r 0 /v r < 1. However, even with the Crank-Nicolson method, attention must be paid to the time step size, since, for large time steps, implicit schemes can lead to spurious solutions that may come from numerical instabilities. Heun's method is an interesting alternative if an explicit scheme is needed to take into account a non-linear constitutive relation, but the computation time may increase drastically for small time steps.
Furthers studies should investigate the theoretical properties of convergence and stability of the presented schemes. In a future work, it would also be interesting to consider a mixed finite element approach [14] coupling Eqs. (5)- (7), where m and θ are approximated using Lagrange interpolation [15] . One of the great advantages of this approach is that it would be not necessary to compute an approximation of ω = ∂ s κ * which is time consuming. Table 4 Rates of convergence of the errors drawn in Fig. 8 Table 6 Rates of convergence of the errors drawn in Fig. 10 
