We study the anomalous dimension η of homogeneous interacting single-component Bose-Einstein condensates at finite temperatures for d 4 dimensions. This η is defined in terms of the one-particle density matrix ρ(r) ≡ ψ † (r 1 )ψ(r 1 + r) through its asymptotic behavior ρ(r) → N 0 /V + Cr −d+2−η for r → ∞, where N 0 /V is the condensate density and C is a constant. It is shown that the anomalous dimension is given by η = 0.181ǫ 2 to the leading order in ǫ ≡ d − 4. The change of the prefactor 0.181 from the value 0.02 at the transition point of the O(2) symmetric φ 4 model is attributed to the emergence of three-point vertices and the anomalous Green's function when N 0 acquires a finite value.
I. INTRODUCTION
In a previous paper, 1 which is referred to as I hereafter, exact renormalization-group equations have been derived for interacting single-component Bose-Einstein condensates based on the functional renormalization-group formalism [2] [3] [4] [5] [6] [7] [8] in such a way as to satisfy the Hugenholtz-Pines theorem 9 and Goldstone's theorem I. 10, 11 Using them, it has been shown that the interaction vertex g Λ vanishes below d c = 4 dimensions at finite temperatures as the infrared cutoff Λ reduces to 0, thereby causing disappearance of the Bogoliubov mode 12 with a linear dispersion relation at long wavelengths. Specifically, g Λ approaches zero as g Λ ∝ Λ ǫ with the exponent ǫ ≡ 4 − d for d 4 dimensions at finite temperatures. Moreover, it is predicted that this vanishing of g Λ is accompanied by the development of the anomalous dimension η > 0 in the singleparticle density matrix ρ(r) ≡ ψ † (r 1 )ψ(r 1 + r) as
where N 0 is the number of condensed particles, V is the volume, and C is a constant. The exponent η is predicted to be expressible as η ∝ ǫ 2 for d 4 dimensions, which has the importance of distinguishing the interacting Bose-Einstein condensates from the ideal ones with η = 0. Since the phase rigidity and coherence are expected to emerge due to the interaction, 13, 14 which is also responsible for a finite η > 0, we call η alternatively as coherence exponent here. The purpose of the present paper is to confirm η ∝ ǫ 2 and also derive the prefactor through careful calculations of exhausting all the processes contributing to it. It will be shown that η for d 4 dimensions is given by
which is exact up to the order of ǫ 2 and valid at any finite temperature with N 0 > 0. The prefactor is distinct from 0.02 of the O(2) symmetric φ 4 model at the transition point; [15] [16] [17] [18] [19] the difference is caused by the emergence of three-point vertices and the anomalous Green's function upon Bose-Einstein condensation. The emergence of η > 0 is expected to cause nonanalytic behaviors in various thermodynamic quantities of Bose-Einstein condensates at low temperatures. 20 However, the methods of extracting the exact value of η experimentally are yet to be clarified theoretically. This paper is organized as follows. Section II presents basic formulas for obtaining η. Sections III-V consider the contributions of Fig. 1 (2a )-(2c) to η separately to obtain Eqs. (31), (95), and (122), respectively, which add up to Eq. (2) with Eq. (5) . We set = k B = 2m = 1 throughout with m and k B denoting the mass and Boltzmann constant, respectively.
II. KEY QUANTITIES FOR CALCULATING η
According to Eq. (81) of I, 1 the exponent η in Eq. (1) can be calculated by the formula
(
Functions δW (2α) ∞ (k) represent the momentum-dependent processes of Fig. 1 (2a)-(2c). These diagrams and Eq. (3) indicate that a finite η originates mostly from the momentum dependences of the three-and four-point vertices, which in turn are caused by the loops in Fig. 1 (3c)-(4f). A complete analysis of the loops will turn out laborious even for d 4 owing to (i) the emergence of the three-point vertices and (ii) the internal
FIG. 1: Diagrammatic expressions of W (n) Λ, j 1 ··· jn for n = 2, 3, 4. A line with a dash (dotted line with a dash) denotesĠ Λ, j 1 j 2 (∂ Λ Ψ Λ ). degrees of freedom in the three-and four-point vertices. Our goal is to derive Eqs. (31), (95), and (122) for the three contributions in Eq. (3) , which add up to Eq. (2) as seen by using Eq. (5) .
To start with, δW (2α) ∞ (k) are given analytically by Eq. (85) of I, which for d 4 can be approximated by (4) ∞ (λk, λq; −λk, −λq)
Here Ψ ≡ lim Λ→0 Ψ Λ is the condensate wave function, β ≡ T −1 with T denoting the temperature, K d and g * are given by
with S d ≡ 2π d/2 /Γ(d/2) the area of the unit sphere in d dimensions, and Θ(x) and δ(x) are the Heaviside step function and Dirac delta function, respectively. The integrals over λ in Eq. (4) have the effect of producing the n-point verticesΓ (n) (n = 3, 4) from the source functions δW (n) , as seen from Eq. (84) of I.
The key quantities in Eq. (4) are δW (3) x and δW (4) x for x → ∞, which are obtained from Eq. (76) of I through the rescaling given by Eq. (79d) in I as δW (3) x (k 1 ,k 2 ;k 3 )
δW (4) x (k 1 ,k 2 ;k 3 ,k 4 ) (4) Λ,1122 (k 1 , k 2 , k 3 , k 4 ) − W (4) Λ,1112 (k 1 , k 2 , k 3 , k 4 ) − W (4) Λ,1121 (k 1 , k 2 , k 3 , k 4 ) − W (4) Λ,1211 (k 1 , k 2 , k 3 , k 4 ) −W (4) Λ,2111 (k 1 , k 2 , k 3 , k 4 ) + W (4) Λ,1111 (k 1 , k 2 , k 3 , k 4 ) , (6b) where x andk denote
and z Λ,− is a renormalization factor defined by Eq. (59) of I. Functions W (3) Λ, j 1 j 2 j 3 and W (4) Λ, j 1 j 2 j 3 j 4 on the right-hand sides of Eqs. (6a) and (6b) are expressible diagrammatically as Fig.  1 (3a) -(3d) and (4d)-(4f), respectively, where we have omitted: (i) vertices with more than five legs as irrelevant; and (ii) j = 1, 2 degrees of freedom corresponding to the annihilation and creation operators for simplicity. See Eqs. (47d) and (47e) of I for their analytic expressions. Correspondingly, we can divide each of δW (3) x and δW (4) x into the three contributions. Moreover, it follows from Eq. (77) of I that they both vanish when all the momenta are set equal to 0. Hence, we can express them as
This prescription is useful for considering each contribution separately in Eq. (4), because its unphysical divergences, which cancel out eventually, are absent from the beginning. We will adopt it throughout. The expected behavior η ∝ ǫ 2 is one order of magnitude smaller in ǫ than the exponent of g Λ ∝ Λ ǫ . This fact enables us to calculate Eq. (6) by using the leading-order expression of g Λ obtained as Eq. (67) of I, i.e.,
The vertices in Fig. 1 (3c)-(4f) are given in terms of g Λ by
The other vertices such as Γ 
Moreover, we can express the elements (G Λ , F Λ ) for Λ → 0 and k Λ as Eqs. (50) and (62) of I, i.e.,
Hence, G Λ (k) ≈ F Λ (k) holds within the leading order for k → 0, and the difference
emerges in the next-to-leading order. Another matrix Green's functionĜ is also expressible as Eq. (11), where the elements (Ġ Λ ,Ḟ Λ ) are obtained from Eq. (12) by the replacement Θ(k − Λ) → −δ(k − Λ).
III. CALCULATION OF η (2a)
We first calculate the 2a contribution of Eq. (3) given by Eqs. (4a) and (6a). There are three kinds of topologically distinct diagrams for δW (3) x , i.e., those in the second row of Fig.  1 . Among them, the diagram of Fig. 1 (3a) gives rise to no k dependence within the leading-order approximation of Eq. (10b). Hence, we can set
We focus on the other two contributions below.
A. The 2a-3c contribution
First, we consider δW (3c) ∞ . Terms contributing to δW (3c)
x are expressible diagrammatically as Fig. 2 by approximating the vertices in Fig. 1 (3c) as Eq. (10) and adding an incoming (outgoing) arrow around each vertex for j = 1 ( j = 2). The corresponding analytic expressions of W (3c) Λ,112 and W (3c) Λ,111 can be obtained from Eq. (47d) of I as where χ Λ,FḞ (k), for example, is defined by
The minus signs in the square brackets of Eq. (15) originate from our definitions in Eq. (11), i.e., G Λ,12 ≡ G Λ and G Λ,11 ≡ −F Λ . The first (second) line in Eq. (15a) corresponds to the first two (third through fifth) diagrams in Fig. 2 ; the third line in Eq. (15a) has been obtained from the second line by exchanging k 1 and k 2 . It suffices for calculating δW (3c)
x to use the leading-order expressions of (G Λ , F Λ ) in Eq. (12), because they already give a finite value to δW (3c)
x . Hence, we set
, perform the transformation of Eq. (7), use Eq. (9), and take the limit x → ∞ (Λ → 0). We thereby obtain δW (3c) ∞ in a form without the renormalization factors (Λ, z Λ,− ) as
whereχ FḞ (k) is defined bỹ
Let us express |k +q 1 | = (1 +k 2 + 2k cos θ 1 ) 1/2 forq 1 = 1 in terms of the angle θ 1 between q 1 and k, transform Θ(|k +q 1 | − 1) = Θ(|k +q 1 | 2 − 1) = Θ(cos θ 1 +k/2), and set d = 4 in the integrand as justified for d 4. We thereby obtaiñ
where f x (θ) and ξ x are defined by
The normalization constant 2/π in Eq. (19) originates from integrating the Jacobian sin 2 θ 1 of the four-dimensional spherical coordinates over θ 1 ∈ [0, π].
We subtract the momentum-independent contribution from Eq. (17) based on Eq. (8a) and substitute the resulting expression into Eq. (4a). We then find immediately that the 3c contribution to δW (2a) ∞ vanishes. Hence, it gives null to the exponent of Eq. (3), i.e., η (2a3c) = 0.
(21)
B. The 2a-3d contribution
Next, we focus on δW (3d) x . Terms contributing to δW (3d)
x are expressible diagrammatically as Fig. 3 by approximating the vertices in Fig. 1 (3d) as Eq. (10) and adding an incoming (outgoing) arrow for j = 1 ( j = 2) around each vertex. The corresponding analytic expressions of W (3d) Λ,112 and W (3d) Λ,111 are obtained from Eq. (47d) of I as
where χ 1,2 ABC is defined by
For example, 4χ 1,2 GGG (−3χ 1,2 GGF − 3χ 1,2 FGG ) in the round brackets of Eq. (22a) corresponds to the first two diagrams in the first line of Fig. 3 (the first three diagrams in the second line of Fig.  3 ). Function χ 1,2 ABC satisfies
where χ 1,−2 ABC denotes the function obtained from χ 1,2 ABC by k 2 → −k 2 .
Let us substitute Eq. (22) into Eq. (6a), express G = F +δG, and expand the resulting expression in terms of δG. We then find that terms of O((δG) 0 ) cancel out, and the next-to-leading order terms yield
The key function χ 1,2 δGFF defined by Eq. (23) can be simplified substantially by using Eqs. (12) and (13) , performing the transformation of Eq. (7) , and making changes of integration variables so that the arguments ofḞ and δĠ are given in terms of a common vector q 1 . We thereby obtain
where φ n 1 n 2 (k 1 ,k 2 ) is defined by
satisfying φ n 1 n 2 (−k 1 , −k 2 ) = φ n 1 n 2 (k 1 ,k 2 ) as shown by setting q 1 → −q 1 in the integrand. Let us substitute Eq. (26) into Eq. (25), rewrite g Λ as Eq. (9), and set x → ∞ (Λ → 0). We thereby obtain δW (3d) ∞ in a form without the renormalization factors (Λ, z Λ,− ) as
We substitute Eq. (28) into Eq. (4a), subtract the momentum-independent contribution from Eq. (28) based on Eq. (8a), and simplify the resulting expression by using δ(x)Θ(x) = 1 2 δ(x) and [Θ(x)] 2 = Θ(x). The procedure yields the 3d contribution to δW (2a) ∞ as
where we have made a transformation similar to Eq. (18) to derive the second expression. Let us differentiate Eq. (29) twice with respect tok, setk = 0 subsequently, substitute the resulting expression into Eq. (3), and evaluate the integrals.
We thereby obtain the 2a-3d contribution to the coherence exponent as
(30)
C. Sum of various 2a contributions
The net 2a contribution is obtained by adding Eqs. (21) and (30) as
It is worth noting that this finite result could not have been obtained without exhausting all the processes, as has been done in Fig. 3 for Fig. 1 (3d) , where a complete cancellation of the leading-order terms exists as mentioned above Eq. (25), which removes the divergence in each of them. We will encounter this kind of cancellation two times below, in one of which it even extends up to the next-to-leading order terms.
IV. CALCULATION OF η (2b)
We proceed to calculate the 2b contribution in Eq. (3) given by Eqs. (4b) and (6b). There are three kinds of topologically distinct diagrams for δW (4) x , i.e., those in the third row of Fig.  1 . Among them, the 4d contribution has already been studied to yield Eq. (93) of I, i.e.,
Hence, we here focus on the other two diagrams.
A. The 2b-4e contribution First, we consider the diagram of Fig. 1 (4e) . Its contribution to Eq. (6b) is expressible in more detail as Fig. 4 by approximating the vertices in Fig. 1 (4e) as Eq. (10) and adding . The number inside each closed particle line indicates its weight. The total numbers of diagrams for the three functions are 3 2 + 3 2 + 2 · 3 2 = 36, 2 · 3 2 + 3 2 = 27, and 3 2 = 9, respectively, in agreement with the following combinatorial consideration in terms of Eq. (10): For Γ (3) Λ, j j 2 j 3 with a given external j = 1 or 2, there are three choices of ( j 2 , j 3 ). For Γ (4) Λ, j j j 3 j 4 with a given j = 1 or 2, only the case ( j 3 , j 4 ) = (3 − j, 3 − j) is relevant, whereas for Γ (4) Λ,12 j 3 j 4 , there are two choices of ( j 3 , j 4 ) = (1, 2), (2, 1). an incoming (outgoing) arrow for j = 1 ( j = 2) around each vertex. The corresponding analytic expressions of W ( 
where χ 1,2 → χ 3,4 in Eq. (33a), for example, denotes the term obtained from the first term in the square brackets by the replacement (k 1 , k 2 ) → (k 3 , k 4 ). Using Eqs. (6b) and (33) and noting the symmetries of Eq. (24), we obtain the key function in Eq. (4b) as
Subsequently, we write G = F + δG and expand the resulting expression in terms of δG given by Eq. (13) . We then find that terms of O((δG) 0 ) cancel out, and the next-to-leading order terms yield
Function χ 1,2 δGFF is given by Eq. (26). Similarly, χ 1,2 FδGF is expressible as
where φ n 1 n 2 is defined by Eq. (27). Let us substitute Eq. (34) into Eq. (4b) and make a change of variablesq → −q for the χ 1,−2 ABC contribution in Eq. (34) to combine it with that of χ 1,2 ABC . We then find that terms of O (δG) 0 cancel out, and only the contribution of Eq. (35) survives in the next-to-leading order. Subsequently, we substitute Eq. (9) and approximate d ≈ 4 in the integrand as justified for
We consider each term in the curly brackets separately. First, we focus on the first term and substitute Eq. (27). Transforming the resulting expression in a way similar to Eqs. (18) and (29), we obtain
which is identical with Eq. (29) except for the numerical factor. Hence, its contribution to Eq. (3) is immediately found to be
Second, we focus on the second term in the curly brackets of Eq. (36). Let us substitute Eq. (27) into it, subsequently exchange the order of integrations betweenq andq 1 , express theq integral in the four-dimensional spherical coordinates whereq 1 lies along the first axis, and transform the resulting expression in a way similar to Eq. (18) . We thereby obtain δW (2b4e1) ∞ (k) in terms of the functions in Eqs. (19) and (20) as
where θ 1 (θ q ) is the angle betweenk andq 1 (q andq 1 ). Let us differentiate Eq. (39) twice with respect tok, setk = 0 subsequently, substitute the resulting expression into Eq. (3), and perform the integrations. The procedure yields
Third, we focus on the third term in the curly brackets of Eq. (36), which is given explicitly by
withq ′ ≡q +k. The calculation of this term requires a new and lengthy treatment. However, we will eventually arrive at a simple analytic expression of Eq. (58) below for its contribution to η.
To start with, we note that the integral overq 1 forq = 1 depends only on two variables, i.e., the magnitudek and angle θ q between (q,k). This fact enables us to write theq 1 integral in the coordinate system whereq lies along the first axis andk lies in the 12 plane. The key vectors are expressible in the four dimensional spherical coordinates with θ 1 ∈ [0, π], ϕ 1 ∈ [0, π], and φ 1 ∈ [0, 2π] as
where θ q ′ q is the angle between (q ′ ,q), andq ′ is given in terms of (k, θ q ) asq
Using Eq. (42) and the corresponding Jacobian sin 2 θ 1 sin ϕ 1 for theq 1 integral, we can transform Eq. (41) into
Here f 0 and ξ λ are given by Eqs. (19) and (20), respectively, s 1 denotes s 1 ≡ cos ϕ 1 , and θ q ′ 1 is the angle between (q ′ ,q 1 ) that satisfies
as seen from Eq. (42). We can draw Fig. 5 that divides the (θ q , θ 1 ) plane into two regions according to the range of integration over s 1 : region A with s 1 ∈ [−1, 1] and region C with s 1 ∈ [s c2 , 1], where s c2 is defined as the solution of the equation (cos θ q ′ 1 − cos ξ λq ′ ) s 1 =s c2 = 0 given explicitly by
The boundary of C is determined partly by s c2 = ±1, which can be solved as θ 1 = ξ λq ′ ± θ q ′ q . They yield the two curves in Fig. 5 , which are expressed alternatively in terms of the
for convenience. The quantities θ c1 = θ c1 (λ,k) and θ c3 = θ c3 (λ,k) in Fig. 5 are solutions to the equations κ (+) λ (θ c1 ,k) = 0 and κ (−) λ (θ c3 ,k) = 0, which can be solved analytically as
The expression of θ c1 , for example, has been obtained by: result concisely, it is convenient to introduce three local functions for considering 2b-4e contributions bỹ
where the second expression of Eq. (49a) has been obtained by substituting Eq. (46), performing the integration over s 1 , and using Eqs. (46), (20) , (42) and (43) successively. Now, we can write Eq. (44) as
This expression needs a further improvement before differentiating it with respect tok. Specifically, we express regions A and C in Fig. 5 as A = (A+C+D)−(C+D) and C = (C+D)−D, subsequently combine the contributions of (C + D), and use Eq. (49b). We can thereby transform Eq. (50) into
where
The contribution of Eq. (51) to Eq. (3) is obtained by differentiating Eq. (51) twice with respect tok and settingk = 0 subsequently. Terms with derivatives of θ c j ( j = 1, 3) all van-
Also using Eqs. (20) and (48), we obtain
Since the integrand turns out to vanish in the limit, we have removed (λ → 0) from Eq. (53). The coefficient J (2) 0 in Eq. (53) can be calculated straightforwardly from Eq. (49) as
while J (±2) 0 is obtained in Appendix A 1 as
Substituting them into Eq. (53), we find that the contribution of J (2) 0 vanishes upon the integration over θ q . Moreover, the two integrals of J (±2) 0 in Eq. (53) can be combined by using the symmetry
The double integral can be evaluated both numerically and analytically. We obtain
Fourth, we focus on the fourth term in the curly brackets of Eq. (36). The calculation of this term also requires a new and lengthy treatment, but we will eventually arrive at the simple analytic result of Eq. (70) below. We start by expressing the contribution in the coordinate system of Eq. (42) as
where f 0 and ξ λ are given by Eqs. (19) and (20), respectively, s 1 denotes s 1 ≡ cos ϕ 1 , θ q ′ 1 is given by Eq. (45), and θ k1 is the angle between (k,q 1 ) that satisfies cos θ k1 = cos θ q cos θ 1 + s 1 sin θ q sin θ 1 ,
as seen from Eq. (42). We can draw Fig. 6 that divides the (θ q , θ 1 ) plane into three regions according to the range of integration over s 1 in Eq. = 0, i.e.,
The boundary of B is determined partly by s c1 = ±1, which is solved as θ 1 = θ q ± ξ λk , ξ λk − θ q , 2π − ξ λk − θ q . The boundary of C is determined partly by s c2 = ±1 in terms of Eq. (46), which have yielded θ 1 = ξ λq ′ ± θ q ′ q ; these curves in Fig.  6 are expressed conveniently in terms of κ (±) λ defined by Eq. (47) similarly as in Fig. 5 . There is another nontrivial one, i.e., the B-C boundary determined by s c1 = s c2 , which can be transformed by using Eq. (20) and the last equality of Eq. (42) into cos θ 1 =q ′ cos ξ λq ′ −k cos ξ λk = − λ 2 (1 + 2k cos θ q ), i.e., θ 1 = arccos (1 + 2k cos θ q ) cos ξ λ . Introducing the functioñ κ λ ≡κ λ (θ q ,k) bỹ
we can express the B-C boundary as θ 1 = ξ λ −κ λ . On the other hand, θ c1 and θ c3 in Fig. 6 are solutions to the equations
They can be solved analytically to yield Eq. (48) once again; for example, the equation for θ c3 ∈ [ π 2 , π] is expressible by using Eq. (62) as (1 + 2k cos θ c3 ) cos ξ λ = cos(2π − θ c3 − ξ λk ), from which we easily obtain θ c3 = π + ξ λk − ξ λ . Another angle θ c2 in Fig. 6 is given simply by
On the basis of these considerations and using Eq. (45), we can perform the integration over s 1 in Eq. (59) elementarily. To express the result concisely, it is convenient to introduce additional local functions for considering 2b-4e contributions by 
Let us express the integral over region C as
Subsequently, we write the integrand of the third term as J (−) λk =J (+) λk + J λk based on Eq. (49b), and combine its J λk contribution with that of region A. We can thereby express Eq.
(65) as
where J (±) k are given in Eq. (52), andJ˜k is defined bỹ
Let us differentiate Eq. (66) twice with respect tok, set k = 0, substitute the resulting expression into Eq. (3), and evaluate the integrals to obtain η (2b4e4) . The process of this tedious calculation is outlined as follows: (i) The contributions originating from J (2) 0
in region A and J 
Performing integration over θ q ∈ [0, π] first, one can show that this contribution of J (−2) 0 vanishes. (ii) Terms with derivatives of θ c j ( j = 1, 2, 3) vanish. Specifically, they disappear from the first derivative of δW (2b4e4) ∞ (k), as shown based on Eq. (65). They also vanish from the second derivative of δW (2b4e4) ∞ after settingk = 0, as shown by using J (−) 0 (λ, θ q , θ q ± π 2 ) = 0,
The four boundary lines of region B depend onk through ξ λk given by Eq. (20) . However, the contributions with ∂ξ λk /∂k k =0 = λ/2 can be shown to cancel out exactly by using
x and making a change of variables θ q → π−θ q in the integrals over θ q ≥ π 2 . (iv) The contribution with κ (n) λ ≡ ∂ nκ λ /∂k n k =0 (n = 1, 2) from the B-C boundary exactly cancels the contribution ofJ (2) 0 (λ, θ q ) ≡ ∂ 2Jk (λ, θ q )/∂k 2 k =0 ; see Eqs. (A6) and (A9b) for the analytic expressions ofκ (n) λ andJ (2) 0 to confirm the statement. (v) The remaining contributions are those with J (±2)
where J (±2) 0 (λ, θ q ) is given by Eq. (56). Summarizing (i)-(v) above, we obtain
This integral is the same as Eq. (57) (70), we obtain the 2b-4e contribution to the coherence exponent as
(71)
B. The 2b-4f contribution
Next, we focus on the diagram of Fig. 1 (4f) . It is shown in AppendixB that its contribution to Eq. (4b) is expressible as 
where φ n 1 n 2 (k 1 ,k 2 ) is given by Eq. (27), and φ n 1 n 2 n 3 (k 1 ,k 2 ,k 3 ) is defined similarly by
Let us consider each term in the square brackets of Eq. (72) separately. The first term is the same as the second term in the curly brackets of Eq. (36) except for the numerical factor, whose contribution to η has already been studied to yield Eq. (40). The contribution of the second term in the square brackets of Eq. (72) can be calculated similarly. We obtain
The third and fourth terms in the square brackets of Eq. (72) are also the same as the third and fourth terms in the curly brackets of Eq. (36), respectively, except for the numerical factor, whose contributions to η are given by Eqs. (58) and (70). Hence, we can conclude immediately that their contributions to η are given by
Fifth, we focus on the fifth term in the square brackets of Eq. (72), which can be treated in the same way as the 2b-4e3 contribution described from Eq. (41) through Eq. (58). We need two modifications due to the change |q 1 + λq ′ | 2 → |q 1 + λq| 4 in the denominator of the integrand. The first is to usef
instead of f 0 (θ 1 ) in Eq. (51). The second is to replace Eqs.
(49a) and (49b) by the local functions
and J λk ≡J (−) λk −J (+) λk = 1, respectively. We thereby obtain δW 
where J (±) k (λ, θ q ) are now given in terms of Eq. (76) by
Let us differentiate Eq. (78) twice with respect tok, setk = 0 subsequently, and substitute the resulting expression into Eq.
(3). Terms with derivatives of θ c j ( j = 1, 3) vanish once again owing to J (+) k (λ, θ c1 ) = J (−) k (λ, θ c3 ) = 0, and we obtain
The coefficients J (±2) 0 (λ, θ q ) ≡ ∂ 2 J (±) k (λ, θ q )/∂k 2 k =0 are obtained as Eq. (A13) in AppendixA. Using the symmetry J (−2) 0 (λ, θ q ) = −J (+2) 0 (λ, π − θ q ), we can combine the two integrals of Eq. (80) into a single integral with J (+2) 0 (λ, θ q ) over θ q ∈ [0, π], which can be evaluated both numerically and analytically. We thereby obtain
Sixth, we focus on the sixth term in the square brackets of Eq. (72). It can be treated in the same way as the fourth term (i.e., 2b-4e4 contribution) in the curly brackets of Eq. (36) described from Eq. (59) through Eq. (70). Due to the change |q 1 + λq ′ | 2 → |q 1 + λk| 4 in the denominator of the integrand, we need to replace Eqs. (49a) and (64) by the local functions Let us substitute the resulting δW (2b4f6) into Eq. (3), set k = 0, and evaluate the integrals to obtain η (2b4f6) . This process can also be outlined in the same way as that described in the paragraph below Eq. (67). Indeed, items (i)-(v) given there also apply to this case except that our J (−2) 0 (θ q , θ 1 ) ≡ ∂ 2 J (−)
x (θ q , θ 1 )/∂x 2 x=0 from Eq. (82b),
now yields a finite contribution to η (2b4f6) ; see also Eqs. (A6) and (A16) for confirming (iv). Thus, Eq. (69) is replaced by
where J (+2) 0 (λ, θ q ) is obtained as Eq. (A15) in AppendixA. We can evaluate the integrals of η (2b4f6) both numerically and analytically to obtain Seventh, we focus on the seventh term in the square brackets of Eq. (72). Its contribution is expressible in the coordinate system of Eq. (42) as
where f λ , ξ λ , θ q ′ 1 , and θ k1 are defined by Eqs. (19) , (20) , (45), and (60), respectively. We can draw Fig. 7 Fig. 6 except that the upper limit of the θ 1 integral is now bounded by ξ λ , and θ c j ( j = 1, 2, 3) are also given by Eqs. (48) and (63). One can also show that the curve θ 1 = ξ λ −κ λ and line θ 1 = ξ λ intersect at θ q = π 2 . On the basis of these considerations, we can perform the integration over s 1 in Eq. (86) elementarily. To express the result concisely, it is convenient to introduce local functions for considering 2b-4f7 contributions by 
where J (±) k andJ˜k are now defined in terms of Eq. (87c) by
Let us substitute Eq. (88) into Eq. (3), setk = 0, and evaluate the integrals to obtain η (2b4f7) . This process can be outlined in the same way as that described in the paragraph below Eq. (67), except that the two contributions described in (iv) do not cancel out owing to the fact that the lower bound of the θ q integral is π 2 instead of ξ λ − π 2 . Thus, Eq. (69) is now replaced by
Functions J (−) 0 (θ q , θ 1 ) and J (−1) 0 (θ q , θ 1 ) ≡ ∂J (−) x (θ q , θ 1 )/∂x x=0 are obtained easily from Eq. (87a),κ (n) λ for n = 1, 2 are given in Eq. (A6), and J (±2) 0 (λ, θ q ) andJ (2) 0 (λ, θ q ) can be calculated as Eq. (A18a) and (A18b) in AppendixA. Using them in Eq. (90), we can perform the integrations of η (2b4f7) both numerically and analytically to obtain
Eighth, we focus on the eighth term in the square brackets of Eq. (72). Its contribution is expressible in the coordinate system of Eq. (42) as
We can transform this integral in exactly the same way as from Eq. (86) through Eq. (88) with two replacements, i.e., f λ (θ 1 ) → f 0 (θ 1 ) and |q 1 + λk| −2 → |q 1 + λq ′ | −2 . The corresponding contribution to the exponent, which we denote η (2b4f8) , can also be written as Eq. (90), where f λ (θ 1 ) should be replaced by f 0 (θ 1 ), (J (±2) 0 ,J (2) 0 ,κ (n) ) (n = 1, 2) are now given by Eqs. (56), (A9b), and (A6), respectively, and J (−) 0 (θ q , θ 1 ) and J (−1) 0 (θ q , θ 1 ) are replaced by J (−) 0 (λ, θ q , θ 1 ) and J (−1) 0 (λ, θ q , θ 1 ) ≡ ∂J (−) x (λ, θ q , θ 1 )/∂x x=0 obtained from Eq. (64), respectively. Using them, we can evaluate η (2b4f8) both numerically and analytically to obtain
Adding Eqs. (74), (75), (81), (85), (91), and (93) yields the 2b-4f contribution to η as
C. Sum of various 2b contributions
The net 2b contribution is obtained by adding Eqs. (32), (71) and (94) as
We here calculate the 2c contribution to Eq. (3) given by Eq. (4c). The first term on the right-hand side of Eq. (4c) has already been studied to yield Eq. (95) of I, i.e.,
Hence, we here focus on the second term on the right-hand side of Eq. (4c), which is expressible diagrammatically as Fig.  1 (3a)-(3d) . Among them, we can exclude Fig. 1 (3a) owing to Eq. (14) . Hence, we consider the other two contributions.
A. 2c-3c contribution
First, we focus on δW (3c) ∞ given diagrammatically by Fig. 1  (3c) . Its analytic expression has already been derived as Eq. (17) . We regularize it as Eq. (8a) and substitute the resulting δW (3c) ∞ into the second term of Eq. (4c). We thereby obtain the 3c contribution to δW (2c) ∞ as
where we have also made a transformation similar to Eq. (18) . Let us substitute Eq. (97) into Eq. (3), calculate the second derivative atk = 0, and evaluate the integrals. The process is the same as Eqs. (91)-(93) of I except that we have to take care of the additionalk dependences of (i) the upper limit ξ˜k of the θ q integral and (ii) f˜k(θ q ). However, one can show that these extra dependences give null contribution to η. Also noting that the upper limit ξ˜k approaches π/2 instead of π ask → 0, we obtain
(98)
B. 2c-3d contribution
Next, we consider the contribution of δW (3d) ∞ given diagrammatically by Fig. 1 (3d) . Its analytic expression has already been derived as Eq. (28). We regularize it as Eq. (8a), substitute the resulting δW (3d) ∞ into the second term of Eq. (4c), and approximate d ≈ 4 in the integrand as justified for ǫ ≪ 1. The procedure yields the 3d contribution to δW (2c) ∞ as
We consider each term in the square brackets of Eq. (99) separately. First, we focus on the first term, which can be transformed in the same way as the third term in the curly brackets of Eq. (36), i.e., from Eq. (41) through Eq. (51). The key difference lies in the additional factor Θ(|k+q| −1), which introduces ξ˜k defined by Eq. (20) as the upper limit of the θ q integral. Also noting θ c1 < ξ˜k < θ c3 as seen from Eqs. (20) and (48), we obtain
where J λk and J (+) k are given by Eqs. (49b) and (52), respectively.
Let us substitute Eq. (100) into Eq. (3). Terms with derivatives of θ c1 all vanish once again, and we obtain
where J (2) 0 , J (+2) 0 , and J (+1) 0 are given by Eqs. (55), (56), and (A8), respectively, and we have used ∂ f 0 (θ q )/∂θ q θ q =π/2 = J (+) 0 (λ, θ q ) = 0 as seen from Eqs. (19) and (A3a), respectively. It follows from Eq. (49b) that J (1) 0 (λ, θ q , θ 1 ) θ q = π 2 = ∂J 0 (λ, θ q , θ 1 )/∂θ q θ q = π 2 = 0 holds in the integrand of Eq. (101). Moreover, the first term in the curly brackets vanishes upon the integration over θ q . The remaining integrals can be evaluated both numerically and analytically, and we obtain
Second, we consider the second term in the square brackets of Eq. (99). We can transform the contribution in the same way as the first term above to obtain
where J (+) k is now defined by
in terms ofJ (+) λk given by Eq. (A10) with Eq. (A11). Let us substitute Eq. (103) into Eq. (3). Terms with derivatives of θ c1 cancel out, and we obtain
where J (+1) 0 and J (+2) 0 are given by Eqs. (A19a) and (A19b), respectively, and we have used that ∂ f˜k(θ q )/∂k k =0 = ∂ f 0 (θ q )/∂θ q = 0 holds at θ q = π 2 for Eq. (19) . One can show that the first integral over θ q in the curly brackets of Eq. (105) vanishes. The other integrals can be evaluated both numerically and analytically. We obtain
Third, we focus on the third term in the square brackets of Eq. (99) and setq → −q in the integrand for convenience. The corresponding contribution can be written in the coordinate system of Eq. (42) as where f λ , ξ λ , and θ k1 are given by Eqs. (19) , (20) , and (60), respectively. We can draw Fig. 8 that divides the (θ q , θ 1 ) plane into two regions according to the range of integration over s 1 : region A with s 1 ∈ [−1, 1] and region B with s 1 ∈ [s c1 , 1], where s c1 is given by Eq. (61). The integral of s 1 over B and A defines J (−) λk and J λk given by Eqs. (87a) and (87b), respectively. We express J λk = J (−) λk − J (+) λk for region A, use the symmetry J (+) λk (θ q , θ 1 ) = −J (−) λk (θ q , −θ 1 ) on the lower left corner, and set θ 1 → −θ 1 there subsequently. We can thereby transform Eq. (107) into
Let us substitute Eq. (108) into Eq. (3). We then obtain
where we have used J (−) 0 (θ q , θ q − π 2 ) = J (+) 0 (θ q , 3π 2 −θ q ) = 0 for Eq. (87a) and ∂ f 0 (θ q )/∂θ q θ q = π 2 = 0 for Eq. (19) . We obtain
x (θ q , θ 1 )/∂x 2 x=0 for n = 0, 1, 2 from Eq. (87a) as J (±n) 0 (θ q , θ 1 ) = (−1) n cos[(n + 1)(θ q ± θ 1 )] 2(n + 1) sin θ q sin θ 1 .
The fourth and fifth terms in the curly brackets of Eq. (109) can be combined, through θ q = θ ′ q + π 2 and θ q = 3π 2 −θ ′ q , respectively, into a single integral over θ ′ q ∈ [0, ξ λ ]. Equation (109) can be evaluated both numerically and analytically, including the triple one by the order θ q → λ → θ 1 . We eventually obtain
Fourth, we focus on the fourth term in the square brackets of Eq. (99) and setq → −q in the integrand for convenience. We can transform the contribution in the same way as the third term above. We thereby obtain
where J (±) λk (θ q , θ 1 ) is now defined in terms of Eq. (61) by
. Substitution of Eq. (112) into Eq. (3) yields η (2c3d4) , which turns out to have the same expression as Eq. (109) except for the replacement of f 0 (θ q )λ 2 J (±2) 0 (θ q , θ 1 ) by
The coefficients J (±n) 0 (θ q , θ 1 ) ≡ ∂ n J (±) x (θ q , θ 1 )/∂x 2 x=0 for n = 0, 1 are obtained easily from Eq. (113). Substituting them, we can evaluate η (2c3d4) both numerically and analytically, including the triple one by the order θ q → λ → θ 1 . We eventually obtain
Fifth, we focus on the fifth term in the square brackets of Eq. (99). We can transform the contribution in the same way as the fourth term in the curly brackets of Eq. (36), i.e., from Eq. (59) through Eq. (66). The key difference lies in the additional factor Θ(|k +q| − 1), which introduces ξ˜k defined by Eq. (20) as the upper limit of the θ q integral. Also noting ξ˜k θ c2 π 2 from Eqs. (20) and (63), we obtain the expression of δW (2c3d5) ∞ in place of Eq. (66) as
0 ,J (n) 0 ) (n = 1, 2) are given by Eqs. (55), (68), (A6), (A8), (56), and (A9), respectively, while J (±n) 0 (λ, θ q , θ 1 ) ≡ ∂ n J (±) x (λ, θ q , θ 1 )/∂x n for n = 1, 2 can be obtained easily from Eq. (64). Substituting them, we can evaluate all the integrals of Eq. (116) both numerically and analytically, including the triple one by the order θ q → λ → θ 1 . We eventually obtain
Sixth, we focus on the sixth term in the square brackets of Eq. (99). We can transform the contribution in the same way as the fifth term above. We thereby obtain an expression of δW (2c3d6) ∞ , which is apparently identical with Eq. (115) except for the replacement of f 0 (θ q ) by f˜k(θ q ). However, the basic functions (J (±) λk ,J (±) λk ) are now defined by
and (J (±) k ,J˜k) are given in terms of Eq. (118b) as Eq. (52) and (67).
Substitution of δW (2c3d6) ∞ into Eq. (3) yields η (2c3d6) , whose expression can also be obtained from Eq. (116) by replacing (i) f 0 (θ q )λ 2 J (2) 0 (λ, θ q , θ 1 ) by
The quantities J (±n) 0 (λ, θ q , θ 1 ), J (±n) 0 (λ, θ q ), andJ (n) 0 (λ, θ q ) are obtained as Eqs. (A24), (A22), and (A23), respectively. Substituting them, we can evaluate all the integrals of η (2c3d6) both numerically and analytically, including the triple one by the order θ q → λ → θ 1 by using J (2) 0 = J (−2) 0 − J (+2) 0 and J (+2) 0 (λ, θ q , θ 1 ) = −J (−2) 0 (λ, π − θ q , θ 1 ). We eventually obtain
Adding Eqs. (102), (106), (111), (114), (117), and (120) yields the 2c-3d contribution to η as
Moreover, the coefficients concerning w (±n) 0 in Eq. (A4) can be calculated elementarily from Eq. (A2) as
∂w (±0) 0 (λ, θ q , θ 1 ) ∂θ 1
where we have used Eq. (20) . Substituting Eqs. (54), (A5), and (A7) into Eq. (A4), we obtain
and Eq. (56). The same calculation with (κ (n ′ ) , w (−n ′ ) 0 ) in place of (κ (±n ′ ) , w (±n ′ ) 0 ) yields the following expressions for the first two expansion coefficients of Eq. (A3b):
π cos ξ λ cos θ q cos ξ λ cos 2(θ q + ξ λ )
− cot ξ λ cos θ q sin(θ q +3ξ λ ) + 8 cos 3 ξ λ cos 2 θ q 3 .
(A9b)
The 2b-4f5 contribution
Integration of Eq. (77) can be performed elementarily. The result is expressible by using Eqs. (46), (20) , and (42) as
with
The latter functions satisfy w (±) 0 (λ, θ q , ξ λ ) = 0 once again, and the right-hand sides of Eqs. (A7a)-(A7e) for Eq. (A11) are replaced by −2 cos(θ q ∓ ξ λ ), 2, −2λ sin ξ λ , −2 sin(ξ λ ± θ q ), and λ 2 , respectively. Let us substitute these coefficients and Eq. (A5) into Eq. (A4b), where we should also replacef 0 bȳ
as seen by comparing Eq. (79) with Eq. (52). Simplifying the resulting expression, we obtain J (±2) 0 for the 2b-4f5 contribution as x are given by
(A14)
They also satisfy w (±) 0 (λ, θ q , ξ λ ) = 0, and the right-hand sides of Eqs. (A7a)-(A7e) for Eq. (A14) are given explicitly by −2 cos(θ q ∓ ξ λ ), 2 1 − 4 cos 2 (θ q ± ξ λ ) + 4λ 2 cos 2 θ q , −2λ sin ξ λ , −2 sin(ξ λ ± θ q ) − 8λ 2 sin ξ λ cos θ q , and λ 2 (1 + 8 sin 2 ξ λ ), respectively. Substitution of these coefficients and Eq. (A5) into Eq. (A4b) yields
Repeating the calculation with Eq. (A6) and w (−n) 0 in place of Eq. (A5) and w (±n) 0 , respectively, we obtainJ (2) 0 for the 2b-4f6 contribution as x are now given by
They also satisfy w (±) 0 (λ, θ q , ξ λ ) = 0, and the right-hand sides of Eqs. (A7a)-(A7e) for Eq. (A17) are given explicitly by −2 cos(θ q ∓ ξ λ ), 2 1 − 2 cos 2 (θ q ± ξ λ ) + 2λ 2 cos 2 θ q , −2λ sin ξ λ , −2 sin(ξ λ ± θ q ) − 4λ 2 sin ξ λ cos θ q , and λ 2 (1 + 4 sin 2 ξ λ ), respectively. Let us substitute these coefficients and Eq. (A5) into Eq. (A4b), where we should also usef λ in place off 0 , as seen by comparing Eq. (89a) with Eq. (52), wheref λ is defined by Eq. (54). Simplifying the resulting expression, we obtain J (±2) 0 for the 2b-4f7 contribution as
The same calculation of using (κ (n ′ ) , w (−n ′ ) 0 ) in place of (κ (±n ′ ) , w (±n ′ ) 0 ) yields J (2) 0 (λ, θ q ) = 2 cos ξ λ cos θ q π λ 1 − 2 cos 2 (θ q − ξ λ ) − 8λ cos 2 ξ λ cos 2 θ q 3 + 2 cot ξ λ cos θ q 2λ sin ξ λ cos(θ q + ξ λ ) + sin(ξ λ − θ q ) .
(A18b)
The 2c-3d2 contribution
Equation (104) differs from Eq. (A1a) in that (f λ , w x ) given by Eqs. (54) and Eq. (A11), respectively, are used in place of (f 0 , w x ). With these modifications in Eq. (A4), we obtain
The difference of Eq. (A19b) from Eq. (A13) is caused by the replacementf λ →f λ .
The 2c-3d6 contribution
We derive J (±n) 0 (λ, θ q , θ 1 ) ≡ ∂ n J (±) x (λ, θ q , θ 1 )/∂x n for n = 0, 1, 2 besides (J (±n) 0 ,J (n) 0 ) for n = 1, 2 defined with Eq. (118). Using Eqs. (42), (46), and (61), we can calculate the integral of Eq. (118a) analytically to obtain J (±)
x (λ, θ q , θ 1 ) = 1 4x sin θ q sin θ 1 (λ 2 + 2λ cos θ 1 + 2λx cos θ q ) × ln 1 + 2x cos(θ q ± θ 1 ) + x 2 1 + λ 2 + 2λ cos θ 1 + 2x λ cos θ q + cos(θ q ± θ 1 ) + x 2 + ln 1 + λ 2 + 2λ cos θ 1 + 2λx cos θ q .
(A20) Equation (118b) can be integrated similarly, which is expressible as Eq. (A10) with w (±) x (λ, θ q , θ 1 ) = 1 λ 2 + 2λ cos θ 1 + 2λx cos θ q × ln 1 + 2x cos(θ q ± θ 1 ) + x 2 1 + λ 2 + 2λ cos θ 1 + 2x λ cos θ q + cos(θ q ± θ 1 ) + x 2 − ln 1 − λ 2 − 2λ cos θ 1 − 2λx cos θ q .
(A21)
They also satisfy w (±) 0 (λ, θ q , ξ λ ) = 0, and the right-hand sides of Eqs. (A7a)-(A7e) for Eq. (A21) are given explicitly by −2 cos(θ q ∓ ξ λ ), 2(1 + 4 cos 2 ξ λ cos 2 θ q − 4 sin 2 ξ λ sin 2 θ q ), −2λ sin ξ λ , 2[− sin(ξ λ ± θ q ) + 2λ sin ξ λ cos(θ q ± ξ λ )], and λ 2 , respectively. Substituting these coefficients and Eq. (A5) into Eq. (A4), we obtain J (±1) 0 and J (±2) 0 for the 2c-3d6 contribution as
J (±2) 0 (λ, θ q ) = 1 π cos(θ q ∓ ξ λ ) λ 1 2 + 2 cos 2 ξ λ cos 2 θ q − 2 sin 2 ξ λ sin 2 θ q ± cos θ q sin θ q sin ξ λ .
The same calculation of using (κ (n ′ ) , w (−n ′ ) 0 ) in place of (κ (±n ′ ) , w (±n ′ ) 0 ) yields J (1) 0 (λ, θ q ) = 2 π sin ξ λ cos ξ λ sin θ q cos θ q ,
J (2) 0 (λ, θ q ) = − λ 2 π (1 − 4 sin 2 ξ λ ) cos θ q sin 2 θ q + cot ξ λ sin θ q cos θ q .
(A23b)
The coefficients J (±n) 0 (λ, θ q , θ 1 ) ≡ ∂ n J (±) x (λ, θ q , θ 1 )/∂x n x=0 for n = 0, 1, 2 are obtained from Eq. (A20) as J (±) 0 (λ, θ q , θ 1 ) = cos(θ q ± θ 1 ) 2 sin θ q sin θ 1 (1 + λ 2 + 2λ cos θ 1 )
, (A24a) J (±1) 0 (λ, θ q , θ 1 ) = 1 4 sin θ q sin θ 1 (1 + λ 2 + 2λ cos θ 1 ) 2 1 + λ 2 + 2λ cos θ 1 − 4 cos 2 (θ q ± θ 1 ) − 2(λ 2 + 2λ cos θ 1 ) cos 2 (θ q ± θ 1 ) − 4λ cos θ q cos(θ q ± θ 1 ) , (A24b) J (±2) 0 (λ, θ q , θ 1 ) = 2 cos(θ q ± θ 1 ) + λ cos θ q (3+λ 2 +2λ cos θ 1 ) cos 2(θ q ± θ 1 ) sin θ q sin θ 1 (1 + λ 2 + 2λ cos θ 1 ) 3 + (λ 2 + 2λ cos θ 1 )(3 + λ 2 + 2λ cos θ 1 ) cos 3(θ q ± θ 1 ) 3 sin θ q sin θ 1 (1 + λ 2 + 2λ cos θ 1 ) 3 + 2λ cos θ q 1 + 2λ cos θ q cos(θ q ± θ 1 )] sin θ q sin θ 1 (1 + λ 2 + 2λ cos θ 1 ) 3 . 
Using it, we can express the two sets of diagrams in Figs 
