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Abstract. We study the bispectrum in the Effective Field Theory of Large Scale Struc-
ture, consistently accounting for the effects of short-scale dynamics. We begin by proving
that, as long as the theory is perturbative, it can be formulated to arbitrary order us-
ing only operators that are local in time. We then derive all the new operators required
to cancel the UV-divergences and obtain a physically meaningful prediction for the one-
loop bispectrum. In addition to new, subleading stochastic noises and the viscosity term
needed for the one-loop power spectrum, we find three new effective operators. The three
new parameters can be constrained by comparing with N -body simulations. The best
fit is precisely what is suggested by the structure of UV-divergences, hence justifying a
formula for the EFTofLSS bispectrum whose only fitting parameter is already fixed by
the power spectrum. This result predicts the bispectrum of N -body simulations up to
kmax ≈ 0.22hMpc−1 at z = 0, an improvement by nearly a factor of two as compared to
one-loop standard perturbation theory.
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Symbol Relation Meaning Equation
a scale factor
τ a dτ = dt conformal time
Ω0m matter density in units of the critical density at z = 0
H ≡ d ln(a)/dτ conformal Hubble parameter (2.1)
f phase space distribution (2.3)
δ(n) , θ(n) density contrast and velocity divergence in SPT at order n (2.17)
φ Newtonian potential (2.6)
Φ ∆Φ = δ rescaled Newtonian potential (3.20)
u ∂iu = vi , ∂iv
i = θ velocity potential (3.20)
sij ≡ ∂i∂jΦ− 13δij 4 Φ tidal tensor (3.25)
τθ EFT source in the Euler equation (2.8)
Sα,β SPT quadratic source terms (2.10)
D1(a) linear growth factor (2.14)
δc(1) , δ
c
(2) leading- and next-to-leading order viscosity correction (4.34)
d2 ≡ c22 + c2v leading order viscosity parameter (3.22), (3.27)
e1,2,3 next-to-leading order viscosity parameters (3.28)
d¯2 ≡ d2/(Dm1 (a)H20Ω0m) constant leading order viscosity parameter (4.10)
e¯1,2,3 ≡ e1,2,3/(Dm1 (a)H20Ω0m) constant next-to-leading order viscosity parameters (4.10)
γ = −g1(a,m)d¯2 leading order parameter (4.16), (4.17)
1,2,3 = −ge2(a,m)e¯1,2,3 next-to-leading order parameters (4.23), (4.22)
F c2 total quadratic EFT kernel (4.6)
E1,2,3 new quadratic EFT kernels (4.19)
Fαβ2 , F¯
αβ
2 EFT kernel for d
2 at second order (4.24)
F δ2 , F¯
δ
2 EFT kernel for d
2 at linear order (4.33)
Bc11,c21 EFT contributions to the bispectrum (4.47),(4.46)
1 Introduction
The Large Scale Structure of the universe (LSS), i.e. the late time distribution of matter
and galaxies on cosmological scales, has the potential to widen our knowledge about the
origin and composition of the universe. While the analysis of the temperature fluctuations
in the Cosmic Microwave Background has provided us with a lot of invaluable information,
the power of this linear observable of cosmic density fluctuations is limited due to its fixed
emission time and its two dimensional nature.
The three dimensional distribution of matter at late times encodes information about
all elements of our cosmological model. In particular it will be probed to unprecedented
precision in the near future, potentially providing us the key to understand the nature
of Dark Energy and Dark Matter and elucidate the mechanism that generate primordial
initial conditions. Extracting information from the late time observables is hampered
by their non-linear nature. While numerical simulations have been very successful in
– 2 –
predicting the outcome of the non-linear gravitational clustering process, we would like
to push analytic descriptions as far as possible. Analytical treatments both facilitate
numerical inference algorithms and help us understand the clustering process and avoid
possible confusions between mundane non-linearities and the necessity for extensions of
the cosmological standard model.
Perturbative treatments have provided valuable insight into the gravitational cluster-
ing process on cosmological scales. Two notable implementations are the Eulerian Standard
Perturbation Theory (SPT) and Lagrangian Perturbation Theory (LPT). For a thorough
review on these two approaches see Ref. [1]. However, both of these theories are incomplete
since (i) they do not make explicit the expansion parameter, (ii) they typically are limited
to the perfect, pressureless fluid approximation, and (iii) they are plagued by UV-divergent
integrals (or equivalently they depend on a high scale cut-off). These issues result in fun-
damental limitations to reliably predict the dynamics of mildly non-linear scales, which
encode lots of information about cosmology.
The powerful tool of Effective Field Theories (EFTs), widely used in high-energy
physics, has been adapted to the situation of LSS in order to overcome the problems of
the standard approaches. The strength of EFT is that it fully exploits the symmetries of
a system in order to account for possible small scale effects. In Refs. [2, 3] the Effective
Field Theory of Large Scale Structure (EFTofLSS) has been formulated (see Ref. [4] for
a similar approach), allowing for a well-defined formulation of perturbation theory for
LSS. The general idea is to restrict the validity of the perturbation theory to scales larger
than the non-linear scale where the dynamics becomes fully non-linear and an analytical
approach is bound to fail. In general, however, the small scale dynamics couples also to the
long wavelength modes and we need to consistently integrate out the small scale modes.
This generates an effective stress tensor which parametrizes the response of the long modes
to short modes in a set of free (time-dependent) coefficients that are not determined by the
theory itself and which encode our ignorance towards the non-linear physics. They need
to be fixed by numerical simulations or observations.
After the original formulation, Refs. [5–13] have been exploring various aspects of
the EFTofLSS (see also Refs. [14, 15]). While previous work focusses on the two-point
correlators, our aim is to extend the literature on the EFTofLSS by investigating the
bispectrum. In this paper we focus on the bispectrum but we also deepen the general
understanding of the EFTofLSS in various ways. The bispectrum contains a large amount
of information thanks to its many independent configurations. Also, it is the main probe
of primordial non-Gaussianity, which is one of the most promising ways of discriminating
among different models of the very early universe. In this work we limit ourselves to
Gaussian initial conditions, and differ the inclusion of primordial non-Gaussianity to future
work. Our main results and findings are summarized in the following.
Locality in time: It was noticed in Refs. [9, 10] that since before virialization the short
scales evolve on a time-scale comparable with that of large scales, namely the Hubble time,
they have a long memory and their back-reaction on the large-scale dynamics leads to an
EFT that is non-local in time. We show that, as long as the perturbation theory is valid,
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the theory can be reformulated in such a way that only local-in-time operators appear at
each order. We also notice that the effect of the long memory seems to introduce spatially
non-local terms. However, they appear only starting at cubic order, which is higher than
what we need for the one-loop bispectrum.
EFTofLSS at the next-to-leading order: The discussion of the density bispectrum
in the EFTofLSS requires going beyond the leading order (LO) approximation of the ef-
fective stress tensor. Based on the above considerations we can restrict ourselves to a
local expansion of the effective stress tensor. We derive the viscosity and noise terms at
next-to-leading order (NLO) in the expansion of the effective stress tensor. At the order
we are working and for ΛCDM, three new operators become relevant, we choose them to
be 4δ2, 4s2 ≡ 4(sijsij) and ∂i(sij∂jδ), with sij the tidal field defined in (3.25).
The one-loop bispectrum: We compute the one-loop as well as the full NLO EFT
contributions to the bispectrum and show that all UV-divergences are cancelled through
a renormalization of the free parameters in the effective stress tensor. Due to the shape
dependence of the UV-divergences this is a non-trivial check for the NLO expression of the
stress tensor. We show that the LO counterterm is exactly the same as predicted by the
renormalization of the one-loop power spectrum. Furthermore, we discuss the interplay
of LO and NLO counterterms and discuss how the renormalization of the EFTofLSS at
higher orders can be conveniently organized.
Numerical simulations: We numerically evaluate the one-loop power- and bispectrum
for a ΛCDM cosmology and compare them with a suite of N -body simulations. The the-
ory has four fitting parameters, one of which can be fixed by the power spectrum (as we
also re-do using our simulations). Theoretical considerations suggest to relate the three
new NLO parameters to the LO parameter using the structure of the UV-divergences.
This leads to a formula for the EFTofLSS bispectrum (see Eqs. (4.60), (5.9) and (5.13))
with a single parameter γ (corresponding to the LO speed of sound or viscosity) that can
be determined through the power spectrum, i.e. without invoking the bispectrum data.
This “zero-parameter” formula agrees with simulations up to kmax ≈ 0.22hMpc−1, a sig-
nificant improvement with respect to kmax ≈ 0.13hMpc−1 in the case of SPT. If we let
any subset of the four bispectrum fitting parameters float, we find that the fit does not
improve compared to the zero-parameter prediction. This suggest that to push the fit to
higher wavenumbers one needs to go to higher order in both SPT and the EFT corrections.
This paper is structured as follows. In Sec. 2, we introduce our notation by recalling
the equations of motion of the EFTofLSS. Although we consider the UV-limit of the one-
loop bispectrum in some detail, the reader familiar with the topic might want to skip this
section at first. Next, in Sec. 3 we show how the theory can be recast in a local-in-time
form and explicitly derive the second order effective operators. Sec. 4 deals with the EFT
contribution to the bispectrum and the renormalization of the UV-divergences. This is
a somewhat technical section where we consider the subtleties involved in computing the
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EFT solution at second order. Finally, in Sec. 5 we present our results for the comparison
of the EFTofLSS with numerical simulations. We conclude in Sec. 6.
2 The one-loop bispectrum
In this section, we review the equations of motion of the EFTofLSS and consider the
bispectrum in SPT. We investigate the UV-limits of the one-loop integrals and derive
the general form of the bispectrum in a scale free universe. This shows how the various
contributions scale with the wavenumber k.
2.1 Equations of motion and SPT
We will consider the bispectrum both in ΛCDM and Einstein-de Sitter (EdS) cosmologies.
The conformal Hubble parameter H is given through the Friedmann equation
H2 = a2H20
{
Ω0m
a3
+ Ω0Λ
}
, (2.1)
for a flat Friedmann-Lemaˆıtre-Robertson-Walker universe with scale factor a (normalized
to a0 = 1 at the present epoch) and filled with non-relativistic matter Ω
0
m and a cosmologi-
cal constant Ω0Λ. The index “0” denotes the present epoch. Whenever we give quantitative
results for the ΛCDM cosmology, we will assume the following set of cosmological param-
eters: Ω0m = 0.272, Ω
0
Λ = 0.728, h = 0.704, σ8 = 0.81 and ns = 0.967. We shall often
consider the limit of a matter dominated EdS universe with Ωm = 1. In this case, H
reduces to the simple form
H = H0√
a
, (2.2)
Note that when comparing EdS to ΛCDM one has to be careful with the definition of
H0. Whenever generalizing an expression from EdS to ΛCDM, H0 has to be rescaled by a
factor
√
Ω0m since we want H to be the same at the present epoch. We shall use τ as the
conformal time which is defined as dt = a dτ with respect to the physical time t.
Let us start by briefly reviewing the derivation of the equations of motion for the
EFTofLSS and its relation to SPT (see Refs. [2, 3, 5] for more details). We assume that
Dark Matter can be described as an ensemble of N non-relativistic and collisionless point
particles with equal mass m. We work in Newtonian cosmology, i.e. no relativistic effects
are considered. The temporal evolution of this ensemble of point particles is described by
the Boltzmann equation for the total phase space density f(x,k) =
∑N
i=1 fi(x,k)
∂τf(x,k) +
1
am
k · ∇x f(x,k)− am
N∑
i,j;i 6=j
∇k fi(x,k) · ∇x φj(x) = 0 , (2.3)
where x are comoving coordinates. Taking the first two moments of f(x,k), allows us to
define the matter and momentum density ρ˜ and p˜i of the system N -particle system
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ρ˜(x, τ) ≡
∫
d3q f(x, q) , p˜i(x, τ) ≡
∫
d3q q f(x, q) . (2.4)
It is then straight forward to derive the equations of motion for ρ˜ and p˜i and it turns out
that they are simply the continuity and the Euler equation of an imperfect fluid.
The ultimate goal is to find an analytic description of the dynamics at large scales,
i.e. in the mildly non-linear regime where linear dynamics are dominant. The non-linear
scale kNL (in momentum space) acts as a scale that separates the fully non-linear physics
at small scales from the large scale dynamics. The situation where one is interested only in
a limited range of scales is encountered in many areas of physics and is most conveniently
tackled using EFT techniques. EFT allows us to consistently compute non-linear correc-
tions to the linear solution on large scales but without ignoring possible effects due to the
short scale dynamics. The problem is that whenever we consider non-linear solutions of
the equation of motion, all scales couple together. In particular, modes that are smaller
than kNL can couple to modes that are larger than kNL. The EFT framework helps us to
account for these effects systematically without forcing us to consider the full non-linear
solution of the equations of moiton.
The first step towards the equations of motion in the EFTofLSS is to introduce a
smoothing procedure. The smoothing over some cut-off scale Λ−1 can be done using a
window function WΛ which is e.g. a Gaussian or top hat function. This is commonly
referred to as “regularizing” the theory and it means that all loop integrals are made
manifestly convergent. The cut-off scale Λ is artificial and does not have any physical
meaning. Upon renormalization, the dependence of all physical quantities on Λ is absorbed
in the free “bare” parameters of the theory (for details see Sec. 4 and Refs. [2, 6]). In the
end, all physical predictions do not depend on Λ nor on the specific form of WΛ. After
fixing the renormalized value of effective parameters, a new physical scale emerges: the
non-linear scale kNL. This scale indicates when the dynamics becomes fully non-linear
and perturbation theory breaks down. The non-linear scale kNL will be determined in
Sec. 5 when we compare the theoretical predictions to numerical simulations. Applying
the smoothing to the quantities in Eq. (2.4)
ρ(x, τ) ≡ [ρ˜]Λ =
∫
d3yWΛ(x− y)ρ˜(y, τ) ,
pi(x, τ) ≡ [p˜i]Λ =
∫
d3yWΛ(x− y)p˜i(y, τ) ,
(2.5)
we ensure that ρ and pi now only depend on wave vectors that are smaller than Λ (we use
the same notation as Ref. [2] for the smoothing of a quantity). Applying the smoothing to
the Boltzmann equation, we can derive the equations of motion for the smoothed quantities
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∂τδ + ∂i
[
(1 + δ)vi
]
= 0 ,
∂τv
i +H vil + ∂iφ+ vjl ∂jvi = −
1
a ρ
∂jτ
ij ,
4 φ = 3
2
H2Ωm δ .
(2.6)
φ is the Newtonian potential which is generated by the (smoothed) density contrast δ ≡
ρ/ρ¯−1, where ρ¯ is the time dependent background density, and the velocity field v is defined
as v ≡ pi/ρ + counterterms 1. Let us stress again that all quantities in Eq. (2.6) contain
only long wavelength modes. The stress tensor τ ij that enters in the Euler equation is a
complicated function of the Newtonian potential (see e.g. Eqs. (34)− (36) of Ref. [5]) and,
as we shall see, plays a crucial role in the renormalization of loop integrals. Throughout
this work we will neglect the vorticity since at the linear order it decays as ∼ 1/a (see
Refs. [8, 9] for a discussion of the vorticity in the EFTofLSS). It is therefore useful to
rewrite the Euler equation for the velocity divergence θ ≡ ∇ · v
∂τθ +H θ + vj∂jθ + ∂ivj∂jvi +4φ = τθ , (2.7)
where we defined
τθ ≡ −∂i
[
1
a ρ
∂jτ
ij
]
(2.8)
and 4 ≡ ∇ · ∇ = ∂i∂i.
The quest of finding a perturbative solution for the equations of motion in Eq. (2.6) is
not new, in particular in the approximation where the effective stress tensor is neglected.
This is what is usually called SPT. For a thorough review on the subject see Ref. [1]. Here,
we shall merely recall well known results and introduce our notation. It is most convenient
to rewrite Eqs. (2.6) and (2.7) in Fourier space
∂τδ(k, τ) + θ(k, τ) = Sα(k, τ) ,
∂τθ(k, τ) +H θ(k, τ) + 3
2
ΩmH2δ(k, τ) = Sβ(k, τ) ,
(2.9)
where, in a slight abuse of notation, we used the same notation for the fields in Fourier
space as in real space. We will mostly work in Fourier space and we shall often drop the
arguments of the fields for streamlining the notation. The two source terms Sα and Sβ
contain the non-linear terms of the equations of motion as well as the effective stress tensor
1As discussed in Ref. [8], the definition of the velocity involves counterterms which are needed to
renormalize the velocity correlators. The finite part of these counterterms, however, can be set to zero.
We can therefore safely ignore these counterterms for the rest of this paper (see also Ref. [9]).
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Sα(k, τ) ≡ −
∫
q
α(q,k − q) θ(q, τ)δ(k − q, τ) ,
Sβ(k, τ) ≡ −
∫
q
β(q,k − q) θ(q, τ)θ(k − q, τ) + τθ(k, τ) .
(2.10)
We use the abbreviation
∫
q
≡ ∫ d3q/(2pi)3 and denote the absolute value of a vector as
k = |k|. The kernel functions α and β are
α(q1, q2) ≡ q1 · (q1 + q2)
q21
, β(q1, q2) ≡ 1
2
(q1 + q2)
2 q1 · q2
q21 q
2
2
. (2.11)
Replacing the time derivative by derivatives with respect to the scale factor a (∂τ = Ha∂a),
we can rewrite the differential equations for δ and θ for a ΛCDM universe as
H2
{
−a2∂2a +
3
2
(Ωm − 2) a∂a + 3
2
Ωm
}
δ = Sβ −H ∂a
(
aSα
)
,
H
{
a2∂2a +
(
4− 3
2
Ωm
)
a∂a + (2− 3Ωm)
}
θ = ∂a
(
aSβ
)− 3
2
ΩmHSα .
(2.12)
The equations of motion for the EdS case are easily recovered by setting Ωm = 1. The
linear solution of these equations is simply the linear combination of a growing and a
decaying mode. Clearly, we are interested only in the growing mode
δ(1)(k, a) = D1(a) δ1(k) , (2.13)
where δ1 is a Gaussian random field that describes the initial conditions of the density field
and D1 is the usual growth factor
D1(a) =
5
2
Ω0mH20
H
a
∫ a
0
da′
1
H3 , (2.14)
which reduces to D1 = a in EdS. It is useful to consider the Green’s function of Eq. (2.12),
which is obtained by replacing the right hand side of Eq. (2.12) with a Dirac distribution
δD(a− a′). The Green’s function for δ in ΛCDM is given by
Gδ(a, a
′) = Θ(a− a′) 2
5
1
H20Ω0m
D1(a
′)
a′
{
D−(a)
D−(a′)
− D1(a)
D1(a′)
}
, (2.15)
The Green’s function for θ in EdS is simply Gθ = −HGδ. The exact solution for the
decaying mode D− = H/(aH0) can in principle be approximated as D− ≈ D−3/21 . The
function f(a) which will be used occasionally, is the logarithmic derivative of the growth
factor f(a) ≡ d lnD1/d ln a and is f(a) = 1 in EdS.
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On large scales, it is safe to assume that the linear solution is dominant and that
the density contrast is small, i.e. δ(1) < 1. In particular, this is the case for the smoothed
fields. This allows us to solve the equations of motion perturbatively. In the absence of an
effective stress tensor, we recover the results form SPT where the solution of the equations
of motion is written as a series in powers of δ1
δ(k, a) =
∞∑
i=1
δ(i)(k, a) , θ(k, a) = −H f(a)
∞∑
i=1
θ(i)(k, a) . (2.16)
In ΛCDM, the growth factor of the n-th order solution has to be computed at every given
order using Eqs. (2.14) and (2.15). However, it is possible to write the n-th order growth
factor as the n-th power of D1
δ(n)(k, a) = D
n
1 (a) δn(k) , θ(n)(k, a) = D
n
1 (a) θn(k) . (2.17)
In the limit of Ωm = 1, the above solution is exact, i.e. the n-th order solution scales exactly
as an. The approximation in (2.17) is valid at the 1% level of accuracy up to third order
as pointed out in Ref. [16].2 The momentum dependence is given in terms of a convolution
of powers of δ1
δn(k) =
∫
q1
...
∫
qn
(2pi)3δ
(3)
D (k − q1...− qn) Fn(q1, ..., qn) δ1(q1)...δ1(qn) ,
θn(k) =
∫
q1
...
∫
qn
(2pi)3δ
(3)
D (k − q1...− qn) Gn(q1, ..., qn) δ1(q1)...δ1(qn) ,
(2.18)
where the symmetric kernel functions Fn and Gn are known and given e.g. in Ref. [1]. Note
that Fn and Gn only depend on ratios of the momenta. A diagrammatic representation
of SPT has been discussed in the literature. One usually represents the kernels Fn and
Gn as a vertex to which one can attach n external legs as is shown in Fig. 1. Note that
as opposed to the diagrammatic language of renormalized perturbation theory (RPT, see
Refs. [17–20]), we use already the time integrated kernels as vertices.3
For the following discussion, it is important to know how the kernels scale if one of
the momenta becomes very large. It was noted in Ref. [21] (see also Ref. [1]) that the
kernels obey scaling laws such as
lim
q→∞
Fn(k1, . . . ,kn−2, q,−q) ∝ k
2
q2
, (2.19)
2We checked that with the Green’s function of Eq. (2.15) the difference between the (exact) second
order growth factor and D1(a)
2 is at the ∼ 0.1% level. However, replacing D− ≈ D−3/21 inside the Green’s
function increases this difference to ∼ 4% at late times.
3Note that in renormalized perturbation theory “renormalization” does not refer to the cancellation of
UV-divergences as in EFTofLSS but to a procedure to include higher order contributions in SPT.
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1 Symbols for the fields
q1
qn
k
Fn
q1
q2
k
F δ2
c2sk
2 F2
q2
k
q1
Fα;β2
α;β
c2sq
2
1
q1
q2
k
F τ2
Ei
k
c2sk
2
k
kc2sk
2 Plin
P13
Plin
F3 Plin
1
Figure 1: SPT vertex.
where k = k1 + . . .kn−2. For us it will turn out to be important that also for F2 and
F3 a similar scaling holds when the sum of the arguments remains finite while one of the
momenta goes to infinity, i.e.
lim
q→∞
F2(−q, q + k) ∝ lim
q→∞
F2(−q + k1, q + k2) ∝ k
2
q2
,
lim
q→∞
F3(−q, q + k1,k2) ∝ k
2
q2
,
(2.20)
where we assumed that the momenta k1 ∼ k2 ∼ k are of the same order.
2.2 The bispectrum in SPT
Let us for the moment focus only on the SPT part of the equations of motion and postpone
a detailed discussion of the effective stress tensor to Secs. 3 and 4. The two- and three-
point connected correlators of the stochastic field δ are the quantities that we will consider
in this paper. In Fourier space, the power- and bispectrum are defined as
〈δ(k1, a)δ(k2, a)〉 ≡ (2pi)3δ(3)D (k1 + k2)P (k1, a) . (2.21)
and
〈
δ(k1, a) δ(k2, a) δ(k3, a)
〉 ≡ (2pi)3δ(3)D (k1 + k2 + k3)B(k1,k2,k3, a) (2.22)
Because of the δD-function, the bispectrum is not a function of three independent vectors.
We will usually drop the time argument of B and P and write B as a function of the three
moduli of the momenta B(k1, k2, k3). The linear power spectrum Plin is then nothing but
the two-point correlator of two δ(1) and it can be represented diagrammatically by a simple
dot with two external lines as shown on the left in Fig. 2. The arrows show the direction
of the momenta. Since we are considering only the case of Gaussian initial conditions,
the correlator of three δ(1) is zero. The first non-trivial contribution stems from the first
non-linear contribution to δ(1), i.e. δ(2), which gives us the tree-level bispectrum
– 10 –
Plin
Plin
P22
F2 F2
Plin
Plin
P13
F3 Plin
Plin
2
Figure 2: Tree-level and one-loop power spectrum.
B112(k1, k2, k3, a) = 2F2(k1,k2)Plin(k1, a)Plin(k2, a) + 2 cycl. perm. (2.23)
From a diagrammatic point of view, we can easily convince ourselves that there is no
possibility to connect the three external points without invoking the three-point vertex of
F2. On the top left of Fig. 3 the tree-level bispectrum is shown.
One can then start computing higher-order corrections to the power- and bispectrum.
As shown in Fig. 2 there are two possible one-loop corrections to the power spectrum and
they take the rather simple form
P22(k) = 2
∫
q
Plin(q)Plin(|k − q|)F 22 (q,k − q) ,
P13(k) = 6Plin(k)
∫
q
Plin(q)F3(k, q,−q) ,
(2.24)
giving the SPT power spectrum
PSPT(k) = Plin(k) + P22(k) + P13(k) + higher order loops . (2.25)
These integrals can be divergent when the loop momentum q becomes large and the renor-
malization of these divergences has been discussed in the Ref. [6]. It is in fact one of the
main shortcomings of SPT that depending on the initial conditions, i.e. the form of the
linear power spectrum, the perturbative expansion leads to divergent, non-physical results.
At the one-loop level, the bispectrum receives contributions from correlating either
three δ(2), one δ(3) with one δ(2) and one δ(1) or one δ(4) with two δ(1) (see Refs. [1, 22, 23]
for discussions of the one-loop bispectrum in SPT as well as Ref. [24]). This is what is
shown in Fig. 3. Translating the graphs of Fig. 3 into mathematical expressions, the four
one-loop contributions are
B222 = 8
∫
q
F2(−q, q + k1)F2(q + k1,−q + k2)F2(k2 − q, q)
Plin(q)Plin(|q + k1|)Plin(|q − k2|) , (2.26)
BI321 = 6Plin(k3)
∫
q
F3(−q, q − k2,−k3)F2(q,k2 − q)Plin(q)Plin(|q − k2|)
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Figure 3: Tree-level and one loop-bispectra.
+ 5 perm. , (2.27)
BII321 = 6F2(k2,k3)Plin(k2)Plin(k3)
∫
q
F3(k3, q,−q)Plin(q) + 5 perm. ,
= F2(k2,k3)Plin(k2)P13(k3) + 5 perm. , (2.28)
B411 = 12Plin(k2)Plin(k3)
∫
q
F4(q,−q,−k2,−k3)Plin(q) + 2 cyc. perm. (2.29)
Note that BII321 reduces to the one-loop contribution to the power spectrum stemming from
the correlator 〈δ(3)δ(1)〉, i.e. P13. Again, these integrals can be divergent just as in the case
of the one-loop power spectrum. An important part of this paper is dedicated to prove
that these divergences can be cancelled. In sum, the SPT bispectrum at the one-loop level
reads
BSPT(k1, k2, k3) = B112 +B222 +B
I
321 +B
II
321 +B411 . (2.30)
If properly regularized, the integrals in Eqs. (2.26), (2.27), (2.28) and (2.29) can be eval-
uated analytically for a power-law linear power spectrum Plin(k) ∝ kn in EdS as done
in Ref. [22]. For a more realistic ΛCDM universe, these integrals have to be evaluated
numerically since we do not have an analytic form of the linear power spectrum at the
present epoch. Also, in this case we do not encounter formally divergent integrals since
modes entering the horizon during radiation domination are suppressed.
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Figure 4: The one-loop diagramgs B222 (solid red), B
I
321 (dashed red), |BII321| (solid blue),
|B411| (dashed blue) and the sum of all four (dashed black) is shown for three special
configurations of k1, k2 and k3 on a logarithmic scale. The solid black curve is the tree-
level contribution. In the squeezed limit, we set ∆k = 0.013 hMpc−1. We plot the absolute
value of the diagrams |BII321| and |B411| since they are negative. Our figures agree well with
the ones in Ref. [25] and, as can be seen, there are no large cancellations among the
diagrams.
We compute the one-loop integrals using two independent codes: once using the built-
in routines of Mathematica and a C++ code which uses the CUBA libraries [26]. The two
calculations agree very well with each other and we can easily reproduce the results found
in the literature, e.g. in Ref. [25]. To avoid numerically unstable situations, the one-loop
contribution to the bispectrum is most conveniently computed using the IR-safe integrand
discussed in Appx. B (see also Ref. [7, 27]). In Fig. 4 we show the one-loop diagrams in
three special configurations. As opposed to the one- and two-loop power spectrum, in the
bispectrum there are not very large cancellation among the single diagrams. Nevertheless,
the IR-safe integrand improved somewhat the precision of the numerical computation.
Fig. 5 shows the two shapes of the tree-level and one-loop diagrams. In order to emphasize
the shape dependence of the bispectrum, it is convenient to consider a quantity similar to
– 13 –
Figure 5: The shapes of the tree-level and one-loop bispectrum divided by Σ0 are plotted
as a function of x2 = k2/k1 and x3 = k3/k1 for a fixed k1 = 0.2hMpc
−1. The shape is
restricted to the range of x2 ≥ x3 ≥ 1− x2.
the reduced bispectrum Q (see Ref. [1]). Q is defined as the ratio of the bispectrum and
the product of two power spectra (more precisely, the sum over permutations thereof). We
choose to divide the bispectrum only by the combination Σ0 made of linear power spectra
Σ0 ≡ Plin(k1)Plin(k2) + 2 cycl. perm. (2.31)
as opposed to Q where the full power spectra are considered. Following Ref. [28], we can
then plot this quantity as a function of the two variables x2 = k2/k1 and x3 = k3/k1 that
satisfy the relation x2 ≥ x3 ≥ 1− x2.
2.3 UV-limit of the loop integrals
In the context of the EFTofLSS we are particularly interested in the UV-limit of the loop
integrals. Therefore, we will have a closer look at this regime before discussing in detail the
EFT contributions to the bispectrum. When the loop momentum becomes much larger
than the external momenta, we can expand the kernels according to the scaling laws in
Eq. (2.19). The resulting expressions give us a hint of how the contributions from the
effective stress tensor should look like in order to cancel the possible divergences.
Let us first consider the UV-limit of the one-loop power spectrum (see also Ref. [6]).
Looking at the diagrams in Fig. 2, we can imagine that the momentum that runs inside
the loop becomes much larger than the external momentum. Since the vertices scale as
∝ k2/q2 in this limit (see Eq. (2.19)), we conclude that the two diagrams behave as P22 ∝ k4
and P13 ∝ k2. Including the correct numerical factors, in the UV-limit the two one-loop
integrals in Eq. (2.24) take the form
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P22(k)
∣∣∣
q→∞
=
9
196pi2
k4
∫
dq q2
P 2lin(q)
q4
, (2.32)
P13(k)
∣∣∣
q→∞
= − 61
630pi2
Plin(k) k
2
∫
dq q2
Plin(q)
q2
(2.33)
= − 61
105
Plin(k) k
2σ2v ,
where we defined the quantity σ2v ≡ 1/3
∫
q
Plin(q)/q
2 as the UV-limit of this integral.
For the bispectrum, we follow exactly the same procedure as for the power spectrum
in order to get the UV-limits of the integrals in Eqs. (2.26), (2.27), (2.28) and (2.29). We
can again look at the one-loop diagrams in Fig. 3 and insert for every vertex a factor k2/q2.
Assuming that all three external momenta are of the same order k ∼ k1 ∼ k2 ∼ k3 and
q  k, we get the rough scaling of
B222
∣∣∣
q→∞
∝ k6
∫
dq q2
P 3lin(q)
q6
,
BI321
∣∣∣
q→∞
∝ k4Plin(k)
∫
dq q2
P 2lin(q)
q4
,
BII321
∣∣∣
q→∞
∝ k2P 2lin(k)σ2v ,
B411
∣∣∣
q→∞
∝ k2P 2lin(k)σ2v .
(2.34)
Of course, the UV-limits of the loop integrals depend on a shape, i.e. rather than having
just some power of k in front of a k-independent integral, we have to consider the triangular
configuration of k1, k2 and k3. The exact UV-limit of the diagram B222 has the following
shape
B222
∣∣∣
q→∞
= − 1
4802pi2
{
30k61 − 30k41
(
k22 + k
2
3
)
+ k21
(−30k42 + k22k23 − 30k43)
+ 30
(
k22 − k23
)2 (
k22 + k
2
3
)} ∫
dq q2
Plin(q)
3
q6
,
(2.35)
where the k6 scaling of Eq. (2.34) is apparent. In the form of Eq. (2.35), it is clear that
in the squeezed limit k1 → 0 the shape goes to zero. The same is true also for the other
squeezed limits k2 → 0 and k3 → 0 although it is not explicitly apparent. Analogously,
the shape of the divergence of BI321 is given by
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BI321
∣∣∣
q→∞
=
1
35280pi2 k23
{
170k1
6 + k1
4
(
83k2
2 + 190k3
2
)
+ 2k1
2
(
67k2
4 + 256k2
2k3
2
−445k34
)− (387k22 − 530k32) (k22 − k32)2 } Plin(k3)∫ dq q2 Plin(q)2
q4
+ 5 perm.
(2.36)
Notice that it is important that all possible permutations of the integral above are taken
into account since otherwise, as we shall see in Sec. 4, the renormalization does not work.
The UV-limit of the BII321 diagram is rather simple. We can write B
II
321 in terms of P13 (see
Eq. (2.28)) and therefore, the large-q limit reduces to the one of P13
BII321
∣∣∣
q→∞
= F2(k2,k3)Plin(k2)P13(k3)
∣∣∣
q→∞
+ 5 perm.
= − 61
105
F2(k2,k3)Plin(k2)Plin(k3) k
2
3σ
2
v + 5 perm.
(2.37)
Although B411 and B
II
321 have the same overall scaling with k, they have two different
shapes, i.e.
B411
∣∣∣
q→∞
= − 1
226380
1
k22k
2
3
{
12409k1
6 + 20085k1
4
(
k2
2 + k3
2
)
+ k1
2
(−44518k24 + 76684k22k32 − 44518k34)
+ 12024
(
k2
2 − k32
)2 (
k2
2 + k3
2
)}
Plin(k2)Plin(k3)σ
2
v
+ 2 perm.
(2.38)
The aim of the EFTofLSS is to provide a consistent framework where the possible UV-
divergences discussed in this section can be canceled by appropriate counterterms. This
means that the counterterms that come from the effective stress tensor must not only scale
with k in the same way as the UV-limits of the loop integrals but also the shapes have to
match. These counterterms come from the derivative expansion of the stress tensor, which
we will introduce in the following sections.
2.4 The scaling in EdS
Before deriving the explicit form of the effective stress tensor, it is possible to get a feeling
of the relative sizes of the various terms that contribute to the bispectrum by considering
them in the case of EdS with power-law initial conditions. In Ref. [6] it was pointed out
that the self-similarity of the equations of motion makes it possible to write the power-
spectrum in the EFTofLSS as a polynomial in k/kNL. Provided that the parameters in
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effective stress tensor transform accordingly, the equations of motion in EdS are invariant
under a rescaling of x → λxx and τ → λττ . We can define the quantities ∆2 and IB
that correspond to the power- and bispectrum which are invariant under a self-similarity
transformation
∆2(k, τ) ≡ k
3
2pi2
P (k, τ) = ∆2(k/λx, λτ τ) , (2.39)
and
IB(k1, k2, k3, τ) ≡
(
k31
2pi
)2
B(k1, k2, k3, τ) = IB(k1/λx, k2/λx, k3/λx, λτ τ) . (2.40)
Note that by choosing to define IB with a factor k61 we broke the permutation symmetry
of the momenta that we have in the bispectrum. Assuming power-law initial conditions
Plin(k) = a
2Akn , (2.41)
with some amplitude A, breaks self-similarity down to only one rescaling where λx is fixed
to λx = λ
4/(3+n)
τ . This ensures that the rescaled power spectra have still the same linear
power spectrum. Since the two quantities ∆2 and IB are invariant under self-similarity,
they can only depend on ratios of physical scales. It turns out that it is convenient to
measure all physical scales with respect to the non-linear scale kNL. Following Ref. [6], we
define the non-linear scale kNL such that ∆
2 is exactly one when evaluated at the linear
level at kNL, i.e. ∆
2
lin(kNL) ≡ 1.
Since the EFTofLSS is constructed as an expansion in derivatives, the two invariants
∆2 and IB can be written as a polynomial in the ratio k/kNL. For the power spectrum up
to one-loop and including the LO EFT contributions, Ref. [6] found the remarkably simple
form
∆2(k) =
(
k
kNL
)n+3{
1 +
(
k
kNL
)n+3 [
a+ a˜ ln
k
kNL
]}
+ bc
(
k
kNL
)n+5
+ bJ
(
k
kNL
)7
.
(2.42)
The coefficients a and a˜ come from the one-loop contribution and can be computed explic-
itly in SPT, while bc and bJ are related to the LO viscosity and noise terms in the effective
stress tensor. For the phenomenologically interesting value of n ≈ −3/2 we immediately
realize that the viscosity terms are more important than possible two-loop contributions
and that the noise terms are strongly suppressed.
If we know the scaling in k, self-similarity tells us that every power of k comes with the
corresponding power of kNL and Eq. (2.42) follows directly. The linear power spectrum, as
given in Eq. (2.41), gives the a contribution to ∆2 which is ∆2 = (k/kNL)
(3+n). The scaling
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of the finite part of P22 and P13 in Eq. (2.24) can be obtained by dimensional analysis.
From the explicit form in Eq. (2.24), we can infer that the finite part of the integrals must
scale as
P22 ' P13 ' k3 Plin(k)2C (2.43)
since the kernels are dimensionless quantities. From dimensional analysis we would infer
that C is just some computable constant (this argument does not tell us that there can be
a ln k/kNL in C). The first line of Eq. (2.42) then follows directly. The above scalings can
be easily generalized to multi-loop diagrams. Each loop adds another factor of k3Plin(k)
to the finite part of the loop contribution.
Next, we consider the EFT contribution to the power spectrum. Even without know-
ing the exact form, we want that the k-dependence of the contribution from the free
parameters matches the one of the UV-limit of the loop integrals (see Ref. [6] for the de-
tails regarding the time dependence). The scaling of P22 and P13 is not the same for large
loop momenta as we found in Eqs. (2.32) and (2.33). We can therefore infer that there are
two different kinds of EFT contributions that scale as ∝ k2Plin and k4 at the level of power
spectra, leading to (k/kNL)
5+n and (k/kNL)
7 in Eq. (2.42). These two terms are nothing
but the LO viscosity and noise terms as we shall discuss more carefully in Sec. 4.
Also IB can be expressed as a polynomial in powers of k1/kNL and the derivation is
analogous to the one of the power spectrum. The main difference is that while a, a˜, bc and
bJ are numbers that depend only on the spectral index n, in the case of the bispectrum they
become shapes that depend on the specific configuration of k1, k2 and k3. Let us start by
considering the finite SPT part of the bispectrum. The tree-level bispectrum in Eq. (2.23)
contains two linear power spectra and a dimensionless kernel. Hence, the tree-level part
of IB scales as (k/kNL)2(n+3). As in the case of power spectrum each loop adds a factor of
k3Plin(k), leading to
IB ⊃
(
k1
kNL
)2(3+n) {
ζlin(k1, k2, k3) +
N∑
i=1
(
k1
kNL
)(3+n)i
ζ
(i)
loop(k1, k2, k3)
}
. (2.44)
For simplicity we did not explicitly write the possible logarithmic k-dependence of ζloop. It
is important to note that all ζ now depend on the two ratios k1/k3 and k2/k3 as well as
on the spectral index n. The form of Eq. (2.44) is somewhat arbitrary since it is always
possible to trade k1/kNL for k2,3/kNL, thereby absorbing dimensionless ratios ki/kj into the
coefficients ζ.
Next, we determine the scaling of the effective stress tensor contributions, which are
dictated by the ultraviolet behavior of SPT diagrams. We found in Eq. (2.34) that we have
three different UV-behaviours, i.e. B222, B
I
321, while B
II
321 and B411 scale the same way. The
counterterms for the first two diagrams therefore scale as ∝ k6 and ∝ k4Plin at the level of
the bispectrum. For the remaining two, the scaling is just k2P 2lin. The resulting powers of
k/kNL are therefore
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IB ⊃
(
k
kNL
)p
with

p = 12 for B222
p = n+ 10 for BI321
p = 8 + 2n for BII321 and B411
. (2.45)
Taking into account the shape dependence of the dimensionless factors and adding
these contributions from the effective stress tensor to the SPT part, we obtain the gen-
eral form of the bispectrum in the EFTofLSS in an EdS universe with power-law initial
conditions
IB =
(
k1
kNL
)3+n {
ζlin
(
k1
kNL
)3+n
+
N∑
i=1
(
k1
kNL
)(3+n)(i+1)
ζ
(i)
loop
+ ζc
(
k1
kNL
)5+n
+ ζJ
(
k1
kNL
)7}
+ ζJJJ
(
k1
kNL
)12
+ . . . ,
(2.46)
where we omitted in our notation the fact that all ζ are dimensionless shape functions.
The ellipses denote higher order EFT terms. Although the functions ζ may take a rather
complicated form, Eq. (2.46) shows that the scaling of the various contribution is just as
simple as in the case of two-point correlators. Apart from the overall factor (k/kNL)
3+n and
the (k/kNL)
12 noise term, the various contributions have exactly the same relative scaling as
in Eq. (2.42). Ignoring the shape dependence of the coefficients ζ, we can therefore draw the
conclusion that noise terms in the bispectrum are negligible for n ≈ −3/2. The viscosity
terms, however, should be treated on an equal footing as the one-loop corrections. Hence,
we will neglect the noise terms for the remainder of this paper, except when discussing the
cancellation of the UV-divergences.
These simple scaling relations also allow us to estimate the size of the terms that we
neglect. Throughout this paper, we neglect two-loop contributions, the next-to-next-to-
leading order (NNLO) viscosity and the LO and NLO noise terms. The two-loop corrections
would scale as ∼ (k1/kNL)4(3+n) while, as seen in Eq. (2.46), the noise terms scale as
∼ (k1/kNL)10+n and (k1/kNL)12. The NNLO viscosity contribution, i.e. terms that come
with four derivatives and two fields in the effective stress tensor τθ, would scale as ∼
(k1/kNL)
10+2n. τθ may contain also terms with two derivatives and three fields. Such terms
would scale as ∼ (k1/kNL)11+3n in the bispectrum. For n ≈ −3/2 it is the two-loop and
the NNLO viscosity terms that give the largest contributions that we are neglecting
(
k
kNL
)p
=⇒

p ≈ 6 two-loop
p ≈ 7 NNLO viscosity
p ≈ 11/2 NNLO viscosity
p ≈ 21/2 noise
p = 12 noise
(2.47)
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These values should be compared to the one-loop term with p = 9/2 and the NLO vis-
cosity terms with p = 5. Interestingley, even the leading noise contribution is suppressed
compared to the two-loop for n ≈ −3/2. This is, of course, a rather crude estimate of what
would be the next larger corrections to the bispectrum beyond the one-loop computation
and the NLO viscosity terms that we consider in this paper. In Sec. 5 we will estimate the
two-loop contribution and add it as a theoretical uncertainty.
3 The effective stress tensor at next-to-leading order
Having discussed in detail the one-loop contribution to the bispectrum, we shall now in-
vestigate the effective stress tensor. First, we show that the effective stress tensor can
be treated as being local in time, by which we mean that it can be written as a sum of
operators which are evaluated at the same time. Finally, we derive its form up to NLO,
i.e. including terms with two derivatives and two fields.
3.1 Local or non-local in time?
As we have seen in Sec. 2.1, the equations of motion of the EFTofLSS in Eq. (2.6) contain
a stress tensor
1
a ρ
∂jτ
ij , (3.1)
which incorporates the effects of the short-distance physics. Most notably, as explained in
Ref. [2], Eq. (3.1) includes the response of the short modes to the tidal forces produced by
the large scale perturbations
τ ij ⊃ ρ 〈v
2
s〉
H2 ∂
i∂jφ . (3.2)
However, this EFT has a peculiar feature: the characteristic time-scale of the short-scale
modes is not necessarily shorter than the time-scales of interest, namely H−1. Before
getting virialized even the non-linear modes evolve quite slowly. Equivalently, in the fluid
dynamics language, the issue is the very long free-streaming time H−1 of Dark Matter
particles, which are essentially collisionless.
A more general version of the back reaction term (3.2), which satisfies the symmetries
of the EFT (see Appx. A), and accounts for the evolution of the short-scale modes is an
integral along the history of fluid elements as discussed in Ref. [9]
1
a ρ
∂i∂jτ
ij ⊃ 4
∫
dτ ′K(τ, τ ′)δ(xfl[x, τ ; τ ′], τ ′), (3.3)
where we have used the Poisson equation in Eq. (2.6) to express φ in terms of δ, and
introduced xfl as the position of the fluid element (x, τ) at time τ
′. This is given recursively
by
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xfl[x, τ ; τ
′] = x−
∫ τ
τ ′
dτ ′′v(xfl[x, τ ; τ ′′], τ ′′). (3.4)
We shall often drop x, τ from the argument of xfl for brevity. The invariance of Eq. (3.3)
under symmetries of EFTofLSS is verified in Appx. A.2.
The long memory of the short modes implies that the kernel K(τ, τ ′) has a temporal
extent of order H−1. This property of EFTofLSS has recently attracted a lot of attention
(see Refs. [9, 10]) and is often characterized as “non-locality in time”. The purpose of
this section is to argue that: (a) Locality in time of the EFT is guaranteed as long as
perturbation theory is applicable. (b) The long memory effect induces spatially non-local
terms in the EFT, but those are irrelevant for the one-loop bispectrum. We also explain
from a Lagrangian perspective why in practice we can use local kernel K(τ, τ ′) ∝ δD(τ−τ ′)
rather than a naive perturbative expansion of xfl around x in Eq. (3.3). This agrees with
the observation made in [9], based on matching with simulation results.
Let us start by considering a toy model of two coupled harmonic oscillators
X¨1 + ω
2
1X1 = αX2,
X¨2 + ω
2
2X2 = αX1,
(3.5)
and integrate out X2. Ignoring the X1 independent piece (which would correspond to the
stochastic noise term in the EFTofLSS), we obtain
X¨1 + ω
2
1X1 = α
2
∫ t
t0
dt′G2(t, t′)X1(t′), (3.6)
where G2(t, t
′) = θ(t − t′) sinω2(t − t′) is the retarded Green’s function of X2, and the
mixing α is turned on at t0. This equation has the generic form of (3.3). In the context of
EFT, one is usually interested in the case ω22  ω21, α in which case G2(t, t′) has a width
of order 1/ω2. The resulting effective equation of motion for X1 can be expressed as an
expansion in powers of ∂t/ω2 acting on X1.
Now consider the more relevant case of ω1 ∼ ω2, where the above Taylor expansion
in ∂t/ω2 breaks down. In this case there is still a chance of obtaining a local equation of
motion for X1: as long as X1 is not violently perturbed by X2, that is when α  ω21, a
local equation can be obtained by an expansion in powers of α/ω21. More explicitly, at
zeroth order in α
X
(0)
1 (t
′) = X1(t) cosω1(t′ − t) + X˙1(t)
ω1
sinω1(t
′ − t) , (3.7)
which after plugging in the r.h.s. of (3.6) gives
X¨1 + ω
2
1X1 =
α2
2ω2
{
1
ω+
(1− cosω+T ) + 1
ω−
(1− cosω−T )
}
X1
+
α2
2ω2
{
1
ω+
sinω+T − 1
ω−
sinω−T
}
X˙1
ω1
+O(α4) ,
(3.8)
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where ω± = ω2±ω1 and T = t− t0.4 This procedure can be continued to yield a controlled
expansion, essentially in powers δX1/X1 with δX1 characterizing perturbations due to the
coupling to X2.
The same reasoning applies to the cosmological fluid. Now there are also self-interactions
of the large scale modes which would be analogous to adding quadratic terms in X1 to (3.6)
X¨1 + ω
2
1X1 = βX
2
1 + α
2
∫ t
t0
dt′G2(t, t′)X1(t′), (3.9)
but those too are treated perturbatively. In terms ofX1(t) and X˙1(t) one can perturbatively
solve the homogeneous equation in powers of β/ω21, substitute in the last term to get O(α2)
local source terms, and iterate the procedure to obtain a double expansion in powers of α2
and β.
In the case of EFTofLSS the same procedure can be carried out using the information
on the final time slice τ to bring the effective Euler equation into the form of a double
expansion. However, there are two differences with respect to the oscillator toy example.
First, the expansion is not in small coupling constants such as α and β. Rather, what
ensures the smallness of the back-reaction at large scales is the fact that modes are coupled
through the tidal forces. The expansion parameter is therefore k/kNL.
Second, and more important, is the emergence of spatially non-local terms due to the
long memory T of the short-scale modes. Consider an EFT in which signals propagate at
the speed vsig. To solve for the history of the long modes throughout the interval t−t0 = T ,
one would need to know the information in a patch of size R = vsigT on the final time
slice. This leads to spatial non-locality of the EFT unless k R  1. For the pressureless
cosmic fluid this would not be a concern since c2s = 0 at the leading order.
5 However, in
the Newtonian limit, the gravitational interaction is instantaneous (in other words, c T is
much larger than the length scales of interest). Hence, the long memory effect leads to
appearance of spatially non-local terms in the EFTofLSS as we will explicitly see below.
Let us have a closer look at the particular non-local term in Eq. (3.3). For a fixed
(x, τ) we can Taylor-expand δ(xfl[τ
′], τ ′) in the integrand around the final time
δ(xfl[τ ], τ
′) =
∑
n
1
n!
(τ ′ − τ)n d
n
dτ ′n
δ(xfl[τ ], τ) =
∑
n
1
n!
(τ ′ − τ)nDnτ δ(x, τ) , (3.10)
where the convective derivative is defined as
Dτ ≡ ∂τ + v · ∇ , (3.11)
4If we further assume ω2  ω1, and average the r.h.s. over time scales ω−12  ∆t  ω−11 we obtain a
conservative equation for X1 as expected.
5One can also check the signal-propagation speed induced by the back reaction of the short scale modes.
This can be estimated by the velocity dispersion of the short modes which are not yet virialized, that is
ks not much larger than kNL. Using vi ' −H(∂i/4)δ, which is valid for k < kNL, and δ(kNL) ∼ 1, we
get vmax ∼ H/kNL. Assuming vsig ∼ vmax and T ∼ H−1 we get kR ∼ k/kNL  1 [2].
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Figure 6: Sketch of the fluid trajectory.
and we used dxfl/dτ
′ = v(xfl[τ ′], τ ′). At this point, the integration over τ ′ just gives time-
dependent coefficients for an expansion in convective derivatives: (TDτ )
nδ(x, τ), where
T is the characteristic memory of the kernel K(τ, τ ′). Using the fluid equations, we can
rewrite Dnτ δ fully in terms of boost invariant quantities which contain only spatial deriva-
tives. However, Dτδ = O(Hδ) and for T ∼ H−1 all terms in the expansion of Eq. (3.10)
contribute at the same order. A similar situation was encountered in the harmonic os-
cillator toy model, where the derivative expansion broke down for ω2 ∼ ω1. The right
strategy, as before, is to find the full time dependence of δ(xfl[τ
′], τ ′) order by order in
perturbation theory rather than Taylor expanding it around the final time. This problem
is best formulated in Lagrangian perturbation theory.
To find δ(xfl[τ
′], τ ′) in terms of final data (such as δ(x, τ) etc.), we can first use
perturbation theory to find δ(x, τ) in terms of the initial data δ1. Inverting this to find
δ1 as a function of the final data allows us to express the fields at τ
′ in terms of the final
data. Consider the solution of the fluid equations (2.6) with back reaction set to zero, i.e.
∂jτ
ij = 0. To second order, we find
δ(x, τ) = D1(τ) δ1 +D
2
1(τ)
[
5
7
δ21 +
2
7
(
∂i∂j
4 δ1
)2
+
∇
4δ1 · ∇δ1
]
+O(δ31) . (3.12)
Let us calculate the first order displacement of a fluid element between the initial and final
time
∆x(1) =
∫ τ
0
dτ ′v(1)(x, τ ′) =
1
Hf v(1)(x, τ) , (3.13)
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where we have used that the velocity field is given to first order by
v(1)(x, τ) = −Hf∇4 δ(1)(x, τ) . (3.14)
Equation (3.12) can now be brought into the Lagrangian form
δ(x, τ) = D1(τ)δ1(xfl[0])
+D21(τ)
{
5
7
δ1(xfl[0])
2 +
2
7
(
∂i∂j
4 δ1(xfl[0])
)2}
+O(δ31) ,
(3.15)
where we have used the shorthand notation xfl[0] = xfl[x, τ ; 0]. Let us write the equivalent
for the above equation for an intermediate point on the fluid trajectory
δ(xfl[x, τ ; τ
′], τ ′) =D1(τ ′)δ1(xfl[0])
+D21(τ
′)
{
5
7
δ1(xfl[0])
2 +
2
7
(
∂i∂j
4 δ1(xfl[0])
)2}
+O(δ31) .
(3.16)
Here we have used that the initial position is the same for all points on the fluid trajectory,
i.e., xfl[xfl[x, τ ; τ
′]; 0] = xfl[x, τ ; 0]. To obtain δ(xfl[τ ′], τ ′) in terms of δ(x, τ) we can
perturbatively solve Eq. (3.15) for δ1(xfl[0]) and use the result in Eq. (3.16) to obtain
δ(xfl[x, τ ; τ
′], τ ′) =
D1(τ
′)
D1(τ)
δ(x, τ) +
(
D21(τ
′)
D21(τ)
− D1(τ
′)
D1(τ)
) {
5
7
δ2(x, τ)
+
2
7
(
∂i∂j
4 δ(x, τ)
)2}
+O(δ3) .
(3.17)
Although we derived this equation up to second order, the fact that δ(xfl[τ
′], τ ′) can be
expressed entirely in terms of boost symmetric quantities at the final time τ is a universal
property of the LSS. While the above derivation employed the δ(n) = D
n
1 δ
n
1 approximation
it can be made exact for EdS by simply replacing D1 → a. Also, we already see the
appearance of spatial non-locality in the last term induced by the Poisson equation of
Newtonian gravity. Working with the gravitational potential this reduces to the local term
(∂i∂jφ)
2. However, this will not continue to be the case at higher orders unless convective
time derivatives are included [29].6 These interactions with time derivatives start to appear
at cubic order which is relevant for the one-loop four-point function or two-loop two-point
function.
Finally, let us note that the first term in Eq. (3.17) is just the Zel’dovich approximation
which after substitution in Eq. (3.3) gives the usual sound speed term c2s 4 δ in the Euler
6Consider for instance [∂i∂jφ(xfl[τ
′], τ ′)]2 when one or both φ’s are expanded to second order in terms
of the final φ(x, τ).
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equation. Compared to an Eulerian expansion of δ(xfl[τ
′], τ ′) in powers of displacement
∆x = xfl − x:
δ(xfl[τ
′], τ ′) =
∑
n
(∆x · ∇)nδ(x, τ ′) (3.18)
the Zel’dovich approximation c2s 4 δ resums an infinite number of terms, namely the full
displacement of the linearly evolving δ. We believe this to be the reason why a local kernel
K(τ, τ ′) ∝ δD(τ − τ ′) which collapses Eq. (3.3) to the sound-speed term was preferred
by the simulations in Ref. [9]. Higher order terms on the r.h.s. of Eq. (3.17) correspond
to higher orders in Lagrangian perturbation theory and contribute to the higher order
counterterms in the EFT. Note that unlike in Eq. (3.18), each term is manifestly boost
invariant.
Let us summarize again the important result of this section. We showed that even
if we start with a non-local kernel K(τ, τ ′) in Eq. (3.3), in the perturbative regime we
can always write the operators in τ ij as operators which are evaluated at the same point
in time. In practice this means that we can assume locality in time from the start: all
memory effects are captured in the free, time-dependent parameters of τ ij.
3.2 The effective stress tensor
Having found that we can write down effective stress tensor as a quantity that is local in
time and space (at least at the order which is needed here), we can proceed and explicitly
derive its form at the NLO. There are two different kinds of terms that can appear: viscosity
terms, which are terms written in terms of the smoothed fields, and noise or stochastic
terms which take into account the difference of the actual value of the stress tensor and its
expectation value. We therefore rewrite the quantities −∂jτ ij/(aρ) and τθ as
− 1
aρ
∂jτ
ij ≡ τ ivis + τ inoise , and τθ ≡ τ visθ + τnoiseθ . (3.19)
The relevant difference between the noise and viscosity terms is that they scale differently
with k. This is what at the end of the day will allow us to renormalize all one-loop integrals
of the bispectrum despite their distinct scalings (see Eq. (2.34)).
Viscosity terms In the spirit of the EFT philosophy, the aim is to write down all possible
terms that are allowed by symmetry in a double expansion in derivatives and powers of
smoothed fields. In the literature on EFTofLSS, mostly terms of the order ∂iδ, i.e. with
one derivative and one field, have been considered at the level of τ ivis (see Refs. [9, 12] for
exceptions). However, for the bispectrum we need to include terms that have the same
number of derivatives but with one more field ∼ ∂iδ2. It is convenient to work with the
rescaled Newtonian potential Φ ≡ 2φ/(3ΩmH2) and the velocity potential u that satisfy
4 Φ = δ , and ∇u = v , (3.20)
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rather than with the density and velocity fields themselves. In order to satisfy the equiva-
lence principle and Galileo invariance, we can only allow for terms that have two derivatives
acting Φ and u.
At the LO the only possible terms with at least two derivatives on Φ and u are
τ ivis
∣∣∣
LO
= −c2s∂i4 Φ +
c2v
H f ∂
i4 u , (3.21)
where c2s and c
2
v are functions of time. Eq. (3.21) reduces to the usual τ
vis
θ = ∂iτ
i
vis =
−d24 δ(1) when we exchange Φ and u for δ and θ and insert the linear solution δ(1) = θ(1)
in Eq. (3.21). We shall often use the variable d2 which is defined as
d2 ≡ c2s + c2v . (3.22)
When considering the next higher order in powers of fields, we have more possibilities
to combine derivatives and fields. The new NLO viscosity terms in the stress tensor are
given by all possible combinations of products of two fields with at least two derivatives
acting on them
τ ij
∣∣
NLO
= −d2 δij δ(2) + c˜1 δij(4Φ)2 + c˜2 ∂i∂jΦ 4 Φ + c˜3 ∂i∂kΦ ∂j∂kΦ . (3.23)
Note that we get a NLO contribution from the LO term in Eq. (3.21) when δ is replaced
with δ(2). The right hand side of the Euler equation is obtained by taking one spatial
derivative of the above equation and dividing by aρ. We slightly reorder the terms and
choose the following set of independent operators:
∂i(∆Φ)2 , ∂is2 , and sij∂j 4 Φ , (3.24)
where we defined the tidal tensor as
sij ≡ ∂i∂jΦ− 1
3
δij ∆Φ , (3.25)
and s2 ≡ sijsij. Since the terms in Eq. (3.24) contain always two fields Φ, we can have the
same terms with either one or both Φ replaced by the velocity potential u. However, since
we do not need any higher order terms, we can use the fact that at the linear order we
have δ(1) = θ(1) which means that at this order Φ = −Hf u. Therefore, adding terms with
u to the ones in Eq. (3.24) would not generate anything new at this order in perturbation
theory. Note that expanding the factor 1/ρ that multiplies τ ij in the Euler equation (2.6)
does not lead to additional operators. It would generate terms that are simply the LO
expression for τ ij multiplied by δ. Such terms can be reabsorbed through a redefinition of
c˜1,2. We should keep in mind that the terms we wrote down in Eq. (3.21) will generate
two new terms at the NLO which are not contained in Eq. (3.24). If we insert the second
order solutions δ(2) and θ(2) in Eq. (3.21), we get the following expression for the NLO τ
i
vis
τ ivis
∣∣∣
NLO
= −c2s ∂iδ(2) +
c2v
H f ∂
iθ(2) − c1 ∂iδ2(1) − c2 ∂is2 − c3 sij∂jδ(1) . (3.26)
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Since the two kernels F2 and G2 are not the same, it looks as if at this order we can break
the degeneracy between c2s and c
2
v. As we shall show explicitly in Sec. 4.1, the difference
between ∂iδ(2) and ∂
iθ(2) can be absorbed in a redefinition of c1 and c2. This means that we
will not be able to distinguish c2s and c
2
v after all. The first two terms in Eq. (3.26) collapse
to one that we choose to coincide with what is found in the literature, i.e. −d2 ∂iδ(2).
In sum, the viscosity terms of the effective stress tensor that enter the equations of
motion for θ are given by
τ visθ
∣∣
LO
= −d2 4 δ(1) , (3.27)
τ visθ
∣∣
NLO
= −d2 4 δ(2) − e1 4 δ2(1) − e2 4 s2 − e3 ∂i
[
sij∂jδ(1)
]
, (3.28)
and contain four free parameters that are not determined by the theory itself (ei are a
function of ci and c
2
v) .
Noise terms The noise terms in the effective stress tensor play a crucial role in the
renormalization procedure of the EFTofLSS. Although they can be considered as sup-
pressed compared to the viscosity terms in ΛCDM, we need to include them if we want to
check that there is a bispectrum that is free of any UV-divergences. The LO noise term
has been discussed already in the literature
τ inoise
∣∣
LO
= −J i0 , (3.29)
where the quantity J0 ≡ ∂iJ i0 is only correlated with itself or other noise terms. In particu-
lar, it is uncorrelated with the smoothed density field
〈
J0 δ
〉
= 0. For the renormalization
of the bispectrum we need to include terms that are of the order of ∼ J0 δ. Since the noise
terms can be scalars, vectors and tensors, we can build quite a few terms at the NLO
τ inoise
∣∣
NLO
= − J˜ i1 4 Φ− J˜ j2 ∂j∂iΦ− J˜ ijk3 ∂j∂kΦ− J˜4 ∂i4 Φ
− J˜ ij5 ∂j 4 Φ− J˜ jk6 ∂i∂j∂kΦ− J˜ ijkl7 ∂j∂k∂lΦ .
(3.30)
As for the viscosity terms, we only add terms that contain two derivatives acting on Φ. At
the level of τθ these expressions reduce to
τnoiseθ
∣∣
LO
= −J0 , (3.31)
τnoiseθ
∣∣
NLO
= −J¯1 4 Φ− J¯ ij2 ∂i∂jΦ− J¯ i3 ∂i4 Φ− J¯ ijk4 ∂i∂j∂kΦ
− J¯5 42 Φ− J¯ ij6 ∂i∂j 4 Φ− J¯ ijkl7 ∂i∂j∂k∂kΦ , (3.32)
where we absorbed derivatives acting on the J˜ into a redefinition of J¯ . Note that the
correlators
〈
J¯r J¯s
〉
are all different and not related to
〈
J0 J0
〉
. Note that one could imagine
to add terms with five or more derivatives acting on Φ. However, since also in the viscosity
terms we stopped at the level of four derivatives, we do the same here. As we shall see in
Sec. 4.2, the terms in Eq. (3.32) are sufficient to renormalize the one-loop bispectrum.
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Figure 7: LO counterterm.
4 EFT contributions to the bispectrum
In this section we discuss in more detail the EFT contributions to the bispectrum. From
the NLO effective stress tensor we derive the corrections to the SPT solution and show that
the resulting three-point correlators renormalize the one-loop integrals that were discussed
in Secs. 2.2 and 2.3.
4.1 NLO EFT solution
We want to compute the LO and NLO corrections to the SPT solution in Eq. (2.16) that are
generated by the effective stress tensor. Let us start by writing the perturbative solutions
for δ and θ as
δ = δSPT + δc + δJ , θ = θSPT + θc + θJ . (4.1)
δSPT,c,J =
∑
n
δSPT,c,J(n) , θ
SPT,c,J = −H f
∑
n
θSPT,c,J(n) , (4.2)
where we separate the SPT from the noise and viscosity contributions. For the SPT and
viscosity part the index n denotes the number of δ(1) that are convolved, i.e. δ(n) ∼ δc(n) ∼
δn(1) (see also Eq. (2.18)), while the noise part has one δ(1) less δ
J
(n) ∼ δn−1(1) and likewise for
θ. For the bispectrum, we will need the EFT terms up to second order δc,J(1,2). At the LO,
we can easily compute δc,J(1) and θ
c,J
(1) using the Green’s function of Eq. (2.15)
δc,J(1) =
∫
da′Gδ(a, a′)τ
vis,noise
θ
∣∣∣
LO
,
θc,J(1) = −
1
H f
∫
da′Gθ(a, a′)∂a′
{
a′ τ vis,noiseθ
∣∣∣
LO
}
,
(4.3)
where one just picks the corresponding LO viscosity or noise terms in the effective stress
tensor τθ that are found in Eqs. (3.27) and (3.31). Note that for ΛCDM one should use
the continuity equation a∂aδ
c,J
(1) = −f θc,J(1) to compute θc,J(1) rather than the Green’s function
Gθ. The diagrammatic representation of δ(1) is fairly simple. It is just represented by a
vertex with two legs as shown in Fig. 7.
In general we do not know the time dependence of free parameters in τθ and it is not
possible to evaluate the above integral explicitly. One possibility is to just redefine the LO
coefficients d and J0 such that e.g. for δ
c
(1) we have
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δc(1)(k, a) = −γ k2δ(1)(k, a) , (4.4)
where γ is the time integral over the Green’s function (the precise definition will follow).
The time dependent parameter γ can then be fitted directly at a certain point in time
without having to assume a certain time dependence of d2. This, however, has the disad-
vantage that the parameters that are determined through simulations or observations are
not the parameters that enter the equations of motion. As we shall see, at NLO it is not
possible to simply absorb all time integrals over the Green’s function in the definition of
new parameters. We therefore assume an explicit time dependence for the free parameters
that allows us to perform the time integrals over the Green’s function. In Sec. 5 we will use
a set of parameters that have a minimal time dependence.. In EdS, the time dependence
of the free parameters is fixed by the self-similarity of the equations of motion and the
cancellation of the divergences (see Ref. [6]) and we shall use this fact to infer the time
dependence of the parameters in ΛCDM. Let us discuss this more in detail.
Viscosity terms Before explicitly deriving δc(2), let us try to guess what we will eventually
get.7 From the form of the NLO stress tensor in Eq. (3.28), we already know that in Fourier
space δc(2) will be a convolution of of two δ(1) with some kernel that depends on time through
the EFT coefficients of the effective stress tensor
δc(2)(k, a) =
∫
q
F c2 (q,k − q, a) δ(1)(q, a)δ(1)(k − q, a) . (4.5)
The kernel F c2 receives three contributions that are quite different in their origin. These
contributions can be represented diagrammatically as shown in Fig. 8. The three diagrams
represent the following contributions
F c2 (q1, q2, a) ≡ F τ2 (q1, q2, a) + Fαβ2 (q1, q2, a) + F δ2 (q1, q2, a) . (4.6)
Note that, unlike the SPT kernels Fn and Gn the kernel F
c
2 has two more powers of
momentum in the numerator. F τ2 is generated by the NLO terms in Eq. (3.28) that
introduce new free parameters, i.e. it contains e1, e2 and e3. Therefore, in Fig. 8 it takes
the form of a (point-like) three-leg vertex. The other two kernels contain only d2. While
Fαβ2 stems from the non-linear corrections to the LO EFT solution δ
c
(1), i.e. from inserting
δc(1) and θ
c
(1) in the source terms Sα and Sβ, F δ2 is merely ∼ d2 k2F2 with an extra factor
that depends on the time integration. The latter kernel obviously captures the contribution
from the first term in Eq. (3.28). Diagrammatically, the kernels Fαβ2 and F
δ
2 are therefore
represented by the combination of a counterterm vertex with a three-point (SPT) vertex
attached to it which then stands for either F2 or a combination of α and β.
Let us be a bit more specific. To compute the kernels F τ2 , F
αβ
2 and F
δ
2 we need to
discuss the time dependence of the free parameters. This has been considered in detail
7We do not consider θc(2) since at the one-loop level for the bispectrum it is not needed. But its
computation is analogous to the one for δc(2).
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Figure 8: NLO counterterms.
in Ref. [6] in the case of a scale-free universe. It was found that the time dependence of
the counterterm part of the parameters has to be such that it matches exactly the time
dependence of the divergent one-loop integrals. In practice this means that the divergent
(counterterm) part scales with time as
d2
∣∣
ctr
∼ e1,2,3
∣∣
ctr
∼ a . (4.7)
On the other hand, the time dependence of the finite (renormalized) part of the free
parameters is fully determined by the self-similarity of the equations of motion and it was
shown that
d2
∣∣
ren
∼ e1,2,3
∣∣
ren
∼ a(1−n)/(n+3) . (4.8)
where n is the spectral index of the linear power spectrum Plin(k) ∝ kn. The time de-
pendence of the NLO parameters e1,2,3 is same as the one of the LO coefficients since at
the level of the equations of motion both have to satisfy the same self-similarity condition
(both are of the order ∼ k2 in the derivative expansion). Knowing how d2 and e1,2,3 depend
on time, it is possible to explicitly compute the time integrals in Eq. (4.3) (as well as in
the analogous NLO expressions).
In ΛCDM, however, we do not have a symmetry that fixes the time dependence of
the parameters. Even though at the end of the day we measure the parameters through
simulations at a fixed moment in time, we still need to make some assumptions about the
time dependence of the free parameters. The reason is that δc(2) also depends on the LO
coefficient d2 and we need to know how exactly. Let us therefore assume that the following
scaling holds in a ΛCDM universe
d2 ∼ e1,2,3 ∼ Dm1 (a) (4.9)
for some number m (in ΛCDM there are no divergences, so we do not need to distinguish
between the counterterm and renormalized part of the free parameters). We factorize the
time dependence and a factor of H20Ω0m in order to work with the constant parameters d¯ 2
and e¯1,2,3 that are defined through
d2 ≡ Dm1 (a)H20Ω0m d¯ 2 , e1,2,3 ≡ Dm1 (a)H20Ω0m e¯1,2,3 , (4.10)
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One possible choice for m is to use the EdS scaling of m = (1−n)/(n+ 3) of Eq. (4.8) and
apply it also in ΛCDM for the phenomenologically viable value of n ≈ −3/2. Or we can
choose m = 1 in order to match the time dependence of the loop integrals. When fitting
for the free parameters in Sec. 5, we will consider only these two cases
m =

1−n
n+3
= 5
3
1
. (4.11)
Assuming the scaling of Eq. (4.9) for the free parameters, we can write the LO EFT
solutions δc(1) and θ
c
(1) as
δc(1)(k, a) = g1(a,m)d¯
2 k2δ(1)(k, a) , (4.12)
θc(1)(k, a) = h1(a,m)d¯
2 k2δ(1)(k, a) , (4.13)
where the two dimensionless functions g1 and h1 contain the time integrals of Eq. (4.3)
g1(a,m) ≡ H
2
0Ω
0
m
D1(a)
∫
da′ Gδ(a, a′)Dm+11 (a
′) , (4.14)
h1(a,m) ≡ − H
2
0Ω
0
m
Hf(a)D1(a)
∫
da′ Gθ(a, a′)∂a′
{
a′Dm+11 (a
′)
}
. (4.15)
Of course, once g1 is computed, it is easier to use the continuity equation to get θ,
i.e. a∂a (g1D1) = f h1D1. The fitting parameter γ defined in Eq. (4.4) is then related
to the constant parameter d¯ 2 as
γ = −g1(a,m) d¯ 2 . (4.16)
Note that we factored one power of D1 in order to restore the correct time dependence of δ(1)
in Eqs. (4.12) and (4.13). In EdS, the integrals in g1 and h1 can be computed analytically
and give rather simple results for the dependence on a and m. We can then extrapolate the
EdS result to ΛCDM by replacing a with D1 and by adopting H0 accordingly (remember
that when matching H in EdS and ΛCDM at early times one has to keep track of the
factor
√
Ω0m). The results are
g1(a,m) = − 2
(m+ 1)(2m+ 7)
Dm+11 (a) , (4.17)
h1(a,m) = (m+ 2) g1(a,m) . (4.18)
For convenience, we will always use the approximated forms of g1 and h1. Note that to
link the parameters in the equations of motion to the parameters in δc(1) and θ
c
(1) one has
to rely on the values of g1 and h1.
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Next, let us compute the kernel F c2 . F
τ
2 can be computed in complete analogy to
Eq. (4.3) by evaluating integral over the Green’s function and the d2-independent NLO
terms in the effective stress tensor τ visθ
∣∣
NLO
(see Eq. (3.28)). It takes the form
F τ2 (q1, q2, a) = g
e
2(a,m)
3∑
i=1
e¯iEi(q1, q2) , (4.19)
where the (time independent) shape functions Ei are given by
E1(q1, q2) = (q1 + q2)
2 ,
E2(q1, q2) = (q1 + q2)
2
[
−1
3
+
(q1 · q2)2
q21q
2
2
]
,
E3(q1, q2) =
[
−(q1 + q2)
2
6
+
q1 · q2
2
[
(q1 + q2) · q2
q22
+
q1 · (q1 + q2)
q21
]]
.
(4.20)
The function ge2 is the analogue of g1
ge2(a,m) ≡
H20Ω0m
D21(a)
∫
da′ Gδ(a, a′)Dm+21 (a
′) . (4.21)
Computing the time integral in EdS and then generalizing the result to ΛCDM gives
ge2(a,m) = −
2
(m+ 2)(2m+ 9)
Dm+11 (a) . (4.22)
As in the case of g1 and h1 we factored out D
2
1 in order to restore the time dependence
of the two δ(1) in Eq. (4.5). Similar to the parameter γ, it will be useful for the fitting
procedure in Sec. 5 to define three parameters 1,2,3 that relate to e1,2,3 as
i ≡ −ge2(a,m) e¯i . (4.23)
Again, we effectively absorbed the time integral into the definition of i.
The second kernel Fαβ2 is obtained by inserting δ(1) +δ
c
(1) and θ(1) +θ
c
(1) into the source
terms Sα and Sβ in Eq. (2.10) and collecting all terms that give something of the order
∼ d24 δ2. Taking the integral over the Green’s function of these new source terms gives
Fαβ2 (q1, q2, a) ≡ − γ F¯αβ2 (q1, q2, a)
= − γ
{
q21
[
gα2 (a,m)
g1(a,m)
α(q2, q1) +
g˜α2 (a,m)
g1(a,m)
α(q1, q2) +
gβ2 (a,m)
g1(a,m)
β(q1, q2)
]
+ q22
[
gα2 (a,m)
g1(a,m)
α(q1, q2) +
g˜α2 (a,m)
g1(a,m)
α(q2, q1) +
gβ2 (a,m)
g1(a,m)
β(q1, q2)
]}
,
(4.24)
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where we directly wrote Fαβ2 in terms of γ rather than with d¯
2. As before, the functions
gα2 , g˜
α
2 and g
β
2 encode the time dependence and are given by
gα2 (a,m) ≡ −
1
2D21(a)
∫
da′ Gδ(a, a′)H(a′) ∂a′
{
a′H(a′)f(a′) g1(a′,m)D21(a′)
}
,(4.25)
g˜α2 (a,m) ≡ −
1
2D21(a)
∫
da′ Gδ(a, a′)H(a′) ∂a′
{
a′H(a′)f(a′)h1(a′,m)D21(a′)
}
,(4.26)
gβ2 (a,m) ≡ −
1
D21(a)
∫
da′ Gδ(a, a′)
[
H(a′)f(a′)
]2
h1(a
′,m)D21(a
′) . (4.27)
It now becomes obvious why we need to know explicitly the time dependence of the LO
solutions δc(1) and θ
c
(1). While we can absorb all time dependence of the LO into γ, the time
dependence of F¯αβ, shown in Eq. (4.24) by the ratios of the various functions, cannot be
avoided because α and β come with a different time dependence. Also, it should be noted
that it is not possible to fully rewrite the terms in the Fαβ2 kernel as a linear combination
of the terms in F τ2 and it will turn out to be crucial to have these terms included in order
to cancel all UV-divergences of the bispectrum. We will use the functions gα2 , g˜
α
2 and g
β
2
as computed in an EdS universe
gα2 (a,m) = −
1
(m+ 1)(m+ 2)(2m+ 9)
Dm+11 (a) , (4.28)
g˜α2 (a,m) = (m+ 2) g
α
2 (a,m) , (4.29)
gβ2 (a,m) = −
4
(m+ 1)(2m+ 7)(2m+ 9)
Dm+11 (a) . (4.30)
As for g1 and h1 we will use the approximated, i.e. EdS expressions for g
α
2 , g˜
α
2 and g
β
2 . Let
us stress again that while we may fit for the parameters γ and i, the knowledge of g
α
2 , g˜
α
2
and gβ2 is crucial if we want to measure the same parameters in the power- and bispectrum
simultaneously.
Finally, let us consider F δ2 . As we showed before, we would naively expect that at the
NLO it is possible to break the degeneracy between c2s and c
2
v since at the NLO the two
terms come with two different kernels, i.e.
∼ k2
∫
q
{
c2s F2(q,k − q) + c2v G2(q,k − q)
}
δ(1)(q, a)δ(1)(k − q, a) (4.31)
This would give a total number of five free parameters of which the combination d2 ≡ c2s+c2v
can be fixed through the power spectrum (at the one-loop level). However, these five
parameters are degenerate. In particular, even by measuring the bispectrum we can only
determine one combination of c2s and c
2
v: the LO quantity d
2. The SPT kernels F2 and
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G2 are both made up of three terms, i.e. v · ∇δ, δ2 and s2 (in real space), that come
with different numerical coefficients. But the δ2 and s2 terms can be absorbed through
a redefinition of c1 and c2. The term v · ∇δ, however, appears with exactly the same
numerical coefficient in F2 as in G2. This means that the coefficient of v ·∇δ is proportional
to d2 ≡ c2s + c2v. The total number of free parameters is therefore only four: d2 and e1,2,3
where the latter are a combination of c1,2,3 and c
2
s,v.
8 Choosing the relation between the
new parameters e1,2,3 and the parameters in Eq. (3.26) as
e1 ≡ c1 − 8
21
c2v , e2 ≡ c2 +
2
7
c2v , e3 ≡ c3 , (4.32)
we can write the kernel F δ2 as
F δ2 (q1, q2, a) ≡ −γF¯ δ2 (q1, q2, a) = −γ
ge2(a,m)
g1(a,m)
(q1 + q2)
2 F2(q1, q2) . (4.33)
Since we fixed the time dependence of d2 to be the same as the one of e1,2,3, the time
dependence both F τ2 and F
δ
2 is given by the function g
e
2.
To summarize, let us rewrite the second order EFT solution for the density contrast
δc(2)(k, a) =
∫
q
F c2 (q,k − q, a) δ(1)(q, a)δ(1)(k − q, a)
=
∫
q
{
−
3∑
i=1
iEi(q,k − q)− γ
[
F¯αβ2 (q,k − q, a) + F¯ δ2 (q,k − q, a)
]}
· δ(1)(q, a)δ(1)(k − q, a) .
(4.34)
For clarity, let us rephrase the set of parameters that we consider. In the expansion of the
effective stress tensor we found in Eqs. (3.27) and (3.28) that there are four time dependent
viscosity parameters d2 and e1,2,3. We then factorize the time dependence and define the
constant (and cosmology independent) parameters d¯ 2, e¯1,2,3. For the fitting procedure,
however, it is most convenient to use the (time dependent) fitting parameters γ and 1,2,3.
They are essentially the time integrals over the Green’s function and the parameters from
the equations of motion. The relation between d2, e1,2,3 and γ, 1,2,3 is given by the various
g-functions. Despite the definition of γ, 1,2,3, there is an implicit time dependence in
F¯αβ2 and F¯
δ
2 , meaning that they depend on the parameter m (all powers of D1 have been
factorized) . Schematically, we have
stress tensor stress tensor density field
e¯
DmH20Ω0m←−−−−−− e
∫
G−−→ i
d¯
DmH20Ω0m←−−−−−− d
∫
G−−→ γ
(4.35)
8This statement could be made at a more fundamental level [29]. Namely the difference between the
Fi and Gi kernels can always be expressed by counterterms that one would have to introduce anyways at
the corresponding order. A proof of this statement is beyond the scope of this study.
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Noise terms According to the power counting in EdS (see discussion in Sec. 2.4), the
noise terms are suppressed compared to the viscosity terms for phenomenologically viable
spectral indices. We assume that this also holds in a ΛCDM universe, which is why we will
neglect the noise terms in general through out this paper. However, in order to cure all
the UV-divergences of the bispectrum we cannot do without the noise terms. We therefore
simplify the following discussion by considering only the EdS case and taking only the
counterterm part of the various noise terms in Eqs. (3.31) and (3.32).
For Jctr0 ∼ a and an EdS universe the LO noise terms are simply given by the integral
over τnoiseθ
∣∣
LO
in Eq. (3.31)
δJ(1)(k, a)
∣∣∣
EdS
= −
∫
da′Gδ(a, a′)Jctr0 (k, a
′) =
2
7
1
H2 J
ctr
0 (k, a) , (4.36)
θJ(1)(k, a)
∣∣∣
EdS
= 2δJ(1)(k, a)
∣∣∣
EdS
(4.37)
At the NLO, we have again two contributions to δJ(2): from the non-linear corrections to
δJ(1) and from τ
noise
θ
∣∣
NLO
. Both can be written in the same form
δJ(2)(k, a)
∣∣∣
EdS
=
1
H2
∫
q
8∑
n=0
F Jn2 (q,k − q) δ(1)(q)Jctrn (k − q, a) , (4.38)
The first kernel F J02 is generated analogously to F
αβ
2 by plugging in δ(1) +δ
J
(1) and δ(1) +θ
J
(1)
in the sources Sα and Sβ of Eq. (2.10) and collecting everything that contains one power
of Jctr0 . The result is
F J02 (q1, q2) =
1
9
{
α(q1, q2) + 2α(q2, q1) +
8
7
β(q1, q2)
}
. (4.39)
In order to compute the rest of the kernels, we need to clarify what we mean by the (scalar)
noise terms Jctrn of Eq. (4.38). We want all J
ctr
n to have the same dimension as J
ctr
0 and to
be scalar quantities. This means that we have to decompose the noise terms in Eq. (3.32)
and write their tensor structure in terms of wave vectors. Take for example J¯ ij2 (k, a). In
Fourier space it depends only on the vector k. Since we already know that the noise will be
correlated with other noise terms, we can make use of statistical isotropy and homogeneity.
Hence we can write J¯ ij2 as
J¯ ij2 (k, a)
〈..〉
=
kikj
k2
Jctr2 (k, a) + δ
ijK2(k, a) , (4.40)
where brackets indicate that this equation is only valid when J¯ ij2 is correlated with some
other noise term. All other possible terms in the decomposition of J¯ ij2 would vanish inside
an expectation value. The noise term K2 can then be absorbed in a redefinition of J
ctr
1 .
We can apply this procedure to all other terms in Eq. (3.27) and, upon some reshuffling of
terms, the expressions for the kernels F Jn2 read
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F J12 (q1, q2) =
1
9
, F J22 (q1, q2) =
1
9
(q1 · q2)2
q21 q
2
2
, (4.41)
F J32 (q1, q2) =
1
9
q1 · q2
q22
, F J42 (q1, q2) =
1
9
(q1 · q2)3
q21 q
4
2
, (4.42)
F J52 (q1, q2) =
1
9
q21
q22
, F J62 (q1, q2) =
1
9
(q1 · q2)2
q42
, (4.43)
F J72 (q1, q2) =
1
9
(q1 · q2)4
q21 q
6
2
. (4.44)
As we shall discuss in the next section, these are all terms that we need for cancelling the
UV-divergences of the one-loop integrals of the bispectrum.
4.2 EFT contributions to the bispectrum and renormalization
We can now compute the contributions to the bispectrum that stem from the effective stress
tensor. For the bispectrum we need to consider all contributions that can be constructed
using δc,J(1) and δ
c,J
(2) . Starting with the viscosity terms δ
c
(1,2) we can build two kinds of
three-point correlators e.g.
〈
δc(1)(k1) δ(2)(k2) δ(1)(k3)
〉
, and
〈
δc(2)(k1) δ(1)(k2) δ(1)(k3)
〉
, (4.45)
The contribution to the bispectrum that comes from such correlators can be represented
as in Fig. 9 and is given by
Bc21(k1, k2, k3) = F2(k2,k3)Plin(k2)Pc(k3) + 5 perm. , (4.46)
Bc11(k1, k2, k3) = 2F
c
2 (k2,k3, a)Plin(k2)Plin(k3) + 2 cycl. perm. , (4.47)
where the EFT contribution to the power spectrum Pc is given by correlating δ(1) with δ
c
(1)
and vice versa, giving
Pc(k, a) = 2d¯
2g1(a,m)k
2Plin(k) = −2γ k2Plin(k) . (4.48)
The function g1 stems from the time integral over the Green’s function. In Fig. 10 we take
the four contributions of d2 and e1,2,3 that enter Bc21 and Bc11 and plot them separately
as a function of x2 and x3 at fixed k1 as we did in the case of the SPT contributions in
Fig. 5. These are nothing but the shapes of the kernels Ei, F¯
αβ
2 and F
δ
2 from Eq. (4.34).
It is clearly seen that the shapes of e1,2,3 share some similarity since they all contain the
same term (q1 + q2)
2 (see Eq. (4.20)).
– 36 –
k3
Bδc11
c2sk
2
3
Plin
Plin
F2
k2
Bα;βc11
α;β
Plin
c2sk
2
2
Plin
Bτc11
Ei
Plin
Plin
k1
Bc21
F2
Plin
Plin
c2sk
2
1
4
Figure 9: Bispectrum contribution from the viscosity terms.
The noise terms also give two contributions to the bispectrum which stem from cor-
relating either three δJ(1) or one δ
J
(2) with δ
J
(1) and δ(1)
(2pi)3δ
(3)
D (k1 + k2 + k3)BJJJ(k1, k2, k3) ≡
〈
δJ(1)(k1) δ
J
(1)(k2) δ
J
(1)(k3)
〉
, (4.49)
(2pi)3δ
(3)
D (k1 + k2 + k3)BJJ1(k1, k2, k3) ≡
〈
δJ(2)(k1) δ
J
(1)(k2) δ(1)(k3)
〉
+ 5 perm. (4.50)
As opposed to Bc21 and Bc11, it is not obvious how these contributions actually look like.
Note that the only information we have on J0, and all other noise terms, is the overall
scaling with k: Jn ∼ k2. As has been shown long time ago in Refs. [30, 31], the correlator
of two noise terms scales as ∼ k4. Therefore we can infer that BJJJ has an overall scaling
of BJJJ ∼ k6. But we do not have any information about the shape of BJJJ . For BJJ1
the situation is somewhat better since we can reduce it to two-point correlators. From
Eq. (4.38) we get
BJJ1(k1, k2, k3) =
2
7H4
8∑
n=0
F Jn2 (k3,k1)P
J
n0(k1)Plin(k3) , (4.51)
where we defined the correlator of two Jctr0 with a J
ctr
i as〈
Jctr0 (k) J
ctr
n (k
′)
〉 ≡ (2pi)3δ(3)D (k + k′)P J0n(k) . (4.52)
Summing up all contributions, the bispectrum in the EFTofLSS is given by
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Figure 10: In this figure we show the shapes of the contributions of the four LECs to
the bispectrum as a function of x1 and x3 (see also Fig. 5). While e1,2,3 only contribute to
Bc11, the shape of d
2 contributes to both Bc21 and Bc11. We used m = 5/3 (see Eq. (4.11))
and fixed k1 = 0.2hMpc
−1.
B(k1, k2, k3) = B112 +B222 +B
I
321 +B
II
321 +B411 +Bc21 +Bc11 +BJJJ +BJJ1
+ higher orders ,
(4.53)
where by higher orders we mean two- or higher loop terms and EFT terms with three
fields or more than two derivatives in the effective stress tensor τθ. The tree-level and
one-loop expressions have been defined in Eqs. (2.23), (2.26), (2.27), (2.28) and (2.29),
while the EFT contributions can be found in Eqs. (4.46), (4.47), (4.49) and (4.49). From
Eq. (2.46) we can infer that the noise terms are suppressed also in a ΛCDM universe.
We will therefore neglect the noise terms and only consider them when discussing the
renormalization procedure.
Finally, we can check whether the possible divergences discussed in Sec. 2.3 are really
cancelled by the four EFT contributions Bc21, Bc11, BJJJ and BJJ1. In the case of the
power spectrum, we know form the literature that the following combinations are finite,
i.e. that the UV-divergent part of P13 and P22 shown in Eqs. (2.33) and (2.32) can be
cancelled by the counterterm part of d2 and J0
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1 Symbols for the fields
q1
qn
k
Fn
q1
q2
k
F δ2
c2sk
2 F2
q2
k
q1
Fα;β2
α;β
c2sq
2
1
q1
q2
k
F τ2
Ei
k
c2sk
2
k
k
Pc
c2sk
2 Plin
+
P13
F3 Plin
Plin
= finite
1
Figure 11: Renormalization of the P13 diagram.
P22(k) +
4
49H4P
J
00(k) , and P13(k) + Pc(k) . (4.54)
A diagramatic representation of the above relation is given in Fig. 11. Note that P J00 scales
as ∝ k4 and Pc ∝ k2Plin. The counterterm part of d 2, i.e. the component that scales as
∼ a in time, is fixed by the relation in Eq. (4.54) to be
d¯ 2
∣∣
ctr
= −183
70
σ2v , (4.55)
where we just give the constant part of d2.
In Sec. 2.3 we discussed the UV-limits of the one-loop integrals that contribute to the
bispectrum. We found that, ignoring the triangular shape of the external momenta, the
possible divergences have a k-dependence of B222 ∼ k6, BI321 ∼ k4Plin and BII321 ∼ B411 ∼
k2P 2lin. From this scaling, we can already anticipate which counterterms are needed to
renormalize the four diagrams. While B222 and B
I
321 clearly require a noise term to cancel
their divergences, the other two diagrams BII321 and B411 will be renormalized through
viscosity terms. Of course, we have to consider the specific shapes of the UV-divergences
and the counterterms in order to be sure that the full one-loop bispectrum in Eq. (4.53) is
free of divergences. Actually, it is this shape dependence that provides a crucial check for
the correctness of the form of the effective stress tensor at NLO.
As mentioned before, we do not know the shape dependence of BJJJ . The only certain
thing is that BJJJ has exactly the same scaling with k as B222. Unfortunately, we cannot
do more than to assume that among every possible shape that BJJJ can have, there is one
that matches the divergence of B222 leaving us with
B222 +BJJJ = finite . (4.56)
Next, we notice from Eq. (2.34) that BI321 scales the same way as a correlator that
is composed of δ(1), δ
J
(1) and δ
J
(2). This means that we expect the divergence of B
I
321 to be
cancelled by BJJ1 of Eq. (4.51). When the shape of the B
I
321 in Eq. (2.36) is compared with
what we get from the counterterm part of BJJ1 (using J
ctr
n ∼ a for the time dependence)
it turns out that we can exactly match the two shapes. This means that
BI321 +BJJ1 = finite . (4.57)
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Note that the renormalization of BII321 does not work at the level of the single integral. The
sum of all possible permutations has to be taken into account since otherwise one may be
misled to think that also counterterms involving only one derivative on the gravitational
potential ∂Φ (thus violating the equivalence principle) are needed for the renormalization.
The renormalization of the BII321 diagram is rather simple. We can write B
II
321 in terms
of P13 (see Eq. (2.28)) the same was as we can write Bc21 in Eq. (4.46) using Pc. The sum
of BII321 and Bc21 can therefore be reduced to the sum of P13 and Pc
BII321 +Bc21 = F2(k2,k3)Plin(k2)
{
P13(k3) + Pc(k3)
}
+ 5 perm. = finite . (4.58)
From Eq. (4.54) we know that P13 + Pc is finite, meaning that also the divergence in B
II
321
is cured.
Finally, we get to the most interesting divergence, namely the one of B411. We checked
that the counterterm part of Bc11 in Eq. (4.47) is exactly such that it cancels the UV-
divergence of B411 when taking into account all permutations
B411 +Bc11 = finite . (4.59)
The counterterm part of the NLO parameters must be such that
e¯1
∣∣
ctr
= −1733
1470
σ2v , e¯2
∣∣
ctr
= −1457
1372
σ2v , e¯3
∣∣
ctr
= −20991
3430
σ2v . (4.60)
There are two important things that have to be noted. Firstly, the counterterm part of
d2 is already fixed through the renormalization of the power spectrum in Eq. (4.54). As
expected, when renormalizing B411 we need the contribution of d
2 in Bc11 (it enters through
the kernels Fαβ2 and F
δ
2 ) and the counterterm part of d
2 exactly matches the value which is
obtained from the renormalization of P13 (see Eq. (4.54)). Secondly, the renormalization of
B411 works when locality in time is assumed, i.e. starting from a local form of the effective
stress tensor we get all necessary counterterms to cancel all possible divergences in the
bispectrum, as expected from our discussion in Sec. 3.1.
We just saw that the counterterm part of the free parameters in the effective stress
tensor allow us to fully renormalize the one-loop bispectrum. So far we followed closely the
SPT way of organizing the one-loop diagrams and everything works as expected. However,
we find it somewhat intriguing that for the renormalization of BII321 and B411 we need the
counterterm part of d2 which is already fixed by the renormalization of the one-loop power
spectrum. Already in the context of RPT a diagrammatic language was introduced that,
as opposed to SPT, allows to distinguish one-particle reducible (1PR) and one-particle
irreducible (1PI) diagrams (see also Ref. [12]). The former type of diagrams can be split
into two disjoint parts by cutting a single internal line, while the same is not possible with
the latter. We believe that the organization of the counterterms is related to the distinction
of 1PR and 1PI diagrams. The idea is to set up the Feynman rules for the interactions in the
effective stress tensor in such a way that the divergences of the 1PR loop diagrams in a N -
point function are automatically cancelled by the renormalization of the N ′-point function
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⇐⇒
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Figure 12: A possible diagrammatic representation of the renormalization procedure. The
1PI diagram of the one-loop power spectrum and the corresponding (tree-level) counterterm
diagram is shown on the top. .
with N ′ < N . Only for the 1PI diagrams we would have to introduce new counterterms.
However, one has to be somewhat careful. In the internal lines of the diagrams there
is an implicit sum over the both δ and θ. This means that for the renormalization of
the 1PR diagrams, we need to renormalize all lower order N -point functions, also those
involving the velocity field. At the end, in the final result for the density correlators the
velocity counterterms drop out. For the power- and bispectrum this would mean that the
counterterm part of d2 together with the counterterms for the two-point velocity correlator
cancel all divergences in 1PR diagrams of the bispectrum, while the NLO counterterms
fix the 1PI divergences. A diagrammatic sketch of this procedure is shown in Fig. 12. To
be able to distinguish the different counterterms and the corresponding divergences more
clearly would allow for a better understanding of the renormalization in the EFTofLSS and
possibly give us a procedure to compute all counterterms at any given order. We leave this
for future work.
5 Simulations and determination of parameters
In this section we describe the simulations we use to test the validity of the EFTofLSS
approach and to measure its parameters. After describing our numerical data, we show
the results of our fitting procedure. We always consider the simulations at the present
epoch, i.e. at z=0.
5.1 Simulations
While the EFTofLSS provides a consistent tool for solving the fluid equations perturba-
tively, it has a number of free parameters that are related to the intrinsically non-linear
small scale dynamics. These parameters can be either obtained from detailed measurements
of the source terms of the equation of motion or from a fit to the data of the EFTofLSS
predictions for distinct statistics. We will follow the latter approach. Furthermore we
would like to understand to what extend the one-loop EFT can provide a model for the
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matter bispectrum. For this purpose we employ a suite of collisionless N -body simulations.
These simulations sample the cosmological Dark Matter fluid by Np = 1024
3 particles in
a cubic box with dimension L = 1500h−1 Mpc. The cosmology is based on the WMAP
7-year data analysis [32] and is summarized in the following set of cosmological parameters:
Ω0m = 0.272, Ω
0
Λ = 0.728, h = 0.704, σ8 = 0.81, ns = 0.967. The initial conditions are set
up at redshift z = 99 using a second order Lagrangian perturbation theory code 2LPT [33]
and the subsequent gravitational evolution is computed using the Tree-PM code Gadget-II
[34]. We are assigning the particles to a cartesian grid of dimension Nc = 512
3 using Cloud
in Cell (CIC) interpolation, Fourier transform and correct for the CIC assignment window.
We are estimating the bispectrum in linearly binned shells in k-space using [23]
Bˆ(ki, kj, kl) =
Vf
Vijl
∫
[q1]i
∫
[q2]j
∫
[q3]l
δ(q1)δ(q2)δ(q3)(2pi)
3δ
(3)
D (q1 + q2 + q3) , (5.1)
where Vf is the volume of the fundamental cell Vf = (2pi/L)
3. The square brackets describe
a linear bin around ki and
Vijl =
∫
[q1]i
∫
[q2]j
∫
[q3]l
(2pi)3δ
(3)
D (q1 + q2 + q3) ≈
8pi2
(2pi)6
kikjkl∆k
3 (5.2)
is the volume of shells. A naive implementation of the above estimator is very slow, since
one would have to check N2c cells for the triangle condition. Rewriting the Dirac delta as
an integral we have (see Refs. [35, 36])
Bˆ(ki, kj, kl) =
Vf
Vijl
∫
x
∏
κ=i,j,l
∫
[q]κ
exp[iq · x]δ(q) (5.3)
Thus, we are selecting Fourier modes from a shell in k-space, Fourier transform these shells
to real space and sum over the product of the Fourier transforms of the three shells. It
is sufficient to follow this procedure for an ordered set k3 ≤ k2 ≤ k1 since the algorithm
implicitly accounts for the permutations of the momentum magnitudes. The leading con-
tribution to the cosmic variance of the bispectrum is given by
∆Bˆ2(ki, kj, kl) = s123
Vf
Vijl
P (ki)P (kj)P (kl), (5.4)
where s123 accounts for the number of permutations contributing to a certain bispectrum
configuration and is 6, 2 and 1 for equilateral, isosceles and general triangles. We have
compared the theoretical variance to the variance between our 16 simulation runs and
found reasonable agreement on large scales.
Besides the cosmic variance errors, we would also like to quantify the systematic errors
in our simulations. Due to finite numerical resources any simulation will eventually be
limited by spatial and temporal resolution effects. While an extensive convergence study
of simulation bispectra would be far beyond the scope of this paper, we would still like to
obtain some intuition about the magnitude of residual systematic deviations that might
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plague our fiducial set of simulations and the bispectra extracted from these simulations.
We thus consider some isolated modifications around our fiducial N -body runs starting
from the same realization of the initial Gaussian random field. We i) vary the starting
redshift from z = 99 to z = 49, ii) use the Zeldovich approximation instead of the 2LPT
initial conditions, iii) increase the size of the grid used for the particle mesh part of the
N -body code, and iv) increase the numerical accuracy of the N -body code. Fig. 13 shows
how these changes affect the bispectrum. While we believe that our choice of simulation
parameters is favorable to cases i)-iii), we still decide to be conservative and add the
following systematic error to the cosmic variance error discussed above
∆Bˆsys
Bˆ
= 0.01 + 0.02
(
kmax
0.5hMpc−1
)
, (5.5)
where we defined kmax ≡ max(k1, k2, k3). Both the measurement of the bispectrum in
the simulations and the calculation of the loop integrals are time consuming tasks. In
particular, the simulation measurement is necessarily an average of the true bispectrum
over a finite bin, who’s value is assigned to a certain set of wavenumbers appropriate for this
bin. On the other hand the loop corrections are evaluated at a specific wavenumber and
should in principle be averaged over the same bin employed in the simulation estimator.
Since the parallelized computation of the bispectrum for the 2600 data points employed in
our comparison takes order of days we refrain from doing this and rather choose an effective
wavenumber for the simulation bins and evaluate the loop integrals at this wavenumber
following the approach in [25]
ki,eff =
1
Vijl
∫
[q1]i
∫
[q2]j
∫
[q3]l
qi(2pi)
3δ
(3)
D (q1 + q2 + q3) . (5.6)
5.2 Fits
In this section, we describe how the EFTofLSS bispectrum compares with the N -body
simulation data discussed previously. Let us first remind the reader of the structure of the
density field in the EFT
δ = δSPT + δc + δJ . (5.7)
Based on the power counting presented in Eq. (2.47), we will ignore the stochastic term
δJ . Thus we are left with the three new viscosity parameters, who’s counterterm parts
are needed to cancel the divergences in the one-loop bispectrum, namely e1, e2 and e3, in
addition to the parameter that one encounters in the one-loop power spectrum, namely d2,
propagated to second order
δc(k, a) = − γk2δ(1)(k)−
∫
q
{
3∑
i=1
iEi(q,k − q)
+ γ
[
F¯αβ2 (q,k − q, a) + F¯ δ2 (q,k − q, a)
]}
δ(1)(q, a)δ(1)(k − q, a) ,
(5.8)
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Figure 13: Systematic deviations of the bispectra of N -body simulations with varying
simulation parameters with respect to our fiducial simulation. We are varying i) the
starting redshift (zi = 99→ zi = 49), ii) the IC code (2LPT → 1LPT/Zeldovich), iii) the
size of the FFT mesh used to calculate long distance forces (PM) and iv) the numerical
precision of the N -body code (HR). The dashed lines show our most conservative ansatz
for the systematic error, which will be employed in the simulation fits. For clarity the
points have been slightly offset from their true kmax.
where we write δc in terms of the fitting parameters γ and 1,2,3 (see Eqs. (4.16) and
(4.23)). The first term correlated with another linear density field enters in the EFT
power spectrum at the one-loop level and can thus be determined through a measurement
of the power spectrum. It also enters in the bispectrum when replacing one of the legs
in the B112 term and forming Bc21 (see lower left panel of Fig. 9). The terms quadratic
in the linear density field contribute to the bispectrum when correlated with two external
linear density fields giving Bc11. At the order we are interested in, the bispectrum in the
EFTofLSS is then given by
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BEFT = BSPT +BEFT ,
BEFT (k1,k2,k3) = −
{
3∑
i=1
iEi(k2,k3) + γ
[
k21 F2(k2,k3) + F¯
αβ
2 (k2,k3, a)
+ F¯ δ2 (k2,k3, a)
]}
· Plin(k2)Plin(k3) + 5 perm. ,
(5.9)
where the terms in brackets depend on the value of m.
The goal of this section will be to assess to what extend the additional flexibility in
the shape of the EFT terms can help to improve the agreement between theoretical and
simulated bispectra. The agreement will be measured by the standard χ2
χ2B =
kmax∑
ki=kmin
[
B(k1, k2, k3)−BSPT (k1, k2, k3)−Bc11(k1, k2, k3)−Bc21(k1, k2, k3)
∆B(k1, k2, k3)
]2
(5.10)
We will minimize the above sum to obtain the parameters of the EFT and their errors as
a function of the largest wavenumber kmax = max(k1, k2, k3). Subsequently we compute
the reduced χ2 up to kmax using the parameters obtained for the same kmax. Once this
function considerably deviates from unity we consider the theory to be a bad fit and thus
select our fiducial kmax and the corresponding set of fiducial parameters. To check how
well this set of parameters performs, we then compute the reduced χ2 again as a function
of k′max (different from the fiducial kmax), but with the fixed set of parameters. This will
allow us to check the performance of our fiducial parameter set on scales different from the
fiducial kmax. As a quantitative measure for the failure of the theoretical description, we
can compute also the p-value
p-value = 1− CDFχ2(DOF, χ2B) , (5.11)
where CDF is the cumulative distribution function of the χ2-distribution with the corre-
sponding number of degrees of freedom. This gives us the probability of having a χ2 which
is even larger than the one we get from the fitting procedure. Hence, we only need to find
the scale where the p-value becomes very small.
5.2.1 Re-fitting γ
In a first step, we re-fit the free parameter for the power spectrum in our simulations.
We measure the matter power spectrum using the same CIC mass assignment scheme
described above for the bispectrum. The error on the power spectrum is estimated from
the standard deviation between the 16 simulation boxes. While we could decide to fit
the speed of sound from the final power spectrum of the simulations, we decide to cancel
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Figure 14: Constraint on γ from the power spectrum. Left panel: Convergence of the
constraint on γ with increasing kmax of the fit. Except for some scatter on very large
scales, where the EFT correction is irrelevant, the fit converges to the value obtained at
kmax ≈ 0.14hMpc−1 and then becomes incompatible with the constraints obtained from
larger scales. Right panel: Reduced χ2 according to Eq. (5.12). We clearly observe a steep
rise of the χ2 at k = 0.15hMpc−1, which we take to be our fiducial kmax for the power
spectrum (vertical gray band). The red line shows the χ2 with γ fixed once and for all by
the data up to 0.15hMpc−1, whereas for the blue line we fit γ at each kmax.
the leading cosmic variance contribution by fitting the ratio of the final and initial power
spectra in the simulations, i.e., we consider
χ2P =
kmax∑
k=kmin
1
∆(Pff/Pii)2
[
Pff
Pii
− 1− P13
P11
− P22
P11
+ 2k2γ
]2
, (5.12)
where Pff is the final power spectrum and Pii the initial power spectrum linearly rescaled
to redshift z = 0. The reduced χ2 shown in the right panel of Fig. 14 forces us to limit
the fit to k < 0.14hMpc−1. We are aware that IR resummation schemes might reduce
the amplitude of the BAO wiggles in the residuals and thus extend the range of the fit
(see Ref. [13] for an EFT approach and Refs. [17–19] for resummation effects in RPT).
We will not consider these extensions here and rather content ourselves with the fact that
even the standard EFT formulation can improve the k-range by a factor of three. We
note that the measurement of γ from the final power spectrum alone is compatible with
the one inferred from the above method, but that it has significantly larger uncertainties.
The obtained value of γ = (1.5± 0.03)h−2 Mpc2 is slightly smaller than the corresponding
value of γ = (1.62 ± 0.03)h−2 Mpc2 reported in Ref. [9]. This is likely due to their fitting
range 0.15hMpc−1 ≤ k ≤ 0.25hMpc−1, due to the slightly different cosmology and their
usage of the Cosmic Emulator [37] instead of N -body data. Performing the above fit for
a number of redshifts indicates that the integrated EFT coefficient scales as Dm+1, with
m ≈ 1.5 ± 0.5. This statement supports our assumption of m = 5/3 but is somewhat
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dependent on the actual fitting range. The details of this time dependence are beyond the
focus of this study and will be discussed in more detail elsewhere.
5.2.2 Zero parameters
We have seen that, in addition to γ, there are three new parameters in the EFTofLSS to
be included in the bispectrum. However, the structure of the loop divergences suggests
how to fix them all using only data from the power spectrum, i.e. without ever looking at
the bispectrum data. The form of the EFTofLSS bispectrum was given in (5.9), and we
will use the value m = 5/3 as suggested by the self-similarity. As we saw in Sec. 4.2, the
cancellation of divergences in B411 requires a certain relation among d¯
2 and e¯i (see (4.55)
and (4.60)). Rewriting those relations in terms of γ and i using (4.16) and (4.23), one
finds
1 =
3466
14091
γ , 2 =
7285
32879
γ , 3 =
41982
32879
γ . (5.13)
This relation reflects the fact that σ2v is the same for the power- and bispectrum. Therefore,
we can expect that a single fitting parameter should suffice to capture the leading EFT
correction in both the power- and the bispectrum. The equation above allows us to express
all EFT parameters that appear in the bispectrum in terms of γ which can be determined
by measuring the power spectrum. Using Eq. (5.13) and the value γ = (1.5±0.03)h−2 Mpc2
which we found in the previous section, we can predict the bispectrum of Eq. (5.9) with-
out considering the bispectrum data from the simulations. The comparison of this zero
parameter prediction with the measured bispectrum from the simulations is shown as the
red line in Fig. 15. We show the reduced χ2 of the various scenarios (discussed later on)
and the corresponding p-value. To determine at which scale our theoretical prediction fails
to agree with the data, we simply look for the kmax where the p-value drops to values close
zero or, equivalently, the reduced χ2 starts deviating significantly from 1. Interestingly,
the zero parameter prediction for the bispectrum performs as good as the other EFT fit-
ting scenarios. One can see that even without any fitting parameters in the bispectrum
(only fitting γ from the power spectrum) the largest k up to which one can accurately
predict the bispectrum has increased from kmax ≈ 0.13hMpc−1 in the case of SPT to
kmax ≈ 0.22hMpc−1 when the EFT contributions are included. It should be noticed that
Fig. 15 does not change significantly if we set m = 1. It is remarkable that without any
free parameter left our prediction for the bispectrum agrees well with the simulations to
such a high kmax and that, as we shall see, this scale does not change by adding more fitting
parameters. This is a nice confirmation that are capturing the correct physics.
5.2.3 One parameter
We have just seen that the zero-parameter prediction for the bispectrum works very well,
increasing the range of kmax by roughly a factor of two compared to SPT. It is natural
to ask whether one can do even better by varying one or more parameters. When fitting
parameters from the bispectrum data, we have two options. Either we fit at every kmax, or
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Figure 15: Left panel: Reduced χ2 for the fitting procedures described in the text. The
fit is performed at every kmax and for m = 5/3. Irrespective of the scenario considered, the
reduced χ2 for the EFT stars exceeding 1 at kmax ≈ 0.22hMpc−1 (gray area). Comparing to
the one loop SPT this means an improvement by nearly a factor of two in kmax. The three-
and four-parameter fits are overfitting the data below kmax ≈ 0.22hMpc−1. Right panel:
The p-values that correspond to the χ2 in the left panel. Above kmax ≈ 0.22hMpc−1 all
fitting scenarios show a steep drop, indicating that the theory fails to describe the data.
we choose a fiducial kmax (at kmax ≈ 0.22hMpc−1). The first situation is shown in Fig. 15,
while the second one is represented in Fig. 16.
Let us start with keeping the relations among 1,2,3 fixed as in (5.13), but fitting for
γ instead of taking it from the power spectrum analysis. This is shown as the blue line in
Figs. 16 and 15. As one can see from those figures, the χ2 and relative p-value obtained
from fitting γ are pretty close to those for the zero-parameter formula discussed in the
previous section.9 In particular, the range of kmax covered is the same, i.e. there is a
sharp drop after kmax ≈ 0.22hMpc−1. This remains true as we freely fit more and more
parameters. The best fit value for γ from the bispectrum at our fiducial kmax ≈ 0.22hMpc−1
is γ = (1.36 ± 0.04)h−2 Mpc2 for m = 5/3 (see also Tab. 1). Compared to the value of
γ = (1.5 ± 0.03)h−2 Mpc2 that we get from the power spectrum fit, this is somewhat off.
Since the bispectrum contains precisely the same UV-divergence as the power spectrum one
might think that there would be a better agreement between the power- and bispectrum
values for γ.
9One should be cautious in fitting γ to the bispectrum with small kmax because at large scales the EFT
correction is expected to be small and one ends up fitting the large scale “noise” in the simulation.
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Figure 16: Left panel: Same as Fig. 15, but with the fit performed at the fiducial
kmax ≈ 0.22hMpc−1 (gray band) and for m = 5/3. As before, the reduced χ2 for the
EFT raises fairly steeply above the fiducial kmax. The four EFT scenarios are almost
indistinguishable, which is remarkable in particular for the zero-parameter fit. Right panel:
The p-values that correspond to the χ2 in the left panel. Again, the p-values fall below
1% at kmax ≈ 0.22hMpc−1. This shows that the fit does not improve compared to Fig. 15
when a fixed kmax is chosen.
5.2.4 Three parameters
From the effective stress tensor in Eq. (3.28), we expect that the preferred scenario for
modelling the bispectrum is to take γ from the power spectrum fit and to use the bispectrum
only for fitting the new intrinsically second order parameters 1, 2 and 3. The reduced
χ2 and the corresponding p-values are found in Figs. 15 and 16 (green curves). Due
to the explicit dependence of the shape of Bc11 on the EFT time exponent m, we will
consider both time dependencies in Eq. (4.11), the one suggested by the cancellation of the
divergences, i.e. m = 1, and m = 5/3 as suggested by the approximate self-similarity. We
quote our parameter constraints for the fiducial kmax ≈ 0.22hMpc−1 in Tab. 1 and remark
that the errors on the new NLO stress tensor coefficients are fairly large. Furthermore,
the constraints on 2 and 3 are quite degenerate with cross correlation coefficients of
r2,3 ≈ −0.55, r1,3 ≈ 0.55 and r1,2 ≈ 0.21. We checked the convergence of the constraint
on 1, 2 and 3 with varying kmax. While 1 is relatively stable and seems to be converged,
the constraints for 2 and 3 vary rapidly with kmax. This, together with the fact that the
reduced χ2 is smaller than 1 up to kmax ≈ 0.22hMpc−1 (see Fig. 15) suggests that we are
overfitting the data. Let us stress that even with three free parameters the improvement of
the bispectrum fit up to kmax ≈ 0.22hMpc−1 is the same that is obtained through the zero-
parameter fit discussed earlier. Also, in the zero- and one-parameter scenarios the problem
of overfitting is either absent or less severe than in the case of three fitting parameters.
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Figure 17: Ratio of the various contributions of the one loop SPT + EFT bispectrum
to the tree level bispectrum. The parameters are chosen according to the three parameter
fitting procedure for m = 1. As an overall observation we note that the loop corrections
are always larger than the EFT terms and that the latter are dominated by the B1cc and
B2cc parameters, whose amplitude is fixed by the fit to the power spectrum. Upper left
panel: Equilateral configuration. Upper right panel: Isosceles configuration with k3 = k2 =
2k1. Lower left panel: One of the modes is fixed to the second linear bin centred around
∆k = 0.027hMpc−1. With increasing k the configuration evolves from a equilateral to a
squeezed shape.
For the three-parameter case, we show the performance of the best fit free parame-
ters with respect to the measured bispectra in Fig. 17 for three different configurations.
Remarkably, the SPT prediction for the bispectrum performs fairly well even beyond
kmax ≈ 0.1 hMpc−1. This leaves only very little room for the EFT contribution. One
can clearly see that the latter is dominated by the part whose amplitude is fixed by the
power spectrum, namely Bc21 and the contributions from F¯
αβ
2 and F¯
δ
2 . As in the zero- and
one-parameter scenarios, this shows us again that the improvement in the fitting range
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scenario 1 2 3 γ m
1 parameter — — — 1.40± 0.04 1
1 parameter — — — 1.36± 0.04 5/3
3 parameters 0.31± 0.09 1.89± 0.48 1.29± 0.43 1.50± 0.03 1
4 parameters 0.95± 2.32 2.21± 1.23 1.59± 1.18 1.09± 1.46 1
3 parameters 0.23± 0.09 1.87± 0.48 1.16± 0.43 1.50± 0.03 5/3
4 parameters 0.89± 2.40 2.19± 1.26 1.49± 1.30 1.09± 1.46 5/3
Table 1: Parameter constraints for the fitting scenarios considered in the text. All the
parameters are quoted in units of length squared (h−2 Mpc2) and contain all the time
integration factors. The parameters at the level of the equation of motion can be computed
using the conversion factors ei = i(m + 2)(2m + 9)H20Ω0m/2D1 and d2 = γ(m + 1)(2m +
7)H20Ω0m/2D1.
compared to SPT is driven by the LO parameter γ.
Finally, we note that changing the time dependence of the stress tensor coefficients
hardly affects the goodness of fit. Both the time dependence of the divergence m = 1 and
the one inspired by self similarity m = 5/3 lead to equally good results. Thus is due to
the flatness of the ratios of the g functions in Eq. (4.24).
5.2.5 Four parameters
For our most conservative fit we neglect the connection between the power spectrum and
bispectrum and let γ float in addition to the new second order parameters, thus we use
the bispectrum to fit for γ and 1, 2, 3. The resulting reduced χ
2 in Figs. 15 and 16 does
not show any considerable improvement over the previously discussed scenarios. The con-
straints on the parameters in Tab. 1 are extremely indecisive showing marginal detections
of 2 and γ but no detection of non-zero 1 and 3. Except for 2 and 3 all the parame-
ters are perfectly anti-correlated or correlated (cross correlation coefficient r > 0.9). After
noting that the constraints are consistent with the previously discussed constraints, in
particular the quite tight constraint on γ from the power spectrum, we conclude that the
bispectrum does not provide sufficient leverage to constrain this amount of freedom in the
EFT shape. That is to say that the more realistic scenarios considered above are sufficient
to describe the bispectrum up to kmax ≈ 0.22hMpc−1.
5.3 Higher order SPT contributions
As discussed in Eq. (2.47) we expect two-loop SPT bispectra to scale as (k/kNL)
6 and to be
the next relevant contribution once the one-loop SPT and EFT terms have been considered.
Without an explicit calculation of the two loop terms we are not able to give much more
than this estimate on their scaling with k. Further considerations, such as the counting of
free factors of 2pi could be misleading since there are very subtle cancellations between the
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Figure 18: Two-loop contributions to the equilateral bispectrum: Left panels: Diagrams
for the reducible diagrams considered in Eqs. (5.14) and (5.15). Right panel: Scale de-
pendence of the reducible two-loop bispectra in comparison to the tree level and one-loop
bispectrum.
diagrams contributing to the two-loop bispectrum. With this warning in mind, let us still
discuss a simple, i.e. reducible two-loop SPT bispectrum that can be obtained by replacing
the lower leg in BII321 in Fig. 3 by the upper one
BI332 = 2F2(k1,k2)
P13(k1)
2
P13(k2)
2
+ 2 cyc. (5.14)
as shown in the upper left panel of Fig. 18. This terms scales as k21k
2
2σ
4
vP (k1)P (k2)F2(k1,k2)
both in the IR and the UV, i.e., it has the same shape as the next term in the EFT
expansion, which would be k4P 2. Another easily computable bispectrum shape is given by
replacing the free P (k) in BI321 by a P13, i.e., we calculate
BII332 = 6
P13(k3)
2
∫
q
F3(−q, q−k2,−k3)F2(q,k2− q)Plin(q)Plin(|q−k2|) + 5 perm. (5.15)
as shown in the lower left panel of Fig. 18. We show the scale dependence of these terms
in the left panel of the same Figure. While they might be cancelled by other two-loop
terms in a configuration dependent way, we note that their amplitude roughly equals the
amplitude of the linear power spectrum at k ≈ 0.2 hMpc−1 for the equilateral bispectrum.
This provides us with another indication that kmax ≈ 0.2 hMpc−1 is a reasonable scale up
to which the one-loop SPT+EFT should describe the bispectrum.
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6 Conclusions
In this paper we considered the bispectrum in the EFTofLSS. We first revisited the one-
loop SPT contributions to the bispectrum with a particular emphasis on the UV-limit
of the loop integrals. At this order in perturbation theory, we need to go beyond the
leading order expansion of the effective stress tensor and include also terms that contain
the product of two fields. As has been discussed in the literature, at this order the question
of non-locality in time becomes important. We showed that the EFTofLSS can be treated
as being local in time as long as perturbation theory is applicable. The effective stress
tensor can therefore be expanded in derivatives and powers of fields evaluated at the same
space-time position (spacial non-localities arise at higher orders). This means that there
are only four free parameters in the theory at this order of which one can be determined
through the one-loop power spectrum.
We computed the one-loop SPT as well as the the EFT contributions to the bispec-
trum. The one-loop integrals are evaluated using an IR-safe integrand which we derived
in Appx. B. The EFT part of the bispectrum receives contributions from the three new
operators in the effective stress tensor, from the expansion of the LO term 4δ, and from
the non-linear corrections to the leading order EFT solution. While the former come with
new fitting parameters, the latter two are functions of the leading order parameter. It is
important to note that even at NLO, we cannot break the degeneracy of the two parame-
ters c2s and c
2
v. As shown, this is due to the fact that one can absorb the difference between
the SPT kernels F2 and G2 into the next-to-leading order operators. We discussed the time
dependence of the free parameters and showed that there is a residual time dependence in
the EFT contribution (through the parameter m) from the time integrals over the Green’s
function that cannot be absorbed in a redefinition of the fitting parameters.
In Sec. 4 we discussed the renormalization procedure. We checked that indeed the
NLO counterterms allow for a full cancellation of the all possible UV-divergences of one-
loop integrals. The renormalizations of the bispectrum and of the one-loop power spectrum
are consistent, meaning that the renormalization of the power- and bispectrum yield the
same numerical value for the leading order counterterm. We want to stress that without in-
cluding the leading order counterterm, there is no cancellation of the UV-divergences. This
is a non-trivial check. The renormalization of the one-loop bispectrum is fully consistent
assuming an effective stress tensor that is local in time.
We measured the bispectrum in numerical simulations at z = 0 and compared it
with the theoretical prediction for the bispectrum in the EFTofLSS. In Figs. 15 and 16 we
showed the reduced χ2 that results form fitting the free parameters of the EFTofLSS to
the simulation data. The EFTofLSS contains four fitting parameters and one can either
fit all of them only using the bispectrum or use the one-loop power spectrum to determine
the leading-order parameter. We also considered two scenarios where we used the rela-
tions among the parameters that are induced by the cancellation of the UV-divergences
to reduce the number of fitting parameters. It is possible to fix the three next-to-leading
order parameters in terms of the leading order parameter (see Eqs. (4.60) and (5.13)). In
particular, if we determine the leading-order parameter through the power spectrum, we
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get a prediction for the bispectrum that has no free parameters. It is remarkable that this
zero-parameter prediction has a χ2 that is very similar to the other scenarios where we fit
one or more parameters. While the one-loop SPT bispectrum prediction fails to agree with
the simulations at a scale of k ≈ 0.13hMpc−1, the χ2 of the EFTofLSS prediction becomes
large only at a scale of k ≈ 0.22hMpc−1.
In this paper we compared the results from the EFTofLSS with SPT. However, there
are other methods on the market which one could consider. In Refs. [24, 38, 39], the
bispectrum has been studied within the context of RPT. The authors of Ref. [24] provide
a comparison with data from numerical simulations showing the reduced bispectrum as
a function of the angle between k1 and k2 while fixing them at k1 = 0.068hMpc
−1 and
k2 = 0.136hMpc
−1. Unfortunately, the authors of Ref. [24] do not compute the χ2 as in
our Figs. 15 and 16 and it is hard to tell at which wave number RPT stops giving a good
prediction of the numerical data. This makes a thorough comparison with between the
results from the EFTofLSS and those from RPT (as well as other methods that go beyond
SPT) difficult but not less interesting.
As an outlook for future work, we sketched a diagrammatic formulation of the EFTofLSS
that allows for a better organization and understanding of the renormalization procedure
in the EFTofLSS. It would be good to find a procedure that allows for the determination
of the counterterms at any given order. We think that a more thorough understanding of
how the LO counterterms are propagated to the higher order solutions is a key ingredient
for such a construction. Also, it would be interesting to include the power spectrum at
two loops and to perform a joint fit.
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A Equivalence principle and the structure of EFTofLSS
The effective theory of large scale structure is obtained as a Newtonian fluid approximation
to general relativity plus dark matter. As such it inherits a subset of symmetries from
general relativity. The goal here is to identify them and see their implications for the
structure of renormalized theory. The residual symmetry can be seen by inspecting the
fluid and Poisson equations (3.10) and (2.6). The equations of motion are invariant under
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time-dependent boosts [40, 41]
x→ x′ ≡ x+ n(τ), (A.1)
if the fields are shifted according to
δn(x, τ) ≡ δ(x′, τ) , (A.2)
vn(x, τ) ≡ v(x′, τ)− n˙(τ) , (A.3)
φn(x, τ) ≡ φ(x′, τ) + x · (Hn˙(τ) + n¨(τ)) , (A.4)
where the label “n” stands for “new” and we introduced primed spatial coordinates for
convenience. n(τ) is an arbitrary function of time and over-dot denotes ∂/∂τ . This is
of course the equivalence principle which relates the acceleration n¨ of the observer to the
gravitational force∇φ; a residual gauge symmetry of the Newtonian gauge-fixing in general
relativity. Despite the gauge freedom the initial value problem in our fluid-gravity system
is well-defined because the coordinate transformation does not vanish at infinity. Applying
an arbitrary boost to a SPT solution would generate an unphysical solution. However, a
subclass of boosts do generate new solutions: those for which the non-linear shifts of v and
φ can be mimicked locally by a long-wavelength physical perturbation.
To find this subclass in EdS, notice that the finite-k solutions with zero vorticity
satisfy at linear order
2φ = −3Hu, (A.5)
where u is the velocity potential v = ∇u. Taking u = −x · n˙ and φ = x · (n¨ +Hn˙) we
find
n˙(τ) =
(
a
ain
)1/2
n˙in. (A.6)
These physical solutions that are locally equivalent to a coordinate transformation are the
adiabatic modes in the Newtonian approximation, Ref. [42]. 10
A.1 Coarse graining
Cut-off regularization (namely cutting momentum integrals off at k = Λ) preserves this
symmetry. This is obvious at least for the subclass of Galilean boosts (n˙ = const.) on
physical terms since basically every description and physical theory of the world around
us follows a coarse graining procedure, the real-space equivalent to momentum cut-off. If
10The non-trivial transformation with non-zero n˙in = q corresponds to the gauge transformation
τ → (1 + 2q · x)τ
x→ (1− 10q · x)x+ 5qx2 + qτ2,
(A.7)
first studied in [43].
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this invalidated the symmetry, we would have needed to account for the non-invariance in
our theories.
Let us define the smoothed fields using a window function WΛ(y) with a characteristic
size of 1/Λ and such that
∫
d3y WΛ(y) = 1
Xl(x) ≡ [X(x)]Λ =
∫
d3y WΛ(y)X(x+ y), (A.8)
and the short-scale field as
Xs(x) ≡ X(x)−Xl(x). (A.9)
From (A.8) we see that smoothed fields inherit the boost symmetry property of the orig-
inal field, simply because the boost transformation is at most linear in fields and the
boost parameter n is spatially uniform. Suppose the original system is invariant un-
der boosts. This implies that given a solution {δ(x, τ),v(x, τ)} there is another solu-
tion of the same equation given by {δn(x, τ),vn(x, τ)} = {δ(x′, τ),v(x′, τ) − n˙} for the
above mentioned subclass of boosts. Smoothing the two solutions implies that given a
smoothed solution {δl(x, τ),vl(x, τ)} of the coarse grained system, there is a new solution
{δl,n(x, τ),vl,n(x, τ)} = {δl(x′, τ),vl(x′, τ)− n˙}.
One can also directly verify that the fluid equations remain boost symmetric under
smoothing. Let us explicitly apply it ot the expression (∂τ + v · ∇)δ:
[(∂τ + v · ∇)δ]Λ = ∂τδl + [v · ∇δ]Λ. (A.10)
In the second term decompose v = vl + vs
[vl · ∇δ]Λ =vl · ∇δl +∇jvil∇i∇jδl + · · ·
[vs · ∇δl]Λ =[vs · ∇δs]Λ +O
(
1
Λ2
∇2vl · ∇δl
)
,
(A.11)
where we used the general property of smoothing [XlYs]Λ ∼ Xl(∇2/Λ2)Yl + · · · with all
terms containing at least two derivatives acting on Yl. Summed with ∂τδl we get an expres-
sion which is invariant under boost transformation of the smoothed quantities. What re-
mains is [vs ·∇δs]Λ which depends on the long modes only through tidal forces, if there is no
initial correlation between the long and short modes (i.e. no primordial non-Gaussianity).
So it is by itself invariant under boosts except for the common shift of coordinates (A.1).
A.2 Boost invariance of non-local-in-time terms
Consider a non-local-in-time source term like∫ τ
0
dτ ′K(τ, τ ′) δ(xfl[x, τ ; τ ′], τ ′) , (A.12)
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where xfl[x, τ ; τ
′] is the position occupied at time τ ′ by the element of fluid that at time
τ occupies the position x. The implicit expression is
xfl[x, τ ; τ
′] = x−
∫ τ
τ ′
dτ ′′ v(xfl[x, τ ; τ ′′], τ ′′) , (A.13)
where one verifies that xfl[x, τ ; τ ] = x as expected. We want to check that this term is
invariant under a boost transformation of Eqs. (A.1) and (A.2). More specifically, invariant
means that the new fields evaluated at some point in the old coordinates are equal to the
old fields at the same point written in terms of new coordinates. For example
(∂τ + vn(x, τ) · ∇) δn(x, τ) = (∂τ + x(x′, τ) · ∇′) δ(x′, τ) , (A.14)
which is usually referred to as the covariance of the equations of motion. Rewriting (A.12)
in terms of the new fields one gets
(A.12) →
∫ τ
0
dτ ′K(τ, τ ′) δn(xfl,n[x, τ ; τ ′], τ ′) (A.15)
=
∫ τ
0
dτ ′K(τ, τ ′) δ(xfl,n[x, τ ; τ ′] + n(τ ′), τ ′) , (A.16)
where xfl,n is given by the same expression as xfl but with all fields replaced with the
“new” fields. One can then compute
xfl,n[x, τ ; τ
′] = x−
∫ τ
τ ′
dτ ′′ vn(xfl,n[x, τ ; τ ′′], τ ′′) (A.17)
= x−
∫ τ
τ ′
dτ ′′ v(xfl,n[x, τ ; τ ′′] + n(τ ′′), τ ′′)− n˙(τ ′′) (A.18)
= x+ n(τ)− n(τ ′)−
∫ τ
τ ′
dτ ′′ v(xfl,n[x, τ ; τ ′′] + n(τ ′′), τ ′′) , (A.19)
which is solved by
xfl,n[x, τ ; τ
′] = xfl[x+ n(τ), τ ; τ ′]− n(τ ′). (A.20)
Plugging this into (A.16), one finds∫ τ
0
dτ ′K(τ, τ ′) δ(xfl[x+ n(τ), τ ; τ ′], τ ′) , (A.21)
which is the same as our starting expression (A.12), but at the new position x′ = x+n(τ).
B IR-safe integrand
Let us discuss the IR regime of the one-loop integrals, i.e. the situation when the loop
momentum q is smaller or equal to the external momenta. In the case of power-law initial
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conditions, Plin ∝ kn, all four one-loop integrals of Eqs. (2.26), (2.27), (2.28) and (2.29) are
affected by IR-divergences for n < −1. However, all these IR-divergences cancel exactly in
equal time correlators. In Refs. [44, 45] it was shown that this cancellation is a consequence
of the Galileo invariance of the equations of motion and holds for −3 < n < −1 to all orders
in perturbation theory. This means that when summing all one-loop integrals, all their
IR-divergences cancel. Despite having concluded that we do not have to worry about
IR-divergences in the full bispectrum, there is still a technical point that deserves further
considerations.
When evaluating the one-loop integrals numerically, it is unfavourable to compute
the integrals separately and summing them up only afterwards to get the final result. The
problem is that we may run into the situation of having to subtract large numbers of similar
size in order to get a much smaller final result. The absence of IR-divergences induces large
cancellations which might severely affect the precision of the numerical computation. The
authors of Refs. [7, 27] therefore derived an explicitly IR-safe integrand for the one- and
two-loop power spectrum where the IR-divergences cancel at the integrand level. Although
the cancellations among the single diagrams seem to be less severe for the bispectrum than
in the case of the power spectrum (see Fig. 4), we shall derive the analogous IR-safe
integrand for the one-loop bisepctrum which we have used in the computations of our
theoretical predictions.
The one-loop integrals in Eqs. (2.26), (2.27), (2.28) and (2.29) all diverge for q →
0, but there are also divergences as the loop momentum takes the value of an external
momentum, i.e. in the limit q → k2 in B222 and BI321 as well as for q → −k1 in B222.
Roughly speaking, the IR behaviour of the integrands is given by
q → 0 : q2b222 ∼ q2bI321 ∼ q2bII321 ∼ q2b411 ∼ qn ,
q → k2 : q2b222 ∼ q2bI321 ∼ |q − k2|n ,
q → −k1 : q2b222 ∼ |q + k1|n ,
(B.1)
where we always assumed a linear power spectrum of the form Plin ∝ kn and explicitly
included the q2 term that comes from the integral measure. Lower case letters denote the
integrands of the corresponding diagram but without the permutations. Apart from this
leading IR-divergences, b222 and b
I
321 are also affected by subleading divergences that scale
as ∼ qn+1.
As a first step, let us check that all IR-divergences really cancel when the full one-
loop bispectrum is considered. To this end, we must be a bit more specific about the
divergences, in particular about their shape. One can check that all IR-divergences have
same form
D(q,ki,kj;kl,km) = q · kl q · km
q2
F2(ki,kj)Plin(q)Plin(ki)Plin(kj) (B.2)
In the limit q → 0, the integrands have the following shapes
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b222 = −2DIR(q,k1,k2;k1,k2) +O(qn+1) , (B.3)
bI321 = DIR(q,k2,k3;k2,k2) +DIR(q,k2,k3;k2,k3) +O(qn+1) , (B.4)
bII321 = −DIR(q,k2,k3;k3,k3) +O(qn+2) , (B.5)
b411 = −DIR(q,k2,k3;k2,k2)− 2DIR(q,k2,k3;k2,k3)−DIR(q,k2,k3;k3,k3)
+O(qn+2) . (B.6)
The other three IR-divergences in the limits q → −k1 and q → k2 give a contribution of
b222 = −2DIR(−k1 − q,k1,k3;k1,k3) +O(|k1 + q|n+1) , (B.7)
b222 = −2DIR(k2 − q,k2,k3;k2,k3) +O(|k2 − q|n+1) , (B.8)
bI321 = DIR(k2 − q,k2,k3;k2,k2) +DIR(k2 − q,k2,k3;k2,k3)
+O(|k2 − q|n+1) . (B.9)
Including all permutations, it is then easy to check that all the IR-divergence add up to zero
as expected. The subleading divergences in b222 and b
I
321 that scale as ∼ qn+1 are canceled
through the angular integration, leaving us with a IR-safe bispectrum for n > −3.
Next, let us find the IR-safe integrand by following the procedure outlined in Ref. [7].
The idea is fairly simple: first, one maps the q → ±ki divergences in b222 and bI321 onto
a q → 0 divergence and reduce the integration limits in order to exclude this kind of
divergences (using Θ-functions). This will leave us with integrals that diverge only for
q → 0. Then, we must sum all integrands before performing the integration in order to
achieve the cancellation of the leading IR-divergences at the integrand level. To cancel the
subleading divergences, the integrand has to be symmetrized.
The bII321 and b411 integrands do not need any specific treatment. However, the inte-
grands b222 and b
I
321 need to be put in a more convenient form. Let us start with b
I
321 which
is somewhat simpler. We can simply split the integration region into two parts and shift
the integration variable in order to map the q → k2 divergence of bI321 into q → 0∫
q
b˜I321 ≡
∫
q<|k2−q|
bI321(q,k2,k3) +
∫
q≥|k2−q|
bI321(q,k2,k3) + 5 perm.
=
∫
q
{
bI321(q,k2,k3) Θ(|k2 − q| − q) + bI321(−q,k2,k3) Θ(|k2 + q| − q)
}
+ 5 perm.
(B.10)
We used the fact that after shifting the integration variable we can rewrite the integrand as
bI321 itself due to the symmetry of the F2,3 kernels. Finally, we symmetrized the integrand
in order to explicitly cancel the subleading IR-divergence
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For the B222 diagram, the situation is a bit more delicate since there are now two IR-
divergences that need to be mapped onto a q → 0 divergence. We found it most convenient
to undo all δ-functions of the momentum conservation and to start with the full form of
the correlator.
(2pi)3δ
(3)
D (k1 + k2 + k3)B222 = 〈
3∏
i=1
∫
qi
F2(ki − qi, qi)δ(1)(ki − qi) δ(1)(qi) 〉 . (B.11)
The IR-divergences arise when one of the arguments in the F2 kernels goes to zero. Hence,
we need to focus on restricting the integration region such that the ki − qi argument in
the kernels does not reach zero. The integrals are symmetric around |ki − qi| = qi, i.e. we
can cut the integration region in half by introducing Θ-functions
∫
qi
F2(ki − qi, qi)δ(1)(ki − qi) δ(1)(qi) = 2
∫
qi
F2(ki − qi, qi)δ(1)(ki − qi) δ(1)(qi)
·Θ(|ki − qi| − qi) .
(B.12)
We could do this for all three qi integrals. However, it would not serve our purpose of
getting an explicitly IR-safe integrand which is why we choose to introduce only two Θ-
functions, e.g. for q1 and q2, rather than for all qi. Next we contract all the density fields
inside the correlator, integrate out resulting δD-functions and symmetrize the integrand.
This gives us
∫
q
b˜222 ≡ 1
2
∫
q
{[
b222(q,k1,k2) Θ(|k1 + q| − q)Θ(|k2 − q| − q)
+ b222(−q,k1,k2) Θ(|k1 − q| − q)Θ(|k2 + q| − q)
]
+
[
k1 ↔ k3
]
+
[
k2 ↔ k3
]}
.
(B.13)
It is now obvious that due to the Θ-functions the integral
∫
q
b˜222 has only IR-divergences
in the limit q → 0. But the shape of this remaining IR-divergence is exactly the sum of
the divergences we had before for q → {0,−k1,k2} in Eqs. (B.3), (B.7) and (B.8).
Hence, we can write the full one-loop the bispectrum in SPT in an IR-safe form where
all IR-divergences cancel exactly at the integrand level
BSPT = B112 +
∫
q
{
b˜222 + b˜
I
321 +
[
bII321 + 5 perm.
]
+
[
b411 + 2 cycl. perm.
]}
. (B.14)
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