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ABSTRACT Developing a breast cancer screening method is very important to facilitate early breast cancer
detection and treatment. Building a screening method using medical imaging modality that does not cause
body tissue damage (non-invasive) and does not involve physical touch is challenging. Thermography,
a non-invasive and non-contact cancer screening method, can detect tumors at an early stage even under
precancerous conditions by observing temperature distribution in both breasts. The thermograms obtained on
thermography can be interpreted using deep learning models such as convolutional neural networks (CNNs).
CNNs can automatically classify breast thermograms into categories such as normal and abnormal. Despite
their demostrated utility, CNNs have not been widely used in breast thermogram classification. In this study,
we aimed to summarize the current work and progress in breast cancer detection based on thermography
and CNNs. We first discuss of breast thermography potential in early breast cancer detection, providing an
overview of the availability of breast thermal datasets together with publicly accessible. We also discuss
characteristics of breast thermograms and the differences between healthy and cancerous thermographic
patterns. Breast thermogram classification using a CNN model is described step by step including a
simulation example illustrating feature learning. We cover most research related to the implementation
of deep neural networks for breast thermogram classification and propose future research directions for
developing representative datasets, feeding the segmented image, assigning a good kernel, and building a
lightweight CNN model to improve CNN performance.
INDEX TERMS Breast cancer, convolutional neural network, deep learning, early detection, thermogram.
I. INTRODUCTION
Global cancer data show that breast cancer is the second
most lethal form of cancer worldwide after lung cancer [1].
In 2018, 2 billion new cases of breast cancer were reported
The associate editor coordinating the review of this manuscript and
approving it for publication was Gustavo Callico .
worldwide, where 627,000 deaths. A study in Australia [2]
showed that breast cancer survival is strongly associated
with the size of the tumor at the time of detection, with the
size less than 10 mm, the probability of patient survival is
98%. A cohort study showed that 70% of breast cancer cases
are detected when the tumor size was 30 mm [3]. Breast
cancer usually becomes detectable during screening when
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the tumor is at least 20 mm in size [4]. Therefore, enabling
early detection of breast cancer is crucial to facilitate early
treatment.
Early treatment may be beneficial following identifica-
tion through screening examinations such as clinical-breast
examination (CBE) and breast self-examination (BSE). CBE
is a regular medical examination performed by healthcare
professionals to detect breast lesions, whereas BSE is con-
ducted by an individual to observe physical changes and
appearance of breasts. The practice of BSE empowers women
to take responsibility for their health. Consequently, BSE is
recommended by the World Health Organization for raising
awareness among women at risk [5].
Screening methods produce medical images of breasts.
The interpretation of these images is normally performed by
human experts such as radiologists and doctors. Research
shows that the low diagnostic accuracy of thermograms is
attributed to weak technical ability and expertise in inter-
preting such images. The emergence of various diseases and
limited human labor has motivated researchers and medi-
cal personnel to use computer-assisted technology to facili-
tate breast thermography-based diagnosis and thus minimize
errors. Therefore, a computer system that can automatically
classify thermograms into normal and abnormal categories
is required. Considering this requirement, research toward
finding computer-based solutions to classify medical images
has been continuously growing.
Many computer-asisted methods of diagnosis have been
developed to assist doctors in interpreting themedical images.
During the last decade, significant effort has focused on
the development of deep learning (DL) models. Because
DL models are publicly available, they can be applied
easily using pre-trained networks. In breast cancer detec-
tion, many studies are based on DL using mammograms
[6]–[17], histology images [18]–[21], tomosyntheses [22]–
[25], and ultrasound images [26] have shown satisfactory
accuracies.
In contrast, relatively few studies have contributed to
non-invasive thermal of breasts using the deep neural
network (DNN) technique. Considering current limited
resources, the work on this problem is still at its early
stages. Hence significant effort is required to develop reli-
able non-invasive computer-assisted technology to enable the
early detection of breast cancer. This necessitates a study of
relevant previous, current, and necessary future research on
thermal imaging and DL for breast cancer detection should
be considered of paramount importance. Potential research
could be directed and focused on the substantial outstanding
issues identified in this study.
In this study, we review current progress in breast can-
cer detection using DL and thermography as a non-invasive
approach. We also highlight necessary future research direc-
tions to improve the accuracy of breast cancer detec-
tion using thermal imaging and DL. The state-of-the-art
and contributions of this paper can be summarized as
follows:
• An overview of breast thermography potential for cancer
detection including the availability of the breast thermo-
gram dataset.
• Step-by-step explanation of the CNN concept.
• Simple visualization in feature learning for breast cancer
thermograms.
• A review of the latest progress in thermal imaging and
DL approaches for the early detection of breast cancer.
• To propose the potential research challenges in develop-
ing a fast and an accurate CNN-thermal imaging system
for breast cancer detection.
This study is organized as follows. Section II presents
a review of the available breast cancer screening methods.
Section III explains the concepts involved in breast ther-
mal imaging and its potential for breast cancer detection.
The availability of breast thermogram datasets is explained.
We also outline the characteristics of healthy and cancerous
breast thermograms. Section IV describes the state-of-the-
art of CNN as the well-known image classifier in the DNN
model for thermal breast cancer detection. In Section V,
we discuss previous research on breast thermogram classi-
fication using artificial neural network algorithms and CNN
models. Finally, the manifold challenges in future research,
particularly to improve the accuracy and training speed of
CNN models are highlighted in Section VI.
II. STANDARD SCREENING METHODS
Breast cancer risk assessment is critical for identifying
women who may benefit from more intensive breast cancer
surveillance [27]. Prior to surveillance, one must undergo a
screening test. Currently, the gold standard screening method
for early breast cancer detection is mammography [28], an
X-ray examination, where the breast is placed on a stand
and pressed by a disc to spread the breast tissue evenly and
capture characteristics of microcalcification [29]. Similar to
all X-ray imaging, mammography involves the use of doses of
ionizing radiation to create images. Repeated mammography
screening may increase breast cancer risk due to exposure to
ionizing radiation [30]. A previous study indicated that each
exposure to X-rays increases breast cancer risk by 2% [31].
Another screening technique that uses a small amount
of radioactivity is positron emission tomography (PET).
Radioactive materials termed radiotracers or radiopharma-
ceuticals are injected into the body, such that a part of the
body with greater absorption of radioactive tracers may indi-
cate disease. PET combined with computer tomography (CT)
allows the retrieval of information about the size, shape, and
location of a tumor. Although examination using PET/CT is
non-invasive but the injection procedure is invasive and the
use of radioactive material can be harmful to the patients.
A non-invasive ultrasound breast screening method uses
high-frequency sound waves that bounce off the breast tissue
and are collected as an echo to produce an image. This tech-
nique has limitations in identifying calcifications in women
age above 40 years. When performing ultrasound, specific
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FIGURE 1. Electromagnetic wave spectrum [39].
and improved anatomical knowledge is required as a formal
educational program.
Early detection of breast cancer can also be achieved using
magnetic resonance imaging (MRI) [32], PET/CT [33], and
ultrasound [34]. Using radio waves and magnetic fields,
breast images are obtained when diagnostic mammography
cannot identify a tumor or other possible growth of a lump in
mammograms.MRI scanning is well-adapted to studying soft
tissues. However, in some patients, the procedure can cause
claustrophobia and the procedure involves high expenses.
Recently, a screening method called thermography was
promoted as a risk-free, low-cost, non-contact imaging tech-
nique. Thermography is a non-invasive breast cancer screen-
ing approach that uses a thermal camera to capture breast
images [35]. It allows early detection using thermal anomaly
information of breast asymmetry. Breast cancer can produce
variations in the mammary thermal pattern prior to clini-
cal and mammographic changes (visible breast tissue on a
mammogram) [36]. As also reported previously [37], ther-
mography can detect breast cancer up to 10-years earlier
than mammography; however, thermography has a high false
positive rate depending on the classification technique used
for interpretation [38]. Consequently, a reliable classification
method for breast thermograms is necessary.
III. BREAST THERMAL IMAGING MODALITY
Infrared waves are within the wavelength range of light and
microwaves. All objects can emit infrared radiation as a
function of the temperature of that object. Heating an object
increases the amount of infrared radiation released and causes
it to propagate in shorter waves [40].
Figure 1 shows the electromagnetic spectrum. Infared
wavelength, which are not visible to the human eye, can be
captured using infrared detectors and cameras. Infrared radi-
ation generally covers wavelengths from 0.75 to 1000 µm,
whereas the wavelengths emitted by the human body during
diagnostic measurements are at narrow-band wavelengths,
8 to 12µm,which are termed the long-wave infrared (LWIR).
In medical infrared imaging, this range is known as thermal
infrared (TIR). Within this range, infrared emission usually
occurs as heat or thermal radiation, themeasurement of which
is termed thermography. The image produced by TIR imaging
is called a thermogram [39]. This infrared wave cannot be
visually observed because it lies outside the wavelength of
visible light, but it can be captured using a thermal camera.
A. POTENTIAL OF BREAST THERMOGRAM MODALITY
In general, thermography has two advantages. First, its ther-
mographic nature, which is non-invasive and enables visu-
alization and quantification, facilitates risk-free detection
of breast cancer. Second, thermography facilitates real-time
imaging, allowing data storage on a computer, which can
later be used for data processing [41]. Despite these advan-
tages, thermography is not considered as a replacement for
mammography. As discussed previously [42], mammography
remains the gold standard screening technique and offers an
effective means for early breast cancer detection. However,
certain factors can affect the diagnostic accuracy of mam-
mography [43]. First, mammography primarily depends on
structural distinction and anatomical variation of the tumor
from the surrounding breast tissue. Second, mammography
sensitivity is higher for older women (60–69-years) than for
younger ones (less than 50-years).
Comprehensive research concerning the medical imaging
modalities for diagnosing breast cancer [46] suggests that
thermography is a superior imaging modality for dense breast
tissues and their early detection. This finding is supported
by previous research [47] which indicated that thermography
could be correct from 8–10 years before mammography can
detect a mass. Furthermore, mammography has difficulties in
reading a large, dense, and fibrocystic breasts. As discussed
in a previous study [48], to reliably detect tumors using X-
rays, the density of the lump should be more than that of the
surrounding tissue. Consequently, mammography is mainly
applicable to a woman aged above 45-years. As reported
previously [49], the average size of tumors undetected by
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thermal imaging and mammography is 1.28 and 1.66 cm
respectively indicating that thermography can facilitate ear-
lier tumor detection.
Nevertheless, a further study [50] did not recommend the
use of digital infrared thermal imaging (DITI) for women
with a history of a surgery or core biopsy, despite the fact
that it is non-invasive and painless. This is due to the low
sensitivity of DITI hindering its recommendation as a primary
evaluation or routine basic screening for breast cancer.
A study [51] compared the accuracy of thermography and
mammography in detecting breast cancer verifying that the
accuracy of mammography is higher than that of thermogra-
phy (76.9% versus 67.7%). In conclusion, at that time ther-
mography could not replace mammography as an early breast
cancer detection method. However, the use of thermography
as a companion to mammography is highly recommended to
obtain maximum test results.
B. BREAST THERMOGRAPHY
As discussed in [52], changes in temperature distribution
are a symptom of abnormality in body tissues. A study also
confirm that the thermal distribution of cancerous breast and
tumor volume fraction in the heterogeneous zone influences
the breast surface temperature [53]. However, given the lim-
itations of the human visual system such temperature dif-
ferences are difficult to detect. Therefore, a system that can
detect changes in temperature distribution is required.
In 1957, a study [54] reported thermography as a new tool
for investigating breast lesions. Infrared photons represent
only a narrow-band of the electromagnetic spectrum, but
the information contain within these images is fundamen-
tally associated with the functional status and movement in
the body [55]. Following several decades after the develop-
ment, a new system for acquiring surface thermal patterns of
the breast and image interpretation was developed [56] and
termed thermal texture mapping. Thermal texture maps were
introduced in 2004 to solve the inverse problem of the heat
transfer equation by locating inner abnormal heat sources and
their metabolic status [57].
In 2017, a complementary non-invasive tool for thermo-
gram acquisition was introduced [44]. Its proposed protocol
is shown in Figure 2. In this method, the IR thermographic
device is placed 1.2 m away from the relaxed seated patient.
FIGURE 2. Thermogram acquisition setting [44].
At this distance, the minimummeasurable spot size is 0.5 cm,
which allows the measurement of cancer tumors sized larger
than 0.5 cm. Two types of protocol may be employed in
capturing the image: static and dynamic protocols. The static
protocol involves a single image captured after 10–15minutes
of thermal stabilization during rest, whereas the dynamic
protocol involves a series of thermograms captured every
15 seconds during five minutes.
In the same year, Bhowmik et al. [58] also proposed a stan-
dard breast thermogram acquisition protocol. Factors influ-
encing thermography such as patient’s personal and medical
information as well as room condition were adjusted before
the examination. The acquisition of breast thermograms was
conducted in a black cubicle to acquire a homogeneous back-
ground. A bed-cum-table was designed to assure acclimation
among patients, who were asked to lie down for 15 minutes.
Patients were positioned 1 meter away from the thermal
camera except thosewith a larger-than-average body anatomy
and the best-fitting distance was determined. Images were
captured in the supine, frontal, left lateral, right lateral, left
oblique, and right oblique views.
Figure 3 shows the thermograms of normal and abnor-
mal breasts, with the latter indicating a disease state, down-
loaded from the DMR database [45]. These images show
three patients with different medical histories. Figure 3(a)
shows an image of a healthy patient having undergone no
previous screening test. Figure 3(b) shows an image of a
healthy patient with a history of no complaints and symptoms,
but with warts on the left breast; this patient had undergone
mammography. Figure 3(c) shows an image of a patient
with cancer who had undergone biopsy of the left breast.
The varying temperature distributions among these different
case images are clearly noticeable. These variations are an
important signature of breast thermogram for breast cancer
detection.
It is important to note that the menstruation cycle must
be considered when conducting thermography. A study [38]
found that a patient on the 20th day of the menstruation cycle
has an unstable body temperature resulting in false-positive
interpretation of her breast thermogram. Hence, thermogra-
phy is recommended to be performed within the 5th and
12th or on the 21st day of menstruation to avoid false
interpretation.
C. BREAST THERMAL DATASET
Several studies on breast thermogram acquisition have been
conducted during the last decade. As shown in Table 1,
the first dataset [59] was selected from images taken
in 1984 by Dr. Monique Frize and her team, using the first
generation thermographic camera Thermovision 680Medical
(Agatronics) connected to an OSCAR 780 (Agatronics).
Unlike the large number of mammograms that are
stored in public digital databases, breast thermograms are
stored mainly in private databases. Currently, relatively
few public breast thermogram databases are available, e.g.
PROENG [65] and Silva et al. [45]. Other online datasets
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FIGURE 3. Breast thermograms downloaded from Database for Mastology Research (DMR) [45].
TABLE 1. Breast thermogram dataset.
include those used previously [66] from Ann Arbor Ther-
mography [67], the Thermal imaging lab in the San Francisco
Bay Area [68], the American College of Clinical Thermology
[69], Thermography of Iowa [70], and Sunstate Thermal
Imaging Center in Australia [71].
We suggest that more studies of breast thermogram acqui-
sition with universal standards should be undertaken in the
future to support specialists and researchers in their edu-
cational and research activities. Moreover, datasets are the
primary concern in the training processes of DNNs.
D. BREAST THERMAL FEATURE
A feature is any distinctive aspect or characteristic that is used
to solve a computational task related to a certain application.
Each breast has particular thermographic characteristics or
patterns that do not change over time [38]. Slight temperature
variation in breasts indicates new developments in the breasts
andwarrant further examination. This is based on the assump-
tion that breast temperature should be symmetrical. Thus,
if one breast has cancerous cells, then the two breast thermo-
grams would deviate from each other. In general, the highest
average mean temperature deviation of the patient with breast
cancer and the benign is 0.51◦C, and with the healthy one is
0.85◦C [35].
The symmetry of breast thermograms is described by the
image features which can be used as parameters to classify the
thermograms of patients with and without cancer. Regarding
DL, such features will be used as inputs for the classification
algorithm. Thus, it is important to identify image features
that uniquely describe the symmetry pattern of breast thermal
distribution.
A study [72] proposed a statistical method to identify
parameters that best distinguish healthy, benign, and malig-
nant groups of patients. First, the correlation coefficient of
the variable mean, standard deviation, median, and mode of
the temperature was calculated and tested for significance.
The results showed that the mean, median, and mode have
a low correlation coefficient among the healthy, benign, and
carcinoma cases but a high correlation between breasts in
individual groups. However, the standard deviation shows a
low correlation between the breasts of each case. Second,
using descriptive statistics, the histograms of each breast were
obtained. The histograms of the carcinoma case showed a
significantly different skewness and mean temperature com-
pared with those of normal and abnormal breasts. Figure 4
compares the histograms of healthy and cancerous thermo-
grams to illustrate their differing temperature distributions.
Figure 4(a) shows an image of a healthy patient indicating
no significant differences in the histograms of both breasts.
However, Figure 4(b) shows an image of the patient with
cancer on the left side of the breast. The temperature distri-
bution is asymmetrical and has a different mean temperature
compared with those of normal side.
An investigation to determine the breast thermogram
signatures was further conducted [73] and first- and
second-order of the statistical parameters were analyzed. The
investigation confirmed that among the analyzed first-order
parameters, only mean and skewness were promising for
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FIGURE 4. The histogram of a) healthy and b) cancer thermograms.
successful classification of breast thermograms, but theywere
not effective for separating breast thermograms with and
without tumors when used as inputs for NNs. On the other
hand, the second-order approach (co-occurrence matrix) pro-
vided better results because its difference variance and vari-
ance allow the separation of almost all healthy and malignant
tumor cases.
In Table 2, we present first-order histogram based fea-
tures and co-occurrence matrix based features. An image is
assumed as the function f (x, y) of two space variables x and y.
The value of the function is any discrete value of i within
the range i ∈ [0,L − 1]. For the first order histogram based






δ(f (x, y), i) (1)
where δ is the Kronecker delta function,
δ(j, i) =
{
1, j = i
0, j 6= i
(2)





The co-occurrence matrix, hdθ (i, j), is calculated as
described previously [75]. Co-occuring values of i and j are
counted when two pixels with distance d and direction θ
exist. This could result from a symmetric pairs separated by
d and −d or not symmetric pairs separated by d distance.
When the co-occurencematrix hdθ (i, j) is divided by the num-
ber of neighbouring pixels R(d, θ) in the image, the matrix
becomes an estimate of joint probability, pdθ (i, j). For image
f (x, y) with a set of L discrete intensity levels, the matrix
hdθ (i, j) is defined such that its (i, j)th entry is equal to the
number of times that f (x1, y1) = i and f (x2, y2) = j,
where
(x2, y2) = (x1, y1)+ (d cos θ, d sin θ ). (4)
A study applied both histogram statistical and gray-level
co-occurrence matrix (GLCM) for the identification of
textural features of breast thermograms [76]. Features
of segmented breast thermograms were extracted using
the first-order statistics of entropy, kurtosis, mean, skew-
ness, standard deviation, and variance. On the other hand,
in GLCM, entities of contrast, correlation, energy, and
homogeneity were used to describe the texture feature. The
mean value was the most significant value of the first-order
statistics to separate cancerous and healthy thermograms.
In texture-related GLCM, contrast, homogeneity, and energy
were justified as the most distinctive values distinguishing
healthy and cancerous thermograms.
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TABLE 2. First-order histogram and co-occurrence matrix based features [74].
IV. DEEP LEARNING FOR BREAST THERMOGRAM
CLASSIFICATION
The neural network is inspired by how neurons in the human
brain work. Each neuron in the human brain is interconnected
and information flows across each of these neurons. In NNs,
each neuron receives input and performs a dot operation
with weights and biases. Weight specifies the strength of the
connection between two nodes. Biases are external values that
increase or decrease the net input of the activation function
[77]. Nodes are the individual processing units in each layer.
Figure 5 illustrates the mathematical model of a neuron.
FIGURE 5. Neural Network resembles human nerves system [78].
A neural network comprises neurons or units with activa-
tion function ϕ(.) and parameter θ = {W,B}, where W is
the vector of weights (kernel) and B is the vector of biases.




wixi + b = ϕ(WT x+ B). (5)
The activation function expresses a linear combination of
input x with respect to neurons and parameters, followed
by an element-wise nonlinearity. The transfer or activation
function determineswhether or not the neuron ‘‘active’’ based
on the weighted sum of the input.
Learning from data has two main goals: to understand
the data generation process and data interpretation; and to
predict future observations. Predicting future projects does
not require a probabilistic accuracy rate. However, accuracy is
a focus of medical data interpretation. As applied in detecting
breast cancer, 100% accuracy is required to ensure that the
diagnosis follows the ground truth.
Neural network is a massive parallel distributed processor
made up of simple processing units, which has a natural
propensity for strong experiential knowledge, making it avail-
able for use. The NN algorithm allows the learning of the
qualitative value of an image. Thus, it is appropriate for
application in breast thermogram classification.
A convolutional neural network (CNN) is a deep neural
network algorithm that processes input images by assign-
ing certain learnable weights and biases to map important
features that differentiate one image from others. In this
way, the classification result can be observed as the output.
Figure 6 shows the general architecture of CNNs for classi-
fying the breast thermograms into two classes, healthy and
cancer. Three major considerations must be made: dataset
preparation in image pre-processing, feature learning, and
classification. The classification can be binary (healthy and
cancer), or more classes such as healthy, benign, and malig-
nant. In the following sections, we review the concepts and
related efforts in CNN implementation for breast thermogram
classification.
A. IMAGE PRE-PROCESSING
Image pre-processing aims to improve image data/features by
suppressing unwanted data and enhancing important image
features to increase the performance of the NN model. Image
pre-processing is crucial for NNs given that the success
of the learning process depends on feature learning from
input images. Generally, image pre-processing includes mean
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FIGURE 6. Convolutional Neural Networks for BC early detection using breast thermograms.
subtraction, normalization, PCA whitening, and local con-
trast normalization [79].
The normalization of the breast thermogram temperature
matrix was undertaken previously [80]. The study compared
the classification accuracy of normalized datasets with the
non-normalized breast thermogram temperature matrix. The
result showed that the normalized input has a 16% better
accuracy rate than the non-normalized input.
In addition, common techniques used for breast thermo-
gram pre-processing include resizing, segmentation of the
region of interest (ROI), and augmentation. Image resizing
aims to provide the base size for all input images. The size
of the image comprises its weight; height; and the number
of red, green, and blue (RGB) channels. For example, given
that the breast thermogram has three RGB channels, its size
is 224× 224× 3 with a square size weight and height of 224.
Image segmentation considers only ROI and eliminates
the rest of the image. The ROI of the breast thermogram
should include half of the armpit such that all breast tissue and
nearby ganglion groups are analyzed [35]. A review of ROI
extraction in thermography images for the medical purposes
can be found in previous study [81]. Automatic segmentation
approaches lead to fast and highly reproducible analysis;
thus, it is essential to standardize the anatomical landmarks
of ROI to the edges of the image during acquisition. The
characteristic points chosen prior to developing automatic
segmentation are as follows [81]:
• thermal features or local thermal patterns because the
temperature distribution pattern is different and invariant
in contrast to those of the adjacent regions.
• topographic anatomy, geometric shape, and arrangement
of well-defined anatomical landmarks.
• anthropometric ratios, such that different body propor-
tions show a mutual agreement.
The segmented ROI of a breast thermogram shows a sig-
nificant increase in temperature compared with that in the
neighboring area. As noted in Table 3, various segmentation
techniques were applied to determine the best method to
produce ROI to allow optimum feature extraction. The asym-
metry of breasts with cancer drives breast thermogram seg-
mentation to detect the bifurcation line of the right and left
breasts.
The most challenging part of breast segmentation is identi-
fying the lower breast boundaries and inframammary folds
due to limitations of low contrast. Suganthi and Ramakr-
ishnan [88] proposed anisotropic diffusion filter integration
with the level set framework to avoid smoothing across the
boundary and preserve sharp boundaries. The similarity of
segmented ROIs and the ground truth images achieves aver-
age accuracy of 98%. The level set method was improved by
Golestani [66], for high accuracy with minimum computation
time.
Sathish et al. [89] showed tracing shape edges by applying
a polynomial curve fitting. This method was able to detect
slight concavities in the upper border and convexities in the
lower part. The algorithm was claimed to work more rapidly
than the Hough transformation that is commonly used for
curve extraction.
Pramanik et al. [91] proposed a new multiscale
local intensity measurement function (multisclae spatially
weighted pixel-contribution and shape-feature-embedded
force, MSPSF) to manage complexity arising from intensity
non-uniformity and noise. Segmentation was undertaken
in two steps: MSPSF energy functional and MSPSF-based
level set methods. The MSPF energy functional-based level
set method was used to compute the intensity distribu-
tion of the region and produce sharp discontinuities. The
level set method worked in two stages, to automatically
initialize the complex intensity distribution of breast ther-
mograms and minimize energy. The proposed segmentation
method was found to reduce computation time. In another
proposed segmentation method, Pramanik et al. [92] used
arc-approximation to identify the upper boundary of the
breast alongside triangular-space search (BATS) to trace
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TABLE 3. Segmentation of breast thermogram.
lower boundary curve of the breast region. However, in some
cases, this method failed to segment the breast region
accurately.
Instead of the level set method in which an evolving con-
tour moves toward the target boundary, a recent segmentation
method proposed by Koshki et al. [93] located the initial
contour within the desired object and converged to the outside
contour pixels with similar intensity to average intensity.
This extending contour level set model can extract objects in
multi-region images such as breast thermograms.
Another process in preparing the dataset before feeding it
to the NN is augmentation. This process aims to deal with
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limited datasets. The works in [94] convey four types of data
augmentation; horizontal and vertical flip, rotation between
0–45 degrees, 20% zoom, and normalized noise.
The quality of the dataset fed into the NNs also affects the
accuracy of image classification. Another study [95] evalu-
ated the visual quality of color image datasets in four DNN
models: Caffe Reference [96], VGG-CNN-S [97], VGG-16
[98], and GoogLeNet [99]. The images downloaded from the
dataset in a study [100] were conditioned with five types
of distortion: JPEG compression, JPEG2000 compression,
noise, blur, and contrast. Their subsequent classification con-
firmed that the accuracy of networks decreases as image
quality degrades. The worst falloff occurred in the Caffe
and VGG-CNN-S networks. In the deeper networks, i.e.
VGG-16 and GoogLeNet, the performance decreased more
slowly because the depth structure has more capability in
learning image features. This result also demonstrated that
noise, contrast, and JPEG distortions significantly degrade
classification accuracy.
B. CONVOLUTIONAL NEURAL NETWORKS
NNs are commonly used for recognizing and detecting
objects in image input data. In general, CNN is similar to
other NNs, having weight, bias, and the activation func-
tion when processing inputs. However, CNNs enable feature
extraction to learn patterns from high-dimensional inputs.
This process is termed convolution and is executed in a
convolutional layer (feature extraction layer). As shown in
Figure 6, CNN has two major layers: feature extraction and
fully connected.
1) FEATURE EXTRACTION LAYER
The feature extraction layer performs encoding to gener-
ate image features. Here, one input image is encoded to
be a feature map containing numbers that represent image
characters. This layer comprises two execution parts: con-
volution and pooling. The convolution part is structured
such that a filter (kernel) with a certain size is formed.
Given that the breast thermogram comprises three color chan-
nels (RGB), there are three kernels in accordance with the
channels.
In simple words, a filter (kernel) slides along the width and
height of the input feature map, with each slide denoting the
dot product operation of each part of the input feature map
with the appropriate kernel value. This operation is called
convolution. For example, a 2D input feature map has a size
of 4× 4 and a convolution filter sized 2× 2. The convolution
layer multiplies the filter with the same size as the input
region by 2 × 2. This procedure is repeated until the whole
input area is multiplied by the filter. The resulting values are
summed to generate one output, which is called the feature or
activation map. The number of feature maps depends on the
size of the kernel.
When creating the convolution operation, we have to con-
sider the size of the stride and padding. Stride is the parame-
ter that determining the steps along the horizontal followed
by vertical positions. For example, if the stride is 2, the
kernel steps 2 pixels horizontally and 2 pixels vertically [79].
A smaller stride results in more detailed information retrieval;
however, not all small sized strides will introduce good per-
formance.
Theoretically, the output dimension will always be smaller
than the input dimension, except a kernel sized 1 × 1 with
stride of 1. Given that the output will be used as the input
for the next convolutional layer, more information will be
rendered unnecessary. To overcome this problem, one can
apply padding into the input. Padding is the parameter deter-
mining the number of pixels (with zeros) to be added at each
side of the input to manipulate the output dimension of the
convolutional layer (feature map). By applying padding at all
input sides, the output dimension can be set to be equal or
to not decreases, allowing the deeper convolutional layer to
be applied; this enable more features to be extracted. Padding
also improves DNN performance by allowing the convolution
filter identify true information among zeros.
The output of the feature layer is a feature map, which is
then fed into the pooling layer. The pooling layer comprises
one filter with a certain size of stride. In the convolutional
layer, feature maps are up-sampled, whereas in the pool-
ing layer, feature maps are down-sampled. In other words,
the dimensions of the feature map in the pooling layer are
reduced to avoid overfitting. There are two commonly used
types of pooling activation functions that are usually being
used: max pooling and average pooling. The maximum value
of the feature maps is selected in max pooling, whereas
the average value of all feature maps is selected in average
pooling.
CNN layers are often followed by a non-linear activation
function. To overcome this condition, the activation function
takes a real-valued input and compresses it within a small
range such as [0, 1] and [-1, 1]. The non-linear function allows
NNs to learn non-linear mapping. It works as a switch that
decides whether or not a neuron activates if provided with
certain inputs. Common activation functions used in DNN are
the sigmoid, tanh, and ReLu functions [79].
In the learning features, CNNs iterate convolution and
max pooling processes many times to recognize the char-
acteristics (features) of the input. Figure 7 illustrates the
convolution process in CNN using breast thermograms as
the input images. Given that the input has three channels
(RGB), the kernel volume also comprises three individual 2D
kernels. Each channel convolves with one kernel. The size of
the kernel is determined according to the number of feature
maps.
Figure 8 shows the visual results of the convolutional
stage of NN in learning the features of a cancerous breast
thermogram. In total, 32 feature maps were generated by
a pre-trained CNN of MobileNetV2 [102] using one breast
thermogram. The feature maps are stored in the pooling and
the position of a pixel in the activation function of a channel
corresponds to the same position in the original image. Each
tile in the grid of the feature map represents the convolution
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FIGURE 7. Visualization of convolutional process of a cancerous breast thermogram; modified from a previous study [101].
FIGURE 8. Feature mapping of a cancerous breast thermogram with a size of 224 × 224 into 32 feature maps.
result of the input image with a specific kernel. White pixels
represent strong positive activations, black pixels represent
strong negative activations, and gray pixels a less strong
activations on the input image. A white pixel at some loca-
tions in a channel indicates that the channel is strongly acti-
vated at that position [103].
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As shown in Figure 8, some feature maps provide impor-
tant information on the input image, whereas other maps fail
to describe the value of the feature extracted. This indicates
that some kernels fail to detect the significant information
in textural features. Interpretation of feature mapping results
indicates which kernel strongly extracts the input feature.
Assigning a good kernel should reduce the training time nec-
essary to learn the input feature, thus making the simulation
more rapid.
2) FULLY-CONNECTED LAYER
Feature maps resulting from the convolutional layer are in
the form of a multidimensional array. Thus, it is necessary
to flatten or reshape the feature map into a one-dimensional
array (vector) before it is used as the input for the fully
connected layer. In other words, fully connected layers cor-
respond to convolutional layers with a filter size of 1 × 1.
A fully-connected layer is also known as a dense layer,
in which each input is connected to each output by learnable
weights. When features are extracted by convolutional layers
and down-sampled by pooling layers, they are mapped by a
subset of fully-connected layers to the final outputs of the
network, such as probabilities of each class in classification
tasks. The final fully-connected layer typically has the same
number of output nodes as classes [104].
C. IMAGE CLASSIFICATION
Image classification is the process of classifying images
according do their visual content. The training process for
NNs involves recognizing breast thermograms with given
label e.g., healthy and cancer. This challenge is known as
supervised learning [105].
When classifying an object into different categories, CNNs
often make decision from a probabilistic point of view, which
is termed inference. This means that output probabilities will
be an array of numbers between 0 and 1. One common type
of output model is the softmax function which calculates the
probability distribution of an event. In CNNs, the softmax
function calculates the probability of an output image over





for j = 1, · · · ,K , (6)
where zj is a number of inputs layer to the output layer and k
indexes of the output units.
D. BACKPROPAGATION
Backpropagation is performed in the final layer of CNNs and
is used only during training. Here, NNs learn from errors
during training. This process updates weights such that the
biases are zero based on the difference in the target output
(ground truth) and predicted output. Loss and optimization
functions are applied to reduce the bias (error). The mean
square error and common loss function in the classification
problem involves a cross-entropy loss defined as follows [79]:
L(p, y) = −
∑
yn log(pn), n ∈ [1,N ] (7)
where y denotes target output, p is the probability of each
output class, and n denotes the neurons. There is a total N
neurons, therefore p, y ∈ RN. The probability of each class
can be calculated using the softmax function.
An optimization algorithm is applied to reduce loss. Cur-
rently, the most popular optimizer in training samples is
the stochastic gradient descent (SGD) given that it per-
forms a parameter update for each training sample [106].
Considerable amount of research has aimed to accelerate
gradient descent, such as limited-BFGS [107], parallelized
SGD [108], and stochastic variance reduced gradient [109].
In 2014 Adam optimizer was introduced as superior opti-
mizer for used in training DNNs [110]. The Adam optimizer
requires low memory and is an adaptive learning rate opti-
mizer. Nonetheless, in some cases, SGD exhibits better result.
Since then, many studies have been conducted to address the
limitation of the Adam optimizer such as Adagrad [111] and
RMSProp [112].
V. RESEARCH ON BREAST THERMOGRAM
CLASSIFICATION
In a cohort study in 2002, E. Y. K. Ng initiated works of
early breast cancer detection using NNs [38]. Four back-
propagation NNs were developed to examine the accuracy
of detection based on breast thermograms. This examination
classified the breast cases into normal, benign, and malignant
groups. Although its accuracy rate was poor, this study con-
firmed the potential of using breast thermograms with NNs
to detect breast cancer at an early stage. Subsequently, more
approaches were developed, as shown in Table 4.
In 2004, Jakubowska applied artificial NN (ANN) with
non-linear discriminant analysis (NDA) [113]. This technique
was found to reduce false positive errors. In the same year,
Koay implemented two backpropagation techniques of ANN,
resilient backpropagation, and Levenberg-Marquardt (LM)
algorithms [59]. Backpropagation NNs were trained using
18 images and validated with 19 breast thermograms. Input
data comprise five statistical parameters from two conditions,
whole breast and breast quadrant. The ANN with the LM
algorithm showed the best results by correctly predicting all
images with breast quadrant statistics.
In 2008, an advanced integrated technique of artificial NNs
and bio-statistics was conducted in [114]. They implemented
ANN of radial basis function network (RBFN). The predic-
tion in identifying breast cancer in healthy and cancerous
classes resulted 80.95% for accuracy rate with 100% sensi-
tivity and 70.6% specificity.
Acharya et al. applied SVM to classify breast thermograms
into normal and malignant [115]. Textural features extracted
from the co-occurrence matrix were fed into the SVM clas-
sifier and resulting in an accuracy of 88.10%. The study
[116] compared these three classifiers: SVM, Naïve Bayes,
and k-NN. Twenty textural features based on GLCM were
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TABLE 4. Works on breast thermogram classification using artificial
neural networks.
used to group the negative and positive masses of breast. The
resulting accuracy rates were 85%, 80%, and 92.5% for SVM,
Naïve Bayes, and k-NN, respectively. A further study [89]
classified normal and abnormal breast thermograms based
on GLCM textural features and histograms. To improve the
accuracy rate, SVM was tested with various kernel func-
tions such as linear, radial basis function (RBF), polynomial,
quadratic, andmultilayer perceptron. In total, 79 data samples
were used to train the algorithm, and one sample for testing.
SVM RBF was found to outperforms the classification by
90% accuracy, 87.5% sensitivity, and 92.5% specificity.
In 2012, Nicandro et al. proposed a thermogram diag-
nostic technique using the Bayesian network classifier [117]
allowing the visualization of interactions between chosen
variables. However, their result showed a low accuracy
(71.88%) and very low specificity (37%). EtehadTavakol
et al. performed breast thermogram classification using adap-
tive boosting resulting in higher accuracy rate in detecting
malignant and non-malignant cases 95%, and benign and
normal 83%.
Throughout these studies, the objective of improving the
maximum accuracy to 100% has been targeted. The optimiza-
tion of NN approaches using the DL approach has motivated
the implementation of the DNN model in classifying the
breast thermal medical imaging. The implementation of CNN
for breast cancer detection based on breast thermogram is
outlined in Table 5.
In 2018, a study [119] applied the DNN model Inception-
v3 [99] coupled with SVM to classify breast thermograms
TABLE 5. Works on breast thermogram classification using deep learning.
into binary classes: healthy and sick images. To deal with
the limited breast thermogram dataset, this study applied the
image pre-processing. Following pre-processing of augmen-
tation, the breast thermograms were fed into the integrated
classifier of DNN Inception-v3 [126] and SVM [127] to train
the networks, but not all features were classified properly.
Although this result was not completely satisfying, it repre-
sented a significant advancement in the application of DL.
A study [120] applied a multilayer perceptron DNNmodel
to classify breast thermogram in four classes. Although
its accuracy was at 95%, feature extraction was performed
conventionally.
Breast infrared imaging classification was previuosly
achieved by applying CNN as a classifier for static and
dynamic images [121]. This research aimed to address
the problem of limited datasets by conducting some
pre-processing techniques. Four strategies were used to eval-
uate protocols of static and dynamic image acquisition [45].
The first strategy assigned all data (20 images) in a single
array. The second involved use of all 20 images of a patient set
and computation of their mean value. Third, the first and last
images with a significant difference were chosen, and their
mean was computed. The last method used image subtraction
of the last and first images to produce transformed image
for use as an input for the training network. These strategies
enabled the reduction in the required dataset size to achieve
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an effective model. In this study, the CNNs architecture com-
prised two convolutional layers and two max pooling layers.
The output layer is a fully connected layer with two classes:
healthy and unhealthy, and the networks were optimized
using the Adam optimizer. The proposed model resulted in
accuracies of 98% for the static protocol and 95% for the
dynamic protocol.
A comparison of the performance of CNN for early
detection of breast cancer based on infrared thermogra-
phy was undertaken previously [124]. CNN architectures
of ResNet18, ResNet34, ResNet50, ResNet152, VGG16,
and VGG19 were implemented using Fast.ai and Pytorch
libraries. The result of this comparison showed that
ResNet34 and ResNet50 provided 100% accuracy in blind
validation; however, ResNet50 was claimed to be less stable
compared to ResNet34.
Another study compared CNN performance between
dense and lightweight NNs [122]. The comparative study
was performed by fine-tuning the pre-trained networks
using the MatLab DL toolbox [90]. The pre-trained net-
works of ResNet101 and DenseNet201 were used as dense
NNs, and MobileV2 and ShuffleNetV2 as lightweight
NNs. During data training process, the results showed that
MobileNetV2 outperforms all other pre-trained models in
training effort, although it has lower sensitivity than deep
DenseNet201.
A comparison of the performance of DL models using
transfer learningwas also performed [123]. Using 173 images
from DMR [45], 7 CNN pre-trained architectures were com-
pared. The CNN model VGG-16 exhibited a higher perfor-
mance than AlexNet, GoogLeNet, ResNet-50, ResNet-101,
Inception-v3, and VGG-19.
Recently, a study [94] demonstrated the influence of data
pre-processing, data augmentation, and database size on the
proposed CNN model. Augmented thermogram databases
were used to train SeResNet [128], ResNet50 [129], VGG16
[98], Inception-v3 [126], InceptionResNetV2 [130], and
Xception [131] CNNmodels. After pre-training, it was found
that the simpler CNN models resulted in higher performance
metrics. The authors also compared several backpropaga-
tion optimizers. The GAP layers, Adam, RMSProp, and
SGD optimizer were implemented and observed during the
experiment. They found that GAP layers and Adam opti-
mizers yielded the best results. Finally, a proposed CNNs
model based on the experiment result was built and was
able to classify the breast thermograms with an accuracy
of 92%.
Another study implemented image segmentation prior to
feeding the input into CNN [125]. The thermography breast
images were segmented using the combination curvature
function k and gradient vector flow method. These ther-
mograms were classified into binary classes of normal and
abnormal using a CNN model based on the CNN model
proposed by LeCun et al. [132]. Although the accuracy rate
was 100%, the simulation time was not mentioned in the
discussion.
Most previous studies have shown that DNNs with shallow
layers perform particularly well by virtue of their ability to
decrease simulation time while maintaining high accuracy.
Models with shallow architectures and few parameters are
robust against overfitting problems involved inDL algorithms
and can harness the ability to learn data using hidden layers.
Moreover, because there are only two to four classes assigned,
the use of a simple CNN models is a good decision for the
purpose of breast thermogram classification.
VI. FUTURE WORKS
Based on our review of the literature, it is affirmed that
DL implementation in medical image classification results
in higher accuracies than other neural network (NN) meth-
ods. When detecting breast cancer using DL, two crucial
points must be addressed: how to detect at an early stage
and use of a high accuracy rate. A DL algorithm requires
large datasets to ensure 100% accuracy validation. Thus,
to enable the effectiveness of DL in classifying breast thermo-
grams, the availability of a representative dataset is essential.
To enable early detection, pre-screening examination can be
conducted by breast self-examination (BSE) method. Hence,
a DL algorithm should be lightweight to allow the installation
of an application in a portable device capable of supporting
self-screening. Breast thermograms with an ROI as an input
should support less computation for a lightweight model.
To facilitate these requirements, we recommend that future
efforts should take into account the production of the rep-
resentative dataset, assembling segmentation and augmen-
tation algorithms, assigning a good kernel, and building a
lightweight CNN model.
1) REPRESENTATIVE DATASET
The availability of representative dataset is important for the
training process. More datasets will increase the robustness
of the training performance, taking into account the datasets
used to train the CNN model. The number of training data
should also be balanced for the assigned classes.
Studies addressing dataset acquisition should be con-
ducted to support the early screening methods. Current pub-
lic datasets are available in only two classes, healthy and
sick, which are insufficient for comprehensive early screen-
ing. Early screening methods should ideally be capable of
identifying tumors with sizes of less than 20 mm (at the
pre-cancerous stage). Thus, we suggest three classes of
dataset should be provided: class I comprising a healthy
breast thermogram, class II comprising patients with a
tumor size of less than 20 mm, class III comprising breast
thermograms from patients with tumor sizes larger than
20 mm [133].
2) AUTOMATIC SEGMENTATION AND AUGMENTATION
Prior to feeding inputs into CNNs, image pre-processing of
breast thermograms should be performed to facilitate a fea-
ture extraction processes. Image pre-processing at this point
could include the denoizing input images and taking ROIs of
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the breast thermograms. Another pre-processing that should
be improved is the data augmentation.
Feeding only the ROI portion into further considerations
may accelerate the feature mapping operations in the con-
volutional layer because only the important parts of the
breast thermograms are learned. Previous studies have shown
that accuracy can be increased when the input images are
segmented. Thus, ROI segmentation needs to be targeted.
Segmentation of breast thermogram must cover all breast tis-
sue and nearby the ganglion area. A representative ROI could
be achieved using a good segmentation algorithm. A means
of automatic ROI segmentation should be built and assembled
to the CNN algorithm. This would reduce computation time
and may increase classification accuracy rates.
Moreover, data augmentation is an effective approach to
deal with limited datasets. It allows synthetic transformations
of the input. Dataset translation and similar approaches are
invariant in convolution and pooling techniques. Thus, they
are useful techniques for improving data learning and increas-
ing interpretation accuracy.
3) GOOD KERNEL
CNN enables automatic feature extraction. Therefore, theo-
retically, determining which features characterize the healthy
and cancerous image is not necessary. However, given that
we consider the knowledge of important features in breast
thermogramswhen designing a DLmodel, we can shorten the
feature learning process. This can be achieved by assigning
a good kernel that accurately maps important features. Sub-
sequently, convolutional calculation may be minimized and
classification simulation may proceed more efficiently.
4) MOBILE LIGHTWEIGHT
In supporting early stage breast cancer detection, a portable
breast cancer detector has been proposed [134]. However,
the NN algorithm applied here has not yet achieved 100%
accuracy. Nonetheless, CNN has shown better performance
in classifying images and current CNN models are built
for many classes with many parameters. Because there are
only between two and four classes in breast cancer detec-
tion projects, CNN can be constructed within the constraints
imposed by lightweight model.
Designing a simple CNN with adequate layers and good
kernels can speed up convolution computation. A lightweight
mobile model will enable the development of an BSE
application for a portable device. This would better enable
self-screening examination for early breast cancer detection.
Consequently, research should focus on integrating thermog-
raphy and DL approaches in line with the development of
portable screening devices.
VII. CONCLUSION
Early detection of breast cancer remains the cornerstone
of breast cancer control. Breast self-examination is recom-
mended by the World Health Organization to raise women
awareness of breast cancer risks. Thermography has been
proposed as an early detection screening method, and we
believe that it provides a promising development towards a
self-screeningmethod that can detect breast cancer at an early
stage. An overview of breast thermogram potential indicates
that the early symptoms of breast cancer can be observed by
identifying the asymmetrical thermal distributions between
the breasts.
The asymmetrical thermal distribution on breast thermo-
grams can be evaluated using computer-assisted technol-
ogy. The use of this technology can minimize errors. Our
review has shown that the current NN models have led to
an increased in accuracy of breast cancer thermogram clas-
sification, particularly in distinguising between healthy and
cancerous cases. Nevertheless, the performance of the NNs
model must be improved.
Future research needs to work toward improved classifi-
cation of breast thermograms. This will require providing
representative datasets, preparing good ROIs, assigning good
kernels, implementing lightweight CNN models. Achieve-
ment of these objectives will shorten the time involved in
convolution computation and increase accuracy rates. A risk-
free screening method using thermography could then be
proposed for self-breast screening method at an early stage
without requiring physical involvement.
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