In this paper we present an alternative viewpoint on recent studies of regularity of solutions to the Navier-Stokes equations in critical spaces. In particular, we prove that mild solutions which remain bounded in the spaceḢ 1 2 do not become singular in finite time, a result which was proved in a more general setting by L. Escauriaza, G. Seregin and V. Sverák using a different approach. We use the method of "concentrationcompactness" + "rigidity theorem" which was recently developed by C. Kenig and F. Merle to treat critical dispersive equations. To the authors' knowledge, this is the first instance in which this method has been applied to a parabolic equation.
Introduction
In recent studies, the idea of establishing the existence of so-called "critical elements" (or the earlier "minimal blow-up solutions") has led to significant progress in the theory of "critical" dispersive and hyperbolic equations such as the energy-critical nonlinear Schrödinger equation [2, 3, 8, 26, 45, 53] , masscritical nonlinear Schrödinger equation [29, 30, 31, 50, 51] ,Ḣ 1 2 -critical nonlinear Schrödinger equation [25] , energy-critical nonlinear wave equation [27] , energycritical and mass-critical Hartree equations [38, 39, 40, 41, 42] and energy-critical wave maps [9, 34, 48, 49] .
In this paper we exhibit the generality of the method of "critical elements" by applying it to a parabolic system, namely the standard 1 Navier-Stokes equations (NSE):
Typically, u is interpreted as the velocity vector field of a fluid filling a region in space, and p is the associated scalar pressure function.
The "critical" spaces are those which are invariant under the natural scaling of the equation. For NSE, if u(x, t) is a solution, then so is u λ (x, t) := λu(λx, λ 2 t) for any λ > 0. The critical spaces are of the type X, where u λ X = u X . For the Navier-Stokes equations, one can take, for example, X = L ∞ ((0, +∞); L 3 (R 3 )) or the smaller space X = L ∞ ((0, +∞);Ḣ 1 2 (R 3 )). In fact, one has the "chain of critical spaces" given by the continuous embeddingṡ
These are the spaces in which the initial data of solutions in the critical settings live, and we will also refer to them as "critical spaces" -that is, spaces of functions on R 3 whose norms satisfy λf (λ·) = f .
In the recent important paper [13] , L. Escauriaza, G. Seregin and V.Šverák showed that any "Leray-Hopf" weak solution which remains bounded in L 3 (R 3 ) cannot develop a singularity in finite time. Their proof used a blow-up procedure and reduction to a backwards uniqueness question for the heat equation, and was then completed using Carleman-type inequalities and the theory of unique continuation. Here, we approach the same problem using the method of "critical elements". Although we do also use the main tools appearing in [13] to complete our proof, we hope that it is more intuitively clear in our exposition why those particular tools are needed.
The precise statement of the main result we address in this paper is the following:
Theorem 0.1. Let u 0 ∈Ḣ ≤ A for all t > 0 such that u is defined.
Then u is defined (and smooth) for all positive times.
(Theorem 0.1 of course follows from the result in [13] .) We believe the methods given below will work as well if we replaceḢ 1 2 by L 3 in Theorem 0.1 and hence can be used to give an alternative proof of the result in [13] in the case of mild solutions. For technical reasons (described below) we start with the above result and plan to return to the more general case in a future publication.
The "mild solutions" to NSE which we consider in our approach have the form
for some divergence-free initial datum u 0 , with the linear solution operator L and nonlinearity f given by (0.3) L(t) = e t△ , f (u(s)) = −P(u · ∇u)(s) .
Here e t△ u 0 is the convolution of u 0 with the heat kernel, and the equation (0.2), (0.3) comes formally from applying the Helmholtz projection operator P to (0.1) which fixes u t − ∆u and eliminates the term ∇p, and then solving the resulting non-homogeneous heat equation by Duhamel's formula. Under sufficient regularity assumptions, mild solutions are in fact classical solutions, and the existence of such a solution on some time interval is typically established via the contraction-mapping principle in an appropriate function space.
We follow the method of C. Kenig and F. Merle. In a series of recent works [25, 26, 27] , they use the method of "critical elements" to approach the question of global existence and "scattering" (approaching a linear solution at large times) for nonlinear hyperbolic and dispersive equations in critical settings. For example, for the 3D non-linear Schrödinger equation iu t + △u = f (u) (NLS), they considered (0.2) with (0.4) L = e it△ , the free Schrödinger operator, and both (0.5)
(the focusing case), and
(the defocusing case), the exponents needed for the "Ḣ 1 -critical" and "Ḣ 1 2 -critical" settings, respectively. Note that in the case (0.6) of cubic nonlinearity, the equation is invariant under the same scaling as the Navier-Stokes equations.
In all cases, the general strategy was essentially the same, which we'll describe now in theḢ .
The type of result proved in [25] (variants of which were proved in [26, 27] and which we will prove here as well) is that |||u||| < +∞ implies that T * (u 0 ) = +∞ and u(t) − L(t)u 
. In other words, u exists globally and scatters. Typically this is known to be true for |||u||| < ǫ 0 for sufficiently small ǫ 0 > 0. In the case of NSE, the scattering condition is replaced by decay to zero in norm -in other words, we set u + 0 = 0.
For globally definedḢ 1 2 -valued solutions, such decay was proved in [20] (see also [19, 21] ).
It is worth pointing out that theḢ 1 2 decay, which is proved quite easily in [20] by decomposing the initial data into a large part in L 2 and a small part inḢ 1 2 , solving the corresponding equations and employing the standard energy arguments, is actually used heavily in our proofs, and significantly reduces the difficulty from the NLS case treated in [25] .
The general method of proof, which can be referred to as "concentrationcompactness" + "rigidity", is comprised of the following three main steps for a proof by contradiction:
1. Existence of a "critical element" Assuming a finite maximal threshold A c > 0 for which |||u||| < A c implies global existence and scattering but such a statement fails for any A > A c , there exists a solution u c with |||u c ||| = A c , for which global existence or scattering fails.
Compactness of critical elements
Such a critical element u c produces a "compact family" -that is, up to norm-invariant rescalings and translations in space (and possibly in time), the set {u c (t)} is pre-compact in a critical space.
Rigidity
The existence of the compact family produces a contradiction to known results.
Steps 1-2 are accomplished by considering a minimizing sequence of solutions {u n } with initial data {u 0,n } such that |||u n ||| ≤ A n , A n ց A c for which global existence or scattering fails (typically quantified by u n X T * = +∞).
Then the main tool for realizing this program is a "profile decomposition" associated to that sequence, which explores the lack of compactness in the embeddingḢ
. For example, in [25] the following decomposition (based on [28] ) was used for treatment of the NLS case: There exists a sequence {V 0,j } ∞ j=1 ⊆Ḣ 1/2 , with associated linear solutions V l j (x, t) = e it∆ V 0,j , and sequences of scales λ j,n ∈ R + and shifts x j,n ∈ R 3 and t j,n ∈ R, such that (after a subsequence in n)
Our ultimate goal here is to give such a proof in the context of the NavierStokes equations, where we would consider (0.2), (0.
and T * (u 0 ) defined accordingly, and
Since a profile decomposition has already been established by I. Gallagher in [18] for solutions to the Navier-Stokes equations evolving from a bounded set inḢ 1 2 (based on the decomposition for the initial data in [22] ), we restrict ourselves in this paper to the case of data inḢ 1 2 . We expect that the result in [18] can be extended to the L 3 setting, which would then allow for an extension of our approach to that case. We plan to return to this in a future publication.
We take
and as before let |||u||| := sup
.
The profile decomposition of [18] for solutions corresponding to a bounded sequence {u 0,n } ⊂Ḣ
By known local-existence and small-data results, there exists a small ǫ 0 > 0 such that |||u||| < ǫ 0 implies that the solution exists for all time and tends to zero in theḢ 1 2 norm. We thereby assume a finite critical value A c ≥ ǫ 0 > 0 (as in Step 1) such that any solution u with |||u||| < A c must exist globally and decay to zero inḢ 1 2 , and A c is the maximum such value.
The failure of the global existence and decay property, which occurs for some solution u with |||u||| = A for any A > A c , is expressed by u E T * (u(0)) = +∞, where we define for T > 0
(so u E T * (u(0)) < +∞ whenever |||u||| < A c -and therefore also, by standard embeddings, u ∈ L 5 (R 3 × (0, T )) so such solutions are smooth by the "Ladyzhenskaya-Prodi-Serrin condition", see e.g. [13] ).
In Theorems 3.1 and 3.2, we establish the existence of a solution ("critical element") u c with initial datum u 0,c and T * (u 0,c ) < +∞ such that
and, further, that for any such solution, there exist x(t) ∈ R 3 , 0 < λ(t) → +∞ as t ր T * (u 0,c ) and
The pre-compactness in L 3 of such a K is shown to be inconsistent with T * (u 0 ) < +∞ in Theorem 3.3, by using the backwards uniqueness results for parabolic equations established in [11, 12] as well as the theory of unique continuation for parabolic equations to show that in fact u c ≡ 0. (In general, Step 3 requires something specific to the particular case being studied -for example the Morawetz-type estimate for NLS used in [25] -as opposed to the methods used to establish Steps 1 and 2 which are fairly general in nature.)
One interesting scenario in which such a K would be compact in L 3 is if, in (0.8), one could take λ(t) = (T * − t)
, x(t) ≡ 0 and s(t) = t, and one imposes that K = {U } (i.e., u(x, t) =
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Preliminaries
We'll say that u is a "mild" solution of NSE on [t 0 , t 0 + T ] for some t 0 ∈ R and T > 0 if, for some divergence-free initial datum u 0 , u solves (in some function space) for t ∈ [t 0 , t 0 + T ] the integral equation
We have used the following notation: For a tensor F = (F ij ) we define the vector ∇ · F by (∇ · F ) i = j ∂ j F ij , and for vectors u and v, we define their
We'll consider solutions in spatial dimension three (
In that case, the projection operator P onto divergencefree fields is defined on a vector field f by (Pf
, and the Riesz transform R j is defined on a scalar g via Fourier transforms by (R j g)
(One can also formally write this as
, and extended to act component-wise on vector fields.
Formally, (1.1) comes from applying P to the classical Navier-Stokes equations which one can write as In what follows, we'll set
Local theory
In this section, we consolidate various known local existence results for the Navier-Stokes equations. We also unify the various theories through known "persistency" results. Although the results presented in this section are wellknown to experts, it seems to us that simple, self-contained proofs are often difficult to locate, so we present them here for the convenience of the reader.
Our main results are given in Section 3, and the expert reader may prefer to skip directly to that section now.
The goal in what follows is to establish the existence of "local" solutions to (1.1) in some (space-time) Banach space X = X T of functions defined on R 3 × [0, T ) for some possibly small T > 0, with divergence-free initial datum u 0 in a Banach space X. In what follows, we will let X equal L 3 orḢ and, under the assumption that y ∈ X, try to solve the equation for some x ∈ X (where X will be chosen so that u 0 ∈ X implies e t∆ u 0 ∈ X). This will be accomplished by the following abstract lemma, using the contraction mapping principle:
Lemma 2.1. Let X be a Banach space with norm x = x X , and let B : X × X → X be a continuous bilinear form such that there exists η = η X > 0 so that
for all x and y in X. Then for any fixed y ∈ X such that y < 1/(4η), equation (2.1) has a unique solutionx ∈ X satisfying x ≤ R, with
Proof: Let F (x) = y + B(x, x) . Using (2.2) and the triangle inequality, one can verify directly that F maps B R := {x ∈ X | x ≤ R} into itself. Moreover, F is a contraction on B R as follows: Suppose x, x ′ ∈ B R . Then
and clearly 2ηR < 1 by (2.3). Hence the contraction mapping principle guarantees the existence of a unique fixed-pointx ∈ B R of the mapping F satisfying F (x) =x, which proves the lemma.
and hence
we can write
). Now by the maximal regularity theorem for e t∆ (see, e.g., [36] , Theorem 7.3), we have
and so since
Let's recall the following lemma (see [36] , Lemma 14.1):
2 ). Moreover, the proof of Lemma 2.2 also gives the estimate
, which, together with (2.6) gives
Using (2.5), (2.7) and (2.8), we now conclude that 
is small enough one may take T = +∞, giving a "small data" global existence result), and hence by Lemma 2.1 with X = F T , there exists a unique small mild solution u ∈ F T of NSE on [0, T ). Note that (2.7) and (2.8) show that B(u, u) ∈ E T as well, so that more specifically
2 ) by Lemma 2.2 and the standard theory for the heat equation (see, e.g., [35] ).
Local theory inḢ
The above result can be refined to give a solution which not only remains iṅ H 1 2 , but belongs to L ∞ as well for t > 0. This will be shown by considering the spaces E
We will show that there exists some η ∞ > 0 such that
and hence there exists a unique small solution u ∈ F ∞ T by Lemma 2.1 so long as U (t) = e t∆ u 0 satisfies
Note that Young's inequality gives (2.12)
Moreover, as before, the resulting solution in the case of (2.11) will belong more specifically to E ∞ T .
We claim now that
which will show that (2.11) will hold for any u 0 ∈Ḣ 1 2 for T sufficiently small. To prove (2.13), for any ǫ > 0, take R and M large enough that u 0 (1 − χ M,R ) 3 < ǫ/2, where χ M,R (x) = 1 for x ∈ {|x| < R} ∩ {x | |u 0 (x)| ≤ M } and 0 otherwise. Then by Young's inequality we have 
We'll need the following facts:
(2.14)
(i) is just Young's inequality, and (ii) can be found for example in [36] , Prop. 11.1 on "The Oseen Kernel". (See also [46] , translated in [1] ). Now write
By (ii) and a change of variables we have
and hence by (i)
which proves the claim. (We remark that the constant in the claim does not depend on T .)
for any p > 1, integration by parts yields
Taking p = 3 and using the inequality
which is due to the Hölder 4 and Sobolev inequalities, we have
which is exactly
Recall now that
where we can write (see (2.14))
With a slight abuse of notation for simplicity, we now make the following claim:
3 This version of the local theory for initial data in L 3 was presented in a course on mathematical fluid mechanics given by Prof. VladimírŠverák at the University of Minnesota in the spring of 2006, and can be found as well in [10] . For other versions, see e.g. the classical paper [24] or the more modern treatment in [6] . 4 Note that Hölder's inequality implies the following interpolation inequality: for p < r < q,
whenever the right-hand side is finite.
Proof:
where α = 1/5 and we have used Young's inequality 5 in the x variable with 
which is true for small enough T due to (2.15) (or, for u 0 3 sufficiently small, one may take T = +∞). Moreover, estimate (7.26) of [13] 
(see [47] ) 7 Strictly speaking, the estimate was derived under the assumption that u satisfies the differential NSE for a suitable pressure p; however since the mild solution is smooth, we can reduce to this case, see the proof of Theorem 3.3.
the proof of which shows moreover that t −→ B(f, g)(t) 3 is continuous. This, along with the fact that B(f, g)(t) is weakly continuous in L 3 on (0, T ) (see [13] , (7.27)) implies that B(f, g) ∈ C((0, T ); L 3 ). The standard theory of the heat equation implies now that
Remark 2.5. We can furthermore assume that
(for a possibly smaller T ) in a manner similar to the proof of (2.10), using Claim 2.3 and estimate (2.17) . For a construction of local solutions with higher regularity in similar spaces, see [10] .
At this point, we also mention the following uniqueness theorem for solutions in the class C([0, T ); L 3 ) established in [16] (see also [43] for a simplified proof):
Note that there is no size restriction on u 0 3 .
Unification of the theories and further properties
For any u 0 ∈ L 3 , the local theory guarantees the existence of a mild solution
T on [0, T ) for some T > 0 with u (T ) (0) = u 0 , where we define
By Theorem 2.6, there can be at most one mild solution in C([0, T ); L 3 ) with initial datum u 0 for a fixed T > 0, and hence there can be at most one such
and
(1/2) T for any T < T * 1/2 . We'll call T * 1/2 the maximal time of existence inḢ The standard embeddings and interpolation inequalities give the estimate
, and hence E
We will now proceed to show that in fact T *
The following lemma will show that a solution which is continuous inḢ 
In what follows, for u 0 ∈ L 3 (in particular, for
In order to prove the lemma, we will need the following claim:
, and fix some a > 0. Then
Proof of Claim 2.8: The claim is a simple consequence of the linearity of the operator e t∆ , estimates (2.14(i)) and (2.15), and the estimate e t∆ g L 4 ((0,a);
which follows from the L 2 energy inequality for the heat equation and the standard embeddings. Writing any one of these as e t∆ g Xa g X where
which proves the claim.
Proof of Lemma 2.7: Note first that we may actually assume u is a solution in C([0, T + ǫ); L 3 ) on [0, T + ǫ) for some ǫ > 0. This is guaranteed by the local theory in L 5
x,t for initial data (e.g., u(T )) in L 3 . By the same local existence theory, we are guaranteed a solution u
) with initial datum u(0) for some small T 1 > 0. By the uniqueness guaranteed by Theorem 2.6, we know that in fact u (3) = u on [0, T 1 ).
, hence one may take some t 1 ∈ (0, ǫ) small enough so that
t1 -solution on (0, t 1 ) with initial datum v by Lemma 2.1 and (2.16). Now, by Claim 2.8 (ii), there exists δ ∈ (0, t 1 ) such that
Therefore by the local existence theory, we are guaranteed a solution
, which is a contradiction to the definition of T , and (a) is proved.
Let's now turn to (b). First suppose that we can show that
) and replacing Claim 2.8 (ii) by Claim 2.8 (iii), the method used to prove (a) can be adjusted to show that u ∈ L 4 ((0, T );Ḣ 1 ). This fact, along with standard estimates (see the proof of the local theory inḢ 1 2 ), yields the conclusion in (b). It therefore remains only to show that
In order to do this, we turn to the local solutions u (KT ) of Koch-Tataru [33] for (possibly large, but somewhat regular) initial data in the space bmo −1 , and a "persistency" theorem given in [17] which states that whenever the initial datum belongs to various spaces of regular data, includingḢ 1 2 , the solution with that datum remains there for positive times. 8 To complete the proof, we rely as before on the uniqueness provided by Theorem 2.6.
We recall briefly the space E (KT ) T in which the Koch-Tataru solutions were constructed:
where for r > 0 we denote B r (x 0 ) = {x | |x− x 0 | < r}. Recall also the definition (see, e.g., [36] ) that v ∈ bmo −1 if and only if
We know from (2.13) that lim t→0 √ t e t∆ u 0 ∞ = 0, and it can moreover be shown that lim λց0 u
, and hence by a change of variables we have
which therefore tends to zero as well as λ ց 0 by the preceding statement.
The local result in [33] is that for any T > 0 there exists some small ǫ T > 0 such that e t∆ v 0 E (KT ) T < ǫ T implies the existence of a unique small solution
We return now to the proof of (2.22). Suppose u 0 ∈Ḣ 1 2 . By the local existence theory, there exists a solution
2 . Due to the embedding u bmo −1 u 3 , we have u ∈ C([0, T ); bmo −1 ), and in particular there exists someT 1 < T 1 such that for δ := T 1 −T 1 small enough we have
9 Strictly speaking, one should denote this space by bmo
T , but we consider some fixed
Hence we are also guaranteed a solution
2 . Taking δ < t 1 , we now have a Koch-Tataru solution
2 by our definition of T 1 . Now, the persistency principle of [17] states that a Koch-Tataru solution obtained by the fixed-point argument on an interval with initial datum inḂ
on that interval and is moreover continuous in that norm 10 . Since
). This, however, contradicts our assumption on T 1 , hence necessarily T 1 > T , and (2.22) is proved, completing the proof of Lemma 2.7.
Finally, we state here for convenience some known a priori results regarding globally-defined mild solutions to NSE evolving from possibly large data: Theorem 2.9 (Decay). Let u ∈ C([0, ∞); X) be a global-in-time solution to (1.1) for some divergence-free u 0 ∈ X, where X is eitherḢ
This is proved for X =Ḣ 1 2 (R 3 ) in [20] , and for X = L 3 (R 3 ) in [21] (see also [19] ). The following result is classical (see, e.g., [18] for a proof): 
Together with Theorem 2.9, we now have the following: 
Finally, we remark that the following fact follows easily from the local theory and Corollary 2.
Main results
The following "blow-up" criterion for the Navier-Stokes equations was proved in [13] : If u is a weak "Leray-Hopf" solution of the Navier-Stokes equations (essentially, a distributional solution to (0.1) satisfying a natural energy estimate) and if (0, T * ) is the maximal interval on which u is smooth, then if T * < +∞, we must have lim sup
Alternatively, one can say that u L ∞ ((0,T * );L 3 ) < +∞ implies that T * = +∞.
We would like to suggest a different approach to this statement, using the method of "critical elements" introduced in [25, 26, 27] , in the setting of mild solutions. We consider here a simpler special case of the above, namely the statement that for any u 0 ∈Ḣ
(see (2.19) ) is the associated mild solution. Theorem 2.9 then implies moreover that lim t→+∞ u(t) Ḣ 1 2 = 0, so that (3.1) may be thought of as a statement of "global existence and scattering" (timeasymptotic convergence to a solution of the linear equation), such as was considered in [25] for non-linear Schrödinger equations. We start with a setup following [25] Specifically, we define the critical value A c by
Under the assumption that A c < +∞, we'll prove the following two theorems, whose analogs were used to prove statements similar to (3.1) in [25, 26, 27] : We call u c a "critical element". = A c . For
, there exist sequences {s n } with t n ≤ s n < T * (u 0 ), {x n } ⊂ R 3 ("shifts") and {λ n } ⊂ (0, ∞) ("scales") with
This is a slightly weaker version of the compactness in L 3 of the closure of a family K, where
for some λ(t) > 0, x(t) ∈ R 3 , as was proved in [25, 26, 27] . Note, however, that for any sequence t n T * (u 0 ), setting x(t n ) ≡ 0 and λ(t n ) ≡ 1, a convergent subsequence exists by the L 3 -continuity of u. The only remaining scenario is therefore treated by the weaker statement in Theorem 3.2.
The idea is that A c < +∞ implies the existence of a critical element which produces a type of compactness (see (0.8)) in the family K. If one can rule out such compactness, then one has proved (3.1). (The nonexistence of a particular example of a fully compact family K was established in [44] and [52] regarding the so-called "self-similar" solutions.) The program is therefore completed with the following "ridigity" theorem:
satisfying the conditions of Theorem 3.2 must be identically zero. Theorem 3.3 has the immediate corollary that no such element u 0 can exist, since T * (0) = +∞ whereas by assumption T * (u 0 ) < +∞. This implies, due to Theorems 3.1 and 3.2, that A c = +∞, which proves the regularity criterion (3.1) (Theorem 0.1) as desired.
Preliminary lemmas
In order to prove Theorem 3.1 (and also Theorem 3.2), we will need the following "profile decomposition" which was proved in [18] . Recall the notation N S(u 0 ) for the mild solution in ∩ T <T * (u0) E
3 and {λ j,n } ⊂ (0, +∞) which are "orthogonal" in the sense that, for j, j
and {V 0,j } ⊂Ḣ 1 2 with T * (V 0,j ) < +∞ for at most a finite number of j ∈ N such that the following is true: after possibly taking a subsequence in n,
for any J ∈ N, for x ∈ R 3 and t ∈ (0, T n ) where T n := min{λ Recall that E T is defined for T > 0 by (2.4), and note that T n is simply some time such that for t ∈ (0, T n ), (3.5) avoids the finite blow-up times of any of the V 0,j 's due to the natural scaling of the equation: if v is a solution on (0, T ) then v λ (x, t) := λv(λx, λ 2 t) is a solution on (0, T λ 2 ) for any λ > 0.
We'll also need the following fact regarding the "profiles" U j which appear in Theorem 3.4:
One can prove this claim using the following "perturbation theorem" (which we will need later as well):
(Recall E
T is defined by (2.18).) Assume Lemma 3.6 momentarily.
Proof of Claim 3.5: Definẽ
and set H n,J = J j=1Ũ j,n and e n,J = (H n,J ) ⊗ (H n,J ) − J j=1Ũ j,n ⊗Ũ j,n .
We first claim the following two facts: first, there exists M > 0, independent of J, such that for any J ≥ 1, Suppose these facts are true. Then, since eachŨ j,n solves NSE, we have
12 I.e., given by Duhamel's formula.
(in the mild sense). Then by the perturbation theorem (withũ = H n,J , T = +∞) there exists ǫ 0 = ǫ 0 (M ) > 0 such that so long as
there exists a unique solution u = N S(u 0,n ), hence u = u n , such that
≤ C(ǫ) + M < ∞. By (3.11) and (3.12), we may take J 0 and n 0 = n 0 (J 0 ) large enough such that (3.13) holds, and such that (3.10) holds for J = J 0 , n = n 0 (by increasing n 0 if necessary). Then u n0 L 5 (0,∞) < ∞, which by the local theory implies that T * (u 0,n0 ) = +∞ (see Theorem 2.12).
Therefore the lemma follows if we just prove (3.10), (3.11) and (3.12). (3.12) is easy, since Young's inequality gives
n E∞ , which are both small for J large and n ≥ n(J) large enough. This is justified since Corollary 2.11 implies the fact that global L 3 solutions belong to E ∞ whenever they have initial data inḢ 1 2 so that we may take T n = +∞ in (3.8).
To prove (3.11) note that, using the notation
dy ds .
λj,n → 0 as n → ∞, this expression clearly tends to zero (and the case λj,n λ j ′ ,n → 0 is handled similarly). If, on the other hand, λ j,n = λ j ′ ,n for all n and | x j ′ ,n −xj,n λj,n | → +∞ as n goes to infinity, the expression also tends to zero by a separation of the supports of the functions in the integrand. This proves (3.11).
To prove (3.10), we first note that U j L 5 (T j ,∞)
for some T j > 0 by Corollary 2.11, and we have also, by (3.6), (3.7) and the fact that sup n u 0,n Ḣ 1 2 < ∞ that (3.14)
Therefore by Theorem 2.10 we may take T j = 0 (recall U j (0) = V 0,j ) for large j to conclude that
Hence there is some
≤ M 1 for all j and moreover there exists some largeJ ∈ N such that U j L 5 (0,∞) ≤ 1 for all j >J.
We now calculate (abbreviating for simplicity by treating the vectors as scalars):
with C 1 > 0 independent of J, where ǫ(n) → 0 as n → ∞ as in the proof of (3.11), and we have used the fact that Ũ j,n 5 = U j 5 by the scaling of the norm. Letting M := 2C 1 , this establishes (3.10), and Claim 3.5 is proved.
Proof of Lemma 3.6: Note that if w is a mild solution of (3.15)
then u :=ũ − w is a mild solution of NSE which satisfies u(0) = u 0 . We therefore proceed to construct a solution to (3.15) using a fixed-point argument, for ǫ > 0 sufficiently small.
For any time interval J ⊂ R and any
for any −∞ <t 1 <t 2 < +∞ (see Claim 2.4).
As functions of t ∈ I j := (t j , t j+1 ], we'll try to solve, inductively,
where
We define t 0 = 0 so that w(t 0 ) =ũ 0 − u 0 . We now have
Thinking of this in an abstract setting similar to Lemma 2.1, setting x = w and y j = U j we have therefore that
so long as y j L 5 I j < 1/16η (and hence 0 < R ∈ R) and is contractive there since
Therefore, since η > 0 and y j L 5
I j
≥ 0 implies the left-hand statement in (3.17), whenever y j satisfies (3.18) the contraction mapping principle implies that there exists a unique x ∈ B R which solves F j (x) = x and satisfies
I j due to (3.17) .
To make the following calculations more manageable, let us now abbreviate by setting g(w) = e + w ⊗ w −ũ ⊗ w − w ⊗ũ, and define
for t ∈ (t j , t j+1 ]. Let's now re-write (3.16) as
for t ∈ I j = (t j , t j+1 ] and keep in mind of course that G j depends on w.
Assuming for the moment that we are able to solve (3.20) for 0 ≤ j ≤ N , it is easy to show by induction that the formula
We will now need to quantify the smallness conditions on U j which allow us to solve (3.16) for each j. To this end, note that it is easy to see from (3.21) that
for t ∈ (t j , t j+1 ], for any j ≥ 1.
Now let γ h > 0 be the constant in the heat estimate (2.15), i.e.
for any −∞ <t 1 <t 2 < +∞, and let γ s > 0 be the constant in the following linear Stokes estimate (see, e.g., [13] ): For any −∞ <t 1 <t 2 < +∞, if v satisfies
In particular, we can apply this estimate to v(t) = G j (t) (by approximating g by C 
a polynomial in ǫ of degree 1 (= 2 0 ), with positive coefficients depending on η and such that q η,1 (0) = 0. If ǫ is sufficiently small, we therefore obtain a solution w(t) on I 0 which satisfies (3.24)
again a polynomial in ǫ of degree 1 whose coefficients depend on η, p η,1 (0) = 0, due to (3.19) .
We proceed by induction. For the case j = 1, note first that
Therefore, according to (3.22) for j = 1, we have
a polynomial in ǫ of degree 2 (= 2 1 ) depending on η, and such that q η,2 (0) = 0. Taking ǫ smaller than before if necessary which would only make q η,1 (ǫ) smaller, we can re-solve for w on I 0 on a possibly smaller ball B R (and estimate (3.24) will then hold for this smaller ǫ) and by taking ǫ small enough we can therefore construct a solution on I 1 as well as I 0 and we have
again a polynomial in ǫ of degree 2 whose coefficients depend on η such that p η,2 (0) = 0, due to (3.19).
Now suppose for some j ≥ 1 that we have constructed a solution w on I k such that (3.25) 
and hence, due to (3.22),
a polynomial in ǫ of degree 2 j+1 with positive coefficients depending on η, q j+1 whose coefficients depend on η, due to (3.19). (3.25) now holds for 1 ≤ k ≤ j + 1 and therefore by induction we can do this N times to construct a solution on I provided that 0 < ǫ ≤ǭ whereǭ is such that q η,2 j (ǭ) < 1/16η for all j ∈ {0, . . . , N }. In particular,
Again using the linear Stokes estimate (3.23), we see moreover that
where r η,2 is a polynomial in ǫ of degree 2, r η,2 (0) = 0. Then similarly, supposing that sup
holds for some j ≥ 1 and
Therefore by induction this is true for all j = 0, . . . , N and we see that
Moreover, it is noted in the proof of the linear Stokes estimate (3.23) (see [13] ) that w ∈ C((0, T ); L 3 (R 3 )) (see (7.27) in [13] ), and Lemma 3.6 is proved.
Finally, we will need the following "backwards uniqueness" type of lemma (a stronger version of which is proved in the last section):
Lemma 3.7. Let u(t) be a mild solution of NSE with initial datum u(0) = u 0 ∈ L 3 . Suppose u(t 1 ) = 0 for some t 1 ∈ (0, T * (u 0 )). Then u ≡ 0. In particular, u 0 = 0 and T * (u 0 ) = +∞.
Lemma 3.7 will follow from the following backwards uniqueness theorem for systems of parabolic equations, which was proved in [11, 12] (for the more general situation of a half-space see also [13] , but we do not require such generality):
and suppose a vector-valued function v and its distributional derivatives satisfy
v, v t , ∇v, ∇ 2 v ∈ L 2 (Ω) for any bounded subset Ω ⊂ Q R,δ , |v(x, t)| ≤ e M|x| 2 for all (x, t) ∈ Q R,δ , |v t − ∆v| ≤ c 0 (|∇v| + |v|) on Q R,δ and v(x, 0) = 0 for all x ∈ R 3 \B R (0). Then v ≡ 0 in Q R,δ .
Proof of Lemma 3.7:
We will apply Theorem 3.8 with v = ω = curl x u, the associated vorticity to the velocity field u. Suppose for the moment that ω satisfies the assumptions of Theorem 3.8 (in the whole space, in fact). Then u(t 1 ) = 0 implies ω(t 1 ) = 0, and hence ω ≡ 0 in R 3 × (t 1 − δ, t 1 ), for any δ ∈ (0, t 1 ). Since mild solutions to NSE satisfy div x u = 0 in the distributional sense, we see that ∆ x u(t) = 0, u(t) ∈ L 3 for each t ∈ (t 1 − δ, t 1 ) which implies that u ≡ 0 in R 3 × (t 1 − δ, t 1 ). Taking δ ≈ t 1 and using continuity at t = 0, the theorem follows. (In the forward direction, one uses the uniqueness of Theorem 2.6.)
The vorticity satisfies the equation
in the sense of distributions. The assumptions of Theorem 3.8 follow therefore from the fact that u ∈ L ∞ (R 3 × (ǫ, T * (u 0 ) − ǫ)) for any ǫ > 0, which follows from Remark 2.5 and arguments similar to those in the proof of Lemma 2.7. The bounds on the derivatives of u (and hence of ω) are then standard, see for example [32] .
Existence of a critical element
In this section we'll prove Theorem 3.1, which establishes the existence of a critical element.
Proof of Theorem 3.1:
Define A c by (3.2) and assume that A c < +∞. (Note that A c is well-defined by global existence for small data.) By definition of A c , we can pick A n ց A c as n → +∞ and u 0,n ∈Ḣ
holds for all n. One cannot prove, as one would naturally hope, that a subsequence of these u 0,n converges to some u 0,c satisfying the assertion of the theorem, but we will see that something similar is true. We may assume that
and hence we may apply the profile decomposition (Theorem 3.4) to the sequence {u 0,n }. For the remainder of this section, V 0,j , U j , u n etc. will refer to this particular sequence. We will complete the proof of the theorem by showing that V 0,j0 satisfies the assertion of the theorem for some j 0 , and the profile U j0 = N S(V 0,j0 ) will be our critical element.
Define T * j := T * (V 0,j ), and note that (3.27) and (3.6) imply that (3.28)
= 0 and therefore by the small data result, T * j = +∞ for large enough j. Corollary 2.11 then implies that U j E (+∞) < +∞ for large j as well.
We now claim furthermore that there exists some j ≥ 1 such that U j E T * j = +∞, and hence we may re-order the profiles in the decomposition such that for some J 1 ≥ 1,
To see that there exists such a j, suppose to the contrary that U j E T * j < +∞ for all j ≥ 1. Then by Theorem 2.12, T * j = +∞ for all j ≥ 1, and hence by Claim 3.5 there exists some n 0 ≥ 1 such that T * (u 0,n0 ) = +∞. This however cannot be, due to assumption (3.26) . Note also that Theorem 2.12 and Corollary 2.11 imply that
To prove Theorem 3.1, it suffices therefore to show that
for some j 0 ∈ {1, . . . , J 1 }. This will be accomplished using the following claim, which extends the orthogonality property (3.6):
Fix some k ≥ 1, and let {t n } ⊂ R be any sequence such that t n ∈ [0, t n k ] for all n. Then there exist subsequences n(m, k) and J(m, k) depending on k and indexed by m such that for n = n(m, k) and J = J(m, k), Assuming Claim 3.9 momentarily, we prove (3.31) (and hence Theorem 3.1) as follows:
for infinitely many n. Also, there exists some j 0 ∈ {1, . . . , J 1 } such that j k 0 = j 0 for infinitely many k, say for a subsequence k α → ∞ as α → +∞. For each fixed α, take m α,β to be a subsequence of m's indexed by β → +∞ such that
(where n(m, k), J(m, k) are as in Claim 3.9), and m α,β → +∞ as β → +∞.
29). Let
A := sup
and A k := sup
so that A k ր A as k → +∞. Note that A ≥ A c , else we would have T * j0 = +∞ by the definition of A c which would contradict (3.30) . Theorem 3.1 will be proved if we show A = A c (whereby we can set u 0,c = V 0,j0 , u c = U j0 ), so it remains only to show that A ≤ A c , which we will now do.
By continuity inḢ 1 2 , we may take
,n t k , and note that for k = k α and n = n(m α,β , k α ) we have
by (3.32) . We may therefore apply Claim 3.9 with t n = t k,n = t kα,n(m α,β ,kα) to conclude that for fixed α, there exists a subsequence of β's such that for n = n(m α,β , k α ), J = J(m α,β , k α ) and k = k α we have (3.33) u n (t k,n )
where ǫ(α, β) → 0 as β → +∞. Recall from (3.26) that we defined A n so that sup 0≤t≤T * (u0,n) u n (t) Ḣ 1 2 ≤ A n . Therefore, by (3.33), we have
Keeping α fixed and letting β → +∞, this gives A Fix some k ∈ N. We now claim that the following three statements hold, for some subsequences n = n(m) and J = J(m) indexed by m:
3. There exists some M > 0 such that
The easiest to show is (3.36): SinceŨ j,n (t n ) is defined for all j ≥ 1 by assumption, the properties of the profile decomposition imply 13 (see [18] ) that t n < T * (u 0,n ) for all n, and so u n (t n ) Ḣ ≤ 2A c by (3.26) . Using (3.6) and heat estimates, we see
for large enough n. For each m, use (3.8) to take J large enough, and a corresponding sufficiently large n (both in an increasing fashion) such that
To prove (3.34), we take the following diagonal-type subsequence: If t 1,n := t n /λ 1,n is bounded, pass to a subsequence such that t 1,n → t 1 ∈ [0, +∞). Take n(1, k) to be the first element of this subsequence (or of the original subsequence if t 1,n is unbounded). (This is m = 1.) Assume now that the first m − 1 values of n are chosen. If t m,n := t n /λ m,n is bounded, pass to a subsequence of the (m − 1)st subsequence such that t m,n → t m ∈ [0, +∞). Take n(m, k) to be the first element of this sequence which comes after n(m − 1, k) (or of the original (m − 1)st subsequence if t m,n is unbounded). In this way, t j,n → t j ∈ [0, +∞) as m → ∞ (n = n(m, k)) for any j such that t j,n is bounded.
Note that for 1 ≤ j ≤ J 1 , t j,n = t n /λ j,n ≤ T * j,k < +∞. Therefore if t j,n → +∞, necessarily j > J 1 and U j ∈ E ∞ . Hence by Theorem 2.9, U j (t) Ḣ → 0 as t → +∞, and hence
In the expression in (3.34), whenever t j,n is bounded, using theḢ 1 2 -continuity of U j in a neighborhood of t j , we can replace
We can also assume that D x . If both t j,n and t j ′ ,n are unbounded, then
This fact is used again below in Claim 3.11, see (3.39).
by (3.37) . If t j,n is bounded and t j ′ ,n is unbounded, we estimate the above expression by
as n → ∞ since we have replaced t j,n by the constant t j in the first term, and the second term tends to zero. If both t j,n and t j ′ ,n are bounded, replace t j,n by t j and t j ′ ,n by t j ′ , and note by a change of variables that
which, since we've assumed the functions in the integrand are compactly supported, is easily seen to tend to zero as n → ∞ if λ j,n /λ j ′ ,n → 0 or if λ j,n = λ j ′ ,n and |(x j,n − x j ′ ,n )/λ j ′ ,n | → +∞. The case λ j ′ ,n /λ j,n → 0 is handled similarly, and (3.34) is proved.
(3.35) is proved using (3.34) as follows: Note that
Suppose the sum on the right has C(J 2 , J) terms in it. For a fixed J, (3.34) allows us to take n large enough (that is, we take a further subsequence of n(m, k) ) so that all the terms are smaller than ǫ/C(J 2 , J), where ǫ = J j=J2+1
. As J increases with m, we let n increase sufficiently rapidly with m as well so that this is true for all m, and (3.35) is proved.
Returning now to the proof of Claim 3.9, we want to show that for any ǫ > 0, there exists some M 1 > 0 such that, for all m ≥ M 1 , |A| < ǫ where
We write u n =Ũ J2,n +Ũ J J2,n + w l,J n + r J n for a sufficiently large J 2 to be chosen, expand the first term in A and cancel the equal terms. We'll then split A into I + II, where II contains all terms withŨ j,n for j > J 2 (see below). Note that for j > J 2 > J 1 , U j ∈ E ∞ and hence, for J 2 sufficiently large, Theorem 2.10 and (3.14) give the energy estimate U j E∞ V 0,j Ḣ . Then, using (3.6), (3.14) and (3.35) , for anyǫ > 0 we have (3.38) Ũ J J2,n (t n ) for J 2 = J 2 (ǫ) sufficiently large. Now let
We estimate
Noting that we have
≤ 3A c and r
by (3.36), heat estimates and (3.6), and by our choice of subsequences, respectively. Using these and (3.38), for any ǫ > 0 we can make |II| < ǫ/2 for large enough J 2 , which we now fix. We are now left to estimate
The first term is handled by (3.34). Since we may pass to a subsequence such that r J n (t n ) Ḣ 
≤ 3A c , we can use again the fact that U j (t j,n ) Ḣ 1 2 → 0 as n → ∞ to see that the term is small for large m (recall that n = n(m)). Otherwise, it suffices to consider (by replacing t j,n by t j as before)
Define h n (y) := e tj,n∆ [λ j,n w J n (λ j,n · +x j,n )](y), and note that h n 3 w J n 3 → 0 as m → ∞ (after passing to a subsequence) by (3.7). We claim that this implies that D 
, and hence v = 0. We now have that D 
Compactness of critical elements
In this section, we'll prove Theorem 3.2 which establishes the compactness of any critical element arising from Theorem 3.1 under the assumption that A c < +∞.
Proof of Theorem 3.2: We will need the following claim: Claim 3.11. Define A c by (3.2) , and suppose that A c < +∞. Suppose u 0 ∈ H = A c . For any sequence {t n } such that t n ր T * (u 0 ), let V 0,j , U j be the profiles associated with the sequence u 0,n := u(t n ). Then, after re-ordering, T * (V 0,j ) < +∞ ⇐⇒ j = 1, and
for all n. Moreover, after passing to a subsequence in n, for j ≥ 2 either U j ≡ 0 or
Proof of Claim 3.11: First note that the following considerations hold for any sequence {t n } ⊂ [0, T * (u 0 )):
Letting u 0,n = u(t n ), u n (t) = N S(u 0,n )(t) = u(t n + t) and noting T * (u 0 ) < +∞ implies that u n E T * (u 0,n ) = +∞ for all n ∈ N by Theorem 2.12, we can think of u 0,n as a minimizing sequence for A c , since u(t n ) Ḣ 1 2 ≤ A c ≡: A n for all n. Proceeding as before and applying the profile decomposition, we see that, for a subsequence,
and, by uniqueness,
with the orthogonality properties (3.6) - (3.8) . This is justified since we saw before (see (3.30) , (3.31), Remark 3.10, etc.) that we may re-order the elements so that T * (V 0,1 ) < +∞, T * (V 0,j ) = +∞ for all j ≥ 2 and
and it is noted moreover in [18] that equation (3.39) holds for all n. (In fact, (3.39) is a simple consequence of the properties of the profile decomposition.)
Suppose now that t n ր T * (u 0 ). Then (3.39) gives
We will now show that moreover, for j ≥ 2, either U j ≡ 0 or, after possibly passing to a subsequence, the limit (3.40) holds as follows:
Then, letting t k,n := λ 2 1,n t k , we can apply Claim 3.9 (where actually J 1 = 1) to see that there exist subsequences n = n(m, k), J = J(m, k) indexed by m for fixed k such that
The third result we will need is a local regularity criterion (with estimates) originating in [5] and generalized in [44] for the so-called "suitable weak solutions" of the Navier-Stokes equations, which are defined as follows: We take the statement of the local regularity criterion from [13] (where a selfcontained proof, based on the easier method in [37] , is presented). It is the following: We will now prove Theorem 3.3 by using the backwards uniqueness, unique continuation and smallness criterion results (Theorem 3.8, Theorem 3.12 and Lemma 3.14) to establish the following stronger version of Lemma 3.7:
Lemma 3.15. Suppose u 0 ∈ L 3 and set u := N S(u 0 ). Suppose there exist some T ∈ R such that 0 < T < +∞ and T ≤ T * (u 0 ) and a sequence of numbers {s n } such that 0 < s n ր T such that the following two properties hold: Then u 0 = u = 0.
(The case T < T * (u 0 ) implies Lemma 3.7 due to the continuity properties of mild solutions.) Note the immediate corollary that there exists no u 0 ∈ L 3 such that T * (u 0 ) < +∞ and (1) and (2) hold with T = T * (u 0 ), since the conclusion of Lemma 3.15 implies that T * (u 0 ) = T * (0) = +∞ by Theorem 2.6. This will exactly rule out the critical element produced in Theorem 3.1 and prove the regularity criterion (3.1). Let us postpone the proof of Lemma 3.15 for the moment.
Proof of Theorem 3.3: As in Theorem 3.2, define A c by (3.2) and suppose A c < +∞, and let u 0 ∈Ḣ = A c .
Fix any {t n } ⊂ [0, T * ) such that t n ր T * , and let s n ր T * , λ n → +∞ and {x n } ⊂ R 3 be the associated sequences guaranteed by Theorem 3.2. Using the conclusion of the same theorem, define v n (x) = 1 λ n u x − x n λ n , s n for any x ∈ R 3 and pass to a subsequence in n so that v n →v in L 3 for somē v ∈ L 3 . We now make the following important claim: by a change of variables, where, defining B (n) := {|y − x n | ≤ λ n R}, I 1 is the part of the integration on B (n) ∩ B ǫλnR (0), for a small ǫ > 0 to be chosen later, and I 2 is the remainder. We then estimate
which tends to zero as ǫ → 0 for R fixed. We have used the fact that v n →v implies v n 3 is bounded. Similarly, for all n, due to the convergence of {v n }. Therefore I 2 ≤ ǫRδ 3 (ǫRλ n ) → 0 as s n ր T * for ǫ > 0 fixed, since M = ǫRλ n → +∞. Therefore for anyǭ > 0, setting ǫ :=ǭ 2R , I 1 + I 2 ǫR(1 + δ 3 (ǫR(λ n ))) ≤ǭ 2 1 + δ 3 ǭ 2 λ n ≤ǭ for n sufficiently large, which proves the claim.
Assuming Lemma 3.15 holds and taking T = T * , Claim 3.16 clearly completes the proof of Theorem 3.3. Therefore it remains only to establish the following:
Proof of Lemma 3.15: Since T = T * = T * (u 0 ) is the application we seek, we will consider only that case (the case T < T * (u 0 ) is even easier). Assume therefore that u 0 ∈ L 3 is such that T * (u 0 ) < +∞, Note that p is well-defined as a distribution since R k : L hence 16 p ∈ L 3 2 ,∞ . Moreover, p satisfies the equation −∆p(t) = ∂ i ∂ j u i (t)u j (t) in distributions and therefore p(t) is smooth in x for any t ∈ (0, T * ) since u(t) is smooth for such t. Moreover, setting B r = B r (x 0 ) for any fixed x 0 ∈ R 3 and any r > 0, we have the following estimates from the classical elliptic theory (see, e.g., [44] ) (3.49) p(·, t) C k,α (Br ) ≤ c k ( i,j u i (·, t)u j (·, t) C k,α (B2r ) + p(·, t) L ) .
For any t ∈ (0, TSince u is continuous up to T * outside B R0 , Claim 3.16 now implies that u(x, T * ) ≡ 0 for all x such that |x| ≥ R 0 . We therefore also have ω := ∇ x ×u ≡ 0 on (R 3 \B R0 )×{T * }. Taking the curl of equation (3.50), we see that the vorticity ω satisfies the inequality |ω t − ∆ω| = |(u · ∇)ω − (ω · ∇)u| ≤ c(|ω| + |∇ω|)
in Ω for some c > 0 due to (3.52) . Since ω is bounded and smooth in Ω, we can apply the backwards uniqueness theorem, Theorem 3.8, to conclude that ω ≡ 0 in Ω. loc (Ω) for all m, k ≥ 0. We can therefore apply the theorem of unique continuation, Theorem 3.12, to ω, since ω ≡ 0 inΩ ∩ Ω, to conclude (by appropriate shifting of local regions) that ω ≡ 0 inΩ. Therefore, due to the divergence-free condition, u is harmonic inΩ which, along with the fact that u ∈ L 3,∞ , implies u ≡ 0 inΩ. It is then easy to apply Theorem 3.8 again (see the proof of Lemma 3.7) to see that u 0 = u = 0 which proves Lemma 3.15 and concludes the proof of Theorem 3.3 and Theorem 0.1.
