We show that for a codimension 2 unmixed ideal B whose canonical module has finite projective dimension, it is possible to link B to an ideal A by a Cohen-Macaulay ideal Z so that either the depth of the canonical module of R/A is one more than the depth of the canonical module of R/B, or R/A is Cohen-Macaulay. Moreover, both the linking ideal Z and the linked ideal A can be described in terms of certain submatrices of the maps in a finite free resolution of the canonical module of R/B.
Introduction
In a recent paper, Walter [12] used geometric methods to show that under some mild conditions, if I is an unmixed ideal of codimension at least 2, it is in the same Cohen-Macaulay linkage class as a Cohen-Macaulay ideal (see below for definitions). Moreover, his method of proof showed that it requires at most &f(d + 1) links to get to a Cohen-Macaulay ideal, where d = dim R/Z. In the case that I defines a curve in P3, so that in particular I is directly Cohen-Macaulay linked to a Cohen-Macaulay ideal J, he gave a relatively concrete way of constructing both the linking ideal and the ideal J. In this context, we note that the canonical module oRI1 of R/I is Cohen-Macaulay, and the ideals Walter constructs come essentially from a free resolution of WRI1. Hence, it is natural to ask if, in a Gorenstein local ring, when I is unmixed with a Cohen-Macaulay canonical module o RI1 Of finite projective dimension, iS 1 directly Cohen-Macaulay linked to a Cohen-Macaulay ideal? More generally, does d = dim R/I -depth oRI1 + 1 bound the number of Cohen-Macaulay links required to get to a Cohen-Macaulay ideal?
In this paper, we answer both of these questions in the affirmative, but unfortunately only for codimension 2 ideals. Contrasted to the methods of [12] , our proofs are phrased entirely in algebraic terms. In Section 2, we use a general position argument to prove a technical statement about the free resolution of a canonical module. The main results of this paper are in Section 3; in Theorem 3.2 we show that we can always construct Cohen-Macaulay links so as to raise the depth of the canonical module, and Theorem 3.6 shows that if the canonical module of an ideal B is Cohen-Macaulay, then B is directly Cohen-Macaulay linked to a Cohen-Macaulay ideal. In particular, we note that all the ideals involved are associated to the matrices in a free resolution of the canonical module.
For the remainder of this paper, let R be a Gorenstein local ring. If I is an ideal of R we say that I is unmixed if I has no embedded primes and every minimal prime of Z is of the same height. In particular, the unmixed part I" of an ideal Z is the intersection of the primary components of Z having minimal height. We will usually just say that A and B are linked when we mean that they are linked by a Cohen-Macaulay ideal. Note that this is a generalization of the usual form of linkage defined in [9] , requiring that Z be a complete intersection, and which we distinguish here by calling classical linkage. We also note that other forms of linkage have appeared recently in the literature: for instance, Gorenstein linkage has been considered by Golod [4] , Schenzel [ll] , and Kustin and Miller [6] ; linkage by generically Gorenstein, Cohen-Macaulay ideals was investigated in L-81. These statements are easy to see using a primary decomposition of Z and the fact that (n, J, : K) = 0, (J, : K) for any family J, of ideals.
Closely connected with linkage is the theory of canonical modules. Because we will only be working over a Gorenstein ring, this theory is particularly straightforward. Though a canonical module has a general definition, we are content with the following: Definition 1.3. Let M be an R-module, and put g:= dim R -dim M. Then the canonical module of M is Ok:= Ext$(M, R). Remark 1.4. We note that if M = R/Z, then oRi is a canonical module for the ring R/Z in the usual sense; see [S] . Moreover, if Z is an ideal, and I" is its unmixed part, then OR/r g wR/I" and I" = annoR/I". If M is a Cohen-Macaulay module, so is Ok, but of course the converse need not hold. If M satisfies the Serre condition Sz, then there is a natural isomorphism M r ooM [lo [4] .
On the free resolution of a canonical module
In this section, our objective is to prove a technical statement concerning certain minors of matrices in a free resolution of the canonical module of a codimension 2 unmixed ideal. Our main tool is a slight modification of a general position result. We will modify a theorem of Bruns Cl], but we note that we could also modify a similar theorem due to Lazard in [7] , which was proved in a somewhat more elementary way than the one of Bruns.
Rather than go through the entire argument, we will only state a new definition and the modified statement of the result that we need, and just indicate why Bruns' original proof suffices.
Definition 2.1 (Bruns [l, Definition 2.11). Let R be a ring, and let P be a set of prime ideals of R. A subset R' of R is a coefJicient domain with respect to P if it is an additive subgroup, multiplicatively closed, and such that if p E P, then the residue classes of elements of R' form an infinite subset of R/p.
The definition in [l] specifies a coefficient domain with respect to P = Spec R. The point of this new definition is that now we can allow proper ideals of R to be coefficient domains for certain sets of primes. Indeed, if P is a set of primes, and if I is a proper ideal not contained in any prime in P, then I is a coefficient domain for P.
For the next theorem, t$ denotes a square matrix over R with the identity down the main diagonal, a in the (i, j ) entry, and zeroes elsewhere. A matrix E is said to be elementary if it is a product of matrices of the form c$. Remark 2.3. We make the rather trivial observation that by considering the transpose of Y, we could just as well find a p x p matrix E and multiply Y on the left by E, and the conclusion of the theorem would remain valid. The difference is that we could have submatrices of different sizes. For instance, if Y were 4 x 2, and if we multiply on the right by a 2 x 2 elementary matrix E, the only submatrices given by the theorem are 4 x 1. On the other hand, multiplying Y on the left by a 4 x 4 elementary matrix E (by applying the theorem to the transpose of Y ) allows us to consider submatrices of sizes lx2,2x2and3x2.
Proof of Theorem 2.2. We note that in Bruns' proof of this theorem, he sets P = {p E Spec R: height p < n -l}. Since Z has height n, Z is a coefficient domain for P, and now the proof proceeds exactly as in [l, Satz 4.11, as a careful reading of his preliminary results shows that all that is needed is for the image of Z in each R/p to be infinite, which is exactly what we have assumed. 0
We also need the following proposition, which is a prime avoidance lemma for matrices.
Proposition 2.4. Suppose M is an m x m matrix over a ring R, and let pl, . . . , p, be a Jinite set of prime ideals. Suppose that for some integer 1 _< t _< min {m, n}, the ideal Z,(M) of t x t minors of M is not contained in any pi. Then there is an n x n elementary matrix E such that ME has a t x t minor which is not contained in any pi.
Proof. This is an immediate consequence of [l, Hilfssatz 2.21. 0
We note for comparison's sake that if M is a 1 x n matrix, this is just the usual prime avoidance lemma.
Next, we set the notation for the remainder of the discussion. Let B be an unmixed ideal of height 2 which is not Cohen-Macaulay, and suppose the canonical module OR/B of R/B has finite projective dimension. Then wR/B has a free resolution of the form
where n = dim R -depth OR/B, and 2 < n 5 dim R -2. Put ri = rank Fi, and identify $i with an ri x ri_ 1 matrix. Denote by Z,(4i) the ideal generated by the t x t minors of $i. In particular, the ideal Z,,(41) is the initial Fitting invariant of OR/B; since this Fitting invariant has the same radical as ann OR/B = B, it has height 2. Thus, rl 2 r. + 1. We will primarily be concerned with certain submatrices of the first two matrices & and & in the resolution (1). Let 4; be the submatrix of& consisting of the first Now, as we remarked above, the ideal Z,,(&) has height 2. Thus by Theorem 2.2, there is an elementary matrix E which is a product of various matrices ebj with b E B so that the submatrix of E+, consisting of the first r. + 1 rows has maximal minors generating an ideal of height 2. Furthermore, since E -' is also a product of matrices efj for b E B, the matrix &E-i still has an r 1 -r. -1 minor in the last r. -r. -1 columns which is not contained in any minimal prime of B. On replacing & and &, respectively, by E#J 1 and &E -', the ideals K and Z have the required properties. 0
Cohen-Macaulay linkage in codimension 2
This section contains our main results. We will use the structure of the free resolution as determined in Proposition 2.5 to construct linking ideals with nice properties. The notation of the previous sections remains in effect throughout this section, and in addition, we will assume that dim R >-4, since otherwise our results are rather trivial. We will first show in Theorem 3.2 that when the canonical module of R/B is not Cohen-Macaulay, then we can link B to an ideal A for which depth WR/A = depth cc RIB + 1. Then, in Theorem 3.6, we show that if OR/B is Cohen-Macaulay, then B can be linked to a Cohen-Macaulay ideal A. In both cases, the linking ideals are just the ideals I defined above, coming from a certain submatrix of a presentation matrix of mRIB, and, similarly, A is the unmixed part of K, arising from certain minors of the second matrix in the resolution for OR@. 
where /I* = Exti(B, R), and R/C is the cokernel of fi*, for some ideal C. Note that /I* is injective, since kera* c Ex&ker /3, R), and dim ker B I dim R -2. Since R is Gorenstein, local duality then insures that Extk(ker/I*, R) = 0. Thus, by Lemma 3.1, the sequence (3) shows B = (I : C). Let A = C"; then we also have B = (I : A). But if p is a minimal prime of B, then as we noted previously, &, and hence also fl,*, is an isomorphism; thus, the sequence (3) shows that C is not contained in p. By Remark 1.2, then, A = (I : B), and so A and B are linked by I.
To show the statements about the canonical modules, note that by dualizing the sequence (3), and using the canonical isomorphisms mentioned in Remark 1. 4 , we obtain an exact sequence
where b** = Exti(/?*, R) = 8, by virtue of naturality of the isomorphisms. In particular, /?** is surjective, and so we apply the depth lemma to the sequence (4). This shows both depth OR/A = depth OR/B + 1, and that o R/A has finite PrOjeCthe dimension. 0 Remark 3.3. In fact, note that the proof also shows that Exti(R/A, R) = 0, and Extk(R/A, R) = Ext;-$+ R) for i > 3. This follows immediately from the long exact sequence on Ext induced by the sequence (3). Theorem 3.2 is primarily an existence theorem, but we can give a very explicit description of the ideal A in terms of the matrices in the free resolution of OR/B. Proof. The second statement follows immediately from the first once we note that B is linked to both A and K" by I, and that neither A nor K" share a common component with B. Hence, both A and K" are the intersections of the primary components of Z which are not primary to minimal primes of B.
To show that B and K" are linked by I, since they have no common primary components, it will suffice to show that I, = B, for each minimal prime of B, and I, = Kr for each minimal prime of I not minimal over B. But the first statement is already implied by Theorem 3.2, so it suffices to prove the second statement.
We first claim that I E K. This follows immediately from the Buchsbaum-Eisenbud structure theorems for finite free resolutions in [2, 3] . Indeed, by [2, Theorem 3. Now, let p be a minimal prime of Z which does not contain B. Since Z3 = ann wRIB, when we localize the free resolution (1) at p, the right-hand end becomes
In particular, the map $I splits, so it has a maximal minor which is a unit. By elementary row and column operations, we can assume, without changing K and I, that this minor occurs in the last r. rows. Now let t = min {rO, r1 -r. -l}, and apply the functor A' to obtain a complex
Localizing at p, it is now easy, if tedious, to see that this implies K, c I,, by arguing by cases according to whether t = r. or t = r 1 -r. -1. Since we have already shown Z G K, then also I, G K,, and so I, = K,. which, by the snake lemma, is injective and has the same cokernel R/A as fi*. Now, a free resolution of R/I @ im I$; is just a direct sum of free resolutions for R/Z and im 4:. So, to produce a free resolution of R/A, just lift the map g to a comparison map of the free resolution of coker c#$ given above, and the free resolution of R/I CD im $3, and then take the mapping cylinder.
Of course, this will not be a minimal free resolution, even if a minimal resolution of im 4; is taken. On the other hand, a lifting of g only has three non-zero maps, and the rightmost map is easily seen to be /I* @ id. After taking the mapping cylinder, the identity map will split off, and then only the second and third maps can possibly have unit entries.
As a consequence of the description in Theorem 3.4, we obtain a strong statement about linkage when us/B is Cohen-Macaulay. We note also that this result could be proved using the methods of Theorem 3.2. Proof. Let mRjB be the canonical module of R/B. By assumption, the minimal free resolution of OR/B is of the form where rl = r. + r2. Using Proposition 2.5 we can assume that I = ZrO(@r) has height 2 and that K = I,, _ rD _, (4;) misses every minimal prime of B, where & and 4; are as defined previously.
Thus, by Theorem 3.4, B and K" are linked by 1. But K is generated by the rl -r. -1 minors of the r1 -r. x rl -r. -1 matrix 4;; since K has height 2 because it contains I, K = K" is Cohen-Macaulay. 0
We obtain three immediate corollaries. Here, the top 6 rows of the right-hand matrix generate an ideal Z of height 2. The last column of the left matrix generates the ideal A = (x,y2z2). However, (I : B) = (x, y2z).
