In this paper, we propose two efficient algorithms based on Broyden's methods by using the central finite difference and modification of Newton's method for solving systems of nonlinear equations. The most significant features of these algorithms are their simplicity and excellent accuracy. Some numerical examples are given to test the validity of the proposed algorithms and for comparison reasons. Superior results show the efficiency and accuracy of the proposed algorithms and a tremendous improvements in Broyden's methods.
Introduction
Systems of nonlinear equations often appear in many application problems in science and engineering, and chemical problems. Exact solutions of the systems usually difficult to find. In recent years, many iterative methods have been developed to find approximate solutions of those systems [1-6, 10, 15, 17, 18] . In this paper we consider the nonlinear system of equation:
where F(x) = (f 1 (x), . . . , f n (x)) t , F : D → R n , D convex subset of R n , x ∈ R n , and f i : D → R n is continuously differentiable in an open neighborhood D ⊆ R n . For any initial vector x (0) close to x * where x * is the exact solution of (1.1), Newton-Raphson method generates the sequence of vectors {x (k) } ∞ k=0 by using the following iterative scheme:
-Set an initial guess x (0) . -Solve the linear system J(
Where J(x) is the Jacobian matrix of F(x), denoted by J(x) = F (x).
A significant weakness of Newton's method is that, for each iteration a Jacobian matrix must be computed, so this method is very expensive and has the following disadvantages:
1. need a good initial solution x (0) close to the solution x * . 2. requires n 2 + n function evaluation at each iteration (n 2 for Jacobian matrix and n for F(x)). 3. J(x (k) ) must be nonsingular for all k and J(x * ) is invertible . 4 . need to compute n 2 partial derivative for J(x (k) ) and J −1 (x (k) ) at each step. 5. to solve the linear system at each iteration require O(n 3 ) arithmetic operation.
The advantage of this method is that {x (k) } ∞ k=0 converges quadratically to x * and the scheme above is self-corrective when J(x (k) ) is nonsingular.
Many mathematicians [1, 2, 7, [16] [17] [18] developed the above technique to increase the convergence rate of Newton's method.
Quasi Newton methods are the methods which approximate the Jacobian matrix or its inverse with another matrix ( i.e.,
where F k is the Jacobian matrix evaluated at the k th iteration, B k and H k are easily computed. Those methods are used to overcome the disadvantages of Newton's method. A well-known Quasi Newton method proposed by Charles Broyden in 1965 [5] , called Broyden's methods.
Broyden's methods
In [5] Broyden presented two types of methods to compute an approximate solution for the nonlinear systems of equations. The first type of his method gives an approximate matrix for
where
(ii) B k must satisfy the no change condition: Any nonzero vector in R n can be expressed as a combination of s (k) and the orthogonal complement of s (k) say q, to uniquely defined the matrix B k , we also need to specify how it acts on q. No information is available about the change in F in a direction of q, so we specify that no change can be made in this direction (B k − B k−1 )q = 0, implies that
From the two assumptions (i) and (ii) Broyden defined his method of first type by
where B −1
The second type of Broyden's method approximate the inverse of Jacobian matrix (i.e., H k ≈ F −1 k ). One can easily verify that the two assumptions of this type follow the assumptions of the first type, so the assumptions (i) and (ii) become:
(i) H k must satisfy the secant equation
(ii) H k must satisfy the no change condition:
therefore, Broyden set the following scheme for his second type
The main benefits of this approximation is reducing the number of function evaluation at each step from n 2 + n to just n, require O(n 2 ) arithmetic operation per iteration and need not compute the partial derivative of F. In 1973 Broyden-Dennis-Moré [6] proved the sequence {x (k) } ∞ i=0 converge to x * with q-superlinear of convergence where q =
is the golden ratio. In this paper, we improve and modify Broyden's methods to increase the accuracy and the order of convergence.
This paper is organized as follows: in Section 2, we present the proposed algorithms; Broyden's with central finite difference of types 1 and 2 ( BC1 and BC2). In Section 3, we modified the algorithms of BC1 and BC2. The new algorithms we call them MBC1 and MBC2. In Section 4, we give some illustrative examples to test the validity of the methods and for comparison reasons. We conclude the paper in Section 5.
Broyden's classes with central finite difference (BC)
Broyden used forward finite difference to approximate the Jacobian matrix
In this section we use central finite difference instead of forward finite difference,
In the next two subsections we discuss our main algorithms BC1 and BC2.
First type of BC (BC1)
In the first type of Broyden's we will use central finite difference to approximate Jacobian matrix (i.e., B k ∼ = F k ), to improve the order of convergence and to avoid computing the Jacobian matrix.
Theorem 2.1 (Taylor's expansion [14] ). Let F : D → R n be p-time Fréchet differentiable in a convex set D ⊆ R n , then for any x, h ∈ R n it holds that:
Then by Taylor's expansion
Subtract (2.2) from (2.1), and by the mean value theorem of vector-valued function, we get
Equation (2.3) indicates that the secant equation of Broyden's method replaced by
from this, the conditions (i) and (ii) of Broyden's method, become:
(ii) No change conditionB k q =B k−1 q, where h t q = 0.
Now we need to determine x, x − h and x + h.
, and
By (i) and (ii) , we getB
B 0 andB 1 are not defined in this updating formula, we may define both as Newton's method, such that: B 0 = F 0 andB 1 = F 1 so x (0) and x (1) are the same. We can use Sherman-Morrison formula [9] to make the above updating depend on the inverse of B k , that iŝ
. Figure 1 summarizes the algorithm of BC1. 
Second type of BC (BC2)
For this type, we use the central finite difference to approximate F −1
show that the conditions (i) and (ii) in BC1 method, become:
(ii) No change conditionĤ k q =Ĥ k−1 q, where q t y (k) = 0. Now, we use the same procedures in BC1 to determine x, x − h and x + h for BC2. By (i) and (ii) , we obtainĤ
In this method we use H 0 and H 1 as Newton's method,Ĥ 0 = F
1 . Figure 2 summarizes the algorithm of BC2. This approximation of Jacobian matrix increases the accuracy, and the improved algorithms have the same arithmetic operations and mathematical computations of Broyden's methods up to the first iteration, but with more accuracy.
Modified classes of BC (MBC)
In this section, we use Newton's modification method (predictor-corrector), in the modified classes of Broyden's types one and two. We follow the same procedures in [1, 2] , by using the following two steps iteration formulas to obtain the approximate solution x (k+1) .
wherex (k+1) is the predictor of x (k+1) . This modification requires (2 × n)-functions evaluation and free of partial derivative. In (3.1) and (3.2) by replacingM
k =B k , we obtain the following modification of type one of BC class:
Set those equations on the algorithm of BC1, Figure 1 , to obtain a new algorithm for MBC1. Figure 3 describes the algorithm of this modification.
step process input x (0) , and m: number of steps step1 solve We follow the same procedures as above by replacingM k =Ĥ k in (3.1) and (3.2), we obtain the following modification of type two of BC class:
Set those equations on the algorithm of BC1, Figure 2 , to obtain a new algorithm for MBC2. Figure 4 describes the algorithm of MBC2.
step process input x (0) , and m: number of steps step1 solve 
Performance evaluation and comparisons
In this section, we give some numerical examples to test the validity of the proposed methods and for comparison reasons. Table 1 shows the absolute error E k = x (k) − x (k−1) 2 at the k-th iteration of our proposed algorithms and Broyden's methods.
We found that BC1 needs 15 iterations to obtain the exact solution, but Broyden's method of type 1 needs 23 iterations. [11, 13] ) Solve H(x) = 0, where Table 2 shows the absolute error E k = x (k) − x (k−1) 2 at the k-th iteration of our proposed algorithms and Broyden's methods. 
, X(0) = 1.
Solution: integrate the initial value problem above from 0 to s to get
We use Trapezoidal method with 10 nodes to approximate the integral term. Let s i = t i = 0.1 × i where i = 1, . . . , 10, the corresponding nonlinear equation is
Now, we need to solve ξ = G(ξ),
where ξ = (X 1 , . . . , X 10 ) and
Let ξ (0) = (1, . . . , 1) t . Table 3 shows the absolute error
2 at the k-th iteration of our proposed algorithms and Broyden's methods. We approximate the integral in this equation by using a composite midpoint rule
The integration term in (4.1) is approximated by (4.2) to get the corresponding nonlinear system,
that can be written as
Now, we need to solve ξ = G(ξ), where ξ = (X 1 , . . . , X 10 ) and
Let ξ (0) = (1, . . . , 1) t . Table 4 shows the absolute error E k = ξ (k) − ξ (k−1) 2 at the k-th iteration of our proposed algorithms and Broyden's methods. Table 5 shows the numbers of required iterations of the proposed algorithms, Broyden's methods and Newton's method to get error less than 10 −7 . The numerical results in Tables 1, 2 , 3, 4 and 5 of the above examples show that our proposed algorithms BC1, BC2, MBC1, and MBC2 are very comparable and competitive to Broyden's methods. Also, we observe that the errors of our proposed algorithms decrease rapidly as number of iterations increases.
Conclusion
We proposed two improved classes (four types) based on quasi Newton's methods called Broyden's methods with central finite difference (BC) of type one and type two and Modified BC of type one and type two (MBC1 and MBC2). We used central finite difference to approximate the Jacobian matrix. The proposed algorithms do not need to compute partial derivatives (F k ) and the inverse or partial derivative (F −1 k ). The given numerical examples have demonstrated the efficiency and accuracy of the proposed methods. Tables 1, 2 , 3, 4 and 5 show that the proposed algorithms converge faster than Broyden's methods and more attractive than Newton's method.
