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АСИМПТОТИЧНІ РОЗКЛАДИ МОМЕНТІВ ОЦІНКИ НАЙМЕНШИХ КВАДРАТІВ                         
ВЕКТОРНОГО ПАРАМЕТРА НЕЛІНІЙНОЇ РЕГРЕСІЇ З КОРЕЛЬОВАНИМИ                            
СПОСТЕРЕЖЕННЯМИ 
A nonlinear regression model with continuous time and mean square continuous separable measurable Gaussian sta-
tionary random noise with zero mean and integrable covariance function is considered. Parameter estimation in the 
models of such kind is an important problem of statistics of random processes. In this paper, the first terms of as-
ymptotic expansions of the bias vector and covariance matrix of the least square estimator of nonlinear regression 
function vector parameter are obtained. The machinery of the theory of stochastic processes and asymptotic theory of 
nonlinear regression were used to derive the results. In particular, the theorems on stochastic expansion of the least 
square estimator for smooth regression function and on strengthened consistency of the least squares estimator of the 
nonlinear regression model multidimensional parameter have been used. Obtained results allow answering question 
important in applications about asymptotic behavior of the first and second moments of the least squares estimator of 
nonlinear regression model parameter. 
Keywords: nonlinear regression mode, stationary Gaussian noise, least squares estimator, asymptotic expansion. 
Вступ 
Серед багатьох математичних моделей ста-
тистики випадкових процесів модель “сигнал 
плюс шум” — одна з найбільш широко вико-
ристовуваних. Багато математичних результатів 
щодо статистичних оцінок невідомих парамет-
рів корисного сигналу містяться у працях [1—
5]. Особливий прикладний інтерес становить за-
дача про асимптотичну поведінку перших мо-
ментів (зсуву) і других моментів (коваріаційної 
матриці) статистичних оцінок невідомих пара-
метрів моделі. Якщо моменти оцінки збігають-
ся до моментів деякого граничного розподілу, то 
найбільш актуальним стає питання швидкості 
цієї збіжності й опис старших членів асимпто-
тики. Остання задача, поставлена для оцінок 
максимальної правдоподібності, відома як за-
дача Лінніка. 
Для різних класів статистичних оцінок зада-
ча про моменти була розв’язана в 70—80-ті рр. 
минулого століття в роботах І.А. Ібрагімова і 
Р.З. Хасьмінського та їхніх учнів (див. [6] і 
наявні там посилання). Асимптотичні розклади 
для змішаних моментів будь-якого порядку оцін-
ки найменших квадратів векторного параметра 
нелінійної моделі регресії з незалежними одна-
ково розподіленими помилками спостережень 
були отримані в той же час О.В. Івановим [7], а 
перших і других моментів — Г. Кларком [8].  
Постановка задачі  
Метою роботи є отримання асимптотич-
них розкладів зсуву і коваріаційної матриці 
оцінки найменших квадратів векторного пара-
метра нелінійної моделі регресії з неперервним 
часом за припущенням, що функція регресії є 
гладкою, а випадковий шум є стаціонарним 
гауссовим випадковим процесом.  
Модель регресії і основні позначення  
Нехай спостерігається випадковий процес  
 ( ) = ( , ) ( ), [0, ],X t g t t t Tθ + ε ∈  (1) 
де 1( , ) : [0, )g t γθ +∞ × Θ → \  — неперервна функ-
ція, що залежить від невідомого параметра 
1= ( ,..., )
q
qθ θ θ ∈Θ ⊂ \ , Θ  — обмежена відкрита 
опукла множина, 
|| | | 1
= ( ),
a
aγ
≤
Θ Θ + γ∪  0γ >  — 
деяке число; ( ),tε  1,t ∈ \  — випадковий шум, 
відносно якого припустимо, що 
І. 1( ),t tε ∈ \ , — неперервний у середньо-
му квадратичному сепарабельний вимірний ста-
ціонарний гауссов процес із нульовим середнім 
і абсолютно інтегровною коваріаційною функ-
цією ( ) = E ( ) (0)t tε εB . 
Означення 1. Оцінкою найменших квадра-
тів невідомого параметра θ∈Θ  називається 
будь-який випадковий вектор = ( ( ),T T X t
∧ ∧θ θ  
1[0, ]) = ( , )
c
T qTt T
∧ ∧∈ θ θ ∈ Θ… ( cΘ — замикання )Θ , 
для якого  
( ) = ( ),infT T Tc
Q Q
∧
τ∈Θ
θ τ  2
0
( ) = [ ( ) ( , )] .
T
TQ X t g t dtτ − τ∫  
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У роботі отримано асимптотичні розклади 
моментів оцінки найменших квадаратів пара-
метра θ  моделі (1).  
Попередні зауваження  
Нехай 1( ,..., )qα = α α  — мультиіндекс, 
1! !... !qα = α α , 1| | ... qα = α + + α , 11 ... qqu u u
ααα = , 
1= ( ,..., )qu u u . Для гладкої функції ( )a τ  покла-
демо  
 1( ) | | 1( ) = ( / ... ) ( ),
q
qa a
ααα ατ ∂ ∂ τ ∂ τ τ  
 
1 1...
( ) = ( / ... )
r
r
i i i i
r
a τ ∂ ∂τ ∂τ  1( ), ,..., 1, .ra i i qτ =  
Припустимо, що у функції ( , )g t τ  для 
кожного 0t >  існують і неперервні всі 
частинні похідні за змінними 1( ,..., )q γτ = τ τ ∈ Θ  
до порядку 2k ≥  включно, причому функції 
( )( , ),g tα τ  | | 1,kα = , локально інтегровні з квад-
ратом за t  для довільного cτ ∈ Θ . Позначимо 
2 2
0
( ) = ( , ) ,
T
iT id g t dtτ τ∫  = 1, ,i q   
2 ( ) 2
0
( , ) = ( ( , )) ,
T
Td g t dt
αα τ τ∫  | | 1, .kα =  
Будемо вважати, що 1 ( ) 0,lim inf iT
T
T d−
→∞
θ >  
1, .i q=  Нехай також 
[ ] ( ) ( ) 2
1 2 1 2
0
( , ) ( ( , ) ( , )) ,
T
T g t g t dt
α α αΦ τ τ = τ − τ∫  
1
, 1 , 1
0
( ) = ( ( )) ( ( , ) ( , ) ) ,
T
q q
ij i j i j i jI I T g t g t dt
−
= =θ θ = θ θ∫  
 1, 1( ) ( ( )) ( ),
ij q
i j I
−
=Λ θ = Λ θ = θ  
min( )Aλ  — найменше власне число додатно ви-
значеної матриці А. 
Позначимо 
1 1
1
2
... ...
0
( ) ( ) ( , ) ,
r r
T
i i i ib T t g t dt
−θ = ε θ∫  
1
( ) ( )2
0
( , ) ( ) ( ) ( , ) ,
T
b b T t g t dt
−α αα θ = θ = ε θ∫   
1 1
1
... , ...( ) E ( ).r ri i T i ia T Q
−θ = θ  
Через , 1iC i ≥ , будемо позначати додатні 
скінченні сталі. Наявність у будь-якому спів-
відношенні сталої iC  означає, що існує така 
стала iC , що це співвідношення виконується. 
Припустимо, що виконуються такі умови: 
ІІ. 
1
2
1( ; ) ( ), | | 1, ;sup T
c
T d C k
−
τ∈Θ
α τ ≤ α α =  (2) 
1 2
1 [ ] 2
1 2 1 2 2
,
( , ) || || ( ), | | .sup T
c
T C k− α −
τ τ ∈Θ
Φ τ τ τ − τ ≤ α α =  (3) 
ІІІ. Для деякого 0 0λ >  для достатньо 
великих 0( )T T T>   
 min 0
( ( )) .Iλ θ ≥ λ
 
Сформулюємо теорему про стохастичний 
асимптотичний розклад оцінки T
∧θ , що є 
зручним для нас переформулюванням теореми 
3.3.2 із [1, с. 155]. 
Теорема 1. Нехай виконано умови І—ІІІ, а 
оцінка найменших квадратів T
∧θ  консистентна 
в тому розумінні, що для будь-якого 0ρ >  і 
деякого цілого 2m ≥   
 2{ || | | } ( ), .
m
TP O T T
∧ −θ − θ ≥ ρ = → ∞  (4) 
Тоді  
 
1 12
2 2 2
1
=0
( ) = ( ) ( ) ,
kk
T kT h T T
ν −−∧ − −
ν −
ν
θ − θ θ + ξ θ∑  (5) 
де випадковий вектор 1( )k−ξ θ  має властивість  
 221 3{ || ( ) | | } ( ),log
mk
kP C T O T
−
−ξ θ ≥ =  
1( ) ( ( )) , 0, 2
q
i ih h kν ν =θ = θ ν = − , — однорідні век-
торні поліноми степеня 1ν +  від випадкових 
змінних ( )( ), | | 1, 1b α θ α = ν + , з рівномірно за Т 
обмеженими коефіцієнтами.  
Для запису перших поліномів розкладу (5) 
приймемо тензорну угоду, а саме: якщо в до-
бутку двох або більшого числа множників 
деякий індекс трапляється двічі, це означає 
підсумовування за цим індексом від 1 до q. 
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Тоді маємо, не вказуючи в запису формул 
залежність від θ ,  
 1
10 1
( ) ,ii qi ih b == Λ  (6) 
  1 2 3 4 5
1 2 1 2 4 3 51 3
1
1
,
4
q
ii i i i i
i i i i i i i i
i
h b b a b b
=
⎛ ⎞⎛ ⎞= Λ Λ − Λ⎜ ⎟⎜ ⎟⎝ ⎠⎝ ⎠  (7) 
  
1 2 3 4 5
1 2 4 3 5 1 5 2 4 3
2 3 4 5 6 7
5 7
1 2 4 6 3 4 3 3 4
2
1
2 6 1 1 2 6
1
2
1
2
1 1
6 2
i i i i i i
i i i i i i i i i i
ii i i i i i i
i i
i i i i i i i i i i i i i i i
h b b b b b b
b b
a b a b a b
⎛ ⎛ ⎞= Λ Λ Λ + −⎜ ⎜ ⎟⎝ ⎠⎝
− Λ Λ Λ Λ ×
⎛× + + −⎜⎝
  
 8 9
1 2 8 3 4 6 9 =1
1
.
4
q
i i
i i i i i i i
i
a a b
⎞⎞− Λ ⎟⎟⎠ ⎠  (8) 
Достатні умови виконання (4) містяться в 
[7], див. також [1]. 
Для того ж значення m , що і в теоремі 1, 
припустимо, що виконується умова  
IV. 1/2 4{ || || }
m
TP T M C M
∧ −θ − θ ≥ ≤  (9) 
при всіх достатньо великих M . 
Достатні умови правильності оцінки (9) 
імовірностей великих відхилень нормованої оцін-
ки T
∧θ  містяться в [7], див. також [1]. Оче-
видно, що (4) випливає з (9) при 1/2=M Tρ . 
Основний результат  
Позначимо  
 
1 1 1 1
1 1
( ... )( ... ) ... ...
1
... ...
0
( ) E ( ) ( )
( ) ( , ) ( , ) .
r k r k
r k
i i j j i i j j
T
i i j j
b b
T t s g t g s dtds−
Ψ θ = θ θ =
= − θ θ∫B  
 Для 1(1) { : | | 1}sλ ∈ = λ ∈ λ =\  покладемо 
1/2= ( ), ,T TT
∧θ 〈λ〉 〈 θ − θ λ〉  3 3= , ,ξ 〈λ〉 〈ξ λ〉  
, ,h hν ν〈λ〉 = 〈 λ〉  = 0,1,2,ν 2(E ) = ( ) , ,T TSθ 〈λ〉 〈 θ λ λ〉  
 , 1( ) = ( E( )( )) ,
q
T iT i jT j i jC T
∧ ∧
=θ θ − θ θ − θ  
де ,〈 ⋅ ⋅〉  — скалярний добуток двох векторів, 
( )TC θ  — матриця середньоквадратичних відхи-
лень нормованої оцінки найменших квадра-           
тів T
∧θ . 
Теорема 2. Нехай виконануються умови I, 
II для 4k = , III, IV. Тоді при 5m ≥   
1 2 3
1 2 3( )( )
E i i i iT i i i
⎛θ 〈λ〉 = Λ Λ Ψ −⎜⎝
 
 4 5
1 2 4 3 5
1/2
( )( )
1
,
4
i i
i i i i i i Ta T l
−⎞− Λ Ψ λ + 〈λ〉⎟⎠   (10) 
при 6m ≥   
( ) ,TC〈 θ λ λ〉 =  
 (1) (2) 1 (3), , , ,T −= 〈Λ λ λ〉 + 〈Λ λ λ〉 + 〈Λ λ λ〉  (11) 
де 
(1) коефіцієнти лінійної форми Tl 〈λ〉  є 
величинами порядку 23/2( );logO T T−  
(2) елементи матриці (3)Λ  є величинами 
порядку 5/23/2( );logO T T−  
(3) 1 1
1 1
(1)
( )( ) , 1( ) ;
i i j j q
i j i j=Λ = Λ Λ Ψ  (12) 
1 1 2 3 2 3
1 2 3 1 2 3
1 2 1 2 3 3 1 2 5 3 3
(2)
( )( ) ( )( )
( )( ) ( )( ) ( )( ) ( )( )
= ( ((
)
i i j j i i j j
i i i j j j
i i j j i j j j i i j
Λ Λ Λ Λ Λ Ψ Ψ +
+ Ψ Ψ + Ψ Ψ −
 
4 5
1 2 4 1 2 3 3 5 1 2 3 3 5( )( ) ( )( ) ( )( ) ( )( )
1
(
4
j j
j j j i i i j j i i j i ja− Λ Ψ Ψ + Ψ Ψ +  
4 5
1 2 3 3 1 2 1 2 4 1 2 3 3 5
1 2 3 3 5 1 2 5 3 3
( )( ) ( )( ) ( )( ) ( )( )
( )( ) ( )( ) ( )( ) ( )( )
1
) (
4
)
i i
i i j i j j i i i j j j i i
j j i j i i i j j i
a+ Ψ Ψ − Λ Ψ Ψ +
+ Ψ Ψ + Ψ Ψ +
 
4 5 4 5
( )( ) ( )( )
1 2 4 1 2 4 3 3 5 5
1
(
16
i i j j
i i i j j j i j i ja a+ Λ Λ Ψ Ψ +  
3 5 5 3 3 5 3 5
2 3 4 5
1 1 2 4 3 5
( )( ) ( )( ) ( )( ) ( )( )
1 1
( )( ) ( )( )
))
(
i j i j i i j j
i i j j j j j j
i j j j j j
+ Ψ Ψ + Ψ Ψ +
+ Λ Λ Λ Λ Ψ Ψ +
 
 
( )( ) ( )( ) ( )( ) ( )( )
1 3 1 2 4 5 1 5 1 2 4 3
i j j j j j i j j j j j+ Ψ Ψ + Ψ Ψ +
 
1 1 5 2 4 3 1 2 4 1 5 3
6 7
1 3 1 5 2 4 1 2 4 6 1 3
( )( ) ( )( ) ( )( ) ( )( )
( )( ) ( )( ) ( )( )
2(
1
) (
6
i j j j j j i j j j j j
j j
i j j j j j j j j j i ja
+ Ψ Ψ + Ψ Ψ +
⎛+ Ψ Ψ − Λ Ψ ×⎜⎝
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5 7 1 5 3 7 1 7 3 7( )( ) ( )( ) ( )( ) ( )( ) ( )( )j j i j j j i j j j
⎞× Ψ + Ψ Ψ + Ψ Ψ +⎟⎠
 
2 4 6 1 1 3 5 7 1 5 1 3 7
1 7 1 3 5 1 2 6 1 3 4 5 7
( )( ) ( )( ) ( )( ) ( )( )
( )( ) ( )( ) ( )( ) ( )( )
1
(
2
) (
j j j i j j j j i j j j j
i j j j j j j j i j j j j
a
a
+ Ψ Ψ + Ψ Ψ +
+ Ψ Ψ + Ψ Ψ +
 
8 9
1 5 3 4 7 1 7 3 4 5( )( ) ( )( ) ( )( ) ( )( )
1
)
4
j j
i j j j j i j j j j+ Ψ Ψ + Ψ Ψ − Λ ×  
1 2 8 3 4 6 1 5 7 9( )( ) ( )( )
(j j j j j j i j j ja a× Ψ Ψ +  
 
1 7 5 9 1 9 5 7( )( ) ( )( ) ( )( ) ( )( ) , 1
)))) ;qi j j j i j j j i j=+ Ψ Ψ + Ψ Ψ   (13) 
Дов е де ння. Скориставшись теоремою 1, 
запишемо:  
 0T hθ 〈λ〉 = 〈λ〉 +   
 1/2 1 3/21 2 3 .h T h T T
− − −+ 〈λ〉 + 〈λ〉 + ξ 〈λ〉   (14) 
  2 2 1/20 0 1= 2T h h h T
−θ 〈λ〉 〈λ〉 + 〈λ〉 〈λ〉 +  
 2 1 * 3/21 0 2 3( 2 ) ,h h h T T
− −+ 〈λ〉 + 〈λ〉 〈λ〉 + ξ 〈λ〉  (15) 
де  
 
*
3 0 3 1 2
2 1/2
2 1 3
1 2 3/2
2 3 3
2 2
( 2 )
2 .
h h h
h h T
h T T
−
− −
ξ 〈λ〉 = 〈λ〉ξ 〈λ〉 + 〈λ〉 〈λ〉 +
+ 〈λ〉 + 〈λ〉 ξ 〈λ〉 +
+ 〈λ〉ξ 〈λ〉 + ξ 〈λ〉
 
Нехай = 1,2s . Тоді  
 
2
* /2 * 3/2
3
=0
,s lT ls s
l
h T h T− −θ 〈λ〉 = 〈λ〉 + 〈λ〉∑  (16) 
де  
 *1 , 0,1,2,l lh h l〈λ〉 = 〈λ〉 =  * 202 0 ,h h〈λ〉 = 〈λ〉   
*
12 0 12 ,h h h〈λ〉 = 〈λ〉 〈λ〉  * 222 0 2 12 ,h h h h〈λ〉 = 〈λ〉 〈λ〉 + 〈λ〉  
*
31 3= ,h 〈λ〉 ξ 〈λ〉  
* *
32 3 .h 〈λ〉 = ξ 〈λ〉  
Коефіцієнти *3, ( )rh θ , | |r s=  многочлена 
*
3sh 〈λ〉  мають таку властивість: можна знайти 
таке число 0δ > , що для деякої константи 
5( )C s < ∞  виконується співвідношення (див. [1, 
с. 157]) 
 * /23, 5
| |
{ | ( ) | ( ) } ( ),max log mr
r s
P h C s T O Tδ −
=
θ ≥ =  (17) 
причому 2δ =  для 1s =  і 5
2
δ =  для 2s = . 
Позначимо M l s+ , = 0,1,2,l  множину 
векторів μ  з цілими координатами 0αμ ≥ , 
| | 1,..., 1lα = + , для яких 1
| | 1
.
l
l s
+
αα = μ = +∑  Тоді 
коефіцієнти *, ( )l rh θ , | |r s=  многочлена *lsh 〈λ〉 , 
= 0,1,2; = 1,2,l s  мають представлення (див. 
[1, с. 158]):  
 
1
*
, ,
M | | 1
( ) ( ) ( ,0).
l s
l
l r rh C b
α
+
+ μ
μ
μ∈ α =
θ = θ α∑ ∏  (18) 
Введемо подію  
 *3, 5
| | =
( ) = { | ( ) | ( ) }logmax
s
T r
r s
W h C s Tθ θ < . 
Нехай { }Aχ  — індикатор події A , 
= 1χ − χ . 
Помножимо ліву і праву частини рівнос- 
ті (16) на { ( )}TWχ θ  і візьмемо математичне спо-
дівання. Тоді  
 E { ( )} sT TWχ θ θ 〈λ〉 =   
 
2
* /2 (1)
=0
E { ( )} ,lT ls s
l
W h T h−= χ θ 〈λ〉 + 〈λ〉∑   (19) 
де (1)sh 〈λ〉  — многочлен, коефіцієнти якого є 
величинами порядку 3/2( )logO T Tδ−  рівномір-
но по θ . 
Оцінимо математичні сподівання  
*E { ( )} , 0,1,2.T lsW h lχ θ 〈λ〉 =  
Зафіксуємо .l  Рівність (18) показує, що достат-
ньо оцінити математичне сподівання 
1
| | 1
E { ( )} ( ,0), M .
l
T l sW b
α
+ μ
+
α =
χ θ α μ ∈∏  
 Оскільки  
1 21
2
| | 1| | 1
( ,0) ( ,0) ,
l s
l l
b bα
+
+ +μ
α =α =
⎛ ⎞α ≤ α⎜ ⎟⎜ ⎟⎝ ⎠∑∏  
то достатньо оцінити  
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 E { ( )} | ( ,0) |l sTW b
+χ θ α  
для фіксованого α , 1 | | 1l≤ α ≤ + . Позначимо 
2 ( ) 2E( ( )) .T b
α
ασ = θ  
За умови I випадковий процес ε  має 
неперервну та обмежену спектральну щільність 
( )f λ , 1λ ∈ \ . Нехай 
1
0 = ( ) .supf fλ∈
λ < ∞
\
 Тоді  
2
2 1 ( )
0
1 ( ) 2 1 2
0 0 2
2
0 1
( ) ( )
2 ( ( , )) 4 (2 ) ( ,0)
4 ( )
T
i t
T
T
T
z
f T e g t dt d
f T g t dt f T d
f C
∞
− λ α
α
−∞
− α −
σ = λ λ ≤
≤ π θ ≤ π α ≤
≤ π α < ∞
∫ ∫
∫  
за умови (2). 
Для деякого 1u >  позначимо  
 1/2 1/2( )( ) log , 0,jjT T u m T jαγ = σ θ + ≥  (20) 
і введемо події  
 
(0) ( )
0
( ) ( )
1,
{| ( ) | };
{ | ( ) | }, 1.
T T
j
T j T jT
W b
W b j
α
α
α
α −
= θ < γ
= γ ≤ θ < γ ≥
 
Тоді  
( )( ) 1 ( ) 1
0
( ) 1 (0)
E | ( ) | { } E | ( ) | { } { }
E | ( ) | { } { }
j
T TT
j
T T
b W b W W
b W W
∞α ν+ α ν+
α=
α ν+
α
θ χ = θ χ χ ≤
≤ θ χ χ +
∑
  
 ( ) 1 ( )
1
E | ( ) | { }.jT
j
b W
∞ α ν+
α
=
+ θ χ∑   (21) 
Використовуючи (19) і (20), отримуємо 
оцінку для 1-го доданка правої частини (21):  
 
( ) 1 (0)
1 1
1 2 2
1
2 2
E | ( ) | { } { }
( )(1 ) log { }
( log ).
T T
T T
m
b W W
m T P W
O T T
α ν+
α
ν+ ν+ν+
α
ν+−
θ χ χ ≤
≤ σ θ + ⋅ =
=
 (22) 
 Для 2-го доданка правої частини (21) 
маємо  
 
( ) 1 ( )
1
1 1
1 2 2
=1
E | ( ) | { }
( ) log ( )
j
T
j
j
T
j
b W
T u m
∞ α ν+
α
=
ν+ ν+∞ν+
α
θ χ ≤
≤ σ θ + ×
∑
∑
  
( ) 1 1/2 1/2{| ( ) | ( )( ) log }.jTP b u m T
α −
α× θ ≥ σ θ +   (23) 
 За нерівністю (див., наприклад, [1])  
 
2 2
12 2 ,
v
e dv e
− −Δ∞
−
Δ
≤ Δ∫  0,Δ >  
що застосовується до 1 1/2 1/2( ) logju m T−Δ = + , 
запишемо  
 
1 1
( ) 1 2 2
1
1 1
2 1 2 2
1
{| ( )| ( )( ) log }
2
( ) log
1
exp ( ) log
2
j
T
j
j
P b u m T
u m T
u m T
α −
α
− −
−
−
θ ≥ σ θ + ≤
⎛ ⎞≤ + ×⎜ ⎟π⎝ ⎠
⎧ ⎫× − + ≤⎨ ⎬⎩ ⎭
  
 
1
1
1 1 1
2 /22 2 22 log , 1.
jj umu T T T j
−−− − −−⎛ ⎞≤ ⋅ ⋅ ≥⎜ ⎟π⎝ ⎠   (24) 
 З (23) і (24) отримуємо  
1
2( ) 1 ( ) 1 2
1
2
E | ( ) | { } ( ) logjT T
j
b W T
ν∞ α ν+ ν+
α α=
⎛ ⎞θ χ ≤ σ θ ×⎜ ⎟π⎝ ⎠∑  
 
11 1 1
2 2 2 2
1
( ) .
jm j uj
j
T u m u T
−ν+ −∞− − −
=
× +∑   (25) 
Оцінимо ряд у правій частині (25). Оскільки 
існує таке 0j , що 
1 21
2
ju ju
ν
− ≥  для 0j j> , то і 
1
2
1
2
ju juT T
ν−− −≥  для тих самих j . Таким чином, 
10
0
1 1 1
2 2 2
1 2
1 1
( ) ,
jj j uj
j j j
u m u T
−ν+ −∞ − −
= = +
⎛ ⎞⎜ ⎟+ + = +⎜ ⎟⎝ ⎠
∑ ∑ ∑ ∑  
причому 1/2
1
( )O T −=∑ ,  
 
/2
0
/2
0 0
1/2 /2
5
2 1
1 ( 1)1/2 1
5
( ) ( )
( ) (1 ) , .
v
v
v u
j j
j j
C s u u T
C s u T T u
∞ −
= +
+ − ρ + −ρ −
≤ =
= ρ −ρ ρ =
∑ ∑
 
Це означає, що 1 /2
2
= ( )o T −∑  і  
 
1
( ) 1 ( ) /22
1
E | ( ) | { } log .
m
j v
T
j
b W O T T
+∞ −α ν+
α
=
⎛ ⎞⎜ ⎟θ χ = ⎜ ⎟⎝ ⎠
∑ (26) 
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Співвідношення (21), (22), (25) і (26) показу-
ють, що  
 
1
( ) 1 2 2E | ( ) | { } = log .
m
Tb W O T T
ν+−α ν+ ⎛ ⎞⎜ ⎟θ χ ⎜ ⎟⎝ ⎠
 (27) 
Оцінимо тепер E { ( )} | | ,sT TWχ θ θ 〈λ〉  = 1,2.s  
Для цього достатньо оцінити математичне спо-
дівання 
 
2E { ( )} || | | .
s
s
T TT W
∧χ θ θ − θ  
Для деяких 1u >  і 10,
2
⎛ ⎞β ∈ ⎜ ⎟⎝ ⎠  покладемо  
*
0 {| | || };T TW T
∧ −β= θ −θ <  
 
* 1{ || || }, 1.j jjT TW u T u T j
∧− −β −β= ≤ θ − θ < ≥  (28) 
 Тоді  
   
2
*2
0
E || | | { }
E || || { } { }
s
s
T T
s
s
T T T
T W
T W W
∧
∧
θ − θ χ ≤
≤ θ − θ χ χ +
  
 *2 1 2
=1
E || || { } = E E .
s
s
T jT
j
T W
∞ ∧+ θ − θ χ +∑   (29) 
 Для 1-го доданка отримуємо  
 
2 2
1E { } = .
s m s
s s
TT P W O T
−− β − −β⎛ ⎞⎜ ⎟≤ ⎜ ⎟⎝ ⎠
 (30) 
Оцінимо 2-й доданок, використовуючи умову 
IV при 1 2
s
jM u T
−β−= , 1j ≥ :  
12
2
=1
1
2( 1)2
6
=1
E ( ) { || || }
s
j s j
T
j
s ms sj m j
j
T u T P u T
C T u T
∞ ∧−β − −β
⎛ ⎞∞ −− β⎜ ⎟− β − − ⎝ ⎠
≤ θ − θ ≥ ≤
≤ =
∑
∑
 
 
1
( )
2
6 2
.
1
m m s
m
u
C T
u
⎛ ⎞− − −β⎜ ⎟⎝ ⎠
−= −   (31) 
Оскільки при 1m ≥  виконується нерів-
ність 1( )
2 2
m s
s m s
− ⎛ ⎞+ β > − − β⎜ ⎟⎝ ⎠ , то, підставляю-
чи оцінки (30) і (31) у (29), отримуємо  
 
1
( )
22E || || { } = .
s m s
s
T TT W O T
⎛ ⎞− − −β∧ ⎜ ⎟⎝ ⎠
⎛ ⎞⎜ ⎟θ − θ χ ⎜ ⎟⎝ ⎠
 (32) 
Зібравши оцінки залишкових членів (19), 
(27) і (32), знайдемо такі значення m , щоб най-
грубіший порядок був не меншим порядка залиш-
кового члена у рівності (19). Для цього запише-
мо розв’язок нерівності (1 2 ) 2 3m s s− β − + β >  у 
вигляді = 3m s n+ + , де натуральне число 
6
1 2
n
β> − β . Якщо 1n = , то 
1
8
β <  і так далі. 
Таким чином, при 5m ≥  виконується пункт 
(1), а при 6m ≥  — пункт (2) теореми 2. 
Використовуючи формули (6)—(8), знайде-
мо в явному вигляді математичні сподівання             
в розкладах (14) і (15). Оскільки будь-який           
непарний змішаний момент значень гауссового 
процесу ( )tε  дорівнює нулю, а змішаний мо-
мент 4-го порядку можна обчислити за форму-
лою Ісерліса (див., наприклад, [9]), то  
 E ( ) = 0,ib θ  E ( ) ( ) ( ) = 0,i j kb b bθ θ θ  
( ) ( ) ( )( ) ( )( ) ( ) ( ) ( )( ) ( )( )E .i j k l i j k l i k j l i l j kb b b b = Ψ Ψ + Ψ Ψ + Ψ Ψ  
 Таким чином,  
1
10
E E = 0;iii ih b〈λ〉 = λ Λ  
1 2 3 4 5
1 2 3 1 2 4 3 51 ( )( ) ( )( )
1
E = ;
4
ii i i i i
i i i i i i i i ih a
⎛ ⎞〈λ〉 λ Λ Λ Ψ − Λ Ψ⎜ ⎟⎝ ⎠  
1 1
1 1
2
2 0 ( )( )
0 1
E 0; E ;
E 0;
ii jj
i j i jh h
h h
〈λ〉 = 〈λ〉 = λ λ Λ Λ Ψ
〈λ〉 〈λ〉 =  
1 1 2 3 4 5
0 2E [
i i j j j j j j
i jh h〈λ〉 〈λ〉 = λ λ Λ Λ Λ Λ ×  
1 1 2 4 3 5 1 3 1 2 4 5
1 5 1 2 4 1 1 5 2 4 3
( )( ) ( )( ) ( )( ) ( )( )
( )( ) ( )( ) ( )( ) ( )( )3
1
(
2
(
i j j j j j i j j j j j
i j j j j j i j j j j j
⎛× Ψ Ψ + Ψ Ψ⎜⎝
⎞+Ψ Ψ + Ψ Ψ +⎟⎠
 
1 2 4 1 5 1 3 1 5 2 4( )( ) ( )( ) ( )( ) ( )( )3
)i j j j j j i j j j j j+ Ψ Ψ + Ψ Ψ −  
6 7
1 2 4 6 1 5 7 3 1 7 5 3
1 3 5 7 2 4 6 1 5 7 1 3
( )( ) ( )( ) ( )( ) ( )( )
( )( ) ( )( ) ( )( ) ( )( )
1 1
(
2 6
1
(
2
j j
j j j j i j j j i j j j
i j j j j j j i j j j j
a
a
⎛− Λ Ψ Ψ +Ψ Ψ +⎜⎝
⎞+Ψ Ψ + Ψ Ψ +⎟⎠
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1 7 5 1 3 1 1 3 5 7( )( ) ( )( ) ( )( ) ( )( )
)i j j j j i j j j j+ Ψ Ψ + Ψ Ψ +  
1 2 6 1 5 7 3 4 1 7 5 3 4( )( ) ( )( ) ( )( ) ( )( )
(j j j i j j j j i j j j ja+ Ψ Ψ + Ψ Ψ +  
8 9
1 3 4 5 7 1 2 8 3 4 6
1 5 7 9 1 7 5 9
1 9 5 7
( )( ) ( )( )
( )( ) ( )( ) ( )( ) ( )( )
( )( ) ( )( )
1
)
4
(
)))];
j j
i j j j j j j j j j j
i j j j i j j j
i j j j
a a+ Ψ Ψ − Λ ×
× Ψ Ψ + Ψ Ψ +
+ Ψ Ψ
 
2 3 1 2 32 1
1E =
i i i i j j j j
i jh 〈λ〉 λ λ Λ Λ Λ Λ ×  
1 2 3 1 2 3 1 2 1 2 3 3
4 5
1 2 3 3 1 2 1 2 4 1 2 3 3 5
( )( ) ( )( ) ( )( ) ( )( )
( )( ) ( )( ) ( )( ) ( )( )
((
1
) (
4
i i i j j j i i j j i j
j j
i i j i j j j j j i i i j ja
× Ψ Ψ + Ψ Ψ +
+ Ψ Ψ − Λ Ψ Ψ +
 
 1 2 3 5 1 2 5 3 3( )( ) ( )( ) ( )( ) ( )( )3
)i i j i j i i j i j+ Ψ Ψ + Ψ Ψ −  
4 5
1 2 4 1 2 3 3 5 1 2 3 3 5
1 2 5 3 3
( )( ) ( )( ) ( )( ) ( )( )
( )( ) ( )( )
1
(
4
)
i i
i i i j j j i i j j i j i
j j i j i
a− Λ Ψ Ψ + Ψ Ψ +
+ Ψ Ψ +  
 
4 5 4 5
1 2 4 1 2 4 3 5 3 5
3 3 5 5 3 5 5 3
( )( ) ( )( )
( )( ) ( )( ) ( )( ) ( )( )
1
(
16
)).
i i j j
i i i j j j i i j j
i j i j i j i j
a a+ Λ Λ Ψ Ψ +
+ Ψ Ψ + Ψ Ψ  
Таким чином, підставивши одержані зна-
чення в (14) і (15), отримуємо (10) — асимпто-
тичний розклад вектора зсуву оцінки наймен-
ших квадратів і (11) — асимптотичний розклад 
матриці ( )TC θ .  
Наслідок 1. Якщо умови теореми 2 викона-
но для 3k = , 4m ≥ , то  
2 3 4 5
1 2 3 1 2 4 3 5
1
( )( ) ( )( )
1
E
4
i i i i i i
T i i i i i i i ia
⎛ ⎞θ 〈λ〉 = Λ Λ Ψ − Λ Ψ ×⎜ ⎟⎝ ⎠
 
 1/2 (1) ,i TT l
−× λ + 〈λ〉   (33)
 
  
(1) (4)( ) , , , ,TC〈 θ λ λ〉 = 〈Λ λ λ〉 + 〈Λ λ λ〉
 
(34)
 де 
(1) коефіцієнти лінійної форми (1)Tl 〈λ〉  є 
величинами порядку 21( )logO T T− , 
(2) елементи матриці (4)Λ  є величинами 
порядку 
5
1 2( log )O T T− .  
Наслідок 2. Якщо умови теореми 2 викона-
но для 2k = , 3m ≥ , то  
 (2)E ,T Tlθ 〈λ〉 = 〈λ〉  (35) 
  
(1) (5)( ) , = , , ,TC〈 θ λ λ〉 〈Λ λ λ〉 + 〈Λ λ λ〉  (36) 
де 
(1) коефіцієнти лінійної форми (2)Tl 〈λ〉  є 
величинами порядку 21 / 2( )logO T T− , 
(2) елементи матриці (5)Λ  є величинами 
порядку 1/2 5/2( log )O T T− .  
Асимптотичний розклад коваріаційної 
матриці нормованої оцінки найменших 
квадратів T
∧θ  можна записати у вигляді  
, 1( ) ( E( E )( E ))
( ) ( ),
q
T iT iT jT jT i j
T T
D T
C S
∧ ∧ ∧ ∧
=θ = θ − θ θ − θ =
= θ − θ  
де  
 
1 1 2 3 2 3
1 2 3 1 2 3
4 5
1 2 4 1 2 3
3 5
4 5
1 2 4 3 5 1 2 3
4 5 4 5
1 2 4 1 2 4 3 5 3 5
( )( ) ( )( )
( )( ) ( )( )
( )( ) ( )( )
1
( )( ) ( )( )
22
( ) = (
1
(
4
)
1
)
16
( ).log
i i j j i i j j
T i i i j j j
i i
i i i j j j
i i
j j
j j j j j i i i
i i j j
i i i j j j i i j j
S
a
a
a a T
O T T
Ψ
−
−
θ Λ Λ Λ Λ Ψ Ψ −
− Λ Ψ +
+ Λ Ψ Ψ +
+ Λ Λ Ψ Ψ +
+
 
Висновки 
У статті розглянуто асимптотичну поведін-
ку зсуву і коваріаційної матриці оцінки най-
менших квадратів векторного параметра нелі-
нійної моделі регресії з неперервним часом та 
гауссовим стаціонарним шумом. Отримано яв-
ний вигляд перших членів асимптотичного роз-
кладу цих числових характеристик оцінки. 
Для доведення основних результатів вико-
ристовувались теорема про стохастичний роз-
клад оцінки найменших квадратів (тобто про 
представлення цієї оцінки у вигляді суми век-
торних многочленів від стандартних інтегралів 
від випадкового шуму, зваженого похідними 
функції регресії, і стохастично малого залиш-
кового члена), а також теорема про ймовірнос-
ті великих відхилень нормованої оцінки най-
менших квадратів.  
Одержані результати дають змогу відповіс-
ти на важливе в застосуваннях питання про 
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асимптотичну поведінку перших і других мо-
ментів асимтотично нормальної оцінки най-
менших квадратів векторного параметра нелі-
нійної моделі регресії. 
Проведені дослідження є перспективними 
і можуть бути продовжені в багатьох напрямах. 
Зокрема, можна розглянути інші нормування 
оцінки найменших квадратів, інші математичні 
моделі випадкового шуму тощо. 
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