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Abstract
The computation of wavelet coefﬁcients of a function typically requires the computation of a large number of
integrals. These integrals represent the inner product of that function with a wavelet function on different scales, or
with the corresponding scaling function on a ﬁne scale.
We develop quadrature rules for those integrals that converge fast for piecewise smooth and singular functions.
They do not require the evaluation of the scaling function, and the convergence does not depend on the smoothness
of that function. The analysis and computation is based completely on the ﬁlter coefﬁcients that deﬁne the scaling
function. An application is presented from the ﬁeld of electromagnetics, involving the inner product of a singular
function with two-dimensional tensor-product wavelets.
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1. Introduction
In a variety of applications, e.g., in a multiresolution analysis or in a wavelet-Galerkin procedure
for solving partial differential equations, the computation of the wavelet coefﬁcients of a function f is
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required. These coefﬁcients are deﬁned by
cn,k :=
∫ ∞
−∞
f (x)n,k(x) dx. (1)
Here,n,k(x)=2n/2(2nx−k), with being the scaling function corresponding to somewavelet function
. Index n denotes the scale of the function, while index k indicates the shift. The integrals represent
the L2 inner product of the function f with the scaling function, and arise naturally in most wavelet
analyses. In this paper, we present a family of fast numerical quadrature rules to compute these integrals
for piecewise smooth or singular functions f. Throughout this paper, we assume the scaling function has
limited support, i.e., supp((x))= [s1, s2].
General quadrature rules depend on the smoothness of the integrand. Discontinuities of the integrand
or of any of its derivatives may disturb the convergence of these methods. They will fail for scaling
functions with only small regularity. Also, it can be computationally expensive to evaluate  and f, so we
would like to minimize the number of function evaluations. In some cases there is no explicit formula for
 available.
Our goal is to develop quadrature rules that exhibit convergence characteristics that depend only on the
smoothness of f, and to reuse function evaluations whenever possible. To compute the rules themselves,
we will only need the coefﬁcients hk of the reﬁnement equation for ,
(x)=√2
s2∑
k=s1
hk(2x − k). (2)
Our approach is based on the method originally discussed in [3,13]. The results of [3] were generalized in
[13] to higher order interpolatory quadrature rules, and extended with a stable method to construct those
quadrature rules using Chebyshev polynomials. Gauss-type rules for reﬁnable functions were developed
in [2,10]. A different method without quadrature rules, based solely on the reﬁnement equation, was
proposed in [7]. That method is an iterative scheme, that requires the solution of an eigenvalue problem.
Our approach differs from the earlier work, in that it also converges for functions that are only piecewise
smooth, or even singular in a ﬁnite number of points.
We recall the quadrature method of [13] for smooth functions in Section 2. In Section 3, the method
is extended to cover piecewise smooth functions. In Section 4 we cover singular functions. We conclude
in Sections 5 with some remarks on higher dimensional problems, and with a two-dimensional example
from the ﬁeld of electromagnetics. There, the boundary element method (BEM) for integral equations
is used for the solution of the Helmholtz equation on a two-dimensional domain. This BEM approach
requires inner products of a singular function with two-dimensional tensor-product wavelet functions.
2. An integration rule for smooth functions
2.1. The quadrature rule and its construction
The modus operandi is based on a technique described by Sweldens and Piessens [13]. There, the
authors have constructed a quadrature rule Q[·] that only requires the evaluation of f in a number of
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quadrature points xi ,∫ ∞
−∞
f (x)(x) dx 
 Q[f (x)] =
r∑
i=1
cif (xi). (3)
The convergence rate of this integration rule depends on the number of abscissae r and on the smoothness
properties of f, but not on the smoothness of the scaling function .
The integrals of type (1) can be approximated for all values of n and k using rule (3), by
cn,k 
 2−n/2Q[f (2−n(x + k))].
The abscissae xi are chosen on a regular grid that enables reusing the values f (xi) for neighbouring
scaling functions. Points of the form xi = (i − 1)2s , e.g., with s a negative integer, are good candidates,
since any integer shift transforms the set of points {xi} onto itself.A real shift  on the entire grid preserves
that property.
These observations lead one to consider the points xi=(i−1)2s+. In [13] it is shown that the number
of shared function evaluations can be large: if s = 0, there is only one extra evaluation of f needed for
every additional coefﬁcient. All the other values that are needed for the computation of cn,k in (1), are
also needed for cn,k−1. The parameter  is an additional degree of freedom, and can be used to increase
the order of the quadrature rule.
Rule (3) is derived by imposing that the quadrature is exact for all polynomials of degree lower than r,
Q[Pl(x)] =Ml, l = 0, 1, . . . , r − 1 (4)
with
Ml :=
∫ ∞
−∞
Pl(x)(x) dx.
The polynomialsPl(x), l=0, 1, . . . , r−1 in (4) formabasis for the set of polynomials of degree lower than
r. The unknowns are the quadrature weights, and the matrix representing the system is found by simply
evaluating Pl(x) in the quadrature abscissae. Since the resulting system of equations is ill-conditioned
for the monomial basis Pl(x)= xl , Sweldens and Piessens considered using the Chebyshev polynomials
of the ﬁrst kind, Tl(x). These polynomials form an orthogonal basis on [−1, 1] for the weight function
w(x)= (1− x2)−1/2. When properly scaled Chebyshev polynomials are used in (4), the system is well
conditioned. Scaling the interval [s1, s2] to [−1, 1], we have the basis polynomials
Pl(x)= Tl
(
2
x − s1
s2 − s1 − 1
)
. (5)
By making use of the reﬁnement equation (2) and properties of Chebyshev polynomials, an explicit
formula for the momentsMl can be derived [13]. System (4) can subsequently be solved in order to ﬁnd
the quadrature weights.
2.2. Some comments on the accuracy of the quadrature rule
With a regular grid of r abscissae, we typically expect for the corresponding quadrature rule a degree
of accuracy, denoted by q, of at most q = r − 1. The integration error is then of the order O(hq+1), with
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h being proportional to the interval length s2 − s1, i.e., the support of . In some cases, we can achieve
an order q = r with a proper choice of . The number r depends on the parameter s that determines the
regular grid. In [13], it is shown that the application of the rule to a scaling function n,k(x) on scale n
leads to a relative error on the approximation of cnk of O(2−n(q+1)). As one might have expected, a ﬁner
scale, i.e., a reduction of the integration interval, leads to a more accurate result.
Remark 2.1. The technique described here leads to an interpolatory integration rule, with the scaling
function itself as a weight function. In general, the weights for such rules can have alternating signs, which
negatively impacts the stability of the computations. Even if the weight function is strictly positive, there
will be at least one negative weight for each rule with a sufﬁciently high degree of accuracy. For weight
functions that switch signs, as quite a few scaling functions do, each rule has negative and positiveweights.
For this reason, we will quantify the stability properties of the weights in the examples, presented further
on by using the sum of absolute values as a measure [9].
Remark 2.2. If we abandon the principle of using a regular grid for the abscissae, better rules can be
made by constructing Gaussian quadrature rules with  as weight function. Since for Gaussian rules the
weight function has to be positive, for some scaling functions g(x) := (x) + c is used instead. Here,
the constant c is chosen such that g is a suitable nonnegative weight function. Such rules are constructed
in [2]. In that setting, one loses, however, the ability to reuse function evaluations.
3. Improving accuracy by piecewise integration
3.1. A composite quadrature approach
For a larger number of abscissae, say r ∼ 30, the high order methods from [13] become unstable due
to large quadrature weights with alternating signs. As with composite quadrature rules, the accuracy can
be improved by splitting the integration interval, and by applying a lower order quadrature rule on each
subinterval. Hence, we aim for a new rule on the subinterval [a, b] ⊂ [s1, s2]
Qa,b[f (x)] 

∫ b
a
f (x)(x) dx. (6)
The support [s1, s2] of the scaling function  will then be divided into a sequence of intervals [ai, bi].
Typically, the integration subinterval [ai, bi] will have its endpoints on points of discontinuity of f. When
the goal is to improve the integration accuracy for a smooth function f, the points ai and bi can be chosen
to be regularly distributed. This will again enable most function evaluations to be shared.
3.2. Computation of the moments
In order to ﬁnd the quadrature weights, we need to compute the moments of the scaling function on
the interval [a, b],
Mla,b :=
∫ b
a
Pl(x)(x) dx. (7)
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Using reﬁnement equation (2), we have, for instance, for the zeroth-order moment,
M0a,b :=
∫ b
a
(x) dx =
√
2
2
∑
k
hk
∫ 2b−k
2a−k
(x) dx =
√
2
2
∑
k
hkM
0
2a−k,2b−k. (8)
This formula expresses M0a,b as a linear combination of zeroth-order moments on the intervals [2a −
k, 2b − k]. Applying (8) recursively for the moments on the right-hand side, leads to a set of linear
equations for the unknowns M0ai ,bi , for different intervals [ai, bi]. Since the support of  is ﬁnite, only
those moments where the interval intersects the support [s1, s2] are nonzero.
We deﬁne S(a, b) as the set of all intervals generated starting from [a, b], by recursively adding
[2ai− k, 2bi− k]∩ [s1, s2], k= s1, . . . , s2, for each interval [ai, bi] in the set. These intervals correspond
to the unknown moments in (8). We will ﬁrst generalize Eq. (8) to moments of higher order, and then we
will discuss the size of the set S(a, b).
3.3. An algorithm based on using Chebyshev polynomials
For the computation of Mla,b, we may use the Chebyshev polynomials Tl(x) scaled to the interval[s1, s2]. In this way we avoid evaluating the polynomials outside the interval [−1, 1]. One scaling can be
converted to another easily by using the following relation:
Tn
(
x + 1
L1
)
= 2−n
n∑
i=0
w
(n)
i Ti
(
x + 2
L2
)
(9)
with real parameters 1, L1, 2 and L2, and L1, L2 = 0. Note that the parameter w(n)i depends on
1, L1, 2, L2. A stable recursive scheme to compute the coefﬁcients w(n)i in (9) is given in Appendix A.
The scheme is based directly on the three-term recurrence relation for Chebyshev polynomials. A similar
scheme, only slightly different, was used and derived in [13].
The moments can then be found in the following way. If l = 0, we solve the system of equations of
type (8). For larger l, we use (9) to introduce lower order Chebyshev polynomials
Ml+1a,b =
∫ b
a
Tl+1
(
x + 1
L1
)
(x) dx
=
√
2
2
∑
k
hk
∫ 2b−k
2a−k
Tl+1
(
x + k + 21
2L1
)
(x) dx
=
√
2
2
∑
k
hk
l+1∑
i=0
∫ 2b−k
2a−k
2−(l+1)w(l+1)i (k)Ti
(
x + 1
L1
)
(x) dx
=
√
2
2
∑
k
hk
l+1∑
i=0
2−(l+1)w(l+1)i (k)M
i
2a−k,2b−k.
The coefﬁcients w(l+1)i (k) are written this way in order to make the dependence on the parameter k
explicit in the equation, since we applied (9) with a k-dependent parameter 2. The coefﬁcients need to
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be computed once for every value of k. The parameters 1 and L1 are deﬁned here such that Tl((x +
1)/L1)= Tl(2(x − s1)/(s2 − s1)− 1).
A separation of the known and unknown components yields the equation
Ml+1a,b − 2−(l+3/2)
∑
k
hkw
(l+1)
l+1 (k)M
l+1
2a−k,2b−k
= 2−(l+3/2)
∑
k
hk
l∑
i=0
w
(l+1)
i (k)M
i
2a−k,2b−k. (10)
The right-hand side of (10) is fully known and can easily be evaluated at step l + 1.
In order to ﬁnd the quadrature weights for the integration on the interval [a, b], we need to solve a
system of equations similar to (4),
Q
[
Tl
(
2
x − s1
s2 − s1 − 1
)]
=Mla,b.
The matrix entries are evaluations of Chebyshev polynomials, scaled to [s1, s2], in the interval [a, b]. In
order to obtain a good condition number,wewill use the samematrix as in (4).TheChebyshev polynomials
are then scaled to the interval [a, b]. The new right-hand side can be found from the momentsMla,b, by
combining (7) and (9),
Q
[
Tl
(
2
x − a
b − a − 1
)]
= M˜la,b :=
n∑
i=0
2−nw(n)i M
i
a,b.
3.4. Computational complexity of the construction
The performance of the algorithm described above, depends on the cardinality of the set S(a, b) deﬁned
in Section 3.2. The following lemma shows that the set is ﬁnite only when a and b are rational numbers.
Lemma 1. #S(a, b)<∞ ⇐⇒ a, b ∈ Q.
Proof. As can be seen from the recursion, each interval in S(a, b) can be written as [2na− z, 2nb− z] ∩
[s1, s2], n ∈ N, z ∈ Z. For n large enough, one endpoint of the interval will always be s1 or s2.
Assume a is irrational, i.e., a ∈ R\Q. Set a0 := a, and deﬁne ai := 2ai−1−ki for a sequence {ki |ki ∈ Z}
such that ai ∈ [s1, s2]. The cardinality of S(a, b) can only be ﬁnite if the sequence {ai} is self-repeating.
Then a has to solve 2na − k = 2ma − l, m, n ∈ N, k, l ∈ Z. This means a = (k − l)/(2n − 2m). Clearly,
a cannot be irrational.
Now assume a is rational. It can be written as a = c/d, c, d ∈ Z. Then 2na − z = (2nc − dz)/d is
again a rational number with the same denominator. The cardinality of the set {ai} is bounded by the total
number of such rational numbers in [s1, s2], d(s2− s1). A similar reasoning for b proves boundedness of
#S(a, b), with a cardinality that is bounded by the sum of #{ai} and a similarly deﬁned set #{bi}. 
The lemma shows that the system to be solved for the moments of the scaling function will be the
smallest for integers or rational numbers a and b with a small denominator. For irrational values, it is
inﬁnitely large; obviously the algorithm can then not be applied. However, each number on a computer
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is represented by a rational number a 
 A2−N , A ∈ Z. The interval sequence will self-repeat after N
recursion steps, since then 2Na − z ∈ Z and 2Nb− z ∈ Z. An upper bound for the cardinality of S(a, b)
is then given by 2N(s2 − s1), i.e., the number of iterations times the number of integer shifts of 2ia and
2ib that lie in [s1, s2] in each iteration i. Typically, however, the size of the set is way smaller than this
upper bound: this will be illustrated with some examples further.
When the construction of a quadrature rule is required in a time-critical path of a program, it may be
desirable to reduce the size of the system to be solved. This can be done by computing the moments using
rounded values a 
 a and b 
 b that guarantee a lower cardinality #S(a, b). The constructed rule can
be seen as a rule for the integration on the interval [a, b]. If  := max(|a − a|, |b − b|) is the roundoff
error, the integration error can be estimated by∫ a
a
f (x)(x) dx +
∫ b
b
f (x)(x) dx2 max
x∈[s,a]∪[b,b]
(f (x)(x))= 2M.
A good estimate for the constantM is just max(f (a)(a), f (b)(b)). Experiments indicate that this error
bound is sharp, giving good control of the round-off error.
3.5. Convergence of the quadrature rule
Deﬁne the integration error Ea,b[·] as
Ea,b[f (x)] :=
∫ b
a
f (x)(x) dx −Qa,b[f (x)].
If f (x) ∈ Cq+1[a, b] then the ﬁrst q + 1 terms of the Taylor expansion of f around a point in [a, b] are
integrated exactly, and the error will depend on the (q + 1)th derivative of f.
To specify this further, let Pq(x) be the polynomial of degree q that interpolates the function f in
x1, . . . , xr . Then [4],
∀x ∈ [s1, s2] : ∃(x) ∈ [s1, s2] : f (x)= Pq(x)+ eq(x)
with
eq(x)= (x)
(q + 1)! f
(q+1)((x)) and (x)=
r∏
i=1
(x − xi).
The error is now given by
Ea,b[f (x)] = Ea,b[eq(x)] = 1
(q + 1)!
∫ b
a
(x)(x)f (q+1)((x)) dx. (11)
Estimates based on this expression are, in general, rather pessimistic. Moreover, the function (x) is not
known. However, it can be seen from (11) that the asymptotic behaviour is essentially the same as in
the rule for smooth functions. The relative error of the quadrature method with the degree of accuracy q
remains O(hq+1), or O(hr), r = q + 1. Yet, this order is to be evaluated for a smaller value of h, since
|b − a|< |s2 − s1|.
For a smooth function f, this may not be the best solution. A more accurate result can be obtained by
computing coefﬁcients on a ﬁner scale, and using the reﬁnement equation to obtain values for the rougher
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Table 1
Absolute error for the integration of fi with CDF or DB scaling functions
[s1, s2] CDF24 [−1, 1] CDF24 [−1, 1] DB2 [−2, 2] DB3 [−3, 3]
s f1 f1 split f2 f2 split f2 split f2 split
0 5.6E − 2 1.5E − 2 5.6E − 1 1.5E − 2 7.1E − 2 1.4E − 2
−1 4.5E − 4 1.4E − 4 9.9E − 2 3.0E − 4 2.1E − 4 5.4E − 6
−2 8.1E − 8 4.6E − 9 1.5E − 2 4.4E − 8 4.3E − 11 9.6E − 13
−3 6.7E − 16 3.3E − 16 1.5E − 1 1.6E − 15 (8.6E − 6) (3.0E + 9)
∑ |wi | 4.3 2.9 4.3 2.9 78 5266
scale. This would lead to an error of the order O(h2r ). If the function is only piecewise smooth however,
we can split the interval [s1, s2] into pieces that correspond to the smooth parts of f. The convergence is
then not adversely affected by discontinuities of f, or of any of its derivatives.
Example 1. We consider the functions f1(x) := cos(2x)+ sin(3x) and f2(x) := cos(|2x|)+ sin(|3x|).
We compare the integration rule of [13], discussed in Section 2, with the integration rule discussed in
Section 3. The parameter s determines the number of abscissae r used in the interval [s1, s2] for the ﬁrst
method: r = 2−s(s2 − s1)+ 1. For the second method, the interval is split at the origin, and r abscissae
are used in both intervals. Hence, there is a total of 2r abscissae.
The values given in Table 1 represent the absolute error for the integrals
∫ b
a
fi(x)(x) dx. The values
in the last row represent the maximum sum of the absolute values of the weights that were used in
the corresponding column. We consider three different scaling functions. Cohen–Daubechies–Feauveau
(CDF) wavelets are biorthogonal wavelets with a ﬁnite support [5]. The primal scaling function is a
B-spline, and the primal wavelet is therefore also piecewise polynomial. Numbers 2 and 4 in the notation
CDF24 represent the order of the primal and dual wavelets, respectively. Daubechies (DB) wavelets are
orthogonal wavelets with ﬁnite support, and were ﬁrst constructed in [8]. The wavelets of orders 2 and 3
have very low regularity on each subinterval of their support.
The ﬁrst two columns show that splitting the interval (and thus doubling the points) is not very useful
for the case of a smooth function. The result is only slightly better, and does not compensate sufﬁciently
for the extra effort. For function f2 however, which is not smooth at the origin, the regular method shows
no convergence. The second method converges rapidly to almost machine precision. Similar results are
obtained for the scaling functions of two different Daubechies wavelets. The values corresponding to
s=−3 in the last two columns indicate the presence of a large error, due to a number of abscissae greater
than 30 (respectively, 33 and 49). This is an illustration of the instability and poor conditioning problem
mentioned in Section 3.1 and discussed in [13]. The values are given between parentheses. In order to get
better accuracy results, the subintervals would have to be split into a larger number of smaller intervals.
The values in the last row, i.e., the maximum sum of the weights, are very moderate, even for the
Daubechies scaling functions that switch sign. This indicates good stability properties of the constructed
rules.
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Example 2. We now look at a different example to illustrate the size of S(a, b). The computation of the
moments on the interval [/10, /4] for the CDF scaling functions, leads to a system with 195 unknowns
with a representation in double precision. The condition number of the system to be solved in level l = 0
of the algorithm is only 47. It is smaller in the next levels corresponding to the higher order moments.
Rounding the interval boundaries to the nearest multiple of 2−16 reduces the size of the system to 57
unknowns, and a maximum condition number of 27. The upper bound on the number of unknowns here
is 2N(s2 − s1)= 64. The error induced on the integration is 5E − 6 for the function f (x)= 1.
This example illustrates the trade-off between computation time for the construction of the rule, and
the round-off error for intervals with irrational numbers as endpoints. The error can always be made as
small as needed however.
Having described the convergence as a function of q, it is also of interest to consider the convergence as
a function of n, which is the scale of the scaling function nk(x) in the integrand. This is because in most
applications we would like to match the integration error of the numerical quadrature to the discretization
error of the corresponding wavelet approximation on a given scale. The values we want to compute using
rule (6) are given by
dnk =
∫ bn
an
f (x)nk(x) dx.
For the case of smooth functions in Section 2, seeing that h is proportional to 2−n, one obtains the error
estimate O(2−n(q+1)) that was mentioned in Section 2.2. Here, however, we need to consider two cases:
(1) The endpoints of the integration interval change with n, such that the same part of the scaling function
is covered on each scale. In this case, an = 2−n(a + k).
(2) The endpoints remain ﬁxed as n increases, i.e., an = a.
The ﬁrst case occurs, e.g., when we would like to increase the accuracy of the integration, by splitting the
support of the scaling function in a ﬁnite number of subintervals, regardless of the scale. The second case
occurs when f has a discontinuity (in a derivative) at a ﬁxed point a or b. We can see that the convergence
in the ﬁrst case will be asymptotically similar to the case of smooth functions, i.e., O(2−n(q+1)), albeit
with a smaller constant since the integration interval is also smaller. In the second case, the error will still
behave like O(hq+1), but h does not scale as 2−n initially. That only happens when the scaling parameter
n becomes large enough, such that the support of the scaling function is contained entirely within the
ﬁxed interval [a, b]. This reduces the integration problem to the setting in Section 2, where the integration
interval does not have to be split into parts.
Example 3. To illustrate the above discussion, consider again the function f1(x). Table 2 shows the
relative error for the case of Daubechies wavelets with k = 0.
The error for ﬁxed q decreases with the expected factor 2−(q+1). For ﬁxed n, we expect a convergence
rate of 2−n(q+2+1)+n(q+1)=22n. For increasing n, the convergence rates in Table 2 indeed approximately
improve by a factor of 4 from left to right in each column.
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Table 2
Relative error for the integration of f1 on the interval [an, bn] for DB3 wavelets
q n= 0 n= 1 n= 2 n= 3
0 1.1E − 1 2.6E − 1 1.8E − 1 1.0E − 2
2 4.0E − 3 6.6E − 4 9.6E − 5 1.3E − 5
4 2.1E − 5 8.9E − 7 3.2E − 8 1.1E − 9
6 8.1E − 8 8.6E − 10 8.7E − 12 9.9E − 14
4. An integration rule for functions with singularities
4.1. Functions with a known singularity
The method can be extended to work for functions with an integrable singularity, e.g., s(t)= |t |	, for
−1< 	< 0 or s(t)= log(|t |). First we will assume that the singularity of f is known analytically and can
be substracted, i.e., f (x) = p(x) + q(x)s(x − x′), x′ ∈ [s1, s2], where p(x) is a nonsingular function.
We will develop a quadrature ruleQs[·] such that∫ b
a
f (x)(x) dx =
∫ b
a
p(x)(x) dx +
∫ b
a
q(x)s(x − x′)(x) dx 
 Q[p] +Qs[q]
withQ[p] being quadrature rule (3).
We demand for quadrature ruleQs[·] an exact integration of the functions s(x − x′)Pl(x), with Pl(x)
from (5). The required moments are in their most general form given by
M
l,m
a,b :=
∫ b
a
Tl
(
x + 1
L1
)
s(x −m)(x) dx.
First we discuss how to deal with the singularity. Using the reﬁnement relation, we have
M0,m :=
∫ +∞
−∞
s(x −m)(x) dx =
√
2
2
∑
k
hk
∫ +∞
−∞
s
(
x + k
2
−m
)
(x) dx. (12)
Hence, on the right-hand side integrals, the singularity has been shifted. For the algebraic singularity, the
shifted singularity can be rewritten in the original notation s(x −m),∣∣∣∣x + k − 2m2
∣∣∣∣
	
= |x − (2m− k)|	2−	
and, similarly, for the logarithmic singularity,
log
(∣∣∣∣x + k − 2m2
∣∣∣∣
)
= log (|x − (2m− k)|)− log(2).
For s(t)= log(|t |), relation (12) becomes
M0,m =
√
2
2
∑
k
hkM
0,2m−k − log(2)
√
2
2
∑
k
hk,
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while for s(t)= |t |	 we ﬁnd
M0,m =
√
2
2
2−	
∑
k
hkM
0,2m−k.
Recursive application of the above expressions for different values of m leads again to a set of linear
equations in the unknown momentsM0,m(i). The parameter m(i) = 2m(i−1) − k with m(0) =m grows in
principle without bound. Yet, if it is large enough, the integral is no longer singular. The corresponding
moments can then be computed by using the techniques of Section 2. For accurate computations, it is
better to also include the nearly singular moments as unknowns in the set of equations. Good results were
obtained by including the moments for all intervals that satisfy dist(m, [a, b])< 1, i.e., when the distance
of the singularity to the integration interval is of the same order as the size of the interval, which is O(1)
on scale n= 0.
Combined with the approach of splitted intervals, we ﬁnd a linear equation for each moment. For
example, for the logarithmic singularity, we have an equation of the following type:
M
l+1,m
a,b = 2−(l+3/2)
∑
k
hk
l+1∑
i=0
w
(l+1)
i (k)(M
i,2m−k
2a−k,2b−k − log(2)Ml+12a−k,2b−k). (13)
The moments can be computed for each value of l successively, starting from l= 0 and the known partial
momentsMla,b.
Again, the size of the system to be solved is ﬁnite only under certain conditions. Deﬁne S(a, b,m)
as the set of intervals and singularity locations corresponding to the moments found by applying (13)
recursively, for which dist(m, [a, b])< 1. The cardinality of this set is bounded only if m is a rational
number.
Lemma 2. #S(a, b,m)<∞ ⇐⇒ m ∈ Q.
Proof. The intervals [2na− z, 2nb− z]∩ [s1, s2]with corresponding singularity 2m− z are in S(a, b,m)
only if 2m − z ∈ [s1 − 1, s2 + 1]. Using the same line of reasoning as in Lemma 1 leads to the condition
m ∈ Q in order for this set to be ﬁnite.
Conditions on a and b are not required if a, b = m, since for n large enough we have that 2na −
z − (2nm − z) = 2n(a − m)> s2 − s1 + 1. This means that for any 2nm − z ∈ [s1 − 1, s2 + 1],
[2na − z, 2nb − z] ∩ [s1, s2] = [s1, s2]. 
In a time critical code path, m can also be rounded to a near rational number. The error made is given
by
∫ b
a
f (x)(x)(log |x −m| − log |x −m|) dxM(m− a) log |a −m|
+ (a −m) log |a −m| + (b −m) log |b −m| + (m− b) log |b −m| (14)
withM =max f (x)(x). We have x log(x)− (x + ) log(x + ) ≈ (log(x)+ 1). Using this expression,
we see that when m= a or b, expression (14) has order O( log()). Otherwise it has order O().
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Table 3
Absolute error for the quadrature approximation of the inner product of log(|x|)fi(x)withCDF24,DB2, orDB3 scaling functions
r CDF24 CDF24 DB2 DB3
log(|x|)f1 log(|x|)f2 log(|x|)f2 log(|x|)f2
3 4.1E − 2 1.6E − 2 8.9E − 1 1.3E − 1
5 2.8E − 4 7.2E − 4 1.4E − 1 6.0E − 2
9 1.8E − 9 1.5E − 7 5.0E − 4 3.2E − 3
13 1.6E − 13 6.3E − 12 4.2E − 7 1.5E − 5
17 5.5E − 15 8.9E − 15 1.2E − 10 2.1E − 8
∑ |wi | 1.5 117 263 94
The error Es[f (x)] := ∫ b
a
log(x − x′)f (x)(x) dx −Qs[f (x)] is now given by
Es[f (x)] = Es[eq(x)] = 1
(q + 1)!
∫ b
a
log(x − x′)(x)(x)f (q+1)((x)) dx.
This leads, asymptotically, to the same relative error O(hq+1), with h= 2−n or smaller depending on the
size of [a, b], for scaling functions on scale n.
Example 4. Table 3 lists the absolute error of the approximation obtained by the quadrature method for
two singular functions, log(|x|)f1(x) and log(|x|)f2(x), with f1(x) and f2(x) as deﬁned in Example 1.
In this example, we compare different scaling functions for a ﬁxed number of abscissae r. For the second
test function, the interval [s1, s2] is again split at the origin in order to cope with the discontinuity of the
derivatives of f2(x).
It is clear from Table 3 that the results converge rapidly. Note that the Daubechies wavelets require a
larger number of abscissae for the same absolute error, due to their wider support. The largest system that
was needed to compute the required moments for this table had only dimension 6.
4.2. Functions with an unknown singularity
In some cases, one does not wish to substract the singularity explicitly, as in Section 4.1, and use a
separate rule for the smooth and the singular parts. It is still possible to compute an efﬁcient quadrature rule
in this situation, by requiring exactness of the integration result for the functions Tl(x) and s(x−x′)Tl(x).
The right-hand side of the resulting set of equations is set up in a similar way as in Sections 3.2 and 4.1,
based on the momentsMla,b andM
l,m
a,b . Obviously, the number of abscissae necessary to obtain a degree
of accuracy doubles, as does the size of the system, i.e., r = 2q + 2 if the above functions are used for
l = 0, 1, . . . , q.
Unfortunately, the matrix of the resulting system may become ill-conditioned again. The method is
usable however in practice, if the required degree of accuracy for the application is not too high. If the
unknown functions p(x) and q(x) are smooth, as in the example below, conditioning does not pose a
signiﬁcant problem. For the function log(|x|)f2(x), with f2(x) deﬁned in Example 1, we could only
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Table 4
Absolute error for the quadrature approximation of the inner product with log(|x|)fi(x) via rules with known (A) and unknown
(B) singularity
q CDF24 log(|x|)f1 DB2 log(|x|)f1 CDF24 log(|x|)f2
A B A B A B
1 1.9E − 0 2.0E − 2 2.1E − 0 1.1E − 0 8.3E − 1 3.5E − 1
3 4.8E − 2 8.2E − 4 8.2E − 1 4.0E − 1 2.8E − 2 2.5E − 2
7 3.4E − 6 3.0E − 6 3.2E − 3 1.6E − 3 7.6E − 6 9.5E − 5
11 4.4E − 11 9.4E − 11 2.1E − 6 7.5E − 7 5.0E − 10 5.9E − 8
15 2.0E − 15 5.8E − 14 3.7E − 10 9.1E − 11 1.4E − 14 (9.7E − 7)
∑ |wi | 1.7 1625 2.0 4180 67 9.9E8
obtain good rules with an order of up to 11 after we split the interval at the origin. Rules with higher
accuracy require different basis functions, to avoid the ill-conditioning, or the use of higher precision
arithmetic.
Example 5. We consider functions with known singularity, and compare the results with those obtained
with the previous method. All calculations were performed in double precision; no additional measures
were taken. The results are given in Table 4.
For function log(|x|)f1(x), there is for most values of q no signiﬁcant difference between the two
methods. The method for unknown singularity requires two times the number of abscissae however (i.e.,
r = q + 1 for method A and r = 2q + 2 for method B). That explains why in some rows the result is
actually better. The degree of accuracy is the same in both cases.
The last two columns illustrate the problem of ill-conditioning. The convergence of method B stops
after the fourth row. Depending on the application, the error may however be already small enough at
that point.
5. A two-dimensional tensor-product rule example
When tensor-product wavelets are used for the multiresolution analysis of two-dimensional functions,
one is faced with double integrals of the form
c(nk),(n′k′) :=
∫ +∞
−∞
∫ +∞
−∞
f (x, y)n,k(x)n′,k′(y) dx dy.
These can be handled by repeated one-dimensional integration, using the techniques of the previous
sections. If the function f is discontinuous in some points, or has discontinuities in a derivative, the inner
integration should be done with piecewise integration. If for instance f (x, y) = g(|x − y|), then for
each yi in the outer integration, two distinct rules can be applied on the intervals [s1, yi] and [yi, s2]. In
general however, if  is not very smooth, the result of g(y) = ∫ +∞−∞ f (x, y)(x) dx is not very smooth
either. As the convergence of the outer integration depends on the smoothness of g, convergence will
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suffer. This problem then requires a truly two-dimensional quadrature rule with the product (x)(y) as
a weight function. The construction of such rules is beyond the scope of the present paper. Instead, we
will consider an important special case, for scaling functions that are piecewise smooth (e.g., the popular
CDF-wavelets that are piecewise polynomials [5]). We illustrate this case with an application from the
ﬁeld of electromagnetics.
The BEM is a numerical technique for solving integral equations [11]. It is a Galerkin scheme, where
the test and trial functions are called boundary elements. Consider an integral operator (Tf )(x) =∫
S
K(x, y)f (y) dy over a domain S ⊂ R. The use of a Galerkin scheme with wavelet-scaling func-
tions as both test and trial functions, leads to a matrix representation of the operator, with elements of the
form ∫
S
∫
S
K(x, y)jk(x)j ′k′(y) dx dy.
When usingwavelets in thisway, thematrix can easily be compressed and a solution to an integral equation
can be found efﬁciently. This technique was pioneered in [3]. See also [12] for a broader introduction to
the setting described below.
In these applications, the kernel function K(x, y) is typically singular along the diagonal x = y, e.g.,
K(x, y) ∼ log(|x − y|). As a concrete example, we consider the Helmholtz operator that arises in
scattering theory [6]
(Tf )(x)=
∫
S
i
4
H
(1)
0 (k|x − y|)f (y) dy.
Parameter k is the wavenumber and determines the frequency of the electromagnetic waves. The function
H
(1)
0 (z) is the Hankel function of the ﬁrst kind and order zero. It is logarithmic in the origin [1]
H
(1)
0 (z) ∼
2i

log
(z
2
)
J0(z).
The smoothness of g(y) = ∫
S
K(x, y)(x) dx depends on the smoothness of  and on the order r of
the operator. In particular, T : Hs → Hs+1, which means the Helmholtz operator has order −1. The
function given by
∫ b
a
K(x, y)f (x) dx, for smooth functions f and arbitrary intervals [a, b] ⊂ S, is again
smooth on the open interval (a, b) [10].
Assume the hat function (x) := 1− |x| is used as the scaling function for discretizing the Helmholtz
operator. A possible matrix element is then given by∫ 1
−1
∫ 1
−1
i
4
H
(1)
0 (k|x − y|)(x)(y) dx dy. (15)
For the inner integration in x, the integral is split according to the smooth intervals of.We also split at the
singular point on the diagonal x=y, because J0(k|x−y|) is not smooth there.We can use the quadrature
rules for singular functions with a known singularity. The result is accurate, but not very smooth, since
the hat function is not very regular. An alternative approach is to also split the integration in y according
to the smooth intervals of (y). Then, one has∫ 1
−1
∫ 1
−1
· =
∫ 0
−1
(∫ y
−1
· +
∫ 0
y
· +
∫ 1
0
·
)
+
∫ 1
0
(∫ 0
−1
· +
∫ y
0
· +
∫ 1
y
·
)
.
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Table 5
Relative error of the quadrature approximation of integral (15) for different values of the wavenumber k
r k = 2 k = 10 k = 60
2 1.7E − 4 4.7E − 3 1.4E − 1
4 1.3E − 6 5.2E − 6 7.7E − 4
6 1.1E − 8 1.5E − 8 2.4E − 6
8 1.2E − 9 1.3E − 9 9.9E − 9
Every integrand is now a smooth function, and the result of every inner integration is smooth except
possibly at the boundary points−1, 0 and 1.We can apply the quadrature rules for functionswith unknown
singularity as in Section 4.2. Table 5 lists the relative error for different values of the wavenumber k, and
the number of abscissae r in one dimension. Large values of the wavenumber k introduce oscillations
in the kernel function K(x, y). As can be seen in the table, the relative error is larger for the oscillatory
integrands, but convergence is equally good in all cases.
6. Concluding remarks
We introduced a family of quadrature rules to compute the inner product of a scaling function with a
piecewise smooth function, or with a singular function. The examples show that these rules have similar
convergence rates as known rules for the integration of smooth functions, even for scaling functions
with very low regularity. The rules do not require the evaluation of the scaling function, neither for their
construction, nor for their use in computations. This makes them suitable for general purpose routines.
One application was explored from the ﬁeld of electromagnetics. The presented method for the inner
product with a piecewise smooth singular function leads to fast and accurate results.
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Appendix A. A transformation rule for Chebyshev polynomials
One way to write a Chebyshev polynomial of the ﬁrst kind in terms of Chebyshev polynomials of
lower order and with a different shift and scaling, is given by the formula
Tn
(
x + 1
L1
)
=
n∑
i=0
2−nw(n)i Ti
(
x + 2
L2
)
. (A.1)
The coefﬁcients w(n)i can be computed with an iterative scheme. The following derivation and algo-
rithm is a slight modiﬁcation from the work in [13]. Formula (A.1) is somewhat more general than the
corresponding one in [13], and was needed in Section 3.3.
The derivation makes use of the well-known recurrence relation for Chebyshev polynomials of the ﬁrst
kind, Tn(x)= 2xT n−1(x)− Tn−2(x). This recurrence relation is ﬁrst applied to the left-hand side of Eq.
134 D. Huybrechs, S. Vandewalle / Journal of Computational and Applied Mathematics 180 (2005) 119–135
(A.1), after which Tn−1 and Tn−2 are replaced by using an expression similar to the right-hand side of
(A.1). This is followed by a rearrangement of the right-hand side terms. More precisely,
Tn
(
x + 1
L1
)
= 2 x + 1
L1
n−1∑
i=0
2−(n−1)w(n−1)i Ti
(
x + 2
L2
)
−
n−2∑
i=0
2−(n−2)w(n−2)i Ti
(
x + 2
L2
)
= 2 L2
L1
n−1∑
i=0
2−(n−1)w(n−1)i
1
2
(
Ti+1
(
x + 2
L2
)
+ T|i−1|
(
x + 2
L2
))
+ 2
(
2
1
L1
− 2 2
L1
) n−1∑
i=0
2−(n−1)w(n−1)i Ti
(
x + 2
L2
)
− 4
n−2∑
i=0
2−(n−2)w(n−2)i Ti
(
x + 2
L2
)
= 2−n
(
2L2
L1
n∑
i=1
w
(n−1)
i−1 Ti
(
x + 2
L2
)
+ 2L2
L1
n−2∑
i=−1
w
(n−1)
i+1 T|i|
(
x + 2
L2
)
+ 4
L1
(1 − 2)
n−1∑
i=0
w
(n−1)
i Ti
(
x + 2
L2
)
− 4
n−2∑
i=0
w
(n−2)
i Ti
(
x + 2
L2
))
.
The coefﬁcientsw(n)i can be found by identifying this expressionwith (A.1).An algorithm that computes
those coefﬁcients is presented below.
Algorithm 1. Computation of the coefﬁcient w(n)i in formula (A.1)
w
(0)
0 ← 1,
w
(1)
0 ← 2(1 − 2)/L1,
w
(1)
1 ← 2L2/L1,
w
(2)
0 ← (−1612 − 4L22 + 4L21 − 822 − 821)/L21,
w
(2)
1 ← 16L2(1 − 2)/L21,
w
(2)
2 ← 4L22/L21,
for p ← 2, 3, . . . do
w
(p+1)
0 ← 4(1 − 2)w(p)0 /L1 + 2L2w(p)1 /L1 − 4w(p−1)0 ,
w
(p+1)
1 ← 4L2w(p)0 /L1 + 4(1 − 2)w(p)1 /L1 + 2L2w(p)2 /L1 − 4w(p−1)1 ,
for i ← 2, 3, . . . , p − 1 do
w
(p+1)
i ← 2L2w(p)i−1/L1 + 4(1 − 2)w(p)i /L1 + 2L2w(p)i+1/L1 − 4w(p−1)i ,
end for
w
(p+1)
p ← 2L2w(p)p−1/L1 + 4(1 − 2)w(p)p /L1,
w
(p+1)
p+1 ← 2L2w(p)p /L1,
end for.
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