Abstract
Introduction
The Unspecified Bit Rate (UBR) service in ATM networks does not have any explicit congestion control mechanisms [2]. In the simplest form of UBR, switches drop cells whenever their buffers overflow. As a result, TCP connections using ATM-UBR service with limited switch buffers experience low throughput [3,4,5,9,13]. In our previous paper [9] we analyzed several enhancements to the UBR drop policies, and showed that these enhancements can improve the performance of TCP over UBR. We also analyzed the performance of Reno TCP (TCP with fast retransmit and recovery) over UBR, and concluded that fast retransmit and recovery hurts the performance of TCP in the presence of congestion losses over wide area networks.
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and Reno TCP (TCP with slow start and fast retransmit and recovery). Simulation results of the performance the SACK TCP with several UBR drop policies over terrestrial and satellite links are presented.
Section 2 describes the TCP congestion control mechanisms including the Selective Acknowledgments (SACK) option for TCP. Section 3 describes our implementation of SACK TCP and Section 4 analyzes the features and retransmission properties of SACK TCP. We also describe a change to TCP's fast retransmit and recovery, proposed in [18, 221 and named "New Reno" in [HI. Section 7 discusses some issues relevant to the performance of TCP over satellite networks. The remainder of the paper presents simulation results comparing the performance of various TCP congestion avoidance methods.
TCP Congestion Control
TCP's congestion control mechanisms are described in detail in [15, 211. TCP uses a window based flow control policy. The variable RCVWND is used as a measure of the receiver's buffer capacity. When a destination TCP host receives a segment, it sends an acknowledgment (ACK) for the next expected segment. TCP congestion control is built on this window based flow control. The following subsections describe the various TCP congestion control policies.
Slow Start and Congestion Avoidance
The sender TCP maintains a variable called congestion window (CWND) to measure the network capacity. The number of unacknowledged packets in the network is limited to CWND or RCVWND whichever is lower. Initially, CWND is set to one segment and it increases by one segment on the receipt of each new ACK until it reaches a maximum (typically 65536 bytes Figure 3 : TCP with the fast retransmit phase ACK, and the sender exits the fast retransmit-recovery phase, sets its CWND to SSTHRESH and starts a linear increase. If on the other hand, the ACK is a partial ACK, i.e., it acknowledges the retransmitted segment, and only a part of the segments before RECOVER, then the sender immediately retransmits the next expected segment as indicated by the ACK. This continues until all segments including RECOVER are acknowledged. This mechanism ensures that the sender will recover from N segment losses in N round trips. As a result, the sender can recover from multiple packet losses without having to timeout. In case of small propagation delays, and coarse timer granularities, this mechanism can effectively improve TCP throughput over vanilla TCP. Figure 3 shows the congestion window graph of a TCP connection for three contiguous segment losses. The TCP retransmits one segment every round trip time (shown by the CWND going down to 1 segment) until a new ACK is received. TCP with Selective Acknowledgments (SACK TCP) has been proposed to efficiently recover from multiple mation to retransmit lost segments before sending new segments. As a result, the sender can recover from multiple dropped segments in about one round trip. Figure   4 shows the congestion window graph of a SACK TCP recovering from segment losses. During the time when the congestion window is inflating (after fast retransmit has incurred), the TCP is sending missing packets before any new packets.
Selective Acknowledgments

SACK TCP ImplementaOEsn
In this subsection, we describe our implementation of SACK TCP and some properties of SACK. Our implementation is based on the SACK implementation described in [18, 19, 201 .
The SACK option is negotiated in the SYN segments during TCP connection establishment. The SACK information is sent with an ACK by the data receiver to the data sender to inform the sender of out-of-sequence segments received. The format of the SACK packet is described in [20] . The SACK option is sent whenever out of sequence data is received. All duplicate ACK's contain the SACK option. The option contains a list of some of the contiguous blocks of data already received by the receiver. Each data block is identified by the sequence number of the first byte in the block (the left edge of the block), and the sequence number of the byte immediately after the last byte of the block. Because of the limit on the maximum TCP header size, at most three SACK blocks can be specified in one SACK packet.
The receiver keeps track of all the out-of-sequence data blocks received. When the receiver generates a SACK, the first SACK block specifies the block of data formed by the most recently received data segment. This ensures that the receiver provides the most up-todate information to the sender. After the first SACK block, the remaining blocks can be filled in any order.
The sender also keeps a table of all the segments sent but not ACKed. When a segment is sent, it is entered into the table. When the sender receives an ACK with the SACK option, it marks in the table all the segments specified in the SACK option blocks as SACKed. The entries for each segment remain in the we discuss the behavior of SACK then lead into the discussion of SACK TCP. Vanilla TCP without fast retransmit and reco to TCP with only slow start and conges ill be used as the bas gestion occurs, TCP tries to reduce by half and then enters congestion avoidance. In the case of vanilla TCP, when a segment is lost, a timeout occurs, congestion window reduces to one segment. Zogz(CWND/(2 x TCP seg (RTTs) for CWND to reach the t havior is unaffected by the num ing about the loss or two RTTs after the lost packet was first sent. The sender rec ACKs about one RTT after t h sent. It then retransmits the lost round trip, the sender receives d whole window of packets sent aft sender waits for half the window and then transmits a half window worth of new packets. All of this takes . For the next not recover an can be sent. All the half RTT, if CWND/n bytes were dropped, then only CWND/2 -CWND/n bytes (of retransmitted or new segments) can be sent. Thus, all the dropped segments can be retransmitted in 1 RTT if CWND/2 -CWND/n 2 CWND/n i.e., n 2 4. Therefore, for SACK TCP to be able to retransmit all lost segments in one RTT, the network can drop at most CWND/4 bytes from a window of CWND. Now, we calculate maximum amount of data that can be dropped SACK TCP to be able to This is because for each retransmitted segment in the first RTT, the sender receives a partial ACK that indicates that the next segment is missing. As a result, PIPE is decremented by 2, and the sender can send 2 more segments (both of which could be retransmitted segments) for each partial ACK it receives. Thus, all the dropped segments can be retransmitted in 2 RTTs if i.e. n 2 8/3. This means that at most 3xCWND/8 bytes can be dropped from a window of size CWND for SACK TCP to be able to recover in 2 RTTs.
Generalizing the above argument, we have the following result: The number of RTTs needed by SACK TCP to recover from a loss of CWND/n is at most flog (n/(n-2))1 for n > 2. If more than half the CWND is dropped, then there will not be enough duplicate ACKs for PIPE to become large enough to transmit any segments in the first RTT. Only the first dropped segment will be retransmitted on the receipt of the third duplicate ACK. In the second RTT, the ACK for the retransmitted packet will be received. This is a partial ACK and will result in PIPE being decremented by 2 so that 2 packets can be sent. As a resuIt, PIPE wipl double every RTT, and SACK will recover no slower than slaw start [18, 191 . SACK would still be advantageous because timeout would be still avoided unless a retransmitted packet were dropped.
The ATM-UBR Service
The basic UBR service can be enhanced by implementing intelligent drop policies at the switches. A comparative analysis of various drop policies on the performance of Vanilla and Reno TCP over UBR is presented in [9]. Section 5.3 briefly summarizes the results of our earlier work. This section briefly describes the drop policies.
Early Packet Discard
The Early Packet Discard policy [l] maintains a threshold R, in the switch buffer. When the buffer occupancy exceeds R, then all new incoming packets are dropped. Partially received packets are accepted if possible. It has been shown [9] that EPD improves the efficiency of TCP over UBR but does not improve fairness. The effect of EPD is less pronounced for large delay-bandwidth networks. In satellite networks, EPD has little or no effect in the performance of TCP over UBR.
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Performance of TCP over UBR: Summary of Earlier Results
In our earlier work [9,10] we discussed the following 0 For multiple TCP connections, the switch requires a buffer size of the sum of the receiver windows of the TCP connections. 
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This section presents the simulation results of the various enhancements of TCP and UBR presented in the previous sections.
The Simulation Model
All simulations use the N source configuration shown in Figure 5 . All sources are identical and persistent TCP sources i.e., the sources always send a segment as long as it is permitted by the TCP window. Moreover, traffic is unidirectional so that only the sources send data. The destinations only send ACKs. The performance of TCP over UBR with bidirectional traffic is a topic of further study. The delayed acknowledgment timer is deactivated, i.e., the receiver sends an ACK as soon as it receives a segment.
Link delays are 5 microseconds for LAN configurations and 5 milliseconds for WAN configurations. This results in a round trip propagation delay of 30 microseconds for LANs and 30 milliseconds for WANs respectively. The TCP segment size is set to 512 bytes. For 
Window Scale Factor
The default TCP maximum window size is 65535 bytes. For a 155.52 Mbps ATM satellite link (with a propagation RTT of about 550 ms), a congestion window of about 8.7M bytes is needed to fill the whole pipe. As a result, the TCP window scale factor must be used to provide high link utilization. In our simulations, we use a receiver window of 34,000 and a window scale factor of 8 to achieve the desired window size. 
Large Congestion Window and the
During the congestion avoidance phase, CWND is incremented by 1 segment every RTT. Most TCP implementations follow the recommendations in [15] , and increment by CWND by 1/CWND segments for each ACK received during the congestion avoidance. Since CWND is maintained in bytes, this increment translates to an increment of MSSxMSS/CWND bytes on the receipt of each new ACK. All operations are done on integers, and this expression avoids the need for floating point calculations. However, in the case of large delay-bandwidth paths where the window scale factor is used, MSSxMSS may be less than CWND. For example, with MSS = 512 bytes, MSSxMSS = 262144, and when CWND is larger than this value, the expression MSSxMSS/CWND yields zero. As a result, CWND is never increases during the congestion avoidance phase.
There are several solutions to this problem. The most intuitive is to use floating point calculations. This increases the processing overhead of the TCP layer and is thus undesirable. A second option is to not increment CWND for each ACK, but to wait for N ACKs such that NxMSSxMSS > CWND and then increment CWND by NxMSSxMSS/CWND. We call this the ACK counting option.
Another option would be to increase MSS to a larger value so that MSSxMSS would be larger than CWND at all times. The MSS size of the connection is limited by the smallest MTU of the connection. Most future TCPs are expected to use Path-MTU discovery to find out the largest possible MSS that can be used. This value of MSS may or may not be sufficient to ensure TCP is especially helpful in satellite networks, and provides a large gain in performance over fast retransmit and recovery and slow start algorithms.
