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ABSTRACT
This paper presents the CUHK-EE voice cloning system for
ICASSP 2021 M2VoC challenge. The challenge provides two
Mandarin speech corpora: the AIShell-3 corpus of 218 speak-
ers with noise and reverberation and the MST corpus includ-
ing high-quality speech of one male and one female speakers.
100 and 5 utterances of 3 target speakers in different voice and
style are provided in track 1 and 2 respectively, and the par-
ticipants are required to synthesize speech in target speaker’s
voice and style. We take part in the track 1 and carry out
voice cloning based on 100 utterances of target speakers. An
end-to-end voicing cloning system is developed to accom-
plish the task, which includes: 1. a text and speech front-
end module with the help of forced alignment, 2. an acous-
tic model combining Tacotron2 and DurIAN to predict mel-
spectrogram, 3. a Hifigan vocoder for waveform generation.
Our system comprises three stages: multi-speaker training
stage, target speaker adaption stage and target speaker synthe-
sis stage. Our team is identified as T17. The subjective evalu-
ation results provided by the challenge organizer demonstrate
the effectiveness of our system. Audio samples are available
at our demo page.1
Index Terms— speech synthesis, voice cloning, style
transfer, Tacotron2, DurIAN, Hifigan
1. INTRODUCTION
Text-to-speech (TTS) refers to the technology of generating
natural speech from given text. Conventional approaches to
TTS, e.g., unit selection [1, 2], statistical parametric speech
synthesis (SPSS) [3, 4], have been overtaken largely by deep
neural network (DNN) based speech synthesis models in re-
cent years [5–7]. Given a reasonable amount of training data,
end-to-end TTS systems are capable of producing speech with
superior quality, nearly indistinguishable from human speech.
A typical DNN based TTS system comprises an acous-
tic model and a vocoder. The former predicts spectrogram-
like representations from text and the latter generates wave-
form from this representation. In Tacotron2 [5], the acous-
tic model is built with an autoregressive neural network. It
learns the alignment between text and speech implicitly with
location-sensitive attention mechanism. The DurIAN system
[6] also uses the autoregressive model design and incorpo-
rates an explicit duration model. Fastspeech2 [7] represents a
1https://daxintan-cuhk.github.io/CUHK-EE-system-M2VoC-challenge/
non-autoregressive design of speech generation based on self-
attention structure. As for the vocoder, a number of prominent
neural models have been developed, e.g., Wavenet [8], Wave-
glow [9], Melgan [10] and Hifigan [11].
A key research issue in neural TTS is the control of
speaker voice and style of synthesized speech. To pro-
duce speech with the voice and style of a target speaker is
a challenging problem, especially when the utterances from
the target speaker are limited. This problem is referred to
as “voice cloning”. The ICASSP 2021 M2VoC challenge
(Multi-Speaker Multi-Style Voice Cloning Challenge) is fo-
cused on investigating and evaluating state-of-the-art solu-
tions to the problem of “voice cloning”.
There are two common approaches to tackle with this
problem: speaker encoding and speaker adaption. In speaker
encoding method, speaker embedding is extracted from tar-
get speaker utterances via a speaker verification system, and
speech are generated by conditioning on this speaker em-
bedding and text [12, 13]. In speaker adaption method, a
multi-speaker system is first established, and then the utter-
ances of target speaker are used to adapt and fine-tune this
multi-speaker system [14, 15]. Besides the voice characteris-
tic, style can also be captured and transferred by style-related
representation [16–19], which helps to incorporate the style
of target speaker into synthesized speech.
Our model is a DNN based TTS system and mainly adopt
the “speaker adaption” method. The rest of paper is organized
as follows: the task is described in section 2. Our system is
described in section 3. The evaluation results are discussed in
section 4. The conclusions are given in section 5.
2. THE TASK IN M2VOC CHALLENGE
In M2VoC challenge, two Mandarin speech corpora are re-
leased for model development: the AIShell-3 corpus of 218
speakers with noise and reverberation and the MST corpus
including high-quality speech of one male and one female
speakers. 100 and 5 utterances of 3 target speakers in dif-
ferent voice and style (chat, game, story telling) are provided
in track 1 and 2 respectively, and the participants are required
to synthesize speech in target speaker’s voice and style. Each
track includes two subtracks, a and b. Participants can only
use released data in subtrack a while use of external public
data are allowed in subtrack b. We take part in the track 1.






















nizer, and submit the synthesized audio in both track 1a and
track 1b to see the influence of external data.
3. SYSTEM DESCRIPTION
The overview of our system is shown in figure 1. Our system
consists of three stages: multi-speaker training stage, target
speaker adaption stage and target speaker synthesis stage. Our
system is made up of three modules: text and speech front-
end module, acoustic model and vocoder.
3.1. Text and speech front-end module
Though texts and pinyin are both provided in the training
corpus, we just make use of the texts and neglect the provided
pinyin. The Chinese characters in texts are first converted to
pinyin with 5 tones by a grapheme-to-phoneme (G2P) toolkit
named pypinyin. Then HMM based Montreal Forced Aligner
(MFA) [20] is utilized to carry out the forced alignment.
Specifically, the pinyin is first converted to global phone by
a pre-trained G2P module and then a pre-trained acoustic
model based on the same global phone set is used to carry
out the forced alignment. In this way, the phone sequence
of texts and the phone-level duration sequence are derived.
It should be noted that, this phone sequence contains not
only phone in global phone set but also “silence” and “short
pause” symbols introduced in the speech. For the speech,
we first convert all the audio to 22050 Hz and 16-bit PCM
and normalize the loudness by Sox. Then short-time Fourier
transform and 80-dimensional mel scale are applied to de-
rive the mel-spectrogram. The window size and hop size are
1024 and 256 respectively and the mel filters span from 0
up to 8000 Hz, which follows the setting of Tacotron2. The
duration sequence in time is then converted to the duration
sequence in frame number.
In the training and adaption stage, the ground-truth dura-
tion sequence is used for the training of the following acous-
tic model. As no ground-truth duration is known in advance
in the synthesis stage, we train a duration predictor where
ground-truth duration sequence and phone sequence serve as
the training pair. The duration predictor consists of a bidi-
rectional 512-dimensional LSTM and a linear layer while the
loss is the MSE of duration in the log domain. It should be
noted that, no prosodic boundary label is introduced in the
phone sequence in the training stage, as the duration and short
pause pattern in speech has already reflected the prosodic pat-
tern in our viewpoint. In the synthesis stage, where only texts
are provided without duration information, the texts are con-
verted to pinyin then to global phone sequence by pypinyin
and G2P in MFA respectively. Then punctuation like comma
is converted to the “short pause” symbol and inserted into the
phone sequence. Then this phone sequence is used to predict
the duration sequence by the duration predictor.
3.2. Acoustic model
The acoustic model predicts mel-spectrogram from the phone


























































































































Fig. 1. Overview of our system.
bedding. Our acoustic model is a combination of Tacotron2
and DurIAN, which introduces duration information explic-
itly into Tacotron2. Our acoustic model consists of encoder,
decoder, prenet, postnet, length regulator and speaker en-
coder. Specifically, the phone sequence is first processed by
encoder, which consists of three convolutional layers and one
bidirectional LSTM, to derive the encoder outputs in phone
level. Then length regulator expands the encoder outputs
to frame level according to the duration of each phone in
frame number. The position embedding, representing the rel-
ative position of current frame in current phone by the linear
interpolation between 0 and 1, is concatenated to encoder
outputs of each step respectively. Then a speaker embedding
obtained from speaker ID via speaker encoder, a trainable
look up table, is concatenated to encoder outputs in all steps.
These expanded encoder outputs and the ground-truth mel-
spectrogram are used for decoder processing in training and
adaption stage. For each step, the ground-truth frame of last
step and the encoder output of last step are processed by a
unidirectional LSTM to derive the context vector, then con-
text vector and encoder output of current step is processed by
another unidirectional LSTM and linear layer to obtain the
mel-spectrogram of current step. A postnet module is applied
to this mel-spectrogram to derive fine structure. The mel-
spectrogram before and after postnet are both compared with
the ground-truth mel-spectrogram to calculate MSE loss. This
loss is used to optimize the encoder, decoder, prenet, postnet
and speaker encoder in the acoustic model. In synthesis stage,
the predicted duration sequence, phone sequence and speaker
embedding are all used to predict the mel-spectrogram via
acoustic model in an autoregressive manner.
Our preliminary experiments indicates that the acoustic
model trained on corpus with more speakers but lower quality
will results in low-quality synthesized speech while speaker
similarity is not improved. Based on this observation, in the
multi-speaker training stage, we just make use of MST 2-
speaker high-quality speech corpus and discard the AIShell-3
218-speaker low-quaity speech corpus. In the target speaker
adaption stage, only 100 utterances of the target speaker are
used for the adaption of acoustic model. All the parameters
in the acoustic model are fine-tuned with 3000 steps.
3.3. Vocoder
The vocoder is used to generate the waveform from the
mel-spctrogram. We utilize the Hifigan [11] vocoder due to
its high quality and fast generation speed. A GAN struc-
tre is adopted in the vocoder, where the generator is a fully
convolutional network with multi-receptive field fusion while
two discriminators, i.e., multi-period discriminator and multi-
scale discriminator are utilized to distinguish the ground-truth
waveform and waveform synthesized from mel-spectrogram.
A pre-trained Hifigan vocoder is used in the multi-speaker
training stage. In the target speaker adaption stage, after the
acoustic model has been adapted, the ground-truth waveform
and mel-spectrogram generated from the adapted acoustic
model serve as the training pair for vocoder adaption. 3000
steps of adaption is adopted in our experiments. The adapted
vocoder is used in the synthesis stage.
4. RESULTS
The official evaluation results of our system are presented in
this section. In track 1, three sets of texts are provided by
the organizer, including style set, common set and intelligi-
bility set, each containing 100 sentences of one of three tar-
get speakers. The submitted speech are synthesized based on
these three sets of texts. Only data released in the challenge
can be used in the track 1a but external data can be used in the
track 1b. For track 1, the final score is the average of mean
opinion score (MOS) evaluation on speech quality, speaker
similarity and style similarity. The evaluation is carried out
by two rounds. All teams are involved in the first round and
the top-scoring teams are involved in the second round. As
our teams are not involved in the second round, the following
analysis is based on the statistics of first round. In track 1, 19
systems (18 participating teams and one natural speech) and
23 systems (22 participating teams and one natural speech)
are evaluated for track 1a and track 1b respectively. Our sys-
tem is marked as T17 and the original sound as TAR.
Fig. 2. Boxplots of MOS of speech quality test in track 1a.
TAR is natural speech and T17 is our system.
Fig. 3. Boxplots of MOS of speech quality test in track 1b.
TAR is natural speech and T17 is our system.
4.1. Speech quality test
Figure 2 and 3 show the boxplots of MOS of each system
on the speech quality in track 1a and track 1b respectively.
The MOS score is on a scale of 1 (completely unnatural)
to 5 (completely natural). In track 1a, the MOS of natu-
ral speech, 1st system and our system are 4.6410±0.0387,
4.2570±0.0414 and 3.5845±0.0563 respectively. Our team is
ranked as 11 among the 18 submitted system. In track 1b,
the MOS of natural speech, 1st system and our system are
4.6660±0.0359, 4.3780±0.0362, 3.9630±0.0468 respectively.
Our team is ranked as 13 among the 22 submitted system.
Fig. 4. Boxplots of MOS of speaker similarity test in track
1a. TAR is natural speech and T17 is our system.
Fig. 5. Boxplots of MOS of speaker similarity test in track
1b. TAR is natural speech and T17 is our system.
4.2. Speaker similarity test
Figure 4 and 5 show the boxplots of MOS of each system on
the speaker similarity in track 1a and track 1b respectively.
The MOS score is on a scale of 1 (Sounds like a totally dif-
ferent person) to 5 (Sounds like exactly the same person). In
track 1a, the MOS of natural speech, 1st system and our sys-
tem are 4.5500±0.0503, 4.2280±0.0371, 3.7470±0.0499 re-
spectively. Our team is ranked as 10 among the 18 submit-
ted system. In track 1b, the MOS of natural speech, 1st sys-
tem and our system are 4.5180±0.0500, 4.2970±0.0349 and
3.8365±0.0499 respectively. Our team is ranked as 13 among
the 22 submitted system.
4.3. Style similarity test
Figure 6 and 7 show the boxplots of MOS of each system on
the style similarity in track 1a and track 1b respectively. The
MOS score is on a scale of 1 (sounds like a totally different
style) to 5 (sounds like exactly the same style). In track 1a,
the MOS of natural speech, 1st system and our system are
Fig. 6. Boxplots of MOS of style similarity test in track 1a.
TAR is natural speech and T17 is our system.
Fig. 7. Boxplots of MOS of style similarity test in track 1b.
TAR is natural speech and T17 is our system.
4.3230±0.0338, 4.1210±0.0328 and 3.6840±0.0410 respec-
tively. Our team is ranked as 12 among the 18 submitted
system. In track 1b, the MOS of natural speech, 1st sys-
tem and our system are 4.3410±0.0357, 4.1377±0.0333 and
3.6163±0.0417 respectively. Our team is ranked as 15 among
the 22 submitted system.
5. CONCLUSION
This paper presents the details of our submitted system and
results of ICASSP 2021 M2VoC challenge. An end-to-end
voice cloning system is developed based on acoustic model of
combination of Tacotron2 and DurIAN framework, followed
by Hifigan vocoder. Three stages are involved in our system
to carry out voice cloning. The subjective evaluation indicates
that our system has performance of average level and have
much room for improvement. In the future, we will explore
more in the following aspects: the explicit use of prosodic
boundary label, the adaption of duration model, methods to
encode the phone and tone in pinyin and exploration towards
better acoustic model and vocoder.
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