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Умови приналежності двокомпонентної суміші розподілів до  
одного типу 
Рассмотрен общий случай двухкомпо-
нентной гауссовской смеси распределений. 
Показано, что варьируя набором параметров 
составляющих смеси можно получить 
большое семейство распределений. Полу-
чено условие принадлежности функций рас-
пределения смеси одному типу. Определены 
требования к параметрам составляющих 
смеси, при выполнении которых смеси яв-
ляются распределениями одного типа. Вы-
ведены формулы перехода от случайной 
величины с произвольными значениями ма-
тематического ожидания и дисперсии к 
стандартной случайной величине с нулевым 
математическим ожиданием и единичной 
дисперсией. 
A general case the two-component Gaus-
sian mixture is examined. It is shown that by 
varying the parameters of components of the 
mixture a large family of distributions can be 
obtained. A criterion for the distribution func-
tion is found, defining the mixtures’ belonging 
to one type. The conditions, which the compo-
nent parameters of uniform mixtures should 
meet, are determined. Formulas for the transi-
tion from a random variable with arbitrary val-
ues of the expectation and variance to the 
standard random variable with zero mean and 
unit variance were derived. 
Ключевые слова: случайная величина, га-
уссовская смесь, плотность вероятностей. 
Вступ 
В області статистичної обробки процесів 
найбільш поширеною моделлю для опису ви-
падкових сигналів і завад є гаусівський розподіл. 
Проте розподіл багатьох процесів істотно 
відрізняється від гаусівського. До таких процесів 
відносяться мовні та акустичні флуктуаційні сиг-
нали [1, 2]. Ряд застосувань сумішей розподілів 
в області нелінійної фільтрації сигналів і аналізу 
негаусівських шумових процесів наведено в [3], 
а в роботі [1] в якості статистичної моделі мов-
ного сигналу запропоновано використовувати 
частковий випадок суміші розподілів. Таким чи-
ном, актуальною є задача дослідження 
негаусівських процесів, до числа яких 
відносяться суміші розподілів. 
Дискретна суміш розподілів визначається 
наступним чином [4, 5]: 
( ) ( )= ∑ k k
k
F x d F x
, (1) 
де ( )kF x  – деякі функції розподілу, які, як пра-
вило, є однаковими; kd  – вагові коефіцієнти 










Деякі задачі, що стосуються окремих 
випадків сумішей розподілів розглянуті в робо-
тах [6, 7].  
Мета роботи – визначення умов 
приналежності до одного типу законів розподілу 
двокомпонентних гаусівских сумішей. 
Приналежність функції розподілу суміші до 
одного типу 
Розглянемо випадкову величину ξ  з 
функцією розподілу ( )F x , що являє собою дво-
компонентну суміш (1) 
( ) ( ) ( )= +1 1 2 2F x d F x d F x , (3) 
складові 1( )F x  та 2( )F x  якої є гаусівськими 
функціями розподілу 






, = 1,2k , 
де Φ0( )x  – функція Лапласа, 





а коефіцієнти 1d  і 2d  задовольняють умовам (2) 
Щільність ймовірностей ( )p x  суміші (3) 
описується виразом 
( )    − −= ϕ + ϕ   σ σ σ σ   
1 1 2 2
1 1 2 2
d x m d x m
p x
, (4) 
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де ϕ( )x  – щільність ймовірностей стандартної 
гаусівської випадкової величини, 







З формули (4) легко отримати математичне 
сподівання та дисперсію суміші розподілів: 
= +1 1 2 2m d m d m , (5) 
( )σ = − + σ + σ22 2 21 2 1 2 1 1 2 2d d m m d d , (6) 
де 1m , 2m , σ 21  и σ 22  – математичні сподівання 
та дисперсії складових суміші. 
У зв'язку з тим, що, варіюючи набором 
параметрів{ }σ σ1 2 1 2 1 2, , , , ,d d m m , які визначають 
суміш, можна отримати велике сімейство 
розподілів, що визначаються формулами (3) і (4) 
(рис. 1, 2), виникає задача знаходження умов, за 
яких розподіли (3) належать до одного і того ж 
типу. 
 
Рис. 1. Суміш розподілів з параметрами, =1 0,7d , 
=2 0,3d , σ =1 2,45 , σ =2 1, = −1 3m , =2 1m ,  
– ( )p x ,  – 1 1( )d p x ,  – 2 2( )d p x . 
 
 
Рис. 2. Суміш розподілів з параметрами =1 0,5d , 
=2 0,5d , σ =1 2 , σ =2 1, = −1 3m , =2 4m ,  –
( )p x ,  – 1 1( )d p x ,  – 2 2( )d p x . 
 
Згідно [4], для того щоб дві випадкові вели-
чини ξ1 і ξ2  з функціями розподілу належали до 
одного і того ж типу, необхідно виконання умови 
( ) − =   2 1
x bF x F
a , (7) 
де > 0a , ∈ −∞ ∞( , )b . 
З виразу (7) робимо висновок, що випадкові 
величини ξ1 і ξ2  належать до одного і того ж 
типу, якщо вони пов’язані лінійною залежністю, 
а саме 
ξ = ξ +2 1a b . 
Знайдемо умови, за яких випадкові величи-
ни ξ1 і ξ2  функції розподілу яких визначаються 
виразом (3), належать до одного типу, але ма-
ють різні параметри. 
Функції розподілу випадкових величинξ1 і 
ξ2 , відповідно, 1( )F x  і 2( )F x , запишуться на-
ступним чином (3) 
( )    − −= + Φ + Φ   σ σ   
11 12
1 11 0 12 0
11 12
0,5
x m x m
F x d d
,(8) 
( )    − −= + Φ + Φ   σ σ   
21 22
2 21 0 22 0
21 22
0,5
x m x m
F x d d
.(9) 
Очевидно, що математичні сподівання та 
дисперсії випадкових величин ξ1 і ξ2  
дорівнюють , відповідно (5), (6): 
{ }= ξ = +1 1 2 2k k k k k km M d m d m , (10) 
( )σ = − + σ + σ22 2 21 2 1 2 1 1 2 2k k k k k k k k kd d m m d d ,(11) 
де = 1,2k . 
Відомо, що дві випадкові величини ξ1 і ξ2  
належать до одного типу за виконання умов: 
ξ − ξ −= = ξσ σ





З виразу (12) отримуємо 
ξ −ξ = ξ σ + = σ + =σ
σ σ= ξ − +σ σ
1 1










З останнього виразу видно, що випадкові 
величини ξ2  і ξ1 пов’язані лінійною залежністю 
( ) σ σ= = − +σ σ2 2 1 21 1y G x x m m ,  (13) 
яка є монотонно зростаючою функцією. 
Відомо [8], що якщо випадкова величина ξ2  
отримана з випадкової величини ξ1 за допомо-
гою монотонно зростаючої функції = ( )y G x , то 
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функція розподілу 2( )F y  виражається через 
функцію розподілу 1( )F x  наступним чином: 
( ) ( )− =  11 1F y F G y , 
де −= 1( )x G y  – функція, обернена до ( )G x . 
В даному випадку із (13) отримуємо оберне-
ну функцію 
( )σ= − +σ1 2 12x y m m . (14) 
Підставляючи (14) в (8), отримуємо остаточ-
ну формулу для функції розподілу 2( )F y  
випадкової величини ξ2 , яка належить до того ж 
типу, що і випадкова величина ξ1: 
( ) ( )
( )
( )
σ = − + = σ 
σ − + − σ = + Φ + σ  
σ − + − σ + Φ  σ  
1














F y F y m m
y m m m
d
y m m m
d
 (15) 
Вимоги до параметрів сумішей одного типу 
Знайдемо загальні умови, яким повинні за-
довольняти параметри розподілів (8) і (9), щоб 
відповідні їм випадкові величини ξ1 і ξ2   нале-
жали до одного типу. Для цього приведемо 
функцію розподілу (15) до форми (9). Видно, що 








d d   (16) 
























Перепишемо формули (17) наступним чином 







  (19) 
і, прирівнявши праві частини виразів (19), одер-
жимо умову, якій повинні задовольняти 








12 22 .  (21) 
Перезапишемо тепер вирази (18): 
σ σ − = − σ σ σ σ − = − σ σ
1 11
2 1 21 11
2 21
1 12




m m m m
m m m m
 
прирівнявши праві частини, і, враховуючи, (20) і 
(21) отримуємо умови для математичних 
сподівань складових суміші: 
( )σ − = −σ11 21 22 11 1221 m m m m  (22) 
або, якщо ≠21 22m m , маємо 
σ σ −= =σ σ −
11 12 11 12
21 22 21 22
m m
m m . (23) 
Із (22) випливає, що якщо 1( )p x  є одновер-
шинною симетричною сумішшю розподілів 
( )=11 12m m , то і щільність ймовірностей того ж 
типу 2( )p x  також є одновершинною симетрич-
ною сумішшю ( )=21 22m m . 
Таким чином, для того, щоб два закони 
розподілу (8) і (9) належали до одного типу, па-
раметри складових розподілів повинні задо-
вольняти умовам (16) і (23), а, в разі рівності 
математичних очікувань, належність до одного 
типу визначається виразами (16) і (21). 
Як приклад розглянемо дві щільності 
ймовірностей 1( )p x  та 2( )p x , які описуються 
виразом (4). Параметри щільності 
ймовірностей 1( )p x : 
=11 0,3d ; =12 0,7d ; σ =11 1; σ =12 3 ; 
=11 0m ; =12 2m ,  (24) 
параметри щільності ймовірностей 2( )p x : 
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=21 0,3d ; =22 0,7d ; σ =21 0,5 ; σ =22 1,5 ; 
=21 1m ; =22 2m .   (25) 
Легко помітити, що параметри (24) і (25) за-
довольняють умовам (16) і (23), таким чином 
можна зробити висновок, що щільності 
ймовірностей 1( )p x  і 2( )p x  належать до одного 
типу. Обчислимо математичні очікування й 
дисперсії, відповідно до (10) та (11): 
=1 1,4m ; σ =1 2,73 ; 
=2 1,7m ; σ =2 1,36 . 
Графіки відповідних щільностей 
ймовірностей зображені на рис. 3, 4. 
 
Рис. 3. Суміш розподілів з параметрами =11 0,3d , 
=12 0,7d , σ =11 1, σ =12 3 , =11 0m , =12 2m ,  




Рис. 4. Суміш розподілів з параметрами =21 0,3d , 
=22 0,7d , σ =21 0,5 , σ =22 1,5 , =21 1m , =22 2m , 
 – 2( )p x ,  – 21 21( )d p x ,  – 22 22( )d p x . 
 
Формули переходу 




σ = − + σ σ= − + σ σσ = σ σ σσ = σ σ
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21 11 1 2
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2












m m m m
m m m m
 (26) 
Розглянемо два часткових випадки. Нехай є 
випадкова величина, що описується щільністю 
ймовірностей (4), з довільними значеннями ма-
тематичного очікування 1m  та дисперсії σ 21 . 
Отримаємо параметри розподілу (4), який буде 
описувати випадкову величину того ж типу але з 
нульовим математичним очікуванням і одинич-
ною дисперсією. Згідно (26) отримуємо нові зна-
чення параметрів суміші: 
( )
( )






















З іншого боку, в разі коли із стандартної 
випадкової величини необхідно отримати ви-
падкову величину того ж типу, але з довільними 
значеннями математичного сподівання і 
дисперсії згідно (26) отримуємо формули 
= σ + = σ +σ = σ σσ = σ σ
21 2 11 2










Отримаємо за допомогою формул (27) па-
раметри розподілу стандартної випадкової ве-
личини того ж типу що і випадкові величини, 
щільності ймовірностей яких представлені на 
рис. 3, 4: 
=1 0,3d ; =2 0,7d ; σ =1 0,37 ; σ =2 1,1; 
= −1 0,51m ; =2 0,22m   . (28) 
На рис. 5 представлена суміш розподілів з 
параметрами (28), і, для порівняння, щільність 
ймовірностей стандартного нормального 
розподілу ( )N x . 
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Рис. 5. Щільність ймовірностей суміші ( )p x  ( ) і 
нормальної стандартної величини ( )N x  ( ) 
Висновки 
В даній роботі отримано співвідношення, що 
визначає функцію розподілу гаусівских сумішей 
одного типу та отримано вирази, що визначають 
залежність між параметрами сумішей розподілів 
одного типу. Результат використання цих 
виразів наочно демонструє приклад, який пока-
зав, що незважаючи на відмінність в параметрах 
двох розподілів вони належать до одного типу і 
відрізняються тільки математичними 
сподіваннями і дисперсіями. 
Виведені співвідношення переходу від 
стандартної випадкової величини з розподілом 
(3) до випадкової величиною з довільними ма-
тематичним очікуванням і дисперсією, і навпаки 
дозволяють уніфікувати аналіз властивостей 
сумішей розподілів. 
У подальшому результати роботи будуть 
використані при розв’язанні задач класифікації 
сумішей розподілу а також для отримання 
ймовірнісних характеристик оцінок параметрів 
сумішей розподілів. 
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