Abstract-Cryo-electron microscopy (EM) single particle reconstruction is an entirely general technique for 3D structure determination of macromolecular complexes. However, because the images are taken at low electron dose, it is extremely hard to visualize the individual particle with low contrast and high noise level. In this paper, we propose a novel approach called multi-frequency vector diffusion maps (MFVDM) to improve the efficiency and accuracy of cryo-EM 2D image classification and denoising. This framework incorporates different irreducible representations of the estimated alignment between similar images. In addition, we propose a graph filtering scheme to denoise the images using the eigenvalues and eigenvectors of the MFVDM matrices. Through both simulated and publicly available real data, we demonstrate that our proposed method is efficient and robust to noise compared with the state-of-the-art cryo-EM 2D class averaging and image restoration algorithms.
I. INTRODUCTION
Scientific breakthroughs often build upon successful visualization of objects invisible to the human eye. The 2017 Nobel Prize in Chemistry was awarded for the development of cryo-electron microscopy (cryo-EM) that allows us to image biomolecules in their native functional states at high resolution. This method has moved biochemistry into a new era. In cryo-EM experiments, the purified protein particles are distributed evenly within the special sample grid holes assuming a variety of random orientations (see Fig. 1 ). The single particle images are boxed out during the particle picking step [12] , [8] . Despite the recent progress, there still remain a lot of challenges for the current computational framework of cryo-EM single particle reconstruction (SPR). For example, in its present form, the methodology still cannot resolve high resolution structures of small particles with molecular weights below 50kDa due to low contrast and signal-to-noise ratio (SNR) [27] .
To improve the image quality, a crucial step is the alignment and averaging of the 2D projection images, a procedure known as "2D class averaging." The 2D analysis of cryo-EM data is used to assess the data quality. They can be used for direct observation to look for heterogeneity, discover symmetry, and separate particles into subgroups for additional analysis. Better denoising also increases the diversity of the selected particle views during particle picking, which is crucial for 3D reconstruction. The denoised images are used for commonlines based 3D ab initio reconstruction [34] . A good initial YF is with the Department of Electrical and Computer Engineering, University of Illinois at Urbana-Champaign, Urbana, IL, 61820 USA e-mail: yifengf2@illinois.edu ZZ is with the Department of Electrical and Computer Engineering, University of Illinois at Urbana-Champaign, Urbana, IL, 61820 USA e-mail: zhizhenz@illinois.edu . model reduces the number of refinement iterations and leads to a better reconstruction [40] . Alternative 3D ab initio modeling method uses higher-order moments of the 2D images, such as sample mean, covariance, and triple correlation [9] . Moment estimation is sensitive to noise, therefore better image denoising is crucial for moment based 3D reconstruction. Therefore, it is important to have fast and accurate algorithms for the 2D analysis and denoising.
Many existing cryo-EM single particle reconstruction software packages [22] , [4] , [31] contain algorithms for 2D class averaging. Most common methods use K-means clustering with iterative rotational alignment and clustering. On the other hand, the ASPIRE class averaging pipeline in [40] performs robust rotational invaraint nearest neighbor search and alignment estimation. It uses steerable principal component analysis (sPCA) to efficiently denoise the large image dataset and uses rotationally invariant features to identify images of similar views. For extremely noisy images, the initial nearest neighbor classification has many outliers and it uses vector diffusion maps (VDM) [30] , [29] to further improve the nearest neighbor classification by taking into account the consistency of inplane rotations along multiple paths that connect neighboring images through their common neighbors. The improved nearest neighbors are aligned and averaged to form class averaged images that enjoy higher SNR. However, VDM might fail at lower SNRs and generating class averages by rotational and shift alignment is time consuming and prone to interpolation error.
In this paper, we introduce a new algorithm called multifrequency vector diffusion maps (MFVDM) to improve the efficiency and accuracy of cryo-EM 2D image classification and denoising. Based on the initial nearest neighbor identification and alignment, we find including different irreproducible representations of SO(2) can improve the nearest neighbor classification and alignment estimation. To denoise the images, we use the eigenvalues and eigenvectors of the MFVDM matrices to filter the Fourier-Bessel expansion coefficients of the images and reconstruct the images from the denoised expansion coefficients. To demonstrate our method, we perform comparions with the state-of-the-art algorithms for denoising on two real experimental datasets and simulated datasets at different SNRs.
II. RELATED WORK
In the following we review the cryo-EM 2D class averaging and denoising methods. Traditional 2D class averging uses unsupervised classification methods, such as K-means clustering and reference-free alignment [5] . However, since the images can be in-plane rotated, they cannot be aligned well without being first separated into distinct classes. On the other hand, it is hard to separate classes when the images are not aligned well [23] . This leads to a 'chicken and agg' problem and approaches that iterate between alginment and classification [5] aim to solve it, including maximum-likelihood (ML) estimation [26] , [24] , [21] , [16] and the neural network for kernel probability density estimator self-organizing map (KerDenSOM) [19] . These methods share a drawback of the high sensitivity to initialization. Therefore, to avoid this, [40] introduced rotationally invariant features to identify nearest neighbors and the corresponding alignments. It then uses a nonlinear dimensionality reduction method, VDM [29] , to improve the nearest neighbor search. Images are denoised by a weighted average of their aligned nearest neighbors.
Another type of approaches aims to denoise EM images without 2D classification and averaging and contains two main methods: (1) steerable PCA (sPCA) [39] , [38] and (2) covariance Wiener filtering (CWF) [1] . SPCA computes the covariance matrices using the truncated expansion coefficients of the noisy images on steerable basis [38] , [10] and uses a Wiener-type filtering to denoise the coefficients. For applications to real cryo-EM images, which are convolved by the point spread function of the electron microscope lens, it requires a data preprocessing step "phase flipping" [20] and does not correct for the phase amplitudes. The second method CWF improves the sPCA by estimating the mean and covariance matrix of the clean data without the lens effect, followed by denoising and deconvolution to correct the Fourier phases and amplitudes of the images. However, neither sPCA nor CWF take into account the geometric structure of the projection images as illustrated in Fig. 3 .
Recently, steerable graph Laplacian (SGL) [11] uses a kernel matrix defined on pairs of images including all rotated versions. The eigenvectors of the kernel matrix correpsond to steerable manifold harmonics on the group invariant data manifold. The denoising step uses the truncated global basis to filter the steerable coefficients of the EM images. By taking into account of the nonlinear geometric structure of the data, it improves the denoising performance compared to sPCA. The assumption that the data lie close to a low dimensional manifold was widely used in natural image analysis and computer vision problems. Various global and local filtering have been proposed [32] , [2] , [36] , [6] , [25] , [18] , [37] , [3] for image denoising, inpainting, and super-resolution.
III. METHODS

A. Image Formation Model and Geometry
In cryo-EM single particle experiments, each protein sample is embedded in a thin ice layer at an unknown orientation characterized by a 3 × 3 orthogonal matrix R ∈ SO(3),
The single particle image I is formed as the X-ray transform of the underlying 3D electron density of the macromolecule. Excluding the contribution of noise, the intensity I(x, y) of the pixel located at (x, y) in the image plane corresponds to the line integral, I(x, y) =
where φ is an unknown 3D volume in a fixed coordinate system. For the image I, the matrix R can be divided into two parts: (1) the last column R 3 represents the viewing direction v = R 3 and uniquely defines a point on a 2-dimensional quotient manifold M = SO(3)/SO(2) (2-dimensional unit sphere) for a generic volume without symmetry; (2) the first two columns of R, namely R 1 and R 2 , form a basis of the tangent plane T I M and they correspond to the x, y coordinates in the 2D projection image.
The image is corrupted by two phenomena: a contrast transfer function (CTF) [5] and noise. The CTF is analogous to the effects of defocus in a conventional light camera. It modulates the phase amplitudes and flips the signs of the phases in the Fourier domain, which leads to a systematic alteration of the image data (see Figs. 2(a) and 2(b)). The parameters for CTFs are assumed to be known or estimated through standard tools. A simple CTF correction method that does not affect the noise statistics is called phase flipping [20] , which corrects the sign of the phases, but not its ampltitude. In our framework, we preprocess the raw images by phase flipping.
For noisy particle images (see Fig. 2 (c)), 2D class averaging is an important step to denoise and check the quality of the dataset. It first identifies images with similar views and registers those images by in-plane rotation and shifts. In this paper, we assume that the particles are well centered, and later in the experimental results, we show that the algorithms are robust to small shifts.
For a pair of images I i and I j , it is natural to use the rotational invariant distance (RID) d RID (i, j) to identify images of similar views,
where R α is an operator that rotates image I j counter-clockwise by an angle α. The associated optimal in-plane rotation alignment is denoted by α ij . The underlying alignment angle for images of similar views is determined by R i and R j according to [40, Eqs. (4) and (5)]. The vertices on the blue spheres in Fig. 3 depict the viewing directions. In the noiseless case, small d RID indicates close viewing directions. Therefore, To address these challenges, we first use the filtered sPCA coefficients of the images [38] to compute d RID and α ij , which can withstand certain level of noise. Furthermore, in the following subsections, we introduce a graph based method to robustly learn the nonlinear geometrical structure of the image data. The new pipeline combines multiple irreducible representations of the compact alignment group with a random walk executed on a graph where nodes correspond to images and edges denote connections. We then use the learned basis of the manifold to improve nearest neighbor search, alignment, denoising, and deconvolution.
B. Multi-Frequency Vector Diffusion Maps
For clean projection images, since the viewing directions of the images lie on a 2-sphere, by using d RID , we are able to build a local neighborhood graph (V, E) over the sphere with the nodes V representing the viewing directions and the edges E connecting images of similar views, i.e., (i, j) ∈ E indicates v i , v j ≈ 1. All the views of similar images are in a small spherical cap (see the upper middel panel of Fig. 3 ). In addition, the rotational alignment has cycle consistency among the neighbors, i.e., summing over angles along the cycles will be close to 0 mod 2π.
Based on this graph structure for n images, we build a class of n × n Hermitian matrices W k , for k = 0, 1, . . . ,k,
where α ij = −α ji . The degree of each node deg(i) = j:(i,j)∈E 1. We define a diagonal matrix D of the same size as W k with D(i, i) = deg(i). Then the matrix S k = D −1 W k is applied to vectors u in the complex plane, which can be viewed as an averaging operator for the tangent vector fields, since 
Construct the normalized affinity matrix W k according to Eqs. (2) and (4) 3
Compute the largest m eigenvalues λ
m of W k and the corresponding eigenvectors {u
according to Eq. (6) 5 end 6 Compute the normalized affinity using Eq. (7) 7 Identify s nearest neighbors for each data point 8 Computeα ij for nearest neighbor pairs using Eq. (9) The operator S k transports vectors from the tangent spaces T Ij M to T Ii M, for all nearest neighbor j, and then averages the transported vectors in T Ii M (see Fig. 4a ).
When the images are noisy, the evaluation of d RID is not accurate and creates shortcut edges, resulting in a small world graph [35] (see lower middle panel of Fig. 3 ) and leads to poor class average process. To address this problem, note the rotational alignment consistency breaks along the shortcut edges, i.e., if (i, j) ∈ E is a shortcut, the transportations on different paths between (i, j) are inconsistent (see Fig. 4a ). Therefore, we define the affinity between (i, j) by taking into account the consistency of transporting the vectors rotated at different angular frequencies k along the paths with length 2t, as
we can quantify the consistency by computing
in descending order and the associated eigenvectors {u
. With the MFVDM mapping defined as
we have W 2t
t (j) for k = 1, . . . ,k. Through the nonlinear-embedding in (5), the similarity of two images can be evaluated by the inner product of the embedded vectors. VDM [29] is a special case of MFVDM withk = 1. It was shown in [29] that the VDM can be well approximated by using only the few largest eigenvalues and their corresponding eigenvectors. Similarly, we truncate MFVDM mapping as with m < n. When t is small and m andk are chosen properly [14] , the embedding is able to preserve the topological structure of the underlying data manifold and is robust to noise perturbation. Nearest Neighbor Search: Based on the truncated mapping, we identify nearest neighbors by the normalized affinity A defined as
Since we take into account various irreducible representations of SO(2) and the consistency of the corresponding transformations over the graph, this new affinity in Eq. (7) is able to avoid shortcuts, and is more robust to noise compared to VDM (see Fig. 6 ). Rotational Alignment: To estimate the in-plane rotational alignment angles for images of similar views, we notice that the eigenvectors of W k encode the alignment information between neighboring images, as illustrated in Fig. 4b . Specifically, for images of the same views v i = v j , the corresponding entries of eigenvalues are vectors in the complex plane and,
When the viewing directions are close but not identical, Eq. (8) holds approximately. Therefore, we minimize the mean squared error between λ
l (j) for all l and k to estimate the in-plane rotational alignment, , which can be simplified tô
The optimal alignment can be approximated by locating the peak of the FFT of the zero-padded z, where
The MFVDM nearest neighbor search and alignment algorithm in Alg. 1 is very efficient in terms of runtime and memory requirements, because it is based on the computation of the top eigenvectors of several sparse Hermitian matrices, which can be easily parallelized. Compute the top m eigenvectors {u
C. Denoising and CTF Correction
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to filter the image expansion coefficients using Eq. (11) and CTF expansion coefficients. 5 end 6 ReconstructÎ 1 , . . .Î n using Eqs. (12) 
and (13).
The digital image I i can be modeled as discrete samples of an underlying continuous function with bandlimit κ and the particle is well concentrated within radius of R. Therefore, the Fourier coefficients of the image can be well approximated by the truncated expansion on Fourier-Bessel basis ψ k,q κ (ξ, θ) [38] on the disk of radius κ,
When I i is rotated by an angle α, the expansion coefficients a i k,q will be transformed to a k,q e −ıkα . Similarly, for each projection image's absolute CTF C i , the expansion coefficients are c i k,q . We first denoise the expansion coefficients a i k,q using the MFVDM eigenvectors and eigenvalues, and reconstruct the denoised images. Let us denote by A (k) and C (k) the matrices of the coefficients with angular frequency k, obtained by putting a denoises the expansion coefficients by directly averaging the coefficients among its nearest neighbors. However this process over-smoothes the underlying signal. Following [28] , [7] , we use 2S k − S 2 k as another denoising operator. The operator is related to forward and backward diffusion on the graph that first smoothes and then sharpens the signal defined on the graph. This filter reduces the blurring caused by averaging using S k . It is equivalent to applying spectral filters to the eigenvalues, with h(λ) = λ and h(λ) = 2λ − λ 2 for S k and
Since eigenvectors with smaller eigenvalues are more oscillatory and easily perturbed by noise, it is necessary to truncate with the top m eigenvalues. The filtered expansion coefficients are,
where U * k denotes the complex conjuate transpose of U k . The filtering and truncation of the eigenvalues help denoise the expansion coefficients. Similarly, we can compute the effective CTFs if the same filtering operation are applied to the C i and get filtered effective CTF coefficientsĈ (k) according to Eq. (11) .
The Fourier coefficients of the denoised image without CTF correction is recovered from the denoised expansion coefficients,
where (ξ 1 , ξ 2 ) are located on the Cartesian grid points. For CTF
The MFVDM denoising steps are outlined in Alg. 2.
Based on the effective CTF C i , we perform the following CTF correction to estimate the underlying projection image,
The main advantage of filtering the expansion coefficients compared to the 2D class averaging in many existing software packages [4] , [22] is that it does not explicitly align images of similar views which is computationally expensive and prone to interpolation errors.
IV. EXPERIMENTAL RESULTS
We apply our method on three cryo-EM datasets to obtain denoised images: (1) a simulated dataset with additive white Gaussian noise and altered by CTFs, (2) two experimental datasets. All experiments were performed on a Linux system with a 60 cores Intel Xeon CPUs (12 cores were used), running at 2.3GHz with 512GB RAM in total. We compare with several state-of-the-art approaches: (1) ASPIRE [40] , (2) Covariance Wiener Filter (CWF) [1] , (3) RELION [22] , (4) Steerable Graph Laplacian (SGL) [11] .
Parameter Setting: In all experiments, for MFVDM we use 50 nearest neighbors to build the graph, we setk = 10, m = 50 and denoising filter h(λ) = 2λ−λ 2 . In ASPIRE we also use 50 nearest neighbors to generate class averages, and in RELION we set 200 classes with 25 iterations (50 particles per class has in average). In SGL we follow the algorithms in [11] , where we use K = 256 point FFT and keep k m = 50 smallest eigenvalues for each m. Empirically we find these settings efficient and effective, and all these methods are not sensetive to the choice of parameters. More details are available in the appendix. 
A. Simulated Dataset -70S ribosome
The simulated dataset is prepared from the 3D structure of 70S ribosome, the original volume of 70S ribosome is 129 × 129 × 129 voxels and the volume is centered. Then n = 10 4 projection images with 129 × 129 are generated from uniformly distributed directions over SO (3) . Moreover, the effects of contrast transfer functions (CTFs) are included 1 . In addition, white Gaussian noise is added with various noise levels as signal to noise ratio (SNR) = 0.05, 0.02, 0.01. Notebly these are typical cases in real problem. Samples are shown in Fig. 2 . We evaluate our results on three aspects: (1) nearest neighbor search, (2) rotational alignment, and (3) denoising.
Nearest Neighbor Search: We evaluate nearest neighbor search by inspecting the distribution of angles between the viewing directions of nearest neighbor pairs, defined as θ ij = arccos v i , v j . Accurate search means all θ ij s in the same group should concentrate to 0 within a small spherical cap. Since the viewing direction of each projection image is known, we plot the histograms of θ ij for nearest neighbor lists identified by different appoaches. Fig. 6 shows, at high SNR, MFVDM and VDM have similar results. When SNR = 0.01, MFVDM identifies more nearest neighbors that concentrate in the small spherical cap than other methods. This indicates that MFVDM is more robust to noise.
Rotational Alignment: We evaluate alignment by computing α ij −α ij for all pairs of nearest neighbors (i, j), where α ij is ground truth andα ij is the estimate. Fig. 6 shows the histograms of errors for all nearest neighbor pairs. Note that at SNR = 0.01, MFVDM achieves more accurate estimation of in-plane rotational alignment than other methods, which indicates, again, MFVDM is more robust to noise. Denoising: Fig. 5 presents the denoising of CTF-affected image samples at various SNR levels. To emphasize the significance of a denoised graph by MFVDM (see Fig. 3 ), we use sPCA to build the noisy graph then denoising, which is denoted as MFVDM * . It can be seen that all methods preform well at high SNR = 0.05. While at low SNR cases, MFVDM and RELION outperform SGL, CWF and ASPIRE, whose Fig. 2(a) results are blurry and have lost detailed information. In addition, MFVDM outperforms MFVDM * , especially for SNR = 0.01, this indicates the effects of MFVDM neighbor search and alignment. In Appendix we show more denoised results.
In Fig. 7 we present more denoising samples to compare the results from MFVDM and RELION, at SNR = 0.05, 0.02, 0.01. It shows at high SNR, e,g, SNR = 0.05, both methods achieve a good performance. While at lower SNR cases as 0.02 or 0.01, RELION could fail to denoise on some images, which are shown in chaos. Also a few images have been classified incorrectly. However, MFVDM still almost work. Again, this show the robustness of MFVDM.
MSE, SSIM and PSNR:
In Tab. I we present the average of mean squared error (MSE), peak SNR (PSNR) and structural similarity index (SSIM) on the denoised images. Notebly MFVDM outperforms other approaches with the smallest MSE and largest PSNR and SSIM, at all SNR levels. For RELION, since its denoising result includes unknown inplane shifts, we are unable to fairly evaluate such measurements on RELION.
Runtime: Tab. II compares the runtime of different approaches. We take n = 10 4 noisy images with SNR = 0.01 as input, and output all denoised ones. All methods use the same amount of computational resource (12 cores CPU). The MFVDM denosing, by building a nearest neighbor graph and filtering it, runs much faster than RELION which is an iterative procedure. Even though with GPU implementation, RELION still takes more time. The runtime of SGL and ASPIRE are similar to MFVDM due to their similar procedures. This demonstrates that MFVDM is more efficient compared to other approches.
3D Ab Initio Model: The 3D ab initio modeling benefits from the improved denoising of 2D projection images. In Fig. 8 , for each denoising method, we show the 3D reconstruction of 70S ribosome from 1000 denoised projection images (original SNR = 0.01) using common-lines based algorithm [33] . The corresponding noisy images are the same for each method. It shows that only MFVDM achieves a comparatively accurate reconstruction and the results from other methods are noisy or lose significant sub-structures. In addition to visual inspection, we use the Fourier shell correlation (FSC) [5] between the reconstruction and the original volume to quantify the resolution, which is determined by the 0.143 cutoff of FSC (see Tab. III).
B. Experimental Datasets
We test the performance of MFVDM on two public experimental datasets available in the Electron Microscope Pilot Image Archive (EMPIAR) [15] : (1) TRPV1 ion channel [13] (for brevity, TRPV1), (2) HIV-1 Nef [17] . Noisy samples are shown in the first column of Fig. 9 . For each dataset we take n = 10 4 images as input to perform each approach.
Colored Noise Whitening: Consider the experimental cryo-EM images are typically corrupted by colored noise, we need to first prewhiten the raw images: We estimate the power spectrum of noise based on the corner pixel values, since particles are contained in the middle of the images. Then we whiten each image using the estimated noise power spectrum and perform CTF correction via phase flipping. We perform nearest neighbor search, alignment, and denoising on the pre-processed images. After denoising, we recolor the denoised images by multiplying the estimated noise power spectrum in the Fourier domain and perform CTF correction based on (13) . Denoising: The sample denoised images are displayed in Fig. 9 . Here we generated the clean template images from the reference map and estimated the most similar template for each raw image. We used the 3D auto refine tool in RELION 2.1 to carry out the template matching (notice the closest projection may not be the truth beneath the raw image due to the high level of noise). Visually, MFVDM denoised images are cleaner than the results of other methods. Due to the lack of ground truths, i.e., particle orientations and clean images, we cannot compare the classification and alignment results as before, and provide the MSEs, SSIMs and PSNRs for the denoised images.
To quantitatively evaluate the methods for 2D image analysis, we evaluate the 3D ab initio models constructed from those denoised images. In Appendix we show more denoised results. Runtime: In Tab. IV we report the runtime of different approaches, for denoising n = 10 4 images. Similar to the synthetic example, MFVDM denoising is the most efficient pipeline compared with other approaches. 3D Ab Initio Model: In Fig. 10 , we show the 3D ab initio models generated from 1000 denoised images with identical underlying noisy images. The TRPV1 volumes are generated by RELION 3D Initial Model with 50 iterations. The HIV-1 Nef volumes are generated by common-lines algorithm [33] . Fig. 10 shows that MFVDM and RELION are able to achieve good initial models that are similar to the Gaussian filtered reference volumes. Other methods lose significant sub-sructure. In addition, we compute the Fourier shell correlation (FSC) in Fig. 11 . It shows that the reconstruction based on the MFVDM denoised images achieves the highest correlations and resolutions (see Tab. V) for both datasets. Our new pipeline outperforms the state-of-the-art methods and is able to efficiently produce accurate initial models for cryo-EM. 
V. CONCLUSION
Cryo-EM imaging will benefit from the cross fertilization of ideas with the computer vision community. Here, we proposed a new framework for cryo-EM image restoration by defining a new metric based on MFVDM to improve the rotationally invariant nearest neighbor search among a large number of extremely noisy images. This new metric takes into account of the consistency of the irreducible representations of the alignments along connected paths. The eigenvectors of the MFVDM matrices contain alignment information for images of similar views and are therefore used for optimal alignment estimation. The denoised graph structure allows the computation of robust global basis on the data manifold. The resulting graph filtering schemes are able to efficiently denoise the Fourier-Bessel expansion coefficients of the images and perform CTF correction. Through the simulated and experimental datasets, we demonstrated our proposed methods outperform the state-of-the-art 2D class averaging and image restoration algorithms. 
