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ABSTRACT
With rapid advancements in satellite technology, the amount of low earth orbit satellites has grown significantly which are primarily deployed for weather monitoring, earth
observation or military purposes. Due to this reason, there has been an increased interest in enhancing the level of autonomy and cognition, onboard satellites to achieve
optimal data collection. A satellite constellation can be considered as a multi-agent reinforcement learning system. Having these agents coordinate with one another, can
reduce the amount of time required to perform a task. The proposal leverages the Multi-Agent Deep Deterministic Policy Gradient [1] (MADDPG) algorithm to train the
agents (satellites) to achieve optimal data collection. There are multiple use cases for the proposed solution such as illegal maritime activity tracking, natural disaster detection
and assessing building damage after a natural disaster. The proposed solution focuses on tracking of ships in an extensively simulated environment for which a custom ship
environment was created by leveraging OpenAI Gym [2]. By providing on-board autonomy, we aim to reduce frequent Earth Station (ES) communication significantly and
enhance data collection capability.

Our Experiment
We conducted two experiments to show that using Deep
RL techniques, we can enhance the data collection
capability of satellites. The simulation environment is a
18x18 grid where the blue portion denotes the sea area
and the green portion denotes the land area or ports.
There are four satellites forming a constellation and a
single target which is a ship that they are trying to track.
The satellites with camera sensors are the reinforcement
learning agents and the ship is the target. The objective is
to keep track of the ship as much as possible. We basically
want to compare the difference between the percentage
of target coverage by using Deep Reinforcement Learning
techniques and without using them.

Conclusion

Simulation Environment using OPENAI

We were able to successfully emulate the maritime environment
where a ship is moving in order to reach its destination (port). We
tested the two scenarios, one using the MADDPG [1] algorithm and
the other without it. We found that there was a higher target
coverage with Deep Reinforcement Learning approach as compared
to coverage achieved from random camera motion. There was
13.4% more target coverage in case of Experiment 1 and 2 where
we are using Deep RL approach as compared to the case 1 when
the camera sensors are randomly trying to track the ship.

References
1. Lowe, R., Wu, Y., Tamar, A., Harb, J. et all. Multi-agent actor-critic for mixed
cooperative-competitive environments. In Advances in Neural Information
Processing Systems, pages 6379–6390, 2017. 2. Brockman. G, et all. (2016).
OpenAI Gym. arXiv preprint arXiv:1606.01540v1 [cs. LG] 5 Jun 2016.

