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Abstract
We define a compactification of symmetric spaces of noncompact
type, seen as spaces of isometry classes of marked lattices, analogous
to the Thurston compactification of the Teichmüller space, and we
show that it is equivariantly isomorphic to a Satake compactification.
We then use it to define a new compactification of the Torelli space
of a hyperbolic surface with marked points, and we show that it is
equivariantly isomorphic to the Satake compactification of the image
of the period mapping. Finally, we describe the natural stratification
of a subset of the boundary.1
Introduction
Soit S une surface lisse compacte connexe orientable, de genre g > 2. La
compactification de Thurston de l’espace de Teichmüller Teich(S) de S est
l’adhérence du plongement Teich(S) → P(R+Π1(S)) défini par les distances
de translation. Cette compactification est homéomorphe à la boule fermée de
dimension 6g−6, munie d’une action continue du groupe modulaireMCG(S),
et elle a permis à Thurston de classer à isotopie près les difféomorphismes
de S (voir par exemple [FLP79]).
Tout espace symétrique de type non compact classique peut être vu
comme un espace de réseaux marqués d’un espace euclidien ou hermitien
(voir par exemple [Bav05]). Soit m > 1 un entier, on appelle réseau marqué
de covolume 1 de Rm tout morphisme injectif de Z-modules f : Zm → Rm
dont l’image est discrète et de covolume 1. L’espace des classes d’isométrie de
tels réseaux marqués est naturellement homéomorphe à l’espace symétrique
de type non compact Em = SLm(R)/SOm(R). On peut définir une compac-
tification de Thurston de cet espace, grâce aux distances de translation (où
1Keywords : Thurston compactification, symmetric space, space of marked lattices,
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Rm est muni de la norme euclidienne usuelle) :
φ : Em → P(R+Zm)
[f : Zm → Rm] 7→ [u 7→ ||f(u)|| ].
Théorème. L’application φ est un plongement : la compactification de
Thurston de l’espace symétrique Em est l’adhérence EmT de l’image de φ.
Cette compactification est isomorphe (de manière SLm(Z)-équivariante) à la
compactification de Satake EmS associée à la représentation tautologique de
SLm(R) sur Rm.
Ceci répond à une question posée par Frédéric Paulin lors d’un exposé
Bourbaki (voir [Pau10]). Nous démontrons en fait un résultat plus général
(théorème 3.1), pour le corps R, C ou le corps gauche H des quaternions
de Hamilton, ainsi que pour des sous-espaces de réseaux autoduaux, ce qui
permet de traiter le cas de tous les espaces symétriques de type non compact
classiques. Et nous étendons ce théorème au cas du groupe de Lie exception-
nel E6(−26) (théorème 5.4), qui est la forme réelle non compacte de rang réel
2 du groupe de Lie complexe exceptionnel E6.
Puis nous appliquons cette construction pour définir une compactification
à la Thurston de l’espace de Torelli. L’espace de Torelli Tor(S) de la surface
S est l’espace des classes d’isotopie de surfaces hyperboliques munies d’un
marquage de leur cohomologie par celle de S. L’espace de Torelli Tor(S) est
le quotient de l’espace de Teichmüller par le groupe de Torelli T (S), qui est
le sous-groupe du groupe modulaire de S constitué des classes d’isotopie de
difféomorphismes de S ayant une action triviale en homologie. Un théorème
de Mess (voir [Mes92]) énonce qu’en genre 2, le groupe de Torelli est un
groupe libre sur une infinité dénombrable de générateurs. En genre supérieur
ou égal à 3, le groupe de Torelli est de type fini (voir [Joh83]), mais l’une des
grandes questions est de savoir s’il est de présentation finie (voir [Far06]).
Dans l’espoir de mieux comprendre le type d’homotopie de l’espace de
Torelli, nous allons en définir une compactification naturelle. Considérons
une surface hyperbolique X marquée par h : S → X. Le théorème de Hodge
identifie l’espace H1(X,R) avec l’espace des 1-formes différentielles harmo-
niques sur X, espace qui est muni du produit scalaire L2 : notons ‖ · ‖X la
norme euclidienne associée sur H1(X,R). Considérons alors l’application
ψ : Tor(S) → R+H1(S,Z)
[X,h] 7→ {ω 7→ ‖h∗(ω)‖X} ,
et ψ : Tor(S)→ P(R+H1(S,Z)) son application quotient. Nous montrons dans
la partie 6 que l’application ψ est un revêtement de degré 2 sur son image,
ramifié sur le lieu hyperelliptique de Tor(S). En considérant l’adhérence de
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l’image de ψ dans l’espace compact P(R+H
1(S,Z)), nous définissons une com-
pactification de l’espace de Torelli, que nous appelons compactification de
Thurston de Tor(S).
Nous allons comparer notre compactification à une autre compactifi-
cation naturelle de l’espace de Torelli. L’application période envoie l’es-
pace de Torelli Tor(S) dans l’espace symétrique Sp2g(R)/SU(g). L’adhé-
rence de l’image de l’application période dans la compactification de Satake
de Sp2g(R)/SU(g) associée à la représentation standard de Sp2g(R) sur R
2g
définit une compactification de l’espace de Torelli, que nous appelerons com-
pactification de Satake de Tor(S).
Théorème. Les compactifications de Thurston et de Satake de l’espace de
Torelli sont isomorphes de manière Sp2g(Z)-équivariante.
De plus, nous décrivons une partie de bord de cette compactification :
nous allons décrire l’adhérence de l’image de ψ (et il serait intéressant d’avoir
une description analogue, au moins à homotopie près, pour ψ).
Considérons Ksep(S) le complexe des courbes séparantes de S : les som-
mets de ce complexe simplicial sont les classes d’homotopie de courbes fer-
mées simples séparantes non triviales, et les (k-1)-simplexes sont les k-uplets
σ = {[γ1], . . . , [γk]} de classes de telles courbes deux à deux disjointes et
non homotopes. Notons également ΣKsep(S) l’ensemble des simplexes de
Ksep(S).
Si σ est un tel (k-1)-simplexe, considérons les k+1 composantes connexes
de S\∪kj=1γj , et fixons pour chacune d’elles un homéomorphisme avec Sj\Pj ,
où Sj est une surface compacte lisse sans bord de genre gj > 1, et où Pj ⊂ Sj
est un ensemble fini de points. Notons
ψσ : Torσ(S) =
k∏
j=0
Tor(Sj) → R+H1(S,Z)
([Xj , hj ])06j6k 7→
ω =
k∑
j=0
κ∗jωj 7→
 k∑
j=0
‖h−1j
∗
(ωj)‖2
 12
 ,
où ωj ∈ H1(Sj,Z), et où κj : S → Sj est l’application d’écrasement des Sj′ ,
pour j′ 6= j (voir partie 7.3).
Théorème. L’adhérence de l’image de l’application ψ dans l’espace R+
H1(S,Z)
est la réunion disjointe des strates
ψ(Tor(S)) = ψ(Tor(S)) ⊔
⊔
σ∈ΣKsep(S)
ψσ(Torσ(S)).
Dans une première partie, nous rappelons quelques résultats élémentaires
d’algèbre linéaire quaternionique (voir [Bou59]). Puis nous définissons la
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compactification de Thurston de l’espace des réseaux marqués d’un espace
euclidien, hermitien complexe ou quaternionique. Ensuite, nous établissons
l’isomorphisme avec la compactification de Satake. Dans une quatrième par-
tie, nous étendons ce résultat aux espaces de réseaux autoduaux.
Ensuite, nous montrons que ces résultats s’appliquent à l’espace de To-
relli. Et enfin, nous décrivons la stratification d’une partie du bord de cette
compactification.
Je tiens à remercier chaleureusement Frédéric Paulin pour les nombreux
conseils qu’il m’a donnés sur cet article. Je tiens également à remercier Daniel
Massart, qui m’a expliqué les liens entre les normes stable et L2.
1 Un peu d’algèbre linéaire quaternionique
Soit K le corps (commutatif) R, C ou le corps (gauche) des quaternions de
Hamilton H (de base vectorielle réelle 1, i, j, k, où i2 = j2 = −1 et ij =
−ji = k). Si x ∈ K, notons x son conjugué et tr(x) sa trace réduite (avec
x = x si K = R, x = a − ib si x = a + ib ∈ K = C et x = a − ib − jc − kd
si x = a + ib + jc + kd ∈ K = H). Nous avons des inclusions évidentes
R ⊂ C ⊂ H. Pour la théorie générale des formes sesquilinéaires sur des
espaces vectoriels de dimension finie sur des corps gauches, nous renvoyons
à [Bou59].
Fixons un entier m > 1. L’espace vectoriel Km sera toujours considéré
à droite, et l’action linéaire des matrices de Mm(K) sur Km à gauche. Mu-
nissons l’espace vectoriel Km de sa structure hermitienne standard 〈x, y〉 =∑m
i=1 xiyi.
Si M ∈ Mm(K), notons M la matrice de coefficients les conjugués de
ceux de M , et M∗ = tM l’adjoint de M : il vérifie (MN)∗ = N∗M∗. Une
matrice M est dite hermitienne si M∗ = M , et unitaire si MM∗ = Im (ce
qui équivaut à M∗M = Im), où Im désigne la matrice identité de Mm(K).
Rappelons une définition du déterminant de Dieudonné d’une matrice
à coefficients dans H (voir par exemple [Art72, § IV.1, p. 149]). Pour cela,
considérons l’application η deMm(H) dansM2m(C) qui à une matrice M =
A+ jB, où A,B ∈Mm(C) associe la matrice par blocs(
A −B
B A
)
∈ M2m(C).
C’est un homomorphisme injectif de R-algèbres à droite, équivariant pour
l’adjoint. Remarquons de plus que le déterminant de η(M) est un nombre
réel positif. Ceci permet de définir det(M) =
√
det(η(M)), le déterminant
de Dieudonné de M . La matrice M est alors inversible si et seulement si
det(M) 6= 0, et si N ∈ Mm(H) alors det(MN) = det(M) det(N). Cela per-
met de définir le sous-groupe SLm(H) de GLm(H). Ce sous-groupe peut éga-
lement être défini intrinsèquement : c’est le sous-groupe deGLm(H) constitué
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des automorphismes linéaires de Hm qui préservent une mesure de Haar de
Hm.
Notons Um(K) le groupe unitaire de Km : c’est le sous-groupe de GLm(K)
constitué des matrices unitaires. Notons de plus SUm(K) = Um(K) ∩ SLm(K)
le groupe spécial unitaire de Km. Remarquons que lorsque K = H, le groupe
SUm(H) est égal à Um(H), et également à l’image réciproque par l’application
η du sous-groupe U2m(C). Le groupe SUm(K) est un sous-groupe compact
maximal du groupe de Lie SLm(K).
Lemme 1.1 (Diagonalisation des matrices hermitiennes). SoitM ∈ Mm(H)
une matrice hermitienne positive. Alors il existe une matrice unitaire U ∈
Um(H) et une matrice diagonale positive réelle D ∈ Mm(R) telles que M =
UDU−1.
Démonstration. Pour le théorème général de réduction des matrices hermi-
tiennes, voir [Bou59, Théorème 1, p. 90]. Nous donnons ici une preuve rapide
en admettant la diagonalisation des matrices hermitiennes complexes. L’ap-
plication η : Mm(H) → M2m(C) a pour image l’ensemble des matrices des
endomorphismes qui commutent avec l’endomorphisme réel α de C2m défini
par X 7→ J X, où J est la matrice
J =
(
0 Im
−Im 0
)
.
Soit N = η(M) ∈ M2m(C) : puisque l’application η est équivariante pour
l’adjoint, la matrice N est hermitienne positive. Les sous-espaces propres
complexes de N sont orthogonaux et stables par l’endomorphisme réel α,
donc il existe une matrice unitaire U ′ ∈ U2m(C) commutant avec α telle que
D′ = U ′−1NU ′ soit diagonale positive réelle. Puisque U ′ et D′ commutent
avec α, ils appartiennent à l’image de η : soit donc U ∈ SUm(H) et D
diagonale positive réelle tels que U ′ = η(U) et D′ = η(D). Ainsi M =
UDU−1.
Lemme 1.2 (Décomposition polaire). Soit M ∈ Mm(K). Alors il existe
une matrice unitaire U ∈ Um(K) et une unique matrice hermitienne positive
P ∈ Mm(K) telles que M = PU .
Démonstration. Montrons tout d’abord ce résultat si M est inversible.
La matrice MM∗ est hermitienne positive, donc d’après la diagonalisation
des matrices hermitiennes positives (lemme 1.1 si K = H), considérons P
l’unique matrice hermitienne positive telle que P 2 = MM∗. La matrice P
est inversible, et la matrice U = P−1M est alors unitaire.
Si M n’est pas inversible, par densité de GLm(K) dans Mm(K), consi-
dérons une suite (Mn)n∈N de matrices inversibles convergeant vers M . Pour
tout n ∈ N, considérons une décomposition polaire Mn = PnUn de la ma-
trice Mn. Par compacité du sous-groupe Um(K), on peut supposer quitte à
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extraire que la suite (Un)n∈N converge vers une matrice unitaire U . Dans
ce cas, la suite (Pn = MnUn−1)n∈N converge vers une matrice P = MU−1
hermitienne positive, et nous avons M = PU . Et la matrice P est l’unique
matrice hermitienne positive telle que P 2 =MM∗.
Nous aurons également besoin d’identités de polarisation, la première
étant immédiate.
Lemme 1.3 (Identité de polarisation complexe). Soit τ = a + ib ∈ C\R.
Alors pour tous u, v ∈ Cm, nous avons :
〈u|v〉 = 1
4
(
(1 +
ia
b
)
(‖u+ v‖2 − ‖u− v‖2)− i
b
(‖u+ vτ‖2 − ‖u− vτ‖2)) .
Lemme 1.4 (Identité de polarisation quaternionique). Soit (q1, . . . , q4) une
R-base de H. Alors il existe quatre quaternions (λ1, . . . , λ4) ∈ H8 tels que,
pour tous u, v ∈ Hm, nous ayons :
〈u|v〉 =
4∑
l=1
(‖u+ vql‖2 − ‖u− vql‖2)λl.
Démonstration. Remarquons tout d’abord que(‖u+ vql‖2 − ‖u− vql‖2) = 4Re(〈u, vql〉) = 4Re(uvql) = 4Re(〈u, v〉ql).
Considérons l’application R-linéaire
ϕ : H → R4
q 7→ (4Re(qql))l∈J1,4K.
Si q ∈ H appartient au noyau de ϕ, alors par R-linéarité 4Re(qq) = 4|q|2 = 0
donc q = 0 : l’application ϕ est donc un isomorphisme R-linéaire. Pour tout
l ∈ J1, 4K, notons λl = ϕ−1(fl), où (f1, . . . , f4) désigne la base canonique de
R4. Alors, pour tous u, v ∈ Hm, nous avons par R-linéarité
〈u, v〉 = ϕ−1(ϕ(〈u, v〉)) = ϕ−1 ((4Re(〈u, v〉ql))l∈J1,4K)
= ϕ−1
(
4∑
l=1
(4Re(〈u, v〉ql))fl
)
=
4∑
l=1
4Re(〈u, v〉)ϕ−1(fl)
=
4∑
l=1
4Re(〈u, v〉) (‖u+ vql‖2 − ‖u− vql‖2)λl.
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Nous aurons également besoin du lemme suivant.
Lemme 1.5. Soient M et M ′ deux matrices de Mm(K) telles que, pour tout
u ∈ Km, nous ayons ‖M(u)‖ = ‖M ′(u)‖. Alors il existe K ∈ Um(K) tel que
KM =M ′.
Démonstration. D’après la décomposition polaire (lemme 1.2 si K = H)
et modulo multiplication à gauche par deux éléments de Um(K), on peut
supposer que M et M ′ sont hermitiennes positives. D’après la réduction des
matrices hermitiennes (lemme 1.1) et modulo multiplication à gauche par
deux éléments de Um(K), on peut supposer qu’il existe deux matrices dia-
gonales positives D,D′ et deux matrices unitaires U,U ′ telles que M = DU
et M ′ = D′U ′. Alors, pour tout u ∈ Km, nous avons ‖Du‖ = ‖D′U ′U−1u‖.
Ainsi, si u appartient au sous-espace propre de D associé à la valeur propre
maximale, on en déduit que U ′U−1u appartient au sous-espace propre de
D′ associé à la valeur propre maximale. Puis on montre que si u appartient
au sous-espace propre de D associé à la deuxième plus grande valeur propre
(s’il y en a), alors U ′U−1u appartient au sous-espace propre de D′ associé
à la deuxième plus grande valeur propre. Finalement, on montre que la ma-
trice unitaire U ′U−1 envoie les sous-espaces propres de D sur ceux de D′.
Quitte à permuter les coefficients de D ou D′, on en déduit que D = D′ et
D(U ′U−1) = (U ′U−1)D. D’où M ′ = DU ′ = D(U ′U−1)U = (U ′U−1)DU =
KM , avec K = U ′U−1 ∈ Um(K).
2 Compactification de l’espace des réseaux hermi-
tiens marqués
Si K = R, notons O = Z. Si K = C, notons O un ordre de l’anneau des entiers
d’un corps de nombres quadratique imaginaire (par exemple O = Z[i]). Enfin
si K = H, notons O un ordre dans une algèbre de quaternions A sur Q non
déployée sur R — et nous identifierons alors A ⊗Q R et H — (par exemple
O = Z[1, i, j, 1+i+j+k2 ]). Ainsi O est un Z-réseau de l’espace vectoriel réel K,
et est un anneau contenant 1.
On appelle réseau (ou O-réseau lorsque l’on veut préciser O) de Km tout
O-module à droite engendré par une K-base de Km. On l’appelle réseau
euclidien si K = R, hermitien complexe si K = C et hermitien quaternionien
si K = H. On appelle covolume d’un réseau Γ le volume du quotient Km/Γ
pour la mesure localement égale à la mesure de Haar sur Km, normalisée
de sorte que le covolume du réseau standard Om soit égal à 1. Un réseau
marqué de Km est un morphisme de O-modules à droite de Om dans Km dont
l’image est un réseau. Le groupe GLm(O) agit à gauche par précomposition
par l’adjoint, et le groupe de Lie GLm(K) agit à droite par postcomposition
par l’adjoint sur l’ensemble des réseaux marqués de Km.
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Notons Em l’espace symétrique de type non compact du groupe de Lie
quasi-simple SLm(K), c’est-à-dire l’espace homogène Em = SLm(K)/SUm(K),
où SUm(K) désigne le groupe spécial unitaire de Km, muni de l’action à
gauche par translations de SLm(K) et d’une métrique riemannienne inva-
riante par cette action.
Puisque O est un ordre, tout morphisme de O-modules à droite de Om
dans Km s’étend uniquement en un endomorphisme de l’espace vectoriel à
droite Km, et réciproquement tout endomorphisme de Km se restreint en un
morphisme de O-modules à droite de Om dans Km. Ainsi nous utiliserons
les mêmes notations pour ces deux points de vue, sans risque de confusion.
Notons SL1m(K) le sous-groupe deGLm(K) constitué des automorphismes
de Km dont le déterminant est de module 1. L’ensemble des réseaux marqués
de Km de covolume 1, muni de la topologie induite par la topologie produit
sur (Km)O
m
, est muni de l’action à droite continue et simplement transitive
de SL1m(K) par postcomposition par l’adjoint, et est muni de l’action à gauche
de SLm(O) par précomposition par l’adjoint.
Notons E ′m l’ensemble des classes d’isométrie (positive ou non) de réseaux
marqués de Km de covolume 1, muni de la topologie quotient : deux réseaux
marqués f et f ′ sont identifiés s’il existe g ∈ Um(K) tel que g ◦ f = f ′.
L’homéomorphisme entre l’espace des réseaux marqués et SL1m(K) passe
au quotient en un homéomorphisme entre l’espace E ′m et l’espace homo-
gène SL1m(K)/Um(K) = SLm(K)/SUm(K) = Em, qui est de plus SLm(O)-
équivariant. Nous noterons dorénavant Em tant l’espace des classes d’isomé-
trie de réseaux marqués que l’espace symétrique, sans risque de confusion.
Rappelons ce qu’est une compactification d’un espace topologique X lo-
calement compact : c’est la donnée d’une paire (K, i), où K est un espace
topologique compact et i : X → K est un plongement d’image dense. Si
G est un groupe agissant continûment sur X, on dit que (K, i) est une G-
compactification si l’action de G sur i(X), conjuguée par i de l’action de G
sur X, s’étend continûment àK. Cette extension est alors unique. On dit que
deux (G-) compactifications (K, i) et (K ′, i′) de X sont (G-) isomorphes s’il
existe un homéomorphisme (G-équivariant) f de K sur K ′ tel que i′ = f ◦ i.
Nous allons définir une compactification de Thurston des espaces sy-
métriques Em, analogue à la compactification de Thurston des espaces de
Teichmüller. Rappelons comment celle-ci est construite (voir par exemple
[FLP79], [Pau04]). Si E est un ensemble, notons P(R+E) l’espace topolo-
gique quotient de l’espace R+E\{0}, muni de la topologie produit, par les
homothéties de rapport strictement positif. Si S est une surface compacte
connexe orientée de genre supérieur ou égal à 2 et si Γ est son groupe fon-
damental, l’espace de Teichmüller de S est l’ensemble des classes d’isométrie
équivariante d’actions isométriques propres et libres de Γ sur le plan hyper-
bolique réel H2R (voir par exemple [Pau10]). La compactification de Thurston
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de l’espace de Teichmüller de S est alors l’adhérence de l’image du plonge-
ment dans P(R+Γ), qui à la classe d’une telle action de Γ sur H2R associe
la classe de l’application qui à un élément γ de Γ associe la distance de
translation ℓ(γ) = infx∈H2
R
d(x, γx) de γ dans H2R.
Nous allons modifier cette définition en remplaçant la surface S par le
tore Km/Om, et le groupe Γ par Om, le groupe fondamental du tore. Notons
φ l’application de Em dans P(R+Om) qui à la classe d’isométrie équivariante
d’un réseau marqué associe la classe d’homothétie de sa fonction distance de
translation : un réseau marqué étant un morphisme de O-modules à droite
f de Om dans Km, notons φ([f ]) la classe d’homothétie de l’application
Om → R+
u 7→ ‖f(u)‖,
où ‖.‖ désigne la norme hermitienne de Km.
Lemme 2.1. L’application φ est bien définie et continue.
Remarquons que puisque les espaces topologiques Em et P(R+Om) sont
métrisables, on peut utiliser les critères séquentiels pour montrer les proprié-
tés topologiques de ces espaces.
Démonstration. Composer un réseau marqué f au but par une isométrie
de Km ne change pas ‖f(u)‖, pour tout u ∈ Om. Donc l’application φ est
bien définie.
Soit (fn)n∈N une suite de réseaux marqués de covolume 1, qui converge
vers un réseau marqué f de covolume 1. Alors la continuité de la norme assure
que, pour tout u ∈ Om, la suite (‖fn(u)‖)n∈N converge vers ‖f(u)‖. Ainsi
la suite (φ([fn]))n∈N converge vers φ([f ]). Donc l’application φ est continue.
Lemme 2.2. L’adhérence de l’image de φ est l’ensemble des classes d’ho-
mothétie d’applications
ℓf : Om → R+
u 7→ ‖f(u)‖,
où f est un endomorphisme non nul de Km. L’image de φ est l’ensemble des
classes d’homothétie d’applications ℓf pour lesquelles f est inversible.
Démonstration. Soit (fn)n∈N une suite de réseaux marqués de covolume
1, telle que la suite (φ([fn]))n∈N converge vers la classe d’homothétie d’une
application ℓ : Om → R+.
Quitte à extraire, la suite (fnK)n∈N converge vers fK dans l’espace pro-
jectif à droite des endomorphismes de Km, où f est un endomorphisme de
Km non nul. Or, pour tout v ∈ Km et tout λ ∈ K, nous avons ‖vλ‖ = ‖v‖|λ|.
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Alors, à homothétie réelle près, pour tout u ∈ Om, la suite (‖fn(u)‖)n∈N
converge vers ℓ(u) = ‖f(u)‖. Donc ℓ = ℓf est bien du type décrit.
Réciproquement, soit f un endomorphisme de Km non nul, et soit fn =
f + 1
n+1 id, pour tout entier n > n0 tel que fn soit inversible. Alors l’endo-
moprhisme |det(fn)| 1m fn appartient à SL1m(K), donc définit un morphisme
de O-modules de Om dans Km dont l’image est de covolume 1. Et la suite
(φ([fn]))n>n0 converge vers la classe d’homothétie de l’application ℓf qui à
u ∈ Om associe ‖f(u)‖ dans P(R+Om).
Il est clair que l’image de φ est incluse dans l’ensemble des classes d’homo-
thétie d’applications ℓf pour lesquelles f est inversible. Réciproquement, si
f est un endomorphisme inversible de Km, alors à une homothétie réelle près
on peut supposer que |det f | = 1, et donc R∗+ℓf = φ([f ]), où f : Om → Km
est bien un morphisme de O-modules dont l’image est de covolume 1.
Lemme 2.3. L’image de φ est ouverte dans son adhérence.
Démonstration. Soit f un morphisme de O-modules de Om dans Km dont
l’image est de covolume 1. Soit (fn)n∈N une suite d’endomorphismes non nuls
de Km, telle que la suite (R∗+ℓfn)n∈N converge vers φ([f ]). À des homothé-
ties réelles près et quitte à extraire, on peut supposer que la suite (fn)n∈N
converge vers un endomorphisme g de Km non nul. Dans ce cas, il est immé-
diat que la suite (ℓfn)n∈N converge vers ℓg dans R+
Om . Donc R∗+ℓg = φ([f ]),
et puisque f est inversible, la fonction ℓg ne s’annule qu’en 0 ∈ Om, et
donc l’endomorphisme g est inversible. L’ensemble des endomorphismes in-
versibles de Km étant ouvert, on en déduit qu’à partir d’un certain rang les
endomorphismes fn sont inversibles, et donc R∗+ℓfn = φ([fn]) appartient à
l’image de φ : celle-ci est donc ouverte dans son adhérence.
Lemme 2.4. L’adhérence de l’image de φ est compacte dans P(R+O
m
).
Démonstration. Soit (ℓn)n∈N une suite dans l’adhérence de l’image de φ.
D’après le lemme 2.2, il existe pour tout n ∈ N un endomorphisme fn de Km
non nul tel que, pour tout u ∈ Om, nous ayons ℓn(u) = ℓfn(u) = ‖fn(u)‖.
Par compacité de l’espace projectif à droite des endomorphismes de Km,
quitte à extraire et à homothéties réelles près, on peut supposer que la suite
(fn)n∈N converge vers un endomorphisme f de Km non nul. Alors la suite
(R∗+ℓn)n∈N converge vers la classe d’homothétie de l’application ℓf , et cette
limite appartient à l’adhérence de l’image de φ.
Pour montrer l’injectivité de l’application φ, nous avons besoin d’un ren-
forcement du lemme 1.5.
Lemme 2.5. Soient f et f ′ deux endomorphismes de Km tels que, pour tout
u ∈ Om, nous ayons ‖f(u)‖ = ‖f ′(u)‖. Alors il existe k ∈ Um(K) tel que
kf = f ′.
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Démonstration. Notons d ∈ {1, 2, 4} la dimension de K sur R, et soit
(e1, . . . , edm) une R-base de Km formée par m copies d’une Z-base de O :
ainsi, tous les élements de cette base appartiennent à Om. Soit u ∈ Km, et
soit u =
∑dm
j=1 ejuj sa décomposition dans cette base : les scalaires uj sont
donc réels. Alors
‖f(u)‖2 =
∥∥∥ dm∑
j=1
f(ejuj)
∥∥∥2 = dm∑
j,k=1
〈f(ej)uj |f(ek)uk〉 =
dm∑
j,k=1
ujuk〈f(ej)|f(ek)〉.
Or, par l’identité de polarisation pour le corps K (voir le lemme 1.3 ou 1.4),
et par l’hypothèse sur f et f ′, nous savons que
∀j, k ∈ J1, dmK, 〈f(ej)|f(ek)〉 = 〈f ′(ej)|f ′(ek)〉.
On en déduit donc que ‖f(u)‖ = ‖f ′(u)‖, et ceci pour tout u ∈ Km. D’après
le lemme 1.5, on en déduit qu’il existe k ∈ Um(K) tel que kf = f ′.
Proposition 2.6. L’application φ est un plongement.
Démonstration. Montrons que l’application φ est injective : soient f et
f ′ deux réseaux marqués de covolume 1, tels que φ([f ]) = φ([f ′]). Il existe
donc un réel strictement positif λ tel que pour tout u ∈ Om, nous ayons
‖f(u)‖ = λ‖f ′(u)‖ = ‖λf ′(u)‖. D’après le lemme 2.5, on en déduit qu’il
existe k ∈ Um(K) tel que kf = λf ′. Or det(kf) = det(k) det(f) est de
module 1, et det(λf ′) = λm det(f ′) = λm est un réel strictement positif,
donc λ = 1. Ainsi kf = f ′, donc [f ] = [f ′] dans Em : l’application φ est
injective.
Montrons que l’application φ est propre : soit (fn)n∈N une suite de réseaux
marqués de covolume 1, telle que la suite (φ([fn]))n∈N converge vers φ([f ]), où
f est un réseau marqué de covolume 1. Il existe donc une suite de réels stric-
tement positifs (λn)n∈N telle que, pour tout u ∈ Om, la suite (λn‖fn(u)‖)n∈N
converge vers ‖f(u)‖. Ainsi la suite d’endomorphismes (λnfn)n∈N est bornée :
quitte à extraire, on peut supposer qu’elle converge vers un endomorphisme
g de Km. Alors, pour tout u ∈ Om, la suite (‖λnfn(u)‖)n∈N converge vers
‖g(u)‖ = ‖f(u)‖. D’après le lemme 2.5, on en déduit qu’il existe k ∈ Um(K)
tel que kg = f , et en particulier g a un déterminant de module 1. Puisque la
suite (|det(λnfn)| = λmn )n∈N converge vers |det g| = 1, on en déduit que la
suite (λn)n∈N converge vers 1. Donc la suite (fn)n∈N converge vers g = k−1f ,
d’où la suite ([fn])n∈N converge vers [g] = [f ] dans l’espace Em. L’application
φ est ainsi propre.
L’application φ, continue, injective et propre, est donc un plongement.
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L’adhérence de l’image de φ dans P(R+O
m
) fournit une compactification
de Em, donc de l’espace symétrique Em, que l’on appelle compactification de
Thurston, et que l’on note EmT . Notons que c’est une SLm(O)-compactifi-
cation, c’est-à-dire que l’action de SLm(O) s’étend continûment au bord de
Em, où SLm(O) agit sur P(R+Om) à gauche par précomposition par l’adjoint
et passage au quotient R+O
m → P(R+Om).
Cette compactification est en fait munie d’une action continue à gauche
de SLm(K) : pour le voir, on pourrait remplacer dans la construction qui
précède Om par Km. Nous allons expliciter directement l’action de SLm(K)
sur EmT : soit g ∈ SLm(K), et soit R∗+ℓ ∈ EmT . D’après le lemme 2.2, il
existe un endomorphisme f de Km non nul tel que, pour tout u ∈ Om, nous
ayons ℓ(u) = ‖f(u)‖. Définissons alors g ·R∗+ℓ comme la classe d’homothétie
de l’application qui à u ∈ Om associe ‖f(g∗(u))‖. C’est une action continue,
qui étend l’action de SLm(O) à gauche par précomposition par l’adjoint.
3 Comparaison à la compactification de Satake
Nous voulons comparer la compactification de Thurston définie ci-dessus
à l’une des compactifications de Satake. Rappelons la construction de ces
compactifications (voir [Sat60]). Soit G un groupe de Lie réel connexe semi-
simple de centre fini sans facteur compact, et soit ρ : G → SL(V ) une
représentation linéaire irréductible et de noyau fini de G dans un K-module
à droite de dimension finie V . Soit K un sous-groupe compact maximal de
G contenant Ker ρ. Puisque K est compact, il existe un produit scalaire
hermitien sur V tel que ρ(K) ⊂ SU(V ). Si h∗ désigne l’adjoint d’un élément
h de SL(V ) pour le produit scalaire hermitien de V , alors l’involution de
Cartan de SL(V ) associée à SU(V ) est h 7→ (h∗)−1. Si g ∈ G est tel que
ρ(g) = (ρ(g)∗)−1, alors ρ(g) ∈ SU(V ), donc g ∈ ρ−1(SU(V )) = K car K est
maximal.
Notons P(Sym(V )) l’espace projectif de l’espace vectoriel réel des appli-
cations linéaires hermitiennes de V dans V . Cet espace est muni d’une action
naturelle de G à gauche, définie par :
∀g ∈ G,∀ Rh ∈ P(Sym(V )) , g · Rh = Rρ(g)hρ(g)∗.
D’après [Sat60], l’application de G/K dans P(Sym(V )) qui à gK associe
Rρ(g)ρ(g)∗ est un plongement, dont l’adhérence de l’image est appelée la
compactification de Satake de G/K associée à la représentation ρ. L’action
de G sur P(Sym(V )) préserve l’image de ce plongement, qui est de plus
équivariant pour les actions de G : c’est donc une G-compactification de
G/K.
Considérons ici le groupe G = SLm(K), et le sous-groupe K = SUm(K).
Considérons la représentation ρ = id de SLm(K) pour l’action linéaire à
gauche de SLm(K) sur le K-module à droite V = Km. Considérons le plon-
gement associé
SLm(K)/SUm(K) → P(Sym(Km))
γ SUm(K) 7→ Rγγ∗.
Notons EmS l’adhérence de son image, c’est-à-dire la compactification de
Satake de Em associée à la représentation ρ.
Théorème 3.1. Les deux compactifications EmT et EmS sont SLm(K)-iso-
morphes.
Démonstration. La compactification de Satake EmS , adhérence des classes
d’homothétie des matrices hermitiennes définies positives, est l’ensemble des
classes d’homothétie des matrices hermitiennes positives non nulles : en effet,
soit a une matrice hermitienne positive non nulle. Alors, pour n > n0, la ma-
trice a+ 1
n+1Im est hermitienne, positive et inversible, donc définie positive.
Ainsi (a+ 1
n+1Im)n>n0 est une suite de matrices hermitiennes définies posi-
tives convergeant vers a. Par ailleurs, l’ensemble des matrices hermitiennes
positives est fermé. Nous identifierons donc EmS avec l’espace des classes
d’homothétie de matrices hermitiennes positives non nulles.
Définissons une application ξ : EmS → P(R+Om). Soit a une matrice
hermitienne positive non nulle. Par diagonalisation (voir le lemme 1.1 si
K = H), la matrice a admet une unique racine carrée hermitienne positive
que l’on notera
√
a, c’est-à-dire telle que
√
a
2
= a. Remarquons que si λ ∈
R+, alors
√
λa =
√
λ
√
a. Définissons l’application
ξ̂(a) : Om → R+
u 7→ ‖√a(u)‖,
ce qui permet de poser
ξ : EmS → P(R+Om)
Ra 7→ R∗+ξ̂(a),
application qui est bien définie.
Montrons que l’image de ξ est égale à EmT . D’après la définition de ξ et
le lemme 2.2, elle est incluse dedans. Maintenant, soit f un endomorphisme
non nul de Km, et soit ℓf : u 7→ ‖fu‖. Montrons alors que ξ̂(f∗f) = ℓf , ce qui
conclura par le lemme 2.2. Soit u ∈ Om, et soit f = kp une décomposition
polaire de f : k ∈ Um(K) et p est un endomorphisme hermitien positif non
nul. Alors
√
f∗f =
√
p∗k∗kp =
√
p2 = p, donc ξ̂(f∗f)(u) = ‖√f∗fu‖ =
‖pu‖ = ‖kpu‖ = ‖fu‖ = ℓf (u).
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Cette application est SLm(K)-équivariante : soit a une matrice hermi-
tienne positive non nulle, et soit g ∈ SLm(K). D’après la décomposition
polaire (voir le lemme 1.2 si K = H), il existe une matrice unitaire k et une
matrice hermitienne positive p non nulle telles que g
√
a = pk. Soit u ∈ Om,
alors
ξ̂(g · a)(u) = ξ̂(gag∗)(u) = ‖
√
gag∗(u)‖.
Or gag∗ = g
√
a(g
√
a)∗ = (pk)(pk)∗ = pp∗ = p2, donc
√
gag∗ = p. Ainsi
ξ̂(g · a)(u) = ‖pu‖ = ‖p∗u‖ = ‖k√ag∗u‖ = ‖√ag∗u‖ = (g · ξ̂(a))(u),
où nous renvoyons à la fin de la partie 2 pour la définition de l’action de
SLm(K) sur EmT . Nous avons ainsi ξ(g · Ra) = g · ξ(Ra).
L’application qui à une matrice hermitienne positive a associe sa racine
carrée hermitienne positive
√
a est continue, et par continuité de la norme
on en déduit que, à u ∈ Om fixé, l’application qui à a associe ξ̂(a)(u) est
continue. Puisque l’espace P(R+
Om) est muni de la topologie quotient de la
topologie produit sur R+
Om , il s’ensuit que l’application ξ̂ est continue. On
en déduit que l’application quotient ξ est continue.
Montrons enfin que l’application ξ est injective : soient a et a′ deux
matrices hermitiennes positives non nulles telle que ξ(Ra) = ξ(Ra′). À une
homothétie de rapport strictement positif près, on peut supposer que ξ̂(a) =
ξ̂(a′). Ainsi, pour tout u ∈ Om, nous avons ‖√au‖ = ‖√a′u‖. D’après le
lemme 2.5, on en déduit qu’il existe k ∈ Um(K) tel que k
√
a =
√
a′. Par
unicité dans la décomposition polaire, on conclut que
√
a =
√
a′, d’où a = a′.
Ainsi l’application ξ est injective.
Ainsi l’application ξ est une bijection continue et SLm(K)-équivariante de
l’espace compact EmS sur l’espace séparé EmT , donc est un homéomorphisme
SLm(K)-équivariant.
4 Compactification d’espaces de réseaux autoduaux
Pour les prérequis de cette partie, on renvoie à [Bav05]. Fixons τ = idR siK =
R, τ = idC ou la conjugaison si K = C, et τ la conjugaison si K = H. Fixons
b une forme τ -sesquilinéaire à gauche sur Km non dégénérée, hermitienne ou
anti-hermitienne. Dans une base adaptée, la forme b est définie par
∀x, y ∈ Km , b(x, y) = txτJy,
où J ∈ Um(K) ∩GLm(O).
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Notons SU(b) le sous-groupe de GLm(K) constitué des automorphismes
de Km qui préservent b : puisque J est unitaire, le groupe SU(b) est au-
toadjoint. Si Λ est un O-réseau de Km, on définit son dual par rapport à b
par :
Λ∗b = {y ∈ Km : ∀x ∈ Λ, b(x, y) ∈ O}.
On dit que le réseau Λ est autodual (pour b) si Λ∗b = Λ. Par exemple, le
réseau Om est autodual.
Soit Λ0 = Om le O-réseau standard autodual de covolume 1, marqué par
l’identité f0 : Om → Λ0.
Pour l’action à droite de SLm(K) sur l’espace des réseaux marqués par
postcomposition par l’adjoint, l’orbite du réseau marqué f0 par SU(b) est
constituée de réseaux autoduaux. En effet, soit g ∈ SU(b), et considérons
y ∈ (g∗Λ0)∗b. Nous savons donc que ∀x ∈ g∗Λ0, b(x, y) ∈ O. Ainsi ∀x ∈
Λ0, b(g
∗x, y) = b(x, g∗−1y) ∈ O. Donc g∗−1y ∈ Λ∗b0 = Λ0. Ainsi (g∗Λ0)∗b =
g∗Λ0.
Dans l’identification entre l’espace Em des classes d’isométrie de réseaux
marqués de covolume 1 et l’espace symétrique SLm(K)/SUm(K), l’ensemble
des classes d’isométrie de réseaux marqués dans l’orbite de f0 sous SU(b)
s’identifie alors à l’espace homogène SU(b) SUm(K)/SUm(K), c’est-à-dire à
l’espace SU(b)/(SU(b) ∩ SUm(K)). Notons Ebm ce sous-espace de Em.
On supposera que le groupe SU(b) n’est pas compact, de sorte que l’es-
pace homogène Ebm n’est pas compact. Lorsque l’on restreint le plongement
φ de Em dans EmT au sous-espace Ebm, l’adhérence de son image définit la
compactification de Thurston Ebm
T
de l’espace Ebm.
Lorsque l’on restreint le plongement Em dans EmS au sous-espace Ebm,
l’adhérence de son image définit la compactification de Satake Ebm
S
de l’espace
Ebm.
Le groupe SU(b) est un groupe de Lie réel simple non compact. Alors la
compactification de Satake définie ci-dessus est naturellement isomorphe à
la compactification de Satake associée à la représentation ρ de SU(b) dans
SLm(K), restriction de l’identité de SLm(K).
Proposition 4.1. La compactification de Thurston Ebm
T
de l’espace des ré-
seaux marqués autoduaux est SU(b)-isomorphe à la compactification de Sa-
take Ebm
S
.
Démonstration. L’homéomorphisme SLm(K)-équivariant (voir le théorè-
me 3.1) entre EmT et EmS induit un homéomorphisme SU(b)-équivariant
entre Ebm
T
et Ebm
S
.
Dans la suite, nous aurons besoin de savoir que dans le cas de l’espace
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vectoriel réel R2g muni de la forme symplectique standard
b(x, x′) =
g∑
j=1
xjx
′
g+j − xg+jx′j ,
tout réseau autodual pour b est dans l’orbite du réseau Z2g.
Lemme 4.2. Tout réseau autodual pour b de R2g est l’image par un élément
de Sp2g(R) du réseau standard Z
2g.
Démonstration. Soit Λ un réseau autodual de R2g de covolume 1. Soit
A ∈ SL2g(R) une matrice telle que Λ = A · Z2g. Le réseau Λ étant autodual
pour la forme symplectique b qui a pour matrice
J =
(
0 −Ig
Ig 0
)
,
on en déduit que le réseau tAJA ·Z2g est dual du réseau Z2g pour le produit
scalaire standard sur R2g. Or on sait que le réseau Z2g est autodual pour
le produit scalaire standard, donc tAJA · Z2g = Z2g : en particulier tAJA ∈
SL2g(Z). C’est la matrice d’une forme symplectique à coefficients entiers,
donc par réduction il existe une matrice B ∈ GL2g(Q) telle que tBtAJAB =
J . Ainsi la matrice AB appartient à Sp2g(R).
Quitte à prendre l’image du réseau Λ par (AB)−1 ∈ Sp2g(R), on suppose
que le réseau Λ = (AB)−1A · Z2g = B−1 · Z2g est commensurable à Z2g. Le
fait que Λ soit autodual impose alors qu’il s’écrive
Λ =
g⊕
j=1
(
Zrjej ⊕ Z 1
rj
eg+j
)
,
où r1, . . . , rg sont des rationnels non nuls. Puisque la matrice
C = Diag(r−11 , . . . , r
−1
g , r1, . . . , rg)
appartient à Sp2g(R) et que C · Λ = Z2g, ceci conclut le lemme.
5 Cas du groupe de Lie exceptionnel E6(−26)
Notons O désigne l’algèbre non associative des octonions de Cayley (voir
[Bae01, All99, MW09, CS03]). Le groupe SL3(O) (dont nous rappelons la
définition ci-dessous) est une forme réelle non compacte de rang réel 2 du
groupe de Lie complexe exceptionnel E6, notée E6(−26). Montrons comment
les résultats précédents s’étendent à ce groupe.
L’algèbre non associative O des octonions de Cayley est l’espace vectoriel
réel euclidien de dimension 8, de base orthonormée (e0 = 1, e1, . . . , e7), muni
de la multiplication bilinéaire définie sur cette base par la table 1.
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e1 e2 e3 e4 e5 e6 e7
e1 −1 e4 e7 −e2 e6 −e5 −e3
e2 −e4 −1 e5 e1 −e3 e7 −e6
e3 −e7 −e5 −1 e6 e2 −e4 e1
e4 e2 −e1 −e6 −1 e7 e3 −e5
e5 −e6 e3 −e2 −e7 −1 e1 e4
e6 e5 −e7 e4 −e3 −e1 −1 e2
e7 e3 e6 −e1 e5 −e4 −e2 −1
Table 1 – Table de multiplication des octonions
C’est une algèbre non associative à division, munie de la conjugaison
O → O
x = x0e0 +
7∑
i=1
xiei 7→ x = x0e0 −
7∑
i=1
xiei.
La norme euclidienne de O vérifie ‖x‖ = √xx = √xx et ‖xy‖ = ‖x‖‖y‖.
Pour tout octonion x ∈ O, on définit de plus sa partie réelle Rex = x+x2 et
sa partie imaginaire Imx = x−x2 .
Soit m un entier au moins égal à 2. L’espace vectoriel réel Om est natu-
rellement muni d’une structure euclidienne, pour le produit scalaire
〈u, v〉 =
m∑
i=1
Re(uivi) , où u, v ∈ Om .
Considérons Mm(O) l’espace vectoriel réel des matrices carrées de taille m
à coefficients dans O. En tant qu’ensemble d’endomorphismes R-linéaires de
Om, muni de la composition des endomorphismes, c’est une algèbre associa-
tive. Par contre, la multiplication n’est pas obtenue avec la formule usuelle du
produit matriciel. Considérons le groupe GLm(O) des matrices de Mm(O)
qui induisent un isomorphisme de Om.
L’adjoint M∗ d’une matrice M ∈ Mm(O) pour le produit scalaire de Om
est alors la matrice transposée et conjuguée de M . On dit que la matrice
M est hermitienne si M = M∗, et on note hm(O) l’espace vectoriel réel des
matrices hermitiennes. Une matrice hermitienne M est dite positive (resp.
définie positive) si pour tout x ∈ Om \{0}, nous avons 〈x,Mx〉 > 0 (resp.
〈x,Mx〉 > 0).
Une matriceM ∈ Mm(O) est dite unitaire siMM∗ = Im. Le sous-groupe
Um(O) de GLm(O) constitué des matrices unitaires est un sous-groupe com-
pact maximal de GLm(O).
Les résultats d’algèbre linéaire de la partie 1 se généralisent dans ce cadre,
montrons comment.
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Le sous-espace vectoriel de O engendré par 1, e1, e2 et e4 est une al-
gèbre associative isomorphe au corps gauche H : nous identifierons ainsi i
avec e1, j avec e2 et k avec e4. Une base réelle de O est alors donnée par
(1, i, j, k, e3 , ie3, je3, ke3). Le sous-espace vectoriel de O engendré par 1 et e3
est une algèbre commutative isomorphe à C, et nous identifierons les deux :
une C-base de O est alors donnée par (1, i, j, k). Considérons l’isomorphisme
C-linéaire à droite
β : Om → C4m = (C4)m
(xl + iyl + jzl + kwl)l∈J1,mK 7→ (xl, yl, zl, wl)l∈J1,mK.
Considérons alors l’application
η :Mm(O) → M4m(C)
M 7→ (u ∈ C4m 7→ β(M(β−1(u))) ∈ C4m) ,
c’est un plongement de C-algèbres à droite associatives, équivariant pour
l’adjoint. L’application η réalise le sous-groupe GLm(O) comme un sous-
groupe algébrique autoadjoint de GL4m(C) : d’après [Hel78, Theorem 7.1,
p. 224], l’orbite de ce sous-groupe dans l’espace symétrique de GL4m(C) est
un sous-espace symétrique, donc la décomposition polaire et la décomposi-
tion de Cartan y sont internes. En particulier, la diagonalisation des ma-
trices hermitiennes inversibles y est interne, donc par densité on en déduit la
diagonalisation des matrices hermitiennes quelconques. Nous pouvons donc
énoncer les deux résultats suivants.
Lemme 5.1 (Diagonalisation des matrices hermitiennes octonioniques). Pour
toute matrice hermitienne M ∈ hm(O), il existe une matrice unitaire U ∈
Um(O) et une matrice diagonale réelle D ∈Mm(R) telles que M = UDU−1.
Lemme 5.2 (Décomposition polaire octonionique). Soit M ∈ Mm(O).
Alors il existe une matrice unitaire U ∈ Um(O) et une unique matrice her-
mitienne positive P ∈ hm(O) telles que M = PU .
On dispose également d’une identité de polarisation.
Lemme 5.3 (Identité de polarisation octonionique). Soit (q1, . . . , q8) une
R-base de O. Alors il existe huit réels (λ1, . . . , λ8) ∈ R8 tels que, pour tous
u, v ∈ Om, nous ayons :
〈u|v〉 =
8∑
l=1
(‖u+ vql‖2 − ‖u− vql‖2)λl.
Démonstration. Remarquons tout d’abord que
‖u+ vql‖2 − ‖u− vql‖2 = 4Re(u(vql)).
18
Or la partie réelle des octonions est associative, donc ‖u+vql‖2−‖u−vql‖2 =
4Re((uv)ql). Considérons l’application R-linéaire
ϕ : O → R8
q 7→ (4Re(qql))l∈J1,8K.
Si q ∈ O appartient au noyau de ϕ, alors par R-linéarité 4Re(qq) = 4|q|2 = 0
donc q = 0 : l’application ϕ est donc un isomorphisme R-linéaire. Pour tout
l ∈ J1, 8K, notons λl = Re(ϕ−1(fl)), où (f1, . . . , f8) désigne la base canonique
de R8. Alors, pour tous u, v ∈ Om, nous avons par R-linéarité
〈u, v〉 = Re(uv) = Re (ϕ−1(ϕ(uv)))
= Re
(
ϕ−1
(
(4Re((uv)ql))l∈J1,8K
))
= Re
(
ϕ−1
(
8∑
l=1
4Re((uv)ql)fl
))
=
8∑
l=1
4Re((uv)ql)Re(ϕ
−1(fl))
=
8∑
l=1
(‖u+ vql‖2 − ‖u− vql‖2)λl.
Définissons SLm(O) le sous-groupe de GLm(O) constitué des matrices
qui préservent une mesure de Haar sur Om. On peut également définir le
déterminant d’une matrice hermitienne, auquel cas c’est aussi le sous-groupe
qui préserve le déterminant, pour l’action suivante :
∀g ∈ GLm(O),∀M ∈ hm(O), g ·M = gM +Mg∗.
Voici les formules définissant le déterminant des matrices hermitiennes dans
les cas m = 2 et m = 3.
• Lorsque m = 2, les matrices hermitiennes s’écrivent
h2(O) =
{(
α x
x β
)
, x ∈ O, α, β ∈ R
}
.
On définit alors le déterminant par la formule
det
(
α x
x β
)
= αβ − |x|2.
• Lorsque m = 3, les matrices hermitiennes s’écrivent
h3(O) =

 α z yz β x
y x γ
 , x, y, z ∈ O, α, β, γ ∈ R
 .
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On définit alors le déterminant par la formule
det
 α z yz β x
y x γ
 = αβγ − (α|x|2 + β|y|2 + γ|z|2)+ 2Re(xyz).
Lorsque m = 2, le groupe de Lie réel SL2(O) est isomorphe au groupe
simple Spin(9, 1), revêtement universel du groupe SO0(9, 1). C’est un groupe
classique, dont l’espace symétrique est l’espace des classes d’isométrie de
réseaux orthogonaux de R10 pour une forme quadratique de signature (9, 1),
donc son cas est traité dans la partie 4.
Dorénavant nous nous placerons dans le cas m = 3. Alors le groupe de
Lie simple G = SL3(O) est une forme réelle non compacte de rang réel 2
du groupe de Lie complexe exceptionnel E6, notée E6(−26). Le sous-groupe
K = SU3(O) = SL3(O) ∩ U3(O) est un sous-groupe compact maximal de
SL3(O), isomorphe au groupe F4(−52), la forme réelle compacte du groupe
de Lie complexe exceptionnel F4.
Notons O un ordre (non associatif) de O, c’est-à-dire le sous-groupe ad-
ditif engendré par une base réelle de O et stable par multiplication, conte-
nant l’anneau des entiers Z[e0, . . . , e7] (il existe 16 tels ordres, voir par
exemple [CS03, Theorem1, p. 100]). Appelons O-réseau marqué de O3 toute
application O-équivariante à droite f : O3 → O3 telle que le R-espace vec-
toriel engendré par l’image soit égal à O3. Le covolume d’un réseau marqué
est le covolume de son image dans O3, pour une mesure de Haar sur O3
normalisée de sorte que le covolume de O3 soit égal à 1.
À toute matrice hermitienne M de h3(O) définie positive de déterminant
1, on associe la classe d’isométrie du O-réseau marqué f : O3 → O3 de co-
volume 1 qui à u ∈ O3 associe ‖M∗f(u)‖. Et à toute classe d’isométrie d’un
O-réseau marqué f : O3 → O3 de covolume 1, on associe la classe à droite
modulo SU3(O) d’une matrice M ∈ SL3(O) telle que pour tout u ∈ O3
nous ayons f(u) = M∗(u), donc d’après la décomposition polaire de G on
associe une unique matrice hermitienne de h3(O) définie positive de déter-
minant 1. Ainsi l’espace X des classes d’isométrie de O-réseaux marqués de
covolume 1 de O3 s’identifie au sous-espace de h3(O) constitué des matrices
hermitiennes définies positives de déterminant 1, et ce sont deux modèles de
l’espace symétrique du groupe G.
On peut alors considérer l’application
φ : X 7→ P(R+O3)
[f : O3 → O3] → [u 7→ ‖f(u)‖].
On peut alors appliquer la même preuve que celle de la proposition 2.6,
en remplaçant « endomorphisme » par « endomorphisme R-linéaire O3-équi-
variant à droite ». On en déduit que l’application φ est un plongement, et
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on appelle l’adhérence de son image la compactification de Thurston X
T
de
X.
Par ailleurs, la compactification de Satake de X associée à la représen-
tation ρ : G→ EndR(h3(O)) définie par g ·M = gM +Mg∗ est l’adhérence
X
S
de l’image de X dans l’espace projectif réel P(h3(O)) de h3(O).
La preuve du théorème 3.1 est vraie dans ce cadre, et permet d’énoncer
le résultat suivant.
Théorème 5.4. Les deux compactifications X
T
et X
S
de l’espace symétrique
X du groupe de Lie exceptionnel E6(−26) sont SL3(O)-isomorphes.
6 Compactification de Thurston de l’espace de To-
relli
Le but de cette partie est de construire une compactification de l’espace
de Torelli d’une surface S analogue à la compactification de Thurston de
l’espace de Teichmüller de S. Pour les définitions de base, nous renvoyons
à [Far06], [Bos92] et [War83].
Soient g > 0 et q > 0 deux entiers tels que 2 − 2g − q < 0. Fixons S
une surface lisse compacte connexe orientée de genre g, munie d’une partie
fixée P de cardinal q, dont les éléments sont appelés les points marqués de
S. Dans le cas où q = 0, on omettra la notation P dans ce qui suit.
Notons Diff+(S,P ) le groupe des difféomorphismes de S préservant l’o-
rientation, fixant P point par point, muni de la topologie compacte-ouverte.
Notons DiffH1(S,P ) le sous-groupe des difféomorphismes de S préservant
l’orientation, fixant P point par point, induisant l’identité sur H1(S\P,R).
Notons Diff0(S,P ) le sous-groupe des difféomorphismes de S préservant
l’orientation, isotopes à l’identité par une isotopie fixant P .
Nous avons les inclusions Diff0(S,P ) ⊂ DiffH1(S,P ) ⊂ Diff+(S,P ).
Notons Teich(S,P ) l’espace de Teichmüller de S : c’est l’ensemble des
classes d’équivalence de couples (X,h), où X est une surface hyperbolique
orientée complète d’aire finie et h : S\P → X est un difféomorphisme pré-
servant l’orientation (appelé un marquage), et où l’on identifie les couples
(X,h) et (X ′, h′) s’il existe une isométrie préservant l’orientation s : X → X ′
telle que h′ soit égal à s ◦ h modulo Diff0(S,P ), c’est-à-dire que telle que h′
soit isotope à s ◦ h. Le groupe Diff+(S,P ) agit sur Teich(S,P ) par précom-
position du marquage, de noyau d’action Diff0(S,P ). Le groupe modulaire
MCG(S,P ) = Diff+(S,P )/Diff0(S,P ) agit ainsi fidèlement sur Teich(S,P ).
Notons Tor(S,P ) l’espace de Torelli de S : c’est l’ensemble des classes
d’équivalence de couples (X,h), où X est une surface hyperbolique orientée
complète d’aire finie et h : S\P → X est un difféomorphisme préservant
l’orientation, et où l’on identifie les couples (X,h) et (X ′, h′) s’il existe une
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isométrie préservant l’orientation s : X → X ′ telle que h′ soit égal à s ◦
h modulo DiffH1(S,P ). Ceci revient à demander l’égalité h
′∗ = h∗ ◦ s∗ :
H1(X ′,R)→ H1(S\P,R).
NotonsMod(S,P ) l’espace des modules de S : c’est l’ensemble des classes
d’équivalence de couples (X,h), où X est une surface hyperbolique orientée
complète d’aire finie et h : S\P → X est un difféomorphisme préservant
l’orientation, et où l’on identifie les couples (X,h) et (X ′, h′) si X et X ′ sont
isométriques.
Munissons l’espace de Teichmüller Teich(S,P ) de la topologie quotient
de la topologie induite par celle de Γ(⊗2TS), où à chaque couple (X,h)
on associe h∗σX , en notant σX la métrique riemannienne hyperbolique de
X. L’espace de Teichmüller admet alors une structure naturelle de variété
complexe biholomorphe à C3g−3+q (voir [FLP79]).
L’espace de Torelli Tor(S,P ) est le quotient de Teich(S,P ) par le groupe
de Torelli T (S,P ) = Diff+∗ (S,P )/Diff
+
0 (S,P ). Le groupe de Torelli étant
sans torsion (voir par exemple [Far06]), on munit Tor(S,P ) de la structure
de variété quotient induite par celle de Teich(S,P ).
L’espace des modules Mod(S,P ) est le quotient de Teich(S,P ) par le
groupe modulaire MCG(S,P ). On munit Mod(S,P ) de la topologie d’orbi-
fold complexe quotient de celle de Teich(S,P ). C’est aussi le quotient de l’es-
pace de Torelli par le groupeMCG(S,P )/T (S,P ) = Diff+(S,P )/Diff+∗ (S,P ).
La forme d’intersection algébrique est une forme symplectique non dégé-
nérée sur H1(S,Z), ce qui permet de définir un morphisme du groupe modu-
laireMCG(S,P ) à valeurs dans le groupe symplectique Sp2g(Z). Le noyau de
ce morphisme est le sous-groupe de Torelli T (S,P ), et ce morphisme est sur-
jectif donc le groupe quotient MCG(S,P )/T (S,P ) est isomorphe à Sp2g(Z)
(voir [Far06]).
Soit X une surface hyperbolique connexe, orientée, d’aire finie, de genre
g, avec q cuspides, marquée par un difféomorphisme préservant l’orientation
h : S\P → X. Le premier groupe de cohomologie H1(X,R) est un espace
vectoriel réel, considérons le sous-espace vectoriel H1c (X,R) de H
1(X,R)
constitué des classes de cohomologie de 1-formes différentielles fermées à
support compact. Considérons l’inclusion ι : S\P → S, elle induit un iso-
morphisme ι∗ : H1(S,R)→ H1c (S\P,R). Ainsi h−1∗◦ι∗ est un isomorphisme
entre H1(S,R) et H1c (X,R), donc ce dernier est de dimension réelle 2g.
Cet espace vectoriel est également isomorphe au premier groupe de coho-
mologie L2 réduite de X, ainsi qu’à l’espace vectoriel des 1-formes différen-
tielles harmoniques sur X (dans le cas compact c’est le théorème de Hodge,
dans le cas général voir [MP90] et [Car07, Corollary 1.6, p. 7 et Theorem 2.16,
p. 27]). Nous utiliserons ici ces trois points de vue, et lorsqu’il faudra choi-
sir un représentant d’une classe de cohomologie à support compact, nous
choisirons l’unique représentant harmonique.
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Sur l’espace H1c (X,R) vu comme premier groupe de cohomologie L
2 ré-
duite, nous disposons du produit scalaire L2, noté 〈·, ·〉X . On peut également
voir ce produit scalaire grâce à l’étoile de Hodge ∗X . L’étoile de Hodge est
une anti-involution de l’espace vectoriel des 1-formes différentielles réelles
sur X, définie comme la précomposition, sur chaque plan tangent, par la
rotation d’un quart de tour dans le sens positif (c’est-à-dire la multiplication
par i, pour la structure complexe sur X correspondante). L’étoile de Hodge
définit par restriction une involution sur l’espace des 1-formes différentielles
harmoniques H1c (X,R). Le produit scalaire sur H
1
c (X,R) s’exprime alors
ainsi :
∀ω, ω′ ∈ H1c (X,R), 〈ω, ω′〉X =
∫
X
ω ∧ ∗Xω′.
On notera ‖ · ‖X la norme euclidienne (L2) associée sur H1c (X,R).
Par ailleurs, la forme d’intersection algébrique Int sur H1c (X,R) (image
de la forme d’intersection algébrique sur H1(S,R)) est alternée et non dégé-
nérée, et est donnée par
∀ω, ω′ ∈ H1c (X,R), Int(ω, ω′) =
∫
X
ω ∧ ω′ = 〈ω,− ∗X ω′〉X .
Remarquons que l’espace vectoriel H1c (X,R), muni de ce produit scalaire
et de la forme d’intersection, est isomorphe isométriquement symplectique-
ment à l’espace euclidien R2g, muni de la forme symplectique standard
b(x, x′) =
g∑
j=1
xjx
′
g+j − xg+jx′j .
Choisissons un tel isomorphisme linéaire isométrique symplectique
ϕX : H
1
c (X,R)→ R2g.
Le sous-groupe de GL2g(R) préservant la forme b est U(b) = Sp2g(R).
Considérons Eb2g l’espace des réseaux de covolume 1 de l’espace euclidien
R2g, autoduaux pour la forme symplectique b, marqués par Z2g, à isométrie
près. Il s’identifie à l’espace symétrique hermitien Eb2g = Sp2g(R)/SU(g),
d’après le lemme 4.2. Fixons une base symplectique de H1(S,Z), ce qui nous
permettra d’identifier H1(S,Z) avec Z2g.
L’application période de l’espace de Torelli à valeurs dans l’espace symé-
trique Sp2g(R)/SU(g) ou son quotient de l’espace des modules dans l’espace
localement symétrique Sp2g(Z)\Sp2g(R)/SU(g) est un objet très classique
(voir par exemple [Gri70], [Deb10], [Mes92], [Far06]). La nouvelle formulation
ci-dessous facilitera notre compactification de l’espace de Torelli, et nous fe-
rons le lien avec la définition classique très prochainement. Cette formulation
a de plus l’avantage d’inclure le cas non compact (i.e. P 6= ∅).
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Si [X,h] ∈ Tor(S,P ), alors ϕX ◦ h−1∗ ◦ ι∗ : H1(S,Z) → R2g est un
morphisme de groupes. Définissons l’application période
p : Tor(S,P ) → Eb2g
[X,h] 7→
[
ϕX ◦ h−1∗ ◦ ι∗|H1(S,Z)
]
.
Lemme 6.1. L’application période est bien définie et continue.
Démonstration. Puisque les trois applications linéaires ι∗ : H1(S,R) →
H1c (S\P,R), h−1∗ : H1c (S\P,R) → H1c (X,R) et ϕX : H1c (X,R) → R2g sont
des isomorphismes linéaires, l’image ϕX ◦ h−1∗ ◦ ι∗(H1(S,Z)) est un réseau
de R2g.
Vérifions que ce réseau ϕX ◦h−1∗ ◦ ι∗(H1(S,Z)) de R2g est bien autodual
par rapport à b. Soit c ∈ H1(S,R) tel que, pour tout d ∈ H1(S,Z), nous ayons
b(ϕX ◦h−1∗ ◦ι∗(c), ϕX ◦h−1∗ ◦ι∗(d)) ∈ Z. Fixons d ∈ H1(S,Z). Puisque ϕX :
H1c (X,R) → R2g préserve les formes symplectiques, on sait que Int(h−1∗ ◦
ι∗(c), h−1
∗ ◦ ι∗(d)) ∈ Z. L’isomorphisme h−1∗ : H1c (S\P,R) → H1c (X,R)
provient d’un difféomorphisme préservant l’orientation h−1 : X → S\P ,
donc préserve les formes d’intersection, ainsi Int(ι∗(c), ι∗(d)) ∈ Z. Enfin,
pour les formes différentielles ι∗(c) et ι∗(d) à support compact, leur nombre
d’intersection sur S\P et sur S est le même, donc Int(c, d) ∈ Z. Or on sait
que le réseau standard Z2g = H1(S,Z) de R2g est autodual pour la forme
symplectique, donc c ∈ H1(S,Z). Ainsi le réseau ϕX ◦h−1∗ ◦ ι∗(H1(S,Z)) de
R2g est autodual par rapport à b.
De plus, d’après le lemme 4.2, il est dans l’orbite de Z2g sous Sp2g(R),
donc il est de covolume 1.
Supposons que [X ′, h′] soit égal à [X,h] dans l’espace de Torelli, alors il
existe une isométrie préservant l’orientation s : X → X ′ telle que h−1∗ =
s∗ ◦ h′−1∗ : H1(S\P,R) → H1c (X,R). Or l’application s∗ : H1c (X ′,R) →
H1c (X,R) est une isométrie linéaire préservant la forme d’intersection, donc
les deux réseaux marqués ϕX ◦h−1∗ ◦ ι∗|H1(S,Z) et ϕX′ ◦h′−1∗ ◦ ι∗|H1(S,Z) sont
isométriques symplectiquement, et égaux dans Eb2g.
Remarquons également que l’application p ne dépend pas du choix de
l’isomorphisme isométrique symplectique ϕX : H1c (X,R) → R2g : deux tels
isomorphismes diffèrent par composition au but d’une isométrie symplectique
de R2g, ce qui donne une même image dans l’espace Eb2g.
Montrons que l’application p est continue. Soit ([Xn, hn])n∈N une suite
convergeant vers [X,h] dans Tor(S,P ). Dans le fibré localement trivial donné
par H1c (·,R) au-dessus de l’espace de Torelli Tor(S,P ), la suite (H1c (Xn,R))n
converge versH1c (X,R). Ceci nous permet donc d’identifier chaqueH
1
c (Xn,R)
avec H1c (X,R).
La forme d’intersection sur h−1n
∗ ◦ ι∗(H1(S,Z)) ⊂ H1c (Xn,R) est don-
née par l’image de la forme d’intersection sur H1(S,Z). Puisque la suite
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(Xn)n∈N converge vers X dans l’espace des modules Mod(S,P ), la suite des
involutions de Hodge (∗Xn)n∈N converge vers l’involution de Hodge ∗X sur
H1c (X,R). Ainsi la suite des produits scalaires (〈·, ·〉Xn )n∈N converge vers
〈·, ·〉X .
Il reste à montre que la suite des marquages converge : on sait que la
suite (hn)n∈N converge vers h modulo Diff
+
H1
(S,P ), donc la suite (h−1n
∗
)n∈N
converge vers h−1∗ pour la topologie des applications linéaires deH1c (S\P,R)
dans H1c (Xn,R) identifié à H
1
c (X,R).
Nous avons montré que la suite (p([Xn, hn]))n∈N convergeait vers p([X,h]),
l’application période est donc continue.
Théorème 6.2 (Griffiths). Dans le cas compact (P = ∅), l’application p est
holomorphe. L’adhérence de son image p(Tor(S)) est une sous-variété ana-
lytique complexe fermée de Eb2g, et l’image p(Tor(S)) est le complémentaire
dans son adhérence d’une sous-variété analytique complexe fermée.
Démonstration. Rappelons la définition classique de l’application période
(voir [Far06, Chapter 3, §2.1]). Nommons (α1, . . . , αg, β1, . . . , βg) la base de
H1(S,Z) qui s’envoie sur la base canonique de Z2g par l’isomorphisme fixé
entreH1(S,Z) et Z2g. Considérons la base symplectique (a1, . . . , ag, b1, . . . , bg)
de H1(S,Z) obtenue par dualité de Poincaré. Fixons [X,h] ∈ Tor(S). Soit
(ω1, . . . , ωg, ω
′
1, . . . , ω
′
g) une base de H
1
c (X,R), image de la base canonique
de R2g par un isomorphisme isométrique respectant la forme symplectique,
et choisissons pour ϕX cet isomorphisme.
Comme nous sommes ici dans le cas compact (P = ∅), l’application h∗
est définie de H1(S,R) dans H1(X,R). La matrice période de [X,h] est alors
définie comme la matrice par blocs
Ω =

(∫
h∗(aj )
ωk
)
j,k∈J1,gK
(∫
h∗(aj )
ω′k
)
j,k∈J1,gK(∫
h∗(bj)
ωk
)
j,k∈J1,gK
(∫
h∗(bj)
ω′k
)
j,k∈J1,gK
 ∈ M2g(R).
Puisque (ω1, . . . , ωg, ω′1, . . . , ω
′
g) est une base symplectique de H
1
c (X,R), on
en déduit que Ω ∈ Sp2g(R). Cette matrice ne dépend que du choix de la base
(ω1, . . . , ωg, ω
′
1, . . . , ω
′
g), et deux choix de telles bases diffèrent par l’action
d’une isométrie de H1c (X,R) préservant la forme d’intersection, c’est-à-dire
par l’action de Sp2g(R) ∩ SO2g(R) = SU(g). Ainsi la matrice période appar-
tient à l’espace symétrique Eb2g = Sp2g(R)/SU(g) : cela définit l’application
période classique Tor(S)→ Eb2g.
Explicitons l’identification entre l’espace Eb2g des réseaux marqués auto-
duaux de R2g de covolume 1 et l’espace symétrique Sp2g(R)/SU(g), décrite
au début de la partie 2, dans notre cas particulier. La classe d’isométrie d’un
réseau marqué f : Z2g → R2g autodual pour b et de covolume 1, s’identifie
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à la transposée de la matrice de l’isomorphisme linéaire f de R2g, modulo
multiplication par SU(g) à droite. Dans le cas de la classe du réseau marqué
p([X,h]), la matrice ainsi obtenue est
Ω′ =
( (〈h−1∗(αj), ωk〉)j,k∈J1,gK (〈h−1∗(αj), ω′k〉)j,k∈J1,gK(〈h−1∗(βj), ωk〉)j,k∈J1,gK (〈h−1∗(βj), ω′k〉)j,k∈J1,gK
)
∈ M2g(R).
Or chaque produit scalaire est égal à une intégrale intervenant dans la ma-
trice Ω : par exemple, pour tous j, k ∈ J1, gK, nous avons
〈h−1∗(αj), ωk〉 = Int(h−1∗(αj), ∗Xωk) =
∫
h∗(aj)
∗Xωk =
∫
h∗(aj )
ω′k,
par dualité de Poincaré. Dans les autres cas il faut utiliser la relation ∗Xω′k =
−ωk, et on remarque alors que Ω′ = ΩJ ′, où J ′ est la matrice par blocs
J ′ =
(
0 −Ig
Ig 0
)
∈ SU(g).
Ainsi les deux définitions de l’application période sont les mêmes.
D’après [Gri70, Proposition 9.3, p. 156], l’application période est holo-
morphe. De plus, d’après [Gri70, Theorem 9.6], l’adhérence de l’image de
l’application période est une sous-variété analytique complexe fermée, qui
contient Im p comme complémentaire d’une sous-variété analytique complexe
fermée.
Théorème 6.3 (Torelli). Dans le cas compact (P = ∅), l’application p est
un revêtement ramifié de degré deux sur son image, ramifié sur le lieu hy-
perelliptique de Tor(S).
Démonstration. La forme forte du théorème de Torelli, formulée dans l’ar-
ticle [Mes92, Theorem 1, p. 783], énonce que l’application période est un
revêtement ramifié de degré deux sur son image, ramifié sur le lieu hyperel-
liptique de Tor(S).
Considérons l’application (introduite en introduction dans le cas P = ∅)
ψ : Tor(S,P ) → R+H1(S,Z)
[X,h] 7→
(
c 7→ ‖h−1∗ ◦ ι∗(c)‖X
)
,
et son image après composition par l’application canonique R+H
1(S,Z) →
P(R+
H1(S,Z)), c’est-à-dire
ψ : Tor(S,P ) → P(R+H1(S,Z))
[X,h] 7→
[
c 7→ ‖h−1∗ ◦ ι∗(c)‖X
]
.
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Les applications ψ et ψ sont Sp2g(Z)-équivariantes pour les actions de Sp2g(Z)
(s’identifiant à MCG(S,P )/T (S,P )) sur Tor(S,P ) et de Sp2g(Z) sur Z
2g =
H1(S,Z).
L’application ψ est égale à la composition φ◦p, où φ : Eb2g → P(R+H
1(S,Z))
est le plongement de la proposition 2.6.
Dans le cas compact (P = ∅), d’après le théorème 6.3, l’application ψ est
un revêtement ramifié d’ordre deux sur son image. Dans le cas non compact,
d’après le lemme 6.1, l’application ψ est continue.
Notons Tor(S,P ) ∪ {∞} la compactification d’Alexandrov de Tor(S,P ),
et considérons le plongement diagonal de Tor(S,P ) dans
P(R
H1(S,Z)
+ )× (Tor(S,P ) ∪ {∞})
donné par le produit de ψ et de l’inclusion. Appelons compactification de
Thurston de l’espace de Torelli, notée Tor(S,P )
T
, l’adhérence de l’image de
ce plongement. C’est une Sp2g(Z)-compactification.
D’autre part, considérons le plongement diagonal de Tor(S) dans Eb2g
S ×
(Tor(S) ∪ {∞}) donné par le produit de p et de l’inclusion. Appelons com-
pactification de Satake de l’espace de Torelli, notée Tor(S)
S
, l’adhérence de
l’image de ce plongement. C’est une Sp2g(Z)-compactification.
Théorème 6.4. Les compactifications de Thurston Tor(S,P )
T
et de Satake
Tor(S,P )
S
de l’espace de Torelli sont Sp2g(Z)-isomorphes.
Démonstration. Il suffit de remarquer que les deux compactifications de
p(Tor(S,P )) ⊂ Eb2g, où p(Tor(S,P )) est plongé dans les deux compactifi-
cations Eb2g
T
et Eb2g
S
, sont Sp2g(Z)-isomorphes : c’est une conséquence du
théorème 3.1.
7 Stratification d’une partie du bord de l’espace de
Torelli
Une stratification naturelle du bord d’une compactification permet de mieux
en comprendre la structure, comme dans les travaux de Harvey sur l’espace
des modules (voir [Har79] et [Har81]). Nous allons décrire une stratification
naturelle d’une partie du bord de la compactification de Thurston de l’espace
de Torelli.
Dans toute cette partie, nous fixerons comme au début la partie 6 une
surface S lisse compacte connexe orientée de genre g, et P une partie finie
fixée de S de cardinal q, telle que 2g − 2 + q > 0.
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7.1 Comparaison entre norme stable et norme euclidienne
Fixons une surface hyperbolique X d’aire finie connexe orientée. Appelons
systole séparante (resp. non séparante) de X la borne inférieure (qui est
atteinte) des longueurs des courbes fermées simples de X non homotopes
à zéro, qui ne bordent pas une unique cuspide, et séparantes (resp. non
séparantes). Notons sns(X) la systole non séparante de X.
Pour les rappels qui suivent, nous renvoyons à la thèse de Daniel Massart
([Mas96]).
Définissons une norme naturelle sur H1(X,R), la norme stable (voir
[Gro81] et [Mas97]). Si γ est une courbe fermée simple non homotope à zéro
sur X, notons lg(γ) la longueur hyperbolique de l’unique géodésique dans la
classe d’homotopie libre de γ. Soit c ∈ H1(X,R). Alors on peut représenter c
par un 1-cycle singulier de la forme
∑
i∈I xiαi, où I est fini, xi ∈ R (et xi ∈ Z
si c ∈ H1(X,Z)) et αi est une courbe fermée simple non homologue à zéro
sur X, qu’on appelle multicourbe. On appelle support d’une telle multicourbe
la réunion des courbes αi pour lesquelles xi 6= 0. Définissons alors la norme
stable de c par
‖c‖s = inf
c=[
∑
i∈I xiγi]
∑
|xi| lg(γi),
où
∑n
i∈I xiγi parcourt toutes les multicourbes dans la classe d’homologie de
c.
Notons θX : H1(X,R) → H1(X,R) l’isomorphisme de dualité de Poin-
caré. Définissons la norme stable sur sur H1(X,R) par ‖ω‖X,1 = ‖θ−1X (ω)‖s,
où ω ∈ H1(X,R). Nous avons par ailleurs défini une norme euclidienne sur
H1c (X,R), notons-la ‖ · ‖X,2.
Dans sa thèse ([Mas96]), Daniel Massart compare les deux normes pré-
cédemment introduites.
Théorème 7.1 (Massart). Il existe deux constantes strictement positives a
et b, ne dépendant que du genre de X, telles que pour tout ω ∈ H1c (X,R)
nous ayons
a ‖ω‖X,1 6 ‖ω‖X,2 6 b
sns(X)2
‖ω‖X,1.
Démonstration. Dans la partie 4.2 de [Mas96], ce théorème est énoncé pour
une surface hyperbolique compacte sans bord. Pour la première inégalité,
D. Massart utilise la densité des formes de Strebel dans l’ensemble des 1-
formes différentielles harmoniques, et ce résultat est encore vrai pour une
surface de volume fini (voir [DH75]). Et la deuxième inégalité n’utilise même
pas l’hypothèse de courbure, et elle reste vraie pour une surface de volume
fini.
Nous allons nous servir de ce théorème pour étudier l’image de Tor(S,P )
par l’application ψ.
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Lemme 7.2. Soit ([Xn, hn])n∈N une suite dans Tor(S,P ) telle que la suite
(ψ([Xn, hn]))n∈N soit bornée dans R+H
1(S,Z). Alors la systole non séparante
(sns(Xn))n∈N est minorée par une constante strictement positive.
Démonstration. Par contraposée, supposons que la systole non séparante
de (Xn)n∈N tende vers 0 : pour tout n ∈ N, soit donc γn une géodé-
sique fermée simple de Xn non séparante et non cuspidale, dont la longueur
lg(γn) = sns(Xn) tend vers zéro. La courbe γn est non triviale et non cus-
pidale, donc a un nombre d’intersection non nul avec l’un des générateurs
de
θ−1Xn(H
1
c (Xn,Z)) = hn∗ ◦ θ−1S\P ◦ ι∗(H1(S,Z)),
images des éléments de la base choisie de H1(S,Z). Quitte à extraire, on peut
supposer qu’il existe ω ∈ H1(S,Z) tel que le nombre d’intersection algébrique
de γn avec hn∗ ◦θ−1S\P ◦ι∗(ω) soit non nul pour tout n. D’après [Bus92, Corol-
lary 4.1.2, p. 95], on en déduit que la longueur d’un représentant minimal de
hn∗ ◦ θ−1S\P ◦ ι∗(ω) est minorée par 2 argsh
(
(sh( lg(γn)2 ))
−1
)
, ce qui tend vers
l’infini lorsque n tend vers +∞. Ainsi la norme stable ‖hn∗ ◦ θ−1S\P ◦ ι∗(ω)‖s
tend vers l’infini lorsque n tend vers +∞.
Or, d’après le théorème 7.1, on sait que
‖h−1n ∗ ◦ ι∗(ω)‖Xn,2 > a‖h−1n ∗ ◦ ι∗(ω)‖Xn,1
> a‖h−1n ∗ ◦ ι∗(ω)‖Xn,1
> a‖hn∗ ◦ θ−1S\P ◦ ι∗(ω)‖s −→n→+∞ +∞,
donc la suite de fonctions de longueur (ψ([Xn, hn]))n∈N n’est pas bornée.
Lemme 7.3. Soit ([Xn, hn])n∈N une suite dans Tor(S,P ) telle que la suite
(ψ([Xn, hn]))n∈N converge vers ℓ dans R+H
1(S,Z). Alors la suite (p([Xn, hn]))n∈N
converge dans Eb2g, et en particulier la fonction de longueur ℓ est propre.
Démonstration. D’après le lemme 7.2, on sait que la systole non séparante
sns(Xn) est minorée par une constante d > 0. Ainsi d’après le théorème 7.1,
pour tout ω ∈ H1(S,Z) non nul et tout n ∈ N, nous avons
ψ([Xn, hn])(ω) = ‖h−1n ∗ ◦ ι∗(ω)‖Xn,2 > a‖h−1n ∗ ◦ ι∗(ω) > ad > 0.
Ainsi la systole du réseau ϕXn◦hn−1∗(H1(S,Z)) de R2g de covolume 1 est mi-
norée par ad, donc d’après le critère de Mahler (voir [Mah46]) on peut suppo-
ser quitte à extraire que cette suite de réseaux de R2g non marqués converge
vers un réseau Λ ⊂ R2g de covolume 1 et de systole minorée par ad. Ce ré-
seau Λ est autodual pour la forme symplectique b standard de R2g. Puisque
la suite de fonctions de longueur (ψ([Xn, hn]))n∈N converge, on en déduit
quitte à extraire que la suite de réseaux marqués (ϕXn ◦ hn−1∗|H1(S,Z))n∈N
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converge vers le réseau marqué (Λ, h), où h : H1(S,Z)→ Λ est un marquage.
Ainsi la suite (p([Xn, hn]))n∈N converge vers [Λ, h] dans Eb2g.
En particulier, la suite de fonctions de longueur (ψ([Xn, hn]))n∈N converge
vers ℓ = φ([Λ, h]), qui est une application propre.
7.2 Le complexe des courbes séparantes
Pour plus de détails sur cette partie, on pourra consulter [Far06, Chapter 3,
§ 2.4]. Comme au début la partie 6, on considère une surface S lisse compacte
connexe orientée de genre g, et P une partie finie fixée de S de cardinal q.
On dit qu’une courbe fermée simple γ dans S\P est séparante si S\(P ∪ γ)
n’est pas connexe. On dit que γ est cuspidale si elle bord un disque épointé
dans S\P , et triviale si elle borde un disque dans S\P .
Définissons le complexe des courbes séparantes Ksep(S,P ) de S. Les som-
mets de Ksep(S,P ) sont les classes d’isotopie de courbes fermées simples
séparantes de S\P non cuspidales et non triviales. Les classes d’isotopie
de telles courbes γ1, . . . , γk forment un (k-1)-simplexe de Ksep(S,P ) si ces
courbes sont disjointes et si leurs classes d’isotopie sont distinctes.
Notons ΣKsep(S,P ) l’ensemble des simplexes de Ksep(S,P ).
7.3 Description des strates
Soit σ = {[γ1], . . . , [γk]} un (k-1)-simplexe de Ksep(S,P ). Alors S\(P ∪⋃k
j=1 γj) a k+1 composantes connexes. À difféomorphisme préservant l’orien-
tation près (fixé), ces composantes s’écrivent (Sj\Pj)j∈J0,kK, où Sj est une
surface lisse compacte connexe orientée de genre gj et Pj ⊂ Sj est un en-
semble de cardinal qj fini, tels que 2−2gj−q−j < 0. De plus, on a les égalités∑k
j=0 gj = g et
∑k
j=0 qj = 2k + q. Pour tout j ∈ J0, kK, notons l’inclusion
ιj : Sj\Pj → Sj . Voir la figure 1.
Figure 1 – Découpage de la surface S
Considérons, pour tout j ∈ J0, kK, l’application κj : S → Sj qui écrase
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chaque Sj′ , pour j′ 6= j. Considérons alors l’application
ξσ :
k⊕
j=0
H1(Sj ,R) → H1(S,R)
(ωj)j∈J0,kK →
k∑
j=0
κj
∗(ωj),
elle s’appelle le scindement symplectique de H1(S,R) associé à σ. Remar-
quons qu’elle définit aussi un scindement symplectique de
⊕k
j=0H
1(Sj,Z)→
H1(S,Z), encore noté ξσ. Il est dit symplectique car cette décomposition est
orthogonale pour la forme d’intersection.
Considérons, pour tout j ∈ J0, kK, l’application ψj de Tor(Sj , Pj) à va-
leurs dans R+
H1(Sj ,Z), définie pour le théorème 6.4.
Appelons strate au bord de l’espace de Torelli de S associée au simplexe
σ la variété différentielle produit Torσ(S,P ) =
∏k
j=0Tor(Sj , Pj). Nous allons
la relier à l’espace de Torelli total Tor(S,P ) grâce à l’application
ψσ : Torσ(S,P ) → R+H1(S,Z)
([Xj , hj ])j∈J0,kK 7→
ω 7→
 k∑
j=0
ψj([Xj , hj ]) ◦ (ξσ−1)j(ω)2
 12
 .
Théorème 7.4. L’adhérence de l’image de l’application ψ dans l’espace
R+
H1(S,Z) est la réunion disjointe
ψ(Tor(S,P )) = ψ(Tor(S,P )) ⊔
⊔
σ∈ΣKsep(S,P )
ψσ(Torσ(S,P )).
Démonstration. Soit ([Xn, hn])n∈N une suite de Tor(S,P ) telle que la suite
(ψ([Xn, hn]))n∈N converge vers ℓ ∈ ∂ψ(Tor(S,P )). D’après le lemme 7.2, on
sait que la systole non séparante (sns(Xn))n∈N est minorée par une constante
strictement positive.
Supposons que la systole de la suite (Xn)n∈N soit minorée par une con-
stante strictement positive, alors d’après [Can87, Corollary I.3.1.7, p. 63] par
exemple, on sait que la suite (Xn)n∈N est bornée dans l’espace des modules
Mod(S). Quitte à extraire, on peut donc supposer que la suite (Xn)n∈N
converge vers une surface hyperbolique X dans Mod(S). Puisque la suite
([Xn, hn])n∈N part à l’infini dans Tor(S,P ), on en déduit que c’est la suite
de marquages (hn)n∈N qui part à l’infini : il existe donc ω ∈ H1(S,Z) tel
que la suite (h−1n
∗ ◦ ι∗(ω))n∈N parte à l’infini, donc telle que la norme stable
(‖h−1n ∗ ◦ ι∗(ω)‖Xn,1)n∈N tende vers l’infini (en effet, la surface hyperbolique
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X a un nombre fini de géodésiques fermées simples de longueur majorée). En
conséquence, d’après le théorème 7.1, on en déduit que la norme euclidienne
(‖h−1n ∗ ◦ ι∗(ω)‖Xn,2)n∈N tend vers l’infini, et donc la suite de fonctions de
longueur (ψ([Xn, hn]))n∈N ne peut converger.
On en déduit donc que la systole séparante de la suite (Xn)n∈N tend vers
zéro. Fixons δ > 0 suffisamment petit, inférieur à la constante de Margulis
du plan hyperbolique (voir par exemple [Can87, Theorem I.2.2.2, p. 50]),
et inférieur aux systoles non séparantes des surfaces (Xn)n∈N. Considérons
hn∗(σn) l’ensemble des classes d’homologie de géodésiques fermées simples
séparantes de Xn de longueur au plus δ. Ces géodésiques sont disjointes,
donc σn est un simplexe du complexe Ksep(S,P ) des courbes séparantes.
Quitte à extraire et quitte à diminuer δ, on peut supposer que σn est un
(k − 1)-simplexe dont la longueur de chacune des courbes tend vers zéro.
Quitte à précomposer les marquages hn : S\P → Xn par des éléments
de Diff+
H1
(S,P ), comme il n’y a qu’un nombre fini d’orbites de simplexes de
Ksep(S,P ) sous l’action de Diff+
H1
(S,P ), on peut supposer que le simplexe
(σn)n∈N est constant, égal à σ. Choisissons un représentant σ˜ de σ.
Notons (S0\P0), . . . , (Sk\Pk) les composantes connexes de S\σ˜. Fixons
un indice j ∈ J0, kK, et notonsXn,j la jème composante connexe deXn\hn(σ),
où l’on a choisi les représentants géodésiques des courbes de hn(σ) : c’est une
surface hyperbolique non complète d’aire finie. Quitte à changer le marquage
hn : S\P → X par un difféoméorphisme isotope à l’identité, on peut suppo-
ser que hn envoie les courbes de σ˜ sur les représentants géodésiques de hn(σ).
Ainsi, l’application hn,j = hn|Sj\Pj : Sj\Pj → Xn,j est un difféomorphisme.
Alors, pour n’importe quel pointage de Xn,j dans sa partie épaisse, la suite
de surfaces hyperboliques ouvertes pointées (Xn,j)n∈N converge vers une sur-
face hyperbolique X∞,j pour la topologie de Gromov-Hausdorff, quitte à ex-
traire. En effet, la systole de Xn,j est minorée par δ. Et puisque la longueur
des courbes au bord de Xn,j tend vers 0, la surface X∞,j est complète. De
plus, quitte à changer les marquages hn,j : Sj\Pj → Xn,j par des difféomor-
phismes isotopes à l’identité, on peut supposer que la suite de marquages
(hn,j)n∈N converge vers un difféomorphisme h∞,j : Sj\Pj → X∞,j.
Fixons j ∈ J0, kK, et ωj ∈ H1(Sj ,Z). Montrons que
‖h−1n ∗ ◦ ι∗ ◦ κ∗j (ωj)‖Xn,2 −→
n→+∞
‖h−1∞,j
∗ ◦ ι∗ ◦ κ∗j(ωj)‖X∞,j ,2.
Pour tout n ∈ N, notons ηn = h−1n ∗ ◦ ι∗ ◦ κ∗j(ωj) ∈ H1c (Xn,R). Rappelons-
nous que par convention ηn désigne également l’unique 1-forme différentielle
harmonique dans cette classe de cohomologie. Puisque θXn(ηn) peut être
représenté par l’image par hn d’une multicourbe c incluse dans Sj\Pj , et
que la systole de la surface Xn,j = hn(Sj\Pj) est minorée par δ, d’après
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le théorème 7.1, on sait que la norme euclidienne de ηn est majorée par
‖ηn‖Xn,2 6 bδ log(δ)‖ηn‖Xn,1. Or la multicourbe c est la somme formelle d’un
nombre fini de courbes fermées simples ci de Sj\Pj , or puisque la suite de
marquages (hn,j)n∈N converge vers h∞,j : Sj\Pj → X∞,j, la suite des lon-
gueurs (lg(hn,j(ci)))n∈N converge vers lg(h∞,j(ci)), donc est bornée. Ainsi la
norme stable ‖ηn‖Xn,1 de ηn est bornée, donc la norme euclidienne ‖ηn‖Xn,2
également.
Ainsi, pour tout j′ ∈ J0, kK, la restriction ηn,j′ de ηn à Xn,j′ converge
quitte à extraire vers une 1-forme différentielle harmonique η∞,j′ sur X∞,j′ .
Si j′ 6= j, alors ηn,j′ est cohomologue à zéro pour tout n ∈ N, donc η∞,j′
est cohomologue à zéro. Puisque la surface est complète, on en déduit que
η∞,j′ = 0. Et si j′ = j, alors ηn,j est cohomologue à h
−1
n,j
∗ ◦ ι∗ ◦ κ∗j (ωj), donc
on en déduit que η∞,j est cohomologue à h
−1
∞,j
∗ ◦ ι∗ ◦κ∗j (ωj). Par conséquent,
pour les normes L2, la suite ‖ηn‖2Xn,2 =
∑k
j′=0 ‖ηn,j′‖2 converge, lorsque n
tend vers l’infini, vers
k∑
j′=0
‖η∞,j′‖2 = ‖η∞,j‖2 = ‖h−1∞,j
∗ ◦ ι∗ ◦ κ∗j(ωj)‖2X∞,j ,2.
Nous avons donc montré que la suite (ψ([Xn, hn])(κ∗j (ωj)))n∈N conver-
geait vers ψj([X∞,j , h∞,j])(ωj). Ceci prouve donc que la suite (ψ([Xn, hn]))n∈N
converge dans R+
H1(S,Z) vers
ψσ([X∞,j , h∞,j ]j∈J0,kK) ∈ ψσ(Torσ(S,P )).
Réciproquement, montrons que ψσ(Torσ(S)) ⊂ ψ(Tor(S)) pour tout
(k − 1)-simplexe σ de Ksep(S) : soit ([Xj , hj ])j∈J0,kK ∈ Torσ(S). Fixons un
entier j ∈ J0, kK, les points marqués Pj de Sj sont de deux types : ceux qui
correspondent à un point marqué de P ⊂ S (nous les noterons P 1j ), et ceux
qui correspondent à une courbe fermée simple de σ˜ (nous les noterons P 2j ).
Il existe une suite de surfaces hyperboliques (Xn,j)n∈N complètes d’aire
finie avec CardP 2j cuspides, et avec CardP
1
j composantes de bord totalement
géodésique, chacune ayant pour longueur 1
n+1 , marquées par hn,j : Sj\Pj →
Xn,j\∂Xn,j , telle que la suite de surfaces marquées ([Xn,j , hn,j ])n∈N converge
vers la surface marquée [Xj , hj ] au sens suivant : pour tout compact K de
Sj\Pj , la suite d’espaces métriques compacts (hn,j(K))n∈N converge vers
hj(K) au sens de Gromov-Hausdorff.
Pour tout j ∈ J1, kK, la courbe γj de σ˜ borde les surfaces Sj−1\Pj−1 et
Sj\Pj . Pour tout n ∈ N, il existe une composante de bord de Xn,j−1 et une
de Xn,j qui correspondent à γj : puisque ces deux composantes ont la même
longueur 1
n+1 , on peut recoller ces deux composantes ensemble. Notons Xn le
résultat du recollement des k+1 surfaces Xn,0, . . . ,Xn,k, et hn : S\P → Xn
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un marquage qui coïncide avec chacun des hn,j : Sj\Pj → Xn,j\∂Xn,j hors
d’un petit voisinage de σ˜.
Alors d’après l’étude qui précède, la suite (ψ([Xn, hn]))n∈N converge vers
ψσ([Xj , hj ]j∈J0,kK) dans R+
H1(S,Z).
Enfin, montrons que les strates ψσ(Torσ(S,P )) sont disjointes. Si ℓ ∈
R+
H1(S,Z) et σ ∈ ΣKsep(S,P ), on dit que ℓ se scinde selon ξσ si :
∀(ω0, . . . , ωk) ∈
k∏
j=0
H1(Sj,Z), ℓ(ξσ(ω0, . . . , ωk))
2 =
k∑
j=0
ℓ(ξσ(0, . . . , ωj, . . . , 0))
2.
On dit que ℓ se scinde s’il existe un simplexe σ ∈ ΣKsep(S,P ) tel que ℓ se
scinde selon ξσ.
Si ℓ ∈ ψσ(Torσ(S)), alors il est immédiat ℓ se scinde selon ξσ. Montrons
que ℓ ne se scinde pas plus finement que ξσ, c’est-à-dire qu’il n’existe aucun
simplexe σ′ ∈ ΣKsep(S,P ) contenant strictement σ tel que ℓ se scinde selon
ξσ′ . Cela revient à montrer que, pour tout simplexe σ ∈ ΣKsep(S,P ), aucune
fonction de longueur ℓ ∈ ψ(Tor(S,P )) ne se scinde selon ξσ : c’est le contenu
du lemme 7.5.
Lemme 7.5. Aucune fonction de longueur de ψ(Tor(S,P )) ne se scinde.
Démonstration. Supposons qu’il existe [X,h] ∈ Tor(S,P ) tel que la fonc-
tion de longueur ℓ = ψ([X,h]) se scinde selon ξσ, où σ = {[γ]} et γ est une
courbe fermée simple séparante et non cuspidale de S\P telle que h(γ) soit
géodésique.
Notons S1\P1 et S2\P2 les deux composantes connexes de S\(P ∪ γ).
Montrons que h−1∗ ◦ ξ−1σ (H1(S1,R)) et h−1∗ ◦ ξ−1σ (H1(S2,R)) sont ortho-
gonaux pour le produit scalaire de H1c (X,R) : soient ω1 ∈ H1(S1,R) et
ω2 ∈ H1(S2,R). Alors ℓ(ξ−1σ (ω1+ω2))2 = ‖h−1∗ ◦ ξ−1σ (ω1+ω2)‖2X est égal à
‖h−1∗ ◦ξ−1σ (ω1)‖2X +2〈h−1∗ ◦ξ−1σ (ω1), h−1∗ ◦ξ−1σ (ω2)〉X+‖h−1∗ ◦ξ−1σ (ω2)‖2X ,
mais aussi à
ℓ(h−1
∗◦ξ−1σ (ω1))2+ℓ(h−1∗◦ξ−1σ (ω1))2 = ‖h−1∗◦ξ−1σ (ω1)‖2X+‖h−1∗◦ξ−1σ (ω2)‖2X ,
ainsi 〈h−1∗ ◦ ξ−1σ (ω1), h−1∗ ◦ ξ−1σ (ω2)〉X = 0.
On en déduit que l’étoile de Hodge ∗X préserve h−1∗ ◦ ξ−1σ (H1(S1,R)) et
h−1
∗ ◦ ξ−1σ (H1(S2,R)) : en effet, soient ω1 ∈ H1(S1,R) et ω2 ∈ H1(S2,R).
Alors
〈∗Xh−1∗◦ξ−1σ (ω1), h−1∗◦ξ−1σ (ω2) >= Int(h−1∗◦ξ−1σ (ω1), h−1∗◦ξ−1σ (ω2)) = 0,
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donc ∗Xh−1∗ ◦ ξ−1σ (ω1) appartient à l’orthogonal de h−1∗ ◦ ξ−1σ (H1(S2,R)),
qui est égal à h−1∗ ◦ ξ−1σ (H1(S1,R)).
La surface X est conformément équivalente à une surface hyperbolique
compacte connexe orientée X ′ (marquée par h′ : S → X ′), privée de q points
(marqués par P ). D’après l’invariance conforme (voir par exemple [Car07,
Proposition 2.15, p. 27]), l’application qui à une 1-forme différentielle har-
monique sur X ′ associe sa restriction à X est un isomorphisme de H1(X ′,R)
dans H1c (X,R). Par ailleurs, l’étoile de Hodge ne dépend que de la struc-
ture complexe, donc l’isomorphisme entre H1(X ′,R) et H1c (X,R) préserve
les étoiles de Hodge. Ainsi nous savons que l’étoile de Hodge ∗X′ préserve les
sous-espaces h′−1∗ ◦ ξ−1σ (H1(S1,R)) et h′−1∗ ◦ ξ−1σ (H1(S2,R)) de H1(X ′,R).
Montrons que la fonction de longueur ℓ′ = ψ′([X ′, h′]) se scinde selon ξσ,
avec ψ′ : Tor(S, ∅)→ R+H1(S,Z).
Soient ω1 ∈ H1(S1,Z) et ω2 ∈ H1(S2,Z). Alors ℓ′(ξσ(ω1, ω2))2 est égal à
‖h′−1∗◦ξσ(ω1, 0)‖2+2〈h′−1∗◦ξσ(ω1, 0), h′−1∗◦ξσ(0, ω2)〉+‖h′−1∗◦ξσ(0, ω2)‖2.
Or
〈h′−1∗◦ξσ(ω1, 0), h′−1∗◦ξσ(0, ω2)〉 = Int(h′−1∗◦ξσ(ω1, 0), ∗X′h′−1∗◦ξσ(0, ω2))
est égal à 0, car h−1∗ ◦ ξ−1σ (H1(S1,R)) et h−1∗ ◦ ξ−1σ (H1(S2,R)) sont stables
par ∗X′ et sont orthogonaux pour la forme d’intersection. Ainsi
ℓ′(ξσ(ω1, ω2))
2 = ℓ′(ξσ(ω1, 0))
2 + ℓ′(ξσ(0, ω2))
2,
donc ℓ′ se scinde selon ξσ.
Définissons alors l’élément t de Sp2g(Z) = Aut(H
1(S,Z)) par
t : H1(S,Z) → H1(S,Z)
ω 7→ ξσ ◦
((
IdH1(S1,Z)
)⊕ (− IdH1(S2,Z))) ◦ ξσ−1(ω)
= ξσ((ξ
−1
σ )1(ω),−(ξ−1σ )2(ω)).
Puisque la fonction de longueur ℓ′ scinde selon ξσ, il est immédiat que pour
tout ω ∈ H1(S,Z) nous avons ℓ′(t(ω)) = ℓ′(ω). L’action de Sp2g(Z) sur
R+
H1(S,Z) est par précomposition par l’adjoint, donc t∗ · ℓ′ = ℓ′ ◦ t = ℓ′.
Ainsi ψ(t∗ · [X ′, h′]) = ψ([X ′, h′]) dans R+H1(S,Z), donc p′(t∗ · [X ′, h′]) =
p′([X ′, h′]) dans Eb2g par injectivité de l’application φ : Eb2g → P(R+H
1(S,Z)).
Par compacité de X ′ on peut appliquer le théorème 6.3, donc on déduit que
t∗ · [X ′, h′] est soit égal à [X ′, h′], soit à l’image de [X ′, h′] par l’involution
hyperelliptique de l’espace de Torelli. Puisque l’involution hyperelliptique
de Tor(S, ∅) est induite par l’élément − Id ∈ Sp2g(Z), quitte à échanger les
indices de S1 et S2, on peut supposer que t∗ ·[X ′, h′] = [X ′, h′] dans Tor(S, ∅).
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Considérons un difféomorphisme τ de S préservant l’orientation tel que
l’image de τ dans Sp2g(Z) soit égale à t
∗, et tel que de plus τ · [X ′, h′] =
[X ′, h′] dans l’espace de Teichmüller. À isotopie près, on peut supposer que
le difféomorphisme h ◦ τ ◦ h−1 est une isométrie de X. Puisque τ∗ préserve
h′−1
∗◦ξ−1σ (H1(S1,R)) et h′−1∗◦ξ−1σ (H1(S2,R)), on en déduit que τ préserve
la classe d’homotopie de la courbe γ, or h ◦ τ ◦ h−1 est une isométrie donc
stabilise la géodésique h(γ).
Le difféomorphisme τ stabilise les deux composantes connexes S1\P ′1 et
S2\P ′2 de S\γ, notons τ1 et τ2 les difféomorphismes de S1\P ′1 et S2\P ′2 in-
duits. Puisque P ′1 et P
′
2 sont des singletons, à isotopie près on peut supposer
que τ1 et τ2 s’étendent en des difféomorphismes de S1 et S2 respectivement.
Le difféomorphisme τ1 induit l’identité sur H1(S1,Z), donc sa classe d’isoto-
pie appartient au groupe de Torelli T (S1, P1). Or ce groupe est sans torsion,
et comme τ est une involution nous avons τ21 = τ1, donc τ1 appartient à
Diff0(S1, P1). Ainsi l’isométrie h◦τ ◦h−1 restreinte à X1 est isotope à l’iden-
tité, donc est égale à l’identité de X1. Ainsi l’isométrie h ◦ τ ◦ h−1 est égale
à l’identité de X. Or cette isométrie induit − Id sur H1c (X2,Z) : c’est une
contradiction.
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