Abstract. The paper presents the theoretical evaluation of the complexity of an algorithm, based on embedded Markov chains, for computing steady state probabilities. Experimental research with different infinitesimal generator matrices was performed to support theoretical evaluations. Results showed that modified algorithm can be more effective for sparse matrices. An example of a queuing system is presented to demonstrate the automatic creation of the model of the system based on the proposed modelling method.
Introduction
The Markov chains are widely used for creating functioning models of various systems: computer networks, communication systems, reliability models etc. It is known that the analytical solution of complex real world systems is very difficult or even impossible. Using numerical methods permits to model a wider class of systems. The process of creating numerical models for systems described by the Markov chain consists of the following stages: 1. Defining a state space of the Markov chain. 2. Generating a linear system of Kolmogorov-Chapman equations, describing the performance of the system as a set of states and transitions among them. 3. Solving the linear system of Kolmogorov-Chapman equations, i.e., computing steady state probabilities. 4 . Computing probabilistic characteristics of the system performance.
It is necessary to emphasize that automation is not equally applicable for all the stages. The first stage is determined in a heuristic way. The description of the system is the original that determines the state space of the system. The principal requirement in that stage is to introduce a necessary number of coordinates to describe behavior of the system.
Most difficult stages in the construction of a numerical model are the creation and solution of the linear system of Kolmogorov-Chapman equations. The number of equations is usually large (counted in thousands). Thus an automatic construction of linear systems and effective numerical solution methods are very important.
In order to demonstrate creation of numerical model we present an example of queuing system. There are a few different approaches to model queuing systems. In some cases, an exact solution of queuing systems can be found using the matrix geometric or the matrix analytical approaches [5, 8, 15] . Simulation (which in some aspects can be seen as opposite of analytical approach) is a powerful and universal scientific method to estimate the performance measures of various stochastic systems, including those based on queuing theory [1, 9] . One of the drawbacks of simulation is that sometimes it requires large amount of CPU time in order to achieve high accuracy. Validation and verification of a model is also a difficult problem.
An alternative is to use special numerical solvers, based on Markov chains to compute necessary performance measures of queuing system. Such a numerical-analytical approach can be seen as a compromise among strictly analytical models and simulation, since it can achieve computational accuracy in relatively small amount of time.
In this paper we used the created software, which is based on Markov chains, to generate linear system of Kolmogorov-Chapman equations, which is stored in CPU memory as infinitesimal generator matrix of Markov chain. In book [14] , the system that automates the construction of Markov models is presented. The embedded Markov chains are used for computing steady state probabilities of the Markov process. We used PLA formalism ( [10, 13] ,etc.) to describe the performance of the system.
The former modeling and computation method was presented in [16] etc. In this paper we propose theoretical evaluation of the complexity of the algorithm. Theoretical results were compared with similar computation techniques and supported by experimental results.
In the second section of the paper, the method of embedded Markov chains for computing steady state probabilities is presented. In the third section, we derive theoretical evaluation of the complexity of the algorithm for worst-case scenario. In Section 4, the modified algorithm for computing steady state probabilities is presented. It is proved that its slight modifycation improves the performance of the algorithm when infinitesimal generator matrix is sparse. In Section 5, an empirical research of the algorithm is presented. Experimental results with different infinitesimal generator matrices confirm theoretical evaluations of the complexity of the algorithm. An example of creating a numerical model of multi-class, multi-server queuing system is presented in the last section. In the paper, we use PLA formalism for description of the system performance and generation of Kolmogorov-Chapman equations [12] .
An algorithm for computing steady state probabilities
be the transitions probability
be the sequence of the state spaces obtained by the following state space reduction routine:
Construct the sequence of Markov chains
is specified by the and then we need to construct the sequence of transition matrixes , ,, . In [14] , it is shown that the elements of matrixes , ,, are calculated according the formulas
Steady state probabilities of discrete time Markov chain are calculated by the formulas
Formulas (1)- (3) into (1) . After the substitution we obtain the formulas
The non-normalized probabilities can be calculated recursively. At first we get
The other non-normalized probabilities are
.
Complexity analysis of the algorithm for calculating steady state probabilities
The worst-case scenario arises when all elements of the generator Q are non-zero. In this case, all elements of the matrix Q are stored in a twodimension array. We will analyze two stages of the embedded chains algorithm separately.
The first stage of the algorithm is an embedding stage. The recalculated intensities are stored for the second step. The code is written in C++ and shown below:
for ( int i=0;i<(n-1);i++) 12 for (int j = 0;j<(n-1);j++)
EmbeddingStep(n-1);} } In order to evaluate the runtime complexity of the algorithm, we made a simplifying assumption, that different instructions (i.e. saving new variables, addition, and multiplication) require equal amount of time, which we denote as 1. In steps 1-4, two variables are saved, so they require 2 units of time. While n > 2, steps 5-14 are executed recursively.
Step 5 requires 1 unit of time. In steps 6-7 we have the loop, which is executed (n -2) times, and each execution requires 1 unit of time. Analogically, in steps 8-9, the loop requires the same amount of time as in steps 6-7, and in step 10 one unit of time is required. In steps 11-13 we have the outer and inner loops which are executed (n -1) times each. Since each execution requires 3 units of time, steps 11-13 require 3(n-1)² units of time in total.
We denote by the runtime complexity of the whole algorithm, and by and we denote the runtime complexity functions of the first and the second stages of the algorithm, respectively.
In order to find , we need to solve the inhomogeneous difference equation of the first order
The solution of a difference equation can be found by the method of undetermined coefficients. The characteristic polynomial is , so is a root having multiplicity 1. The general solution of homogenous part is
The particular solution has the form
To find coefficients , we substitute (3) into (1) . We obtain the equation:
Comparing both sides, we have the system linear of equations 
The general solution is the sum of the homogenous part and particular solution: 
 
The complexity of the whole algorithm is equal to .
Eventually, using big O notation, the complexity of the algorithm is
Complexity analysis of the modified algorithm
In the worst-case scenario, the algorithm has the run time complexity of   . Matrices which arise in practical problems (e.g. queuing networks) usually are very sparse. The algorithm of embedded chains can be modified for that case. Assuming that the matrix Q is not very large (i.e., it is possible to store the matrix in random access memory and no sparse matrix representation is necessary), steps 11-13 of the embedding stage of the algorithm can be written as follows: In other words, we add an additional 'if' statement, in order to avoid superfluous instructions in step 14 of outer loop.
The run time complexity of the modified algorithm can be estimated using the recurrence relation. We denote by i  -the number of nonzero entries in an ith column of the matrix Q, and  is
The modified algorithm has one additional instruction in each outer loop, but the inner loop will be executed just ν times (at most). Obviously, until step 11, the modified algorithm requires the same amount of time (2(n-1)) as written in Section 3. 'If' statement in step 12 will be executed (n-1) times and steps 13-14 will be executed no more than ν(n-1) times (because of the modification), and each execution requires 3 units of time. The run time complexity can be expressed using the following recurrence relation:
The general solution of homogenous part is We can find using the method of undetermined coefficients. Again, we obtain the equation:
The values are the solution of the system of linear equations:
In conclusion, the run time complexity of the embedding step of the modified algorithm is equal to
If we assume that n   , then using big O notation, the complexity of the first stage is
(An exact value of the constant c can be found from the seed value, but it does not change the asymptotic evaluation).
Since the second step was not modified, we obtain the estimation of the run time complexity
Therefore, for very sparse matrices, the modified embedded chains algorithm has the run time
, which is better than classical Gaussian elimination. In addition, the run time complexity of the embedded chains algorithm does not depend on the structure of the infinitesimal generator matrix Q.
Experimental investigation of the algorithm
We have compared the run time of the embedded chains (both ordinary and modified) algorithm and the LU decomposition (in particularly, we have used the Doolittle decomposition of the transposed matrix Q), which is a variant of the Gaussian elimination.
In order to compare the algorithms, we have used four different infinitesimal generator matrices of Markov chains with 1000 000 elements each (i.e., matrices represent Markov chains with 1000 states). Since the matrices are relatively small, they were stored in twodimension arrays.
For the first experiment we chose a Markov chain with all intensities among the states equal to 1 (i.e., matrix Q1 has all non-diagonal elements equal to 1). Obviously, in this trivial case the steady states probabilities are all equal to 0.001.
For the second experiment, we generated (i.e., using random number generator) infinitesimal generator matrix Q05. Matrix Q05 was generated in such a way that all intensities among the states -i.e., nondiagonal elements of the matrix -are equal to 1 (with probability 0.5) or 0 (also with probability 0.5). We have also checked if the rank of the matrix Q is equal to (n-1). It is obvious that randomly generated matrix Q05 will have on average 50 % nonzero entries, and entries in matrix are scattered without any noticeable pattern or structure. In Figure 1 a portion of the matrix Q05 is shown. In the third experiment, we have generated matrix Q001 with the intensities among the states equal to 1 with probability 0.01, or 0 with probability 0.99. In this case, matrix Q001 will have on average 1 % nonzero entries (so it is a sparse matrix), and the entries again are scattered without any noticeable structure, except for diagonal (see Figure 2) . For the last experiment, we use infinitesimal generator matrix Q of the Markov chain, which describes a queuing system with quality control [14] .
We have generated an infinitesimal generator matrix Q, using the created software, which is based on Markov chains. It generates the set of possible states, the generator and the steady state probabilities. In this case, the matrix Q is very sparse, nonsymmetrical and highly structured ( Figure. 3) . Experimental run time analysis of algorithms was performed using a PC with AMD Athlon 64 X2 dual core processor 4000+ 2.10 GHz, 896 MB of RAM physical address extensions. The experimental results are shown are in Table 1 . Embedded chains algorithm is slightly less effective than LU decomposition, if infinitesimal generator matrix is dense. However, if infinitesimal generator matrix is sparse (less than 1 percent non-zero entries) the modified algorithm outperforms LU decomposition, and it is much more effective if infinetisimal generator matrix is very sparse.
Example: queuing system with Markov modulated service time
Consider a queue whose service capacity varies over time. That is, the speed of the server is determined by an underlying stochastic process. In particular, we assume that the server speed changes according to a continuous time Markov chain that is independent of the arrival process and service requirements of the customer. Each customer brings a certain random amount of work, however, the rate at which this work is completed is time varying. We assume that the customers in the queue are served in a We modeled queuing systems with Markov modulated service times and with limitation on the waiting space (M/MMPP/1/N by Kendall notation). In order to compare run time of the modified algorithm with different size infinitesimal generator matrices, the limit imposed on the waiting space L was varied. Experimental results (in Table 2 and Figure 5 ) confirm theoretical complexity evaluation of the modified algorithm O(n²) , since run time of modified algorithm increases about 4 times, when the number of system states increases 2 times, and trend line is consistent with second order function. Modeling results were compared with results obtained by analytical solution in [17] . Loss probability of the system with limited waiting space was calculated when limitation on waiting space is 7. In Table 3 we can see that numeric modeling results coincide with results obtained analytically. The results were obtained with the software created in C++ program language. 
Conclusion
Embedded chains algorithm is designed specifically for Markov chains. It is a direct algorithm, so theoretically it will calculate the exact solution in a finite number of steps. Theoretical analysis showed that the complexity of the embedded chains algortihm is O(n³) in the worst-case scenario, so it cannot outperform Gaussian algortihm and its variants (LU decomposition) when infinetisimal generator matrix is dense. However, the modified algorithm becomes more effective when infinetisimal generator matrix is sparse. Theoretical and experimental results showed that the complexity of the modified algorithm is O(n²) when infinitesimal generator matrix is very sparse.
