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0.1? 1? 10? 100?
?? 76453???? 26776???? 5838???? 690????
?? 20380???? 9254???? 2160???? 448????
3.2.4 ????????
??????????????????????????????? true negative rate(TNR)


















? 3.3 ?????? TNR? TPR? 3?????
?? 2009 2010 2011
?? (TNR) 36.1% 35.2% 40.7%
?? (TPR) 57.0% 54.1% 51.2%
TNR????


























































?? 2009 2010 2011
?? 14.3 10.8 5.51
???? 33.8 23.1 9.5
???????? 1?
?? 2009 2010 2011
?? 189.9 33.2 30.9
???? 580.4 61.3 43.3
???????? 10?
?? 2009 2010 2011
?? 340.8 157.0 1039.7
???? 1561.7 451.1 1176.7
???????? 100?
?? 2009 2010 2011
?? 1656.4 6060.0 9225.8
???? 4520.9 1362.3 10603.3
? 3.5 ?????????????
? 3?????? TNR? 90%???
????????? TNR
???????? ??????????? 2009 2010 2011
0.1? 4 98.4% 92.6% 90.4%
0.1? 8 98.2% 92.6% 93.3%
1? 4 99.8% 98.7% 100%
1? 8 100% 98.7% 100%
1? 16 98.0% 99.1% 100%
10? 2 100% 100% 100%
10? 4 100% 100% 100%
10? 8 100% 100% 100%
10? 16 100% 100% 100%
100? 2 99.3% 100% 100%
100? 4 100% 100% 100%
100? 8 100% 100% 100%






??????????????????? (??? TCP ?????? SYN ??????
??)??????????????????????????????????????
?????????????????? 4(??????????)?11(SYN ?????)?













?? 2009 2010 2011 2009 2010 2011
?? 79.5 81.0 93.7 68.6 84.7 114.4
???? 95.6 113.1 134.7 32.4 89.1 174.6
???????? 1?
?? ??
?? 2009 2010 2011 2009 2010 2011
?? 60.1 60.8 60.0 70.7 73.3 101.1
???? 1.3 7 0 31.1 34.8 83.1
???????? 10?
?? ??
?? 2009 2010 2011 2009 2010 2011
?? 60.9 60.1 60 67.8 71.2 102.2
???? 0.2 3 0 28.2 40.4 113.9
???????? 100?
?? ??
?? 2009 2010 2011 2009 2010 2011
?? 60.4 60 60 69.3 66.8 84.2




?? 2009 2010 2011
?? 42.3 11.6 3.3
???? 78.6 11.7 4.3
???????? 1?
?? 2009 2010 2011
?? 139.6 166.6 6.6
???? 121.2 140.1 13.6
???????? 10?
?? 2009 2010 2011
?? 781.6 1439.3 23.4
???? 584.6 1161.6 54.2
???????? 100?
?? 2009 2010 2011
?? 3350.4 7578.9 348.7











































? 3.3 3????????? TPR? 70%?????????
² ???????????
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??????? 29?????? 2011????? TPR?????????????????
² ???????????
????? 4,14,17,18,19,20,25,30,31,32,34 ????? TPR ?????????????
??????????????? 4(??????????)?14(ACK?????)?30(TCP
?????? RST/ACK??????)???????? TPR? 3?????? 80%??
?????
{ ??????????
? 3.8? 3?????? TPR? 90%?????????????? TPR????
? 3.8 ?????????????
? 3?????? TPR? 90%???
??????????? TPR
???????? ??????????? 2009 2010 2011
0.1? 32 99.8% 94.6% 90.2%
1? 32 100% 99.6% 95.8%





?? 2009 2010 2011 2009 2010 2011
?? 10.9 6.9 3.3 2.6 0.6 2.3
???????? 1?
?? ??
?? 2009 2010 2011 2009 2010 2011
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???????? 0.1? 1? 10? 100?
??? TNR 31.0% 33.6% 36.2% 48.5%
??? TPR 48.2% 56.3% 57.2% 54.5%
? 3.11 ?????????????
?????? TNR? TPR
??????????? 2 4 8 16 32
??? TNR 45.4% 41.6% 40.4% 38.2% 38.0%




























N-gram ???????????????????????? N ????????????
??????????????? [46]????N ??? (gram) ??????????1(uni)-














?????????? [42] ? N-gram ???????3-gram ??????????????
?????????????????????????????????????????? (?
4.2)?































x5 サンプル:                 x1   x2 x3   x4 x5  ・・・
コードブック番号:   6      5  1   7    3  ・・・
遷移
特徴空間










????????? (%)??????????????????? scdb ???.
2. ?????? xi ??????????????????????????????????
scdb ??????? xi ???????
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? 4? N-gram?????????????????
3. ?????? xi ??????????????????????????????????
?????????????????????? ¹??? ¾2 ?????????????





4. zi ??????????? xi ????????????????? scdb ????????
??????????? ti ?? (4.2)????
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?????????? ?? A? 14??????? 5?? CCC2010? honey001
?????? ?? A? 14??????? 5????? B ? 14??????? 5?? CCC2010? honey002?CCC2011? honey001
























4.2.1???????????? k ?????????????????????? p^(x)??
??????? p(x)????????????k ?????????????????????
?????k ?????????????????????????????????????
????? k ?????????k = 50; 100; 500; 1000?????????????
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5.3 ??????





??????????????????? LBG + splitting
??????????? 16
N-gram??N??? N=1 » 9




































































GMM????? 16,32,64,128,256,512,1024??????N-gram? N? N=1?????



































?????? 5.5?????????????N=9???? TNR? TPR?????????
???????? (3)?? N=1???? N=9???????? 5.5?????
? 5.5 ???????????
???? ???? (1) ???? (2) ???? (3) ???? (3)
????? k=50,N=9 k=50 N=1 N=9
??? (?????) (64,64) (59,11) (256,32)
TNR(%) 94.43 82.32 88.59 79.06 86.24
TPR(%) 96.07 72.19 90.78 79.78 96.80
TNR? TPR??? (%) 95.25 77.26 89.68 79.42 91.52
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???????????????????? k ??????TNR ?????
k = 50; 100; 500; 1000 ???????????????TPR ??????k ???
?????????????????????k ???????????????????
?????????????????????????????????????N=2??
??????????????????????? 5.7?? 5.8????? 5.7?? 5.8??
cdb score1??? N-gram(bi-gram)??????cdb screo2??? N-gram(bi-gram)??
?????? (???????????????)??????????
 ? 5.7 N=2?????????????
² ???? (1)
?????????????????????? 5.9????
???? (1)?????????? TPR??????????????????? SYN?
???????????????????????? 5%? TCP?????? SYN???












































































































? 5.11 ???? (N=1)???????????????????????????????
?????????? (2)???????????????????? 2????????
????????? 5.13,? 5.14,? 5.15????









































? 5.13 ??????????? TCP?????? SYN????????????????
N=9?????????????????????????? 5.20????
N=9 ?????N=1 ???????N-gram ??????????????????
???????????????????????????????????????
N=1??????? TNR? TPR????????????????N=9?????

















? 5.14 ??????????? TCP?????? ACK????????????????
???????????? 1????????????????????????????????
??????????????????????????????????????????
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???K ?????????????K ???????????K ?????????????
????????????????????????????????????????
????????? K ???????????????????????????????
K ???????? K ????? x = (x1;x2;?;xK)T ???????????? K ???
??? RK ??????????? N ???? P1; P2;?; PN ???????? Pi ?????
?????? y = (yi1;yi2;?;yiK)T ??????????????? P1; P2;?; PN ????
P ????????????????????????K ?? N ?????????????K
?????? RK ???????? C ???? Q(?)???????????????
???????????
????????? x??? Pi ?????????????????????????????
??? Q(?)?????????

















??? K ????? n??????????? (A.2)?????? D ???????????
????????????????????????? (A.2)?????????? D ????
??? Pi ?????????? yi ???????????????????????????




K ?????? RK ? N ???? P1; P2;?; PN ???? P ?????????? (A.2)
???????????? N ??????????? y1?y2?????yN ???????










N ??????????? y1?y2?????yN ?????????? C ?????????
? (A.2)?????? D ?????? N ???? P1; P2;?; PN ?? K ?????? RK
??? P ??????????????????????????? y1?y2?????yN ?
?????? Pi ??N ?????????????? yi ???????????????
?? x????? yi ???????????????? yi(j 6= i)??????????





?????? x? yi ??????????????? yi(j 6= i)????? (A.4)????
????????????????????????????????????? x???

















































T?????????? ² ???????????????m = 0?????? D(¡1) = 1
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3. ???(D(m¡1)¡D(m))=D(m) < ²????????????C(m)N ??????????N
????????????????????????????????




N ?????? T ??? P
(m)
N ???????? T ??





??????? C 0N ????????????????? P
(m)
i ????????????
??????????????????????????? y0i ????????m?m+ 1





? T ???????????????????? C(0)N ??????????????????
??????????????????????????????????????????
splitting????????????????????????N ?????????? CN ??
???????? y1?y2?????yN ?? (A.5)??????????? ± ?????????
??????????????????????????? y1?y2?????y2N ???? 2N
???????????? C(0)2N ????????????? splitting ??????? LBG ?
?????????????????? 1?????????????????? 2?4?8????
??????????????????????


































?????????? tcpdump ???????????? libpcap ???????????
??????????? OS?? 2? (honey001?honey002)???? OS?????????
????????????????????????OS???????????OS? 2???
WindowsXP SP1???????????????????????????????????
2010? 8? 18??? 8? 31??2010? 1? 18??? 1? 31????????? 23,009,309
?????? 3.8GB ???????????
B.2.3 ??????
2010 ? 5 ? 1 ??? 2011 ? 1 ? 31 ???? 9 ???????????????????
?????????? B.1 ?????? 1 ??????????? csv ???????????
Windows2000 ??????????????????????? ISP ?????????? 72
















?Windows ?????????????????? IP ????????? IP ???????



















/usr/sbin/tshark -r [?? pcap ????] -R ' !(sll.pkttype == 4) && (ip.addr ==
10.10.1*.1)' -w [?? pcap???? 1]
{pcap???????????????honey001? 10.10.11.1, honey002? 10.10.12.1??
??????
2. ??????? OS????????????





resettime.log ????? 20 ????????????????????????????
?????????
echo 1 >> reset pnum; /usr/sbin/tshark -r [?? pcap ???? 1] | grep
"time.windows.com" | cut -d" " -f1 >> reset pnum; /usr/sbin/tshark -r [??
pcap???? 1] | tail -1 | cut -d" " -f1 >> reset pnum
??????????????????????????
START=1; for NUM in `cat reset pnum`; do END=`expr $NUM - 1`; echo $START-
$END >> start-end; START=$NUM; done
pcap?????
for NUM in `seq -w 01 **`; do /usr/sbin/editcap -r [?? pcap ???? 1]




for NUM in `seq -w 01 **`; do START=`/usr/sbin/tshark -r $NUM.pcap -t ad | head
-1 | awk 'print $2" "$3'`; END=`/usr/sbin/tshark -r $NUM.pcap -t ad | tail -1 |























????? x0 ???????? p(x0) ??????????????? x0 ????????














?? P ??????? x0 ?????? (C.3)??????????
P ¼ V p(x0) (C.3)
????????? C.2????









? (C.5)????????? (C.3)?? (C.4)???????????????? (C.3)??




? C.2 ?? P ??????
??R?????????????
? (C.3)???????????? (??????????)??????R?? p(x)???
??????????????????????? R???????????? (C.3)????
???????
???? (C.4) ????????????n ????????? k ???? R ??????
??????????? (C.6)???????






E[k] = nP; V [k] = nP (1¡ P ) (C.8)






] = P (C.9)
???????????????????k=n???? P ????????????????
?????????? k=n? P ??????????????????????? 1?????










?? z ???????????????k=n? P ???????????????z ????
P ??????????????? C.3????
? C.3?????????P ??????????? z ??????????P ??????
?????? R?????????????? R???????????? (C.4)?????
??????
????????? (C.5) ???????? (C.3) ?? (C.4) ?????????????
(C.3) ?? (C.4) ????????? R ????????????? (C.3) ????????
????????? R ???????????? (C.4) ?????????????????
R ????????????????????? p(x) ??????????????????
?R????????????????????? fxigni=1??????R??????????
??R??? V ????????R??????????? k ?????????????
???????????????R????????? k ????????R??? V ???
??????????????????????
C.3 ????????????????
???????R??? V ???????????R??????????? k ?????
???????????
??R??????? x???????????? b??????????????????




? C.3 ?? P ??????
V = bd (C.12)









????W (x)?????????????? (C.14)?????? (? C.4)?








































K(x) >= 0 for any x 2 D;
Z
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? D.1 ?? PC1?????
PC Notebook Computer: Sony VAIO VGN-FS33B
CPU Intel PentiumM 740 1.73GHz
Main Memory 512MB
OS WindowsXP
???? Microsoft Internet Explorer Version 6.0.2900.5512
? D.2 ?? PC2?????
PC Notebook Computer: Panasonic Let's note CF-F8
CPU Intel Core2 Duo 2.26GHz
Main Memory 2GB
OS WindowsXP
???? Microsoft Internet Explorer Version 6.0.2900.5512
D.2 Wireshark
???????????????????????Wireshark ???????Wireshark ?
??Gerald Combs????? network protocol analyzer????800???????????
?? 85000 ??? display ¯lter ??????????Wireshark ?????????????
?????UNIX?? libpcap?Windows??WinPcap??????????
?? D ???????????????????
? D.3 ?? PC3?????
PC Desktop Computer: Dell DIMENSION 5150C
CPU Intel Pentium D 820 2.80GHz
Main Memory 1GB







Bu®er size: 20 megabyte(s)
Capture File(s) File: ??????
Display Options
Update list of packets in real time
Automatic scrolling in live capture
Hide capture info dialog
Name Resolution
Enable MAC name resolution
Enable transport name resolution























(ex. Messenger ????????????) ???????????????????????






1. ??????? (?? IP?????????????)
ip.addr == ??? IP????
2. ????????
² BitTorrent
(!browser && !tcp.port == 135 && !tcp.port == 445 && !tcp.port == 6000 &&
!tcp.port == 1433 && !udp.port == 138 && !tcp.port == 139)
² Online Game1
(dns k ip.src == 202.213.231.27 k ip.dst == 202.213.231.27 k tcp.port == 5484 k
tcp.port == 12000 k tcp.port == 54848 k tcp.port == 19102 k tcp.port == 19101
k ip.src == 211.13.215.57 k ip.dst == 211.13.215.57)
² FTP
(ip.src == 204.152.184.73 k ip.dst == 204.152.184.73 k ip.src == 133.243.3.209 k
ip.dst == 133.243.3.209)
² ????? (POP3s??????)
!(!(tcp.port == 995) && !dns)
² ????? (SMTP??????)
!(!(tcp.port == 587) && !dns)
² Messenger
!(!(ip.src == 64.4.0.0/16) && !(ip.dst == 64.4.0.0/16) && !(ip.src == 65.54.0.0/16)
&& !(ip.dst == 65.54.0.0/16) && !(ip.src == 207.46.0.0/16) && !(ip.dst ==
207.46.0.0/16) && !(ip.src == 219.63.0.0/16) && !(ip.dst == 219.63.0.0/16) &&
!(ip.src == 120.74.243.0/24) && !(ip.dst == 120.74.243.0/24) && !(ip.src ==
124.255.194.0/24) && !(ip.dst == 124.255.194.0/24))
!(!(ip.src == 219.63.65.152) && !(ip.dst == 219.63.65.152) && !(ip.src ==
120.74.243.180) && !(ip.dst == 120.74.243.180) && !(ip.src == 124.255.194.26)
&& !(ip.dst == 124.255.194.26) && !(tcp.port == 1863 k tcp.port == 443 k (udp
&& !dns)))
² ?????? (????????????????)
!(!dns && !(ip.src == 202.248.110.0/24) && !(ip.dst == 202.248.110.0/24)
&& !(ip.src == 125.63.42.0/24) && !(ip.dst == 125.63.42.0/24) && !(ip.src
== 202.219.105.0/24) && !(ip.dst == 202.219.105.0/24) && !(ip.src ==
119.110.89.0/24) && !(ip.dst == 119.110.89.0/24) && !(ip.src == 210.135.0.0/16)
{ 88 {
D.4 ??????????
&& !(ip.dst == 210.135.0.0/16) && !(ip.src == 66.249.89.0/24) && !(ip.dst ==
66.249.89.0/24) && !(ip.src == 125.56.203.0/24) && !(ip.dst == 125.56.203.0/24)
&& !(ip.src == 192.221.0.0/16) && !(ip.dst == 192.221.0.0/16) && !(ip.src ==
61.0.0.0/8) && !(ip.dst == 61.0.0.0/8) && !(ip.src == 74.125.153.0/8) && !(ip.dst
== 74.125.153.0/8))
² Online Game2
(dns k tcp.port == 80 k tcp.port == 7911 k tcp.port == 9018 k tcp.port == 10804
k ip.src == 202.213.231.0/24 k ip.dst == 202.213.231.0/24)
² Peercast
(tcp.port == 7144 k tcp.port == 7145 k tcp.port == 5158)
² Skype-chat
!(arp k tcp.port == 1130 k tcp.port == 135 k udp.port == 137 k udp.port == 138 k
tcp.port == 139 k tcp.port == 445 k tcp.port == 6000 k tcp.port == 23 k tcp.port
== 1433 k (ip.src == 239.255.255.250) k (ip.dst == 239.255.255.250))
² Streaming1
(media player ?????? (?????????)????????????????
HTTP? gif????????? DNS???)
!(!(ip.src == 88.191.102.0/24) && !(ip.dst == 88.191.102.0/24))
² Streaming2
!(!(ip.src == 64.12.61.3) && !(ip.dst == 64.12.61.3) && !(ip.src == 72.26.204.0/24)
&& !(ip.dst == 72.26.204.0/24) && !(ip.src == 87.98.169.0/24) && !(ip.dst ==
87.98.169.0/24) && !(ip.src == 88.191.69.0/24) && !(ip.dst == 88.191.69.0/24)
&& !(ip.src == 64.74.207.0/24) && !(ip.dst == 64.74.207.0/24) && !(ip.src ==
205.188.234.2) && !(ip.dst == 205.188.234.2))
² HTTP?????? (imgset.gif???)
!(!(ip.src == 203.191.227.56) && !(ip.dst == 203.191.227.56) && !(ip.src ==
211.13.211.4) && !(ip.dst == 211.13.211.4))
² YouTube
!(!dns && !(ip.src == 74.125.0.0/16) && !(ip.dst == 74.125.0.0/16) && !(ip.src








² casp: tcp.port == 1130
² epmap: tcp.port == 135
² netbios-dgm: udp.port == 138
² netbios-ssn: tcp.port == 139
² microsoft-ds: tcp.port == 445
² x11: tcp.port == 6000
² telnet: tcp.port == 23
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A study of feature evaluation considering e®ects of year for
malware detection
Kenji Kawamotoy Tatsuya Ichiday Masatsugu Ichinoz Mitsuhiro Hatadayz
Naohisa Komatsuy
yGraduate School of Fundamental Science and Engineering, Waseda UNIversity
3-4-1 Okubo, Shinjuku-ku, Tokyo, 169-8555, JAPAN
fkawamoto, ichida, komatsug@kom.comm.waseda.ac.jp
zGraduate School of Informatics and Engineering, The University of Electoro-Communications
1-5-1 Chofugaoka, Chofu-si, Tokyo, 182-8585, JAPAN
ichino@inf.uec.ac.jp
yzNTT Communications Corporation
Gran Park Tower 17F, 3-4-1 Shibaura, Minato-ku, Tokyo, 108-8118 Japan
m.hatada@ntt.com
Abstract In this paper, we evaluated features used in existing researches based on the experiment that
showed how each features could discriminate anomaly tra±c that was infected with malware from normal
tra±c that was not infected with malware. In this evaluation, we made discriminations using the distance
between the normal or anomaly codebook made by each features using vector quantization and test data.
In this paper, we used CCCDATAset as anomaly tra±c data, some tra±c data on an intranet which was
the same date as anomaly tra±c data as normal tra±c. Then we report our consideration which features
are e®ective for malware detection with no relation to year e®ects.




















































































































































































































??? TPR,TNR ????????? 2?? 3 ?
???
? 2: ??????????? TPR
??? ??? 2009 2010 2011
????? ???? TPR TPR TPR
1? 8 99.3% 99.8% 91.5%
1? 16 98.9% 100% 91.5%
10? 16 99.1% 100% 94.6%
100? 8 98.4% 98.7% 93.8%






? 3: ??????????? TNR
??? ??? 2009 2010 2011
????? ???? TNR TNR TNR
1? 8 99.3% 100% 98.4%
1? 16 99.3% 100% 98.4%
10? 16 100% 100% 100%
100? 8 100% 99.8% 100%
100? 16 100% 99.8% 99.8%
? 4: ?????????? (??????????)
2009 2010 2011
?? (??) 70.3[byte] 63.8[byte] 97.0[byte]
?? (??) 60.0[byte] 60[byte] 60.7[byte]
???? (??) 36.0[byte] 2.2[byte] 50[byte]




























? 5: TPR????????? TPR?????
??? ?? ??? ???
?? TPR ????? ????
4 98.0% 100? 32
14 99.4% 1? 8
15 99.8% 10? 8
17 99.9% 0.1? 2
18 99.9% 1? 4
19 96.1% 100? 2,8
20 100% 0.1? 2
21 98.7% 0.1? 16
24 97.9% 0.1? 8
25 99.8% 0.1? 4
27 99.3% 0.1? 8
28 98.1% 1? 32
29 98.5% 0.1? 8
30 99.4% 1? 16
31 99.7% 1? 32
32 99.9% 0.1? 4
34 100% 0.1? 16
35 100% 0.1,1,10,100? 2,4,8,16,32


























































































































































































A study on malware detection method
using score level fusion
Masatsugu ICHINO,y1 Kenji KAWAMOTO,y2
Yusuke OHTSUKI,y1 Mitsuhiro HATADAy3
and Hiroshi YOSHIURAy1
We propose a method of malware detection using score level fusion. The
threat of stealth botnets and infections through web sites is especially increas-
ing. Malware detection has becomes important for the safety of internet usage.
We therefore studied the malware detection method by comparing malware
trac with normal trac. Feature level fusion is often used in feature fusion of
malware detection. We think it is dicult to design the classier because each
feature have own range of value and the distribution of fusion of each feature
may become complexity. And it is dicult for feature level fusion to fuse the
feature extracted from trac data in which time slot width diers. In this pa-
per, we evaluated the eectiveness of proposed method by using CCCDATASet.



























































































































??7)8)(Kernel Fisher Discriminant Analysis??? KFDA)????????????
KFDA??????????????????????????????????????
?????? (Linear Discriminant Analysis??? LDA)????????????LDA6)




? 2???????? ~x?????????????? C1; C2 ????????????
??????????????? Ci(i = 1; 2)??????????? i ????
???????????????????F ???????	?????????F ??
???????????????????????????? F ????????????
































LDA???????? (3)?????? ~w 2 F ??????????????????
?????????????????????????????????????????
????????. ?????????????9)(Kernel Principal Component Analysis?






????????????? i(i = 1   M)?????????? ??????????
Mercer??????????







???K ?????????W (W = (Wi)i=1;2, Wi ??????? 1=ni ??? ni  ni
???W ?M M ??)??????? J(w)????? V 	w = B	w ??????
????????? K ???????????????????????????1?








??? th???????????????????? ~x0 ?????????
g(~x0) = th+ ~wT	(~x0) (8)
???????g(~x0)??????????????? C1; C2 ?????????????
???? (8)? th????????? FAR?FRR????????????







???????????????????????????2009? 3? 13,14?? 2010




( 1 ) ????????????????????????? (?????:2009?,???
???:2009?)?




















































































??????? (?????? imposter)?????????? 4??? (????)??



























































































































????? (?????????)?????? (ACK?????)? TPR? 3???








?1 ???:???????????? (?????) ?????TPR:????????????????????
???????TNR:???????????????????????????
? 1 ????
Table 1 Identication result
????? 2009 ??????
?????? 2009 ?????? 2010 ?????? 2011 ??????
???? ??? (%) TPR(%) TNR(%) ??? (%) TPR(%) TNR(%) ??? (%) TPR(%) TNR(%)
????? (?????????) 45.8 91.3 0.2 47.4 94.9 0 39.3 78.6 0
????? (SYN ?????) 74.7 50.4 98.9 74.9 51.1 98.7 49.9 0 99.8
????? (ACK ?????) 65.6 98.9 32.4 64.0 98.2 29.7 74.7 95.1 54.2
???????? (LDA) 28.6 14.3 42.9 28.6 14.3 42.9 28.6 14.3 42.9
???????? (KFDA) 88.2 86.8 89.5 88.2 86.8 89.5 88.2 86.8 89.5
??????????????????? KFDA??????????  ??? 0.18?
???????????????????????????????????????
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????? (SYN ?????) 74.7 50.4 98.9 74.9 51.1 98.7 49.9 0 99.8
????? (ACK ?????) 65.6 98.9 32.4 64.0 98.2 29.7 74.7 95.1 54.2
10
????? (?????????) 77.7 55.4 100 30.9 61.8 0 59.9 19.9 100
????? (SYN ?????) 79.1 61.4 96.9 42.9 62.9 22.8 36.3 0 72.5
????? (ACK ?????) 53.2 93.9 12.5 49.7 99.3 0 52.7 99.3 6.0
11) Y.Linde, A.Buzo and R.M.Gray,?An Algorithm for Vector Quantizer Design,?
IEEE Trans. Commun., Vol.COM-28, No.1, pp.88-95, 1980.
12) ?????????????????????????\?????????????
?????????????????????," ????????????????
???? 2011 (MWS2011)?October 2011(????)
Evaluation of secular changes in statistical features of traffic for the
purpose of malware detection
Kenji Kawamoto, Masatsugu Ichino, Mitsuhiro Hatada, Yusuke Otsuki, Hiroshi Yoshiura, and Jiro Katto
Abstract Applications and malware affecting them are dramatically changing. It isn’t certain whether the currently used
features can classify normal traffic or malware traffic correctly. In this paper, we evaluated the features used in previous
studies while taking into account secular changes to classify normal traffic into the normal category and anomalous traffic
into the anomalous category correctly. A secular change in this study is a difference in a feature between the date the
training data were caputred and the date the test data were captured in the same circumstance. The evaluation is based on
the Euclidean distance between the normal codebook or anomalous codebook made by vector quantization and the test
data. We report on what causes these secular changes and which features with little or no secular change are effective for
malware detection.
1 Introduction
The threat of malware is increasing. Malware is the word made from?malicious?and? software?and this sort of
software compromises the security of or hijacks computers. A certain web site [1] claimed about 4,000 malware incidents
occured in the first half of 2011 in Japan. The threat of stealth botnets and infections through web sites is especially
increasing. In addition, new kinds of malware are appearing. Malware detection has thus becomes important for the safety
of Internet usage.
Fujiwara [2] categorized research on detecting malware and found that it tended to focus on detecting known malware:
methods of detecting unknown malware have not been discussed sufficiently. In this paper, we focus on detecting un-
known malware by using traffic data because we suppose that normal traffic is quite different from anomalous traffic data.
Moreover, we thought that malware might be easier to detect if we treated traffic as a time series signal. For example, there
are numerous biometric recognition algorithms that work for lip movements, etc, and Ichino [3] showed that the accuracy
of algorithms that use images streams is better than those that use static-image matching.
There are a lot of malware detection methods using packet payload information in previous research. For example,
Karamcheti [4] used the inverse distributions of packet contents. However, it is impossible to detect malware in encrypted
communication and to maintain privacy. Therefore, we focus on the packet header on the Internet in this research. After
extracting the features of these headers, we classified the traffic into normal or anomalous.
Features used in malware detection have not been thoroughly evaluated. In this study, we tried to determine ones that
would be effective for classifying normal or anomalous traffic by using CCCDATAset2009, 2010, 2011 [5] (we refer to
these sets as CCC2009, CCC2010, CCC2011 later in this paper) as the anomalous traffic data and traffic data captured
in an intranet as normal traffic data. We studied secular changes that occur over the course of three years worth of data.
A secular change is difference in a feature between the date the training data were caputred and the date the test data
were captured in the same circumstance. It is important to take into account secular changes because traffic data may
dramatically change in a year. Features for which discrimination rates vary greatly from year to year aren’t effective for
malware detection. Therefore, secular changes are important factor for the evaluation of features.
This paper is organized as follows. In section 2, we describe the previous research and utilized features. Section 3
explains our experiment, and section 4 discusses accurate features for detecting malware. Section 5 is the conclusion.
2 Related Works
Here, we describe the features used in the previous research on malware detection and network intrusion detection.
Sato [6] discussed a network intrusion detection system that incorporated detection modules based on timeslot and
flow count analysis. The timeslot method extracts features at fixed time intervals by refering to the frequency of TCP
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header flags and the number of TCP, UDP, and ICMP packets. The flow count method, on the other hand, extracts features
from every flow. A flow is a group of packets that have the same five-tuple of protocol type, source address, source port,
destination address, and destination port. Fragmented packets and the inverse of the same port number frequency are
used in flow count methods. In the field of malware detection, it is important to detect malware traffic quickly in order
to prevent malware from spreading thourgh the network. However, detecting malware in real time by using flow count
method is hard because feature extraction finishes when all the same flow packets are captured. Thus, we shall use the
timeslot method in this study.
Hiramatsu [7] studied a clustering method for defining multiple normal states from network traffic data. The normal-
ization numbers of ICMP, SYN, FIN, UDP and TCP except SYN, and FIN packets extracted every 60 minutes are used
to define multiple normal states.
Kugisaki [8] focused on the host’s transmission intervals as a feature and confirmed that there is a difference in trans-
mission interval between traffic originating from human and botnet.
The above studies show that the number of packets, transmission interval, TCP flags, and port number is often used in
the field of malware detection and network anomalous detection.
3 Evaluation Experiment
3.1 Evaluation eature
We use the existing research as a guide to extract features from the packet header and compiled statistics about the header
information. Table 1 shows the 36 types of features evaluated in this paper.
Table 1 36 types of features
number feature [unit]
1 number of packets
2 sum of packet sizes [byte]
3 mean packet size [byte]
4 minimum packet size [byte]
5 maximum packet size [byte]
6 standard deviation of packet size [byte]
7 mean transmission interval [seconds]
8 minimum transmission interval [seconds]
9 maximum transmission interval [seconds]
10 standard deviation of transmission interval [seconds]
11 number of SYN packets
12 number of FIN packets
13 number of PSH packets
14 number of ACK packets
15 number of RST packets
16 number of URG packets
17 number of SYN/ACK packets
18 number of FIN/ACK packets
number feature [unit]
19 number of PSH/ACK packets
20 number of RST/ACK packets
21 ratio of SYN packets to TCP packets
22 ratio of FIN packets to TCP packets
23 ratio of PSH packets to TCP packets
24 ratio of ACK packets to TCP packets
25 ratio of RST packets to TCP packets
26 ratio of URG packets to TCP packets
27 ratio of SYN/ACK packets to TCP packets
28 ratio of FIN/ACK packets to TCP packets
29 ratio of PSH/ACK packets to TCP packets
30 ratio of RST/ACK packets to TCP packets
31 number of ICMP packets
32 number of UDP packets
33 number of 69/UDP port packets
34 number of 80/TCP port packets
35 number of 110/TCP port packets
36 number of 443/TCP port packets
3.2 Methods used in the experiment
1. Evaluation method
The method to classify the test traffic into the normal or anomalous is a follows. First, we prepared a normal codebook
and an anomalous codebook by separately using normal traffic data and malware traffic data as training data. The
codebooks were made by vector quantization. Each codebook have one dimension to evaluate one individual feature.
The timeslot interval for extracting features is 0.1, 1, 10, or 100 seconds, the vector quantization algorithm is LBG and
splitting and vector quantization level is 2, 4, 8, 16, or 32. Vecotor quantization level means how many codebooks are
made by the vector quantization. For the parameters(set of features, timeslot interval and vector quantization level), we
discriminated on the basis of the Euclidean distance in the feature space between the labeled test data and the normal
or anomalous codebook. If the distance between the test data and the normal codebook is shorter than the distance
between the test data and the anomalous codebook, the test data is classified into normal traffic. If not, the test data is
classified into malware traffic.
As evaluation indicators, we used the true negative rate (TNR), i.e, the rate at which normal traffic is correctly classified
into normal category, and the true positive rate (TPR), i.e, the rate at which malware traffic is correctly classified into
anomalous category. For each features and parameters, we calculated TNR and TPR by using traffic data from 2009,
2010 and 2011 in every timeslot.
2. Experimental data
We used CCC2009 for the anomalous codebook and normal traffic data captured on Mar 13, 14, 15, 2009 as the
normal codebook. The test data for the malware traffic is CCC2009, CCC2010, and CCC2011 and the test data of the
normal traffic is from 2009, 2010, and 2011. The CCCDATAset was captured in a honeypot and the normal traffic was
captured in an intranet. The normal traffic and malware traffic data were captured on the same dates.
It would have been desirable to use normal and malware traffic data captured in the same circumstance for the exper-
iment. However, resources on malware traffic are rather limited. In addition, normal traffic data captured in honeypot
would not be realistic because nobody generates traffic in a honeypot. To handle this problem, the normal traffic data
needs to be preprocessed to imitate the capture circumstances of malware traffic.
² Preprocessing for normal traffic
The normal traffic data was preprocessed to meet the following requirements.
a. Generated from one host.
It is necessary to imitate the capture circumstances of malware traffic.
b. Generated by normal users.
If the host is infected with malware, it will download or update new malware or try to connect to the Internet.
However, such transmissions are normal in terms of their behavior. In this research area, it is important to be able
to distinguish malware transmissions and behavior of human with no malicious intent. Hence, the normal traffic
generated by a normal user must be used.
² Preprocessing for malware traffic
In this experiment, we used honeypot traffic data from CCC2009, CCC2010, and CCC2011, which includes scan
traffic, exploit traffic, and infected traffic. This means it includes non-infected traffic data. However, it is essential for
us to use only infected traffic data in the evaluation experiment. Hence, we did preprocessing to extract the malware
traffic from the other attacking traffic data. The procedure for doing so is as follows.
a. Cut out control packets generated only in the honeypot circumstance.
b. Divide the pcap data in the OS reset interval of the honeypot.
c. Check whether traffic is truly infected by refering to the malware collection log provided in the CCCDATAset and
look for the first packet of the malware transmission.
d. Extract the traffic data after the first packet of the malware transmission.
4 Experimental Results and Analyses
Here, we summarize the experimental results and analyze which features are effective at detecting malware thourgh secular
changes in TNR and TPR, and we classify the features into two categories, one is the case that the secular change is big,
the other in which the secular change is small. Then, we determine also which timeslots and vector quantization levels are
effective. Finally, we summarize which features overall are the most effective.
First, we looked at the changes in the TNR and TPR over the course of three years. Table 2 shows the discrimination
rates of TNR and TPR in 2009, 2010, and 2011. The average TNR or TPR is the mean of the corresponding values
calculated for each feature types, timeslot length, and number of vector quantizattion levels.
Table 2 Discrimination rates of TNR and TPR
year 2009 2010 2011
average(TNR) 36.1% 35.2% 40.7%
average(TPR) 57.0% 54.1% 51.2%
The average TNR in 2011 is the highest, while the average TPR in 2011 is the lowest. From this result, it is clear that
the secular change in the test data affects the discrimination rate.
4.1 Secular change
1. TNR























x-axis : year captured for test data
y-axis : TNR(%)
legend : feature number
Fig. 1 Change in features for which the average TNR is higher than







Data in 2011 are often 
located in this area.
There are some data 
located in this area.
Data in 2009 
and2010 are often 
located in this area.
Fig. 2 Why TNR is the highest in 2011
² Features with large secular change
Features 2, 3, 9, 14, 17,18, 19, 20, 24, 34, and 36(these numbers match those in Table 1) show large secular changes
in TNR. Except for feature 9, the average TNR are the highest in 2011. Figure 2 shows why the average TNR of
these features is the highest in 2011. In terms of the above features, almost all of the normal test data in 2011 can
be classified as normal because the feature values are too high and very close to the normal codebooks. However,
the normal test data in 2009 and 2010 are often classified as malware tarffic. This is why the average TNR is the
highest in 2011. This situation arises from the differnce in the number of packets in the normal test data. Table 3
shows how many packets there are in each year. The unit of the average is packets per slot.
Table 3 Number of packets of normal test data for each year
timeslot 0.1 seconds
year 2009 2010 2011
average 14.3 10.8 5.51
standard deviation 33.8 23.1 9.5
timeslot 1 seconds
year 2009 2010 2011
average 189.9 33.2 30.9
standard deviation 580.4 61.3 43.3
timeslot 10 seconds
year 2009 2010 2011
average 340.8 157.0 1039.7
standard deviation 1561.7 451.1 1176.7
timeslot 100 seconds
year 2009 2010 2011
average 1656.4 6060.0 9225.8
standard deviation 4520.9 1362.3 10603.3
Table 4 TNRs over 90% for three years for minimum packet size
timeslot vector quantization level 2009 2010 2011
0.1 seconds 4 98.4% 92.6% 90.4%
0.1 seconds 8 98.2% 92.6% 93.3%
1 seconds 4 99.8% 98.7% 100%
1 seconds 8 100% 98.7% 100%
1 seconds 16 98.0% 99.1% 100%
10 seconds 2 100% 100% 100%
10 seconds 4 100% 100% 100%
10 seconds 8 100% 100% 100%
10 seconds 16 100% 100% 100%
100 seconds 2 99.3% 100% 100%
100 seconds 4 100% 100% 100%
100 seconds 8 100% 100% 100%
100 seconds 16 100% 100% 100%
Table 3 shows that the number of test data packets in 2011 is the largest. The contents of traffic is similar for each
year. Hence, the number of test data packets significantly affects the secular change.
² Features with small secular changes
Features 4, 7, 8, 11, 21, 25, 28, 30, 31, 32, and 35(these number match those of Table 1) show little secular change
in TNR. These features are typically ratios(for example, ratio of SYN packets to TCP packets). Therefore, it is
effective to use such features for suppressing drops in discrimination rates caused by secular changes.
Among these features, features 4 (minimum packet size), 11 (number of SYN packets), and 21 (ratio of SYN
packets to TCP packets) have average TNRs higher than 75%.
– Minimum packet size
Table 4 shows TNRs over 90% for three years for the minimum packet size.
Table 5 shows the average and standard deviation of the minimum packet size in the normal and anomalous test
traffic data. The unit of the average is byte per slot.
Table 5 shows that the minimum packet size of normal traffic is almost always 60 bytes if the timeslot interval
is larger than 1 seconds. On the other hand, the minimum packet size of anomalous traffic varies. There is an
enormous difference between the standard deviation of the minimum packet size of normal traffic and that of
anomalous traffic. In normal traffic, the standard deviation is almost always 0, in contrast, it is much larger than
zero for anomalous traffic. We suppose that this difference would be effective for malware detection. That is,
we think that both of the minimum packet size and its standard deviation are useful and efficient features for
detecting malware.
Table 5 Average and standard deviation of minimum packet size in nor-
mal and anomalous test traffic
timeslot 0.1 seconds
normal anomalous
year 2009 2010 2011 2009 2010 2011
average 79.5 81.0 93.7 68.6 84.7 114.4
standard deviation 95.6 113.1 134.7 32.4 89.1 174.6
timeslot 1 seconds
normal anomalous
year 2009 2010 2011 2009 2010 2011
average 60.1 60.8 60.0 70.7 73.3 101.1
standard deviation 1.3 7 0 31.1 34.8 83.1
timeslot 10 seconds
normal anomalous
year 2009 2010 2011 2009 2010 2011
average 60.9 60.1 60 67.8 71.2 102.2
standard deviation 0.2 3 0 28.2 40.4 113.9
timeslot 100 seconds
normal anomalous
year 2009 2010 2011 2009 2010 2011
average 60.4 60 60 69.3 66.8 84.2
standard deviation 2.8 0 0 44.9 40.4 60.4
Table 6 Number of packets of anomalous test data in each year
timeslot 0.1 seconds
year 2009 2010 2011
average 42.3 11.6 3.3
standard deviation 78.6 11.7 4.3
timeslot 1 seconds
year 2009 2010 2011
average 139.6 166.6 6.6
standard deviation 121.2 140.1 13.6
timeslot 10 seconds
year 2009 2010 2011
average 781.6 1439.3 23.4
standard deviation 584.6 1161.6 54.2
timeslot 100 seconds
year 2009 2010 2011
average 3350.4 7578.9 348.7
standard deviation 5212.5 9580.1 1711.7
– Number of SYN packets, ratio of SYN packets to TCP packets
TNR is very high when the number of SYN packets or ratio of SYN packets to TCP packets is used. This is
because anomalous traffic data tends to behave like a SYN scan. Because of this, the values in the anomalous
codebook are much larger than those of the normal codebook. Moreover, normal test traffic data doesn’t have a
lot of SYN packets. Therefore, almost all of the normal traffic data are classified in the normal category. That
is why the TNR is very high. However, malware traffic doesn’t always have SYN scans. Although it is difficult
to use these features for classifying whether traffic is normal or malware, it would be effective for predicting or
detecting attack.
2. TPR



















x-axis : year captured for test data
y-axis : TPR(%)
legend : feature number
Fig. 3 Changes in TPR higher than 70% over the course of three years
² Features with large secular change
Features 1, 3, 5, 6, 7, 9, 10, 11, 21, and 29 have large secular changes in TPR. Except feature 1 and 9, the average
TPR is lower in 2011 than in 2009 and 2010. We consider there are two reasons why TPR is the lowest in 2011. The
first reason is that the anomalous traffic data in 2011 has fewer SYN scans than the anomalous traffic data in 2009
and 2010. If traffic data doesn’t have a lot of SYN scans, the average packet size is large. The behavior is close to
that of normal traffic data. That’s why the average TPR is the lowest in 2011 for features 3, 11, and 21. The second
reason is that the number of packets in the anomalous test data in 2011 is fewer than in 2009 or 2010. Table 6 shows
the number of packets in the anomalous test data. The unit of the average is packets per slot.
It is clear that the number of packets in the anomalous test data is the fewer in 2011 than in 2009 or 2010. There isn’t
a large year-to-year difference in the anomalous test data as regards the number of PSH/ACK packets. However, the
ratio of PSH/ACK packets to TCP packets is the highest in the anomalous test data in 2011 and close to the ratio of
the normal test data. That’s why the average TPR for feature 29 is the lowest in 2011.
² Features with small secular change
Features 4, 14, 17, 18, 19, 20, 25, 30, 31, 32, 34, and 36 have small changes in TPR. Among these features, those that
have average TPRs higher than 80% are 4 (minimum packet size), 14 (number of ACK packets), 21 (ratio of RST/ACK
packets to TCP packets).
² Minimum packet size
Table 7 shows TPRs over 90% over the course of three years for the minimum packet size.
Table 7 TPRs over 90% for three years for the minimum packet size
timeslot vector quantization level 2009 2010 2011
0.1 seconds 32 99.8% 94.6% 90.2%
1 seconds 32 100% 99.6% 95.8%
10 seconds 32 94.0% 92.0% 92.4%




year 2009 2010 2011 2009 2010 2011
average 10.9 6.9 3.3 2.6 0.6 2.3
timeslot 1 seconds
normal anomalous
year 2009 2010 2011 2009 2010 2011
average 174.1 20.0 19.0 3.1 1.3 3.4
timeslot 10 seconds
normal anomalous
year 2009 2010 2011 2009 2010 2011
average 289.1 103.2 787.2 10.0 10.9 11.8
timeslot 100 seconds
normal anomalous
year 2009 2010 2011 2009 2010 2011
average 1305.4 432.8 6669.8 40.7 73.5 37.5
In terms of TPR, the minimum packet size and its standard deviation are effective for malware detection just as
they are for the TNR.
² Number of ACK packets
Table 8 shows the average number of ACK packets in normal and anomalous traffic for three years.
From Tables 3 and 6, we can see that there is no large difference in the number of packets between normal and
anomalous test traffic. Moreover, the number of ACK packets in the anomalous test traffic is very few in comparison
with that in the normal test traffic. Therefore, the number of ACK packets is an effective feature to classify traffic
data into normal or anomalous.
² Ratio of RST/ACK packets to TCP packets
In terms of the ratio of RST/ACK packets to TCP packets, TPR itself is high and the secular change is small.
However, both sorts of test traffic have a lot of timeslot intervals in which the ratio of RST/ACK packets to TCP
packets is 0. Moreover, the anomalous codebook is closer to 0 than the normal codebook is. Therefore, the ratio
of RST/ACK packets to TCP packets can’t detect malware correctly. This type of feature is not useful for malware
detection.
4.2 Timeslot length
Table 9 shows the average TNR and TPR in each timeslot throughout three years.
Table 9 Average TNR and TPR in each timeslot
timeslot 0.1 seconds 1 seconds 10 seconds 100 seconds
Average TNR 31.0% 33.6% 36.2% 48.5%
Average TPR 48.2% 56.3% 57.2% 54.5%
Table 10 Average TNR and TPR at each vector quantization level
VQ level 2 4 8 16 32
Average TNR 45.4% 41.6% 40.4% 38.2% 38.0%
Average TPR 52.3% 52.3% 51.4% 51.5% 48.6%
It is obvious that 0.1 seconds is too short a period for detecting malware traffic. Moreover, considering actual circum-
stances and the need for real time detection of malware, 100 seconds interval would be long. We, hence, suppose that it
would be better to use 1 or 10 seconds for extracting features.
4.3 Vector quantization level
Table 10 shows the average TNR and TPR at each vector quantization level throughout three years.
In the case of using one feature, level 32 is too high for detecting malware, and level 2 or level 4 is effective in this
experiment. We will study a malware detection method combining two or three features in the near future. In such a
situation, we think the level 8 or 16 level may be best.
4.4 Effective features for malware detection
The effective features for malware detection are ones with small secular changes and simultaneously high TNR and
TPR. Features with either high TNR or high TPR may also be effective. The above analysis shows that the most effective
features for malware detection are the minimum packet size(and/or its standard deviation), the number of SYN packets,
the ratio of SYN packets to TCP packets, and the number of ACK packets. In addition, 1 or 10 seconds is a good time
interval for extracting these features, and level 2 or 4 is an effective for vector quantization level in the case of using one
feature.
5 Conclusion
In this paper, we looked at how well the features used in the previous research can classify normal and malware traffic and
discussed which of them are actually effective at malware detection. Our analysis showed that secular changes significantly
affect the discrimination rate. We guessed that there are two main reasons for secular changes. First, if there are large
differences between each test data, the discrimination rate dramatically changes. Second, if some test data have a particular
behavior, for example, SYN scan, the features in test data dramatically change.
Considering such secular changes, we concluded that four features are especially effective for malware detection, the
minimum packet size(or its standard deviation), the number of SYN packets, the ratio of SYN packets to TCP packets,
and the number of ACK packets. The best time interval for extracting features is 1 or 10 seconds and 2 or 4 may be the
best level of vector quantization in case of using one feature.
In our research, we have three subjects of future work. First, we should discuss how to combine features so as to
improve the discrimination rate.
Second, we should discuss what types of traffic data we should use for training data in order to enhance the discrimination
rate. We have found that the number of packets and certain behaviors especially affect it. Therefore, we should look at
training data that would emphasise these points.
Third, we should look into the capture circumstances of normal traffic. In this experiment, the normal traffic data was
captured in an intranet while the anomalous traffic was captured in a honeypot circumstance. Although it is valid to use
normal traffic after it has been preprocessed in the above circumstance, the malware circumstance is much different from
the normal traffic circumstance. Therefore, it is important to research normal traffic circumstances in order to perfome a
more reliable experiment.
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Abstract We evaluated features used in related works based on traffic data since effectiveness of 
using these features in malware detection is not evaluated sufficiently. In the evaluation, 
CCCDATAset and D3M2012 are used as anomaly traffic data infected with malware, and traffic 
data captured in some Intranet are used as normal traffic data. We evaluated the features by 
comparing the distances between normal/anomaly codebooks made by vector quantization and 
input data. In this paper, we show and discuss the evaluation results of payload features in each 














































































































































示す 261種類の特徴量を評価対象とする．  
















































































































HTTPリクエスト長 100% 99% ASCII文字コード「>」 89% 79%
ASCII文字コード「i」 99% 98% ASCII文字コード「!」 88% 78%
ASCII文字コード「f」 98% 97% ASCII文字コード「ETB」 88% 70%
ASCII文字コード「C」 98% 92% ASCII文字コード「J」 85% 83%
ASCII文字コード「E」 97% 94% ASCII文字コード「H」 84% 74%
ASCII文字コード「e」 97% 91% ASCII文字コード「#」 84% 78%
ASCII文字コード「a」 96% 91% ASCII文字コード「,」 84% 76%
ASCII文字コード「0」 95% 97% ASCII文字コード「B」 84% 74%
ASCII文字コード「r」 95% 91% ASCII文字コード「E」 84% 75%
ASCII文字コード「CR」 95% 91% ASCII文字コード「P」 84% 75%
ASCII文字コード「/」 95% 92% ASCII文字コード「R」 84% 74%
ASCII文字コード「:」 95% 94% ASCII文字コード「S」 84% 73%
ASCII文字コード「c」 95% 93% ASCII文字コード「i」 83% 83%
ASCII文字コード「s」 95% 94% ASCII文字コード「M」 83% 75%
ASCII文字コード「m」 95% 91% ASCII文字コード「N」 83% 77%
HTTPリクエスト長 100% 100% ASCII文字コード「<」 85% 72%
ASCII文字コード「NL*」 100% 100% ASCII文字コード「US」 85% 76%
ASCII文字コード「CR」 100% 100% ASCII文字コード「>」 85% 41%
ASCII文字コード「0」 100% 100% ASCII文字コード「\」 83% 73%
ASCII文字コード「5」 100% 100% ASCII文字コード「VT」 82% 56%
ASCII文字コード「C」 100% 100% ASCII文字コード「]」 82% 68%
ASCII文字コード「d」 100% 100% ASCII文字コード「HT」 81% 65%
ASCII文字コード「e」 100% 100% ASCII文字コード「SOH」 80% 56%
ASCII文字コード「t」 100% 100% ASCII文字コード「^」 80% 69%
ASCII文字コード「x」 100% 100% ASCII文字コード「'」 80% 67%
ASCII文字コード「A」 100% 100% ASCII文字コード「FS」 80% 63%
ASCII文字コード「o」 100% 100% ASCII文字コード「ESC」 79% 62%
ASCII文字コード「r」 100% 100% ASCII文字コード「ACK」 79% 63%
ASCII文字コード「1」 100% 100% ASCII文字コード「$」 79% 65%
ASCII文字コード「2」 100% 100% ASCII文字コード「EOT」 79% 60%
HTTPリクエスト長 100% 100% ASCII文字コード「DC2」 92% 68%
ASCII文字コード「p」 99% 99% ASCII文字コード「DC3」 90% 68%
ASCII文字コード「B」 99% 75% ASCII文字コード「ETB」 89% 62%
ASCII文字コード「S」 98% 98% ASCII文字コード「#」 89% 67%
ASCII文字コード「e」 98% 98% ASCII文字コード「S」 89% 69%
ASCII文字コード「T」 98% 94% ASCII文字コード「Y」 88% 76%
ASCII文字コード「i」 98% 98% ASCII文字コード「'」 87% 79%
ASCII文字コード「o」 97% 98% ASCII文字コード「M」 87% 79%
ASCII文字コード「H」 96% 94% ASCII文字コード「R」 86% 79%
ASCII文字コード「X」 95% 74% ASCII文字コード「US」 86% 69%
ASCII文字コード「W」 95% 93% ASCII文字コード「)」 85% 75%
ASCII文字コード「r」 95% 94% HTTPリクエスト長 82% 84%
ASCII文字コード「G」 95% 78% ASCII文字コード「(」 82% 78%
ASCII文字コード「N」 95% 80% ASCII文字コード「f」 82% 73%


















量子化レベル数 2 4 8 16 2 4 8 16
イントラネットA 98% 99% 98% 98% 83% 80% 86% 83%
イントラネットB 97% 98% 98% 97% 83% 80% 80% 82%
TPR TNR
量子化レベル数 2 4 8 16 2 4 8 16
イントラネットA 100% 100% 100% 100% 82% 80% 81% 81%

















































































































































































/jiri.data HTTP/1.0」や「GET 44.data HTTP/1.0」な
どのようなHTTP GETによるダウンロードを行
う．ファイル感染型ウイルスが感染後に行う通信
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