Abstract. This paper develops a least-squares functional that arises from recasting general second-order uniformly elliptic partial di erential equations in n = 2 or 3 dimensions as a system of rst-order equations. In part I 11] a similar functional was developed and shown to be elliptic in the H(div) H 1 norm and to yield optimal convergence for nite element subspaces of H(div) H 1 . In this paper the functional is modi ed by adding a compatible constraint and imposing additional boundary conditions on the rst-order system. The resulting functional is proved to be elliptic in the (H 1 ) n+1 norm. This immediately implies optimal error estimates for nite element approximation by standard subspaces of (H 1 ) n+1 . Another direct consequence of this ellipticity is that multiplicative and additive multigrid algorithms applied to the resulting discrete functionals are optimally convergent. As an alternative to perturbation based approaches, the least-squares approach developed here applies directly to convection-di usion-reaction equations in a uni ed way and also admits a fast multigrid solver, historically a missing ingredient in least-squares methodology.
the solution of elliptic equations (including convection-di usion and Helmholtz equations) by way of a least-squares formulation for an equivalent rst-order system. Such formulations have been considered by several researchers over the last few decades (see the historical discussion in 11]), motivated in part by the possibility of a well-posed variational principle for a general class of problems. In 11] a similar functional was developed and shown to be elliptic in the H(div) H 1 norm and to yield optimal convergence for nite element subspaces of H(div) H 1 . In this paper the functional is modi ed by adding a compatible constraint and imposing additional boundary conditions on the rst-order system. It is shown that the resulting functional is elliptic in the (H 1 ) n+1 norm. Direct consequences of this result are optimal approximation error estimates for standard nite element subspaces of (H 1 ) n+1 and optimal convergence of multiplicative and additive multigrid algorithms applied to the resulting discrete functionals. As an alternative to perturbation based approaches (cf. 1, 3, 9, 10, 25, 34, 35] ), the least-squares approach developed here applies directly to convection-di usion-reaction equations in a uni ed way and also admits an ecient multilevel solver, historically a missing ingredient in least-squares methodology.
The least-squares formulation considered in this paper di ers from that of 11] (see also H 2 regularity of the original problem with the lower order terms removed. This should be expected, however, since our aim here is to obtain H 1 -norm discretization error bounds on the uxes. For problems with reduced regularity, alternate forms of the least-squares functional must be considered, with the speci c choice of form dependent on the goal of computation:
for H(div)-type ux estimates, the original functional in 11] is appropriate; for weaker L 2 -type ux estimates, for example when the right-hand side is in H ?1 , an H ?1 or meshweighted norm approach can be used (cf. 2, 4]); and for stronger local H 1 -type ux estimates, for example when the coe cients are discontinuous, an appropriate local H 1 approach can be used 27].
The basic idea of the approach here is simple: the original functional in 11], which fails to be fully (H 1 ) n+1 elliptic because it incorporates only a divergence-type ux derivative, is augmented by an admissable curl-type term. It is therefore immediate that the new functional is equivalent to an (H(div) \ H(curl)) H 1 -type norm. However, to show that such a norm is in fact an (H 1 ) n+1 norm is another matter: for that (and only that!) we need H 2 regularity of the original scalar problem without the lower order terms, and we need to carefully extend basic results of functional analysis to account for general di usion tensors and boundary conditions. This is the principal theoretical contribution of this paper.
The idea of adding the curl constraint in developing a least-squares functional for Poisson's equation has been used by several researchers (see, e.g., 13, 16, 17, 23, 14, 24, 30] ). For Poisson's equation, the key tool is the proof that (H(div) \ H(curl)) is algebraically and topologically imbedded in (H 1 ) n , which was developed in Girault and Raviart 20] for problems with strictly Dirichlet or Neuman boundary conditions. Here, we extend the result in 20] to a the context of a general di usion tensor and a variety of boundary conditions.
The fundamental goal of our least-squares work is to develop a functional that is fully (H 1 ) n+1 elliptic whenever that is possible. One of the many bene ts of such a formulation is that the discretization and solution processes can be designed for each variable individually, almost independently of the others. This ellipticity suggests that the system is essentially a set of uncoupled elliptic equations in each scalar variable. This is true to some qualitative degree to be sure, but this view should not be carried too far. For example, this equivalence implies immediately that an optimal multigrid solver can be designed simply as a diagonal preconditioner that uses multigrid individually on each variable. However, multigrid can generally do much better by applying it directly to the least-squares system: relaxation would be allowed to interact with all variables on all levels, not just on the nest as diagonal preconditioners would do.
Unfortunately, no theory seems to exist that would allow us to claim in any generality that such a fully-integrated multigrid scheme is optimal. We are thus compelled to establish this claim theoretically, which we do in the last section by applying the theory developed in 5]. (The only nontrivial task here is the veri cation of their second smoothing assumption.)
The next section introduces notation, describes the variational approach, and establishes an ellipticity estimate in the necessary form. Approximation by the nite element method and its error analysis are developed in Section 3.
2. First-Order System Least Squares. Assume that is a bounded, open, connected domain in < n (n = 2 or 3) with Lipschitz boundary @ . Consider the following second-order elliptic boundary value problem: n Ar p = 0; on ? N ; (2.1) where the symbols r and r stand for the divergence and gradient operators, respectively, A is an n n symmetric matrix of functions in L 2 ( ), X is an at most rst-order linear di erential operator, ? D ? N = @ is a partitioning of the boundary of , and n is the outward unit vector normal to the boundary. We assume that A is uniformly symmetric n u = 0; on ? N ; (2.4) where r : H 1 ( ) n ! L 2 ( ) is the formal adjoint of r : H 1 ( ) ! L 2 ( ) n , that is, r ?r . For any f 2 H ?1 ( ), the associated weak form of the system (2.1) is uniquely solvable in H 1 ( ) if either ? D 6 = ; or Xp = 0 for p constant. Otherwise, the associated weak form of (2.1) is uniquely solvable in H 1 ( )=< (cf. 20]) if and only if f satis es the compatibility condition R f = 0. Let curl r denote the curl operator. (Here and henceforth, we use notation for the case n = 3 and consider the special case n = 2 in the natural way by identifying < 2 with the (x 1 ; x 2 )-plane in < 3 . Thus, if u is two dimensional, then r u = 0 means @ 1 u 2 ?@ 2 u 1 = 0, where u 1 and u 2 are the components of u. In Section 2.1, we consider only the case n = 2, so there we will interpret r u to mean @ 1 u 2 ?@ 2 u 1 .) Note that if u is su ciently smooth, then the properly scaled solution, A ?1 u, of (2.4) is curl free, i.e., r (A ?1 u) = It is this system that we intend to solve by a least-squares Rayleigh-Ritz discretization and a fully variational multigrid solver. In our proof we make use of a decomposition of W into certain gradient and curl components. We do this by showing that these components satisfy certain boundary value problems, which we ensure are H 2 ( ) regular by making the following additional assump- In what follows, we will appeal often to a boundary value problem of the form
r ( Let n = (n 1 ; n 2 ) t be the outward unit normal and let = ( 1 ; 2 ) t be the unit tangent oriented clockwise on ? 0 . Then = Pn. Many general results involving r and r can be restated for r and r ? by using P. In 20] we nd the result: by assumption vi).
In either case, we thus have
Since A is uniformly symmetric positive de nite, it follows that z = 0. where the limit is taken over any convenient neighborhood V of x with volume V and surface normaln. For example, since @ is piecewise C 1;1 , we may choose cubes with two sides tangent to the boundary, on whichn = n, which yields n (n v) = v (n n) = 0; on the other cube sides, we have the limiting property n (n v) A V ! 0 since v is normal to @ at x. The result for v 2 H(curl ; ) follows by continuity. Notice that each row of the matrix de ning n is a vector tangent to the surface, say Next, as in the two-dimensional proof, we provide a result that allows us to declare that a vector in W is 0. 16 Lemma 2.7. Let A be uniformly symmetric positive de nite on a simply-connected < 3 , which satis es A1 and A2. Let Now assume that (2.57) holds. We will establish (2.58) and (2.59) together. First suppose that two functions 1 and 2 satisfy (2.58). Then it follows from Lemma 2.7 with A = I that z = 1 ? 2 = 0, which proves the uniqueness. We must now construct 2 H(curl ; ) satisfying (2.58) and, when ? 0 is C 1;1 , (2.59). To apply Theorem 2.4c, we rst extend w by 0 beyond the Dirichlet boundaries according to our two cases: This implies that each column of the system sums to zero, as does the right-hand side. Hence, it is a consistent but singular system, with a null space that contains constant solutions, which yield a zero of r. Now if we delete any column and corresponding row, setting the corresponding i to zero, then Lemma 2.7 with A = I implies that this reduced system is nonsingular: the di erence of any two functions arising from (2.70) and (2.73) satis es the hypotheses of Lemma 2.7, so that di erence is zero; this implies that any solution of the reduced system must be unique; since the system is square, it must be nonsingular. 20 Since the left-hand side of (2.73) depends only on (see (2.69)), then there is a constant We remark that because of the manner in which b was chosen, the constants C 5 { C 7 can be considered to depend only on . 21 We also have from (2.70), (2. The proof for multiply-connected regions follows from a partition-of-unity argument as in part 2) of the proof of Theorem 3.7, Chapter I of 21]. The proof when ? 0 is a convex polyhedron is analogous to the proof for this case o ered in Theorem 3.9, Chapter I of 20]. There, a sequence of subregions j with C 1;1 boundaries is constructed to converge outward to . Using the fact that the result holds on each j , the result is shown to hold on .
In the remainder of this paper we will assume that the conclusion of Theorem 2.2 holds. mesh parameter h and the number of levels J. We will also use subscripts like j in place of the more cumbersome h j so that V j is used in place of V h j , for example.) Without loss of generality, we assume more speci cally that = j = 2; j = 0; It is easy to verify that Q j F J = F j P j :
(4.1) Let R 0 = F ?1 0 and let R j : W j V j ?! W j V j for 1 j J denote the smoothing operators. Below we specify certain general conditions on R j . For this purpose, we de ne j to be the largest eigenvalue (or spectral radius) of F j for 1 j J. 
