Objective: A median of 14.4% of patient undergone at least one adverse event during surgery and a third of them are preventable. The occurrence of adverse events forces surgeons to implement corrective strategies and, thus, deviate from the standard surgical process. Therefore, it is clear that the automatic identification of adverse events is a major challenge for patient safety. In this paper, we have proposed a method enabling us to identify such deviations. We have focused on identifying surgeons' deviations from standard surgical processes due to surgical events rather than anatomic specificities. This is particularly challenging, given the high variability in typical surgical procedure workflows.
Introduction
On a review from Anderson et al. [1] , authors identified 7 studies, published between 1991 and 2008, that reported adverse events (AEs). On 10,128 surgical records, a median of 14.4% of patients had one or several AEs and a third of them (37.9%) were considered as preventable. An AE is defined by the World Health Organization (WHO) as "an injury related to medical management, in contrast to complications of disease. Medical management includes all aspects of care, including diagnosis and treatment, failure to diagnose or treat, and the systems and equipment used to deliver care" [2] . In the surgical field, we can distinguish between different events categorized as postoperative adverse events (pAEs) for AEs occurring following surgery, and intraoperative adverse events (iAEs), when AEs occur during surgery.
Hospitals use risk management to prevent AEs. This consist in identifying and characterizing AEs along with their severity, with the aim to propose strategies designed to reduce the likelihood they will occur again. The identification consists in determining when an AE occurred and which anatomic structure was affected. The characterization consists in determining the AE's severity. However, since both steps are performed manually, this is a costly and time-consuming process, prone to both subjectivity and mistakes. In this paper, we have analyzed the relevance of surgical process models (SPMs) in terms of automatic identification of iAEs.
A SPM is "a simplified pattern of a surgical process that reflects a predefined subset of interest of the surgical process in a formal or semi-formal representation" [3] . A SPM describes a surgical procedure at different granularity levels: phases, steps, and activities [4] . A surgical procedure is divided into successive phases corresponding to the procedure's main periods. A phase is composed of one or several steps. A step is a sequence of activities deployed to achieve a surgical objective. An activity is a physical action performed by the surgeon. Each activity is deconstructed into different components, including the action verb, anatomic structure concerned by the action, and surgical instrument employed to perform this action.
Surgical process modeling has been used in various applications, such as surgical skills evaluation [5, 6] , operating room management optimization [7, 8] , or robotic assistance [9, 10] . However, SPMs have rarely been applied for surgical quality assessment. A method was presented in [11] for detecting modifications from the standard process called deviations. The authors employed surgical tool information to create a standard surgical process and draw correlations between this standard surgical process and a specific surgery using the Needleman-Wunsch global alignment algorithm. One limitation of this method is that the reasons for the deviations are not identified.
Deviation detection has been studied in other domains, such as bank [12] or software security [13] . The principle of deviation detection relies on constructing a standard process and detecting deviations using a comparison between this standard process and a new one. To the best of our knowledge, these authors did not distinguish different types of deviations either.
To overcome this limit, we propose for the surgical field, as illustrated in table 1, three types of surgical deviations based on observations from participating surgeons. It is important to note that the notion of deviation is independent of the occurrence of AE, this notion only reflects the modification of the standard surgical process model. An AE could occur as a result of any type of deviation or even if no deviation is visible. 
Event deviations
Deviations from the usual surgical process to correct or limit the impact of iAEs.
This work sought to detect surgical deviations from a standard surgical process and classify them according to the above categories. For this purpose, we propose using a multi-dimensional extension to non-linear temporal scaling [14] with the aim to detect deviations and a hidden semi-Markov model designed to classify them.
Material and methods
This section presents our offline method to detect and classify deviations in rectopexy surgery for skill analysis, as summarized in Fig 1. Our method is composed of four modules: A) the creation of individual surgical process models (iSPMs) based on clinical data; B) the creation of a standard surgical process; C) the detection of surgical deviations; D) the classification of deviation types. Each of these modules is described in the following subsections. annotations. Each color in the iSPMs represents one type of activity. Module B provides two outputs, a standard surgical process S, and the sequences S * 1..n temporally aligned to S. Module C compares one aligned sequence to the standard surgical process S for each instant to detect a potential deviation. The deviations are highlighted by dots in deviation sequences.
Module D classifies each type of surgical deviation, i.e., blue diagonal crosshatch for a context deviation and red horizontal crosshatch for an event deviation.
Creation of individual surgical process models based on clinical data (Module

A)
The objective of this module is to describe surgical procedures with individual surgical process models (iSPMs) based on observations of surgical videos.
Data
The dataset used in this paper consists of 11 endoscopic videos of laparoscopic rectopexies. A rectopexy is a digestive surgery that consists of correcting the anal prolapse by fixing the rectum to the sacrum through meshes This study was approved by an ethics committee and declared to the French authorities (CCTIRS 1 and CNIL 2 ). All patients operated by the participating surgeon between January 2015 and December 2017 were included as long as they met the declared inclusion criteria and signed a written informed consent authorizing data collection and data utilization for this study.
Since the surgeon performed the surgeries in a limited period, we considered that his knowledge, habits, and preferences did not vary enough to introduce expert deviations. We considered that the dataset thus contained only context and event deviations. However, some rare variations of performance of an expert may occur due to personal reasons. This was not considered here, but this could be checked in a prospective study.
Creation of individual surgical process models
For the creation of iSPMs, we have focused on the two following phases: dissection and resection. The objectives of these phases were to respectively access both fixation points (rectum and sacrum) and remove the Pouch of Douglas.
According to the participating surgeons, these phases are the most difficult to perform and most likely to cause AEs. In another hand, these phases are the most standardized according to patients particularities. One element able to modify the process is the presence or not of a uterus. In our dataset, no patient underwent a previous hysterectomy.
To create iSPMs, first, a Cognitive Task Analysis (CTA) [16] was conducted by a bio-medical engineer familiarized with this methodology and implied two expert surgeons including the one who performed surgeries. The objective of the CTA was to capture and understand the expert knowledge to allow the annotation of the activities and iAEs. The latter were manually recorded by the bio-medical engineer thanks to the "Surgery Workflow Toolbox [annotate]"
software [17] . The annotation of the 11 surgeries represent a total of 671 activities (e.g. cut the rectum with a monopolar hook), and 16 iAEs. All of these iAEs were bleeding events, some on which lasting only a few seconds, though others over two minutes. Each of them was validated by an additional surgeon who did not perform the surgeries.
At this point, the iSPM is a label sequence composed of a succession of activities defined by three components (action verb, surgical instrument, and anatomic target) [4] and characterized by a duration. Thus, each iSPM has its own duration (see Module A in Fig 1) .
Creation of a standard surgical process by MD-NLTS (Module B)
The objective of this module is to create a standard surgical process that represents the most typical sequence of activities performed by the surgeon, to be used for detecting deviations in the third module. This second module is composed of three steps: 1) sampling the iSPMs; 2) aligning the sampled iSPMs to get the same length for all iSPMs; 3) creating the standard surgical process itself.
Sampling the individual surgical process models
The first step consists of sampling the iSPMs, which are label sequences, with the aim to create discrete sequences. The impact of the sampling rate is analyzed in the validation section.
Alignment of iSPMs by multi-dimensional non-linear temporal scaling
To create a standard surgical process according to activity sequences rather than their durations, we needed to temporally align the iSPMs. To this end, we have proposed a new approach called Multi-Dimensional Non-Linear Temporal Scaling (MD-NLTS), inspired by the Non-Linear Temporal Scaling (NLTS)
proposed in [14] .
NLTS is a multiple alignment method developed for one-dimensional surgical processes alignment. It is derived from dynamic time warping (DTW) and involves three steps: a) An average sequences of the set of sequences is computed by DTW Barycenter Averaging (DBA) [18] ;
b) The average sequence is independently aligned to each sequence of the set, with the aim of defining which elements of the sequence correspond to each element l of the average sequence. Thus, for each element l we have the corresponding set of elements of all sequences and widths[l] and the maximum number of elements in the set sequence corresponding to each element l of the average sequence;
c) The alignments are finally "unpacked": All sequences are warped to include the same number of elements, defined by widths[l], in a way that avoids information loss.
NTLS was created to overcome one DTW limitation. To perform multiple alignments with DTW, one sequence must be chosen as the reference, with the other sequences aligned to this reference. The alignment is thus dependent on the chosen reference. On the contrary, NLTS enables alignment between three or more sequences by computing an average sequence using DBA [18] . NLTS realizes a local alignment by focusing on regions with string similarity rather than on all sequences' durations. Moreover, with this alignment, there is no loss of information, given that the sequences are extended during step c of NLTS, so that even an item with few samples will be retained anyway.
Despite these advantages, NLTS only enables the alignment of one-dimensional surgical processes. Thus, when we seek to align activity sequences in which activities are composed of three components (action verb, surgical instrument, and anatomic target), NLTS considers these three components as one dimension. If we have three activities, defined as follows: A 1: <verb 1, instrument 1, target 1>, A 2: <verb 1, instrument 2, target 1> and A 3: <verb 3, instrument 3, target 3>, NLTS will consider A 2 and A 3 equally different from A 1, even though the instrument only differs between A 1 and A 2.
In [19] , two approaches were proposed to achieve multi-dimensional warping: either dependent warping or independent warping. However, these approaches were only applied to classic DTW. Thus, to take into account the benefits of multi-dimensional warping and NLTS, we propose a dependent multidimensional warping applicable to NLTS. We chose to develop a dependent warping approach, because the three components are strongly linked within the activity.
We adapted the NLTS cost matrix, used in step a) of NLTS, to develop MD-NLTS. In NLTS, the cost matrix between sequence Q and sequence C is defined as:
where q i is the label of sequence Q at t = i, and c j the label of sequence C at t = j.
In MD-NLTS, each sequence is composed of M dimensions. We define element D of the cost matrix as the sum of the distance of each dimension:
with,
For the three activities, A 1, A 2, and A 3, previously defined, MD-NLTS will consider A 1 more similar to A 2 (D( A 1,
. This difference will impact step a) by influencing the average sequence created by DBA. The other MD-NLTS steps are similar to NLTS. Following the alignment, all aligned sequences S * 1..n exhibit the same length (see Module B in Figure 1 ).
Computation of the standard surgical process
The standard surgical process S is created by computing the more frequent activity in all aligned sequences S * 1..n , at each instant. Lets assume that we have the following activities at instant t: s *
Although MD-NLTS computes an average sequence in its first step, we did not select this as the standard surgical process given that this average sequence does not have the same length as the aligned sequences, rendering it impossible to detect deviations by comparing the activities. The coherence of this proposed standard surgical process was validated with the surgeons (see Section 3.1).
Detection of surgical deviations (Module C)
The objective of this third module is to detect deviations by comparing an aligned sequence s of S * 1..n to the standard surgical process S. To compare these sequences, we compute the distance D(S t , S * s,t ) between these two surgical processes at each time-step t. Contrary to the computation of D in Eq (2), the distance between the two sequences is computed for the same time-step since the surgical sequences are aligned. Similarly to step 2.2.2, the distance is multidimensional, i.e. the three components of the sequence are taken into account. Deviations are detected at each instant t when D(S t , S * s,t ) > 0.
Classification of deviation types by a hidden semi-Markov model (Module
D)
The objective of the hidden semi-Markov model (HsMM), also called explicitduration HMM [20] , is to explain a non-observable sequence (i.e., the hidden state sequence) using an observable sequence (i.e., the observation sequence)
in which it is theoretically conceivable to stay in the same state for an infinite
duration. An HsMM is characterized by λ = (π, A, B, P ), where:
1. π is the initialization matrix containing probabilities to start the sequence at each state;
2.
A is the transition matrix between hidden states containing the probabilities of changing states between two instants. Self-transitions are impossible (A i,i = 0, for each i ∈ [0, nb hidden state]);
3. B is the emission matrix containing the probabilities of producing given observations knowing that we are in a specific state; 4. P is the state duration matrix defining the probability to stay in a specific state for each possible duration.
In a first step, the HsMM is trained to define model λ using observation sequences and true hidden sequences. These sequences, thus, need to be defined for each aligned iSPM. The observation sequences are defined as the concatenation of:
• the three components of each aligned sequence's activities;
• the distance used to detect deviations between this sequence and the standard surgical process.
We define three different hidden states: "no deviation" (compared to the standard surgical process), "context deviation," and "event deviation." These latter two are defined according to the definition given in Table 1 . In our case, we have not "expert deviation" due to the fact that all surgeries were performed by a single surgeon. Figure 3 presents the creation of the true hidden sequences.
If the distance between a specific surgery s and the standard surgical process at instant t is not null (D(S t , S * s,t ) > 0 in Figure 2a ) and an intraoperative adverse event (in Figure 2b) occurs, the true hidden state is defined as "event deviation" (in Figure 2c ). If the distance between a specific surgery and the standard surgical process at instant t is not null (D(S t , S * s,t ) > 0), but there is no iAE, the true hidden state is defined as "context deviation." Any other case corresponds to a "no deviation" true hidden state. The training step of our HsMM was performed using the forward-backward algorithm developed by Yu and Kobayashi [20] and the enabled creation of detection model λ.
Results
Our method was validated using a leave-one-out cross-validation. The HsMM training was performed on all patients, except one. The remaining operation was sampled and aligned with the standard surgical process S in order to create an aligned test surgery S * test . We have computed the distance between S and S * test . With this distance and S * test , we have computed the true hidden state sequence and observation sequence, as explained in Section 2.4. Deviations were detected by feeding the observation sequence to the trained detection model λ.
Each model was evaluated by comparing the detected deviation sequence with the true hidden state sequence.
We investigated the impact of the sampling rate (Section 2.2) on the results.
To this end, we varied the sampling rates between 2 to 12 samples-per-second in 1-second steps. We also studied the results at 12.5 samples-per-second, given that this sampling rate corresponds to half of the video frequency (25Hz).
The distribution of observations between each hidden state is very heterogeneous ( Table 2) : 68% of them belonging to the "no deviation" state, 26% to the "context deviation" state, and only 6% to the "event deviation" state.
Moreover, this distribution is also very heterogeneous between surgeries especially for "event deviation" state, with a standard deviation of 6.80% and a large range (minimum of 0% and a maximum superior of 18%). Due to these heterogeneities, we could not be satisfied with accuracy only, as performance metrics.
Given the small amount of "event deviation" occurrences, we can reach an accuracy of 94% if all observations belonging to the "no deviation" and "context deviation" states are correctly classified, even if none of the "event deviation" states were detected. We, thus, used recall and precision to accurately estimate our model's ability to classify event deviation types. All results are given with a confidence interval (CI) of 95%. Kendall's Tau, a non-parametric test, was performed to examine a possible statistical correlation between the sampling rate and accuracy, precision and recall for each hidden state. We chose a level of 0.05 to consider the correlation statistically significant. With seven statistical tests (one for accuracy, three for recall, and three for precision), we were in the context of multiple comparisons.
To counteract the problem of false-positive results in multiple comparisons, we employed the Bonferroni correction method [21, 22] . Therefore, the statistical significance level was set at 0.0071 (0.05/7).
We additionally investigated the model errors more closely in order to understand the reasons underlying failed classification of deviation types, with the aim to classify event deviations (Section 3.3).
Validation of the standard surgical process
The deviation detection method proposed is based on the learning phase of our HsMM. It is thus dependent on the hidden state sequences defined, due to the distance between a specific surgery and the standard surgical process Figure 4 and Table 3 present the results of the deviation classification for the three metrics (accuracy, recall, and precision) at different sampling rates. A table providing all results is available as supplementary material. The accuracy ranged between 80 % and 90 % with a CI inferior to 6 % for two samples-per-second or more. We could observe a non-significant (p-value=0.1248) upward trend in accuracy along with the sampling rate (Figure 3a) .
Deviation classification results
The recall for the "no deviation" state was stable at around between 96 % and 99 % with a CI inferior to 2.5 % for all sampling rates. On the other hand, the recall for the "context deviation" state fluctuated between 50 % and 72 % without any specific trend, however the CI (red dotted line) trend to disperse with the sampling rate . For the "event deviation" state, the sampling rate appeared to impact the recall (green dashed line in Figure 3b ). For two samples-per-second, the recall was 20 %, whereas it was superior to 75 % for 10 samples-per-second. However, this trend proved to be not significant (p-value=0.0580) . Results are very different between sequences as we could shown with the CI.
The precision for the "no deviation" state significantly (p-value = 0.0009) increased from 84 % to 99 % with the sampling rate with a CI inferior to 6 %.
The precision for the "context deviation" state fluctuated between 73 % and 98 % with a CI inferior to 15 %, except for 12.5 samples-per-second where the CI is 21.16 %, the trend being statistically not significant (p-value=0.0155). For the "event deviation" state, the precision was less than to 40 % for all sampling rates. As for the recall, the CI demonstrate a high variability between sequences for the precision of "event deviation" state..
Analysis of the model's errors in classifying event deviations
To understand why the precision for "event deviation" state was less than to 40 %, we analyzed the classification errors. We noticed that over 98 % of the observations falsely classified as "event deviation" were actually representative of "context deviation." These observations were then classified into four categories:
1. Rarely wrongly classified: less than 1% of observations belonging to this observation type (same action verb, surgical instrument, anatomic target, and distance D) were wrongly classified by the model.
2.
Untrained: this observation type was not present in the training dataset.
3. Correctly trained: in the training dataset, this observation type was characteristic of the "event deviation" state.
4.
Other: observations that did not belong to the previous three categories.
The distribution of the observations within of these four categories has been provided in Figure 5 . Category 1 observations (rarely wrongly classified) were negligible for all sampling rates, accounting for less than 1 % of errors. Category 2 (untrained) and 3 (correctly trained) observations accounted for less than 20 % of falsely-classified observations, with a downward trend in the sampling rate for category 2, and upward trend for category 3 (Figure 5 ). Category 4 (other)
represented more than 50 % of the falsely-classified observations, though we observed a downward trend with increasing sampling rates. 
Discussion
Our validation study's results have clearly shown the high accuracy of our approach in detecting deviations, for all sampling rates, during the surgical process. However, the distinction between the deviation types does not prove to be effective, and results have high variability between sequences. Our model classifies a number of "context deviation" states as "event deviation" states.
However, from a patient's safety point of view, it proves crucial that deviations due to intraoperative events are not missed, even if false detections do occur.
We have deeply analyzed the misclassification between the two deviation types ( Figure 5 ). Based on this analysis, four observation categories were extracted, with each category interpreted as follows:
• Category 1 errors (rarely wrongly detected observations) are caused by the time taken by the model to perform a state transition;
• Category 2 errors (untrained observations) are due to a lack of data: because the model did not encounter the observation in the training phase, it provides an arbitrary result. A larger dataset might reduce the number of observations pertaining to this category;
• Category 3 errors (correctly trained observations) could be caused by activities that would have led to an "event deviation," as observed in the training dataset, but were corrected by the surgeon before they occurred.
A study of surgical behavior is warranted to confirm this hypothesis;
• a large number of observations were classified as Category 4 (other). Our interpretation for this error type is that surgical activities, such as defined today (action verb, surgical instrument, and anatomic target), may not capture enough information concerning the surgical scene. To solve this issue, a more refined description of activities appears necessary. For instance, by combining the laparoscopic images with registered complementary per-operative imaging modalities, such as ultrasounds [23, 24] or fluorescence imaging [25] , it may be easier to identify vasculature information and use it in an effort to classify deviations due to iAEs. To take into account this additional information a modification of our method could be required, especially for the creation of a standard or surgical process and for deviation classification.
The CI demonstrates a high variability of the results between sequences, especially for "event deviation" results. This could be explained by the high variability on the distribution of each type of deviation, as shown in Table 2 , and the limited size of our database. Indeed, when we test the sequence with the more important distribution of event deviations, we have a higher probability to encounter observations never encounter during the training phase.
Our study presents several limitations. First, the entire study has been based on manual annotations performed by one observer only. Neumuth et al. [26] studied the reliability of the annotation process and concluded that "granularity was reconstructed correctly by 90%, content by 91%, and the mean temporal accuracy was 1.8 s." This temporal variability is reinforced by Huaulmé et al. [27] which demonstrated a temporal inter-variability which could have a relative standard deviation superior to 18% for activities when multiple observers are implied. According to the literature, we could thus consider having similar results, i.e. if we implied several observers, the identified activities will be very similar but we will introduce temporal variability. As explained in section 2.2.2, this works was based on activity sequences rather than their durations.
Consequently, this variability would not be relevant information for our method.
Second, although we have validated the consistency of the standard surgi- Finally, our dataset comprises of surgeries performed by a single surgeon, while we have not considered differing habits or expertise levels among the surgeons. We have, therefore, removed one level of complexity. Moreover, the composition of the surgical team can also introduce deviations, these are currently considered as operating room disruptions belong to context deviation. Future works seek to examine the robustness of our approach with multi-surgeon data while including the expert deviation classification and study the influence of the surgical team composition on deviation occurrences. Collect data from multiple surgeons and other surgical team members will allow using more complex approaches than a simple leave-one-out one, e.g. a leave-one-user-out or one where the couple surgeon/assistant is excluded from the training.
Conclusion
Surgical deviation classification is challenging and should enable us to understand the hidden processes underlying their occurrence. We have, herein, proposed the first offline method for automatically classifying deviations based on their type (event deviation or context deviation). The method, namely Multi-Dimensional Non-Linear Temporal Scaling followed by a Hidden semi-Markov Model, has provided interesting initial results, whereas its precision still needs to be improved.
To propose routine surgery applications of our method, two further improvements are required. The first is to develop an on-line multi-dimensional alignment method. Recently, Forestier et al. [28] proposed a method designed to create an online one-dimensional alignment. The second aspect pertains to creating a reliable and automatic online activity recognition method [29, 30, 31] . With these two developments available, a real-time implementation of our method will be rendered possible. 6808 Rc: recall. Pr: precision. ND: "no deviation". CD: "context deviation". ED: "event deviation". Number n represents the number of observations for all surgeries (accuracy), the true number of observations belonging to each state (recall), and the estimated number of observations belonging to each state (precision). The star (*) represents a significant relationship between the sampling rate and results. 
