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CHAPTER I. INTPODOCTION 
Previous Work 
A?L systems have been available for over ten years. 
Most implementations are generally referred to as "interpre­
tive." In recent years, the use of APL has increased. This 
has led to the request for an ftPL compiler. But the execu­
tion of object code produced from a "straightforward" APL 
compiler is usually not faster than that of an interpretive 
system. This is because the object code produced from a 
straightforward compiler does not restrict the generality of 
the original source statement. For example, k+1 would still 
need run time checking to decide if k is a function or a 
variable. So the ideal compiler should embed various opti­
mization techniques to produce simpler object code; and ob­
viously this object code should preserve the original mean­
ing of the original source program. 
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Dglâlgd evaluation 
Abrams (1) introduced the optimization technique of de­
layed evaluation for APL expressions. By delayed evalua­
tion, we mean that the computation of intermediate results 
is iaferred until the moment they are really needed. For 
example, to evaluate (A + B)[i], only A[i]+B[i] will be per­
formed. Perlis (35) and Miller (30) proposed a "ladder ma­
chine" which will produce significant savings of temporary 
storage required to execute APL expressions. Their design 
is an extension of the work of Abrams. 
Lanauag.e restrictions 
Compton (12) proposes a preprocessor which accepts 
APL-like statements and translates them into the correspond­
ing PL/I statements. His design requires that APL users de­
clare the shape and type of data at beginning of the pro­
gram. Thus, not every APL program can be compiled. 
However, the execution time can be significantly reduced for 
those which are compilable. Jenkins (22) discusses the 
techniques for translating APL to ALGOL. His implementation 
indicates that the compiled code from a restricted APL pro­
gram is significantly faster for scalar operations than an 
interpreted APL program. 
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The optimizing compiler presented in this thesis will 
not need language restrictions for APL. Roeder (40) has 
shown that a substantial amount of type determination can be 
performed at compile-time. Bauer and Saal (6) showed that 
80 percent of the run time checking could be eliminated. 
ÇoaEileztime oRtimizatiqn 
Many optimizing techniques for compiling APL statements 
have been developed in recent years. The HP-3000 APL compi­
ler (52) considers only one line at a time. It provides the 
concept of incremental compilation. Strawn (47) describes 
another important technique by which APL statements are par­
tially parsed at compile-time and are completed at run time. 
He found that in a sample of programs only 2.4 percent of 
the identifiers and primitive functions were ambiguous. 
This suggests that his compile-time parsing technique is 
fairly practical. 
Idiom matching 
Idioms are programming language constructs used by pro­
grammers for the logical primitive operations for which no 
language primitives exist. In a functionally oriented lan­
guage like APL idioms tend to be composite operations formed 
by composition of the primitive operations of the language. 
u 
Miller (30) has shown that the saving from optimizing idioms 
can be very impressive. Hoffmann (19) isolates a subclass 
of tree patterns and developed a matching algorithm for this 
class. Morris (32) implements a "phrase matcher" by con­
verting from a regular tree grammar to a finite tree automa­
ton . 
\ efficient solution to the idiom matching problem will 
directly provide the implementation with certain optimiza­
tion techniques, e.g., elimination of redundant operators 
and constant propagation. This thesis will also show that 
the implementation of the algorithm for matching idioms can 
be generated systematically. 
Tree automata 
Tree automata provide the mechanism to implement the 
idiom matching function. A set of idioms can be preproc-
essed to form a finite tree automaton which will provide a 
matching algorithm with linear time complexity. Many re­
searchers, such as Brainerd (9), Engelfriet (14) and Thatch­
er (50), have given definitions for tree automata. Here, we 
follow the notation of Thatcher in our discussion of tree 
regular expressions and tree automata. Brainerd also con­
siders the generation of minimal tree automata. This thesis 
will develop a new algorithm to minimize the number of 
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states in a finite tree automaton. Our algorithm is an ex­
tension of the concept described by Hopcroft (20). 
The Problem 
The problem considered in this thesis is to design an 
idiom matching technique in a compiler for API. Due to 
API's richness of primitive functions, idioms tend to appear 
at the "expression level." APL users have to pay a very 
high price to execute their APL programs with operator-by-
operator execution in conventional translators. However, if 
each idiom can he treated as a unit, this price can be sig­
nificantly lowered. 
Often APL expressions require large arrays for interme­
diate results in order to generate a final answer which is 
only a small array. By considering idioms as a unit for 
compilation, these intermediate results can often be avoid­
ed . 
Thus, the purpose of idiom matching is to match idioms 
in source programs in order to generate very efficient tar­
get programs. The importance of idioms is that they are 
frequently used and often indicate considerable optimiza­
tions. 
How idioms have been determined and how their corre­
sponding code segments are generated are questions indepen-
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lient of this work. This thesis will assume that some set of 
idioms has been collected. Perils and Rugaber (36) have 
previously dealt with this question. In addition. Brown 
(10) has found 40 most frequently used idioms of height 2 in 
a sample of programs. This thesis investigates the possi­
bility of matching API expressions to a set of idioms. The 
problem of code segment generation is presently being con­
sidered by Omdahl (33), 
Outline of Thesis 
Chapter IT begins with a discussion of the role that 
idiom matching techniques play in an optimizing compiler. 
It is shown that there are two problems in idiom matching: 
recognition and selection. The first problem, idiom recog­
nition, can be solved by a tree automaton approach. The 
mechanism for constructing such a tree automaton from a reg­
ular tree expression for a set of idioms is then presented. 
In Chapter HI, an automata minimization algorithm is 
developed that obtains a time bound of 0(n2«log n) for any 
binary tree automaton. 
Chapter IV deals with compile-time (as opposed to pre-
compile-titne) aspects of the problem. Emphases are placed 
on how idioms in an expression tree can he matched and what 
should be done if idioms are overlapped. It is shown that 
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the "best" non-overlapping idiom matches in the expression 
tree can be selected in 0 (n) time. 
Finally, Chapter V summarizes these procedures and in­
dicates some future extensions of the present work. 
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CHAPTER II. C0NSTBDCTIN6 AN IDIOM RECOGNIZER 
Introduction 
An overview of idiom matching is presented in this 
chapter. Then, tree automata are discussed with respect to 
solving idiom recognition problem. Emphasis is placed on 
how a trea automaton can be constructed from a regular tree 
expression. 
We are dealing with compiler optimizations for very 
high level languages, such as APL. By very high level lan­
guages, we mean those languages that tend to involve less 
specification of algorithmic detail than the conventional 
high level languages, e.g., PASCAL and PL/I. The very high 
level languages specify "what" to do rather than "how" to do 
it. Thus, their compilers have a better chance to translate 
the source program to a more efficient target program. 
Some work has been done in the area of compiler optimi­
zation for very high level languages, see Schwartz (43) and 
Boeder (40) . Boeder studied the problem of type determina-
tion in APL. 
9 
Besides type determination, idiom matching appears to 
be an important technique for very high level language com­
pilers even though it is usually not applicable to lower 
level languages. In a very high level language like API, 
idioms are important because APL expressions usually incur a 
lot of computations. For example, one of the most frequent­
ly used branch composites in APL is 
> (v1 = v2) / v3 , v4 , v5. 
This APL expression is similar to a PASCAL-like CASE state­
ment that selects for execution a statement whose label in 
either v3, v4 or v5. An operator-by-operator execution 
would first perform two concatenation and one relational 
functions. Then, the compression function would generate 
another vector of which only the first element is needed by 
the branch. However, a more "intelligent" translator could 
produce the following equivalent PL/I statements: 
IF v1(1) = v2(1) THEN GOTO v3; 
IF V  1(2) = v2(2) THEN GOTO v4; 
IF V l (3) = v2 (3) THFN GOTO v5; 
In this example, many benefits can be obtained, such as sav­
ing object code, reducing temporary storage and decreasing 
execution time. 
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This thesis will assume that a set of idioms I1,..,Im 
has been collected and their corresponding code segments 
have been assigned. The first problem in idiom matching is 
to recognize all possible idioms in an expression tree E. 
It can easily be seen that some nodes in the same expression 
tree could be matched by more than one idiom. Thus, the 
second problem, idiom selection, is to select the "best" 
non-overlapping idioms in E. This will be discussed in de­
tail in Chapter TV. 
Definitions 
The basic terminology of idiom matching in expression 
trees is given below: 
Definition J (ALPHABET) 
An alphabet SIGMA is a non-empty finite set of symbols. 
Definition 2 (ASITY) 
The arity of the node x in a tree, arity(x) , is the 
number of descendants of x. 
Definition 3 (RANKED ALPHABET) 
An alphabet SIGMA is ranked if for each non-negative 
integer k a subset SIGMAk of SIGMA is specified, such 
that SIGMAk represents the elements of SIGMA with arity 
k; SIGMAk is non-empty for only a finite number of in­
tegers k. 
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definition 1 (TR3ES) 
The set of all trees over SIGMA, denoted by T-SIGBA, is 
the language over the alphabet SIGMA U {(#)} defined 
recursively as follows, 
1) If s belongs to SIGMAO, then s is in T-SI5MA. 
2) If k > 1, s in SIGMAk and t1,.,,tk in T-SIGMA, 
then s(t1,..,tk) is in T-SIGMA. 
Let V = {vO,..,vk} be a set of variable symbols, such 
tha+ arity(vi) = 0 for each vi in V. The element vO is 
usualy written as v. Let SIGMA' be defined as: 
SIGMA*0 = SIGMAO 0 V and 
SIGMA'k = SIGMAk for k > 0. 
Thus, the set of all trees over SIGMA' is denoted by 
T-SIGMA*. The elements of SIGMA with zero arity are called 
constants. 
Definition 5 (EXPRESSION TREE) 
An expression tree E is any tree in T-SIGMA. 
Definition 6 (IDIOM) 
An idiom is any tree in T-SIGMA*. 
Any idiom with variables vO,..,vk matches an expression 
très E in T-SIGMA, with each vi matching some subtree in E. 
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BepeateJ occurrences cf any variable vi except vO in the id­
iom roust match identical subtrees in the expression tree. 
Thus, for each i > 0, vi is called a repeated variable. vO 
{or V) is called an unrepeated variable. The match is de­
fined, after Koffmann (19), as 
Oefipition 7 (MATCH) 
The idiom I matches the expression tree E at node p, if 
there are trees t1,..,tk in T-SIGMA such that substi­
tuting ti for each occurrence of vi in 1, 1<i<k, and 
substituing certain trees in T-SIGMA for the oc­
currences of vO in I, we obtain a tree I' equal to the 
subcree of E rooted at p. 
Example J. 
Idiom I Expression E 
c c 
/ \ / \ 
/ \ / \ 
^ vi t 
/ \ / \ / \ 
vi X , x a b 
/ \ 
a b 
FOE graphic reasons, the "C" represents /, the compres­
siez function. The AFI idiom (v1¥x)/v1 deletes all cc-
currences of the value associated with x in a vector 
vi. It matches the expression tree C (V (, (ab) x) , (ab) ) 
at the root C, with both occurrences of vi matching the 
identical subtrees , (ai) . 
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The Idiom Recognition Problem 
The first problem in idiom matching is to recognize all 
possible idioms in an expression tree. We now state this 
problem in a more formal fashion. 
Idiom Recognition ProMgm: 
Given an expression tree E and a set of idioms 
1= [II,...,Ik}, locate in E all possible matches of li, 
1<i<k. 
A naive algorithm can solve the recognition problem with no 
repeated variables in 0{n«m) time, where n is the size of 
expression tree and m is the sum of the idiom sizes. The 
concept behind this naive algorithm is the same as the naive 
string matching algorithm. A naive string algorithm search­
es each pattern at every possible start position in the ex­
pression string, abandoning the pattern whenever there is an 
unmatched character in that pattern. In the tree case, an 
expression tree that contains n nodes has 0 (n) possible 
start positions that can be used to match every idiom. For 
each position, the match could be done by traversing each 
idiom. This traversal takes 0(m) steps in the worse case. 
Moreover, a recognition problem with repeated variables will 
take 0(n»m) + 0{n*log n) time. This can be seen from Figure 
1. In Figure 1, the leftmost leaf a has been matched three 
times. This number of matches is limited by the length of 
the path from root to that node, i.e., 0(log2 n) for a bina­
ry tree. Certainly, O(n*log n) is the upper bound of the 
number of matches for repeated variables. 
A modified algorithm with expected running time 0(n«m) 
to solve the above problem can be constructed. The main 
concept behind this algorithm is to assign the same label to 
all roots of a common subtree in "E, so that the labels can 
be used to decide whether their subtrees are identical. So 
the repeated variable problem can be solved at the roots of 
the subtrees that match repeated variables without travers­
ing lower than those roots. This could be done by con-
structin; a directed acyclic graph (DAG), which provides a 
good way of determining common subexpressions (3). Thus, 
the first step of this algorithm will construct a DA3 from 
the expression tree with a label on each node. Then the 
second step needs only 0(n»m) steps to find all possible 
matched idioms on the labeled expression tree. 
The above algorithm basically solves the idiom matching 
problem for a finite set of idioms with an interpretive ap­
proach. On the other hand, the fundamental philosophy be­
hind a fiSt matching algorithm is to preprocess the set of 
idioms. This is much the same idea as in the string pattern 
matching case. If the set of idioms is fixed and is to be 
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Idijtn I 
/ \  
v 1 V 1 
Expression F, 
* 
* * 
/ \ / \ 
• » * * 
/ \ / \ / \ / \  
a a a a a a a a  
<case 1> 
v1 = I a) 
I J 
<Case 2> 
v1 = / \ 
I—I a 
|a| 
<Case 3> 
* 
/ \ 
v1 = » » 
/ \  /  \  
I—I a a a 
|a| 
I J 
* 
/ \ 
/ \ 
* * 
/ \ / \ 
match—^ * * * * 
/ \ / \ / \ / \  
p—I d. â ^ â. â cL 61 
]a| 
I I 
* 
/ \ 
/ \ 
match—> * * 
/ \ / \ 
* * * * 
/ \ / \ / \ / \  
I—I a a a a a a a 
|a| 
I I 
* * 
match—> * 
/ \ 
» • 
/ \ / \ 
* * * * 
/ \ / \ / \ / \  
f—\ ^ & 21 81 & & & 
la| 
1 J 
4 $ 
Figure 1. Three Matching Cases for the Leftmost Node 
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matched against a number of expression trees, then it is ad­
vantageous to preprocess the idioms. Finite tree automata 
provide the mechanism for a linear idiom matching algorithm 
that makes exactly one state transition for each node in 
the expression tree. Thus, the time complexity of this idi­
om matching algorithm is 0(n), not 0(n*m), where n is the 
size of expression tree and m is the sum of the idiom sizes. 
Therefore, idiom preprocessing will be realized as the gen­
eration of a finite tree automaton. 
In the following sections, tree automata are discussed 
with respect to solving the idiom recognition problem, â 
regular tree expression will be used to describe a given set 
of idioms. The number of idioms in this given set could be 
infinite. Thus, idiom preprocessing provides a more general 
solution to the idiom matching problem than the interpretive 
algorithiB does. First, the definition of a regular tree ex­
pression will be introduced. The mechanism for constructing 
a tree automaton from a regular tree expression is then pre­
sented . 
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Regular Tree Expressions 
The definition of the regular sets over a string alpha­
bet is given in Kleene (2U) . Thatcher (50) considered the 
similar theory of regular sets of trees. 
nefifiiiian j (OPERATIONS ON SETS OF TREFS) 
"or V i T-SIGMA, W i T-SIGMA and a in SIGMA: 
(1) the union of V and W is 
7 Tj w = the union of the sets V and W 
(2) the product of V and W at a is 
V «a H = the set of all trees obtained by re­
placing the frontier nodes labeled a in a tree 
from V with trees from W 
(3) the closure of V at a is 
7*a = a 7 where yo 3 = {a} and y( n+i = 
v"® U ( V «a V ) . 
Oefinition 2 (REGULAR SETS OF TREES) 
The SIGWA-regular sets are the least class of subsets 
of T-SIGMA containing the singleton sets and closed 
under the operations 0, #a and »a ^or all a in 
SIGN AO. A set of trees is regular iC it is SIGMA-regu-
lar for some SIGMA. 
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The regular expressions over T-SIGMA provide a syn­
tactical mechanism for denoting regular sets of trees. 
Definition 3 (REGULRE TREE EXPRESSIONS) 
Regular expressions over T-SIGMA are defined recur­
sively, as follows; 
(1) For any element t in T-SIGMA, t is a regular 
expression denoting the tree regular set {tj. 
(2) If V and w are regular expressions denoting 
tree regular sets V and W, respectively, then: 
(a) ( V  a  w) is a regular expression denoting 
V u w 
(b) ( V  #a w )  is a regular expression denoting 
V #a W 
(c) (v*a) is a regular expression denoting V*a. 
Sinje this work deals with a given set of idioms, the 
regular expressions for idioms are defined over T-SIGMA'. 
Note that the set V is a group of variable symbols and 
arity(vi) = 0 for each vi in V. For example, let S be the 
following set of APL idioms over {G,C,=,,} U V, where G and 
C represent the branch and compression functions, respec­
tively. 
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a G 
I  I  I  
c c c 
/ \ / \ / \ 
/ \ / \ _/ \ 
/ \ /'\ / \ /\ / \ /\ 
V VV V,V VV , V vv 
/ \ 
V  V  
/  \  
V  V  
The set 3 can be represented by the regular expression 
(1) «U { (2) »u #u (3) ) where (1) = G(C(=(vv) u) ) 
(2) =  ,  ( V  u) 
(3) =  ,  ( V  V )  .  
This was found to be the most frequently used idiom in a 
sample of APL programs (10). Note that we have introduced a 
"dummy symbol u" which is assumed to be an element in 
SIGHAO. 
Construction of Non-deterministic Tree Automata 
Knuth (25) defines a binary tree as a finite set of 
nodes which either is empty or consists of a root and two 
disjoint binary trees. He has shown that there is a one-to-
one correspondence between forests of trees and binary 
trees. Let all symbols in the alphabet be in SIGHA2 and 
SIGN AO = {lambda}, the empty tree. If SIGMA consists of 
SIGHA2 and (lambda}, T-SIGHA represents the set of all bina­
ry tree over SIGMA U [lambda}. Therefore, the following 
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discussion can be simplified so that SIGMA consists of 
SIGMA2 only. From now on, T-SIGMA represents the set of all 
binary trees. 
Definition J (TREE AUTOMATA) 
A (deterministic) bottom-up finite tree automaton M 
over SIGMA is a system (ff,T,nO,F) where 
(1) N is a finite set of states; 
(2) T is a transition function of the form: 
T; SIGMA X N X N —> N 
(3) nO in N is the initial state; 
(1) F £. N is the set of final states. 
A non-deterministic, bottom-up finite tree automaton is 
defined by allowing the range of the transition function to 
be the power set (set of subsets) of N, Now, consider the 
relation between regular expressions over T-SIGMA' and fi­
nite tree automata over SIGMA. In particular, every regular 
set of trees can be denoted by a regular expression and rec­
ognized by a non-deterministic, bottom-up tree automaton. 
Moreover, Thatcher (50) proves that every set recognized by 
a non-detarministic bottom-up tree automaton is also recog­
nized by a deterministic bottom-up tree automaton. The fol­
lowing construction is a generalization of the construction 
of a non-deterministic automaton from a regular expression 
(3) . 
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Theorem 1 
For any regular set of trees in T-SIGMA' which is 
represented by a regular expression R, one can effec­
tively construct an equivalent non-deterministic bot­
tom-up tree automaton M over SIGMA. 
Proof: The proof can be done by construction. A aon-ieter-
jiinistic tree automaton M = (N,T,nO,F) can be con­
structed from R as follows: 
(1) Tf R = t in T-SIGMA', then 
(a) For each frontier node a in E, associate a 
unique state sa, and add the transition 
function value 
T (a,nO,nO) = sa. 
(b) For each variable "v" of V in P, associate 
the "don't care" state *. 
(c) For each interior node b in R, associ­
ate a unique state sb and give a new 
transition function value 
T(b,si,sj) = sb 
where si is the state associated with 
the left son of b and sj is the state 
associated with the right son of b, 
(d) Let F be the state associated with the 
root node in R. 
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By the definition of regular expression, if B 
is not some t in T-SIGMA', then B is ri U rj 
or ri «a rj or ri*a for some choice of ri, 
rj and a. Assuming that there exist M' and H" 
such that d' = (N',T*,nO,F') over SIGMA recog­
nizes ri and M" = (N",T",nO,F") over SIGMA rec­
ognizes rj, we can construct M to recognize B. 
Assume N' and N" are disjoint except for nO and 
those states associated with the nodes of zero 
arity in ri and rj. 
(a) Union operation, ri U rj: 
Let M = (N'DN",T,nO,F«DF") over SIGMA 
where for f in SIGMA, 
i) if both si and s2 are in N', then 
T'(f,s1,s2) in T(f,s1,s2). 
ii) if both si and s2 are in N", then 
T"(f,s1,s2) in T(f,s1,s2). 
(b) Product operation, ri *a rj; 
Let M = {N'UN",T,nO,F') over SIGMA, where 
for f in SIGMA, 
i) if both si and s2 are in N', then 
T'(f,s1,s2) in T(f ,s1 ,s2) . 
ii) if both si and s2 are in N", then 
T"(f,s1,s2) in T(f,s1,s2). 
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ii) For each a on the frontier of ri# let 
p be a's father and sa be the state 
associated with a. Tf a is a left son 
of p: 
if X in T*(p,sa,s2), then 
X in T(p,sm,s2) for sm in F"; 
similarily, x in T'(p,s1,sa) and sm in 
F" imply 
X in T (p,s1,sm) . 
Closure operation, ri*a; 
Let M = (N',T,nO,F) over SIGMA. For each 
f in SIGMA, if both si and s2 are in N', 
then 
T ' (f ,s1,s2) in T (f ,s1,s2) . 
For each a with zero arity in ri, let 
p be a's father and let sa and sp be 
the states associated with a and p, re­
spectively. If a is a left son of p, 
then generate a new transition function 
value 
sp in T{p,sr,s2) 
for sr in F * and for each s2 such that 
sp in T'(p,sa,s2); 
sioilarily, if a is a right son of p, then 
add 
sp in T (p,s1,sr) 
for sr ia F* and for each si such that 
sp in T* (p,s1,sa). 
If both sous of p are a's, then 
sp in ï(p,b-r,sr) for each 
sp in I * (p,sa,sa) . 
Finally, F = {sa} U F*. 
rhe usual induction argument about this construction 
proves that every regular set is recognizable. 
If the product operator or the closure operator is used 
in a regular expression, then each final state can have a 
set of idioms associated with it. For example, 
a(x) *x (b U c) 
represents tie set of idioms {a (fc) , a(c)} and yet there is 
only one final state in the automaton that recognizes this 
set. Thus, it is necessary that the semantic routine asso­
ciated with a final state be able to distinguish between 
various members of the associated set of idioms-
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Exain£le j 
Consider the example in the last section of a regular 
expression 
R = (1) • n  ( {2)*u #u (3) ) 
representing a set of idioms where (1) = G(C(=(vv) u) ) , 
(2) = , (vu) and (3) = , (vv) . Figure 2 shows a graphic 
representation of R. The proof of Theorem 1 tells us 
how to construct from E an equivalent tree automaton M. 
Each node in R with its associated states is given in 
Figure 3 and M is the non-deterministic machine shown 
in Figure 4. Note we have introduced a "dummy variable 
v" in Figure 4 to indicate the right end of a regular 
subexpression. The root of the binary representation 
of dn idiom with a dummy variable as its right son in­
dicates this idiom can be matched throughout the ex­
pression tree. The execution of M is traced for the 
expression tree G (C (= (SS) , (S, (SS) ) ) ) in Figure 5. In 
practice, all legal symbols should be considered when 
the corresponding automaton is being constructed. The 
S ia Figure 5 denotes any such a symbol in input ex­
pression tree. In this particular example, we simply 
treat it as the symbol C and use the transition matrix 
of C to get the next state for S. 
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• u 
—J 
1 
I 
I 
-A. 
•U ] 
-, J 
I *U I 
_L 
r 
/ \ 
U 
/ \ I 
E = (1) #u { (2)»u #u (3) ) 
where (1) = G(C(=(vv) u) ) 
(2) = ,(v u) 
(3) =  , ( v  V )  
Figure 2. Graphic Representation of E 
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• u I 
J 
I G-
1 {3} —>/ 
I  c  
{2} t-—>/ 
I = u 
(*}+->/ •„ 
I V V 
I 
V I 
I 
I 
I 
(7,8; 
I 
J 
1 
{*} 
I |<— (7, 8) 
• u I 
I 
(7,8)—>1 
<— (8) 
1 {*) I r>/ (6} f-V 
R = (1) #u ( (2)*u #u (3) ) 
where (1) = G(C(=(vv) u) ) 
(2) = ,(v u) 
(3) = ,(v V) 
Figure 3. Graphic Representation of P with States 
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N= (0,1,2,3,4,5,6,7,8}, nO= {0} , 
F=(4} and T = 
r-T |G| 
1—1 
1 J 0 1 2  3 4 5 6  7 8 1 J 0 1 2 3 4 5 6  7 a 
r" » 1 1 
0 1 0 0 0 0 0 0 0 6 61 01 0 0 0 0 0 0 0 2,6  2 ,6  1 
1  1 0 0 0 0 0 0 0 6 61 11  0 0 0 0 0 0 0 2,6  2 ,61  
2 |  0 0 0 0 0 0 0 6 61 2 |  0 0 0 0 0 0 0 2,6  2 ,61  
3| 4 4 4 4 4 4 4 4,61 31 0 0 0 0 0 0 0 2,6 2,61  
4 1 0 0 0 0 0 0 0 6 61 4| 0 0 0 0 0 0 0 2,6  2 ,6  1 
51 0 0 0 0 0 0 0 6 61 51 0 0 0 0 0 0 0 2,6  2 ,61  
61 0 3 0 0 0 0 0 6 61 61 0 0 0 0 0 0 0 2,6  2,61 
7| 0 0 0 0 0 0 0 6 61 71 0 0 0 0 0 0 0 2,6 2,6 1 
8 1 0 0 0 0 0 0 0 6 61 81 0 0 0 0 0 0 0 2,6 2,6  1 
L_ J L. - 1 
r-i I—I 
|C| 1,1 
I J I—I 
0 1 2 3 4 5 6 7 8 0 1 2 3 4 5 6 7 3 
1— —1 r —1 
0|0 0 0 0 0 0 0 6 6| 01 8 8 8 8 8 8 8 6,8 6,81 
1|0 0 0 J 0 0 0 6 6| 11 8 8 8 8 8 8 8 6,8 6,81 
213 0 0 0 0 0 0 6 61 2| 8 8 8 8 8 8 8 6,8 6,81 
310 0 0 J 0 0 0 6 61 3| 8 8 8 8 8 8 8 6,8 6,81 
4 10 0 0 J 0 0 0 6 6 1 4| 8 8 8 8 8 8 8 6,8 6,81 
5|0 0 0 0 0 0 0 6 6| 5| 8 8 8 8 8 8 8 6,8 6,81 
610 0 0 0 0 0 0 6 6| 6|7 ,8 7,8 7,8 7,8 7,8 7,8 7,8 6,7,8 6,7,81 
7|0 0 0 0 0 0 0 6 6 1 7| 8 8 8 8 8 8 8 6,8 6,81 
a 10 0 0 0 0 0 0 6 6| 8| 8 8 8 8 8 8 8 6,8 6,81 
Figure 4. A Non-deterministic Tree Automaton M 
29 
Input Expression Tree Binary Pepresentatian 
G G 
I  /  
c  c  
, = f 
/ \ / \ / / 
s  s  s  ,  s-s  s  ,  
/ \ / 
s  s  s—s 
step Transition (Bottom-up) Action 
1 T(S,0,0) = {0} 
2 T(S,0,0) = {0} 
3 T(5,0,0) = {0} 
H T(S,0,0) = {0} 
5 T(,,0,0) = (8) 
6 T(S,0,8) = (6} 
7 T(,,6,0) = {7,8} 
9 T(=,0,7) = {2,6) 
T(=,0,8) = {2,6} 
9 T(C,2,0) = {3} 
T(C,6,0) = fO) 
10 T(G,3,0) = {4} Accepted 
T(G,0,0) = {0} 
Figure 5. M Accepting G (C (= (SS) , (S, (SS) ) ) ) 
The tree automaton M is non-deterministic whenever 
there exist common subtrees in B. This is because we as­
sign different next states to the same nodes in the common 
subtrees when M is being constructed from P. Note that 
any variable v in S could match a subtree rooted by any sym-
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bol in the alphabet SIGMA, so that both ,(v,) and ,(vv) 
could match , (G,) while the roots of , (v,) and , (vv) 
have been assigned two different states. Thus, we consider 
,  (V, )  and , (vv) in Figure 2 as common subtrees. If there 
are no common subtrees in S, then the tree automaton M con­
structed from R is deterministic. 
Since a deterministic automaton is easier to simulate 
by a program than is a non-deterministic automaton, we would 
like to find a deterministic automaton accepting the same 
language for each non-deterministic automaton. Thatcher and 
Wright (5 1) have proved the equivalence of deterministic and 
non-deterministic automata by the subset construction. In 
next section, we will dicuss this transformation and its ef­
fective ne ss. 
Deterministic Tree Automata 
The equivalence of non-deterministic and deterministic 
machines is well-known in conventional finite automata theo­
ry and tae same equivalence exists in the theory of the tree 
automata. If a given set U in T-SIGMA is recognized by a 
non-deterministic finite tree automaton, then U is also re­
cognizable by a deterministic finite tree automaton. This 
is done ay a "subset construction" method. If a non-deter­
ministic finite tree automaton (NFA) has n states, then the . 
n 
number of states of the equivalent deterministic finite au­
tomaton (CFA) could in principle have 2" states. In prac­
tice, only those subsets of the original states that are ac­
tually needed are generated. However, it is not necessary 
to construct a NFA separately as an input to the subset con­
struction algorithm. Since the transitions of a binary tree 
automaton can be conviently represented by a "transition ma­
trix," it is found that the transition matrix of a NFA is 
fully contained in the upper-left corner of the transition 
matrix of the equivalent Df&. Thus, each row or column of 
the upper-left corner of the DfA transition matrix repre­
sents a state in NFA, And this part of the matrix can be 
directly constructed from the regular expression. Each new 
state in the CPA is generated when a new set of states is 
found in the upper-left corner of the transition matrix. 
The entries of the transition matrix for these new states 
are the union of the entries of all corresponding states in 
the NFA (the upper-left corner). The process continues un­
til no new state is generated. 
The following algorithm constructs an egivalent DFA 
from a given NFA. 
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procedure DFA; 
Input: An NFA = (N,T,nO,F) over SIGMA where N is a 
set of states, T is the transition function, 
nO is the initial state and F £ N is the set 
of final states 
Output: A DFA = (N*,T*,nO,F') over SIGMA which ac­
cepts the same language 
Comment; Let the number of states in N be j. And 
let N* be an extendable vector initialized 
such that; all states in N are stored in 
N • (0) » • • • » N ' ( j-1) ; and each non-singleton 
subset of N that is a value of T is stored 
in N(j) , N(j + 1) ,N(k). 
1 . £ unction DFA_VALUE (X,ï: DFA states); 
2. beain 
3. for each symbol a in SIGMA do 
4. beçLin 
5. S := {s)T (a,ni,nj)=s for each ni in X, nj in Y); 
6. if S is not in N* then 
7. begin 
8. state_now := state_now +1; 
9. N' (state_now) : = S 
10. end 
11. T(a,X,Y) := S 
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12. end 
13. and {of DFA_VALU2); 
U. begin fof DFA} 
15- j ;= the number of states in M; 
16. state_now ;= the number of states in N'; 
17. whila state_now > j do 
18. begin 
19. j := i + 1; 
20. for k = 0 to j-1 do 
21. call DFA.VALUE 
22. for k = 0 W j do 
23. call DFA_VALUE (N• (k) , N• ( j) ) 
24. end 
25. P':={f'|f' in N' S f contains any state that is in F} 
26. end (of DFA} 
We illustrate this algorithm with the non-deterministic 
tree automaton in Figure 4. Beginning from line 15, j = S 
and stat3_now = 13. Enter the loop of lines 17-24. j = 9 
in line 19. The function DFA_VALIIE is called the first time 
with the parameters (6,3) and {0}. Line 11 is executed four 
times in this call, each for one input symbol. Four trans­
itions are generated, T(G,9,0) = 0, T(C,9,0) = 0, T( = ,9,0) = 
0 and T(, ,9,0) = 10. The loop of lines 20-21 calls the 
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function 9 times to fill the entries (9,0) (9,1)...(9,8) of 
the transition matrix for each symbol. Sitnilatily, the loop 
of lines 22-23 fill the entries (0,9) (1,9)... (9,9) of the 
transition matrix for each symbol. Back to the loop of line 
17, the condition "state_now > j" is still true. This loop 
is executed again to get the value for row 10 and column 10 
of each transition matrix. If this process continues, we 
shall eventually get the result shown in Figure 6. Note 
there ara four states, 1, 2, 5 and 7, which are unreachable 
From the initial state in Figure 6. In next section, a new 
minimization algorithm will detect any unreachable state 
easily. 
In theory, a NFA with 9 states might generate a DFA 
with 512 states, one for each subset of the nine states. 
But, in the last example, we found that only 14 states (in­
clude 4 unreachable states) were needed. The "subset con­
struction" which generates only actually needed states seems 
to be a very useful technique. 
It is also noted that the DFA constructed might not be 
a "minimal" automaton. In next section, we will propose an 
algorithm to reduce the number of states for any DFA to a 
minimal number. 
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Rename 9 = (6,8) 12 {2, 6} 
10 = (7,8) 13 — {*, 6) 
11 = (6,7, 8} 
DFA M = (Nr T, nO, F) where 
N = (0,1,2, 3, 4,5,6, 7,8 ,9 ,10, 11, 12, 13} 
nO = = (0) , F = (4,13) and T = 
G 
0 1 2 3 U 5 6 7 8 9 10 11 12 13 
1— 
0| 0 0 0 0 0 0 0 6 6 6 6 6 0 01 
1| 0 0 0 0 0 0 0 6 6 6 6 6 0 01 
2| 0 0 0 0 0 0 0 6 6 6 6 6 0 01 
31 4 4 4 4 4 4 13 13 13 13 13 4 4I 
0 0 0 0 0 0 0 6 6 6 6 6 0 01 
5| 0 0 0 0 0 0 0 6 6 6 6 6 0 01 
6| 0 0 0 0 0 0 0 6 6 6 6 6 0 01 
7| 0 0 0 0 0 0 0 6 6 6 6 6 0 01 
8| 0 0 0 0 0 0 0 6 6 6 6 6 0 01 
9| 0 0 0 0 0 0 0 6 6 6 6 6 0 01 
101 0 0 0 0 0 0 0 6 6 6 6 6 0 OJ 
111 0 0 0 0 0 0 0 6 6 6 6 6 0 01 
121 0 0 0 0 0 0 0 6 6 5 6 6 0 OJ 
131 0 0 0 0 0 0 0 6 6 6 6 6 0 01 
0 1 2 3 4 5 6 7 8 9 10 11 12 13 
1— 
0| 0 0 0 0 0 0 0 6 6 6 6 6 0 01 
1l 0 0 0 0 0 0 0 6 6 6 6 6 0 01 
21 3 0 0 0 0 0 0 6 6 6 6 6 0 01 
3| 0 0 0 0 0 0 n 6 6 6 6 6 0 01 
4| 0 0 0 0 0 0 0 6 6 6 6 6 0 0| 
5| 0 0 0 0 0 0 0 6 6 6 6 6 0 01 
6| 0 0 0 0 0 0 0 6 6 6 6 6 0 01 
7| 0 0 0 0 0 0 0 6 6 6 6 6 0 01 
81 0 0 0 0 0 0 0 6 6 6 6 6 0 01 
91 0 0 0 0 0 0 0 6 6 6 6 6 0 0| 
101 0 0 0 0 0 0 0 6 6 6 6 6 0 01 
1 1 1  0 0 0 0 0 0 0 6 6 6 6 6 0 01 
121 3 0 0 0 0 0 0 6 6 6 6 6 0 01 
131 0 0 0 0 0 0 0 6 6 6 6 6 0 01 
I J 
Figure 6, Constructing a DPA from an NFA 
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CHAPTER III. MINIMIZING THE NDBBEB OF STATES OF A TREE 
ADTONATON 
Introduction 
A daterministic binary tree automaton has been con­
structed in Chapter II. In this chapter an automata mini­
mization algorithm is developed that has a time bound of 
0(n2*log n) for any binary tree automaton where n is the 
number of states. The conventional algorithm for minimizing 
the numbar of states in a finite string automaton needs 
n(nZ) time. If we consider the minimization problem for 
tree automata with rank k symbols, as Brainerd (9) indi­
cates, the execution time of such an algorithm is propor­
tional to 0 (n^ + *) . For finite automata with large numbers 
of states, this algorithm is inefficient. Hopcroft (20) 
proposes an n*log n algorithm for minimizing states in a 
finite string automaton. In this thesis, we generalize his 
ideas to tree automata and show that the execution time of 
the minimization problem for any binary tree automaton is 
0(n2*log n) , 
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The present work is concerned with the minimization al­
gorithm for finite tree automata and specially with the de­
tails of how such an algorithm could be used in practice. 
Without loss of generality, we already constructed a binary 
tree automaton over any ranked alphabet in Chapter II. 
Therefore, the input of the following minimization algorithm 
is assumed to be a binary tree automaton. However, it could 
be easily extended to n-ary tree automata. 
Given a tree automaton M=(N,T,nO,F) over SIGMA, we want 
to find another tree automaton M' with the minimum number 
of states that is equivalent to M. As stated above, for 
any statas x, y and input symbol a, T(a,x,y) denotes 
the next state of M. Figure 7 gives a simple example. 
I—1 
la| 
I J 
St ate 
X 
State 
r-
1 I 
21 
31 
4 I 
51 
6 1 
2 3 
—1 
21 
3| 
4| 
51 
61 
fi| 
I—I 
Ibl 
I J 
State 
X 
State 
y  
1 : 
r-
1I 
21 
31 
'^l 
5| 
6 1  
L_ 
N= [1,2,3,4,5,6), nO={1}, F= {6} and SIGHA={a,b) 
Figare 7. Next State Tables T(a,x,y) and T(b,x,y) 
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A tree automaton can be converted into a minimal 
equivalent tree automaton by combining the e-juivalent 
states. State equivalence is defined formally by the fol­
lowing: 
States s and t are equivalent if and only if for 
each input string v ,  the following two conditions are 
fulfilled; 
(1) For any state y in N, T(w,s,y) is a final 
state if and only if T(w,t,y) is a final state. 
(2) For any state x in N, T(w,X/S) is a final 
state if and only if T(w,x,t) is a final state. 
At the beginning, the set of states N could be parti­
tioned into two blocks F and N - F, However, since the ob­
ject of idiom matching is to perform idicm-directed transla­
tion in addition to simple recognition, it is necessary to 
place each final state in a separate block. Each final 
state indicates that one of a unique set of idioms has been 
found and a special routine for this set of idioms can be 
called to handle its semantic features. 
The blocks of the initial partitions are then repeated­
ly Sflit by examing the next states on a given input for all 
states in the block. States whose next states on a given 
input are in different blocks are not equivalent. When nc 
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futher refinements are possible, states in the same block 
are equivalent and can be combined into one state. 
Consider the example in Figure 7. The initial parti­
tion is (1,2,3,4,5)(6). On the first iteration we examine 
all next states of the states in the block (1,2,3,4,5). 
Since on input a, the next states of states 1, 2, 3 and 4 
are all in the first block (1,2,3,4,5) and one of the next 
states of state 5, T(a,5,6), is in the second block (6), 
the first iteration refines the partition into the blocks 
(1,2,3,4) , (5) and (6). On the second iteration, the block 
(1,2,3,4) is split into (1,2,3) and (4). It is seen that 
n iterations are needed before the final partition 
(1) (2) (3) (4) (5) (6) being reached. Because each iteration 
takes 0(n2) steps, the total number of steps needed for 
this straightforward algorithm is 0(n3). 
To remove one state from a block, the above approach 
takes 0(n2) steps. We now propose a new algorithm which 
also neels n iterations, but the worse case time bound is 
only 0(a2*log n). Before describing the new algorithm, we 
illustrate it by the example in Figure 7. First, the next 
state table T in Figure 7 is converted into a previous state 
table T-i shown in Figure 8. T"* is defined as T-i(s,a) = 
[ (X, y) J T(a, X, y) =s} for a in SIGMA and s in K. The initial 
partition is still (1,2,3,4,5) (6), If we selected the block 
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(6) on input a, the previous state table T-* tells us that 
state 5 13 one of the previous states of the block (6) and 
those of other states 1, 2, 3 and 4 are not. Thus, the 
state 5 is different from the state 1, 2, 3 and 4 in block 
(1,2,3,4,5). The first iteration divides the block 
(1,2,3,4,5) into two subblocks (1,2,3,4) and (5). Note that 
the previous straightforward algorithm would have the same 
result after the first iteration being executed. But this 
new algorithm does not need 0(n2) steps on the first iter­
ation. rhe time needed to partition a block is proportional 
to the number of transitions into the block. The second it­
eration continues with the smaller subblock being selected. 
In this sxample, the subblock (5) is selected. Since the 
size of those selected subblocks are always less than half 
the size of the block which is being split, the total number 
of steps in the algorithm is bounded by 0(n2*log n) . 
One another important advantage of this new algorithm 
is that it is easy to detect any unreachable state from the 
initial state. The previous state table T~* tells where 
each state comes from. For any non-initial state, if there 
is no pravious state in T-i, then it must be an unreachable 
state. And those non-initial states which have only unrea­
chable states as previous states can't be reached from the 
initial state. 
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Input symbol 
a 
# I I  (1, 1) . .  (1,5) (2,1) . .  (2,5) I  (1,1)..(1,6) (2,1)..(2,6) 
1(3,1).. (3,5) (4,1).. (4,5) I (3,1).. (3,6) (4,1).. (4,6) 
I (5,1) . .  (5,5) (6,1).. (6,5) 1(5,1).. (5,6) (6,1).. (6,6) 
I  1 
21(1,6) I 
31(2 ,6)  I  
I  h 
41(3,6) 1 
51(4,6) 1 
I  +  
61 (5 ,6 )  (6 ,6 )  I  
I 
Figure 8, Previous State Table T-i 
Partition Algorithm 
Let (N,T,nO,F) over SIGMA be a finite tree automaton 
where N LS a finite set of states, T is a mapping from 
SIGMA X N X K into N, nO is an initial state and F £ N is 
the set of final states. The algorithm for finding the 
equivalence classes of N is described below. 
1 .  
2 .  
3. 
li. 
S. 
6 .  
7. 
R. 
9. 
10  
11 
1 2  
13 
14 
15 
1 6  
17 
18 
19 
20 
43 
prozedure PARTITION 1; 
bsain 
Construct the previous state table T-*; 
Delate any state which is unreachable from nO; 
Let initial partition be {B (1) ,. .,B(p)} ; 
For each a in SIGMA, add all indices of the blocks in 
the initial partition to the vector L(a) except one 
olock of the maximal size; 
while L(a) ^ jS for any a in SIGMA do begin 
select any i from L(a) and delete it; 
for any B(j) such that the set of the previous 
states of B(i) includes any state in B(j) do 
begin 
Create a new block B(k); 
B(k) := [t|T(a,t,y) in B(i) or T(a,x,t) in B(i) 
with X, y in N, t in B(j)}; 
B(j) := B(j) - B(k); {partition B(j)} 
if j is in L(a) then 
add k to L(b), for each b in SIGMA 
else if I B (j) |<|B (k) I then 
add j to L(b)f for each b in SIGMA 
else add k to L(b), for each b in SIGMA 
end {of for loop) 
and {of while loop) 
end; (of PARTITION 1) 
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Kxam£le 2 
Consider the tree automaton M in Figure 6. A previous 
state table T"^ can be constructed as in Figure 9, The 
notation (0-2,0-6) is a compact way of writing a number 
of state pairs and means (0,0) (1,0) (2,0)...(2,6). Ob­
viously, states 1, 2, 5 and 7 are unreachable states 
from the initial state 0. Since state 4 and state 13 
indicate the same class of idioms, the initial parti­
tion is (0,3,6,8,9,10,11,12) (4,13) . If block (4,13), 
whijh has fewer transitions into the block, is selected 
on input G, then the previous state pairs (3,4) and 
(3,13) in T-: shows that state 3 is a previous state of 
the block (4,13). But T-i([4,3},G) doesn't contain the 
pairs (X,4) or (x,13) where x is any state in the block 
(0,3,6,8,9,10, 11,12) except 3. Thus, this block is di­
vided into two subblocks (0,6,9,9,10,11,12) and (3). 
Next, if the block (3) and input c are selected, then 
(12,0) is the only pair that needs to be considered. 
This is because state 2 is an unreachable state so that 
(2,0) can be ignored. The pair (12,0) shows that the 
block (0,6,8,9,10,11,12) should be divided into (3) and 
(6,3,9,10,11,12). However, it also indicates the state 
12 IS different from any other state in 
(6,8,9,10,11,12). Thus, two new subblocks (12) and 
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(6,3,9,10,11) are generated. For the time being, the 
partition is (0) (3) (6,8,9,10,11) (12) (4,13). Again, if 
the block (12) is selected on input =, the pairs 
(0-13,7-11) show that state 6 is absent while states 8, 
9, 10 and 11 are in. So, the block (6,8,9,10,11) is 
divided into two subblocks (6) and (8,9,10,11). Fur­
ther iterations do not generate any new partition. So 
the final partition is (0) (3) (6) (8,9,10,11) (12) (4,13). 
Figure 10 shows the equivalent minimal machine M'. And 
Figure 11 shows the execution of this minimal machine 
for the same example presented in Figure 5. 
The above algorithm omits some important implementation 
details. To keep 0(n2*log n) time, the algorithm needs cer­
tain data structures to reduce the computation. The follow­
ing algorithm describes the details of the partition process 
so that the analysis of run time can be obtained. 
Initially, for any input a the vector L(a) contains all 
indices of the blocks of the initial partition except one 
block of the maximal size. After a block B(i) is selected 
on input a, the index i is removed from L(a) and some block 
B(j) is split by the previous state pairs of B(i) and a. 
The algorithm terminates when all indices are removed from 
each vector L (a) . 
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Input sym. G C = , 
S 01(0-2,0-6) 1(0-1,0-6) 1(0-13,0-6) | | 
t 1(4-13,0-6) [2,1-6) (12,1-6% (0-13,12-13) I | 
a 1(0-2,12-13) 1(3-11,0-6) | I - I 
t 1(4-13,12-13) J (13,0-6) I I 1 
e I 1(0-13,12-13) I I I 
f t  11  -  I  -  I  I  -  I  
2 |  -  I  -  I  -  I  I  
I  1 4— 4 
3| - I (2,0) (12,0) I - I I 
I  4 4 +  4 
4(3,0-6)(3,12-13; - 1 - I - I 
51 -  I  -  I  -  I  I  
61(0-2,7-11) 1(0-13,7-11) I I - I 
1(5-13,7-11) 1 I 
71 I  -  I  -  I  -  I  
8| I I 1(0-5,0-6) I 
I I I 1(0-5,12-13) I 
I - I - I - 1(7-8,12-13) I 
I I I 1(10,12-13) I 
I 1 I 17-8,0-6X10,0-6| 
I 1 H 4- 4 
9) I I 1(0-5,7-11) I 
I - I - I - 1 (7-8,7-11) j 
I I I 1(10,7-11) I 
101 I I I (6,0-6) (9,0-6) I 
I I I 1(6,12-13) I 
I - I I I (9,12-13) I 
I I I 1(11-13,0-6) 1 
I I I 1(11-13,12-13) I 
111 I - I - (6,7-11) (9,7-11% 
I I I 1(11-13,7-11) I 
121 - I - I(0-13,7-11) I - I 
131 (3,7-11) I - I - I - I 
! •  I  I  1 ,1=  I I  •  I  ill • I  • 11 11 I  • iL I I  I —wm !• iL I  J 
Figure 9. The Previous State Table T-* for M in Figure 6 
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R = (1) • u ( (2)*u #u (3) ) 
where (1) = G(C(= ( V V )  U)) 
(2) 
- , 
( V  u )  
(3) 
- , 
(V V) 
Rename: 0 = [0} 3 = {8, 9,10 ,11} 
1 II
 
w
 
4 = {12} 
2 = (3} 5 = {6} 
N= (0, 1,2 ,3,4,5), no = f0}, F= {1}, 
SIGMA = {G ,C,=,,; and T= 
1—1 1—1 |G| 0 1 2 3 4 5 1 = 1 0 1 2 3 4 5 
•—'r- 1 ^ _j r 1 
01 0 0 0 5 0 0| 01 0 0 0 4 0 0| 
11 0 0 0 5 0 01 11 0 0 0 4 0 01 
21 1 1 1 1 1 11 21 0 0 0 4 0 0| 
31 0 0 0 5 0 01 31 0 0 0 4 0 0| 
4| 0 0 0 5 0 01 4| 0 0 0 4 0 0| 
51 0 0 0 5 0 01 51 0 0 0 4 0 01 
L. I L. 
I—1 
ICI 0 1 2 3 4 5 1,1 0 1 
I—J , 1 "—• I 1 
OJ 0 0 0 5 0 0| 0| 3 3 3 3 3 3| 
11 0 0 0 5 0 0| 1| 3 3 3 3 3 3| 
21 0 0 0 5 0 01 21 3 3 3 3 3 3| 
31 0 0 0 5 0 0| 3| 3 3 3 3 3 3| 
41 2 0 0 5 0 0| 4| 3 3 3 3 3 3| 
51 0 0 0 5 0 01 5| 3 3 3 3 3 31 
I J L J 
Figure 10. The Minimal Machine M' 
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Input Expression Tree Binary Representation 
<7 
I  
C 
/ 
/ \ / / \ / 
/ /'\ / / 
s  s  s  ,  S--S S , 
/ \ / 
s  S s—s 
step Transition (Bottom-•up) Action 
1 T(S,0,0) = 0 
2 T (S,0,0) = 0 
3 T (5,0,0) = 0 
n T (S,0,0) = 0 
5 T(,,0,0) = 3 
6 T (S,0,3) = 5 
7 T(,,S,0) = 3 
8 T (=,0,3) = 4 
9 T(C,4,0) = 2 
10 T (S,2,0) = 1 Accepted 
Figure 11. M« Accepting G (C(= (SS), (S, (SS) ) ) ) 
procedure PARTITI0N2; 
begin 
For each a in SIGMA and each s in N construct 
T-» (s,a): = {{x,y)|T(a,x,Y)=s}; 
Let initial partition be (B (1) . ,3 (b)} ; k := h + 1; 
(each t in F could be assigned as a unique block) 
if r-i {s,a)=fS for each a in SIGMA and s / nO then 
3 is a unreachable state; 
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5. for each a in SIGMA do 
6. L(a) = (1»..»h} except i is the index of the largest 
subblock in the initial partition; 
7. while there exists an a in SIGMA such that L(a) ^ P do 
3. begin 
9. select a in SIGMA and i in L(a) ; 
10. L (a) : =L (a) - [i) ; 
11. for each j < k such that |B{j)| > 1 and there exists 
a t in B(j) with T(a,t,y) in B (i) or T(a,x,t) in 
B (i), x,y in N, do 
12. begin 
13. B1 (j) :={t|T(a,t,y) in B(i) or T(a,x,t) in B(i) 
with X,y in N, t in B(j)}; 
14. B2(j) :=B(j)-Bl (j) ; 
15. BH (j) :=f: B12 (j) :=jï; 
16. for all T(a,x,y) in B(i) with x,y in B1(j) do 
17. add (x,y} to 81= (j) ; 
18. f^r any x,y in BI2 (j) such that T(a,x,y) not in 
B{i) do 
19. begin 
20. B12 (j):=B12(j)-{x,y); 
21. add {x,y} to B1»(j) 
22. end; 
23. Bl3(j) : = B1 (j)-Blt (j)-B12(j) ; 
21. r:=3; ra:=3; 
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25. for each y not in B(j) such that T(a,x,y) in B (i) 
with X in B1p(j), r<p<m do 
26. begin 
27. B:= {t|T {a,t,y} in B (i) with t in Blp(j), 
r<p<m) ; 
28. a:=m + 1; Bim ( j) : =Blp ( j)-B; B1p(j):=B 
2 9. end ; 
30. for each x not in B(j) such that T(a,x,y) in 3 (i) 
with y in Blp{j), r<p<m do 
31. begin 
32. B:=[t|T(a,x,y) in B(i) with t in Blp(j), 
r<P<m) ; 
33. m:=m+1; Bim ( j) : =Blp {j)-B; Blp(j);=B 
34. end. ; 
35. if 1 is in 1(a) then sw:=1 else sw:=0; 
36. max;=Hax(|B2(j) I ,|Blp( j) I 2<p<m) 
37. B{j): = B2(j); 
38. if |B(j)|/max and sw=0 then 
39. for each b in SIGMA, add (j} to L (b) 
U0. else sw: = 1 ; 
m. for each t in 51» (j) ^  
^2. begin 
43. B(k); = £t}; 
44. if ]B(k)|=max and sw = 0 
4 5. then sw:=1 
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46. else for each b in SIGMA, add {k) to L(b) ; 
47. k:=k+1 
48. end; 
49. for p: =2 to m do 
50. begin 
51. B(k) :=B1p(j) ; 
52. if |B(k)|=max and sw=0 then sw: = 1 
53. else for each b in SIGMA, add £k) to L(b) ; 
54. k:=k+1 
55. end [of for p loop) 
56. end (of for j loop} 
57. and {of while loop} 
58. end. {of PARTITI0N2) 
Correctness of Algorithm 
The first part of the work involved in showing the 
above algorithm correct is proving that the algorithm termi­
nates. The algorithm must terminate since the only times 
that a block index is added into L(a) are at lines 6, 39, 46 
and 53. If m is the size of the block being split, then 
there ara at most m subblock Indices being added to 1(a) af­
ter the refinement of such a block. The number of refine­
ments is at most n. Each time line 9 is executed, a block 
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index is removed from L{a), Thus, the algorithm must termi­
nate. 
The second part is to prove that two unequivalent 
states cannot be in the same block when the algorithm termi­
nates. Assume two uneguivalent states s and t are in block 
R(i) and one of the next states of s, T(a,s,w) or T(a ,w,s) 
where w is any state in N, is in block B(j) and one of the 
next states of t, T(a,t,w) or T(a,w,t) where w is any state 
in N, is in block B(k) where j / k. Consider the point at 
which tha block containing the next states of s and t is 
split in a manner that separates those next states. This is 
the first time that those next states of s and t are in sep­
arate subblocks. At this point, at least one of the two 
subblock indices is added to L (a). When this subblock index 
is selected from L (a) , the block containing s and t is par­
titioned with s and t going into separate subblocks. Thus, 
s and t cannot both be in B(i). 
Partition Algorithm Complexity 
The straightforward algorithm for the partition problem 
requires time 0(n3). With certain data structures, the 
above algorithm can be implemented in 0(n2*log n) time. 
Let us consider in detail the implementation of the 
above algorithm. Lines 2-6 are executed only once. The 
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crucial part of the timing argument is to show that the loop 
of lines 7-57 can be executed in time proportional to 
|T-i(B(i) ,a) I which is the number of state transitions on 
input a terminating on states in B{i). line 2 requires 
0(n2) steps. Lines 3-6 take only constant time. To find 
the apprjpriate j's at line 11, we need a vector BLOCKVEC 
such that BLOCKVEC(t) is the index of the block containing 
t. BLOCKVEC can be initialized in 0(n) steps. Using 
RL0CK7EC, we can also construct a JLIST of all possible j's 
in line 11. By inspecting the inverse table T-:(B{i),a), we 
collect the t*s such that T(a,t,y) in B(i) or T(a,x,t) in 
B (i). Each time a new t is found, the block containing t is 
located and is added to JLIST if it is not already in JLIST, 
Line 13 is executed at the same time JLIST is being con­
structed. t can be placed on a list of states to be split 
from the block j in JLIST. So, line 13 and line 14 require 
time proportional to the size of Bl (j) . 
The set Bl2(j) can be constructed when Bl(j) is being 
initalized. To execute lines 18-22 in constant time, we 
need a list NOMAT and a count field COUNT for each x in 
B12(j). When adding {x,y) to B12{j), we increase COUNT (x) 
by 1. If y is already in the list NOMAT(x), then y is de­
leted; otherwise, x is added to NOMAT (y). After Bl^fj) is 
set up, 311(]) can be constructed in constant time by check­
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ing NOMAf for each x in 81%(j). So, lines 15-23 take 
0 (I B1 (j) I ) steps. 
When line 11 is executed, a list YLIST containing every 
possible y in the state transition T(a,x,y) terminating on 
any stata in B(i) is constructed. Then lines 24-29 can be 
done in 0(|B13(j) |) steps. If the same technique is applied 
to X in aach T(a,x,y), then lines 30-34 can be done in 
0(|B13(j) I) steps. Lines 35, 36, 38, 39 and 40 require only 
constant time. Line 37 needs 0(|B2(j)|) steps. Also, lines 
41-48 and lines 49-55 require 0(|B1i(]) |) and 0(lBl2(j) | + 
|B13(j)|) steps, respectively. 
Line 23 implies that Bl ( j) is the union of the subsets 
Bl*(j), B12 (j) and Bl3(j). He may conclude that the execu­
tion time of lines 12-55 is proportional to 0(|B1(j) |). But 
B1(j) is the intersection of B{j) and the set {t|T(a,t,y) in 
B(i) or r(a,x,t) in B (i) with x,y in N). Since every parti­
tion of S contains only disjoint blocks, the aggregate time 
on all possible j's for the execution of lines 11-56 is 
0 (I T-i (B(i) ,a) I ). To complete the time complexity of this 
algorithm, the only thing remaining is the number of times 
the main loop is executed. 
Let us consider the case of a state s, which is in a 
block not in L{a), but nevertheless has its block added to 
L (a). This can happen once at line 6. If this happens at 
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lines 39, 46 or 53, the block containing s is at most half 
the size of the block containing s prior to being split. We 
may conclude that the block containing s is not put into 
L(a) mora than 1 • log n times. This means that s cannot be 
in the block i selected at line 9 more than 1 + log n times. 
Suppose the execution time of the loop, lines 11-56, is 
proportional to lT~*(s,a)|. The above discussion tells us 
that s cannot be in the selected P(i) more than 0 (log n) 
times. And we already knew the sum of |T~*(s,a)| for each s 
in N is n®. So, the time complexity of this algorithm is 
seen to be 0(n2«log n). 
In summary, lines 9-57 form the main loop which is exe­
cuted at most 0 (log n) times for each symbol a in SIGMA. 
And we already knew that the execution time of lines 7-57 is 
0 (J T-* (B(i) ,a) I ) , i.e., 0(n2). Hence, the total time taken 
is 0 (n2«iog n). 
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CHAPTER IV. SELECTING AMD HATCHING IDIOMS 
Definition of Benefit Function 
This chapter shows how idioms in an expression tree can 
be matched and what should be done if idioms are overlapped. 
Since idioms can be matched throughout the expression tree, 
some nodas may be in more than one match. For example, giv­
en the expression 
G(C( = (xy) , (, (ab) , (cd)))) 
and threa idioms 
II : , (V , (vv) ) 
12: , (, (vv) , (vv) ) and 
13: G(C(=(vv) , (V , (vv)))) 
Figure 12 gives three possible matches. For graphic rea­
sons, tha branch fuction is typed as "G" and the compression 
function is typed as "C." 13 is one of the idioms defined 
in Figura 2. In Figure 12, there are two concatenation (,) 
functions that are matched by more than one idiom. If the 
subtree matched by II has been treated as a unit, then these 
two concatenation functions no longer exist, i.e., 12 and 13 
can't match E, and vice versa. 
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Idiom II Idiom 12 Idiom 13 
/ ' \  / \  I  
/ \ / i 
/ \ / \ / \ / \ 
v v v v v v  /  \  
/ \ /\ 
V V V , 
/ \ 
V V 
Expression tree E 
G G 
I  I  
I  I  
A 
/ \ / \ matches II / \ /|\ 
X  y  #  ,  >  X  y  ,  c  d  
/ \ / \  / \  
a b e d  a t  
matches 12 
X  y  a b e d  
13 
matches 13 x y , c d 
> / \ 
a t 
Figure 12. Three Overlapping Matches on an Expression Tree 
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Since we can't optimize all idioms at the same time, we 
should choose the "best" selection that will contain only 
non-overlapping matches on the expression tree. By the 
"best" one we mean the one which will gain the maximal ben­
efit from optimization. This benefit could include saving 
of object code, decreasing execution time and/or reducing 
temporary storage. Then the benefit function of node x in E 
is defined as 
Benefit(x) = max( BETA(IDi at x) + sum of Benefit(v) ) 
i v in frontier of IDi 
where BETA(IDi at x) represents the benefit of IDi matched 
at node x and the v*s are the roots of the subtrees in E 
that correspond to the variable leaves of IDi. If there is 
no match at x, then BETA (IDi at x)=0 and the v's are the im­
mediate descendants of x. Note that the definition of 
BETA(IDi at x) allows different occurrences of the same idi­
om to have different benefits. For example, an idiom 
matched with array operands may have a larger benefit than 
the same idiom matched with scalar operands. 
This simple definition also indicates the following im­
portant fact: 
Benefit(x) > sun of Benefit(immediate descendants of x). 
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This will guarantee that a bottom-up selection algorithm 
will always find the maximal benefit in a single traversal 
of the expression tree E. The number of the best matched 
idiom is saved at each node. Thus, the best non-overlapping 
matches in the subtree rooted by node x in E can be found by 
a top-down traversal of the subtree, ignoring matched idiom 
numbers in the bodies of the chosen idioms. So the final 
non-overlapping matches can be retrieved by a top-down trav­
ersal beginning from the root of the expression tree. 
The Linear Idiom Selection Algorithm 
Idiom Selection Problem ; 
Given the set of all possible matches M in E, find the 
non-overlapping matches M', M* £ M, with the maximal 
benefit. 
This problem can be solved by two simple linear algorithms. 
The first algorithm MARK is implemented by directly inter­
preting the definition of the benefit function. Although 
both top-down and bottom-up strategies can be used, we 
choose the latter for the reason that it can be combined 
into one pass with the recognition algorithm. The second, 
SELECTION, obtains the non-overlapping matches by a top-down 
traversal of the expression tree. 
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procedure MARK; 
Input: An expression tree with the matched idiom 
numbers at each node 
Output: Maximum benefit and marked idiom at each node 
type node = record 
Op ; operator or constant; 
Match : list of matched idiom numbers; 
Benefit, Mark : integer 
end; 
var N : node; 
1• begin 
2. Traverse E in postorder, for each node N do 
3. fcegfin 
I. N.Mark := 0; 
5. N.Benefit := sum of v.Benefit; {v is a son of N} 
6. for each IDi in N.Match do {IDi that matches E at N} 
7. if N.Benefit < BETA(IDi,N) + sum of w.Benefit 
[each w is a root of a subtree in E that cor­
responds to a variable leaf of IDi} 
8. then begin 
9. N. Benefit ; =BETA (IDi, N)+sum of w.Benefit; 
10. N.Mark := IPi 
II. end; 
12. end {of for N loop} 
13. end; {of MARK} 
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Examele 2 
Consider the expression tree E and the idioms I1, 12 
and 13 in Figure 12. Using the simple benefit function 
BFTA(ini,N) = |IDi|, E will be matched as follows. 
/ G \ 
" / ! \ 5  C 
X y/ / 
12 V.\ 
3 a b c d 
There are three cases at the node that is the right 
son of node C: 
<Case 1> 
f ^ ' 010 ^ 0 
/ \ 
/ \ 
0-——^ y y —0 no o&uk 
/ \  /  \  
a b c d 
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<Case 2> 
—2+0+0  
mark 11 
<Case 3> 
3 + 0 + 0+0 + 0 
//\\ 
12// \\ 
3 : , , ; mark 12 
• •  
a b c d 
1 4  4  1  
II il 
0 0 0 0 
The case 3 with the largest benefit 3 would be saved at 
root , of the subtree of E. Then, root G of E is pro­
cessed. There are two cases; 
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<Case 1> 
G < 0 + 3 
I  
I  
-> C 
/\ 
/ \ / \ no mark 
X y r ,  
/\ / \ 
a b e d  
<Case 2> 
I G 5 + 0+0+0+0 + 0 
^/A\ 
1 /  \ \ 
^ \\ mark 13 
\  I /\i/X 
I ] a b|c â 
0 0 m <L 
01 I 
0 0 
Of course, the benefit 5 in Case 2 is saved at root 
Line 6 of the above algorithm assumes the actual shape 
of the matched idiom is known. In practice, the following 
implementation technique is needed to decide what this shape 
is. Each time a state that is associated with any operator 
(D, #a, *a) in the regular expression is reached, the set of 
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paths to all its frontiers nodes should be created. For ex­
ample, states U, 7 and 8 are such states in the graphic rep­
resentation of Figure 3, If the following expression tree 
is being processed by the machine of Figure 3, 
A <—{7} 
/ \ 
/ \ 
/ \ 
B <—{8} 
v3 / \ 
/ \ 
v1 v2 
the current state {7} has three paths (A, ...,v3), (A,...,v1) 
and (A, The notation means this path is a 
sequence of nodes from node x to node y. And the notation 
vi indicates the location of the variable v in tree; it 
doesn't im&ly a repeated variable. The last two paths, 
(A,...,v1) and (A,...,v2), are created by 
concatenating: 
I I (B,...,v1) and 
(A,...,B) II (B,.«.,v2). 
Thus, each time a state associated with the closure operator 
*a is reached, the shape of the actual matched idiom is de­
termined by the paths 
(root,...,a) II all paths associated with the subtree 
that corresponds to a and 
(root,.-, ,b) 
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where b is any frontier node except a constant or "a". Let 
the above expression tree be one cf the subtrees of the fol­
lowing expression tree. 
A"-"' 
/ \ 
— — " A  ^  — (7) 
va / \ 
/ \ 
/ \ 
— B — J8} 
v3 / \ 
/ \ 
v 1 v2 
The current state [7} has paths 
( R  f  m  m  »  f  A )  I I  {  ( A y « « « f V 3 )  ,  ( a ^ m ^ e ^ v l )  g  ( ! l , * « « , v 2 )  }  a u d  
(R## •• fV4) * 
That is, (Rf«#**v4)f {R,#«#,v3) , (P.,a««,v2) and (R,-m*fVl) * 
The same technique applies to the product operation, too. 
The bottom-up algorithm MABK marks each idiom that is 
the best match for the subtree rooted by x in E, Neverthe 
less, the marked idioms may not be included in the final so­
lution to the idiom selection problem for E. The final so­
lution is determined by the following algorithm. The 
algorithm starts at root of an expression tree- Then it 
traverses the expression tree top-down and obtains the se­
lected idiom numbers of the best non-overlapping matches. 
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procedure SELECTION(Nzitem); 
Input: An expression tree with the marked idiom 
numbers at each node 
Output: Selected idiom numbers 
tZEë item = record 
Op : operator or constant; 
Benefit, Mark : integer 
end; 
var D : item; 
1• begin 
2. if N.Mark /O then 
3. begin 
4. i := N.Mark; 
5. output {IDi matches at N} ; 
6. for each root D of the subtree that corresponds to a 
variable leaf of IDi do 
(leEt-to-right, preordcr traversal} 
7. call SELECTION(D) 
8. end 
9. else for each descendant D of N do 
10. begin [left-to-right, preorder traversal) 
11. output D; 
12. call SELECTION (D) 
13. end 
m. end; [of SELECTION} 
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Çxamgle 3 
Consider the expression of Example 2. The final non-
overlapping matches are shown below. 
G 
13 I 
I 
C 
/ \ " 
/ \ 
$ 
/ \ / \ or 
X y # r / \ 
/ \ / \ a b 
a b e d  
An Idiom Matching Machine 
This section describes an idiom matching machine that 
locates the matches with the maximal benefit in an expres­
sion tree. The idiom matching machine here will take advan­
tage of the preprocessed idiom set to achieve the fastest 
matching performance. The machine that uses a minimal tree 
automaton will make only one state transition for each node 
in an expression tree. 
When a tree automaton is being constructed, all vari­
ables (include repeated variables) are associated with the 
"don't care" state. The transition function of an automaton 
can't tell the difference between the repeated variables and 
the unrepeated variables. The repeated variables are 
checked only after a final state has been reached. 
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Let all the roots of a common subtree in an input 
expression be assigned the same label. By checking the la­
bels, the repeated variable problem can be solved at the 
roots of the subtrees that match repeated variable without 
traversing lower than those roots. Thus, a directed acyclic 
graph (DAG), which provides a good way of determining common 
subexpressions, could be constructed (in 0(n) time) for each 
input expression tree. Aho gives such an algorithm in (3). 
As shown above, each node associated with a final state 
contains path information that determines what the shape of 
matched idiom is. The path information associated with each 
final state can be used to locate every variable. Thus, the 
question of whether a repeated variable vi matches the same 
subtree that the other occurrences of variable vi match can 
be answered by checking the labels of the corresponding des­
cendants. The following algorithm summarizes the behavior 
of an idiom matching machine. 
procedure IDIOMACHINE; 
Input; An expression tree E and the minimal automa­
ton M which was defined in the last section 
Output: The non-overlapping matches with the maxi­
mal benefit 
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1 • begin 
2. let initial state be nO; 
[the state of an empty binary tree is nO} 
3, Traverse E in postorder, for each node W in E do 
' begin 
5. STATE = T(M,s1,s2) where si is the state of M's left 
son and s2 is the state of îl's right son; 
6. if STATE is in F then 
7. begin 
8. for each idiom I of F do 
9. if the repeated variables of I are not 
matched then 
10. remove I from Match list; 
11. using the statements in the body of MARK algor­
ithm, mark the node with the maximal benefit 
at M 
12. end 
13. end {of for M loop} 
lU. call SELECTION (root of E) ; 
{the best non-overlapping matches can now be traced 
top-down from the root of E} 
15. end. {of IDIOMACHINE} 
7 0  
One question that might remain is what the variables of 
a closure operation mean. They couid mean that every occur­
rence of the corresponding trees of these variables should 
have the same label (as repeated variables). On the other 
hand, they could simply be treated as unrepeated variables. 
Since each final state in an automaton either represents a 
single idiom or represents a class of idioms which have some 
common features, each final state knows all locations of the 
variable leaves of its corresponding idioms. For each vari­
able vi, where i > 0, in a regular expression, the checking 
of repeated variable must be performed; for vO, path infor­
mation is collected only for use in computing the benefit 
f unction. 
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CHAPTEB V. CONCLOSIOHS 
High Level Optimization 
This thesis investigated the design of an idiom match­
ing technique in a compiler for APL. An idiom is essential­
ly a term with variables that can be compiled as a unit to 
produce efficient programs. Idiom matching is the process 
by which a source program's parse tree can be scanned to lo­
cate occurrences of idioms, which can subsequently be used 
to produce optimized code. This optimization technique is 
particularly useful in API. Two problems in idiom matching, 
recognition and selection, have been defined and solved. 
The recognition problem deals with a technique to rec­
ognize occurrences of an idiom in an input tree. The recog­
nition problem has been solved with a tree automaton ap­
proach. The set of idioms is preprocessed to get a fast 
matching algorithm that takes only one state transition for 
each node in an input expression tree. A practical automa­
ton minimization algorithm is developed that obtains a time 
bound of 0(n2#log n) for any binary tree automaton with n 
states. For those idioms with repeated variables (i.e., a 
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variable that occurs more than once in the idiom), the tree 
automaton approach matches by recognizing a unique label as­
sociated with each identical subtree. Moreover, an algor­
ithm is provided to construct the tree automaton systemati­
cally. The tree automaton approach appears to be a good 
choice for the recognition algorithm since the idiom set is 
fixed in advance and is matched repeatedly by a number of 
expression trees. 
Once all occurrences of idioms in an input tree are 
recognized, it is necessary to be able to select those which 
are to be used for subsequent optimization. This step is 
needed, particularly when two or more idioms overlap over 
some portion of the input tree. The selection problem deals 
with determining how to select the most beneficial idioms 
for maximum cost advantage by any sort of benefit function. 
To this end, we define a general purpose "benefit function.** 
The cost benefit of an occurrence of an idiom may be calcu­
lated in any way for an optimization required, provided it 
satisfies certain general purpose criteria we define. The 
benefit function is versatile enough to allow the same idiom 
tc have different values when matched at different places. 
The complete solution of the idiom matching problem has 
therefore been solved by a one-pass bottom-up algorithm fol­
lowed by a one-pass top-down algorithm and requires only 
0 (n) time. 
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Future Work 
Consideting the huge size of the transition function of 
a DFA for a large set of idioms, some ccBpactification tech­
nique must be applied before this approach is actually used 
for idiom matching. Figure 10 shows that most entries of 
the transition matrices are either constant or have constant 
columns and/or rows. Several table compactification tech­
niques have been developed (3« 49). However, work is needed 
to determine the best technique in this case. 
Although much improvement is expected from code gener­
ated in conjuction with the optimization technique presented 
in this thesis, experimental studies should be performed to 
confirm it. However, this can not be done until the appro­
priate code segments are constructed. 
The current design will obviously cause error handling 
to be more complicated. Even though we assume that only 
"production" programs would be dealt with in this optimizing 
compiler, the debugging feature should still be an integral 
part of any APL system. 
What are the criteria to define the idiom selection 
benefit function? Should it depend on operand type, size of 
object code, user-define optimization level or time-space 
tradeoff? 
7a 
Idioms suggest optimizations and language extensions. 
It is clear that with more idioms in use, more savings would 
occur. This suggests that idioms should be widely encour­
aged foe implementation as well as for stylistic reasons. 
This thesis has dealt with idioms that are regular tree 
expressions. Nevertheless, father research is needed to 
discover if more general expression classes are of interest, 
which could still maintain efficient matching. 
There are numerous unanswered questions that remain 
ahead. 
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APPEHOIXS PL/1 IRPLEflEliTATlOM OF AN IDIOH BATCflllG flACHIBE 
//B289BIN JOB 14983,FENG,MSGLEVEL=(1,1) 
//SI EXEC PLIXCLG,BEGICN.GO=720K,TINE.G0=(1,30) 
//PLI.SXSIN DD • 
•PE0CES3 MARGINS(2,72,1); 
IDICM_BIN: PBOC OPTIONS (MAIN) ; 
/*********************************************************/ 
/• V 
/» THIS PROGRAM HAS THREE MAJOR PROCEDURES : */ 
/* •/ 
/• CONSTRUCTION: IT CONSTRUCTS A DETERMINISTIC FINITE »/ 
/» TRIE AUTOMATON (DFA) FROM A SET OF IDIOMS WHICH •/ 
/» ARE DESCRIBED BY SOME REGULAR THEE EXPRESSION. */ 
/• THREE SUBPROGRAMS ABE NEEDED: »/ 
/• (1) LABEL_PASSs ASSIGN A UNIQUE STATE FOR EACH •/ 
/• INDIVIDUAL SUBTREE •/ 
/• (2) NONDET PASS: ASSIGN TRANSITION FUNCTIONS FOR */ 
/* EACH'VARIABLE AND IDENTIFY THE NON-DETEfi- •/ 
/• MINiSTIC TRANSITION FUNCTIONS •/ 
/» (3) COMPLETION PASS: APPLY THE CONCEPT OF "SUBSET •/ 
/» CONSTRUCTION" METHOD AND GET A DETERMINISTIC •/ 
/* BINARY TREE AUTOMATON; •/ 
/• V 
/* MINIMIZATION: BY CONSTRUCTING A PBEVIOUS STATE TABLE,*/ 
/» THIS PROCEDURE MINIMIZES THE NUMBER OF THE STATES •/ 
/» OF THE ABOVE DFA; •/ 
/» •/ 
/» SELECTION: IT ACCEPTS AN INPUT EXPRESSION TREE AND */ 
/* RECOGNIZES ALL POSSIBLE IDIOMS ON IT. IF THERE */ 
/• ARE OVERLAPPED MATCHED IDIOMS, THEN THE ONE WITH »/ 
/• THE BEST BENEFIT WOULD BE SELECTED. •/ 
/• V 
/****$************************$*****$*********************/ 
DCL 
/• CONSTANTS »/ 
LEN_OF SYMBOL FIXED BIN(15) INIT(1), 
BLANK CHAR(LEN OF SYMBOL) INIT(* ') , 
L_PARNTHE CHAR(LEN OF SYMBOL) INIT(*('), 
B PARNTHE CHAR(LEH OF SYMBOL) INIT(')*), 
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VABIABLE 
END OF CLASS 
END'OF'IDIOMS 
ONION 
PRODOCT 
CLOSORE 
DEAD_STATE 
NULL" 
BOW 
COL 
SIZE OF IDIOM 
MAX SIZE OF IDIOMS 
HAX_#_OF_ALPHA 
# OF ALPHA 
ALPHÂ(0:MAX_ #_OF_A LP HA ) 
MAX_#_PF_IDIOMS 
# OF TREES 
#"OF"IDIOMS 
MÂX_*_PF_NEST 
MAX LEN ÔF_INPUT 
CHAR(LEN_ 
CHAR(LEN_ 
CHAR(LEN_ 
CHAR(LEN 
CHAF(LEH_ 
CHAR(LEN_ 
FIXED BIN (15) INIT(-I), 
BUIITIN, 
FIXED BIN (15) 
FIXED BIN (15) 
,0F SÏMB0L) 
.0F~SYMB0L) 
CF_SYMBCL) 
OF SYMBOL) 
.OF^SYMBOL) 
OP SYMBOL) 
INIT('V') 
INITC ; •) 
INIT('$') 
INITC I ') 
INIT('#') 
INIT('*') 
INIT (1) , 
INIT(2) , 
FIXED BIN (15) , 
FIXED BIN (15) INIT (100), 
FIXED BIN(15) INIT (100), 
FIXED BIN (15) , 
CHAB(LEN OF SYMBOL) INIT(' 
FIXED BIN(15) INIT (10) , 
FIXED BIN (15) , 
FIXED BIN (15), 
FIXED BIN(15) INIT (10) , 
FIXED BIN (15) INIT (160), 
/* NODE INFORMATION •/ 
B NODE INX 
1~B NODE (0:H&X_SIZE_ 
5~«AHK 
5 LLINK 
5 RLINK 
5 STATE 
5 ALPHA INX 
5 INFO L0:MAX_#_OP_ 
5 BENEFIT 
5 NOB MARK 
5 PATH 
5 PATHLIST PTR 
FIXED BIN (15) , 
OF IDIOMS), 
FIXED BIN (15) , 
FIXED BIN (15) , 
FIXED BIN (15) , 
FIXED BIN (15) ,/•-I; FRON- V.»/ 
FIXED RIN(15),/*0: VARIABLE */ 
NEST) FIXED BIN(15),/*C0L 0 = # »/ 
FIXED BIN (15), 
BIT(1), /»N0N_0VERLPV 
BIT(MAX_LEN_OF INPUT) VARYING, 
POINTER, 
/• TRANSITION FONCTIONS */ 
DFA (*,*,*) FIXED 
MINIMAL (*,*,*) FIXED 
STAIE TAB (•,*) FIXED 
STAIEVEC (•) FIXED 
STATE_NOH FIXED 
STATE~OLD FIXED 
/* INDIVIDUAL TREES •/ 
STACK INX 
BIN(15) 
BIN(15) 
BIN (15) 
BIN (15) 
BIN(15) 
BIN (15) 
CONTROLLED, 
CONTROLLED, 
CONTROLLED, 
CONTROLLED, 
FIXED BIN (15), 
1 STACK (MAX_#_OF_IDIOMS), 
5 FROM 
5 TO 
5 CLOSORE PTE 
FIXED BIN (15) , 
FIXED BIN (15) , 
POINTER, 
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1 TREE (MAX_#_OF_IDIOMS), 
5 BOOT 
5 BRO 
NODE 
5 LOC 
5 NEXT 
TdEE INX 
FIXED BIN (15) , 
FIXED BIN (15) , 
BASED (P) , 
FIXED BIN (15), 
POINTER, 
FIXED BIN (15), 
I THEE (OzMAX SIZE OF IDIOMS), 
S^ALPHA.INX FIXED BIN (15) , 
5 LLINK FIXED BIN (15) , 
5 RLINK FIXED BIN(15), 
5 B INX FIXED BIN (15), 
5 PATH BIT(MAX LEN O F  INPDT) VARYING, 
POSTFIX LIST (MAX # OP IDIOMS) CHAR (MAX LEN_OF_INPUT) 
VARYING, 
NONfINAL_CLOSnRE_SW (•) BIT(1) CONTROLLED, 
/• FINAL STATES •/ 
?I NAL_SW (•) 
FINAL ID# (•) 
FINAL NFAPTR (») 
FINAL BENEFIT (•) 
1 FINAL PATH INFO 
5 VAH PTa 
5 CLOSURE_PTR 
5 PBODDCT_PTB 
1 PATH NODS" 
5 P_INX 
5 P PATH LEN 
5 P_PATH 
5 P~NEXT 
1 PATH_N0DE1 
5 P PATH LEN1 
5 P_PATH1 
5 P^NEXTI 
NATCH PHASE 
END ONE IDIOM 
BIT(1) CONTROLLED, 
FIXED BIN(15) CONTROLLED, 
POINTER CCNIGCLLBD, 
FIXED BIN (15) CONTROLLED, 
(*) CONTROLLED, 
POINTER, 
POINTER, 
POINTER, 
BASED (P) , 
FIXED BIN (15) , 
FIXED BIN (15) , 
BIT (160) , 
POINTER, 
BASED (P) , 
FIXED BIN (15) , 
BIT(160), 
POINTER, 
BIT(l) , 
BIT (1) ; 
DO WHILE (• 1'B) ; 
CALL CONSTRUCTION; 
CALL MINIMIZATION; 
CALL IDIV!1_HATCHIN.3; 
END; 
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y*********************************************************/ 
/» V 
/• CONSTRUCT A DETERMINISTIC BINARY TREE AUTOMATON •/ 
/* V 
/********************$************************************/ 
CONSTRUCTION: PBGC; 
CALL INDIVIDUA1_TBEES; 
CALL HEGULAE_PABSEE; 
CALL BEGULAR_POSTFIX; 
CALL NONDET_PASS; 
CALL COMPLETICN_PASS; 
CALL DFA_FINAL; 
CALL PHINT^DPA; 
RETURN; 
END; 
y*********************************************************/ 
y »  V  
/» GET INPUT SYMBOL •/ 
/* V 
GET_NEXT; PROC RETURNS (CHAB(1)); 
DCL X CHAR (1) ; 
GET edit (X) (A(1)); 
IF X BLANK THEN DO; 
PUT EDIT (X) (A (1) ) ; 
RETURN (X) ; 
END; 
IF ENO_ONR IDIOM | 
MATCH PHASE THEN DO; 
X = BLANK; 
END ONE_IDICM = 'O'B; 
END7 
ELSE JO; 
x = VAfilABIE; 
END ONE IDIOM = •1'B; 
jSNDT 
RETURN (X) ; 
END GET_NBXT; 
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y**************************************************»******/ 
/• V 
/» PRINT DFA •/ 
/• V 
y*********************************************************/ 
PaiNT_DFA: PEOC; 
DCL (I, J, K, L) FIXED BIN (15); 
PDI SKiP(3) LIST(* THE DETERMINISTIC TBEE ADTONà'IOH IS'); 
DO I = 1 TO # OF ALPHA; 
PUT SKIP (27 EDIT (ALPHA (I) ) (X(2),A); 
?0T SKIP EDIT {• •) (A); 
DO L = 0 TO STATE NOW; 
PUT EDIT (A,F (2),A); 
END; 
DO J = 0 TO STATE NCW; 
POT SKIP EDIT (•"(», J» M •) (A,F (2),A); 
00 K = 0 TO STATE_NOB; 
POT EDIT (DFA (I,J,K)) (F (4)); 
END; 
END; 
END; 
PCT SKIP(3) LIST(* THE STATES IN DFA ARE'); POT SKIP; 
DO I = 0 TO STATE NOW; 
PUT SKIP EDIT('<',I,'> •) (A,F (4),A); 
POT EDIT ('[ ') (A) ; 
DO J = 1 TO STATE TAB(I,0)-1; 
POT EDIT('(',STATE_TAB(I,J),'),') (A,F(2),A); 
END; 
PUT EDiTC (',STATE TAB(I,STATE_TAB(I,0)),') ]*)(A,F(2),A); 
END; 
PUT SKIP (3) EDITC THE FINAL STATES ARE ')(A); 
DO I = 0 TO STATE NOW; 
IF FINAL SH (iT THEN POT EDIT ('(',!,') •) (A,F(2),A); 
END; 
RETOHN; 
END PBINT_DFA; 
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/*********************$$***************************$**$*$*/ 
y*************************$*******************************/ 
y*********************************************************/ 
INDIVIDUAL TBEES: P6CC; 
ncL 
ON ENDFIIE (SYSIN) 
SÎOP; 
GET SKIP EDIT (X) (A (1) ) ; 
POT PAGE LIST(« IMPOT INDIVIDDAL TREES ARE*); PUT SKIP; 
B_NODE_INX =0; 
I TREE INX =0; I TBEE = 0; 
#20F_ALPHA = 0; ALPHA (0) = VARIABLE; 
END CNE IDIOM = "O'B; # OF_TBEES = 0; HAÏCH_PUASB = 'O'B; 
DO WHILE (XS=END_OF_IDICMS) ; 
# OF TBEES = # OF TREES • 1; 
PÛT SKIP EDIT 1#_ÔF_TPEES,*. ',%) (F (2),A,A); 
TSf-E(#_OF_TREES) .BOOT = NABY_TO_BIN (*',X); 
TREE(#"0F TBEES).BRO = I TREE INK; 
GET SKIP EDIT (X) (A(1))T 
END; 
SIZE_OF_IDIOM = I_TREE_INX; 
BETORN; 
END INCIVIDUAL_TBEES; 
/• 
/* 
/* 
INPUT INDIVIDUAL TREES 
•/ 
»/ 
•/ 
CHAR (LEN_OF_SYMBOL) 
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y*********************************************************/ 
/• •/ 
/* J ET BINàflï aEPRBSBNTâTIOH OF EACH IMDIVIDOAL THEE V 
/* V 
y*********************************************************/ 
NABY_TO_BIN: PROC(PATH,X) BECDBSIVE BETORNS (FIXED DIN (15)); 
DCL 
(P,i) FIXED BIN (15), 
PATH BIT(*) VARYING, 
FIND BIT(1), 
X CHAB(*) ; 
IF X = fi PABNTHB | X = BLANK THEN 
RETOaÏÏ (0) ; 
I TREE INX = I_TBEE I NX • 1; 
P""= i_THEE_INX; 
I_TB£E(P) .PATH = PATH; 
FINE = 'O'B; 
DO I = 0 TO #_OF_ALPHA WHILE (-»FIND) ; 
IF X = ALPHA(Ï) THEN DO; 
I_TBEE(P).ALPHA_INX - I; 
FIND = '1'B; 
END; 
END; 
IF -»FIHD THEN DO; /» INSERT A NEi SYMBOL •/ 
# OF ALPHA = # OF ALPHA • 1; 
ALPHA (#_0F_ALPHA7 = X; 
I_TREE(P).ALPHA_INX = #_OF_ALPHA; 
END; 
X = GEI_NEXT; 
IF X = L_PARNTHE THEN DO; 
X = GET NEXT; 
I_TREE(P)-LLINK = NARY_TO_BIN (PATH||'0'B,X); 
X = GET NEXT; 
END; 
ELSE I_TREE(P).LLINK = 0; 
I_TREE(P).BLINK = NARY_Tq_BIN (PATH 11 • 1 • B ,X) ; 
RETURN (P) ; 
END NABY_TO_BIN; 
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y********************************$**$******************$**/ 
y**********************************$**$*********$******$**/ 
/• V 
/* BBGULAB EXPRESSIONS ABE PASSED BI A LL (1) PARSER */ 
/» V 
BRGULAH_PARSEe: PROC; 
DCL 
(OPERATOR, SÏM801) CHAH(1), 
I FIXED BIN (15) ; 
/• TEE INPUT REGDLAB EXPRESSIONS ARE DEFINED •/ 
/• BY A GRABMAR <EXP> WITH THE CLOSURE OPER- •/ 
/• ATOa HAS THE HIGHEST PRECEDENCE, THEN •/ 
/• PRODUCT, THEN UNION. V 
POT SKIP (2) EDIT(* INPUT IDIOMS ARE*) (A); POT SKIP; 
GET SKIP EDIT (OPERATOR,SYMBOL) (A(1),A(1)); 
1=0; POSTfIX_LIST = **; 
DO WHILE (OPERATOR -.= END 01 IDIOMS); 
1 = 1 +  1 ;  
PUT SKIP EDIT (I,*. '.OPERATOR,SYMBOL) (F(2),A,A,A); 
CALL EXP; 
GET SKIP EDIT (OPERATOR,SYMBOL) (A(1),A(1)); 
END; 
#_OF_IDIOHS = I; 
REIURW; 
/***** ***************************************** ******41****/ 
/* <EXP> > <ITEM> <EXP_LIST> »/ 
*************************************** ***********/ 
EXP: PdOC RECURSIVE; 
CALL ITEM; 
CALL EXP_LIST; 
BBTURN; 
END EXP; 
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y*********************************************************/ 
/* <BXP X.ISÏ> > UNION <ITBfl> <EXP_J.IST> •/ 
/* > EPSILON •/ 
y*********************************************************/ 
EXP_LISf: PROC RECURSIVE; 
DCL X CHAR(LEN_OP_S%MBOL); 
IF OPERATOR = UNION THEN 
DO; 
X = SYMBOL; 
GET EDIT (OPERATOR,SYMBOL) (A(1),A(1)); 
PUT EDIT (• •,OPERATOR,SYMBOL) (A,A,A); 
CALL ITEM; 
POSTFIX LISI(I) = POSTFIX_LISI(I) || UNION il X; 
CALL EXP_LISX; 
END; 
RETURN; 
END EXP_LIST; 
y*********************************************************/ 
/* <ITEM> - -> <DNIT> <ITEM_LIST> */ 
y*********************************************************/ 
ITEM: PaOC RECURSIVE; 
CALL UNIT; 
CALL ITEM LIST; 
RETURN; 
END ITEM; 
/*************************$****************$**************/ 
/• <ITEM LIST> > PRODUCT <UHIT> <ITEM_LIST> •/ 
/• " > EPSILON »/ 
y*********************************************************/ 
ITEM_LIST: PROC RECURSIVE; 
DCL X CHAR(LEN_OF_SYMBOL) ; 
IF OPERATOR = PRODUCT THEN 
DO; 
X = SYMBOL; 
GET EDIT (OPERATOR,SYMBOL) (A(1),A(1)); 
PUT EDIT (• OPERATOR,SYMBOL) (A,A,A); 
CALL UNIT; 
POSTFIX LIST(I) = POSTFIX LIST (I) || PRODUCT |i X; 
CALL ITEM LIST; 
END; 
RETURN; 
END ITaM_LIST; 
îaasavd-avTDfaa asa 
:3aai"a QH3 
îNEnxaa 
î(¥'v'¥) (Toawjts'aoïvsado'i ,) lias ma 
t ( (i) V (i)v) (losKXS'aoïvaaao) xiaa iss 
sioauÂS tl aoxvaaao 
Il (i)isn"xiiisoa = (i)isii"xiaisoa as*ra 
i a w a  
îjya TTfD 
: (v'v'v) (TDBWxs'aoïvaaao', ») iioa xna 
: ( (L)v' (i)v) (lOBHÂS'uoifaaaot iiaa xao 
!0Q 
NSHX aHXNavd'i = aoxvaaao ai 
' aAisaooaa ooaa :aaax~a 
/**************************$******************************/  
/• aasaxNi <— */ 
/*  sisHXN8*d"xBDra <dxa> s isHXNBva^xaa? <— <aaai~F> */  
y*********************************************************y 
zxiRo osa 
tnanura 
S Q N a  
Mv'v'v) (losHAS'aoxTaaao'( ,) xiaa xoa (Toawas'aoxvaaao) xioa xas 
î ioaHîsl  laansoiDl  I (T )xsn~XTJXsoa= (i)isn~XTaxsoa 
:oa 
NSRX aaosoiD = aoxvaaao a i  
îaaax~a 77vd  
zaAisanoaa  aoaa  :XIND 
/it** ********************************************* *********/ 
/* <3aax"a> <— */ 
/* aansoiD <aaax~0>  <— <i in«>  * /  
Z h  
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/*******************$**************$***»*****************#/ 
/» EVALUATE TBE POSTFIX BEGOLAB EXPRESSIONS */ 
/• V 
/* EACH IDIOM IS BEPHESENTED BÏ A BEGULAB EXPRESSION IN */ 
/• POSfFIX ORDER. EACH INDIVIDUAL TREE HAS BEEN INPUT »/ 
/* IN THE SAME ORDER. ONE FINAL STATE FOR EACH RECORD »/ 
/******* **************************************************/ 
REGULAR_POSTFIX; PBOC; 
DCL DIGITS CHAR (9) INIT (• 123456789 •) , 
(I, * ,  J ,  E, B, CURB) FIXED BTN(15), 
(OPERATOR, SÏHBOI) CHAB(1); 
STACK INX = 0; STATE NOW =0; B NODE INX = 0; 
B_NODg(0).ALPHA_INX=-1; /* DUMMI NODE IS A NON_VAB NODE*/ 
ALLOCATE FINAL_PATH INFO(0:MAX_SIZE_OP_IDIOMS); 
ALLOCATE NONFINAL CLOSURE SW (Ô:MAX_SIZE_OF IDIOMS); 
NOWFINAL CLOSURE SH = *0'B; FINAL PATH INFO = NULL; 
ALLOCATE FINAL BENEFIT (0:HAX SIZE OF IDIOMS) ISIT (0); 
ALLOCATE FINAL_ID# (0:MAX_SIZE_OF_IDlÔMS) INIT (0) ; 
DO # = 1 TO # OF lEIOMS; 
DO J = 1 TO LENGTH(POSTFIX_LIST(f)) BY 2; 
OPEBATOR = SUBSTB (POSTFIX_LIST(*),J,1); 
SYMBOL = SUBSTB (POSTFIX_LÏST(#) ,J+1,1) ; 
SELECT (OPERATOR); 
WHEN (ONION) CALL UNION_DFA; 
WilEN (PBODUCT) CALL PBODUCI_DFA; 
HUEN (CLOSURE) CALL CLOSURE DFA; 
OTHERWISE DO; /• OPEBAND, TBEE */ 
STACK INX = STACK_INX * 1; 
I = INDEX(DIGITS,OPEBATOB)»10^INDEX(CIGITS,SYMBOL); 
3_N0DE_INX=B_N0DE_INX+ (TREE (I) .BRO-TREE (I) .BCOT+1) ; 
CALL LÂaEL_PÂSS (TREE (I) .ROOT,TREE (I).BRO) ; 
d, STACK (STACK_INX).FROM=I_TREE(TREE(I) .ROOT) .B_INX; 
d, STACK (STACK_INX) .TO = I TREE (TREE (I) - ERO) . B_INX; 
STACK (STACK I NX) - CLOSURE_PTR = NULL; 
FINAL BENEFIT (B NODE (R) .STATE) = 
TEEE(I).BfiO - TREE (I).ROOT; 
DO CURB = B-1 TO fi BY -1; /* TREE||V IN */ 
IF B NODE(CURB).ALPHA INX =06 /» BIN HEP •/ 
B_NODE(B).STATE -1 THEN /• TBEE = V */ 
CALL ADD PATH (1,CUBE, B NODE(R) .STATE) ; 
END; 
NUNPINAL CLOSURE_SW (B_NODE(R).STATE) = M»Bi 
FINAL ID# (B NODE (R) .STATE) = #; 
JSND; 
END; 
END; 
END; 
RETURN ; 
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/*********************************************************/ 
/• UNION •/ 
y*********************************************************/ 
ONION__DPA: PBOC; 
DCL (R BBO,REBOOT,COBB) FIXED BIN(15), 
B_PTB POINTER; 
B poor = STACK (STACK INX).FBOM; 
B~BBO = STACK(STACK ISX),TO; 
R_PTa = STACK(SIACK_INX).CLOSORE_PTB; 
STACK_INX = STACK_INX - 1; /• POP */ 
STACK(STACK INK).TO = B BBO; /• POP & POSH •/ 
COBB = STACK (STACK_IMX)7FH0M; 
B NODd (CURB) .INFO (Ô) = B_NODE (CUBB) . INFO (0) • 1; 
b'nODB (CURB) .INFO(B_NODElcOBB) -INFO(O)) = 
B NODElR_BOOT).STATE; 
CALL PILL_INFO~(COBB,B_fiOOT) ; 
CALL CLOSUBE_LIST <STACK_INX,a_PTR); 
RETURN ; 
END ONiON_DFA; 
/*********************************************************/ 
/* PBODUCT •/ 
/***********************$**$******************************/ 
PRODUCT_DFA: PBOC; 
DCL 
(a PTR, Q) POINTER, 
(k_BOOT, R_BBO, CUBR, #, X) FIXED BIN(15); 
R ROOT = STACK (STACK INX).FROM; 
F~FSO = STACK(STACK INX),TO; 
E_PTa = STACK(STACK_INX).CLOSUBE_Pia; 
STACK_INX = STACK_INX - 1; /» POP •/ 
DO CUBR= STACK (STACK INX) .TO TO STACK (STAXK FBOH) BY -1; 
IF B H0DE(CDBR7. L L I N K  = 0 6  /« F R O N T I E R  N O D E » /  
BrNODE(CURR).MAaK=0 G 
SYMBOL = ALPHA (B_NODE(CURR).ALPHA_INX) TUEN 
DO; 
B NODE (CURB) .STATE = B NODE(R ROOT).STATE; 
IF B_PTR -.= NULL THEN DO; /•INCLUDE THE STATE»/ 
Q"= R PTB; /»0F CLOSURE FRONT-»/ 
DO HHÎLE (Q-»=NULL) ; 
#,B_MODE (CURB)-INFO (0) = 
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B_HODE(CUBB) .INFO(O) • 1; 
B_NO[ E(CORR) .IHFO(t)=B_NODE(g->LOC)-STATE; 
0*"= Q->NEXT; 
END; 
END; 
B NODE (CURB).MARK = 1 ; 
CALL FILL_INFO (CURB, B_BOOT) ; 
X=GET BOOT(COBB,STACK(STACK INX).TO, 
STACK (STACK INX).  FROM);  
CALL ADD PATH (2,COBB,B NODE (X).STATE); 
END; 
END; 
STACK(STACK_INX).TO = a_BBO; /» POP B PUSH •/ 
BETU RN ; 
3ET_B0JT: PROG (CURB,I, J) RETURNS (FIXED BIN (15)); 
DCL (CURB, I, J, K, L, M, X, LEN) FIXED EIN(15), 
(FIND, ERROR) BIT(1); 
FIND = *0'B; X = 0; 
LEN = LENGTH (B NODE (CURR) .PATH) ; 
DO K = I TO J BY -1 WHILE (-.FIND); 
L = K; ERROR = 'O'B; 
DO it = 1 TO LEN WHILE (-«ERROB) ; 
IF SUBSTR (B_NODE (CURB) .PATH,fl, 1) THEN 
L = B~SODE (L)  .BLINK; 
ELSE L = B_NODE(L).LLINK; 
IF L = 0 THEN ERROR = MVB; 
END; 
IF COBB = L THEN DO; FIND = '1'B; X = K; END; 
END; 
RETURN (X) ; 
END GET_BOOT; 
END PBODDCT_DFA; 
/*********************************************************/ 
/»  CLOSURE V 
/$***$*****$**$********$************#*********************/ 
CLOSDRE_DFA: PBOC; 
DCL (CUBB, S ,  B STATE) FIXED BIN (15), 
( i?  ,  Q) POINTEB ;  
S = 0 ; 
R STATE = B NODE (STACK (STACK INX).FROM).STATE; 
DO CtlRR= STACK (STACK INX).TO TO STACK (STACK INX).FROM BY -1; 
IF B NODE(CURB).LLINK =08 /*FRONTIEB MODE»/ 
SYMBOL = ALPHA (B_NODE(CORB).ALPHA_INX) THEN 
DO; 
B_NODE (COER).INFO (0) = B_NODB (COBB)-INFO (0) • 1 ; 
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B_NODE (COBR) -IWFO (B_NCDE (CURE) . INFO (0) ) =R_STATE; 
S = COBB; 
CALL ADD PATH (3,CURR,R_STATE) ; 
END; 
END; 
IF S -»= 0 THEN DO; 
ALLOCATE NODE SET (P) ; 
Q = STACK (STACK INX).CLOSUEE_PTB; 
STACK (STACK INx7.CL0SUBE_PTE = P; 
P->LOC = S; /» INX TO B_NODE VEC »/ 
P->NEXT = 0; 
END; 
R3T0BN; 
END CLOSUaE_DFA; 
/» FILL INFO FIELD WITH THE STATES OF BIGHT OPERAND »/ 
yyti t * icic** ****************************** **************** **/ 
FILL_INFO: PBOC (CURB, REBOOT) ; 
DCL (I, J, CURB, B_ROOT) FIXED BIN (15); 
I = B NODE (CURB)-IKFO (0) ; 
DO J = 1 TO B NODE (R BOOT) ,INFO (0) ; 
B_NODE(CORB).INFOll+J) = B_NODE(B_aOOT).INFO(J); 
END; 
B_NO DE (COBB) .INFO (0) = I * B_NODE(B_aOOT).INFO(0); 
FEIOBN; 
END FI1L_INF0; 
/* INSERT R_PTB AT FBONT OF THE CLOSOBE LIST •/ 
/*** **** t******!*******************************************/ 
CLOSOPE_LIST; PBOC (STACK_INX,E_PTB) ; 
DCL iP,B PTR) POINTER, 
STACK_INX FIXEE BIN (15); 
IP B_PTB -.= NULL THEN 
EcJ ; 
P = STACK (STACK_INX).CLOSOBE_PTB; 
IF P = NULL THEN STACK(STACK_INX).CLOSURE_PTa=B_PTR; 
ELSE DO; 
DO WHILE (P->NEXT-»=NULL) ; 
P = P~>NEXT; 
END; 
:xTdisod~avioraa ana 
îHi¥d~cav GNa 
tKHniaH 
:aN2 
îd = aid'aHOSOTD-(aiYlS~ff)OiNl"HiVd''TVKIJ 
ÎHlâ"a8nS01D-(axvis"8) OdNI HIVd^lVNia = IX3N~d<-£ 
ÎOG asia 
ÎUN3 
!d = aia'iDoaoaa"(aivis"»)ojHi"Hivd"ivNiJ 
îHid'ionaoHd" (aivis~a)ojRi'"HJ;vd~7VNig = ix?N~d<-a 
:oa HaHJ. z - adÂX ai asia 
î Q N r  
ia - aid~aY&-(aiYis~a)oiNi-Hivd"TVNia 
îaia a?A"(ai*is a)OiNi Hivd'ivNU = ixaN~d<-c! 
•oa Nawi I = aJKi ai 
Î (Hivd" (aaoD) aaoH'a) Hissai = Hai'"HiY^~d<-d 
tHivd* (aafiO) aQON~e = Hivd a<-d 
ÎXNl'VHdl*•(8anD)aG0N~a = XNT~d<-d 
Î (d) las aooR~^Hivd aiVDoiiv 
d 
(ai?is~ff 'aaoD •adxi) idg 
Î (aivis'a'aHfiD'adAi) ooad :Hi\rd~uav 
/*********************************************************/ 
/* ojm~Hivd''i¥Nia ao iwoaa iv HGOH Hivd laasNi •/ 
/*********************************************************/ 
ÎI SI l'a an SOT) asa 
iNHDiaa 
I o w a  
î G N a  
ÎQId~8 = lXaK<-d 
tSaiNlOd 
MSI)KI8 oaxij 
Z.6 
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/*********************************************************/ 
y****************$******$************$********************/ 
/* V 
/• ASSIGN THR SAME STATE # TO ALL COMMON SUBEXPFLESSIONS */ 
/• V 
LABEL_PASS; PEOC (LOW,OP); 
DCL (CUaB, L# R, I, J, K, INI, LOW, OP) FIXED BIN (15); 
INX = a_NODE_INX; 
DO CUBa = UP TO LOW BY -1; /* BBVBBSE OF PBEOBDEB »/ 
I, i3 MODE (INX). ALPHA INX = I TBEE (COBB) . AXPHA_INX; 
L, 3_N0DE(INX) .LLINK=I_TBEE (I_IBEB (CUBP) .LLINK).B_INX; 
R, a NODE (INX) .BLIMK=I TBEE(I TBEE(COSB)-BLINK) .B_INX; 
B_NC)DE (INX) .PATH = I TBEE (Cnai) - PATH ; 
i_TaEE(coaa>-B_INX = INX; 
IF I = 0 s s = 0 /• FBONTIER VAB •/ 
I I = 0 & B NODE (B).STATE = -1 
THEN B_S0DE1INX)-STATE = -!;/• VAB NODE WITH BIGHT*/ 
/• FBCNIIEB VAB SON •/ 
ELSI DO; 
S1ATE NOW = STATE NOW • 1; 
B_NODB(INX).SIATE"= STAIE_NOW; 
END; 
A NODE (INX).MARK, B NODE (INX) - BENEFIT = 0; 
B NJ DE (I NX). INFO {*) = 0; 
8_N0DE(INX).N0N_MABK = 'O'B; 
3_NADE(INX).PATHLIST_PTB = NOLL; 
INX = INX - 1; 
END; 
BRTOBN; 
E N D  L A O E L _ P A S S ;  
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/*******************$**************$**********************/ 
y********************************************#************/ 
/* V 
/• GST TRANSITION FUNCTION VALUES FOR INDIVIDUAL TREES»/ 
/» •/ 
/*************************************************$*******/ 
y*********************************************************/ 
NONDETJPASS: PROC; 
DCL STATE LIST (•,•) FIXED BIN (15) CCNTBOLLED; 
/* COL 0 SAVES THE # OF STATES »/ 
/• ROW 1 = LIST OF STATES OF LEFT SON •/ 
/• ROW 2 = LIST OF STATES OF EIGHT SON •/ 
DCL (T, L, R, S, I ,  J ,  K ,  J J ,  KK, CURB) FIXED BIN (15) ; 
/• FILL UP ALL TRANSITION FUNCTIONS •/ 
/• RELATED TO THE VARIABLE NODES »/ 
STATEJOLD = STATE_NOW; 
ALLOCATE DFA(0;i OF ALPHA,-1:STATE 0LD*3,-1:STATE 0LD»3); 
DFA = 0; /* DFA(0,*,*) IS FOR »/ 
/* VARIABLE */ 
ALLOCATE STATE_TAB(0:STATE_OLD*3,0:STATE_OLD) ; 
ALLOCATE STATE"LIST(2,0:STAIE_OLD+1); 
STATE_LlST = 0; STATE_TAB = 0; 
no I = 0 TO STATE OLD; 
STATE TAB(I,0)"= 1; 
STArE_TAB(I,1) = I; 
END; 
/• REVERSE OF PREORDER*/ 
DO CURd = B_NODE_INX TO 1 BY -1; 
S = B_NODE(CUHR).STATE; 
T = B NODE(CURE).ALPHA INX; 
J. = B_NODE(CORR).LLINK; 
a = B_NODE (CUBE).BLINK; 
IP S = -1 G R = 0 /• SKIP A FRONTIER VAR*/ 
I S = -1 6 B_NODd(R).STATE = -1 THEN ; 
tîLSE IF T = 0 S B NODE(E) .STATE = -1 THEN 
B_NODE (CURB).STATE = -1; 
gLSE IF B_NODE(CUBR).MAEK=0 THEN 
DO; 
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IF T = 0 THEN L = -1;/* LEFT STATE LIST »/ 
CALL GET STATE LIST (L,ROM); 
CALL GET_STATE_LIST(a,C01); /» RIGHT •/ 
DO J = 1 TO STATE_L1ST(BOW,0) ; 
JJ = STATE LIST(BOH,J); 
DO K = 1 TO STATE LIST(COL,0); 
KK = STATE_1IST(C0L,K); 
IF T = 0 THEN 
DO I = 1 TC # OF ALPHA; 
IF DFA(I,JJ,KK) -.= 0 THEN 
DFA(I,JJ,KK) = 
NEW STATE([FA(I,JJ,KK),S); 
ELSE DPA(I,JJ,KK) = S; 
END; 
ELSE IF DFA(T,JJ,KK) -= 0 THEN 
DFA(T,JJ,KK) = 
NEW_STATE(DPA(T,JJ,KK),S); 
SLSE DFA7T»JJ,KK) = S; 
END; 
END; /• OF J LOOP */ 
END; 
END; /* OF DO LOOP */ 
BETDRN; 
y*********************************************************/ 
/* V 
/• GET STATE LIST FOB L OB B SONS »/ 
/• V 
y*********************************************************/ 
GET_STAfE_LIST: PHOC (LR,I); 
DCL 
(LB, I, J, STATE) FIXED BIN (13); 
IF LB = -1 THEN STATE = -1; /* COBB NODE IS A VAB •/ 
ELSE STATE = B_NODE(LB).STATE; 
IF STATE = -1 THEN 
CALL FILL_A11; 
ELSE 00; 
STATE LIST (1,0) = B NODE (LB).INFO (0) • 1; 
oTATE LIST (1,1) = STATE; 
00 J = 1 TO B_NODE(LB).INFO(0); 
IF B NODE (LB). INFO (J) = -1 THEN DO; 
CALL PILL_ALL; 
BETOBN; 
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END; 
STATE LIST(I,J + 1) = B NODE (LR) .INFO (J) ; 
END; 
END; 
BETOBSI ; 
FILL_ALL: PROC; 
SÎATE_LIST(I,0) = STATE_OLD • 1; 
DO J = 0 TO STATE OlD; 
STATE LIST(I,JT1) = J; 
END; 
RETURN; 
END FILL_ALL; 
END G EXISTAIE_LIST; 
/*****************$***************************************/ 
/* V 
/• GET A NEW STATE »/ 
/• •/ 
/*$*********************$*********************************/ 
NEW_STATE: PBOC (OLD,NEW) RETOBNS(FIXED BIN (15)); 
DCL (I, K, t, OLE, NEW) FIXED BIN (15), 
(INSERT, FIND) BIT(1); 
IF OLD = NEW TiEN fiETOEN (OLD) ; 
STATE NOW = STATE NOW f 1; 
STAT£"TAB (STATE NÔW,0) = STATE TAB (OLD,0) +1; 
K = 0; 1 = 1; 
INSERT = 'O'B; 
DO WHILE (I <= STATE TAB (OLD,0) S -.INSERT); 
IF STATE TAB (OLD,!) = NEW THEN 
00; 
STATE_NOW = STATE_NOW - 1; 
RETURN (OLD); 
END; 
ELSE IF STATE TABfOLD,!) < NES THEN 
DO; 
K = K • 1; 
STATE TAB (STATE NOW,K) = STATE TAB (OLD,I); 
I = I * 1; 
END; 
ELSE DO; 
K =  K +  1;  
STATE TAB (STATE NON,K) = NEW; 
INSERT = *1'B; 
102 
END; 
END; 
IF INSERT THEN 
DO WHILE (I <= STATE_TAB(OLD,0)); 
K = K + 1;  
STATE TAB (STATE NOW,K) = STATE TAB (OLD,I); 
I = I~+ 1; 
END; 
ELSE DO; 
& = K + 1 ; 
STATE TAB(STATE_NOW,K) = NEW; 
BHD; 
/» CHECK IF ROW(STATE_NOW) EXIST •/ 
# = STATE TAB(STATE_NOW,0); 
FIND = 'O^E; 
DO I = 1 TO STATE_N0W-1 WHILE (-.FIND); 
IF a = STATE_IAB(I,0) THEN 
DO; 
FIND = *1*E; 
DO K = t TO # WHILE (FIND) ; 
IF STATE_TAB(STATE_NOW,K) -.= STATE_TAB (I,K) THEN 
FIND = 'O'B; 
END; 
IF FIND THEN DO; 
STATE NOW = STATE_NOW - 1; 
HETOBN (I) ; 
END; 
END; 
END; /* OF I LOOP */ 
EETOHN (STATE_NOW) ; 
END NEW_STATE; 
END NONDET_PASS; 
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y*********************************************************/ 
/**************$$$*********************$$***$*************/ 
/• •/ 
/» FIND ALL NEW STATES AND THEIR THAN- FUNCTION VALUES •/ 
/• V 
/f*********************************$*********************$/ 
COMPLETION_PASS: PBGC; 
DCL 
(I, J, K, T) 
T_VEC (•) 
ALLOCATE T_VEC ( 1:STATE_OLD) ; 
T = STATE_NOW +1; /* INX TO NEW STATE •/ 
J = STATE^OLD • 1; 
DO WHILE (STAfE_NOW >= J); 
DO I = 1 TO #_OF_ALPHA; 
DO K = 0 TO J-1; 
CALL DFA VALUE (I,J,K,BOW); 
END; 
DO K = 0 TO J; 
CALL DFA VALUE (I,K,J,COL); 
END; 
END; /* OP I LOOP V 
J = J + 1; 
END; 
FIXED BIN (15), 
BI3(1) CONTBOLLED; 
RETURN; 
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/» V 
/* GET OF A VAIOB */ 
/» */ 
DFA_VALOE: PBOC(I,J,K,B_C); 
DCL 
(I, J, K, B C, #, # S, STATE INZ, T_INX, JJ, KK) 
FIXED BIN(15), 
(FIND,EQUAL) BIT(1); 
IF a C = BOB THEN # S = STATE_TAB(J,0) ; 
ELSE~#_S = STATE_TAB(K,0); 
T_VEC = 'O'B; 
DO STATE INÏ = 1 TO # S; 
IF g C = ROW THEM # = DFA(I,STATE_TAB(J,STATE_INX),K); 
BLSB~# = DPA(%,J,STATELTAB(K,STATE_INX)); 
IF # = 0 THEN ; 
ELSE IF » <= STATE OLD THEN 
T_VEC (#) = Tl'B; 
ELSE DO * S = 1 TO STATE TAB(*,0); 
T VEC (STATE TAB(#,# S) ) = *1*E; 
END; 
END; 
STAIE_fAB(T,0) = 0; 
DO I INX = 1 TO STATE OLD; 
IF T_VEC(T_INX) THEN 
DO; 
STATE_TAB(T,0) = STATE_TAB (T, 0) • 1; 
STATE"TAB(T,STATE_TAO(T,0)) = T_INX; 
END; 
END; 
* = STATE_TAB(T,0); 
I F  #  = 0  T H E N  
DFA(I,J,K) = 0; 
ELSE IF # = 1 THEN 
DFA(I,J,K) = STATE_TAB(T,1); 
ELSE DO; 
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PIND = 'O'B; 
DO JJ = STATE_01D+1 10 STATE_NC« WHILE (-^FIHD) ; 
IF # = STATE_TAB(JJ,0) THEN 
DO; 
EQOAI. = '1'B; 
no KK = 1 TO # WHILE (EQUAL) ; 
IF STATG_TAB(T,KK) -.= STATE_TAB(JJ,KK) THEN 
EQUAL = 'O'B; 
END; 
IF EQUAL THEN 
DO; 
DFA(I,J,K) = JJ; 
FIND = »1'B; 
END; 
END; 
END; /* OF JJ LOOP V 
IF -«FIND THEN /* A NEW STATE */ 
DO; 
STATE NOW = T; 
DFA(I7J#K) = T; 
T = STATE_NOW +1; 
END; 
END; 
RETURN; 
END DFA_VALU£; 
END COMPLETION_PASS; 
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/*********************************************************/ 
y*********************************************************/ 
DFâ_?INAL: PfiOC; 
ALLOCATE fIN&L_SW (0: STATE_NOH) INIÏ('0*B); 
DO I = 1 TO STACK_INX; 
CALL OP_SW (IrSTACK(I) .FEOM) ; 
P = STACK (I).CLOSUBE_PTB; 
DO WHILE (P-.= NOIL); 
CALL UP_SW (I,P->LOC); 
P = P->NEXT; 
END; 
END; 
PETUBN; 
OP_SN: PROC (I,R) ; 
DCL (I, J, s, R) PIXED BIN (15); 
S = B NODE(B) .STATE; 
FINAL SH (S) = *1'B; FINAL ID# (S) = I; 
DO J = 1 TO B NODE (B).INFO (0); 
S = B_NCDE7R)-INF0(J) ; 
FINAL_SN (S) - 'l'B; FINAL_ID# (S) = I; 
END; 
RETOBM; 
END HP_SW; 
END DFA_FINAL; 
/• 
/• 
/• 
GET TKE FINAL STATES OF DFA 
•/ 
•/ 
V 
DCL I 
P 
FIXED BIN (15) 
POINTEE; 
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y***********************#***********************#*********/ 
/*****$***************************************************/ 
/* V 
/» HINIHIZATICM •/ 
/» */ 
y*********************************************************/ 
y*********************************************************/ 
MINIMIZATION: PROC; 
DCl 
BLOCKVEC (*) 
BL0CKSI2E (•) 
# OF BLOCKS 
CTL FIXED BIN (15), 
CTL FIXED BIN(15), 
FIXED BIN (15) , 
p _ r A B  ( * , * )  
1 PAIR 
5 ROW* 
5  co t#  
5 PTR 
L (*,*) 
BLK LIST (*,*) 
BLK HDB (*,*) 
EXIST_S* (•) 
1 JLIST (•) 
3 BLK 
3 SIZE 
3 SUBLK PTR 
1 ITEM 
3 STATE 
3 NEXT 
CALL C0MPDTB_F1NAL; 
CALL PBEVIOUS_TABLE; 
CALL PARTITION; 
CALL CONST_flIHlHlX; 
CALL PBINT_aiNIMAl; 
RETOBN; 
CONTROLLED POINTER, 
BASEE (P), 
FIXED BIN (15) , 
FIXED BIN (15), 
POINTER, 
CONTEOLLED BIT (1) , 
CONTROLLED BIT (1) , 
CONTROLLED BIT(1), 
CONTROLLED BIT(1), 
CONTROLLED, 
BII(L), 
FIXED BIN(15), 
POINTER, 
EASED (P), 
FIXED BIN (15) , 
POINTER; 
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/» •/ 
/• COMPOTE FINAL STATES */ 
/• •/ 
y***********************#*********************************/ 
COMPUTE FINAL: PROC: 
DCL 
OUT STRING CHAR (250) VARYING, 
I_STRING PIC '29', 
(I, J, K, L, f) FIXED BIN (15), 
FIND BIT(1), 
BOL_FINAL (*,*) CTL FIXED BIN(15); 
ALLOCATE BLOCKVEC (OzSTATE NOW) INIT(O); 
AILOCATE FINAL_NFAPTR(0:STATE_NOW); FINAL_NFAPTE = NOLL; 
* = 0; 
DO I = 0 TC STATE NOW; 
IF PINAL SW (ij THEN DO; 
#  =  #  +  1 ;  
BLOCKVEC (I) = #; 
CALL INSERT LIST (1,1): 
END; 
END; 
*_OF_BLOCKS = #; 
ALLOCATE MOL_FINAL (STATE_OLD+1:STATE_NOW,0:#_OF_BLOCKS); 
flUL FINAL = 0; 
DO 1 = STATE OLD+1 TO STATE_NOW; /» COL 0 ; # OF PINAL •/ 
DO J = 1 TO STATE_TAB (1,0) ; 
# = BLOCKVEC (SIATE_TAB(I,J)); 
IF # -.= 0 THEN DO; 
BOL FINAL (1,0) = HUL PINAL (1,0) • 1; 
flOL FINAL (I,HUL FINAL (1,0)) = #; 
CALL INSERT LIST (I,STATE TAB (I,J)); 
END; 
END; 
END; 
DO I = STATE OLD+1 TO STATE NOW; 
# = MOL FINAL (1,0); 
IF # = 0 THEN ; /* SO FINAL STATE •/ 
ELSE IF t = 1 THEN /• ONE FINAL STATE •/ 
BLOCKVEC (I) = MUL_PINAL (I,*); 
ELSE DO; 
FIND = 'O'B; 
DO K = STATE OLD+1 TO 1-1 WHILE (--FIN D) ; 
IP # = MOL FINAL (K,0) THEN/# COMPARE ROW I »/ 
DO; /• TO ROW K IN MUL PINAL*/ 
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FIND = •1'B; 
DO L = 1 TO # WHILE (FIND) ; 
IF MUL FINAL (I, L) MUL_FINAL(K,L) THEN 
FIND = 'O'B; 
END; 
IF FIND TP.EN 
BLOCKVEC (I) = BLOCKVEC (K) ; 
END; 
END; /* OF K LOOP */ 
IF -»PIND THEN DO; 
#_OF_BLOCKS = #_OF_BLOCKS » 1; 
BLOCKVEC (I) = # 0F_BLOCKS; 
END; 
END; 
END; 
DO I = 0 TO STATE NOW; 
IF DLOCKVEC(I)"> 0 THEN FINA1_SW(I) = '1'B; 
ELSE FINAL_SW(I) = 'O'B; 
END; 
PUT SKIP (3) EDIT (• THE INITIAL PARTITIONS ABE') (A) ; 
PUT SKIP (2) EDIT ('STATES ') (A); OUÎ^STBING = ' '; 
DO I = 0 TO *_OF_&LOCKS; 
POT EDIT (• (') (A); I_STEING = I; 
OOT_STRING = OOT_SIBING || I_STRING || ' '; 
DO J = 0 TO STATE_H08; 
IF BLOCKVEC(J)"= I THEN DO; 
PUT EDIT (J) (F(3)I; 
OUT STRING=OUT_SIBING|I' '; 
BNDT 
END; 
POT EDIT (•) ') (A); 
END; 
PUT SKIP EDIT ('BLOCK # —'||OUT_STRING) (A); 
RETURN; 
INSERT LIST: PROC (I,#); 
NCL (Î, •) FIXED BIN (15), 
P POINTEE; 
ALLOCATE NODE SET (P) ; 
P->LOC = #; P->NEXT = FINAL NFAPTH(I) ; 
PINAL_NFAPTB (I) = P; 
RETURN; 
END INSERT LIST; 
END COMPOTE FINAL; 
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***********************$**********************/ 
/• */ 
/• INITIALIZATION AND COHSTBUCT PREVIOUS STATE TABLE •/ 
/» V 
/*********$******$***********$*$**********#********#******/ 
PREVI003_TABLE: PBGC; 
DCL 
FIND BIT(1), 
P POINTER, 
(I, J, K, A, #, MAX) FIXED BIN(15); 
ALLOCATE P TAB (0:STATE ROW,# OF ALPHA); 
P_TAB = NULL; 
DO I = # OF_ALPHA TO 1 BY -1; /• EACKRARD */ 
DO J = STATE_NOW TO 0 BY -1; 
DO K = STATE_NON TO 0 BY -1; 
ALLOCATE PAIR SET (P) ; 
P->ROi# = J ;  
P->COI# = K; 
• = DîA(I,J,K) ; 
P->PTR = P_TAB(#,I): /• INSERT AT FRONT*/ 
P_TAB (#,!)"= P; 
END; 
END; 
END; 
DO I = 0 TO STATE NOW; ^ /• DETECT UNREACH.*/ 
FIND = 'O'B; "" /* STATES •/ 
DO J = 1 TO # OF ALPHA WHILE (-«FIND) ; 
IF P_TAB(I,J) -= NULL THEN FIND = «I'fl; 
END; 
IF -FIMD THEN 
flLOCKVEC (I) = DEAD_STATE; 
END; 
ALLOCATE BLOCKSIZE (0:STATB_NOW) INIT (0); 
DO I = 0 TO STATE NOW; 
# = BLOCKVEC (Î) ; 
IF # DEAD STATE THEN 
BLOCKSIZE" (#) = BLOCKSIZE (#) • 1; 
END; 
a AX = 0; /*GET MAX BLK SIZE*/ 
00 I = 0 TO #_OF_BLOCKS; 
IF MAX < BLOCKSIZE (I) THEN MAX = BLOCKSIZE (I) ; 
END; 
ALLOCATE L (f _OF_ALPHA,0:STATE_NOW) INIT (• 0• B) ; 
I l l  
DO I = 0 TO *_OF_BLOCKS; 
IF BL0CKS12E(I) -%= H&X THEN 
DO J = 1 TO # OP ALPHA; 
L (J,I) = '1'B; 
END; 
END; 
/• INITIAL L(A) 
ALLOCATE BLK LIST (OzSTATE NOW,0: STATE NOW) INIT(»0*B); 
ALLOCATE BLK'HDB (2,0:STATE NOW) /» 1: ROW, 2: COL */ 
INIT('O'E) ; 
ALLOCATE EXIST_SH (0:STATB_NOW) INIT(»0*B); 
ALLOCATE JLIST (0:STATE_NOW); 
JLIST.BIK = 'O'B; 
JLIST.SIZE = 0; 
JLIST.SOBLK PTB = NULL; 
BETOBN; 
END PBEV10US_TABL2; 
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/*********************************************************/ 
/» V 
/* PARTITION UNTIL L CONTAINS NO *1*8 »/ 
/• •/ 
/•••••••»•••••••••»••••••»•••••»•••••»•»»•»•»•»••»»•»•»»•*/ 
PARTITION: PEOC; 
DCL 
CONTINUE 
(I, A) 
B I T < 1 )  ,  
F I X E D  B I N  ( 1 5 ) ;  
COHTIKUE = • 1*B; 
DO WHILE (CONTINUE); 
DO I = 0 TO *_0F_3L0CKS; 
DO A = 1 TO # OF ALPHA; 
IF i(A,I) THEN 
DO; 
CALL CONST BLKLIST (A,I); 
CALL SPLIT (BOH) ; 
CALL SPLIT (COL); 
L(A,I) = *0*8; 
END; 
END; 
END; 
/» FOE BLOCK I •/ 
CONTINUE = *0'B; 
DO I = 0 TO # OF_BLOCKS; 
DO A = 1 TO #_0F ALPHA; 
IF L(A,I) THEN CONTINUE = *1*B; 
END; 
END; 
FNn; 
RETURN; 
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/• 
/* 
/» 
/* 
CONSTRUCT DLK LIST FOR BLOCK BLK# 
»/ 
•/ 
•/ 
•/ 
/*********************************************************/ 
CONST_BLKLIST: PHOC (A,BLK#) ; 
BLK_LIST = *0'B; BLK^HDR = «0*8; 
DO I = 0 TO STATE.NOW; 
IF BLOCKVEC(I) = BLK# THEN 
DO; 
P = P TAB (I,A); 
DO WHILE CP -"= NOLL) ; 
R = P->ROH#; 
C = P->COI#; 
BLK LIST (B,CJ = •1»B; 
BLK_HDR(EOW,a) = *1'B; 
BLK HDB(COL,C) = 'I'B; 
P = P->PTH; 
END; 
END; 
END; 
DCL 
(A, BLK#, I, a, C) 
P 
FIXED BIN(15) 
POINTER; 
RETURN; 
END CONST BLKLIST; 
/*************$***************************************#***/ 
/» •/ 
/* SPLIT EACH BLOCK IN JLIST V 
/* •/ 
SPLIT: PBGC (BC) ; 
DCL 
(I, J, K, BC, INX) FIXED BIN (15), 
T BIT(1), 
P POINTER; 
EXIST SH = «O'B; 
JLISTTBLK = 'O'B; JLIST.SIZE = 0; JLIST.30BLK_PTH = NULL; 
DO I = 0 TO STATE_NOW; 
IF BLR HDRCBC,!) THEN 
DO J = 0 TO STATE NOW; 
IF HC = BOW THEN T = BLK LIST(I,J); 
ELSE T = BLK LIST(J,I); 
IF T 8 -.EXIST_SW (J) THEN 
CALL ADDJLIST(J); 
END; 
END; 
DO J = 0 TO » OF BLOCKS; 
IF JLIST(J).BÎK THEN 
IF JLIST (J).SIZE < BLOCKSIZE(J) THEN 
DO; /* SPLIT fl(J) •/ 
BLOCKSIZE(J) = BLOCKSIZE(J) - JLIST (J) , SIZE ; 
*_OF_BLOCKS = * OF_BLCCKS • 1;/*NEW SOBLK B(K)V 
BLOCKSIZE(i OF_BLCCKS) = JLIST (J).SIZE; 
P = JLIST (J7.SÏÏBLK_PTB; 
DO WHILE (P -.= NULL) ; 
BLOCKVEC (P->STATE) = • OF_BLOCKS; 
P = P->NBXT; 
END; 
IF L(A,J) THEN INX = # OF BLOCKS; 
ELSE IF ELOCKSIZE(J)<BLOCKSIZE(i OF BLOCKS) THEN 
INX = J; 
ELSE INX = *_OP_BLOCKS; 
DO K = 1 TO * OF ALPHA; 
L(K,INX) = *1'B; 
END; 
END; 
ELSE; /» |B(K) | = (B(J) I , HO SPLIT*/ 
ELSE; /* NOT IN JLIST */ 
END; 
RETOBN; 
END SPLIT; 
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y * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * /  
/* V 
/* ADD STATE J TO JLIST V 
/* »/ 
/*******************$*************************************/ 
ADDJIIST; PfiOC (J) ; 
DCL (J, #) FIXED BIS(15), 
i? POINTER; 
EXIST SW(J) = *1«B; /* ADD STATE J TO SOBLK */ 
# = BLOCKVEC (J); /• GET BLOCK # •/ 
IF BLOCKSIZE(#) = 1 THEN RETURN; /* A SINGLE STATE BLK*/ 
ALLOCATE ITEM SET (P) ; 
IF JLIST(#).BLK THEN 
DO; /» INSERT STATE J AT FRONT OF»/ 
JLIST (»).SIZE = JLIST (#)-SIZE* 1; /«SUBLK LIST FOR»/ 
P->STATE = J; /* JLIST (#) •/ 
P->NEÏT - JLIST (#).SOBLK_PTR; 
JLIST (#).SUBLK PTR = P; 
BND; 
ELSE DO; /*CREATE A NEW SUBLK LIST FOR*/ 
JLIST(#).BLK = '1'B;/* JLIST(«) »/ 
JLIST(#) .SIZE = 1; 
JLIST(#).SUBLK_PTR = P; 
P->STATB = J; 
P->NEXT = NULL; 
FN.D; 
RETURN; 
END ACDJLIST; 
END PARTITION; 
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y*********************************************************/ 
/• V 
/• CONSTRUCT A MINIMAL DTA •/ 
/• V 
y*********************************************************/ 
CONST aiNIHAL: PBOC; 
DCL (P#, I, J ,  K) FIXED BIN (15); 
P# = 8U)CKVEC(0); /• LET BLK 0 BE THE BEGINNING*/ 
IF P# -.= DEAD STATE THEM 
DO I = 0 TÔ STATE_NOW; /» STATE •/ 
IF BLOCKVEC(I) = Pi THEN 
BLOCKVEC(I) = 0; 
ELSE IF BLOCKVEC(I) = 0 THEN 
BLOCKVEC(IÎ = P#; 
ENl; 
ALLOCATE STATEVEC (0;# OF BLOCKS);/* SAVE COBB. STATE */ 
DO I = 0 TO #_OF_BLOCKS; "" /• FOB EACH BLOCK # »/ 
DC J = 0 TO STATE_NOR; 
IF BLOCKVEC (J)~'= I THEN 
STATEVEC(I) = J; 
END; 
END; 
ALLOCATE MINIMAL (#_O?_ALPHA,0:#_OF_BLOCKS,0;#_OP_BLOCKS) ; 
DO I = 1 TO # OF ALPHA; 
DO J = 0 TO #_OF_BLOCKS; 
DO K = 0 TO * OP BLOCKS; 
MINIMAL (I,J,K7 = BLOCKVEC( 
DFA(I,STATEVPC(J),STATEVEC(K))); 
END; 
END; 
END; 
HETUSN; 
END CONST_MINIMAL; 
117 
/********************$**************************»*********/ 
/• •/ 
/» PRINT MINIMAL TREE AUTOMATON •/ 
/» V 
/***************************$***************$*************/ 
PRINT_MINIMA1: PBGC; 
DCL (I, J, K) FIXED BIN(15), 
I STRING PIC '29', 
ODT_STRINS CHAR(250) VARYING; 
PUT SKIP (3) EDIT (• THE FINAL PARTITIONS ARE') (A); 
PUT SKIP(2) EDIT ('DTA STATES ')(A); OUT_STRING = ' '; 
DO I = 0 TO #_0P BLOCKS; 
PUT EDIT (* ("•) (A) ; I_STRING = I; 
00T_STRING = 0UT_STRING || I_STBING || ' '; 
DO J = 0 TO STATE NOW; 
IF BLOCKVEC(J) ="l THEN DO; 
PUT EDIT (J) (F (3) ) ; OUT_STRING=OUT_STRING)|' '; END; 
END; 
PUT EDIT (')') (A) ; 
END; 
PUT SKIP EDIT('NEW STATES '||OUT_STRING) (A); 
PUT SKIP (3) EDIIC TOE MINIMAL TREE AUTOMATON IS*) (A); 
00 I = 1 TO # OF ALPHA; 
PUT SKIP(27 ECIT(ALPHA(I)) (X(2),A); 
PUT SKIP EDIT(* *) (A); 
DO K = 0 TO i OF BLOCKS; 
PUT EDIT (•(*7K,*)*) (A,F (2),A); 
END; 
DO J = 0 TO # OF BLOCKS; 
PUT SKIP EDIT('(',J,')*) (A,F (2),A); 
00 K = 0 TO i OF BLOCKS; 
PUT EDIT (MINIMAL (I, J, K) ) (F(4)); 
END; 
END; 
END; 
PUT SKIP (3) %DIT (* THE BEGINNING STATE IS 0*) (A); 
PUT SKIP (3) EDIT (* THE FINAL STATES ARE*) (A); 
DO I = 0 TO # OF BLOCKS; 
IF FINAL SW(STATEVEC(I)) THEN 
POT EDIT (I) (X(1) ,f(4) ) ; 
END; 
RETURN; 
END PRINT MINIMAL; 
END MINIMIZATION; 
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y*********************************************************/ 
y*********************************************************/ 
/• V 
/• DRIVEE HOOTINE »/ 
/* V 
/*****************************$***********************$***/ 
y*********************************************************/ 
IDIOM_MàTCHING: PBOC; 
DCL X 
REDUCE_STa 
( p  STB 7  B STH) 
(P, PTR, Q) 
1 LIST_HEAD 
5 LIST ID 
5 LIST PATH_PTa 
5 LISI^NEXT" 
NONFINAL TBBE (•) 
(ALPHA_RÂNGE, K, M, ID#) 
CHAB(LEN OF_SÏHBOL) 
CHAR(160) VABYING, 
CHAfi(160) VABYING, 
POINTEE, 
EASED (Q), 
FIXED BIN (15), 
POINTER, 
POINTEE, 
BIT(1) CCNTHOLLED, 
FIXED BIN (15), 
(L, H, I, S, ROOT, J, S_OENEFIT) FIXED BIN (15); 
MATCH PHASE = '1*B; ALPHA RANGE = * OF ALPHA; 
ALLOCATE NONFINAL_TBEE (1:#_0F_IDI0MS); 
GET SKIP EDIT (X) (A (1) ) ; 
DO WHILE (X^=END_OP_IDIOMS) ; 
B NODE.MARK,B_NODE.BLINK, B NODE.STATE, B NODE.ALPHA INX, 
B_NODE-LLINK, B_NODE.BENEFIT = 0; B_NCDE.INFO = Oj 
B_NODE.NON_MABK = »0*B; B_NODE.PATH = 
B_NODE.PATHLIST_PTR = NOLL; 
POT SKIP (3) EDIT (• THE INPUT EXPRESSION TREE IS') (A) 
PUT SKIP EDIT (X) (A) ; 
I TREE_INI = 0; 
BOOT =~NARY_TO_BIN ('*,X); 
DO I = BOOT TO I TREE INX; 
B_NODE(I).ALPHA_INX = I_TEPE (I) . ALPHA INX; 
B_NODE(I).LLINK = I_TREE(I)_LLINK; 
B NOD£(I) .RLINK = I TREE (I) .RLINK; 
B_NODE(I).PAIH = I_TBEE(I).PATH; 
END; 
B NODE_INX = I TREE INX; 
B_NODE (0) .STATE = 0; /* LET 0 BE THE BEG STATE*/ 
DO I = B NODE ÏKS TO HOOT BY -1; /• CHECK ERROR STATE*/ 
IF B_NODE(I).ALPHA_INX > ALPHA_BANGE THEN S - 0; 
ELSE DO; 
L = B_NODE(B_NODE(I).LLINK).STATE; 
R = B NODE(B NODE (I).RLINK).ST&TE; 
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S = HINIMAL(B_N0DE(I).ALPHA_INX,1,R); 
END; 
B_NODE(I).STATE = S; 
J = STATEVEC(S) ; NOMFINAL_THEB = 'O'B; 
IF FINAL SW(J) THEM 
CALL ÏÏAHK^IDIOS (I,J); 
DO K = 1 TO STATE TAB(J,0); 
M = STATE_TAB(J,K); 
IP FINAL SFL (H) THEN ; 
ELSE IF NONFINAL CLOSUBE_SW (fl) 5 
-, NONFINAL.TBEE(FINAL_ID#(fl)) THEN DC; 
PTB =NOLL; ID# = PINAL_ID# (M) ; 
P = FINAL PATH INFO(H).PBODOCT PTB; 
CALL SUM BENEFIT (I,P,1,ID#); 
P = FINAL PATH INFO(H)-CLOSDBE PTB; 
CALL SDN BENEFIT (I,P,2,ID#); 
P = FINAL PATH INFO(N).VAB PTB; 
CALL SOM_BENEFÎT (I,P,3,1D#); 
IF PTR -»= NOLL THEN DO; 
ALLOCATE LISI_HEAD SET (Q) ; 
Q->LIST_PATH_PTR = PTR; 
Q->LIST"ID ="ID#; 
0->LIST NEXT = B NODE(I).PATHLIST.PTR; 
B HODE(I) .PATHLISI PTB = Q; 
NONFINAL TREE (ID#) = '1'B; 
END; 
END; 
END; 
END; 
PUT SKIP (3) EDIT (• THE BEST MATCHES ARE») (A); 
PUT SKIP EDIT ('INPUT •) (A); 
NEDUCE_STR = 'OUTPUT —'; /» OUTPUT FOR REDUCED EXP*/ 
B NODECROOT).NON MARK = '1'B; /* MARK EACH NODE WHICH »/ 
CALL SELECT IDIOM (BOOT); /* IS FRON OF IDIOMS »/ 
P STR = L PÂRNTBE || R^PAHNTHE; B_STR = BLABK j| BLANK; 
DO WHILE LLENATH(P STB)<-LENGTH(REDUCE STB)); 
I = INDEX (REDUCE_STA,P STB); 
IF I>0 THEN SUBSTR(REDUCE_STR,I,LENGTH (P_STB)) = B_STR; 
P STB = SUBSTa(P SIR,1,1) | j BLANK i| SUBSTB(P_STR,2); 
B_STB = B_STR || BLANK; 
END; 
PUT SKIP EDIT (REDUCE STB) (A) ; 
GET SKIP EDIT(X) (A(1)) ; 
END; 
RETURN; 
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/» V 
/• EACH NODE HAS CRLY ONE MABKEH IDIOM */ 
/» V 
/*********************************************************/ 
MARK_IDIOM: PEOC (I,J); 
DCL (I, J, S, MAX, ID#) FIXED BIN (15), 
(P, Q, B) POINTEE; 
MAX = 0; 
P = FINAL_NFAPTB (J) ; 
no WHILE (P-.= NOLL) ; 
S = P->LOC; S_BENEFIT = FINAL_BENEFII(S); 
PTB = NULL; ID# = FINAL_ID# (S); 
Q - FINAL PATH INFO (S).PRODUCT PTB; 
CALL SDM_BENEFÎT(I,Q,1,ID#); 
Q = FINAL PATH INFO(S).CLOSURE PTB; 
CALL SUM BENEFIT(I,Q,2,ID#); 
Q = PINAL_PATH_INFO(S).VAR_PTB; 
CALL SUM iENEFIT(I,Q,3,ID#7; 
IF S_BENEFIT > MAX THEN 
DO; 
MAX = S BENEFIT; 
B NODE (Î).MARK = ID#; 
ALLOCATE LIST_HEAD SET (R); 
B->LIST PATH PTR = PTB; 
H->LIST~ID =~ID#; 
B NODE (Î). BENEFIT = MAX; 
END; 
P = P->NRXT; 
END; 
P->LIST_NEXT = B_NODE(I).PATHLIST_PTB; 
B NODE (î) .PATHLIST PTR = R; 
RETURN; 
END MABK_IDIOM; 
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y*********************************************************/ 
/• ACCOMDLATE BENEFIT FONCTION VALUES AND PATH LIST »/ 
y*********************************************************/ 
SUM_BENEPIT: PBOC (I,P,TYPE,ID*) ; 
DCL (I, J, K, ID#) FIXED BIN (15), 
(P, Q0 B, QQ) POINTEB, 
FIND BIT(L), 
TYPE FIXED BIN (15); 
DC WHILE (P-.= NULL) ; 
K = I; DO J - 1 TO P->P PATH_LEN; 
IF SUBSTR (P->P PATH,J,1) THEN 
K = B_NODE(K).BLINK; 
ELSE K = B.NODE(K).LLINK; 
IF K = 0 THEN BETUBN; 
END; 
IF TYPE - 1 I TYPE = 3 | 
P->P_INX = B_NODE(K).ALPHA_INX THEN 
DO; 
TTQ -= B_NODE(K).PATHLIST_PTB; 
FIND =~»0*B; 
IF QQ-.= NOLL & TYPE -.= 3 THEN 
DO WHILE (-FIND G QQ-.= NOLL) ; 
IF QQ->LIST ID -,= ID# THEN 
QC = QQ->LIST NEXT; 
ELSE DO; 
FIND = '1'B; 
C = gû->LIST_PATH PTE; 
DO WHILE (Q-.=NOLLR: 
ALLOCATE PAIH_N0DE1 SET (R); 
a->P PATH1 = SUBSTR(P->P_PATa,1, 
P->P PATH LBN) 1 ISUBSIB ( 
Q->P"PAIH1,1,0->P_PATH_LEN1); 
R->P PATH_LRN1 = P->P_PATH_LEN + 
Q->P_PATH_LEN1: 
R->P_NBXT1 = PTR; 
PTR = R; 
Û = 0->P NEXTI; 
END; 
S BENEFIT = S BENEFIT+B NOPE(K).BENEFIT; 
END; 
END; 
IF -, FIND THEN DO; 
ALLOCATE PATH N0DE1 SET (B); 
B->P_PATH1 = P->P_PATH; 
B->P_PATH_LEN1 = P^>P_PATH_LEN; 
B->P_NEXTl = PTR; 
PTR = R; 
END; 
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K = B NODE (K).BLINK; 
ELSE K =~B_NODE (K)-LLINK; 
END; 
B NODE(K).NON_MABK = '1'B; 
y = P->f_NEXT1; 
END; 
END; 
IF L -= 0 THEN DO; 
PUT EDIT (L_PARNIHG) (A); 
IF PAHNTHE SH THEN aEDUCE_STE = BEDOCE_STB |] 
L_PAENTHE: 
ELSE REDUCE STB = BEDUCE_STB J] BLANK; 
CALL SELECT IDIOM (L) ; 
PUT EDIT (B PABNTHEi i BLANK) (A); 
IF PABNTHE SH THEN 
BEDOCE_STB = BEDOCE_SIB||B_PAaNTHE||BLANK; 
ELSE BEDUCE STB = BEDUCE STB MBLANK | ] BLANK; 
END; 
IF B -.= 0 THEN CALL SELECT_IDICM (fi) ; 
PETOEN; 
END SELECT_IDIOM; 
END IDIOM_MATCHINa; 
END IDIOM BIN; 
//IKED.SÏSLMOD DD 
nSH=F,14983.IDIOil.LIB (BIHEH) ,DISP= (OLD,KEEP) , 
// 3PACE={TRK,(24,2,7)),TOL=SEB=LIB002,UNIT=DISK 
//GO.SYSIN DD * 
G(/(=(VV) ,)) 
, (VV) 
$ 
1#,( 2*,#, 3) ; 
$ 
G (/( = (//) ,)) 
%(/(=(//) =)) 
G(/(= (//),(==))) 
G (/(=(,,) ,(,,))) 
6 (/(=(,,) , (,, (,,)))) 
G (/(=(,,) , (,,(/=))))) 
$$$$$$$$$ 
/» 
/ /  
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/• Output from the program 
INPUT INDIVIDUAL TfiEES ARE 
1. G(/(=(VV),)) 
2- ,(V,) 
3. ,(VV) 
INPUT IDIOMS ABE 
1. 1 *, ( 2 *, #, 3 ) ; 
THE DETERMINISTIC TREE AOTCMATCN IS 
G 
( 0) ( 1) ( 2) C 3) ( 4) ( 5) ( 6) ( 7) ( 8) ( 9) (10) (11) (12) (13) 
0) 0 0 0 0 0 0 0 6 6 6 6 6 0 0 
1) 0 0 0 0 0 0 0 6 6 6 6 6 0 0 
2) 0 0 0 0 0 0 0 6 6 6 6 6 0 0 
3) 4 4 4 4 4 4 4 13 13 13 13 13 4 4 
4) 0 0 0 0 0 0 0 6 6 6 6 6 0 0 
5) 0 0 0 0 0 0 0 6 6 6 6 6 0 0 
6) 0 0 0 0 0 0 0 6 6 6 6 6 0 0 
7) 0 0 0 0 0 0 0 6 6 6 6 6 0 0 
8) 0 0 0 0 0 0 0 6 6 6 6 6 0 0 
9) 0 0 0 0 0 0 0 6 6 6 6 6 0 0 
10) 0 0 0 0 0 0 0 6 6 6 6 6 0 0 
11) 0 0 0 0 0 0 0 6 6 6 6 6 0 0 
12) 0 0 0 0 0 0 0 6 6 6 6 6 0 0 
13) 0 0 0 0 0 0 0 6 6 6 6 6 0 0 
/ 
( 0) ( 1) ( 2) ( 3) ( ( 5) ( 6) ( 7) ( 8) ( 9) (10) (11) (12) (13) 
0) 0 0 0 0 0 0 0 6 6 6 6 6 0 0 
1) 0 0 0 0 0 0 0 6 6 6 6 6 0 0 
2) 3 0 0 0 0 0 0 6 6 6 6 6 0 0 
3) 0 0 0 0 0 0 0 6 6 6 6 6 0 0 
4) 0 0 0 0 0 0 0 6 6 6 6 6 0 0 
5) 0 0 0 0 0 0 0 6 6 6 6 6 0 0 
6) 0 0 0 0 0 0 0 6 6 6 6 6 0 0 
7) 0 0 0 0 0 0 0 6 6 6 6 6 0 0 
8) 0 0 0 0 0 0 0 6 6 6 6 6 0 0 
9) 0 0 u 0 0 0 0 6 6 6 6 6 0 0 
10) 0 0 0 0 0 0 0 6 6 6 6 6 0 0 
(11) 0 0 0 0 0 0 0 6 6 6 6 6 0 0 
(12) 3 0 0 0 0 0 0 6 6 6 6 6 0 0 
(13) 0 0 0 0 0 0 0 6 6 6 6 6 0 0 
( 0) ( 1) ( 2) ( 3) ( ( 5) ( 6) ( 7) ( 8) ( 9) (10) (11) (12) (13) 
( 0) 0 0 J 0 0 0 0 12 12 12 12 12 0 0 
( 1) 0 0 0 0 0 0 0 12 12 12 12 12 0 0 
( 2) 0 0 0 0 0 0 0 12 12 12 12 12 0 0 
( 3) 0 0 0 0 0 0 0 12 12 12 12 12 0 0 
( «) 0 0 0 0 0 0 0 12 12 12 12 12 0 0 
( 5) 0 0 0 0 0 0 0 12 12 12 12 12 0 0 
( 6) 0 0 0 0 0 0 0 12 12 12 12 12 0 0 
( 7) 0 0 0 0 0 0 0 12 12 12 12 12 0 0 
( 8) 0 0 0 0 0 0 0 12 12 12 12 12 0 0 
( 9) 0 0 0 0 0 0 0 12 12 12 12 12 0 0 
(10) 0 0 u 0 0 0 0 12 12 12 12 12 0 0 
(11) 0 0 0 0 0 0 0 12 12 12 12 12 0 0 
(12) 0 0 0 0 0 0 0 12 12 12 12 12 0 0 
(13) 0 0 0 0 0 0 0 12 12 12 12 12 0 0 
9 
( 0) ( 1) ( 2) ( 3) i '*) ( 5) ( 6) ( 7) ( 8) ( 9) (10) (11) (12) (13) 
0) 8 8 a 8 a 8 8 9 9 9 9 9 8 8 
1) 8 d 8 8 8 8 8 9 9 9 9 9 8 8 
2) 8 8 8 8 8 8 8 9 9 9 9 9 8 8 
3) 8 8 3 8 8 8 8 9 9 9 9 9 8 8 
4) 8 8 8 8 8 8 8 9 9 9 9 9 8 8 
5) B 8 A 8 8 B 8 9 9 9 9 9 8 8 
6) 10 10 10 10 10 10 10 11 11 11 11 11 10 10 
7) 8 a 8 8 8 8 8 9 9 9 9 9 8 8 
8) 8 8 8 8 8 8 8 9 9 9 9 9 8 8 
9) 10 10 10 10 10 10 10 11 11 11 11 11 10 10 
10) 8 8 8 8 3 8 8 9 9 9 9 9 8 8 
11) 10 10 10 10 10 10 10 11 11 11 11 11 10 10 
12) 10 10 10 10 10 10 10 11 11 11 11 11 10 10 
13) 10 10 10 10 10 10 10 11 11 11 11 11 10 10 
TME S1A1ES IN DFA ABE 
< 0> - - - (  (  0 )  )  
< 1> { ( 1) ) 
< 2) i ( 2) ) 
< 3>—(  (  3 )  Ï  
< 4>— { ( a) ) 
< 5> { ( 5) ) 
< 6> { ( 6) ) 
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7> { 7)  1 
8> ( 8) 
9> ( 6) , ( 8) ) 
10> ( 7)  ,( 8) ) 
11 > ( 6) « ( 7)  , ( 
12> ( 2) X 6) ) 
13>"—• ( ,( 6) ) 
THE FINAL STATES ARE ( 4) 
THE INITIAL PARTITIONS ARE 
STATES ( 0 1 2 3 5 6 7 8 9 10 11 12) { 4 13) 
BLOCK # — 0 1 
THE FINAL PARTITIONS ARE 
DTA STATES ( 0) ( 4 13) ( 3) ( 8 9 10 11) ( 12) ( 
NEW STATES 0 1 2 3 4 5 
THE MINIMAL TEEE AUTOIATCN IS 
G 
( 0) ( 1) ( 2) ( 3) ( 4) ( 5) 
( 0) 0 0 0 5 0 0 
( 1) 0 0 0 5 0 0 
( 2) 1 1 1 1 1 1 
( 3) 0 0 0 5 0 0 
( 4) 0 0 0 5 0 0 
C 5) 0 0 0 5 0 0 
/ ( 0) ( 1) ( 2) ( 3) < 4) ( 5) 
( 0) U 0 G 5 0 0 
( 1) 0 0 0 5 0 0 
( 2) 0 0 0 5 0 0 
( 3) 0 0 0 5 0 0 
( 4) 2 0 0 5 0 0 
( 5) 0 0 0 5 0 0 
( 0) ( 1) ( 2) ( 3) ( 4) ( 5) 
( 0) 0 0 0 4 0 0 
( 1) 0 0 0 4 0 0 
{ 2) 0 0 0 4 0 0 
( 3) 0 0 0 4 0 0 
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( 0 0 0 4 0 0 
( 5) 0 0 0 <1 0 0 
9 
( 0) { 1) ( 2) ( 3) ( 4) ( 5) 
( 0) 3 3 3 3 3 3 
( 1) 3 3 3 3 3 3 
( 2) j 3 3 3 3 3 
( 3) 3 3 3 3 3 3 
( 4) i 3 3 3 3 3 
( 5) 3 3 3 3 3 3 
THE DE3INHING STATE IS 0 
THE FINAL STATES ABE 1 
THE INPUT EXPRESSION TREE IS 
G (/<=(//),)) 
THE BEST MATCBES ABE 
INPUT G {/(=(//),)) 
OUTPUT — 1 ( / / , ) 
THE INPUT EXPRESSION TBEE IS 
G (/ (= (//) =) ) 
THE BEST HATCHES ABE 
INPUT G (/(=(//)=)) 
OUTPUT — G (/(=(//)=) ) 
THE INPUT EXPRESSION TREE IS 
G (/<=(//),(==))) 
THE BEST MATCHES ABE 
INPUT G (/(=(//).(= = ))) 
OUTPUT — 1 ( / / = = ) 
THE INPUT EXPRESSION TREE IS 
%(/(=(,,) ,(,,))) 
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THE BRaT MATCHES ARE 
INPUT G (/(=(.,),(,,))) 
OUTPUT — 1 ( , , , , ) 
THE INPUT EXPRESSION TREE IS 
^ (/("(##) (#»)))) 
THE BEST MATCHES ABE 
INPUT G (/ (= (, , ) , (, , (, , ) ) ) ) 
OUTPUT — 1 ( , , , , , ) 
THE INPUT EXPRESSION TBEE IS 
G (,,(/=))))) 
THE BEST MATCHES ABE 
INPUT G (/ (= (, , ) , (, , (, , (/ = ))))) 
OUTPUT — 1 ( , , # » / = ) 
