This paper develops a large scale surveillance video data unsupervised segmentation technique regarding whether there is a presence of independent motion. We propose a holistic, in-compression approach to efficient video segmentation. By efficient, we mean that the processing speed is close to or even faster than real-time in "normal" platforms (we do not assume using special hardware or any parallel machines) while still maintaining a good quality segmentation. Theoretical and experimental analyses demonstrate and validate the holistic, in-compression approach to solving for video segmentation problem for independent motion detection.
INTRODUCTION
This paper develops a large scale surveillance video data unsupervised segmentation technique regarding whether there is a presence of independent motion. Since processing time is critical in summarizing and/or segmenting large scale surveillance video, we must provide efficient processing. Consequently, we focus on developing a technique aiming at efficient processing of MPEG video stream data. By efficient, we mean that the processing speed is close to or even faster than real time in "normal" platforms (we do not assume using special hardware or any parallel machines) while still maintaining a good quality segmentation.
We target surveillance applications. Based on the ultimate goal of efficient video segmentation, we propose a holistic, in-compression approach, and we demonstrate the approach by focusing on a specific video segmentation task-independent motion detection. There are two scenarios related to independent motion detection. Given a video stream or an image sequence, one scenario refers to the detection in which a temporal segmentation is conducted into those subsequences (called shots) that contain the scene in which one or more independently moving objects are present, in addition to a spatial segmentation and delineation of each of the independently moving objects in each of the frames of these shots. The other scenario, on the other hand, refers to the detection in which only the temporal segmentation is conducted to return those shots that contain independent motion; no spatial segmentation is performed to identify the independently moving objects in each frame. The focus of this paper is primarily in the latter approach.
Motion analysis has been a focused topic in computer vision and image understanding research for many years [1, 2] . Due to the difficult nature of the problems in this topic, it is still considered as an open topic and many research efforts are still being developed in this topic [3, 4] . Independent motion analysis, on the other hand, deals with multiple motion components simultaneously, and therefore, is presumably more challenging.
Most of the existing techniques for independent motion detection in the literature require spatial segmentation (i.e., identification) of the independently moving objects in the frames or images. Due to this fact, very few of them can afford fast detection (such as real time or even faster than realtime detection), as their solutions to temporal independent motion detection depend on the spatial independent motion segmentations. The other observation is that in the literature, most of the existing techniques for independent motion detection are based on image sequences, as opposed to compressed video streams. This restriction (or assumption) significantly hinders these techniques from practical applications, as in today's world, information volume grows explosively, and all the video sequences are archived in compressed forms.
Based on these considerations, we have developed a holistic, in-compression approach to solving for the problem of efficient independent motion detection directly from the compressed surveillance video streams. A related work is the global motion estimation (GME) from noisy motion vector field such as the method developed by Su et al. [5] in the sense that noisy motion vectors are used. The difference is that GME attempts to recover the camera motion while here the focus is on the independent motion. Another difference is that GME further recovers the camera motion parameters while in this work we aim at temporal segmentation.
LSCA APPROACH
We propose a holistic, in-compression approach to solving for the unsupervised segmentation problem for the independent motion detection based on the linear system consistency analysis theory, and thus we call this approach as LSCA. We use a 3D to 2D affine model to approximate the video camera imaging system. For a typical surveillance video, where the local changes in the ground are much smaller than the depth from a sensor to the ground, this affine model is sufficiently accurate for the mapping from 3D scenes to 2D images. Our experiments also show that this model even works well for some of the nonsurveillance video such as movies (see, e.g., Figure 3 ).
Given a 3D point P and its corresponding 2D point p, a 3D to 2D affine transform is a linear transform, and is defined as [6] 
where A is a two-by-three matrix with six-independent parameters, and t is a 2D vector with another two independent parameters. Assume that the camera motion between two arbitrary frames is an arbitrary 3D motion, which can be represented as a three-by-three rotation matrix R, and a 3D translation vector T:
where P is the same point of P after the camera motion in the 3D space. The displacement of the point P in the 3D space with respect to time after the motion iṡ
where I is the identity matrix. From (1) and (3), it is clear thatṗ
Let P = (X, Y , Z) T and p = (x, y) T . Given each image point p, (4) and (1) give rise to four independent equations. Eliminating P, we obtain a linear constraint for each image point p in a video frame:
where the variables α, β, γ, and θ are functions of the motion parameters R, T between the two frames and the sensor parameters A, t with the following relationship:
where m i j are the motion parameters (the elements of R and T) and/or the sensor parameters (the elements of A and t), and f , g are both quadratic functions. Similar expressions exist for β, θ, γ. When a pair of neighboring frames is determined, the motion parameters R, T are constants for all the image points in the frames. This indicates that for each point in a frame, there is a linear constraint represented in (5) . Given n points, we have a linear system
with the following theorem.
Theorem 1.
Given n points represented in the linear system of (7), if there is no independent motion with any of these points, then the linear system is consistent.
This means that the consistency of the linear system is the necessary condition of no independent motion in the n points. In general, given n > 4, the rank of D is 4; consequently, the consistency of (7) means that there is a unique solution to this linear system. From Theorem 1, it is clear that if the linear system of (7) is not consistent, there must be independent motion involved. However, the linear consistency of the system of (7) is not the sufficient condition for detecting any independent motion of the n points. Nevertheless, we can still use it to detect the independent motion. This may be subject to a false negative. Similarly, if a large computation noise occurs (e.g., the image point localization errors, the displacement vector estimation errors), a consistent linear system could turn out to be inconsistent. In this case, a false positive would be generated. In general, a few false positives are allowed while the number of false negatives must be guaranteed to a minimum. Now, the question is "given n points in two frames, how to determine whether the linear system of (7) is consistent." By linear algebra theory [7] , (7) is consistent if
where D b is the augmented matrix of (7) . In order to determine the rank of the above two matrices, we apply singular value decomposition (SVD) to both D and D b , and define
Zhongfei (Mark) Zhang et al. (7) is consistent iff R is above a threshold, following the theory and practice of [8] [9] [10] . Note that from the definition of (9), R ≥ 1.
Recall (1) and (4). Instead of applying them to a set of feature points in a frame, we now apply them to every point of a region of m points in the frame. Thus, we have
we obtainṗ
If we take each MPEG macroblock as such a region, then m becomes a constant (i.e., m = 256) over the whole frame. Therefore, we have a similar linear constraint for each macroblock of a frame:ẋ
and consequently given n macroblocks, we can build a similar linear system:
Thus, we have a similar theorem.
Theorem 2. Given n macroblocks in an MPEG video frame represented in the linear system of (14), if there is no independent motion with any of these macroblocks, then the linear system is consistent.
In the MPEG compression standard, for each macroblock in a frame, if this macroblock is intercoded, there is a motion vector available. We approximateṗ with the motion vector, and p is the center of the macroblock. Since the macroblock information (including the motion vector and the center coordinates) can be easily obtained directly from a compressed MPEG video stream, we have a linear system of (14) that can directly work on the MPEG compressed data without having to depend on a specific algorithm to compute the correspondence or optical flow between the two frames. If the macroblock is intracoded, we just exclude this macroblock from the linear system of (14) . If the frame is an I-frame in which all the macroblocks are intracoded, we can obtain the motion vector of a macroblock by predicting it from the one in the previous B-frame.
While the displacement vector may be approximated by the motion vector of a macroblock, this may create another problem, that is, how accurate this approximation is. It is known [11] that the motion vector estimation in MPEG is subject to errors, and how large the errors are depends on the specific implementation of the motion vector estimation algorithm under the MPEG standard [12] . The theoretic relationship between the errors in motion vector estimation in MPEG and the detection accuracy is shown in the appendix. Here, we provide a tentative solution to this problem based on the normal flow computation to attempt to lower the potential errors for the motion estimation. Research shows [13] that the normal flow is more reliable than the standard optical flow. Assuming that the intensity function of a frame is I(x, y), the normal flow n p at the point p = (x, y)
T is defined as the dot product between the normalized gradient of the point p and the displacement vector at this point:
Since in the compressed MPEG video stream we only have the motion vectors for each macroblocks as opposed to each points, we must extend this point-based normal flow definition to the macroblock-based one. Let ∇I(p) be the normalized gradient of the intensity function I at a point p. Given a macroblock M, the macroblock gradient ∇I(M) is defined as
where p i is a point of M, and m is the total number of points in M. In MPEG, m = 256. Now the question is how to estimate the gradient of a macroblock without decompressing the video data. Lee et al. [14] showed a method of estimating the approximated gradient for a whole block only using a few low-frequency AC coefficients of the DCT of the block in MPEG. This is essentially to approximate the original DCT AC coefficients AC uv with the corresponding "continuous" versions A C uv :
where C(u) and C(v) are the scale factors of the standard DCT definition [11] . Given a few limited lower-frequency terms of AC uv , we can explicitly solve for the block edge orientation, the block edge offset, and the block edge strength [14] . The question, however, is how many such lower frequency AC coefficients would suffice an accurate estimate of the block gradient. Reported research [14] shows that in order to estimate the block gradient, only the five lowest frequency AC coefficients are necessary to recover the information (i.e., AC 01 , AC 10 , AC 20 , AC 11 , AC 02 ). Consequently, the majority of the AC coefficients as well as the DC component are not required. This shows that it is still not necessary to decompress the video stream in order to recover the block gradient; the method can directly work on the compressed Zhongfei (Mark) Zhang et al.
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MPEG stream to extract the small piece of the "essential" information (i.e., the motion vector of a macroblock and the five low-frequency AC components of a block) without having to decompress the video stream.
Once we have the block gradient vectors available for all the four blocks of a macroblock, the macroblock gradient is computed by averaging the four block gradient vectors based on the definition. Finally, the normal flow value of a macroblock, n(M), is defined similar to that of a point in (15) by taking the dot product between the macroblock gradient vector, ∇I(M), and the motion vector of this macroblock,
When we have the normal flow value computed for a macroblock, we can make a decision regarding whether this macroblock should be incorporated into the linear system of (14) . In appendix, we show the theoretic error bound for the detection based on LSCA on the motion vector errors. It is shown that as long as the motion vector errors are within the given bound, LSCA is capable of detecting the independent motion video segments. Furthermore, even with outliers larger than the error bound but the outliers are sporadic in distribution, LSCA can still filter them out and result in a correct segmentation. This observation is further verified in the experiments in Section 3. On the other hand, this analysis also indicates that LSCA is not appropriate for dense outliers larger than the given error bound, in which case, the outliers would be considered as independent motion. As demonstrated by the real data experiments, we argue that in many applications, it is rare to have dense outliers larger than the given error bound. Now the LSCA algorithm is summarized in Algorithm 1, which takes four parameters: the normal flow threshold T n , the scan window width r, the R statistic threshold T R , and the defined minimum number of frames T f of a segment that contains independent motion. Note that LSCA is based on the assumption of constant camera model in terms of the sensor parameters A and t. In real applications, it is possible that the camera internal parameters change during the surveillance (e.g., zoom in/out). Since LSCA only focuses on two neighboring frames, given the current video frame rate (about 30 frames/second), if the change is slow, we can ignore the change and still use the algorithm to compute the R statistic between the two frames; if the change is fast, the computed R value between the two frames may be wrong, which will lead to a false positive or negative. However, in this case, there will be only a few frames subject to the error of R values, and they will be shown as outliers of a temporal window and will then typically be filtered out by LSCA.
Based on the analysis given above, it is clear that, as a novel unsupervised video segmentation solution to independent motion detection, LSCA has the following distinctive advantages as compared with the existing methods in the literature.
(1) No camera calibration is required or necessary in order to apply LSCA.
(2) The statistics computed in LSCA are stable due to the low condition number in the linear system. (3) LSCA is very fast because it directly works with a compressed stream.
EXPERIMENTAL EVALUATIONS
In this section, we first report a simulation based analysis on estimating the detection false positives and false negatives, as well as the detectability bounds for LSCA. We then present the real data experimental evaluations to demonstrate the robustness and effectiveness of LSCA. Both analyses on false positives and false negatives are the sensitivity analysis for LSCA. This may be achieved by testing the stability of the statistic R of LSCA under different levels of noise through simulation.
The simulated data consist of 10 3D points with no independent motion and another 3D point with independent motion all projected to a 100 × 120 pixel image. Thus, 1 pixel deviation of Gaussian noise approximately corresponds to 1% of the whole effective image dimension.
The corrupted image coordinates and the displacement vectors are input into LSCA, and the R statistic is computed for each noise level. Since there is no independent motion involved in this scenario, the R value should be high. Under the corruption of the noise, however, the R value degrades as the noise level increases. Figure 1(a) shows the logarithm of the R values averaged over 1000 runs with different seeds under each Gaussian noise level parameterized by the standard deviation in terms of the number of pixels when there is no independent motion.
From the figure, if the noise level is controlled under 2 pixels, the R value always stabilizes somewhere statistically significantly higher than 1 (above 2). Note that considering the effective image dimension as 100 by 120, 2 pixels' noise is significantly large in practice. This shows that LSCA is very robust in rejecting false positives in independent motion detection.
The simulation scenario continues when the point of independent motion is added into the original 10 point set. This time the R value always stays at 1 regardless of what level the noise is, indicating LSCA is effective in detecting independent motion.
While false positives and false negatives are the probabilities describing an event of a detection failure of the LSCA, detectability is an issue of how significant an independent motion should be such that LSCA is able to detect it. Detectability is a different but a related concept, which is defined as the smallest independent motion that LSCA can detect. Figures  1(b) to 1(g) show the detectabilities in different scenarios of independent motion. A qualitative examination of these simulation results reveals that the performance of LSCA appears less sensitive to the independent motion related to the Z axis (rotation about the axis or translation along the axis) than to the independent motion related to the other axes; quantitatively, based on this simulation, the detectability is related to the noise levels, and a higher noise level increases detectability. The reason is that a higher level of noise increases the false positives, which help increase detectability. Take the noise Input: a video stream in compressed MPEG. Output: all the video segments containing independent motion. Method: (1) for every pair of neighboring frames do (2) start to build up the linear system (14) . (3) for each macroblock M of the first frame l of the pair do (4) estimate the normal flow n(M) of M. (5) if n(M) > T n then (6) incorporate M into (14) based on (13). (7) end if (8) end for (9) compute R of the linear system (14) . (10) compute the median filtered R over a window of r frames. (11) end for (12) if R − 1 > T R then (13) label l as a frame with no independent motion. (14) else (15) label l as a frame with independent motion. (16) end if (17) any independent motion segment with frame number > T f is retrieved.
level of 1.5 pixel deviation for example. If the threshold value is set as 2 for R, the detectability is under 1 unit for all the translations, and under 0.1 degree for all the rotations. If the threshold of R decreases to 1.5, the detectability for translations along X,Y , and Z axes is above 8, 10, and 20 units, respectively, for rotations about X,Y , and Z axes is above 0.4, 0.8, and 3 degrees, respectively. Note that these parameters are obtained from this specific set of simulation only. However, since in the simulation data we know the ground truth of the displacement vectors, we observe that the R statistic errors propagated from the displacement vector errors confirm well with the theoretic bound in (A.12).
We have implemented the LSCA as a stand-alone version in Windows2000 platform with Pentium III 800 MHz CPU and 512 MB memory. Figures 2(a) and 2(b) show two surveillance video clips for the two scenarios with and without independent motion, and Figures 2(c) and 2(d) show the R statistics computed at every frame for the two shots from two surveillance videos in Figures 2(a) and 2(b) , respectively. The statistics are obvious to tell whether and where there is independent motion in the video. The first shot containing 264 frames describes an independent motion of an airplane landing to its destination. The mean of the R statistics is 1.012 and the deviation is 0.0083 over the 264 frames. The second shot containing 1024 frames surveys an area of ground terrain with no independent motion. The mean of the R statistics is 1.389 and the deviation is 0.169 over the 1024 frames.
In order to give a meaningful evaluation, we make an assumption that a reliable independent motion shot should last at least 30 frames (i.e., T f = 30), which corresponds at least to about one second presence of independent motion in the video. This assumption ensures that any sporadic detection false positives due to motion estimation outliers and/or sensor parameter changes will be removed. Since LSCA performs frame-based independent motion detection, it is reasonable to define the detection rate as the percentage of the number of trusted independent motion frames detected by LSCA of the total number of detected independent motion frames, and to define the detection false alarm as the percentage of the number of falsely detected independent motion frames reported by LSCA of the total number of trusted independent motion frames in a video. Based on these definitions, we have run LSCA on a video testbed which collects different shots of surveillance video of total 10602 frames. The overall detection rate is 94.9% and the false alarm is 3.07% with the threshold of R as 1.2.
To show that LSCA is not only valid for the typical surveillance scenario where the camera is far away from the scene, but also could be valid for the scenario where the camera is relatively close to the scene, Figure 3 demonstrates an experimental result of LSCA in which we take a movie with an independent motion very close to the camera, and split the spatial domain into the left and the right halves such that the left video does not contain independent motion while the right one does. The result clearly shows that LSCA is robust even under the situation where the camera is close to the scene.
Since LSCA essentially just needs to compute the R value for each frame, and since in each frame there is typically a very limited number of macroblocks, the complexity of LSCA is very low. The current prototype of LSCA scans a compressed MPEG video with a typical frame resolution of 240 by 350 at the speed of 35 frames/second under the current platform, which is faster than real time. Note that this implementation is just for proof of the concept and the code has not been optimized yet. This shows that LSCA holds a great promise in the future applications in both proposed scenarios: real-time surveillance data scanning equipped with the Zhongfei (Mark) Zhang et al. sensors and efficient data mining for an archived database of surveillance video.
CONCLUSIONS
This paper focuses on developing a large scale surveillance video data unsupervised segmentation technique regarding whether there is a presence of independent motion. We propose a holistic, in-compression approach LSCA to efficient video segmentation. By efficient, we mean that the processing speed is close to or even faster than real time in "normal" platforms (we do not assume using special hardware or any parallel machines) while still maintaining a good quality segmentation. Theoretical and experimental analyses demonstrate and validate the LSCA technique in solving for the video segmentation for independent motion detection problem.
APPENDIX THEORETIC DETECTION BOUND OF LSCA METHOD
To simplify the notations, in the rest of the paper, we will drop the subscript m for the matrices D m , D m b m , and the vectors ξ m , b m in (14) , and
T as the motion vector given in the MPEG streams, which is assumed here to be decomposed into the true motion vectorṗ = (ẋ,ẏ)
T and the error Δṗ = (Δẋ, Δẏ) T . Thus,
where
Define the augmented matrix We introduce the following notations. For a matrix B, we denote λ i (B) as the ith eigenvalue of the matrix B, and σ i (B) as the ith singular value of the matrix B. In particular, we denote λ min (B) as the smallest eigenvalue of the matrix B, and σ min (B) as the smallest singular value of the matrix B. We assume that for a matrix B, all the eigenvalues or the singular values are sorted from the largest to the smallest. 
