Abstract: Nonlinear precoding schemes for downlink time-division duplex -CDMA systems over multipath fading channels, are considered. First, the capacity results of a downlink CDMA system with either multiuser detection or precoding, were obtained and compared. It is seen that the two schemes exhibit similar capacity regions for both sum rate and maximum equal rate, which motivates the development of efficient nonlinear transmitter precoding techniques to reduce the receiver complexity at the mobile units without degrading the system performance. We then develop both bit-wise and chip-wise Tomlinson -Harashima (TH) multiuser precoding methods for downlink CDMA with multipath, to remove multi-user interference, inter-chip interference and inter-symbol interference. Efficient algorithms for multiuser power loading and ordering are also developed. Implementation of the proposed TH-precoding schemes in time-varying channels based on channel prediction is addressed as well. Simulations results are provided to demonstrate the effectiveness of the proposed techniques in suppressing interference in downlink CDMA.
Introduction
Multiuser detection (MUD) techniques are considered powerful for interference suppression in CDMA systems, especially in uplinks, where the base-station receiver has the knowledge of all users' spreading sequences and channel states, and can perform sophisticated signal processing [1] . In the downlinks, however, the mobile receiver typically has only the knowledge of its own spreading sequence and channel state. Although adaptive linear MUD (either training-based or blind) can be employed for such scenario, the performance can be limited because of the linear constraint on the detector. Moreover, the power constraint of the mobile calls for simple receiver processing.
On the other hand, the precoding schemes for downlink CDMA effiectively transfer the signal processing for interference suppression from the mobile receiver to the base-station transmitter. This approach is feasible if the base-station can estimate the downlink channels of all users [e.g. in systems employing time-division duplexing (TDD) where the uplink and downlink channels are reciprocal]. In [2] , a precoding method was proposed which is essentially an implementation of the RAKE receiver at the transmitter. Hence this approach does not attempt to mitigate the multiple-access interference (MAI) . Recently, different linear precoding techniques have been proposed to combat MAI and inter-chip interference but without considering inter-symbol interference (ISI) [3, 4] . If the ISI is present then the complexity of these techniques becomes prohibitive since the dimension of the matrix filter is proportional to the data frame length multiplied by the number of users (i.e. block processing). More recently, bit-wise linear precoding methods have been proposed to reduce the precoding complexity in the presence ISI [5] . The downlink CDMA is a special case of broadcast channels. There has been significant recent interest in characterising the capacity of broadcast channels. In particular, it has been shown that when the interference is non-causally known to the transmitter and unknown to the receiver, the capacity is the same as if the interference were not present -a result known as 'dirty paper coding'. These results were originally proved for Gaussian channels [6] , and have been generalised to other types of causal interference [7] [8] [9] . Several practical suboptimal implementations of dirty paper coding based on Tomlinson-Harashima (TH) precoding [10, 11] have been proposed, for example for digital subscriber line systems [12] , for multi-antenna systems [13, 14] and CDMA systems [15] .
In this paper, we first obtain the capacity regions of a downlink CDMA system employing either MUD or precoding. It is seen that these two approaches provide similar capacity regions, but not equivalent, suggesting that precoding can potentially achieve similar performance offered by MUD and reduce the complexity of the mobile user. This motivates the development of practical approaches to 'dirtypaper coding' for downlink TDD -CDMA systems that will be presented in the second part of the paper.
In the second part of the paper, we extend the nonlinear precoding method in [15] to systems with simpler receivers, that is without channel state information (CSI) and with ISI. Note that the work in [15] assumes that each user implements a RAKE receiver and hence assumes the knowledge of CSI at the receiver. In CDMA systems, we have more degrees of freedom: the combination of (a) the spreading at the transmitter, (b) despreading at the receiver, (c) operations at the receiver and (d) precoding operation for cancelling MUI, ICI and ISI can be implemented in many different ways given different results, as shown in this paper. In particular, in this paper, we propose a new chip-wise precoding scheme that combines the spreading and TH-precoding operations. Our results show that with a similar complexity at the transmitter, our chip-wise solution with only a fixed matched filter (to the original spreading sequence) at the receiver can outperform the TH precoder with a RAKE receiver (i.e. with CSI at the receiver) proposed in [14, 15] . Furthermore, efficient algorithms for multiuser power loading and ordering are developed. Implementation of the proposed TH-precoding schemes in time-varying channels based on channel prediction is also addressed.
Downlink capacity regions of MUD and precoding
In TDD systems, the uplink channel and the downlink channel for each individual user is the same. Hence the base station can use the uplink channel information to perform preprocessing for the downlink and thereby transfer sophisticated signal processing from the receiver end to the transmitter end, that is to replace MUD (receiver processing) by precoding (transmitter processing). In this section, we present and compare the capacity results of precoding and MUD in the downlink of a CDMA system. These two approaches for downlink CDMA are illustrated schematically in Fig. 1 . Note that this is a special case of the multiple-input multiple-output (MIMO) broadcast channel for which recent progressive developments [7, [16] [17] [18] [19] have led to what is considered as the final solution to the capacity region for the general broadcast channel [20] . In what follows, we use results from [7, 20] to obtain and compare the capacity regions of precoding and MUD in the downlink of a CDMA system.
Consider a synchronous CDMA system with K users signalling over a real-valued AWGN channel. Let f k and s k be the channel gain and the spreading signature of the kth user, respectively. Denote S ¼ [s 1 , . . ., s K ]. Then R ¼ S T S is the K Â K cross-correlation matrix of the spreading waveforms of all users.
Multiuser detection
Assume that the users are ordered according to their path gains so that f 1 ! f 2 ! Á Á Á ! f K . The received signal at the kth mobile receiver is given by
Note that in this case symbols from different users x 1 , . . . , x K are independently encoded. Denote
statistic for x is the output of a bank of matched-filters [1] 
The kth user then makes a decision on its own data x k based on y k . Denote r k as the kth column of R and
where P k W E{x 2 k }. Denote P T W P K k¼1 P k as the total transmit power. We have the following result regarding an outer bound on the rate region.
Proposition 1: Consider the channel model (1) and suppose that each user's data is encoded independently. Then the multiuser rate tuple (R 1 , . . . , R K ) must satisfy
for some P k ¼ 1, . . . , K, satisfying P k ! 0 and
Then we can rewrite the following equivalent model to (1)
where the u 0 1 , . . . , u 0 K are independent, zero-mean Gaussian vectors, and E{u (4) is the same as the aligned degraded broadcast channel model in [20] . The difference is that here each x k is encoded independently. This corresponds to the model in [20] with B i zero except for the ith diagonal element and S a diagonal matrix. It can be checked that the proof still applies with these restrictions, and we therefore obtain a rate given in [20] , which here becomes
where in (6) we used the following identity det (AB)
, where a is a vector. Substituting (6) into (5) we obtain (3) .
A
The rate in Proposition 1 is achievable with a multiuser detector that performs serial interference cancellation on weak users and linear MMSE interference suppression on strong users. In particular, user k can decode the data intended for users k þ 1, . . . , K as user k receives the same signal but with higher SNR. Suppose that user k has decoded users k þ 1, . . . , K. It then subtracts the signals of these users from y k in (1) to obtaiñ
It now applies a linear MMSE filter onỹ k . Note that the covariance matrix of the noise and interference is given by Q k in (2) . The linear MMSE filter output is given bŷ
This gives a rate
when K ¼ 2, denote r W r 1,2 ¼ r 2,1 . The above rate region can be easily evaluated as
Precoding
In systems employing precoding, each downlink user simply applies a filter matched to its own spreading sequence. The output of this matched-filter is given by
, where x is the precoded vector. Stacking the output of the matched-filters of all users in a single vector, we then obtain the downlink precoding signal model:
This is similar to a multiple-antenna broadcast channel [7] . However, note that here the power of the transmitted signal is Efx T Rxg. Therefore the power constraint is Efx T Rxg P T , which is different from [7] . This is easily fixed: let F be the Cholesky factor of R, that is FF T ¼ R.
Then u should satisfy the power constraint Efu T ug P T , and we can write the received signal as
This is the same as the model in [7] for a broadcast channel with K antennas at the base station and one antenna at each terminal, with H W AF. In [7] , Costa's 'dirty-paper coding' was suggested, and very recently in [20] it was shown that this scheme actually gives the capacity region. Hence the results in [7] apply to the current problem and the following rate is achievable [17] 
where S 1 , . . . , S K are positive semidefinite matrices satisfying tr( P K k¼1 S k ) P T and h T k is the kth row of H. The capacity region, as proved in [20] , is the convex union over all matrices S 1 , . . . , S K and all orderings of the users. Unfortunately, except for the two-user case solved in [7] , no closed-form solution for the capacity region has been found.
For the case of K ¼ 2, we can obtain explicit expressions for the capacity region. In [7] , it was proved that the capacity region is given by
where
We can obtain a more explicit expression as follows. First set equality in (14) and solve for q, to obtain
Then substitute (17) into (16) and in (15) with equality, and solve for a from dR 2 /da ¼ 0, to obtain the unique solution
Substituting (18) into (14) and (15), we obtain
Now substituting (19) with equality into (20) , and using the definitions of c i and H W AF, after some straightforward but tedious simplifications, we obtain
If we swap the order of the users, we obtain another region, and the total region is the convex closure of these two regions.
Numerical comparisons
We next provide some numerical results comparing the downlink CDMA capacity regions for MUD and precoding with K ¼ 2. First, we notice that the two capacity expressions (10) and (11), and (21) and (22) are very similar. Fig. 2 shows typical rate regions, one for high SNR and one for low SNR. There are two curves for the precoding case because of the dependency on user ordering (the capacity region is the convex union) and one curve for the MUD case. It is seen that the regions are quite similar. The maximum sum rate is slightly larger for MUD, whereas the maximum equal rate (i.e. R 1 ¼ R 2 ) is slightly larger for precoding. This turns out to be general, as the following numerical results show. Fig. 3 shows the sum rate as a function of f 2 /f 1 and r [ [0, 1] with f 1 fixed. It is seen that the sum rate for MUD is consistently better, but only slightly. Similar observation can be made for maximum equal rate in Fig. 4 . In summary, it is seen that precoding can potentially provide similar capacity as MUD, which motivates the development of practical transmitter precoding techniques as an alternative to MUD to reduce the complexity of the mobile receiver. In the following sections, we consider more realistic scenarios (i.e. frequency selective channels and larger number of users) for which we propose suboptimal approaches to 'dirty-paper coding' based on the TH precoding technique.
3
TH precoding in downlink CDMA
Downlink CDMA system model
We consider a K-user discrete-time downlink CDMA system signalling over multipath channels. Denote
[ A as the information symbol of the kth user transmitted during the ith symbol interval, where A is a finite constellation set; and
T . Denote the symbol by symbol precoding operation as
, where x[i] is the K Â 1 precoded symbol vector based on n information symbol vectors. Denote N as the spreading factor and
T as the spreading waveform of the kth user. Then the signal transmitted from the base station during the ith symbol interval can be written as
is passed through a parallel-to-serial converter and transmitted over the wireless channel. The path delays are assumed to be integral multiples of the chip interval. Denote the multipath channel seen by the kth user as
T , where L is the number of resolvable paths and f k,l is the complex fading gain corresponding to the lth path of the kth user. We assume that L N, so that the delay spread is at most one symbol interval.
Denote r k [i] as the N Â 1 received signal vector by the kth user during the ith symbol interval (i.e. N consecutive chip intervals). Then
is the complex white Gaussian noise vector at the kth receiver, 
. By stacking the matched-filter output from all users into a single vector we have
|fflfflfflfflfflfflffl ffl{zfflfflfflfflfflfflffl ffl}
A different situation is when, instead of applying a filter matched to the original spreading waveform (i.e. channel independent), the receiver implements a RAKE receiver as proposed in [15] . The main difficulty is that each receiver must also estimate the channel to apply the RAKE receiver, thus, increasing the number of pilot symbols and the complexity of the receiver. We discuss this method only for comparison, since we seek precoding solutions with simple receivers without CSI at the receiver. The RAKE receiver can be implemented with a matched filter using the normalised composite spreading waveform (i.e. the kth composite spreading waveform is given by the convolution of the channel and the original spreading waveform
instead of the original spreading waveform. With our notation, the normalised kth composite spreading waveform is given by s k ¼ ð1=kD k s k kÞD k s k , where we have limited the convolution to N chip samples. Let us define TH-bit-original and TH-bit-RAKE to differentiate between the TH solutions that will be obtained when the receiver applies a filter matched to the original spreading waveform or the composite waveform, respectively.
The problem of precoder design is how to best choose an appropriate precoding function C( . ) so that the output vector y[i] is as close as possible to the transmitted data vector b[i].
Bit-wise multiuser THP (TH-bit-original and TH-bit-RAKE)
If the ISI term
were not present in (25) (this is the case when a guard interval is inserted between consecutive symbols), then the TH precoding scheme in [14] for MIMO systems can be directly applied here. In such a case, the TH precoder consists of a feedforward (FF) filter matrix F and a feedback (FB) filter matrix (C 2 I), which are obtained in the following way. Denote the LQ factorisation of the matrix H as H ¼ WF H , where F is unitary and W is lower triangular. The purpose of the FF matrix F is to convert the interference into a causal form without increasing the transmit power. This permits the cancellation of the causal interference using the FB filter matrix (C 2 I). For the interference cancellation to be possible, C needs to be monic lower triangular. To obtain C, decompose
, and consequently, the equivalent FB operation is
. Thus, the input date symbols b[i] are first passed through the FB filter C 21 and then through the FF filter F, that is
, followed by spreading (cf. Fig. 5 ). Feedback and modulo operations: Owing to the lower triangular structure of the matrix C, the output of the FB filterx k , k ¼ 1, . . . , K, is successively generated from the input data symbols b k [i] [ A, and the previous output of the FB filter,
To prevent an increase in transmit power, a modulo operation with respect to A is applied. For example, for M-QAM constellations, the modulo operation corresponds to adding integer multiples of 2 ffiffiffiffi ffi M p to the real and the imaginary parts of b k [i], so that the resulting output signal falls in the range of A. Then the output of the FB filter becomes
. If the receiver applies the same modulo operation, then the effect is cancelled. Cascade of operations: At the kth user's receiver, a matched-filter s k , a scalar operation
and the same modulo operation as applied at the transmitter are applied to the received signal r k [i]. Therefore without considering the modulo operation, the end-to-end operation for all K users is given by
and the kth user makes a decision on b k [i] based on the decision statistic z k [i] . Note that the scalar gains g k , k ¼ 1, . . . , K, can be either estimated at the mobile receiver (automatic gain control) or broadcast by the base station. TH-precoding with ISI: Consider now (25) without dropping the ISI term. In addition to the FF and FB filters discussed earlier based on the decomposition H ¼ G 21 CF H , another the FB filter is employed to cancel the ISI term Hx½i À 1. Suppose that the previously precoded symbol
, is first filtered by a filter A and then substracted from the current data symbol b[i], as shown in Fig. 5 . To find the matrix A that minimises the mean-square error (MSE), consider the error signal at the decision device
By the orthogonality principle, Efez
Hence the end-to-end cascade of operations is given by
where the modulo operation is not included for clarity. The transmitter and receiver diagram for the bit-wise TH-precoded downlink CDMA system is shown in Fig. 5 .
3.2.1 Bit-wise multiuser THP with composite waveform (TH-bit-preRAKE): In the previous scheme, the spreading at the transmitter was implemented with the spreading matrix S and the receiver implemented a matched filter using either the original spreading waveform (i.e. no CSI at the receiver) or the composite spreading waveform (i.e. RAKE receiver with CSI at the receiver).
Here, in order to simplify the implementation of the mobile units, we only consider a filter matched to the original spreading waveform (i.e. no CSI at the receiver) and we allow spreading at the transmitter using the composite spreading waveform. The composite spreading waveform is the convolution of the channel response and the spreading code. That is, at the transmitter, we consider the spreading
. . , K and the implementation in Fig. 5 is valid by substituting the transmit spreading operation byŜ. This operation is equivalent to a pre-RAKE and we denote this scheme as TH-bit-preRAKE. Note that the transmit power does not vary if the individual spreading waveforms are normalised: 
Chip-wise multiuser THP (TH-chip-original)
We next propose a chip-wise TH precoding scheme that effectively combines precoding and spreading and at the receiver it only implements a matched filter to the original spreading waveform s k (i.e. CSI at the mobile units is not required). We denote this scheme as TH-chip-original. The diagram for this scheme is shown in Fig. 6 . It is seen that the precoder takes as input the K Â 1 symbol vector b[i] and produces as output the N Â 1 chip vector p[i] that is transmitted through the channel. At the kth user's receiver, the N Â 1 received signal vector corresponding to p[i] is given by 
Note that different from the previous section, here H is not a square matrix but has dimension K Â N with N ! K. Similarly as before, to apply TH-precoding, we perform the
The decomposition is easily obtained applying the Gram-Schmidt orthogonalisation procedure on the rows of H, where the resulting orthonormal vectors form the columns of
K,K ) converts W into the monic lower triangular matrix C. In this way, F and C -I are the FF and FB filter matrices, respectively, and the FB matrix A ¼ G HF H cancels the inter-symbol interference, as shown in Fig. 6 . The kth diagonal element in G corresponds to the scalar gain applied at the kth user's receiver. (g 1 , . . . ,g k ) with g 2 k denoting the power assigned to user k. The modulo operation for each user then needs to take the loading value into account since the distance between the constellation points is scaled by it. Given the total transmit power P T , we then need to solve for g 1 , . . . , g K such that
The base station can broadcast the common constant value h to all mobile receivers and then the receivers can adjust their respective w k,k to obtain the required g k value in the modulo operator. Therefore the loading operation only requires the transmission of a constant value h common to all mobile users.
Next we show the effect of loading and spreading on the average transmit power. Note that as in traditional TH-precoding with M-QAM constellations, the modulo operation of TH-precoding in the presence of MUI and ISI generates almost i.i.d. outputs and enhances the transmit power by a factor of b ¼ M=(M À 1) [21, 22] . When the power loading solution G is applied to any of the previous bit-wise solutions, the average transmit power becomes
Therefore after applying loading with G a diagonal matrix, and if the individual spreading waveforms are normalised, then the average transmit power becomes Fig. 6 Chip-wise TH-precoded downlink CDMA system over multipath channels P T : On the other hand, assuming that E{jb k [i]j 2 } ¼ 1, then the bit error probability of each user can be well approximated by P e ¼ aQ (h=s 2 n p ) À Á , where a accounts for the increase in the number of nearest neighbours due to the modulo operation (e.g. in QPSK a ¼ 2) [10, 11] .
We next show that when orthogonal spreading sequences are employed, that is when S T S ¼ I K , then we have w
, where the superscripts b and c denote bit-wise and chipwise precoders, respectively. First, comparing (25) and (31), we have
Since S 0 is a unitary transformation, the rows in X and H (c) maintain the norm and the angles. Therefore if the K Â (N 2 K) block matrix H c U has any non-zero row (i.e. the projection of the rows of H c onto span (U) is non-zero), the norm of the corresponding row in H (b) will be smaller than in H (c) . Now consider the LQ factorisation 
On the other hand, the diagonal elements of W (b) are similarly obtained from [H (b) , 0 K,N2K ]. Then, using (33) and (34) we obtain
and hence w
k,k . Note that when N ¼ K and orthogonal spreading sequences are employed, S is unitary and w Fig. 9 ]. On the other hand, when the spreading sequences S are non-orthogonal, it is not true that w
User ordering:
We can optimise the system BER performance by optimising the diagonal elements of the matrix W such that the common SNR of all users h is maximised. Notice that W is obtained from the LQ decomposition of H. The LQ decomposition is essentially the Gram -Schmidt orthogonalisation of the rows of H. The kth diagonal element of W is the length of the projection of the kth row vector of H onto the orthogonal complement of the space spanned by the first (k 2 1) row vectors already orthogonalised. Different ordering in the orthogonalisation process results in different diagonal values of W, and hence different values of h. Let P be the set of the K! possible K Â K row permutation matrices. Then for any P [ P, PH is a row-permuted version of H, which corresponds to a particular ordering of the K users in TH-precoding. Denote w k,k (P) as the kth diagonal element of W resulting from the LQ decomposition of PH. Then the optimal row permutation matrix is given by
With the optimal permutation P opt , the following modifications are needed at the transmitter and receiver: (2) Apply GP at the receiver (i.e. apply the scalar gains according to the optimal order); (3) The FB matrix for removing the ISI becomes A ¼ GP H. With these modifications, the cascade of operations becomes
Note that the matrices G, F and C are obtained from PH.
Clearly an exhaustive search solution to (36) is computationally prohibitive. Note that a different ordering in the orthogonalisation results in a different order in the cancellation of the interference. Other systems employing nonlinear interference cancellation with ordering (for which low complexity suboptimal ordering solutions have been proposed) include: (a) successive multiuser interference cancellation receivers [23] ; or (b) multiple antenna BLAST-like receivers [13, 24, 25] . We next propose a suboptimal algorithm for an approximate solution to (36) that performs especially well in the chip-wise precoder when N . K. The proposed algorithm resembles the BLAST-like ordering algorithm in [25] . First note that Q K k¼1 w 2 kk is invariant to the permutation matrix P. This result is easily proved recalling that PH ¼ WF H , with orthonormal columns in F, then
We first consider the simplest case with K ¼ 2 users, then H contains two rows denoted by h Without loss of generality, assume that kh 2 k , kh 1 k. Next we show that to maximise the objective function in (36), we should start with h T 2 , that is start by orthogonalising the row with minimum w k,k . Recall that w k,k is the length of the projection of the kth row of H onto the orthogonal complement of the subspace spanned by the previous (k 2 1) rows already orthogonalised. Then we need to show that
which is true by the assumption that kh 2 k , kh 1 k. When K , 2, we adopt the greedy solution given in Algorithm 1 that at the kth iteration, orthogonalises the row with minimum w k,k . In other words, the algorithm selects the row that is the closest to the subspace spanned by the rows already chosen. In the algorithm, m p,j ¼ĥ H p h j and Q i represents the subset of rows already orthogonalised up to the ith step. Note that besides finding the ordering P, the algorithm also provides the LQ decomposition PH ¼ WF H , since W is given by the GS coefficients m ij and the ith row of F is given byĥ i . Clearly the complexity of the above search algorithm is O(K 2 ), which is significantly lower than the O(K!) complexity of the exhaustive search method.
Algorithm 1: Greedy ordering and LQ decomposition
END FOR OUTPUT: matrix P and LQ decomposition of PH.
4
Simulation results
TH-precoding with perfect channel knowledge
We first provide simulation results to compare the BER performance of the different precoding schemes:
TH-bit-original, TH-bit-RAKE, TH-bitpreRAKE and TH-chip-original. Each user employs a normalised Hadamard sequences of length N ¼ 8 as its original spreading signature. The number of users is K ¼ 3. All users employ QPSK modulation. We assume that each mobile user experiences an independent multipath channel
T with L ¼ 4 resolvable paths and the transmitter has perfect CSI of all users. The path gains are generated according to f k,i N c (0, 1=L). For each data block, independent channel realisations are simulated for each user and the results are averaged over 5000 blocks. Fig. 7 shows the BER performance of the precoding schemes without ordering. Loading is employed in all the schemes. For comparison purposes, we also show the performance of the linear block-wise precoding method given in [4] . In the figure, the approximate BER formula P e ¼ aQ( (h=s 2 n ) p Þ matches very well with the simulated results. Nonlinear TH-precoders significantly outperform the linear precoder. Moreover, the complexity of the TH-precoders is substantially lower than that of the linear precoders since in multipath channels, linear precoders [4] operate blockwise with matrices of size KT Â KT (where T is the frame length) with O ((KT ) 3 ) complexity of the inverse computation. In our proposed non-linear solution, the matrices have dimensions K Â K. Comparing bit-wise and chip-wise precoding schemes, the chip-wise precoder offers the best performance. Therefore it not only reduces the mobile unit complexity of the TH-bit-RAKE precoder without increasing the base station complexity, but also shows superior performance. Similar performance was obtained for different number of users and paths (the results are not provided here for brevity). Fig. 8 compares the BER performance of the TH-chip-original and TH-bit-RAKE precoders with K ¼ 3 users. For both methods, we consider the cases of no-ordering, optimal ordering (i.e. exhaustive search) and the suboptimal ordering method given in Algorithm 1. Ordering has a significant effect on the TH-bit-RAKE precoder, whereas it makes a smaller difference to the chip-wise TH-precoder. Furthermore, in the chip-wise precoder there is no observable difference between the suboptimal greedy ordering algorithm and the optimal exhaustive search method. Therefore the chip-wise TH-precoder not only offers superior performance and lower mobile unit complexity, but also computationally less complex since suboptimal ordering is sufficient.
We repeat the simulations with the same parameters except that the number of users is increased to K ¼ 6. Fig. 9 shows that both TH-precoding schemes perform very well even in highly loaded systems. When the number of users is high, ordering brings a significant improvement, specially to the TH-bit-RAKE precoder, although the complexity of the exhaustive search method becomes prohibitive (i.e. it involves computing K! ¼ 720 LQ decompositions of 6 Â 6 matrices). The greedy ordering algorithm performs well in the chip-wise precoder and it requires less than 6 LQ decompositions.
In Fig. 10 , we illustrate the CDF of the common SNR h in (32) obtained with TH-bit-RAKE and TH-chip-original when L ¼ 4, N ¼ 8 and P T / K ¼ 1. For both methods, we show the h value for cases of no-ordering, optimal ordering and suboptimal ordering. Note that the performance of communication systems is usually dominated by outage events. Given an outage probability p out , let us define the corresponding outage h out as p out ¼ Pr(h h out ). In Fig. 10 , it is seen that although on average, the TH-bit-RAKE precoder obtains better performance than the TH-chip-original precoder, it is more prone to outage (e.g. consider in the plot p out ¼ 3%), which explains the error rate behaviour in Figs. 7 -9.
TH-precoding with channel prediction
A crucial assumption in the development of the precoding techniques in the previous section is that the transmitter has perfect knowledge about the multipath channel states of all mobile users. In TDD wireless systems, the downlink CSI is available at the transmitter (which is estimated from the uplink transmission) as long as the coherence time of the channel is larger than the time difference between the uplink and downlink slots. On the other hand, in fast fading channels, the channel state that has been estimated during an uplink slot may have changed and the estimate may no longer be accurate for precoding in the next downlink slot. In this case, channel prediction techniques can be used to estimate the future downlink channel state from the current and previous uplink channel estimates, by exploiting the second-order statistics of the fading channel [26] (refer to [27] for a comparison of different channel prediction techniques). Assume that the complex Gaussian fading process of each channel path f k,i (t) follows the Jakes' model [28] with the maximum Doppler spread
. ., L, where J 0 ( . ) is the zeroth-order Bessel function of the first kind.
Assume that in the TDD system, the uplink and downlink slots are separated by T seconds; and the base station estimates the multipath channel of each user every uplink slot. We set the time of the latest channel estimation as the reference t ¼ 0. Then the base station will estimate the channel state at times t [ f0, 22T, 24T, . . .g. We consider channel estimation based on pilot symbols and the channel estimate has the formf k,
In the prediction filter described earlier, we use estimates of the channel that have been sampled every 2T seconds. This sampling rate is in general much higher than the required minimum Nyquist sampling rate equal to twice the Doppler frequency 2f d . It has been shown in [26] that such oversampling could be unfavourable when the order of the filter P is fixed. Assume that the base station is able to estimate the channel every 2T seconds. Define the optimal sampling period as d2T, where d is a positive integer. Then for fixed values of the prediction depth, noise variance, Doppler frequency and filter order, we can compute the MSE of the prediction filter z pred for different On the other hand, it has been observed that when the system parameters are fixed, z pred decreases with the order of the prediction filter P. However, after a certain filter order, z pred saturates since the noise in the previous channel estimates dominates in the MSE of the prediction error. Therefore it is convenient to evaluate the MSE expression for different values of P and choose the shortest one that brings z pred close to the saturation level.
As in the WCDMA TDD mode, we assume that the uplink and downlink are time multiplexed into a carrier centred at f c ¼ 2 GHz. The frame length is 10 ms, which is subdivided into 15 slots that can be allocated for either uplink or downlink. Therefore the uplink and downlink transmission can be interleaved in bursts of T ¼ 666.7 ms. As in Section 4.1, we consider N ¼ 8, L ¼ 5 and n 2 k,i ¼ 1=L. The fading process of each channel path is formed by samples of a stationary zero-mean complex Gaussian process with autocorrelation function J 0 (2pf d t) [28] and is generated according to the method described in [29] . We consider the performance of the TH-chip-original precoding technique with loading and ordering. We assume that all the mobile users are moving at u ¼ 36 km/h. The previous channel estimates {f k,i (t), t ¼ 0, À 2T , . . . } are given by the true channel values corrupted by complex Gaussian noise with variance g 2 k,i ¼ 0:001. Evaluating the MSE expression z pred for different orders of the prediction filter, we find that a very short prediction filter with P ¼ 2 obtains good results. Evaluating z pred , we find that slightly better results can be obtained if the channel is sampled with d ¼ 2. We evaluate the results over ten different initial channel realisations. For each channel realisation, we consider 200 slots of length T ¼ 666 ms (i.e. 200 channel variations) and in each slot, we send 1000 QPSK symbols per mobile user. In the results, we consider perfect channel estimation (genie aided), old channel estimation t seconds before and channel prediction with the optimal sampling (d ¼ 2) and with the regular sampling (d ¼ 1). Fig. 11 shows that the prediction algorithm gives very good results even considering that all the users are moving at u ¼ 36 km/h and the prediction is based on noisy channel estimates. Notice that without channel prediction and only using old channel estimates, the performance would decrease considerably in these scenarios representing very high mobility.
Conclusions
In this paper, we have first obtained the capacity results for downlink CDMA systems employing either MUD or transmitter precoding. It is seen from numerical examples that these two techniques offer comparable capacity regions. However, MUD at the downlink mobile receiver may not be practical due to the requirement that each mobile receiver should have the knowledge of all users' spreading sequences and channel states, as well as the limited signal processing capability of the mobile receiver. On the other hand, transmitter precoding is an attractive solution for systems employing time-division multiplexing, where uplink and downlink channels are reciprocal. We have developed nonlinear multiuser precoding algorithms based on the TH precoding technique. Our precoding algorithms effectively remove multiuser interference, inter-chip interference and inter-symbol interference in the downlink of CDMA systems. The main property of the proposed algorithms is that they can be implemented at either bit level or chip level, and they are considerably less complex compared with the linear block-wise linear precoders in the literature. Moreover, the proposed chip-wise precoder combines the precoding operation and the spreading operation, and offers performance improvement compared with the previously proposed bit-wise precoders. We have also proposed a suboptimal user ordering algorithm for power loading which further optimises the system performance. Channel prediction for precoding is also discussed. Simulation results have shown that the proposed precoding techniques offer excellent performance even in heavily loaded systems or time-varying scenarios.
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