Abstract. Let F := {f λ } be a family of holomorphic functions in a domain D ⊂ C depending holomorphically on λ ∈ U ⊂ C n . We study the distribution of zeros of {f λ } in a subdomain R ⊂⊂ D whose boundary is a closed nonsingular analytic curve. As an application, we obtain several results about distributions of zeros of families of generalized exponential polynomials and displacement maps related to certain ODE's.
1. Introduction 1.1. This paper is devoted to the problem of the distribution of zeros for families of univariate analytic functions depending analytically on a multivariate parameter. Such problems arise in several diverse areas of Modern Analysis, including Dynamical Systems (started by the classical works of Poincaré, Dulac and Bautin related to the so-called second part of Hilbert's 16 th problem [I] ), Transcendental Number Theory (going back to the classical works of Gelfond, Mahler and Siegel related to Hilbert's 7 th problem [B] ) and Approximation Theory (Bernstein-Markov-Remez' type inequalities for analytic functions see e.g. [Br1] , [RY] ). In [Br2] we studied this problem in the case of analytic families appearing as displacement maps of certain planar polynomial vector fields. The main result of that paper was derived from a new distributional inequality obtained by methods of Pluripotential Theory. In contrast, the main purpose of the present paper is to study some geometrical properties of the distributions of zeros.
Let F := {f λ ∈ O(D) : λ ∈ U } be a non-zero family of functions holomorphic in a planar domain D ⊂ C and depending holomorphically on λ varying in a domain U ⊂ C n . The central set of F in U is a closed complex analytic subset defined by This function is upper semicontinuous and bounded in V \ C F for any subdomain V ⊂⊂ U (see e.g. [Br2] ). Finding the geometric properties of N F ,R is the main objective of this paper. As an example of the results obtained we mention a rather unexpected "intermediate value theorem" asserting that for generic families F the function N F ,R assumes on V \ C F all (integer) values between its infimum and supremum.
We now introduce some basic definitions and related auxiliary results that will be used throughout the paper. Our main notion is related to a result which, in turn, requires the definition of subanalytic sets. For convenience of the reader we recall 
where X ij = {f ij (x) = 0} or {f ij (x) > 0}.
A subset X of M is subanalytic if, locally, X is a projection of a relatively compact semianalytic set.
We refer to [BM] and [H] , and references therein, for the main results for basic properties of subanalytic sets used in the present paper. Now (and below), let F , U , R and V be the above introduced objects. Suppose that for any ξ ∈ D there is a λ ∈ U such that f λ (ξ) = 0; (1.2) the boundary Γ := R \R is a closed non-singular analytic curve. (1.3) Let us introduce the set S ⊂ V as the projection on V of the analytic set
In accordance with the properties of subanalytic sets, Z i , its closure Z i , boundary ∂Z i := Z i \ Z i , and its connected components are all subanalytic sets in V . Now we are in a position to introduce our main notion. Definition 1.3. The graph of zeros G F ,R (V ) is formed by the set of integers N F ,R (V \ S) regarded as its vertices and the set of edges (i, j), where i, j ∈ N F ,R (V \ S) are such that they satisfy the condition
The following instance illustrates this definition.
As the set V ⊂ C 2k we choose the open Euclidean ball of radius r centered at 0 (written, V = B c (0, r)). In turn, choose R to be the open disk D ρ ⊂ C of radius ρ and center 0. It is readily seen that the corresponding set S ⊂ B c (0, r) is the union of k hypersurfaces given by
Then the graph G F ,R (V ) can be described in this case as follows.
Let {e s : 1 ≤ s ≤ k} be the canonical basis of R k , and P the parallelepiped formed by the vectors n s e s , 1 ≤ s ≤ k. Introduce a function h defined on the set of vertices V of P by h(x) := k s=1 x s , x ∈ V. If h separates the points of V, then the image of h is the set of vertices for the graph G F ,R (V ). Moreover, a pair (h(x), h(y)) is an edge of this graph if x, y are joined by a 1-dimensional edge of P . The figure below presents the case of k = 3, n 1 = 1, n 2 = 2 and n 3 = 4. [y] that are joined by a 1-dimensional edge of P . We leave the details to the reader.
(2) Now let F := {f λ : λ ∈ C}, where
Choose V := D 2 and R := D 1 . Then the corresponding set S ⊂ D 2 is the unit circle S 1 = ∂D 1 , and the graph G F ,R (V ) in this case has the form r m r n It is worth noting that in this case sup D2 N F ,R = n + m, and it is attained on S 1 .
Even these simple examples show that the graph of zeros may be of a complex combinatorial structure. Strikingly, for "generic" families F this graph has a linear structure described by the picture where m and M are infimum and supremum of N F ,R on the set V \ C F . Adopting the terminology of Lie group theory, we refer to this as a graph of A-type. Our main results describe certain conditions on F under which the corresponding graph of zeros is of A-type. Remark 1.6 below shows that a small perturbation of an arbitrary family F gives a new family satisfying the conditions of our main theorem.
To formulate these results it will be useful to introduce several additional notions. We say that a simple closed curve Γ ⊂ C is periodic, if there exists an integer n ≥ 2 such that z · e 2πi n ∈ Γ for any z ∈ Γ. Now let a curve Γ ⊂ C be contained in the set D from the definition of the family F . We say that F = {f λ } has no multiple zeros on Γ if for any w ∈ Γ the analytic set
has complex codimension at least 2.
This operator is well-defined for z belonging to any compact K ⊂ D and η sufficiently close to the point (1, 0, 0). We say that the family F is locally stable with respect to the family T on a compact
with ν continuously depending on λ and η, and z ∈ K. Similar definitions will be used for the families of operators
Now we are in a position to formulate our main results. In all these results we suppose that R is starlike with respect to 0 and satisfies condition (b) (see (1.3)), and that F satisfies condition (a) (see (1.2)). In addition we suppose that F and R meet one of the following three conditions: (1) F is locally stable with respect to the family T on R.
(2) Γ := R \ R is not periodic, and F is locally stable with respect to the family T 1 on R. (3) F has no multiple zeros on Γ, and is locally stable with respect to the family T 2 on R. Under these hypotheses the following holds.
Remark 1.6. Suppose that F is an arbitrary family satisfying (1.2) and that Γ = R \ R is a non-periodic closed non-singular analytic curve. Let us show that a small perturbation of F gives a new family F satisfying the conditions of Theorem 1.5, i.e., these conditions are generic.
To this end choose a > 0 such that (1 + a)z ∈ D for any z ∈ R, and b > 0, and set 
It is readily seen that F satisfies the hypotheses of Theorem 1.5.
Let us now formulate the second main result. In this case we preserve all the hypotheses of Theorem 1.5 except for hypotheses (1),(2),(3). The latter will be replaced by the following two conditions: (4) F is locally stable with respect to the family T 3 on R.
and δ > 0, M > 0, and ρ > 0 all depend only on V and F . Under these assumptions the following holds.
Theorem 1.7. Suppose that Γ = R \ R is non-periodic and is contained in
In this section we formulate some applications of our main results, illustrated by examples.
Let f and f 1 , . . . , f k be non-constant entire functions on C k and C, respectively. Introduce a family F by the formula
where p j is a fixed member of the space of holomorphic polynomials of degrees at
, is the vector consisting of the coefficients of all the p j .
Suppose that (A) the complex analytic set
is irreducible, and
Under these hypotheses the following is true. 
be the space of holomorphic polynomials of degree at most n. Then Theorem 1.5 implies that for any V ⊂ C n+1 and any R starlike with respect to 0 satisfying (
In particular, for V = C n+1 the set of zeros of F in R is naturally parameterized by points of the complex projective space CP n . In this case the corollary states that CP n is a disjoint union of connected subanalytic subsets V i , 0 ≤ i ≤ n, such that for each point from V i the corresponding polynomial has exactly i zeros in R.
(2) Let F = {f λ } be the family of generalized exponential polynomials
where p j , q j are again holomorphic polynomials of degrees at most p and q, respectively, and λ ∈ C k(p+q+2) is the vector of coefficients of all the p j and q j . Then for any domain V ⊂⊂ C k(p+q+2) and any R starlike with respect to 0 satisfy-
coincides with the graph of the entire function
, and therefore is irreducible, and Corollary 1.8 can be applied. Now we formulate an application related to dynamical systems generated by polynomial vector fields. The central problem in this area is the (still unsolved) second part of Hilbert's sixteenth problem. This problem asks whether the number of isolated closed trajectories (limit cycles) of a planar polynomial vector field is always bounded in terms of its degree (for recent developments related to Hilbert's problem see, e.g., [I] ). In this paper we consider a local version of this problem for complex vector fields close to the linear rotation
where the functions F and G are given by
Let λ ∈ C d(d+3) be a vector formed by an ordered collection of the coefficients of F and G. To introduce an analytic family related to the local behavior of the solutions of (1.4) near the origin we rewrite (1.4) in polar coordinates x = r cos φ, y = r sin φ. Then we have dr dφ
where P and Q are given by
Now let r(φ, λ, r 0 ) be the analytic solution of (1.5) with initial value r 0 ∈ C (it exists for sufficiently small vectors of the coefficients λ and r 0 , and is holomorphic in these variables). Then, by definition, P λ (r 0 ) := r(2π, λ, r 0 ) is the Poincaré map and d λ (r 0 ) := P λ (r 0 ) − r 0 the displacement map of (1.5). Now we introduce the analytic family d+3) , and N = N (d) and r = r(N ) are sufficiently small. The role of the zeros of the family D is as follows.
If
, is not identically zero, then positive zeros of equation d λ (x) = 0 correspond to limit cycles of the system (1.4) situated in a small neighbourhood of the origin. (B c (0, N) Proof.
(1) Assume, to the contrary, that there are a point x ∈ S \ C F and a sufficiently small open Euclidean ball B x centered at x such that the real dimension of S x := B x ∩ S is at most 2n − 2. Since S x is subanalytic, without loss of generality we may assume that x ∈ S is a smooth point and S x ⊂ B x is a smooth submanifold. Next, from the local stability of F it follows that there is a continuous map β x (t) :
Since x ∈ C F , the set K := {t ∈ I x : β x (t) ∈ S} is finite (otherwise, from the definitions of β x and S we obtain that f x is identically zero). Thus, diminishing I x if necessary, we may assume that K = {1}. Now from the definitions of β x and S it follows that the number N F ,R (β x (1 + )) − N F ,R (β x (1 − )) for any positive < r(x) is positive and equals the number of zeros of f x on Γ. But according to our assumption, B x \ S x is connected. In particular, there is a continuous path joining β x (1 + ) and β x (1 − ) inside B x \ S. Then from the formula
This contradiction proves (1). 
Choose a point y ∈ Y ij , and let z 1 , . . . , z k be the set of distinct zeros of f y on Γ of orders µ 1 , . . . , µ k , respectively.
Lemma 2.3. Under the hypotheses of Theorem 1.5 we have
Proof. From the local stability of F with respect to the family T 3 on R it follows that there exists a continuous map β y :
Then, as in the proof of Lemma 2.2, the set K := {t ∈ I y : β y (t) ∈ S} coincides with {1} for a sufficiently small r(y). Let us show that for such r(y) the image β y (I y ) does not belong entirely to either Z i or Z j . In fact, assuming the opposite we obtain for any t 1 , t 2 ∈ I y , t 1 < 1 < t 2 , that
Here, by definition, the value on the left is the number of zeros of f y in t 1 R and the value on the right is the number of zeros of f y in t 2 R. But t 1 R ⊂ R ⊂ t 2 R (since R is starlike with respect to 0) and f y has zeros on the boundary Γ of R. Thus we get
This contradiction shows that we have, say, β y (I y ) ⊂ Z j and β y (I y ) ⊂ Z i , for I y = {1 < t < 1 + r(y)} and I y = {1 − r(y) < t < 1}, and
Next, we will show that the set of zeros of f y on Γ consists of a single point, i.e., k = 1. In the proof we will use the following result.
Lemma 2.4. Let z 1 , . . . , z k ∈ Γ be pairwise distinct points.
(1) There is a nowhere dense subset L ⊂ C such that for any w ∈ C \ L there are pairwise distinct r 1 , ..., r k ∈ R + so that
Proof. (1) Each point z ∈ C\{0} can be written uniquely as z = r·γ, r ∈ R + , γ ∈ Γ. Since Γ is a non-singular analytic curve, the transition from Cartesian coordinates on R 2 \{0} to the coordinates (r, γ) is analytic. For each i consider the map C → C, w → z i − w. For w = z i it can be written as g i (w) · h i (w), g i (w) ∈ R + , h i (w) ∈ Γ, where g i , h i are analytic on C \ {z i } and g i can be extended continuously at z i . The identity g i (w) = g j (w) for i = j means that there is an r ∈ R + such that z i − w and z j − w belong to rΓ. Let
Then each w ∈ L satisfies the required statement. Let us show that L ⊂ C is nowhere dense. Notice that by the definition L\{z 1 , . . . , z k } is an analytic subset of C\{z 1 , . . . , z k }. Thus it suffices to check that each L ij := {w ∈ C : g i (w) = g j (w)}, i = j, is a proper subset of C. In fact, since
This completes the proof of (1).
(2) In polar coordinates (r, θ) ∈ R + × R the curve Γ is the graph of a positive 2π-periodic analytic function r = f (θ). The map z → w · z, w = e iφ ∈ S 1 , in these coordinates is defined by the translation (r, θ) → (r, θ + φ). Suppose that 
This implies that for any k,
But by definition {y ki } has a limit point in [0, 4π] , and f is 2π-periodic and analytic. Thus we have
We will prove now that f
Then from the above identity we obtain the contradiction
, which gives the required equality. This means that f (t) is periodic with the period |θ i −θ j | ∈ (0, 2π). Then it is readily seen that |θ i − θ j | = 2πq for some q ∈ Q, and so f (t) is periodic with a period Proof. In order to prove the lemma it suffices to obtain the required statement for F locally stable with respect to the families T 2 and T 3 on R. In what follows we retain the notation of Lemma 2.3.
(A) Suppose that F is locally stable with respect to the family T 2 on R. Diminishing, if necessary, r(y) in Lemma 2.3, we obtain by definition that there is a continuous map β y :
Here β y (t, 0) = β y (t). Using the definition of β y , from Lemma 2.3 we obtain that for s :=
r(y)
2 there is a positive s ≤ s such that for any w ∈ D s we have
Let I s := {t ∈ R : |t − 1| < s}, β y,w (t) := β y (t, w), and K w := β y,w (I s 
In fact, β y,w (t) ∈ Y ij for some t ∈ I s means that there is a z ∈ Γ such that f y (tz + w) = 0. But then, assuming that s is sufficiently small, we obtain that tz + w coincides with some z i ∈ Γ. Since z = zi−w t and Γ is non-singular analytic and starlike with respect to 0, for any i, 1 ≤ i ≤ k, there is at most one t ∈ I y such that 
In the rest of the proof of part (A) we assume that w ∈ D s \ L with L defined as in Lemma 2.4 (1). Further, by the definition of J and β y , for any t 1 ∈ [a, t) and t 2 ∈ (t, b] we have
Since N F ,R is an upper semicontinuous function, this implies that
Note that tΓ + w is the boundary of the domain q<t (qR + w). Thus from the above identities and from the definition of β y we obtain that j equals i plus the number of the zeros of f y on tΓ + w. But, since s is sufficiently small, each zero of f y on tΓ + w coincides with one of the z l , 1 ≤ l ≤ k. Since w ∈ L, there is only one such l. In particular,
So, in this case, the set of zeros of f y on Γ consists of a single point.
(B) Suppose now that F is locally stable with respect to the family T 3 on R. Then without loss of generality we may assume that r(y) in Lemma 2.3 is so small that there is a continuous map β y : D(1; r(y)) → B, D(1; r(y) 
(Here β y | Iy is the same as in Lemma 2.3.) Next, from the properties of β y | Iy proved in Lemma 2.3 it follows that for s =
2 we can find a positive s ≤ s such that for any w ∈ S 1 ∩ D(1, s ) we have
Then applying arguments similar to those used in part (A) of the proof, for each
Moreover, as before, we obtain that j equals i plus the number of the zeros of f y on wtΓ. Then for a sufficiently small r(y) the latter implies that each zero of f y on wtΓ coincides with some z l , 1 ≤ l ≤ k. Now choose w such that w −1 ∈ M with M defined as in Lemma 2.4 (2). Then for such w this lemma implies that the set of zeros of f y | wtΓ consists of a single point. Then, as above, we deduce that the set of zeros of f y on Γ consists of a single point, as well.
The proof of the lemma is complete.
Finally we prove
Lemma 2.6. Under the hypotheses of Theorem 1.5 the zero of f y on Γ has order 1.
Proof. To prove the lemma we will point out a point y ∈ Y ij such that all zeros of f y | Γ are of order 1. Then according to Lemma 2.5 we will get that the set of zeros of f y on Γ is a single point. Finally, applying the identity of Lemma 2.3 we will obtain that |i − j| = 1. This will complete the proof of the lemma, and together with the statement of Lemma 2.2 (2) will complete the proof of the theorem. First we will find such a y ∈ Y ij under hypothesis (3) of the theorem. Let
By p 1 : Γ × V → Γ and p 2 : Γ × V → V we denote the natural projections. Since F has no multiple zeros on Γ, we have
By the definition, all zeros of f y | Γ are of order 1. Now, let us prove the lemma under hypotheses (1) and (2). Let z 1 be the zero of f y on Γ of order µ (here y is the same as in Lemma 2.3). Then in a small open neighbourhood O of Γ we have
where g| O is holomorphic and nowhere 0. Let us consider the equation Next, since F is locally stable with respect to the families T and T 1 on R, we can find a small positive ≤ δ such that The proof of the theorem is complete.
2.3. Proof of Corollary 1.8. Clearly, the family F satisfies condition (1.2) (for otherwise, the function f (f 1 (z 1 ), . . . , f k (z k )) is identically zero). First we will show that F has no multiple zeros on Γ.
For any w ∈ Γ we set
Assume, to the contrary, that there exists a w 0 ∈ Γ such that Z w0 has complex codimension 1. Then Z w has complex codimension 1 for any w = 0. This follows from the identities f λ (w 0 ) = f λ (w) and
where
Thus it suffices to consider w 0 = 1. Observe that the analytic hypersurface
where Z is irreducible by hypothesis (A) of the corollary. Since according to our assumption Z 1 ⊂ C d is a closed analytic subset of complex codimension 1 and Z 1 ⊂ X 1 , from irreducibility of X 1 we obtain that Z 1 = X 1 . Hence, Z w = X w := {λ ∈ C d : f λ (w) = 0} for any w = 0. This means that any non-zero root of each f λ is of order > 1, which contradicts hypothesis (B) of the corollary. Therefore we conclude that the family F has no multiple zeros on Γ. Also, by definition, F is locally stable with respect to the family T 2 on R. Thus Theorem 1.5 implies that G F ,R (V ) is of A-type for any domain V ⊂⊂ C d and any R ⊂⊂ C starlike with respect to 0 satisfying (1.3). Now we prove the second statement of the corollary.
It is readily seen that the required result follows from the first part of the corollary and from the following statement:
In the rest of the proof we will show that the above statement is true. Let C dj +1 be the space of vectors v j = (v j0 , . . . , v jdj ) composed from coefficients of the polynomial p j (z) :
Then it is easy to see that h| R+×V :
we denote the composite of the projection π : R + × V → V and (h| R+×V ) −1 . Next we set
Then each S i is subanalytic and π :
Further, let K ⊂ S i be a compact subset. We will check that there is a constant
Actually, π −1 (v) coincides with the set {h(r, v) ∈ (C d ) * : r > 0}. The condition h(r, v) ∈ S means that the function f v has zeros on rΓ. If, in addition, h(r, v) ∈ S i , then r lies in the interval A i := {r ∈ R + : (
This means that #{ π −1 (v) ∩ K} is less than or equal to the number of zeros of f v in the compact domain R i bounded by (
1/2d! Γ and i 1/2d! Γ. Since according to our assumption v ∈ C, this number is finite. Now the condition π −1 (v) ∈ K means that v varies in a compact subset T ⊂ V . In this case it is well known (cf. [Br2] ) that the number of zeros of f v , v ∈ T , in the compact R i is uniformly bounded by a constant M K < ∞.
From the above result it follows that for any compact subanalytic subset K ⊂ S i \ C we have dim R K = dim R π(K). Therefore dim R S i = dim R π(S i ). But according to hypothesis (B) of the corollary, S i = ∅ for some i. In particular, by Lemma 2.2 (1), dim R S i = 2d − 1. Thus dim R π(S i ) = dim R V . Let S 1i ⊂ S i be the set containing all singular points of S i and all points from C i . Then S 1i is a subanalytic subset of S i of codimension ≥ 1. In particular, dim R π(S 1i ) < dim R π(S i ). This means that the subanalytic set π(S 1i ) is of Lebesgue measure zero in V but π(S i ) has an exhaustion by subsets of positive measure. Finally we have X 1 := i π(S 1i ) is of measure 0 in π(S) = i π(S i ). It remains to set X R := π −1 (X 1 ). Then according to our construction X R is of Lebesgue measure 0 in C d , and for each λ ∈ (C d ) * \ X R the set L λ := h(R + , λ) intersects S in smooth points only.
The proof of the corollary is complete.
Therefore F is locally stable with respect to the family T 3 on each compact set where all P λ are defined. 
