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RESUMEN
flujos térmicos mesoescalares y su interacción con la turbulencia en lacapa límite atmosférica
introducción
Los movimientos atmosféricos se clasifican de acuerdo a su escala espacial y tem-
poral de mayor a menor en macroescalares, mesoescalares y microescalares. Entre los
procesos mesoescalares encontramos los flujos térmicos, producidos por contrastes tér-
micos horizontales en escalas que abarcan entre 1 y 100–200 km aproximadamente, y
que ocurren en forma de circulaciones cerradas. Estos flujos juegan un papel crítico
en la transferencia de energía entre la macroescala y microescala. En esta tesis inves-
tigamos las brisas marinas (SBs) y de montaña (MBs). Además de ser ubicuas, juegan
un papel fundamental en el complejo decaimiento de la turbuencia que tiene lugar du-
rante la transición vespertina (AET) de la capa límite atmosférica (ABL). Íntimamente
relacionado con la interacción entre los flujos mesoescalares y la turbulencia en la ABL,
la concentración de escalares relevantes como el CO2 puede verse significativamente
alterada por el establecimiento de circulaciones térmicas. Modelos mesoescalares tales
como el Weather Research & Forecasting (WRF) muestran deficiencias en reproducir el
decaimiento de turbulencia durante la AET y la influencia de los flujos mesoescalares
en el balance de CO2.
objetivos
Los objetivos principales de la tesis se recogen en los siguientes puntos:
• Analizar los forzamientos locales y de gran escala que influyen en la formación
y desarrollo de los flujos térmicos.
• Arrojar luz sobre las interconexiones entre los flujos térmicos y la turbulencia en
la ABL durante la AET.
• Cuantificar el impacto de los flujos mesoescalares en la dinámica de la ABL y la
variabilidad de CO2 y 222Rn asociada.
• Evaluar la precisión del modelo WRF en simular las características de la SB y su
interacción con la turbulencia en la ABL durante la AET.
xiii
xiv resumen
datos y metodología
La estrategia de investigación llevada a cabo en esta tesis combina bases de datos
observacionales y simulaciones numéricas mediante el modelo mesoescalar WRF. Nos
centramos en tres emplazamientos, cada uno de ellos representando un escenario dis-
tinto para la formación de circulaciones térmicas: la costa vasca (España), para analizar
la SB sobre terreno complejo; CESAR (Países Bajos), donde exploramos la SB sobre ter-
reno llano; y La Herrería (España), donde investigamos los vientos catabáticos junto
a una abrupta ladera montañosa. El modelo suministra una perspectiva espacial adi-
cional no proporcionada por las observaciones, y permite la evaluación de su precisión
en reproducir los flujos térmicos. Asimismo, uno de los aspectos claves de la tesis es el
uso de un algoritmo sistemático basado en criterios objetivos para seleccionar eventos
mesoescalares y producir una estadística robusta.
resultados
Primero caracterizamos el fenómeno de SB en la costa vasca mediante una compara-
ción observacional de dos emplazamientos topográficamente distintos. Las simula-
ciones numéricas mediante el modelo WRF proporcionan una perspectiva más amplia,
y permiten evaluar la influencia del establecimiento de la SB en variables atmosféricas
y la turbulencia asociada.
La investigación de las SBs se continúa con el análisis de una base de datos ob-
servacional de 10 años en CESAR. Tras aplicar el algoritmo de selección mesoescalar,
analizamos 102 días de SB que tienen lugar a diferentes horas a lo largo de la AET,
y los clasificamos de acuerdo a las condiciones de turbulencia en superficie. Encon-
tramos que el impacto de la SB en la dinámica de la ABL y su estructura térmica son
opuestos dependiendo de las características turbulentas en superficie. Nuestros resul-
tados revelan además el papel determinante de la dirección de SB en el transporte
de vapor de agua, CO2 y 222Rn. Por otro lado, empleamos simulaciones numéricas
mediante el modelo WRF abarcando el mismo periodo de 10 años para reproducir
las características principales de la SB, los factores que influyen y su impacto en la
turbulencia durante la AET. Encontramos que el flujo de calor sensible es consider-
ablemente sobrestimado, y probablemente en consecuencia, la intensidad de la SB es
magnificada.
Finalmente, exploramos el papel de los flujos catabáticos en la dinámica y caracterís-
ticas turbulentas de la SBL mediante observaciones en La Herrería. Cuarenta eventos
catabáticos son seleccionados durante un periodo de verano empleando el algoritmo
de selección mesoescalar. Encontramos una relación directa entre la intensidad máx-
ima de los flujos catabáticos y las características turbulentas de la SBL. Relacionando la
dinámica de los regímenes de la SBL con el balance de CO2, estimamos la contribución
de los diferentes forzamientos a la variabilidad de este gas de efecto invernadero.
resumen xv
conclusiones
Las conclusiones principales de la tesis se resumen a continuación:
• La formación y desarrollo de la SB están particularmente limitados por el viento
sinóptico. Los flujos catabáticos no están sólo influidos por el viento sinóptico,
sino también por el balance de energía superficial mediante alteraciones en la
humedad de suelo.
• La interacción entre los flujos térmicos y la turbulencia en la ABL ocurre de
forma bidireccional. Debido a las distintas escalas espaciales y factores deter-
minantes, la interconexión tiene lugar de una manera diferente para la SB y los
flujos catabáticos.
• El impacto de los flujos térmicos en la variabilidad del CO2 viene marcado prin-
cipalmente por cambios en los flujos turbulentos inducidos por el paso del frente
de brisa, y la advección horizontal, la cual puede ser considerablemente grande
para flujos catabáticos intensos.
• WRF reproduce los principales impactos de la SB adecuadamente, aunque la
gran sobrestimación del flujo de calor sensible produce perturbaciones frontales
más intensas. Por otro lado, se da un aumento de la aceleración de la AET en
comparación con las observaciones.

ABSTRACT
thermally-driven mesoscale flows and their interaction with atmosphericboundary layer turbulence
introduction
Atmospheric motions are classified according to their spatial and time scales from
largest to smallest into macroscales, mesoscales and microscales. Among mesoscale
motions we find the thermally-driven flows, which are driven by horizontal thermal
contrasts in scales between around 1 and 100–200 km, and occur in the form of closed
circulations. They have a critical role in transferring energy between the macroscales
and microscales. In this thesis we investigate sea breezes (SBs) and mountain breezes
(MBs). Apart from being ubiquitous, they play a fundamental role in the complex
turbulent decay during the afternoon and evening transition (AET) of the atmospheric
boundary layer (ABL). Intimately linked with the interaction between mesoscale flows
and ABL turbulence, relevant scalars such as CO2 can also be significantly affected
by the onset of thermally-driven circulations. Mesoscale models such as Weather Re-
search & Forecasting (WRF) have shown deficiencies in reproducing the turbulent
decay during the AET and the influence of mesoscale flows on the CO2 budget.
objectives
The main objectives of this thesis can be outlined in the following bullet points:
• Analysing the large-scale and local forcings influencing the formation of thermally-
driven flows, and developing an objective algorithm to select the mesoscale
events.
• To shed light on the interconnections between thermally-driven flows and ABL
turbulence during the AET.
• Quantifying the impact of mesoscale flows on the dynamics of the ABL and the
associated variability in CO2 and 222Rn.
• To evaluate the performance of the WRF model in simulating the characteristics
of SB phenomena and their interaction with ABL turbulence during the AET.
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data and methodology
The research strategy followed in this thesis combines observational meteorologi-
cal databases and numerical simulations from the WRF mesoscale model. We focus
on three observational sites, each of them representing a distinct scenario for the for-
mation of thermally-driven circulations: the Basque Coast (Spain) to analyse the SB
over complex terrain; the CESAR site (Netherlands), where we explore the SB over
flat terrain; and La Herrería site (Spain), to investigate katabatic winds nearby a steep
mountainous slope. The model adds a spatial insight not provided by the observations
and allows to evaluate its performance in reproducing the thermally-driven winds.
Furthermore, one of the key aspects of this thesis is the development of a systematic
algorithm based on objective criteria to select mesoscale events and produce robust
statistics.
results
First we characterise SB phenomena at the Basque Coast by comparing observations
from two topographically contrasting sites. Numerical simulations from the WRF
model provide a more precise insight, and allow to evaluate the influence of the SB
onset on atmospheric variables and the associated turbulence.
The investigation of SB phenomena is continued with the analysis of a 10-year ob-
servational database from the CESAR site. After applying the mesoscale selection al-
gorithm, we analyse 102 SB days taking place at different times along the AET, and we
classify them according to the surface-turbulence conditions. We find that the impacts
of SB flows on the ABL dynamics and its thermal structure are contrasting depend-
ing on the encountered turbulent characteristics. Our findings furthermore reveal the
determinant role of the SB direction in the transport of water vapour, CO2 and 222Rn.
Numerical simulations from the WRF model spanning the same 10-year period are
employed to analyse its performance in reproducing the main characteristics of the SB,
their influencing factors and the impact on ABL turbulence during the AET. We find
that the sensible-heat flux is greatly overestimated, and probably as a consequence,
the simulated SB intensity is magnified.
Finally, the role of katabatic flows in the dynamics and turbulent features of the SBL
is explored by employing observations from La Herrería site. Forty katabatic events
are selected from a summer database by using the mesoscale selection algorithm. We
find a direct relationship between the maximum intensity of the katabatic flows and
the turbulent characteristics of the SBL. By relating the dynamics of the SBL regimes
with the CO2 budget, we estimate the contribution of the different forcings in the vari-
ability of this greenhouse gas.
abstract xix
conclusions
The main conclusions of the thesis are summarised below:
• The formation and development of the SB is particularly constrained by the syn-
optic wind. Katabatic winds are not only influenced by the synoptic wind, but
also by the surface-energy balance through alterations in soil moisture.
• The interaction between the thermally-driven winds and ABL turbulence occurs
in a bidirectional way. Given the distinct spatial scales and influencing factors,
that interconnection takes place differently for SB flows and katabatic winds.
• The impact of thermally-driven flows on the variability of the CO2 is mainly
explained by changes in turbulent fluxes induced by the breeze-front passage,
and horizontal advection, which can be significantly large for intense katabatic
flows.
• WRF reproduces the main impacts of SBs adequately, although the great overes-
timation of the sensible-heat flux produces sharper frontal disturbances. On the
other hand, an enhanced acceleration of the AET is simulated comparing with
observations.

1 INTRODUCT ION AND OB JECT IVES
This snapshot was taken shortly before sunset on 11 August 2018 in Punta Galea, Getxo
(Basque coast, Spain). This cliff area is located in a corner of the Estuary of Bilbao, and gets
its name from the word ‘gale’ due to its exposure to severe weather coming from the Atlantic
Ocean. The picture faces to the west, and shows the meteorological station of Punta Galea
managed by Euskalmet, the Cantabrian Sea and the wind farm from the Port of Bilbao, the
first offshore wind park put into operation in Spain. The cover picture was also taken from
this cliff area, slightly towards the west. A moderate sea breeze was still blowing at the
moment of sunset.
1
2 introduction and objectives
1.1 about the different scales in the atmosphere
The air in motion, i.e. the wind, is present all over the earth. It is driven by circulations
of all sizes within the atmosphere. The smaller motions are for instance responsible
for the particular turning of smoke when it comes out of a chimney, or the whirls that
form at the corner of a building. The turning of smoke or whirls, however, can be
blurred by regional-scale circulations, such as urban circulations within a city or sea
breezes in a coastal area. At the same time, those regional circulations are constrained
by pressure differences induced by larger scales, of even up to the planetary scale.
In meteorology, atmospheric processes have traditionally been classified according
to their spatial and time scales from largest to smallest into macroscales, mesoscales
and microscales. This division was initially motivated by observations from, inter alios
Van der Hoven (1957), who provided a spectral analysis of horizontal wind-speed vari-
ance near the surface, showing two pronounced peaks at around 4 days and 1 min. The
first of the peaks is representative of synoptic or large-scale weather patterns (within
the macroscale), whereas the second is associated with turbulent motions (microscale).
Next to the first peak, a secondary maximum centred at approximately 10 h can be
identified, associated with the intermediate scales, i.e. mesoscale, although they were
included within the synoptic scales in Van der Hoven (1957). Roughly in between the
mesoscale and microscale, the presence of a minimum of energy or spectral gap was
postulated. Subsequent observed spectra of the horizontal wind speed, temperature
and turbulent kinetic energy at different emplacements close to the ground and un-
der different synoptic and geographical conditions, have corroborated the presence of
such a spectral gap (Panofsky, 1969; Hess and Clarke, 1973; Smedman-Högström and
Högström, 1975; Babic´ et al., 2017). Not only near the surface, but Vinnichenko and
Dutton (1969) observed the spectral gap away from the ground in the free atmosphere,
and differing from the spectra close to the ground, measured a -5/3 slope.
However, knowledge regarding the precise form and range of the spectral gap
remains vague and subjective up until now. Factors such as stability (Smedman-
Högström and Högström, 1975), the presence of mesoscale circulations (Babic´ et al.,
2017), and the modulation of the synoptic forcing (Vecˇenaj et al., 2010) contribute to
its variability, to the point where its existence is even questioned. By way of example,
Schalkwijk et al. (2015) analysed the power spectrum from observations and large-
eddy simulations close to the surface, and found that the gap between the mesoscale
and microscale was not as obvious as that reported in previous studies. Furthermore,
Hess and Clarke (1973) observed the spectral gap for the horizontal components of
the wind, but they reported that no gap was present for the vertical component of the
wind.
Provided that mesoscale motions are intense enough, their energy is comparable
with the turbulent eddies from the microscale, and the spectral gap is narrowed
down as a consequence. Babic´ et al. (2017), for instance, found that the occurrence
of mesoscale phenomena such as slope winds contributed to shift the low-frequency
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edge of the spectral gap towards higher frequencies. An illustrative representation of
a typical observed spectrum for the horizontal wind speed near the surface is shown
in Fig. 1.1. The energetic contribution of mesoscale thermally-driven circulations (see
Sect. 1.3) is also included, considering that their variance ranges roughly between
1–12 h. In any case, the reader should bear in mind that this representation is based
on observed spectra from Van der Hoven (1957) and Babic´ et al. (2017). Hence, it is
not universal, and its form can substantially vary depending on many factors, some
of which were introduced above. It is just intended to be an illustrative example of the
different atmospheric scales of relevance for this thesis.
Figure 1.1: Schematic plot illustrating a typical spectrum of the horizontal wind speed close to
the ground (blue solid line), and the contribution of the thermally-driven mesoscale
circulations (green). Representative values are taken from Van der Hoven (1957) and
Babic´ et al. (2017).
Further knowledge about the spectral gap is fundamental for choosing an appropri-
ate averaging time for the turbulent fluxes of momentum, heat and other scalars that
characterise the microscale motions. As a matter of fact, the election of the averaging
time for eddy-covariance measurements and the presence of secondary circulations
driven by surface heterogeneities, can be partly responsible for the closure problem in
the surface-energy balance (Charuchittipan et al., 2014). Hence, a better understand-
ing of the contribution of the thermally-driven circulations to the spectra results of
high relevance. Moreover, they have a critical role in transferring energy between
macroscale and microscale motions (Atkinson, 1981). The processes that encompass
the meso and microscales occur in the atmospheric boundary layer, which is further
detailed in Sect. 1.2. Microscale processes are not only important in terms of energy,
but they can be directly responsible for the incorrect short-range weather forecasts
(Baklanov et al., 2011). Furthermore, Hong (2010) pointed out that slight changes in
the boundary-layer parameterisation could significantly affect the global and regional
forecasts of precipitation, or even the intensity of tropical cyclones.
On the other hand, the large-scale forcing influences significantly the characteristics
of the atmospheric boundary layer. Provided that the synoptic forcing is weak, the
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diurnal evolution of the atmospheric boundary layer shows a marked cycle, charac-
terised by contrasting daytime and night-time phases. Indeed, the turbulent behaviour
of the nocturnal boundary layer is particularly sensitive to synoptic wind (e.g. Van de
Wiel et al., 2012a; van der Linden et al., 2017). Transitions within the nocturnal regime
are defined for certain values of that synoptic wind, but the direct implication of
mesoscale circulations is generally missed, which act as a bridge between the larger
and smaller scales.
In this thesis we aim at improving the comprehension and quantification of the inter-
connections between the different scales; in particular on the role of large scales in the
formation of thermally-driven mesoscale phenomena, and the complex two-way inter-
action occurring between the latter and turbulent eddies in the atmospheric boundary
layer. In order to clearly shape the scope of this thesis, first some fundamental con-
cepts and contextualisation need to be introduced in the following Sects. 1.2 and 1.3.
The research interest and objectives of the thesis are set out in Sect. 1.4. Finally, Sect.
1.5 presents the thesis outline.
1.2 the atmospheric boundary layer
The atmospheric boundary layer (ABL) is the region of the lower troposphere directly
influenced by the surface and the forcings involved in it. These forcings include the
heating/cooling of the ground, frictional drag and momentum exchange, and the in-
terchange of scalars such as water vapour, CO2 and anthropogenic pollutants (Stull,
1988).
The response of the ABL to those forcings occurs on time scales smaller than 1
h, mainly driven by turbulent transport processes. Turbulence is chaotic and hardly
mathematically determined; instead, given its randomness, it is statistically described.
Turbulent motions take place by means of irregular swirls called eddies, which have
variable sizes and energy, because the mechanisms underlying their formation are
different. The two main mechanisms that produce turbulence are buoyancy (convective
turbulence) and wind shear (mechanical turbulence). The former is associated with
developing thermals due to the differential surface heating from the sun, which gives
rise to large and energetic eddies. Their motions can generate wind-shear areas, which
produce smaller eddies in turn, so that energy is transferred from larger to smaller
eddies in a process named as energy cascade (for further information we refer the
reader to Stull (1988) or Arya (2001)). Smaller eddies are also generated due to wind
shear produced by frictional drag or the existence of low-level jets.
One of the main importances of the ABL lies in the fact that human activities are
carried out in it. Many other reasons make the investigation of the ABL relevant,
particularly regarding some important practical applications: the forecasting of maxi-
mum and minimum temperatures (Blay-Carreras et al., 2015), the onset of fog (Román-
Cascón et al., 2016a,b) and the formation of low-level clouds (Kalthoff et al., 2018),
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frost deposition (Bonin et al., 2013), the diffusion and transport of pollutants (Seibert
et al., 2000), or the land-atmosphere exchange of important scalars such as CO2 (Pérez-
Landa et al., 2007) and 222Rn (Arnold et al., 2009). In addition, the thermally-driven
mesoscale phenomena that are investigated in this thesis develop within the ABL and
are actually constrained by its extent. Thus, the formation of thermally-driven winds
and turbulence generation, as well as their diurnal evolution, are closely interrelated
(Zardi and Whiteman, 2013)
One of the most distinctive features of the ABL is its marked diurnal evolution,
particularly when incoming solar radiation is intense and synoptic forcing is virtually
quiescent. Shortly after sunrise, provided that clear skies allow the radiative heating
of the surface, large eddies form, which start producing the growth of the ABL. These
eddies cause additionally the mixing of the ABL, giving rise to a mixed layer (ML)
or convective boundary layer (CBL), which reaches up to 2–3 km in some areas in the
early afternoon. Later on, when net radiation (Rnet) at the surface begins to decrease,
convection associated with large eddies starts to decay, leaving a residual layer in place.
This stage of the diurnal cycle of the ABL is referred to as the afternoon transition (AT).
Immediately after, once Rnet turns negative, the evening transition (ET) of the ABL takes
place, which gives rise to the formation of the stable boundary layer (SBL) at the bottom
of the residual layer. The whole transition from daytime convective to night-time
stable conditions is called the afternoon and evening transition (AET) of the ABL, and
is characterised by the complex decay of turbulence particularly in areas of complex
terrain (Lothon et al., 2014; Darbieu et al., 2015; Sastre et al., 2015; Nilsson et al., 2016).
Definitions of these transitions vary between the different studies. In this thesis we
follow the definition from Nadeau et al. (2011) and Lothon et al. (2014), so that the
shift from the AT to the ET is delineated by the sign change of the sensible-heat (SH)
flux.
A better understanding of the AET is necessary for a more accurate representation
in mesoscale numerical models, which fail in reproducing precisely the transition peri-
ods (Lee et al., 2007; Couvreux et al., 2016). In particular, the complexity of the terrain
and the generated nocturnal downslope flows produce sporadic enhancements of tur-
bulence during the AET, inducing side effects such as the increase of local particulate-
matter concentrations (Fernando et al., 2013). The frontal structure of downslope flows,
and local-stability and turbulence conditions during the ET are closely interrelated, as
reported in Papadopoulos and Helmis (1999). The increase of mechanical turbulence
during the AET was also reported in a tropical coastal region (Jensen et al., 2017b).
These findings, among others, reveal the importance of the complex interaction be-
tween thermally-driven mesoscale phenomena and turbulence during the AET of the
ABL, which has overall received little attention and hence motivates one of the main
objectives of this thesis.
To illustrate the relevance of that statement, we show in Fig. 1.2 the diurnal cycle
of the ABL in Cabauw (Netherlands), on a day marked by the onset of the sea-breeze
circulation during the AT. The evolution in time of the vertical distribution of aerosol
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backscatter is represented in Fig. 1.2a, on a day characterised by well-mixed conditions
within the ABL and the development of a prototypical CBL. Around 2 h before sunset,
the convective regime was abruptly interrupted by the arrival of a well-formed sea-
breeze front. In addition to the changes in state variables, the sea-breeze flow advected
a distinct aerosol layer. The mixing-layer height (MLH) estimates, represented by black
dots, identify the collapse of the CBL. The wind-vector evolution obtained from the
wind profiler is represented in Fig. 1.2b, which shows the veering of the wind from the
SW to N-NW around 1700 UTC, confirming the onset of the sea breeze at this location.
To better understand the synergies between thermally-driven circulations and tur-
bulence in the ABL, the former are more specifically introduced, before heading to the
main motivation of the thesis.
1.3 thermally-driven circulations
Under quiescent synoptic forcing and fair-weather conditions, i.e. clear or partly
cloudy skies, horizontal thermal contrasts in spatial scales ranging between roughly
1 and 100–200 km become relevant. Given these circumstances, local pressure gra-
dients not associated with synoptic scales develop, giving rise to the formation of
mesoscale circulations. They are produced by horizontal thermal contrasts, and are
thus known as thermally-driven circulations or breezes (Barry, 2008). Although they are
primarily manifested as near-surface flows, they are typically part of larger and closed
circulations. These circulations are theoretically explained by a baroclinic-generation
mechanism through the Bjerknes circulation theorem (we refer the reader to Thorpe
et al. (2003) for additional information).
The above-mentioned horizontal thermal contrasts develop mainly in regions close
to large water bodies (seas and lakes), on heterogeneous surfaces and nearby topo-
graphical features. In this thesis we investigate two mesoscale phenomena: sea breezes
(Sect. 1.3.1) and mountain breezes (Sect. 1.3.2). In addition to being ubiquitous, their
onset can be highly relevant during the AET as represented in Fig. 1.2. A closer look
into these two phenomena is approached hereunder.
1.3.1 Sea breezes
Provided that large-scale forcings are weak and insolation important, the air heats up
faster and more intensely over the land than over the sea, due to the greater heat
capacity of the latter. This differential heating generates a thermal contrast at coastal
regions during daytime, which creates a pressure-gradient force (PGF) directed from
sea to land. The baroclinic instability that is established acts as the engine responsible
for the onset and development of the sea-breeze (SB) circulation (Miller et al., 2003).
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Figure 1.2: (a) Evolution in time of the aerosol backscatter obtained from the LD40 ceilometer
in Cabauw on 27/07/2002. Black circles indicate the MLH estimates. (b) Wind-
vector evolution obtained from the wind profiler in Cabauw for the same day. MLH
estimates from the LD40 ceilometer are also included with black circles. For further
specifications about the figures we refer the reader to de Haij et al. (2007), from
which the figures were obtained. Reproduced by kind permission of the authors.
During night-time, the PGF is reversed and the SB circulation is replaced by a land-
breeze (LB) circulation with the opposite direction. Even under a similar temperature
difference in magnitude (not in the sign) between the land and the sea, the LB is
considerably weaker than the SB (Pearson, 1975) and its extent is limited to the near-
shore area. Anyway, this thesis just focuses on the SB circulation.
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The SB has been widely studied due to its influence on air quality and pollution
(Clappier et al., 2000; Talbot et al., 2007; Borge et al., 2008; Soler et al., 2011; Wang
et al., 2013), the generation of wind energy offshore (Steele et al., 2013; Archer et al.,
2014), the formation of convective systems and severe weather (Azorín-Molina et al.,
2014; Comin et al., 2015), and the forecasting of maximum temperatures in locations
close to the shore during hot spells (Meir et al., 2013). Besides, around 40% of the pop-
ulation lives within 100 km of the coast, and therefore its understanding and adequate
representation in mesoscale numerical models is highly relevant.
A complete diagram illustrating the main components of the SB system, and the
principal forcings and factors that affect its formation and development are repre-
sented in Fig. 1.3.
Rnet
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θ-Δθ
θ
Synoptic wind
Convection
Density current
Stability
Local 
turbulence
Subsidence
SH
SST
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mountain
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air
Cold
air
SEA-BREEZE CIRCULATION
PGF
Figure 1.3: The SB system: the SB circulation, and the main influencing factors and forcings.
Rnet represents the net radiation, SH the sensible-heat flux, θ the potential tempera-
ture, PGF the pressure-gradient force and SST the sea-surface temperature.
The lower part of the SB circulation is commonly denominated the SB or onshore
flow, i.e. directed from sea to land. Upward motions inland, downward motions
offshore (over the sea) and the return flow above, close the mesoscale cell. The onshore
flow of the SB circulation is also called the gravity or density current. Gravity currents
form when a dense fluid passes through a less dense surrounding, and appear in
the lower atmosphere commonly as thunderstorm outflows and SB flows (Simpson,
1994). The onset of the SB occurs when the forehead of the density current or the
sea-breeze front (SBF) arrives, which resembles a minor cold front. The passage of the
SBF is characterised primarily by a sudden shift to an onshore wind direction and
the stationarity of the wind vector in this last direction for few hours. These patterns
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serve as indicators of the SB occurrence and are consequently implemented in the SB
selection algorithm described later in Chapter 2. Depending on the distance from the
shore and the background atmospheric conditions, sudden drops in temperature and
sharp increases in humidity take place occasionally. At the frontal boundary marine
and continental air masses converge, generating updraughts which are responsible for
turbulence production and subsequent convective clouds. By way of example, Helmis
et al. (1987) observed vertical velocities of 1–1.5 m s-1 in sharp fronts, which could
reach up to 2 m s-1 with an offshore ambient flow.
Two of the most important factors affecting the formation and development of the
SB circulation are the synoptic forcing and local turbulence, which evidences the high
relevance of the interconnections between distinct atmospheric scales. Their interac-
tions are one of the main focuses of this thesis, and are therefore more deeply detailed
below. Previous studies have investigated the role of other features depicted in the
schematic diagram of Fig. 1.3. For instance Tang (2012) observed an intensification
of the SB circulation with decreasing sea-surface temperature (SST), whereas most
numerical simulations point towards a negligible influence of the SST (Crosman and
Horel, 2010). Moreover, many studies reveal the complexity of the interaction between
the SB and flows driven by orographic features near the coast: Azorin-Molina et al.
(2011) and Cuxart et al. (2014) observed the intensification and further penetration of
the SB induced by upslope flows, while Asai and Mitsumoto (1978) found the oppo-
site effect when the slope was covered in fog or clouds. Other factors of geographical
origin such as the coastline curvature (Arritt, 1993) and the Coriolis force (Zhong and
Takle, 1992; Talbot et al., 2007), that are not depicted in Fig. 1.3, exert visible influence
too. The latter gains relevance in the late phase of the SB circulation, driving its clock-
wise rotation and limiting its inland penetration. Its role over complex topography is
however unclear (Cuxart et al., 2014).
As stated and represented in Fig. 1.3, one of the factors that more importantly
affect the formation of the SB circulation is the synoptic forcing. If the synoptic flow
close to the surface is offshore (directed from land to sea) and intense enough, it can
prevent the inland propagation of the gravity current. The threshold value for the
offshore ambient wind speed above which the SB circulation does not manifest inland
varies in a range between 6 and 11 m s-1, depending on the location and the sea-
land temperature gradient (Crosman and Horel, 2010). Many studies have addressed
the influence of the synoptic flow on the SB, although some gaps and contradictions
remain. For instance, Frizzola and Fisher (1963) and Mestayer et al. (2018) observed
weaker and shallower SBs with an opposing offshore synoptic flow, whereas Azorín-
Molina and Chen (2009) and Gahmberg et al. (2010) found that the onset of the SB is
more intense with an offshore than with an onshore synoptic flow, due to the increase
of the sea-land thermal contrast. More precisely, the SB is broadly classified into four
quadrants according to the direction of the synoptic flow with respect to the coastline:
pure, synoptic, backdoor and corkscrew (Miller et al., 2003). Pure and synoptic SBs
develop when the ambient flow is perpendicular to the shoreline: blowing from land
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to sea in the former and the opposite in the latter. As regards the two remaining
types, they develop when the main component of the synoptic wind is parallel to
the coastline: the corkscrew with low pressure over land and high pressure over the
sea, and the backdoor just the opposite. The former is characterised by an area of
divergence at the coast, which intensifies this type of SB even more than the pure
breeze (Steele et al. (2013)), while in the backdoor there is an area of convergence
which weakens it. For further details we refer to Table I in Mestayer et al. (2018).
At the high-frequency sector of the spectrum (see Fig. 1.1), the SB has an important
interconnection with microscale atmospheric motions, i.e. with turbulent processes.
The advance of the cold gravity current over the heated land causes the development
of the thermal internal boundary layer (TIBL): an unstable layer within the ABL that
appears at the coast and grows in depth with distance inland. Its depth can be esti-
mated with the transition from unstable to neutral/stable in the temperature profile
(Anthes, 1978), as well as with an abrupt drop of turbulence (Raynor et al., 1979). Bech-
told et al. (1991) and later Cuxart et al. (2014) observed that after the onset of the SB,
turbulence is confined within the TIBL close to the surface, resulting in a fumigation of
low-level pollutants in this layer (Talbot et al., 2007). The gravity current usually prop-
agates far inland around 50-60 km (Miller et al., 2003), where the TIBL converges with
the CBL. Occasionally, it reaches further inland: as far as 100 km in The Netherlands
(Tijm et al., 1999), or for instance, Soler et al. (2014) observed the arrival of marine
density currents at the CIBA site (Spain) which is located 200-km away from the sea.
SBs have been detected even further inland, for example by Hu and Xue (2016), who
found that the SBF reached Dallas (Texas, USA) at midnight, as far as 400 km inland.
The arrival of the SBF led to a collapse of the urban-heat island, and the breakdown
of the night-time surface inversion in rural areas. So depending on local-turbulence
conditions, the impact of SBFs can be rather distinct.
The acceleration of the inland propagation of SBFs after the decay of the CBL is
a relevant aspect that is not as yet well represented by mesoscale numerical models
(Crosman and Horel, 2010). Convective mixing within the CBL leads to frontolysis,
and consequently to the slowing down of the propagation of SBFs (Grisogono et al.,
1998). When daytime convection is weakened, however, the SBFs are reinforced again,
and subsequently, the SBFs in the late afternoon and evening accelerate (Atkins and
Wakimoto, 1997). Although most SB studies focus on areas close to the coastline as
far as 25 km inland (Atkins and Wakimoto, 1997; Borne et al., 1998; Talbot et al., 2007;
De Tomasi et al., 2011; Calmet and Mestayer, 2016), in many locations further inland
the arrival of the SBF takes place during the AET of the ABL.
Only a few investigations of the ABL transition under SB conditions have been
performed. Jiménez et al. (2016b) characterised the morning transition between the
LB and the SB using both modelling and observations. They found that the transition
occurs in four steps, but the model is unable of capturing the observed evolution of
the thermal profile. Cuxart et al. (2014) discovered that the SB below 200 m above
ground level (agl) is the result of the equilibrium between the pressure gradient and
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turbulence. They analysed the terms of the turbulent kinetic energy budget during the
different stages of a SB case through numerical simulations. However, little attention
has been paid to analysing the challenging interplay of the SB with local turbulence
and scalar transport when the frontal passage occurs in the late afternoon and evening.
With regard to the impact on scalars, some previous studies have demonstrated the
important role of the SB circulation. For example Pérez-Landa et al. (2007) measured
lower CO2 concentrations during the SB stage in Valencia (on the Mediterranean coast
of Spain), since the shallow marine air mass was affected by the uptake by plants.
However, as pointed out by Ahmadov et al. (2007), the measurements of pollutants
at coastal sites are not always representative of a large-scale footprint, but are so for
the characteristic recirculation of the SB. This statement is indeed backed by a few
studies: e.g. Gangoiti et al. (2001) linked the recirculation of tropospheric O3 to LB/SB
circulation patterns, and Millán et al. (1991) found that the tracers released in the
morning returned with the SB of two days later.
As occurs for the CO2, mesoscale footprints can become of great significance to ex-
plain the variability of 222Rn. This gas is naturally emitted, and for that reason is
widely used as an inert tracer of air masses on different scales (e.g. Arnold et al., 2009),
and is also useful as an indicator of vertical mixing. It is constantly emitted by ter-
restrial surfaces, and continental air masses therefore contain greater concentrations
of 222Rn. Zahorowski et al. (2008), for instance, found that offshore flows produce
higher 222Rn values, whereas air masses with an oceanic origin give rise to consider-
ably smaller values. Concentrations of this gas are influenced by both local emissions
and horizontal advection. For instance Ho and Measday (2005) stress the challenge of
modelling the effect of the SB at coastal sites due to the recycling of the air. Other pro-
cesses can also be relevant for 222Rn as discussed by Hernández-Ceballos et al. (2015),
who document the case of SB-LB cycles driving 222Rn concentrations above 20 Bq m-3
in Huelva (Spain), due to the presence of phosphosypsum piles upstream of the city
on pure SB days.
1.3.2 Mountain breezes
Thermally-driven slope winds, diurnal mountain winds or mountain breezes (MBs) de-
velop in mountainous areas, when the large-scale flow is weak and skies are clear,
allowing greater incoming solar radiation during daytime and larger outgoing long-
wave radiation during night-time (Zardi and Whiteman, 2013). Under this situation
wind direction is reversed twice per day: thermally-driven slope winds flow upslope
during the day and downslope during the night (Atkinson, 1981; Whiteman, 2000;
Poulos and Zhong, 2008). The thermal disturbances that produce them have differ-
ent scales and origin: from local hills and shallow slopes (Mahrt and Larsen, 1990),
to large basins and valleys which extend horizontally up to hundreds of kilometers
(Barry, 2008). The different scales, however, are not independent; for instance, local
downslope flows converge at the bottom of the valleys generating larger-scale flows
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(Jiménez and Cuxart, 2014), which in turn influence the mountain-plain circulations
(Duine et al., 2017). Figure 1.4 shows the different patterns that MBs exhibit. Note
that a return flow with opposite direction is represented above the slope winds, i.e.
completing the thermally-driven wind circulation.
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Figure 1.4: Representation of the MBs during daytime (a) and night-time (b). Adapted from
(Whiteman, 2000).
Mountainous sites have struck the attention of many studies for plenty of reasons:
in particular due the influence on fog formation (Hang et al., 2016; Prtenjak et al.,
2018), diffusion of pollutants (Baumbach and Vogt, 1999), and also due to the impor-
tant role that slope flows play in the thermal and dynamical structure of the ABL and
its morning and evening transitions (Whiteman, 1982; Sun et al., 2006; Lothon et al.,
2014; Lehner et al., 2015; Román-Cascón et al., 2015; Jensen et al., 2017a). Understand-
ing atmospheric exchange processes over mountainous terrain is beneficial for a large
variety of applications; such as ecology, hydrology urban planning and climate change
amongst others (De Wekker et al., 2018).
In this thesis, we focus on the thermally-driven local downslope winds (hereinafter
katabatic flows), given their leading role during the AET of the ABL. Despite the term
katabatic is also used for referring to other non-thermally-driven winds (Zardi and
Whiteman, 2013), by following Barry (2008) we use it to refer to downslope winds
driven by local thermal disturbances (i.e. not by the basin or valley). A sketch of the
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forces involved and the surface energy balance (SEB) terms during the katabatic stage
is shown in Fig. 1.5. Shortly before sunset, when Rnet becomes negative, the surface
and the adjacent air layer start to cool down. A hypothetical air mass A is therefore
colder (T2 < T1) and consequently denser (ρ2 > ρ1) than the air mass B, situated more
distant from the slope. A PGF from A to B is induced as a consequence, which added
to the negative buoyancy, results in a katabatic flow.
Cooled layer
SH
LH
G
Rnet
Figure 1.5: Schematic representation of the forces involved and the main components of the SEB
(Rnet= net radiation, SH = sensible-heat flux, LH = latent-heat flux and G = soil-heat
flux) during the katabatic stage. The direction of the arrows from the SEB terms
represents cooling of the air adjacent to the surface when the arrows are outgoing,
and heating when they are incoming. Adapted from Barry (2008).
Several external factors have been documented to affect katabatic winds: the steep-
ness of the slope and the distance to the mountain range (Horst and Doran, 1986), the
canopy layer (Sun et al., 2007), spatial variations in soil moisture (Banta and Gannon,
1995; Jensen et al., 2017a), and the direction and intensity of the background wind
(Fitzjarrald, 1984; Doran, 1991). However, most of the investigations analysing the
influence of those external factors are carried out using numerical simulations, and
there is a lack of observational studies to validate them. By way of example, Banta
and Gannon (1995) carried out numerical simulations using a two-dimensional model
and found that katabatic flows are weaker over a moist slope than over a dry one.
They quantified a greater downward longwave radiation and soil conductivity under
moister conditions, which gives rise to a reduced surface cooling. However, Jensen
et al. (2017a) found an opposite correlation, which they attributed to the sensitivity
of the soil-moisture parameterisation in the numerical simulations. As a matter of
fact, Sastre et al. (2015) showed with a numerical experiment in contrasting sites that
soil-moisture differences do not affect the AT and ET values with the same intensity,
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but depending on the site. With respect to the background flow, by using a one-
dimensional model Fitzjarrald (1984) observed that the onset time of katabatic winds
is affected by the retarding effect of the opposing synoptic flow and reduced cooling
rates.
On the other hand, knowing whether a certain night katabatics will be weak or in-
tense enables us to predict how turbulence in the nocturnal boundary layer (NBL) will
behave. Although most of the times we refer to the NBL and SBL indistinctly, we can-
not assure that stable conditions are always present during night-time, and hence we
employ the term NBL. It is well known that under weak ambient wind, turbulence is
weak, patchy and intermittent (Van de Wiel et al., 2003, 2012b; Mahrt, 2014), giving rise
to the so-called very stable boundary layer (VSBL). On the contrary, when the ambient
wind is strong, shear production increases substantially and turbulence is continuous,
producing near-neutral conditions in the NBL (Mahrt, 1998; Sun et al., 2012; Van de
Wiel et al., 2012a), and the so-called weakly stable boundary layer (WSBL). Being able to
foresee the occurrence of these two regimes has been in the eye of many studies, and
some attempts have been made to characterise the transition between the regimes us-
ing parameters such as the geostrophic wind (van der Linden et al., 2017), local (Mahrt,
1998) and non-local scaling parameters (van Hooijdonk et al., 2015), and the observed
wind speed (Sun et al., 2012). More or less explicitly, continuous turbulence in the
NBL has been linked with a stronger background wind (e.g. > 5–7 m s-1 in Van de
Wiel et al. (2012a)) and low-level jets (Sun et al., 2012).
In addition to the impact on the turbulent features and dynamics of the NBL, as
occurs in the case of the SB, katabatic winds may have an influence in the concentration
of scalars of high relevance such as the CO2 at coastal areas (Cristofanelli et al., 2011;
Legrand et al., 2016) and mountainous regions (Sun et al., 2007). Advection driven by
katabatic winds can indeed dominate the CO2 transport; for instance, Sun et al. (2007)
found that downslope flows transported CO2-rich air from the Rocky mountains. Not
only advection, but local turbulence fluxes can also be influenced by the katabatic
winds: Sun et al. (2006) observed an anomalous positive CO2 flux just after sunset,
suggesting that it was due to the sudden transition from upslope to downslope flow.
Being able to better quantify the influence of mesoscale flows on the CO2 budget can
help to reduce the large discrepancy from modelling studies in reproducing the land-
atmosphere exchange for this gas (Rotach et al., 2014).
1.4 motivation and objectives
In previous sections we have explained the relevance of a deeper understanding re-
garding the thermally-driven circulations and their interactions with atmospheric pro-
cesses of different scales. It is therefore necessary to provide new quantitative insights.
Enhanced knowledge about mesoscale phenomena is essential for a better assessment
of air quality in coastal and mountainous areas, the impact on deep-convection gener-
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ation and fog formation, and the budget of relevant scalars such as CO2. Additionally,
a better performance of mesoscale models in reproducing these phenomena brings im-
portant consequences: more precise forecasting of extreme-precipitation events, mini-
mum and maximum temperatures and wind speed. The latter, for instance, is funda-
mental for an optimum choice of the location of wind farms.
Below, we present the main motivating aspects and the related objectives of this
thesis. We additionally pose the overarching research questions associated with each
objective.
• Most of the observational studies investigating mesoscale phenomena focus on
individual events, from which global conclusions concerning the influence of
local, regional and large-scale forcings are hardly inferred. Besides, the selection
of the events in most of the cases is based on subjective criteria, and the use of
thresholds for the large-scale wind and thermal contrast to foresee the onset and
development of the mesoscale circulation remains unclear (Mestayer et al., 2018).
OBJECTIVE 1: The first goal of this thesis is thus to investigate the factors af-
fecting the formation of thermally-driven winds, and to develop an algorithm to
select mesoscale events of interest, which is easily implementable and based on
objective criteria for evaluating the distinct forcings. The algorithm is described
in Chapter 2 and employed all along the thesis, after being correspondingly
adapted to the different thermally-driven circulations studied and the locations
employed. The associated research question is the following:
What are the main large-scale and local factors influencing the forma-
tion and development of thermally-driven flows?
• The nature and turbulent characteristics of the NBL depend partly on the prece-
dent decay of turbulence throughout the AET. As illustrated in Fig. 1.2, the onset
of mesoscale flows can be disruptive during the AET, but few studies have ad-
dressed this matter. At the same time, local-turbulence conditions are influential
for the density currents: SBFs, for instance, accelerate in the late afternoon due
to the collapse of convective mixing and the subsequent sharpening of the fronts.
Moreover, the time of arrival of the density current is highly determinant for
assessing the subsequent impacts on atmospheric variables such as temperature
and wind speed, since they depend on the local stability encountered by the
mesoscale flow.
OBJECTIVE 2: The second aim of the thesis is therefore focused on shedding
light on the relevant interconnections between mesoscales and microscales dur-
ing the AET. Chapter 3 approaches the interaction of SB events with turbulence
over complex terrain. A deeper inspection on this aspect is carried out in Chap-
ters 4 and 5 over flat terrain, by using respectively comprehensive observational
and numerical databases. The role of katabatic events of variable intensities in
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inducing different regimes in the NBL is eventually explored in Chapter 6. The
following research question is posed:
How does the interconnection between turbulence and the thermally-
driven flow take place during the AET?
• Thermally-driven circulations have important implications for local weather pat-
terns, and the diffusion and advection of anthropogenic pollutants as well as
naturally-emitted scalars within the ABL. The arrival of the mesoscale flow at
different times of the day has contrasting implications in terms of dynamics, and
depending on the origin of the thermal disturbance and the extent of the circula-
tion, it can additionally affect the transport of scalars.
OBJECTIVE 3: First, in Chapter 4 we aim at determining the impact of well-
formed SBFs on the dynamics of the ABL. Directly related, we analyse the influ-
ence on the variability of a naturally emitted gas (222Rn), and on the variability of
a partly natural and partly anthropogenic gas (CO2). Later in Chapter 6, we eval-
uate the impact of katabatic flows on the variability of CO2. Directly connected
with the previous research question, we tackle the following:
How does the complex turbulence-mesoscale interaction affect the struc-
ture and dynamics of the ABL as well as the associated variability in
CO2 and 222Rn?
• As pointed out in the review from Crosman and Horel (2010), the main reason
for the inaccurate performance of mesoscale models in reproducing the SB is
related with an erroneous treatment of turbulence in the ABL. As a matter of
fact, numerical models are unable of replicating the observed acceleration of the
SBFs in the early afternoon induced by the convective decay. Incrementing the
horizontal resolution or increasing the complexity of the ABL parameterisation
schemes does not solve this issue.
OBJECTIVE 4: Hence, the last objective of this thesis is to evaluate the perfor-
mance of numerical models in simulating SB phenomena, targeting in particular
the deficiencies of the model in reproducing the turbulent decay during the AET,
with the goal of throwing light on the aspects to improve for a better replication
of afternoon and evening SBFs and their implications. First, we evaluate the
performance of the WRF model in reproducing the SB over complex terrain in
Chapter 3, focusing on two events arriving at different times of the day. Finally,
using the same mesoscale model, numerous SB events arriving during the AET
over flat terrain and the impacts on local turbulence are evaluated in Chapter 5.
This objective is summarised in the following research question:
How does the WRF model reproduce the characteristics of SBFs and
their interaction with turbulence in the ABL during the AET?
A diagram sketching the conceptual scope of this thesis is shown in Fig. 1.6.
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Figure 1.6: Conceptual sketch illustrating the physical approach of the thesis.
1.5 thesis outline
As outlined in the previous section, the general purpose of this thesis is the analysis of
the disturbances associated with SB events and katabatic flows, their interaction with
local turbulence in the ABL and their implication in the diffusion and transport of
relevant scalars. Hereunder, the in-chapter distribution is presented:
Chapter 2. In this chapter we introduce the different observational data employed,
we describe the usage of micrometeorological data and we detail the configuration
of the mesoscale model for performing the numerical simulations. The algorithm for
selecting mesoscale phenomena of interest is additionally described.
Chapter 3. We commence the investigation of the thesis with an entangled scenario
for thermally-driven circulations: a coastal area with complex terrain. We employ
observational data from one summer and numerical simulations of a few events from
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the WRF model. The SB events are selected using the algorithm from Borne et al.
(1998).
Chapter 4. With the goal of exploring pure SB phenomena and their two-way inter-
action with smaller scales in the ABL during the AET, we move to a flat region located
further away from the coastline. A comprehensive 10-year observational database and
the selection algorithm developed in this thesis are employed to produce robust statis-
tics of the mesoscale phenomena of interest.
Chapter 5. The performance of the WRF model in reproducing the observed SB
events from Chapter 4 and their influencing factors is investigated in here. The sim-
ulations, moreover, enable to draw conclusions that are not inferred solely from the
observations.
Chapter 6. The research of this thesis is concluded by inspecting katabatic winds
in a relatively flat area nearby a mountainous feature. The research strategy followed
for investigating SB phenomena is applied, but the implications of these mesoscale
phenomena differ from those of the SB.
Chapter 7. We finalise this thesis by presenting the most relevant conclusions, a
final thought and the future prospects.
An illustrative summary of the research strategy is presented in Fig. 1.7.
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Figure 1.7: Illustrative sketch of the research strategy.

2 DATA AND METHODOLOGY
This picture was taken in Villasana de Mena (320 m above sea level (asl), Spain) on 14 May
2018 at 1400 LT, located very close to the Peña Angulo mountain range, which peaks up to an
altitude of 1200 m. The particular wind vane shown was designed in 1947, and despite its
maritime look, it witnesses countless wind-direction shifts caused by the diurnal mountain
winds that form on synoptically quiescent and fair-weather days.
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2.1 preface
The objectives of this thesis are carried out by employing large meteorological databases
in order to produce robust statistics. In particular, the research strategy followed com-
bines both meteorological observations from different emplacements and numerical
simulations from the WRF mesoscale model. The model adds a spatial insight not
provided by the observations, and besides, allows to evaluate the performance of this
mesoscale model in simulating the thermally-driven circulations. A summary of the
observational data and the model version used in each chapter (if any) are provided
in Table 2.1.
Furthermore, one of the most important features of this thesis is the use of a sys-
tematic algorithm based on objective criteria to select the mesoscale events of interest.
This method allows to produce robust statistics out of the selected events. On the
other hand, to explore the interconnection of these mesoscale phenomena with turbu-
lence, micrometeorological data require a specific post-processing so that they provide
a precise and complete characterisation of the turbulent features in the ABL. Further
specifications about the observational data employed and the methodology followed
are provided below.
Table 2.1: Summary of the observational data and numerical simulations employed in each
chapter.
Chapter(s) Site Period Model Version
3 Basque coast (Spain) 01/07/2013–31/08/2013 WRF 3.5.1
4, 5 CESAR (Netherlands) 01/01/2001–31/12/2010 WRF 3.4.1
6 La Herrería (Spain) 22/06/2017–26/09/2017 –
2.2 observational data
We focus on three observational sites in this thesis, each of them representing a distinct
scenario for the formation of the thermally-driven circulations to be analysed. The
location of the sites are shown in Fig. 2.1. The first region is the Basque coast, washed
by the Cantabrian sea at the N of Spain, which is characterised by a complex coastal
orography. This region manifests mesoscale thermal contrasts associated with the
sea-land gradient and sloping terrain. Therefore, we start the investigation with the
most complete scenario in Chapter 3, to narrow down to each specific phenomenon
in the subsequent chapters. We continue the investigation in the CESAR site located
at around 50 km from the sea in a flat and relatively homogeneous area. Thus, we
analyse in Chapters 4 and 5 pure SB phenomena arriving mostly in the afternoon or
evening. Finally, the last region explored in Chapter 6 is La Herrería site, which is
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located nearby a steep slope in a mountainous area of central Spain. Hence, in this
last chapter we investigate pure katabatic phenomena. Further details about the three
sites are supplied hereunder.
BASQUE COAST
LA HERRERÍA
CESAR
Figure 2.1: Map showing the location of the three meteorological sites investigated in the thesis.
2.2.1 Basque coast
The characteristics of SB phenomena are first explored in the Basque coast, which is
situated in the eastern Cantabrian coast at the N of Spain. It is a region characterised
by complex topography, i.e. it is composed by unevenly distributed mountains (of
up to 1000 m) and valleys. Topography of the region of study is shown in Fig. 2.2a,
together with the location of the chosen stations/buoys that provide meteorological
data. Figure 2.2b illustrates the four domains of the modelling configuration (which is
further detailed in Sect. 2.3.2 and Chapter 3), and the topography of the model for the
inner domain.
Meteorological data from two surface meteorological stations [Spanish Meteorolog-
ical Agency (AEMET)] are analysed. The station of Sondika (43.29◦N, 2.91◦W, 42 m
asl) corresponds to the airport of Bilbao (ICAO code LEBB), and is located in an open
valley facing the sea with its axis in the NW-SE direction. The second one, Azpeitia
(43.17◦N, 2.27◦W, 180 m asl), is located in a closed valley surrounded by mountains
of approximately between 400–1000 m elevation, with a narrow stream located to the
N-NE of the town, through which Urola river runs towards the sea. Sondika is situ-
ated at a distance of 12 km from the sea and at 4.5 km from the city centre of Bilbao,
and Azpeitia is within a distance of 14 km from the shore. At both stations wind is
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Figure 2.2: (a) Topography of the region of study. Surface meteorological stations, the principal
cities (in capital letters) and the radiosonde station of Arteaga (in italics) are shown
in black; buoys are shown in white. The source of topography data is ASTER GDEM,
which is a product of METI and NASA. The coastline is plotted using GSHHS data.
(b) Map depicting the four nested domains (left) and the topography of the model
for the inner domain (right), which covers the Basque coast.
measured at 10 m agl and temperature at 1.5 m agl. The weather station in Azpeitia
is a Thies automatic station, whereas the one corresponding to Sondika is a synoptic
complete weather station with data since 1947, rated as very reliable by AEMET.
Apart from surface stations over land, buoys are used for measurements offshore:
Bilbao-Vizcaya (Puertos del Estado) and Donostia (Euskalmet) buoys close to Sondika
and Azpeitia respectively. Temperature and wind are measured at 3 m agl in both,
with a sampling time of 10 min, although hourly means are given. In addition, ra-
diosonde data are available in Arteaga (43.35◦N, 2.66◦W, 19 m asl, Euskalmet, see
Fig. 2.2a) once a day at 1200 UTC and in case of temporal gaps, data from Santander
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radiosondes (43.49◦N, 3.80◦W, 59 m asl, AEMET) are employed, for which data are
available at 0000 and 1200 UTC. Santander (not shown in Fig. 2.2) is located approxi-
mately 80 and 130 km towards the W from Sondika and Azpeitia.
2.2.2 CESAR
Contrasting with the complex terrain of the Cantabrian coast, the Cabauw Experi-
mental Site for Atmospheric Research (CESAR) is located on a flat and homogeneous
area (Van Ulden and Wieringa, 1996), approximately in the centre of The Netherlands
(51◦58’N, 4◦56’E, -0.7 m asl, see Fig. 2.3). The North Sea is about 50 km W-NW of
Cabauw, while the Markermeer, a shallow freshwater lake adjacent to the IJsselmeer
lake, lies to the N-NE at approximately the same distance. Since the latter is very
shallow (between 5–7 m depth), its temperature is closely coupled to air temperature
(Mooij et al., 2008): thus, the North Sea is the main potential driver of SB circulations
on the Dutch coast. Figure 2.3 shows the spatial differences of the satellite-measured
sea-surface temperature (SST) for a few consecutive SB days. It can be seen that the
SST of the Markermeer and IJsselmeer are significantly higher than in the North Sea.
However, the Markermeer and IJsselmeer lakes play an important role in the propaga-
tion of SBs as shown in Chapter 4.
The area between Cabauw and the sea consists mainly of flat grassland (Tijm et al.,
1999), even though the densely populated metropolitan areas of Amsterdam-Utrecht
and Rotterdam-The Hague are relatively close to the N-NE and W-SW respectively. In
any case, the topography of the surrounding area is very flat, and therefore mesoscale
flows are unaffected by topography and the density currents that spread inland are
driven purely by SBs, making this area an ideal site for the investigation of this phe-
nomenon.
The CESAR site consists, first, of a 213-m tower located in a topographically flat
agricultural area, free of surrounding obstacles (Beljaars and Bosveld, 1997), although
the roughness length varies with wind direction (Verkaik and Holtslag, 2007). The soil
is significantly wet throughout the year, with the water table lying about 1 m below
the surface. The soil type in the southerly region of the tower is mainly river-clay,
while N of the tower it is peat or peat on clay (Van Ulden and Wieringa, 1996). Most
of the ground is covered by grass or canals.
The Cabauw in-situ observational program that has been under way since 2000,
allowed for the performance of several variable and flux measurements along the me-
teorological mast, covering the physical and dynamical aspects of the lowest part of
the ABL. Apart from the 213-m mast, auxiliary masts and devices are available. Fur-
ther specifications about the measurements utilised in our analysis are provided in
Chapter 4.
26 data and methodology
  
NORTH SEA
IJsselmeer
Markermeer
* De Bilt
* CABAUW
20 km
A
R
H U
Figure 2.3: Map of the coast in the region under study in the Netherlands and the mean ob-
served SST for the 28/06/09–02/07/09 period, in which four consecutive SB days
were observed. The average SST was computed considering the values at 1000 UTC
and 2000 UTC. The SST was obtained from satellite full resolution Metop data (L3P
AVHRR, EUMETSAT/OSI SAF 2015). The location of Cabauw and De Bilt observa-
tional sites, as well as the seas are shown. The location of the largest cities within
the surrounding area are indicated with initials: A (Amsterdam), U (Utrecht), R
(Rotterdam), H (The Hague).
2.2.3 La Herrería
The last explored emplacement is La Herrería Site, which is is located beside La Her-
rería Forest (40.582◦ N, 4.137◦ W, 920 m asl), from which the name is adopted. La Her-
rería is located at the foothills of the Guadarrama Mountain Range in central Spain,
approximately 50 km NW of the city of Madrid (see Fig. 2.4a). The site chosen is a
key aspect of the study for various reasons explained below.
First, it is placed at around 2 km from the steep slope of the Guadarrama mountain
range (see Fig. 2.4b), which has a slope angle of around 25◦ in the main katabatic direc-
tion (295◦; approximately W-NW, from which the most intense katabatic winds blow).
The closest peak, Abantos, is 1763 m high, and the summit Peñalara is at 2420 m asl;
both pointed in Fig. 2.4a. Second, it is close to a highly vegetated area to the W, being
also close enough to the small urban areas of San Lorenzo de El Escorial to the NW
and El Escorial to the E-SE. In addition, it is relatively close to the large metropolitan
area of Madrid, where concern regarding high pollution levels has increased in the last
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Figure 2.4: (a) Topography of the area surrounding La Herrería site, which is indicated with
a star. The position of the city of Madrid, and Abantos (1763 m) and Peñalara
peaks (2420 m) are also pointed out. The source of topography data is ASTER
GDEM, which is a product of NASA and METI. (b) Topographical profile in the
main katabatic direction from La Herrería, depicted ∼5 km around in both directions.
It is obtained from the Geocontext-Profiler tool.
years (Borge et al., 2016, 2018). The diffusivity of pollutants is highly affected by the
presence of down-basin winds in the city (Plaza et al., 1997), which develop from con-
verging katabatic flows at the centre of the basin. Besides, the generation of katabatic
drainages causes fog formation in the centre of the Iberian Peninsula, affecting visibil-
ity, amongst others, in Madrid-Barajas Adolfo Suárez airport (Terradellas and Cano,
2007). Understanding the factors that modulate katabatic winds in this region is there-
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fore of high importance. Third, the analysis is carried out during summer, a season
that is characteristically very dry and warm in central Spain, even at the mountainous
areas (Durán et al., 2013). The soil is particularly dessicated at the end of the season,
which makes it different from other mountainous areas in Europe such as the Pyrenees
or the Alps. Due to this dessication, small amounts of precipitation can significantly
impact the SEB. This sets up a striking framework to explore the role of soil moisture
in the SEB and the impact on the intensity of katabatic flows. During night-time, devel-
oping katabatic flows are affected by a moisture-limited SEB scenario, which involves
more energy available for cooling up of the surface. And finally, the area surrounding
the station is located in an relatively flat area (its slope angle is of around 2◦) immedi-
ately besides the mountain range (see Fig. 2.4b), which allows the formation of strong
surface thermal inversions. These inversions are sporadically eroded by the arriving
katabatic flows, providing an interesting scenario for the investigation of the distinct
SBL regimes.
Regarding the vegetation and land use, the observational site is placed in a pasture
grassland with scattered 3–4 m high shrubs, and the soil is composed of granite and
gneiss. At around 2 km towards the SW, a broadleaved deciduous forest is found,
and at the same distance to the NW, approximately where the steep slope starts, a
mixture of needle-leaved evergreen tree cover and mosaic-tree and herbaceous cover.
During the katabatic stage, the footprint can reach horizontally up to 200 m, lying
within the fetch of the station (Arrillaga et al., 2016a). Nevertheless, under very stable
conditions the footprint may increase substantially, which could induce uncertainty in
the estimation of the turbulent fluxes and a possible impact of the urban area located
to its NW. In any case, the direct implications of the urban area are negligible given
the little traffic and the non-existent industrial activity.
Eddy-covariance and meteorological measurements are carried out using a 10-m
high fixed tower. Data from aspirated thermometers, radiometers, cup anemometers,
a wind vane and IRGASON (Integrated CO2 and H2O Open-Path Gas Analyser and
3D Sonic Anemometer) devices among others are recorded. La Herrería tower is part
of the Guadarrama Monitoring Network (GuMNet, 2018), which aims at providing ob-
servational meteorological and climatological records to deepen into scientific research
in the mountainous area of the Guadarrama mountain range. The measurements em-
ployed are detailed in Chapter 6.
2.3 methodology
A description of the post-processing of meteorological data, the numerical modelling
from the WRF mesoscale model and the background and criteria of the mesoscale
selection algorithm are presented in this section.
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2.3.1 Analysis of meteorological data
Prior to analysing the observational data employed in this thesis, meteorological data
require quality-control processing. Additionally, diverse considerations and correc-
tions need to be applied to micrometeorological data. Since each observational database
requires a different post-processing, specifications are provided in the respective chap-
ters. Thus, in this section, we describe the main common considerations related to the
post-processing of the observational data.
Turbulent parameters and fluxes are calculated from measurements by sonic anemome-
ters and IRGASON devices when available, which incorporate an infrared gas analyser.
Turbulent quantities have been determined by calculating the variances and covari-
ances of the turbulent part of the variables after applying the Reynolds decomposition,
i.e. the eddy-covariance (EC) technique (Foken et al., 2005). Ideally, the averaging time
should be located at the centre of the spectral gap that separates the mesoscales and
microscales. But as discussed in the introduction, the precise form of this gap varies
depending on several factors, and in some cases it is even imperceptible. Hence, the
choice of the averaging window is, to some extent, subjective. Although it is impor-
tant for a precise estimation of the turbulent parameters and the derived calculations,
in this thesis we did not pursue the investigation of the spectral gap and its implica-
tions. Instead, we fixed an average time of 10 min, which is considered standard for
micrometeorological datasets (Mauritsen and Svensson, 2007).
Most of the turbulent parameters calculated in this thesis are based on the determi-
nation of the SH flux (H), friction velocity (u*) and the turbulent kinetic energy (TKE),
which are computed as follows:
H = ρcpdw’θ ′, (2.1)
u* =
[
(-u’w’)2 + (-v’w’)2
]1/4
, (2.2)
TKE = (1/2)(u’2 + v’2 +w’2), (2.3)
where ρ is the air density, cpd the specific heat of the dry air at constant pressure, u’,
v’, w’ the perturbation part of the wind components, and θ ′ the perturbation part of
the potential temperature.
Along the thesis many other turbulent parameters are defined and calculated. Since
they are relevant within the understanding of each chapter, they are introduced in
the corresponding parts. In any case, it must be noted that for all the turbulent cal-
culations, the Monin-Obukhov Similarity Theory (MOST) has been considered (Monin
and Obukhov, 1954; Foken, 2006). This theory describes quantitatively the main tur-
bulent features of the surface layer, i.e. the part of the ABL adjacent to the surface
within which the turbulent fluxes of heat and momentum are considered to be con-
stant. Particularities and assumptions regarding the application of this theory are
given correspondingly in the following chapters.
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To better characterise the surface layer, the vertical profiles of the virtual potential
temperature and the wind are fitted to a logarithmic profile by the method of least
squares. In this way, the vertical gradients are estimated in a more precise manner by
calculating the derivatives. This method is applied to the generic scalar variable ψ(z)
in the following form (see Johansson et al. (2001); Steeneveld et al. (2005)):
ψ(z, t) = α(t) +β(t) ln(z) + γ(t) ln2(z) + δ(t) ln3(z). (2.4)
2.3.2 WRF model
The Weather Research & Forecasting (WRF) model is a numerical mesoscale model that
is used both for operational and research purposes (Skamarock et al., 2008). In par-
ticular, in this thesis we have solely employed the Advanced Research WRF (ARW)
dynamical core, which is based on the following governing equations and physical
and numerical assumptions. First, fully compressible and Euler non-hydrostatic equa-
tions, which are conservative for scalar variables. Second, terrain-following vertical
coordinates and a horizontal Arakawa C-grid staggering. Lastly, prognostic variables
include: velocity components, perturbation potential temperature and geopotential,
and surface pressure of dry air. Optionally, the TKE and a variety of scalars can be
forecasted.
Moreover, the core performs a dynamical downscaling from the coarse resolution
of global models to the finest spatial resolution of the modelling configuration, which
can be increased up to the lowest grid-size limit of the mesoscale range (roughly about
1 km). The downscaling, instead of being abruptly carried out, it is commonly made
by means of nested domains, which allow for a smoother transition. In particular, the
two-way nesting option has been set up in the model configuration for a bidirectional
communication between the domains. To allow for a robust stabilisation of the model,
a 24-h spin-up time has also been fixed in the different experiments carried out.
The WRF model has been shown to be an effective tool to simulate the thermally-
driven circulations addressed in this thesis. For example Sastre et al. (2015) and Ribeiro
et al. (2018) successfully simulated katabatic flows and SBs with WRF. The model is
continuously under progress, since the wide spectrum of applications that encom-
passes and the research behind, contribute to its progressive improving and develop-
ment. In this thesis, versions 3.4.1 and 3.5.1 are employed to perform the numerical
simulations. Depending on the research purposes, one configuration proves to be
more satisfactory than another, and hence some settings of the model vary throughout
the thesis. Regardless, specifications about the settings of the numerical experiments
are provided in the corresponding chapters.
Physical processes that have a characteristic length below the grid resolution need to
be parameterised in the model. Hereinafter we introduce some basic specifications of
the schemes tested in this thesis. In particular, we explore some of the physical param-
eterisations of high relevance for an adequate representation of turbulent processes:
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ABL parameterisations. On the other hand, we test an option that forces or nudges the
model towards time- and space-interpolated analyses: the grid-analysis nudging. For
further information about other schemes and settings of the model, Skamarock et al.
(2008) or specific articles can be consulted. In spite of not being investigated in this
thesis, other physical parameterisations can also be of relevance for the representation
of turbulent processes in the ABL, such as the land-surface model (LSM), as demon-
strated in the studies from Román-Cascón et al. (2012) and Sastre et al. (2014).
ABL parameterisations
These parameterisations solve for turbulent features of scales below the grid spacing.
Two distinct ABL parameterisation schemes are tested in this thesis:
Yonsei State University (YSU): it is a first-order closure scheme with a counter-
gradient term to account for non-local gradients (Hong et al., 2006). Within the ML,
the turbulent-diffusion equation for a generic variable C is defined as:
∂C
∂t
=
∂
∂z
[
Kc
(∂C
∂z
− γc
)
− (w’c’)h
( z
h
)3]
, (2.5)
where Kc is the eddy diffusivity of C, γc is a non-local gradient term incorporating the
contribution of large eddies, (w’c’)h is the flux at the inversion layer, and h is the ABL
height. The last term represents the explicit treatment of the entrainment flux. The
ABL top is determined from the critical bulk-Richardson number: Rc = 0; so that the
flux at that level is minimised.
In stable conditions the second and third therms on the right-hand side of Eq. 2.5 are
not included in the turbulence diffusion equation. The formulation of Kc is distinct for
heat and momentum, and for stable, neutral or unstable conditions (for further details
we refer to Hong and Pan (1996)).
Mellor-Yamada-Janjic (MYJ): it is a one-and-a-half order prognostic TKE-closure
scheme, with local vertical mixing (Mellor and Yamada, 1982; Janjic´, 1994). Hence, it
does not incorporate the second and third terms from Eq. 2.5. The eddy-diffusivity
coefficients are more complex than for YSU:
Kc = lMqSc , (2.6)
where lM is a master length scale defined following Blackadar (1962), q = (u ′2)0.5 u’
being the turbulent fluctuation velocity and Sc is the generic form of the dimensionless
stability functions of heat and momentum. They are determined after the governing
equation of the TKE is iteratively solved (we refer to Mellor and Yamada (1982) and
Janjic´ (1994) for further specifications). In this scheme, the ABL top is defined at the
level where the TKE decreases below the threshold value of 0.2 m2 s-2.
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The ABL scheme is bound to the surface-layer scheme. YSU is used together with
the MM5 surface-layer scheme (Beljaars, 1994), and MYJ with the Eta scheme (Janjic´,
1996). MM5 uses stability functions (Paulson, 1970; Dyer and Hicks, 1970; Webb, 1970)
to calculate the surface-exchange coefficients of momentum, heat and moisture. Eta,
instead, is based on MOST and includes parameterisations of the viscous sub-layer.
Grid-analysis nudging
This type of nudging forces the model towards a series of analysis (which are space-
and time-interpolated) for each grid-point (Skamarock et al., 2008), providing the
model a four-dimensional data assimilation . It is usually employed for the dynamic
initialisation (spin-up), or for boundary conditions in nested-domains. Hence, this
method adds an extra tendency term to the equation of the nudged variable α in the
following way:
∂α
∂t
= F(α) +GαWα(αˆ0 −α), (2.7)
where F(α) is the normal tendency term due to physics, advection etc., G(α) repre-
sents an inverse time scale that controls the nudging strength, W(α) is an additional
weight in time or space which serves to limit nudging and αˆ0 is the time- and space-
interpolated analysis field.
Model-performance indicators
The accuracy of the model simulating the observed variables is evaluated using various
scores. In this thesis we use the mean bias error (MBE) and the root mean square error
(RMSE). These statistical scores are computed as follows:
MBE =
1
n
n∑
i=1
(mi − oi), (2.8)
RMSE =
√√√√1
n
n∑
i=1
(mi − oi)2, (2.9)
where mi and oi represent respectively the modelled and observed n values of the
variables. In the case of wind direction those expressions cannot be employed due to
the circular character of this variable. Thus, the difference ∆di is calculated following
its definition in Jiménez and Dudhia (2013), so that the values are in the range [-180◦,
180◦]. This allows the calculation of a normalised RMSE in the following way:
RMSEn =
1
180
√√√√1
n
n∑
i=1
(∆di)2, (2.10)
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which has the value 0 when the model is equal to observations and 1 when the differ-
ence is the largest possible.
2.3.3 Mesoscale Selection Algorithm
Many studies addressing the analysis of SB and katabatic phenomena zoom in single
events, which in many cases are subjectively selected. That strategy, however, hampers
the investigation of the forcings affecting their characteristics, and the assessment of
the interaction with turbulence during the AET of the ABL. Hence, we pursue the
analysis of mesoscale phenomena in an objective and consistent manner. For that, we
develop a robust method to select mesoscale events systematically from the available
databases, based on objective criteria that assure that the changes in the meteorological
variables are exclusively due to SBF passages. These criteria combine synoptic and
surface features.
Our algorithm is firstly based on the objective filters defined in Borne et al. (1998),
which were developed after an empirical study in a relatively flat area in the western
Swedish coast. Their method underestimates the number of SB events, but conversely,
provides an unambiguous database. Some other analyses make also use of distinct
objective filters to detect SB events, but most are manually applied. For instance,
Wichink Kruit et al. (2004) selected SB days by requiring a minimum thermal contrast
of at least 5 ◦C between the observed temperature over land and the SST. Other re-
quirements included a maximum wind-speed threshold of 1 m s-1 at sunrise, and an
earlier enhancement of the onshore component at the shore than further inland. On
the other hand, Azorin-Molina and Lopez-Bustins (2008) employed the semi-diurnal
pressure oscillation to select the SB events. A review of the criteria used to detect SB
occurrences is carried out in Azorin-Molina et al. (2011).
Before developing our own algorithm, we apply the method from Borne et al. (1998)
in Chapter 3 due to its ease and convenience. It is executed in an automated manner,
employing merely data from individual standard meteorological stations and large-
scale conditions from radiosonde data. This algorithm identifies SB events when a
noticeable wind shift and an immediate period of constant wind direction occurs dur-
ing daytime, not due to synoptic forcing, and a predefined sea-land thermal-contrast
threshold is exceeded. To be selected as a SB day, the conditions determined by six
different filters must be met.
The first three filters impose conditions for the synoptic wind, which is determined
from radiosonde records at 700 hPa in Arteaga (see Fig. 2.2a). Filter 1 rejects days
in which the synoptic-wind direction varies more than 90◦ in 24 h. The second filter
excludes days in which the synoptic wind speed variation is larger than 6 m s-1 in 12
h. Radiosonde data from Santander are required for this filter. In the third filter a
maximum limit for the synoptic wind at 1200 UTC is fixed: 11 m s-1.
The last three filters evaluate surface conditions. The fourth filter requires that the
sea-land thermal contrast is greater than 3 ◦C. The difference is computed considering
34 data and methodology
the daily maximum air temperature over the sea (measured at buoys) and over land
(measured at surface stations). Filter 5 selects days with an hourly veering of the wind
greater than 30◦ in the time range between 1 h after sunrise and 5 h before sunset.
The sixth filter rejects days in which the average hourly variation of the wind direction
during 5 h after the veering of the wind is not at least six times smaller than the
magnitude of the veering per se. With this last filter, the wind direction constancy is
assured.
As will be explained in Chapter 3, this method manifests some issues regarding the
level at which the synoptic wind is considered and the lack of a predefined onshore
direction. For that reason, and taking the method from Borne et al. (1998) as a starting
point, we develop a new selection algorithm. We build it in a way that is applicable for
selecting SB phenomena, and extendible to other regions, as is the case of the CESAR
site. Later, it is adapted to select katabatic occurrences at La Herrería site. Table
2.2 presents the algorithm used to filter the SB events in Chapters 4 and 5, and the
katabatic occurrences in Chapter 6. The corresponding objective criteria are explained
in detail below.
Table 2.2: Mesoscale selection algorithm. The first column indicates the filter number; the sec-
ond column the physical justification of each of the filters; and the third and fourth
columns, respectively for the SB and katabatic events, the criteria to be fulfilled in
order to pass each of the filters. Specific SB criteria are shown in blue, for katabatics
in green and the coincident criteria, however, in black.
Filter Physical justification Criteria (SB) Criteria (katabatics)
1 Weak large-scale winds V850 < 6ms-1 V850 < 6ms-1
2 No synoptic cold fronts (∆θe,850/∆t) > −1.5◦C/6h (∆θe,850/∆t) > −1.5 ◦C/6h
3 Non-rainy events pp < 0.1mm pp < 0.5mm
4 Thermal contrast ∆Tsea,land > 2 ◦C –
5 Frontal passage ∆α10′ > 45◦ & (∆α10′)2h < 15◦ or α  [250◦–340◦]2h
∆α10′ > 22.5
◦ & (∆α10′)2h < 5
◦
• Filter 1 eliminates the days with strong large-scale winds. In coastal areas, when
the large-scale wind is offshore and above a certain threshold, the SB airflow may
not reach land (Simpson, 1994). When the wind is onshore, the SB component
is masked by the large-scale wind and therefore very difficult to detect as an
isolated phenomenon (Miller et al., 2003). For these reasons, several studies have
defined an upper threshold for the synoptic wind speed above which the SBF
passage is blocked. Numerical studies set that value within the range of 6–11
m s-1 (Crosman and Horel, 2010). Since our aim is to remove all days with
strong large-scale winds, we choose the lowest value, i.e. 6 m s-1. In order to
derive the large-scale wind, we use data from reanalysis at 850 hPa, because at
that level the lower branch of the SB cell is unlikely to be detected (the typical
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maximum ABL depth in a SB day is around 1000 m). For instance, according
to Atkinson (1981) the highest altitude at which the SB is detected is around 1.5
km. When computing the mean large-scale wind speed for each day, we only
take into consideration the reanalysis values at 0600, 1200 and 1800 UTC, since
the value at 0000 UTC does not affect the development of the SB circulation. For
katabatic events we use the level of 850 hPa too, since at the reanalysis grid point
in which the synoptic flow is analysed the 850-hPa level is approximately at a
height of 800 m agl: sufficiently close to the surface as to be representative of the
synoptic wind at the surface level, and far enough as to be out of the influence
of katabatic flows. However, we just consider the values at 1800 UTC, since they
are the ones affecting katabatic development.
• Filter 2 discards the days that display a synoptic cold-front passage during day-
time. Cold fronts have features that resemble those observed in SBFs or some-
times in katabatic flows; for instance, a sudden veering of the wind and a sharp
drop in temperatures. Indeed, synoptic fronts that pass when the intensity of
the large-scale winds is below the defined threshold of Filter 1, could be filtered
as SB or katabatic occurrences. In addition, cold fronts are generally linked to
rough weather, which of course is not the best scenario for the formation of
thermally-driven circulations. Synoptic fronts are hard to define objectively, and
their depiction in weather pressure charts is actually rather subjective. However,
Hewson (1998) defines synoptic fronts objectively using the horizontal gradient
of the equivalent potential temperature and the wet-bulb potential temperature,
amongst other ways. Considering that both the latent heat of vaporisation and
the specific heat at constant pressure for dry air (lv(15◦C) = 2.46×106 J kg-1 and
cpd(15◦C) = 1005 J kg-1K-1 respectively) are constant, we can assume the follow-
ing for the tendency of the equivalent potential temperature θe:
∆θe
∆t
' ∆θ
∆t
+
lv
cpd
∆r
∆t
, (2.11)
where θ is the potential temperature and r the water-vapour mixing ratio, both
obtained from reanalysis data at 850 hPa, for the above-mentioned reasons. Tak-
ing into account the values of the horizontal gradients given by Hewson (1998)
and a V850 of 5 m s-1, which is regarded as adequate to describe the propagation
speed of the cold fronts (bearing in mind that the cases in which V850 > 6 m s-1
are discarded), the days in which θe falls more than 1.45◦C in 6 h (either from
0600 to 1200 or from 1200 to 1800 UTC) are regarded as being characterised by
the passage of a synoptic cold front, and were therefore eliminated from the se-
lection. We emphasise that the correctness of this filter was checked for a number
of days in contrast with the fronts depicted in Met Office surface pressure charts,
and produced convincing results.
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• Filter 3 rejects the days in which precipitation greater than a predefined threshold
is recorded. Most of the days in which precipitation occurs have already been re-
jected by the previous filters, but some of them are characterised by fair-weather
conditions, which may trigger convective-cloud development, and in some cases,
storms. Such afternoon storms could produce gravity currents which may also
be misinterpreted as thermally-driven flows, and we therefore need to discard
them. Even if these days include the passage of the SBF or katabatic flows, they
would pollute the pure event that we finally wish to analyse. Precipitation that
occurs during the night does not affect the SB formation and passage; hence,
we only consider precipitation measured between 0600 and 2200 UTC to select
SB events. The predefined threshold is of 0.1 mm for SB events and of 0.5 mm
for katabatic flows, since as observed, the SB circulation is more sensitive to the
formation of weak and scattered showers.
• Filter 4 is just applicable for SB phenomena, and assures that a certain sea-land
temperature gradient is exceeded, as it is needed to trigger the circulation of SBs.
The filter is designed to the specific case of the SB in Cabauw (Chapters 4 and
5), and thus needs to be adapted to be applicable in other coastal emplacements.
Since we need the values of the air temperature over the sea, we employ 2-m
ERA-Interim reanalysis data at 1200 UTC. At that time of the day, the land is
sufficiently warm, and due to the distance from Cabauw to the sea (∼ 50 km),
the SBF has not usually reached Cabauw. The value of 2 ◦C was derived from
the tenth percentile of all the SB days in the Basque coast, obtained from the
observational data. Many other authors use higher thresholds to select SB days:
3 ◦C in Borne et al. (1998) or 5 ◦C in Wichink Kruit et al. (2004). However, they
use the SST to compute the gradient, which is demonstrated to have a bias with
respect to the air-temperature over the sea in Chapter 3. As a proxy for the
air temperature offshore in Chapter 4, the ERA-Interim reanalysis value at a grid
point over the North Sea (52.5◦N, 4.25◦E) is chosen, at approximately 20 km from
the shore. Over land the grid point closest to Cabauw (52◦N, 5◦E) is picked, both
sites at 2 m asl.
• Finally, the last filter (Filter 5), requires a clear frontal signal in order to be finally
selected as a SB or katabatic day. The frontal requirement is specific to the lo-
cation (topography, distance to the sea etc.), and the characteristics of the SB or
katabatic flows. In the case of the SB, we require a veering in the wind ∆α to an
onshore direction (i.e. blowing from sea to land) between 1000 and 2000 UTC,
and one of the two conditions described in Table 2.2 must be met. The wind has
to be maintained in the onshore direction for at least 2 h without oscillating too
much around the wind direction after the shift. For the case of Cabauw we de-
fine the onshore range taking into account the coastline orientation: [225◦–45◦].
With respect to the time range, [1000–2000 UTC], we fix it given the mean wind
roses at different times (not shown). This filter is an adaptation of the last filter
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defined in the algorithm of Borne et al. (1998), which is applied to the SB study
in the Basque coast (Chapter 3). The criteria are rather strict, since we demand a
certain degree of confidence regarding the filtering of clear SBF passages.
In the case of katabatic winds, this filter is based on specific criteria for katabatic
flows in La Herrería site, and was defined after a thorough inspection of the
wind behaviour around sunset on days passing the first three filters. An event is
selected as katabatic when wind direction at 10 m is roughly perpendicular to the
mountain-range axis, i.e. within the range [250◦–340◦], for at least 2 h at a time
between 1600 and 2400 UTC.

3 CHARACTER ISAT ION OFSEA -BREEZE EVENTS OVERCOMPLEX TERRA IN
We investigate the behaviour of the SB along the north coast of Spain by using observations of
two topographically contrasting sites and simulations from the WRF model. An objective and
systematic selection method is used to select SB days from a database of two summer months.
Its performance is evaluated and possible improvements are proposed. We find that the direction
and intensity of the SB are significantly affected by the topography of the region. In fact, the
estimated SB intensity shows an opposite relationship with the cross-shore temperature gradient
for both sites. Numerical simulations reproduce the onset of the SB, but some characteristics
are not adequately simulated: wind speed is generally overestimated, the diurnal evolution of
the temperature is smoothed and the interaction with terrain-induced flows is not correctly
represented. Additionally, four sensitivity experiments are performed with the WRF model
modifying the ABL scheme, as well as the grid-analysis nudging for an anomalous case study.
As the two simulations with nudging reproduce an unreal (not observed) SB, this day turns
out to be of great interest: it allows to evaluate the influence of the passage of the SBF on
atmospheric variables and the associated turbulence. With regard to the ABL scheme, the best
model scores are obtained for the scheme that does not use a TKE closure.
The main contents of this chapter are published in:
Arrillaga, J.A., Yagüe, C., Sastre, M., and Román-Cascón, C. A characterisation of
sea-breeze events in the eastern Cantabrian coast (Spain) from observational data and
WRF simulations. Atmos. Res., 181:265-280, http://dx.doi.org/10.1016/j.atmosres.
2016.06.021, 2016.
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3.1 introduction
As explained in the introduction of this thesis the SB phenomenon has been broadly
studied due to its influence among others on air quality and pollution, severe weather
and wind-energy generation offshore. In this chapter we explore the characteristics
of this mesoscale phenomenon on the Cantabrian coast of Spain, particularly on the
Basque coast. The SB and its characteristics are well studied on the Mediterranean
coast of Spain (Ramis and Romero, 1995; Azorín-Molina and Chen, 2009; Soler et al.,
2011; Ponce de León and Orfila, 2013), but not so in the Cantabrian coast, perhaps due
to a lower prevalence of fair-weather conditions during the summer period. However,
it was found that the SB was one of the main drivers of pollution episodes in the
industrialised metropolitan area of Bilbao (Alonso et al., 2000). In addition, the eastern
Cantabrian coast is characterised by the complex topography, which has been proved
to impact significantly the evolution of the SB circulation (Crosman and Horel, 2010),
even in the tropics during the winter and pre-monsoon seasons (Muppa et al., 2012).
Therefore, this region allows to analyse the features of the SB over complex topography
and their interaction with terrain-induced flows. A robust method is required to select
SB events objectively and distinguish them from the flows induced by the complex
topography. The research questions we address in this first analysis of the thesis are
these that follow:
RQ 3.1: How is the SB circulation affected by the complex terrain and the flows induced by
it?
RQ 3.2: How is the vertical and temporal distribution of meteorological and turbulent
variables altered for SBFs arriving at different times of day?
outline Section 3.2 describes the observational data employed. Section 3.3 presents
the configuration of the numerical experiments. The obtained results are discussed in
Sect. 3.4 and finally, the main conclusions of the work are summarised in Sect. 3.5.
3.2 observations
The region of study of this work is located on the eastern Cantabrian coast (north of
Spain), more precisely on the Basque coast. Further information about this area of
study and the observational data employed is provided in Sect. 2.2.1.
The period chosen for this study spans two summer months (July and August) in
2013 mainly for two reasons: firstly, it corresponds to the driest and synoptically most
stable season in this region (Font Tullot, 2000); and secondly, the strong surface heating
in these months enhances the sea-land temperature gradient and so the SB perturba-
tion. In particular, due to the prevalence of high pressure over Great Britain in July,
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this month was drier and synoptically more stable than the climatological mean. Au-
gust, however, was very close to the climatology for this month. This analysis could
be extended in the future for a longer time period in order to establish a climatology
of the SBs in the area of study.
With the aim of obtaining a reliable database, the objective SB selection method from
Borne et al. (1998) is employed (details are given in Sect. 2.3.3)
3.3 wrf model
The numerical experiments are performed using the WRF model version 3.5.1 (Sect.
2.3.2). A summary of the model configuration employed is shown in Table 3.1.
Table 3.1: WRF model setting and sensitivity tests.
WRF configuration and physics Value
Central point 43.33oN, 2.41oW
Horizontal resolution (km) 4 nested domains (27; 9; 3; 1)
Vertical resolution 35 eta levels (default)
Time step 180 s
Initial and boundary conditions NCEP FNL Global Analysis Data (6 h)
Longwave physics RRTM (Rapid Radiative Transfer Model)
Shortwave physics Dudhia
Microphysics WSM-3-class
Surface physics Noah LSM
Sensitivity tests ABL scheme (YSU/MYJ) + grid analysis
nudging/no nudging
Four nested domains are used in each simulation (see Fig. 2.2b), with the two-way
nesting option active. The inner domain covers the entire Basque coast with a horizon-
tal grid resolution of 1 km and 100 x 100 grid points. The remaining domains have
120 x 120 grid points and the grid spacing increases by a factor of three up to the outer
domain, which has a horizontal resolution of 27 km. For each simulation the model is
run for 48 h, the first 24 h being considered as spin-up time. The simulated time never
exceeds 24 h to avoid the possible influence of simulated conditions precedent (Steele
et al., 2013). The vertical levels are the default 35 eta levels with 7 in the lowest km (0,
59, 145, 259, 399, 578, 805 m), and top pressure of 50 hPa. Additionally, we update the
SST, despite it is not usually required for short simulations.
The model is initialised using 1◦ x 1◦ (∼ 100 x 100 km2) resolution NCEP FNL Oper-
ational Global Analysis data and four sensitivity experiments are performed varying
the ABL scheme as well as the grid analysis nudging option (see Table 3.2). Firstly,
the effect of changing the ABL scheme from the YSU to MYJ, which are based on dif-
42 characterisation of sea-breeze events over complex terrain
ferent turbulence representation, is explored. The ABL scheme option is bound to the
surface-layer Scheme: MM5 for YSU and Eta scheme for MYJ.
Table 3.2: Sensitivity simulations with the WRF model.
Simulation ABL scheme Grid analysis nudging
Sim. 1 YSU NO
Sim. 2 MYJ NO
Sim. 3 YSU YES
Sim. 4 MYJ YES
Then again, the sensitivity to selecting the grid analysis nudging option is consid-
ered. For further information about this setting and the different physics behind both
ABL schemes we refer the reader to Sect. 2.3.2. We use a value for G(α) of 3·10-4 s-1
in this experiment. The four nudged variables are u, v, T and q, but only the wind is
nudged for all the vertical levels including the ABL. This nudging configuration has
been used in some previous works (Stauffer and Seaman, 1990; Stauffer et al., 1991;
Liu et al., 2012), leading to a greater reduction of the modelling bias. We apply the
nudging during the first 24 h of the simulation, and hence, for a smooth pre-forecast
period which acts as initial condition for our simulation.
The accuracy of the model simulating the observed variables is evaluated using both
the MBE and the RMSE scores, which are introduced in Sect. 2.3.2.
3.4 results and discussion
3.4.1 Observed SB characteristics
After applying the SB selection method to the observational data, 14 and 21 SB days
are obtained in Azpeitia (complex topography) and Sondika (valley facing the sea)
respectively, of which 10 are in common. Bearing in mind that both stations are ap-
proximately at the same distance from the sea (∼ 12–14 km), it suggests that complex
topography hinders the detection of SBs due to the influence of other local winds. A
summary of the selected SB days by each filter is shown in Table 3.3. We find that
Filter 5 accepts all the input days. Since the first three filters assure synoptically stable
conditions, under which SBs and MBs cause an inversion of the wind direction from
night-time to daytime, a turn of the wind larger than 30◦ is observed. On the other
hand, the sixth filter is the main filter responsible for the rejection of the candidate
SB days: in Azpeitia rejects almost 50% of the days that pass Filter 5, but in Sondika,
instead, only 30%. This filter together with Filter 4, rejects wind turns caused by to-
pographically induced winds and assures that SB conditions are fulfilled. However,
it seems that many possible SBs could be declined due to a lack of wind-direction
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constancy, which apparently is harder to attain in Azpeitia, probably due to the oro-
graphic barrier caused by the surrounding mountains. This is also reflected in the
observed low wind speed. In addition, local terrain-induced flows alter the resultant
wind speed, particularly in this location, even though the main forcing is the SB.
Table 3.3: Summary of the selected SB days by each filter of the selection method in (a) Sondika
and (b) Azpeitia. The first three filters are common for both stations. By way of
example, the fourth filter in Sondika (a) gets 35 candidate days from Filter 3 and
accepts 30 of them, which implies a partial acceptance percentage of 86%. Taking
into account the number of accepted days (30) out of the whole period (62), the
absolute acceptance percentage is obtained (48%).
(a) Sondika
Filter Input Output Partial Absolute
days days acceptance (%) acceptance (%)
1 62 51 82 82
2 51 47 92 76
3 47 35 74 56
4 35 30 86 48
5 30 30 100 48
6 30 21 70 34
(b) Azpeitia
Filter Input Output Partial Absolute
days days acceptance (%) acceptance (%)
1 62 51 82 82
2 51 47 92 76
3 47 35 74 56
4 35 27 77 44
5 27 27 100 44
6 27 14 52 23
Once the SB database is available, we explore their main characteristics. The onset of
the SB is characterised by a turn of the wind to an onshore wind direction. This direc-
tion is influenced by the synoptic wind (Miller et al., 2003), topography (Papanastasiou
et al., 2010), coastline curvature (Steele et al., 2013) and the Coriolis force (Crosman
and Horel, 2010). Figure 3.1 shows the wind rose at both locations for the obtained SB
days. The predominant SB direction in Sondika (Fig. 3.1a) is in the fourth quadrant
(270◦–360◦). The most intense SBs blow from the NW in this site, coinciding with
the direction of the valley in which the station is located (see Fig. 2.2) and with the
orientation of the nearest shoreline, where the maritime flow penetrates inland. But
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as previously mentioned the synoptic flow influences the SB direction, and in the case
of Sondika results in a wind blowing from the first quadrant (0◦–90◦) when the E
component of the large-scale wind is more intense. This occurs with a low pressure
system over land and a high pressure system over the sea, i.e. forming a corkscrew SB.
However, this type of SB is not very common in Sondika due to the orientation of the
valley, which hampers the penetration of the corkscrew SB towards Sondika and the
surroundings of the city of Bilbao. In fact only 3 SB days of this type are obtained from
the analysed period, even if the predominant synoptic situation (high pressure over
Great Britain and the thermal low pressure over the Iberian Peninsula) over almost the
entire month of July was likely to form them. In few cases the wind started blowing
from the NE and later shifted to NW, being maintained in the second direction for the
period of time required by the selection method.
(a) Sondika (b) Azpeitia
Figure 3.1: Wind rose for the obtained SB days in (a) Sondika and (b) Azpeitia. The wind speed
is represented with colours. Red numbers in (a) label two days with offshore wind
direction that passed the selection method.
By contrast, in Azpeitia the wind blows only from the first quadrant on the ob-
tained SB days (Fig. 3.1b). In particular, the most intense SBs blow from the E-NE
even though the Urola valley is located to the N-NE of the location (Fig. 2.2). In
addition, the nearest shoreline (in which the Urola river flows into the sea) is orien-
tated with its perpendicular axis favouring the winds from the N-NW. As mentioned
above, synoptic conditions in July favoured the formation of corkscrew SBs, but it is
not the only reason. Azpeitia is located in a closed valley surrounded by mountains
of relatively high elevation (400–1000 m). Hence, the SB interacts with the valley circu-
lation resulting in an E-NE wind direction. Additionally, the SB intensity in Azpeitia
is considerably weaker than in Sondika due to the barrier effect of the surrounding
mountains.
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On the other hand, two days passed the selection method in Sondika with an off-
shore SB direction (pinpointed in Fig. 3.1a with red numbers), which is inconsistent
with the definition of the SB. The day pinpointed with a “1" corresponds to 31 July. On
this day the wind direction was offshore (from the S, i.e. from land to sea) during day-
time, and passed the selection method due to a wind turn from onshore to offshore
and to the maintenance of this final S direction for some hours. However, this day
turned out to be a a late-sea-breeze (LSB) day of great interest to analyse and simulate
with the WRF model. It is explored in detail in Sect. 3.4.3. Moreover, the day labelled
in Fig. 3.1a with a “2" corresponds to 28 July. This day passed the selection method
again incorrectly due to a slight turn in the wind from SW to W-SW, probably synop-
tically influenced. Therefore, at least 2 days are incorrectly identified as SB days due
to the employed selection method, which does not assure that the final wind direction
(after the observed turn) is onshore. This issue motivates the adaptation of the last
filter to assure that the wind during 5 hours after the turn is onshore.
Another important aspect of the SBs is related to the intensity of the perturbation
that causes them, i.e. the magnitude of the sea-land temperature gradient. Mathews
(1982) developed a forecast rule by representing the recorded strength of the SB as a
function of the sea-land temperature contrast. Fitting a regression line resulted in:
|U| = 5
√
∆T, (3.1)
where U is the magnitude of the SB component in knots (not the observed wind)
and ∆T the sea-land temperature difference in ◦C. In this work we propose a new
formulation for the SB intensity:
uSB = |u−U*| , (3.2)
where uSB is the estimated intensity of the SB, u the observed surface wind at 10 m
after the turn and U* represents an estimation of the surface large-scale wind. The
latter is estimated considering 0.25◦ x 0.25◦ ERA-Interim reanalysis data at surface: in
particular, taking the nearest grid points from Azpeitia and Sondika that are located
far enough from the shore to avoid the influence of the SB. The grid point (43◦N, 3◦W)
is used to estimate the large-scale wind in Sondika (43.29◦N, 2.91◦W) and (42.75◦N,
2.25◦W) in Azpeitia (43.17◦N, 2.27◦W).
Figure 3.2 shows the estimated SB intensity (Eq. 3.2) versus the square root of the
sea-land temperature gradient for both Sondika (red) and Azpeitia (blue). The above-
mentioned non-SB (NSB) days that passed the selection method in Sondika are not
included. The results show an opposite trend for both locations: in Sondika the SB
is more intense when the temperature contrast between the air over the sea and over
the land increases, and the opposite in Azpeitia. Student-t-tests with a confidence
level of 95% show that the linear correlation is statistically significant in Sondika. The
analysis has also been performed for uSB vs ∆T (not shown), resulting in a similar
correlation value. On the other hand, the linear correlation apart from being negative
is not statistically significant in Azpeitia. This behaviour can be associated with the
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closed-valley effect produced by the surrounding orography of this station, which acts
as a barrier for the onshore flow. From Fig. 3.1b we found that the SB intensity in
Azpeitia is very weak. The complex topography of the region induces upslope and
upvalley flows that interact with the SB and the synoptic flow. Thus, the resultant wind
is influenced by local forcings other than the SB, and thereby the relationship between
the SB intensity and the cross-shore temperature gradient is opposite than expected. In
any case, estimating the SB intensity is a complicated task since it is highly influenced
by the atmospheric stability, topography and soil conditions amongst others (Atkinson,
1981; Miao et al., 2003).
Figure 3.2: Observed SB intensity (uSB) versus the root-square of the sea-land temperature gra-
dient ((∆T)1/2). Dots represent the estimated SB intensity for each value of the
observed temperature gradient, and lines represent the corresponding linear fitting.
Alongside each line, the corresponding equation and linear correlation coefficient
are shown.
3.4.2 SB case study: 6 July
We choose a day selected as a SB day in both locations in order to analyse a prototyp-
ical SB situation: 6 July. Meteorological conditions were strongly favourable for SB:
clear sky and synoptic stability. In particular, the anticyclone over Great Britain (Fig.
3.3a) inducing easterly large-scale winds made the situation prone to the formation of
corkscrew SBs. The radiosonde for this day in Arteaga at 1200 UTC (Fig. 3.3b) shows
the thermal inversion strengthened by the presence of subsidence motions at approx-
imately 1700 m asl, typical of anticyclonic situations. Additionally, the wind is light
and blowing from the E/NE in the lower atmosphere.
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(a)
  
6 July 2013, 12:00 UTC. 500 hPa Geopotential and Sea­level pressure (hPa). 
CFS Reanalysis. Wetterzentrale (www.wetterzentrale.de).
(b)
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Figure 3.3: (a) Sea-level pressure (white lines) and geopotential height (contours) at 500 hPa
from CFS (Climate Forecast System) Reanalysis (Wetterzentrale), and (b) Upper-air
sounding from Arteaga (EUSKALMET) on the 06/07/2013 at 1200 UTC.
The observed vertical profile from the radiosonde is compared to the simulated
profile in Fig. 3.4. The configuration of the model is shown in Table 3.1, with the YSU
ABL scheme and without considering the nudging option for this particular event.
The simulated period begins on 5 July at 0000 UTC and finishes on 7 July at 0000
UTC (the first 24 h correspond to the spin-up time). The observed wind vectors are
plotted every 100 m (except for the value closest to the surface, i.e. at 28 m), and
the simulated wind vectors at the vertical levels of the model up to 2500 m. The
observed temperature profile shows an inversion roughly between 100 and 200 m asl,
indicating the top of the TIBL. From the simulated near-surface temperature we infer
that the model does not reproduce the observed surface heating properly, and partly
as a result, the TIBL is not adequately reproduced. Besides, the SB direction is not well
represented: the reported wind is from the N-NW close to the surface whereas a NE
wind is simulated. Furthermore, between the observed temperature inversion at 1100
m and the subsidence inversion at 1700 m, a layer of E/SE wind in observed, which
complies with the definition of the return flow in the SB circulation cell. However, this
offshore-wind layer could be also linked to slope flows induced by the complex terrain,
as observed by other authors (Banta et al., 1993). The model simulates an E/SE flow
as well but significantly below (at between 500 and 1200 m).
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Figure 3.4: Vertical profiles of temperature and wind vectors in Arteaga, on 06/07/2013 at 1200
UTC. Observations are represented in black and the simulation in blue. The ob-
served profile corresponds to that from Fig. 3.3.
We compare the observed and simulated wind vectors and temperature at the sur-
face meteorological stations of Sondika and Azpeitia in Fig. 3.5. These variables are
represented for the daytime period (0600–2100 UTC), when the SB onset and termina-
tion occur. In the early morning when the land-sea temperature gradient is negative
in Sondika (Fig. 3.5b: observed temperature over the Bilbao-Vizcaya buoy is greater
than in Sondika) or still slightly positive, a light (∼1-2 m s-1) LB from the SE blows in
this location coinciding with the axis-direction of the valley (Fig. 3.5a). This LB, how-
ever, is not reproduced by the model (in blue) due to the positive land-sea temperature
gradient. In fact, the simulated air temperature over the sea has a significant negative
bias (of roughly 3 ◦C). Temperature in the model is calculated at 2 m asl while obser-
vations at buoys are recorded at 3 m asl, but this does not explain the large bias (Fig.
3.5b). During daytime, however, the temperature over land is also underestimated
by the model and therefore the bias of the simulated land-sea temperature gradient
decreases.
The SB onset occurs around 1000 UTC in Sondika, identified by the NW wind di-
rection and the slowing down in the temperature increase. A similar SB onset time
is observed in the work of Jiménez et al. (2016a) in the island of Mallorca (Spain). In
that work they analyse the morning transition between the LB and the SB and they
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Figure 3.5: Observed and simulated wind-vector and temperature evolution on the 06/07/2013
from 0600 to 2100 UTC. (a) 10-m wind vectors: observations in black and simulation
in blue. (b) Air-temperature evolution: the solid curve represents the 1.5-m temper-
ature in Sondika, the dashed curve in Azpeitia and the circles at the Bilbao-Vizcaya
buoy. Simulated values at 2 m are shown in blue. Observed wind vectors are plotted
every 30 min.
obtain that the SB onset occurs approximately 4 h after sunrise. In the case of Sondika
there is a short lapse of time (1200–1330 UTC) in the early afternoon during which
the wind blows from the N-NE, producing a temperature increase of around 2–3 ◦C.
This suggests that it is a SB of different origin (from the NE) that travels over a longer
continental surface, and is consequently warmer. The model does not simulate the
irruption of this warmer SB. Instead, the wind blows constantly from the NW. Partly
for that reason the maximum temperature is significantly lower in the model than in
the observations. However, the negative bias also both over the sea and in Azpeitia
during daytime suggests that the model is underestimating the temperature probably
due to a wrong representation of the surface heating and its influence on the air just
above.
In Azpeitia the wind blows from the N-NW prior to the onset of the SB (from the
E/NE). At that moment the land-sea temperature gradient is negative or nearly zero,
and therefore the N-NW flow is induced by the upslope and upvalley flows formed in
the closed valley (Fig. 3.5a). Note that the temperature over the buoy of Donostia is not
shown in Fig. 3.5b, since it is very similar to the temperature over the buoy of Bilbao-
Vizcaya. This is also the case for the simulated temperature. With the arrival of the
E-NE flow temperature stops increasing, indicative of the onset of the SB. The model,
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however, does not reproduce the onset of this easterly flow. Instead, it reproduces a
wave-like behaviour for the wind speed and a slight clockwise rotation for the wind
direction (from the N-NW at the beginning and from the NE in the end). This result
indicates that the model does not reproduce the features related to the complex terrain
in the region of Azpeitia: the flows induced by the closed valley and their interaction
with the SB.
Table 3.4 gives the model-performance scores for this event (calculated considering
the period from 0600 to 2100 UTC), and reflects the underestimation of the tempera-
ture particularly in Sondika. Wind speed is slightly underestimated as well, but it is
significantly overestimated in Azpeitia. Wind direction has a certain deviation from
the observations, larger in Azpeitia.
Table 3.4: Values of the statistical indexes used for model validation in the case study
(06/07/2013) for Sondika and Azpeitia. Values of the MBE and RMSE have been
computed for temperature, wind speed and wind direction. A normalised RMSE
(RMSEn) is calculated for the wind direction, i.e. it has the value 0 when the model
is equal to observations and 1 when the difference is the largest possible (180◦).
LOCATION Sondika Azpeitia
Temperature (◦C)
MBE -2.29 -0.21
RMSE 3.40 2.96
Wind speed (m s-1)
MBE -0.67 +2.38
RMSE 0.92 2.79
Wind direction
RMSEn 0.30 0.38
We conclude from the variables represented in Table 3.4 that the WRF model is not
able to reproduce properly the influence of the surface heating and the complex terrain
on the SB. On the one hand, despite the resolution of the inner domain is of 1 km the
topography of the model is smoothed compared to the real one (Fig. 2.2). On the
other hand, the influence of the topography at local scale needs to be improved in the
model.
Figure 3.6 represents maps with simulated 10-m wind and 2-m temperature in the
region of study (zoomed in the inner domain) for 6 July at 0700 UTC (when the SB
has already been initiated at the coastline), and at 1400 UTC (when the SB intensity
is maximum). Wind vectors at 10 m agl are plotted with 3-km grid spacing, since
the horizontal resolution of 1 km in the smallest domain is too high for representing
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the whole domain. Contour lines of elevation are plotted every 200 m to represent
topography.
(a)
(b)
Figure 3.6: Simulated 2-m temperature and 10-m wind vectors in the region of study (zoomed in
the inner domain of the model) at 0700 UTC (a) and 1400 UTC (b) on the 06/07/2013.
The thick black line delimits the coastline and the thin grey curves represent contour
lines of altitude every 200 m. The location of Sondika is represented by “S" and
Azpeitia by “A". Note that the temperature and wind-vector scales are different
between (a) and (b).
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At 0700 UTC the wind blows from the NE over the sea, especially in the western
part of the domain and from the SE or almost calm inland (Fig. 3.6a). A light SB is
reproduced in some parts of the coast (particularly in the eastern part), which prevents
the temperature increase by the incoming fresher air from above the sea. Later at
1400 UTC, the maximum SB intensity is achieved and the onshore flow is extended
throughout the area (Fig. 3.6b). The model simulates a rather intense SB blowing
from the NE in the coastline located NW of Sondika, parallel to the direction of the
shoreline. But when it enters the valley in which Sondika and the city of Bilbao are
located it turns to NW and weakens. Furthermore, this NW wind brings cooler air
keeping temperatures below 24 ◦C, whereas temperatures reach up to 26–27 ◦C to the
N of Sondika, where NE winds blow. Hence, this second NE SB system is overheated
when penetrates onshore, after overpassing the topography located in its way from the
sea. From Fig. 3.5 we stated above how the observations represent the irruption of the
NE flow in Sondika in the early afternoon, resulting in a temperature increase. Since
the model does not simulate this irruption, it could indicate that the simulated NE SB
is weaker than the real one. In Azpeitia the model simulates a N SB blowing with an
intensity of approximately 5 m s-1, contrasting to the observed weak SB from the E/NE
(Fig. 3.5a). This suggests that the easterly forcing induced by the synoptic situation
(see Fig. 3.3a), which helps form the corkscrew SBs, might be underestimated.
As an overall behaviour, the model reproduces the modulation of the wind due
to the orography, i.e. it blows along the axis of valleys in an onshore direction and
surrounds mountains in its way. Besides, the temperature is lower in valleys in which
the onshore flow is channelled, whereas it reaches higher values in valleys in which the
onshore flow is weakened due to the presence of mountainous barriers. Furthermore,
friction influences the intensity of the SB at the shoreline. The SB is weakened when
wind blows perpendicular to the coastline and remains intense when wind blows
parallel to it.
To analyse the vertical structure of the SB at both locations, temporal evolution of
the vertical profiles of the meridional wind component (N-S), the virtual potential
temperature and mixing ratio, and the vertical velocity from the WRF simulation are
represented in Fig. 3.7. The magnitude of the N-S component of the wind gives
the approximate intensity of the sea SB, since the main component of the onshore
flow on the Cantabrian coast is N. The onshore flow is represented in blue, and in
red the offshore flow. The arrival of the SB is reproduced at 1000 UTC in Sondika
(Fig. 3.7a) and the gravity current associated with the onshore flow reaches a depth
of approximately 800 m agl. The termination of the SB is unclear due to the weak
intensity of the N-S wind. In fact, the onshore flow is weakened due to the collision
of the above-mentioned two SB systems in the region of Sondika: the NW SB and the
SB from the NE. The onset of the onshore flow is accompanied by the appearance of
a light offshore flow approximately at between 1000 and 1300 m agl (considering the
calm-wind zone as well this layer would be slightly thicker). This offshore flow seems
to be consistent with the definition of the return flow of the SB circulation and with
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the formerly commented observed offshore layer in Arteaga between 1100 and 1700 m
(see Fig. 3.4). Furthermore, the onset of the SB in Sondika produces a slight decrease
of the virtual potential temperature and an increase of the water vapour mixing ratio
particularly noticeable between 600 and 800 m agl. In fact, its vertical gradient above
the density current increases significantly. Moreover, the arrival of the SBF generates
an increase of vertical draughts. Prior to the onset of the SB, light downdraughts are
observed in the first 500 m agl around 0900 UTC (Fig. 3.7e), whereas with the SB onset
the collision of marine and continental air masses generates updraughts of up to 0.2
m s-1. Later, downdraughts of the same magnitude are reproduced for a longer time
period.
The simulated SB cell in Azpeitia (Fig. 3.7b) is more intense than in Sondika. In addi-
tion, the onshore flow is established earlier, approximately at 0800 UTC, and develops
its maximum intensity between 1100 and 1600 UTC. The depth of the gravity current
reaches hardly 500 m, but it has to be taken into account that the altitude of this region
is of around 200 m asl. This value goes along with the ones given by other authors:
Lyons (1972) found a mean height of 500 m agl for the density current, but it could
extend up to 1000 m agl. In addition, a S wind layer is detected over the maritime
flow at between 800 and 1400 m agl. The termination of the SB takes place between
2000 and 2100 UTC. The evolution of virtual potential temperature and water vapour
mixing ratio are slightly different from Sondika, mainly due to the altitude difference
between both locations. Besides, the arrival of the SBF does not produce significant
updraughts in Azpeitia. Instead, a constant and light upward vertical velocity is re-
produced during the SB phase due to the influence of the surrounding slopes in the
closed valley. At the end of the SB stage, updraughts of up to 0.4 m s-1 are simulated
at around 500 m agl, while very close to the surface vertical velocity is negative. This
can be explained by the development of katabatic flows. Updraughts are caused by the
sum of: first, the interaction between the residual SB and katabatics; and second, the
convergence of katabatic/downvalley flows at the center of the closed valley (Bodine
et al., 2009).
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(a) Sondika (b) Azpeitia
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(e) (f)
Figure 3.7: Time evolution of the vertical profiles of (a,b) the N-S component of simulated 10-
m wind vectors, (c,d) virtual potential temperature (contours) and water-vapour
mixing ratio (black lines), and (e,f) vertical velocity, on the 06/07/2013 from 0600 to
2100 UTC . Negative values (blue) correspond to onshore winds and positive values
(yellow-red) to offshore winds in (a) and (b).
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3.4.3 Anomalous case: 31 July
As explained in Sect. 3.4.1, 31 July passed the selection method erroneously in Sondika
due to a shift indication to an offshore wind direction. Further inspection, however, let
us classify it as a LSB day: an event in which the onset of the SB occurs after the weak-
ening of the convective mixing in the ABL in the late afternoon. This type of situation
occurs when the synoptic flow is offshore (blowing from the S in the Cantabrian coast)
and intense enough to prevent the onset of the SB during daytime. However, when
the heating of the surface weakens and convective mixing in the ABL disappears, the
intensity of the wind decreases while the thermal gradient between air masses is still
large, allowing a sudden establishment of the SB. The eastern part of the Cantabrian
sea (particularly the Basque coast) is more vulnerable than the western part to warm
advections from the Iberian Peninsula in summer, due to the barrier of the Cantabrian
Range in the second. In some cases, temperature differences of around 15 ◦C are
observed between both parts of the Cantabrian coast. This generates a mesoscale pres-
sure difference superimposed on the existing synoptic pressure differences, producing
a Coastal Trapped Disturbance (Skamarock et al., 1999) that advances and intensifies
along the Cantabrian coast. The local name of this phenomenon is galerna, famous for
the cause of tragedies in this sea. It is characterised by a sudden shift of the wind from
S to W/NW with gusts that can exceed 100 km h-1, an abrupt decrease of temperature
and an increase of relative humidity, and a prominent worsening of sea conditions.
Anyway, this phenomenon is not the focus of this work but one should be careful of
not getting confused when studying SBs in the Cantabrian coast.
Figure 3.8 presents reanalysis data and radiosonde observations for this day. Reanal-
ysis maps reveal the presence of a high pressure system over Central Europe and low
pressure at the W of Ireland, but the pressure gradient is weak over Spain (Fig. 3.8a).
Southerly winds are responsible for the warm-air advection (> 20 ◦C at 850 hPa) in
northern Spain, apparent in the dry-temperature curve (the red one in Fig. 3.8b)) of
the radiosonde in Arteaga.
A determinant factor in generating SBs is the formation of a mesoscale low on the
Cantabrian coast. In this case study, the presence of a mesoscalar low in the middle
Cantabrian coast can be noticed (Fig. 3.8a), which induces a maritime flow in the
western Cantabrian and a weak continental flow in the eastern Cantabrian. Despite
those conditions inhibit the onset of the SB on the Basque coast, the formation of
local and shallow SBs is possible. Indeed, a shallow and weak SB is intuited from the
radiosonde of Arteaga (Fig. 3.8b), which shows the existence of an inversion close to
the surface in which temperature increases 2 ◦C with height. Its base is located at
100 m agl, and its top at approximately 350 m agl. Within the upper 100 m of the
inversion the wind is very light and turns from onshore to offshore with height. These
features can be better identified from Fig. 3.9, in which vertical profiles of observed
and simulated temperature and wind vectors at 1200 UTC in Arteaga are compared.
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31 July 2013. 12:00 UTC. 500 hPa Geopotential (gpdam). Sea-level pressure (hPa). 
CFS Reanalysis. Wetterzentrale (www.wetterzentrale.de). 
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 Figure 3.8: (a) Sea-level pressure (white lines) and geopotential height (contours) at 500 hPa
from CFS (Climate Forecast System) Reanalysis (Wetterzentrale), and (b) Upper-air
sounding from Arteaga (Euskalmet) on the 31/07/2013 at 1200 UTC.
Sensitivity tests with the WRF model provide very useful information about the be-
haviour of the SB for this case study. The simulated period begins on 30 July at 0000
UTC and finishes on 1 August at 0000 UTC. In Fig. 3.9 the observed radiosonde is
shown in black, in blue Sim. 1 (YSU without nudging), in red Sim. 2 (MYJ without
nudging), in grey Sim. 3 (YSU with nudging) and in green Sim. 4 (MYJ with nudg-
ing). The observed shallow SB in Arteaga is not reproduced by any of the simulations.
Furthermore, the model simulates warm S winds and a typically convective thermal
profile in the lower atmosphere, contrasting to the observed inversion at 100 m agl
due to the light SB (almost calm). Above roughly 500 m agl the model reproduces the
observed S-SW wind, even though its intensity is overestimated by the four simula-
tions (particularly close to 2000 m asl). Close to the surface, the two simulations that
consider grid analysis nudging (Sim. 3 and Sim. 4) reproduce a lower wind speed
than the other two simulations. Hence, the use of the nudging option introduces a
non-negligible variability in the wind profile. This result is quite relevant for what is
shown below.
Figure 3.10 shows the evolution of wind vectors and air temperature in Sondika,
both the observed ones at surface meteorological stations (black) and those correspond-
ing to the four different simulations. The analysis of this anomalous case is not carried
out for Azpeitia, since this day is not filtered by the selection method nor is the LSB
phenomenon observed.
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Figure 3.9: Vertical profiles of temperature and wind vectors in Arteaga, on the 31/07/2013
at 1200 UTC. Observations are represented in black and in colours the different
simulations: using the YSU ABL scheme and no-nudging (Sim. 1) in blue, MYJ
and no-nudging (Sim. 2) in red, YSU and nudging (Sim. 3) in grey and MYJ and
nudging (Sim. 4) in green.
A sudden turn of the wind to a light NW (almost calm) can be seen around 1000
UTC in the observations for this day in Sondika (Fig. 3.10a, black), which 30 min. later
turns back to SE. That shift is responsible for the incorrect filtering by the selection
method. The short-lasting turn is also noticeable in the simulations but a few hours
before. During the central hours of the day, S winds blow strong enough to block
the onset of the SB, making temperatures reach unusually high values (maximum
of 40 ◦C) as shown in Fig. 3.10b. WRF smooths the temperature curve, simulating
lower maximum and higher minimum temperatures than the observations. However,
account has to be taken of the different heights at which values are given: temperature
observations are taken at 1.5 m whereas the model gives the temperature value at 2
m. This could introduce differences between both, but the weaker cooling during the
night in the model, which can be seen in the four simulations, is partly linked to the
underestimation of the LB which brings cool air from the land.
On the other hand, the two simulations considering the grid analysis nudging simu-
late the onset of the SB at around 1300–1400 UTC, several hours prior to the observed
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(a) (b)
Figure 3.10: Observed and simulated wind-vector (a) and air-temperature (b) evolution, on the
31/07/2013 from 0600 to 2400 UTC in Sondika. Observations are represented in
black and outputs from the WRF model in colours: using the YSU ABL scheme
and no-nudging (Sim. 1) in blue, MYJ and no-nudging (Sim. 2) in red, YSU and
nudging (Sim. 3) in grey and MYJ and nudging (Sim. 4) in green. Observed wind
vectors are plotted every 30 min.
LSB onset. That erroneous onset is manifested as an abrupt shift to NW, which makes
temperatures descend sharply. Hence, the model stays far from the observations for
both simulations (Sim. 3 and Sim. 4). In the observations, the turn to an onshore
direction takes place when S winds weaken during the ET of the ABL, allowing the
onset of the LSB circulation after 1800 UTC (Fig. 3.10a). The observed wind is weak
at the beginning of the onshore flow, but an hour later it intensifies and shifts to
W/NW, causing a sharp temperature decrease. This situation is phenomenologically
reproduced in Sim. 1 (blue); the onset occurs almost simultaneously and the evolution
of the temperature is similar to observations. There is only a slight difference in the
LSB direction: NW in observations and W (or even W/SW) in Sim. 1. From wind
vectors in Fig. 3.10a it may seem that the final direction is not onshore, but maps of
simulated wind and temperature in the region (not shown here) show the marine-air
intrusion. Thus, the simulated W/SW wind is due to an issue from the model solving
local topography and the wind channelling.
The weakening of the S wind during the ET is hardly noticeable in Sim. 2 (red), and
the onset of the LSB occurs around 2000 UTC, when the SBL is already established.
Consequently, the evolution of temperature is different from observations. For this
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simulation, the LSB is reproduced with a W/SW direction as well. Besides, this sim-
ulation reproduces the strongest wind profile at Arteaga (Fig. 3.9). The configuration
of Sim. 2, with regard to the ABL and surface-layer schemes, fixes a minimum value
of 0.1 m2 s-2 for the TKE. This could explain the overestimation of the wind speed for
this simulation.
The skill of the simulations is also evaluated using statistical scores. The values of
these scores are computed during the 24 h of the simulations and presented in Table
3.5 for temperature, wind speed and wind direction.
Table 3.5: Values of the statistical indexes used for model validation in the anomalous case
study in Sondika. The MBE and RMSE have been computed for the four simulations
and for three variables: temperature, wind speed and wind direction (normalised for
this variable).
SIMULATION Sim. 1 Sim. 2 Sim. 3 Sim. 4
Temperature (◦C)
MBE -0.48 +0.11 -1.82 -1.05
RMSE 2.95 3.47 5.14 4.90
Wind speed (m s-1)
MBE +0.12 +1.10 +0.13 +0.77
RMSE 1.50 1.98 1.76 1.77
Wind direction
RMSEn 0.35 0.39 0.43 0.43
The simulation which has lowest errors for the three variables and is consequently
closer to observations is Sim. 1. As explained before, it reproduces the onset of the
LSB but substantially smooths the temperature evolution (RMSE is close to 3 ◦C).
Simulations that consider nudging simulate a non-observed SB and for that reason the
bias increases. From the positive values of the MBE for the wind speed, we conclude
that WRF overestimates the wind speed. This overestimation has also been observed
by other authors (Papanastasiou et al., 2010; Ponce de León and Orfila, 2013; Román-
Cascón et al., 2012). However, the wind profiles shown in Fig. 3.9 demonstrate that the
use of grid analysis nudging in the pre-forecast period reduces the overestimation of
the wind before the onset of the SB (or LSB in the corresponding case). The weakening
of the opposing offshore wind (in Sondika blowing from the S-SE) enables the onset
of the SB for the two simulations that consider nudging. In other words, the force that
counteracts and blocks the onset of the SB is reduced.
The grid analysis nudging is generally used to force the outputs of the model to-
wards reanalysis data and in this way reduce their bias with respect to observations.
However, in our case gives rise to a worse phenomenological simulation of the SB from
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the model, and consequently a worsening of model error scores. From these results, it
can also be concluded that the limit of opposing wind speed for which the SB is not
established is higher in the model than in reality. For that reason, the nudging and
other options that modify the outputs of the model should be cautiously used, since
they can affect the simulation of certain mesoscale phenomena.
Even though the simulations considering nudging produce an unreal (not observed)
onset of the SB in Sondika, they prove to be of high interest since they allow us to
study the passage of the SBF by comparison with the simulations not considering
nudging, which reproduce a situation closer to observations. In this way, we can
explore the influence of the SB in meteorological variables. In addition, simulations
with the MYJ ABL scheme (Sim. 2 & Sim. 4) give a turbulent variable: the TKE.
Simulations with the YSU and MM5 ABL and surface-layer schemes respectively, do
not reproduce significant differences with respect to the MYJ and Eta schemes beyond
the above-mentioned ones, and for that reason are not shown hereinafter.
Figure 3.11 shows the evolution of the N-S component of the wind, virtual poten-
tial temperature, water-vapour mixing ratio, vertical velocity, TKE and ABL height in
Sondika for the simulations with the MYJ ABL and Eta surface-layer schemes. The
onset of the SB circulation is observed in Sim. 4 (nudging, Fig. 3.11a) at 1400 UTC
approximately. It reaches its maximum intensity 2 h later at 300–400 m agl, but the
gravity current extends up to 800–900 m agl due to the existence of a SB head at the
frontal part of the density current. After 1700 UTC, however, its intensity and depth
decrease substantially. Conversely, in Sim. 2 (no-nudging) the offshore wind prevails
during the day, but its intensity decreases after 2000 UTC and allows the establishment
of a LSB. This small circulation extends up to only 200 m agl and its intensity is low
comparing to a conventional SB.
Virtual potential temperature has been used in several works to detect the presence
of the SBF through its horizontal gradient (e.g. Chang et al., 1982; Bechtold et al., 1991;
Chemel and Sokhi, 2012). In Sim. 4, a drop of 7–8 K in no more than 3 h indicates
the passage of a well-formed SBF (Fig. 3.11c), and at the same time the mixing ratio
increases 4 g kg-1 at the surface, due to the transition from the typical hot and dry
air mass from the Iberian Peninsula to the humid and mild maritime air mass from
the Cantabrian Sea. The passage of the SBF produces a transition from a well-mixed
to a stably-stratified lower atmosphere. In Sim. 2 the drop of the virtual potential
temperature is more abrupt (Fig. 3.11d), but it has to be taken into account that it
coincides with night-time and the cooling of the surface. The increase of the mixing
ratio is also abrupt: 4 g kg-1 in approximately 1 h.
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(a) Sim. 4 (MYJ + nudging) (b) Sim. 2 (MYJ + no-nudging)
(c) (d)
(e) (f)
(g) (h)
Figure 3.11: Time evolution of the vertical profiles of (a,b) N-S component of simulated 10-
m wind vectors, (c,d) virtual potential temperature (contours) and water-vapour
mixing ratio (black lines), (e,f) vertical velocity and (g,h) TKE (in contours) and
ABL height (white line), in Sondika on the 31/07/2013 from 0600 to 2400 UTC.
The outputs correspond to Sim. 4 (a,c,e,g) and Sim. 2 (b,d,f,h).
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Additionally, the arrival of the SBF in Sim. 4 is marked by the formation of strong
updraughts, with an intensity of up to 2 m s-1 at between 500 and 1500 m agl (Fig.
3.11e). Those updraughts are generated due to the collision of the contrasting air
masses and their intensity is comparable to that observed in sharp frontal zones with
offshore ambient winds (Helmis et al., 1987). After the passage of the SBF, no signifi-
cant vertical motions are observed, indicating the stabilisation of the lower atmosphere.
In Sim. 2, however, the passage of the SBF generates rather weaker updraughts (Fig.
3.11f). On the one hand the intensity of the LSB is much lower; and on the other,
the SBL inhibits vertical motions. The intense updraughts of Sim. 4 affect turbulence
production too, depicted in the TKE evolution in Fig. 3.11g. The arrival of the SBF
produces a TKE generation of up to 0.9 m2s-2 at a height between 1500 and 2250 m
agl approximately, related to the above-mentioned updraughts. That increase of TKE
lasts for a short time and immediately after turbulence is confined close to the surface,
giving more evidence of the breaking down of the CBL. Besides, the MYJ ABL scheme
computes the ABL height (white line) considering a TKE threshold (see Sect. 2), and
for that reason, a sharp decrease of the ABL height is observed with the arrival of the
SBF. In Sim. 2, instead, the CBL is maintained until its typical diurnal end, with the
ABL depth being greater than 2000 m agl (Fig. 3.11h). With the onset of the LSB, in
contrast to Sim. 4, turbulence is not confined at the surface, but is slightly generated
at between 2000 and 2500 m agl.
Finally we analyse the differences in the SH and LH fluxes between a scenario with
the SB (Sim. 4, MYJ + nudg.) and another with the LSB (Sim. 2, MYJ + no-nudg.) in Fig.
3.12. We did not include the simulations with the YSU ABL scheme; on the one hand,
in Fig. 3.11 we only compare the simulations using the MYJ scheme and on the other
hand, the values of the fluxes are very similar. The difference between the magnitude
of both fluxes is noticeable: the maximum of LH is close to 600 W m-2 whereas SH
does not exceed 70 W m-2. We calculate the ratio between them, i.e. the Bowen ratio
(β), and its value is slightly greater than 0.1: representative of a tropical-wet-forest
ecosystem (Chapin et al., 2011). In the simulations for other SB days (not shown) SH
reaches peak values of between 150-200 W m-2, while LH reaches up to 400-450 W m-2.
In those cases, β is roughly between 0.35 and 0.5, representative of temperate forest
and grassland, i.e. closer to the real ecosystem type. For that reason, the simulated
values of SH and LH fluxes for this day are anomalous. Since all simulations use the
same surface-physics scheme (Noah LSM, see Table 3.1), the simulated unusual values
of the turbulent fluxes for the present case study are not related to soil conditions, but
to the warm- and dry-air advection mentioned before, producing an increase of LH
and a decrease of SH. The difference between the two simulations is important as well,
especially for SH in the afternoon. On the one hand, the establishment of the SB in
Sim. 4 increases the value of SH (comparing to Sim. 2) due to the drop of the air
temperature. On the other, in Sim. 2 the advected air is warmer than the air just above
the surface. Consequently, SH lowers down to negative values (almost -100 W m-2 at
1800 UTC) in Sim. 2. The value of LH in Sim. 4 prior to the onset of the SB is around
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50 W m-2 greater than in Sim. 2. However, the arrival of the SB in Sim. 4 moistens the
air, and as a result LH in this simulation decreases and after 1600 UTC is lower than
in Sim. 2.
Figure 3.12: Time evolution of SH and LH fluxes in Sondika on the 31/07/2013. Dashed curves
correspond to Sim. 2 and solid curves to Sim. 4. Shaded areas represent the
differences between both simulations. Orange vertical lines indicate sunrise and
sunset times, black-solid line the SB onset for Sim. 4 and the black-dashed line the
SB onset for Sim. 2.
3.5 summary and conclusions
This work analyses SB characteristics on the Basque coast, a region with complex
topography washed by the Cantabrian Sea in the North of Spain. Observations from
two contrasting locations are employed: Sondika, located in a valley facing the sea;
and Azpeitia, in a closed valley. Besides, simulations from the WRF mesoscale model
complement the observations.
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Two offshore-wind days in Sondika are incorrectly identified by the SB selection
method. For that reason, the selection method should be modified for future studies:
on the one hand, including an extra filter to assure that the final wind direction is
onshore; and on the other, adapting it to reject situations dominated by flows induced
by the complex topography or by a strong synoptic forcing.
A SB day selected in both locations is analysed from observations and a simulation
with the WRF model. It reproduces the onset of the SB in Sondika, although it does not
represent correctly the interaction between the existing two SB systems in the region.
In Azpeitia, the model reproduces a SB with a stronger wind speed and a different
direction. The main reason for the worse simulation in this location is linked to the
misrepresentation of the topography. In fact, the observed closed-valley circulation,
a mesoscale phenomena with a smaller length scale, and its interaction with the SB
flow are not reproduced. Besides, the comparison of the simulated and observed wind
profiles shows that surface heating and its influence on the lower atmosphere are not
properly reproduced by the model.
The WRF model is evaluated using four sensitivity experiments for one of the
offshore-wind days that passed the selection method incorrectly, which proves to be a
LSB day. In general, the temperature evolution is smoothed and wind speed overesti-
mated. The use of the grid analysis nudging reduces the overestimation of the wind
speed, but in return gives rise to an unreal onset of the SB. This reveals that the thresh-
old value of the ambient offshore wind that blocks the inland propagation of the SB is
higher in the model than in reality. Regarding the ABL scheme and the corresponding
surface-layer schemes, YSU + MM5 provides the best results and MYJ + Eta, which
uses a TKE closure, fails to reproduce correctly the onset time of the observed LSB
during the ET of the ABL.
By comparing SB and LSB situations, we find that the generated updraughts and
production of turbulence due to the passage of the SBF are greater when the onset of
the SB occurs during diurnal convective conditions. In a LSB event, i.e. when the onset
takes place during the ET of the ABL, the stable stratification of the SBL inhibits vertical
updraughts and the increase of turbulence. These relationships between the mesoscale
flow and turbulence are studied in more detail by exploring a greater number of events
over flat terrain in Chapter 4.
To sum up, in this analysis we have learnt about the characteristics of the SB over
complex terrain, and their interaction with the MBs induced by that complex orog-
raphy. In the following chapters, we aim at shedding more light on the interaction
between the SB and turbulence during the AET of the ABL. For that, we investigate
the SB in an area in which the influence of the terrain in terms of thermal forcing is
negligible.
4 IMPACTS OF SEA -BREEZE FRONTSON LOCAL TURBULENCE ANDSCALAR TRANSPORT
We investigate sharp disruptions of local turbulence and scalar transport due to the arrival of
SBFs. To this end, we employ a comprehensive 10-yr observational database from the CESAR
site. SB days are selected from the mesoscale selection algorithm, that accounts for large-
scale conditions and a clear frontal signal associated with the land-sea contrast. Among those
SB days (102 in all, 8.3%), based on the value of the SH flux at the SB onset, we identify
three ABL regimes: convective, transition and stable. In the convective regime, the thermally-
driven CBL is just slightly altered by a small enhancement of the wind shear when the SBF
arrives. Regarding the transition regime, we find that the AT of the ABL is accelerated. This is
quantified by estimating the contributions of shear and buoyancy to the TKE. Other relevant
disruptions are the sharp reduction in ABL depth (∼250 m h-1) and the sudden increase in
average wind speed (> 2 m s-1). In the stable regime the arrival of the SB leads to disturbances
in the wind profile at the surface layer. We observe a deviation of more than 1 m s-1 in
the observed surface-layer wind profile compared to the profile calculated using MOST. Our
findings furthermore reveal the determinant role of the SB direction in the transport of water
vapour, CO2 and 222Rn. The return of continental air masses driven by the SB circulation
generates sharp CO2 increases (up to 14 ppm in half an hour) in a few SB events. We suggest
that the variability in 222Rn evolution may also be influenced by other non-local processes such
as the large-scale footprint from more remote sources.
The main contents of this chapter are published in:
Arrillaga, J.A., Vilà-Guerau de Arellano, J., Bosveld, F., Klein Baltink, H., Yagüe, C.,
Sastre, M., and Román-Cascón, C. Impacts of afternoon and evening sea-breeze fronts
on local turbulence, and on CO2 and radon-222 transport. Q.J.R. Meteorol. Soc., 144:990-
1011, https://doi.org/10.1002/qj.3252, 2018.
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4.1 introduction
In the previous chapter, we have shown that over complex terrain the arrival time of
the SBF determines how turbulence in the ABL will react to the mesoscale disturbance.
However, as highlighted in the introduction of this thesis, little is known about the
impact of the SB during the AET of the ABL, and at the same time, how the SBF
itself reacts to the complex decay of turbulence that takes place. On the other hand,
the application of the objective filtering method from Borne et al. (1998) has revealed
some weaknesses, and therefore a new systematic and objective algorithm is developed
based on that method, to select SB phenomena unequivocally.
Hence, in this chapter we aim to shed light on the role of the SB during that critical
stage within the diurnal cycle of the ABL, studying not just a single, but numerous
SB events. To that end, we use a 10-year comprehensive observational database from
the CESAR site, and we apply the SB selection algorithm developed in this thesis to
those data. Since Cabauw is located sufficiently far away from the coast (∼ 50 km)
and in a topographically flat area, it is an ideal site to investigate the role of pure SB
phenomena during the AET. Figure 1.2 has been presented in the introduction as an
illustrative instance of the challenges of our study. The specific research questions that
underlie in this analysis are the following:
RQ 4.1: What is the impact of the SB on the lower atmosphere under the different ABL
regimes? How do the AT and ET respond to the SBF?
RQ 4.2: How are the vertical and temporal distribution of scalars affected by maritime
air-mass advection?
outline We first describe the comprehensive database employed in Sect. 4.2. Sec-
tion 4.3 discusses the main features of both local conditions and SB phenomena in
Cabauw. Section 4.4 analyses the response of the ABL to the SB and quantifies the
interaction with local turbulence for the different ABL regimes. In order to complete
the dynamic description, the impact of the SB on scalar distribution is assessed in Sect.
4.5. We finish with the main conclusions of this analysis.
4.2 observational data
This study is based on a detailed analysis of 10 years of measurements from the CESAR
site. We focused on the warm period (May, June, July and August), since in these
months the local forcings and mesoscale have a more noticeable influence in the ABL
(Jiménez et al., 2016b). Table 4.1 gathers the measured variables explored in this work,
specifying the measurement devices employed, vertical levels and periods. For further
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information about technical aspects and other specifications of the CESAR site we refer
the reader to Bosveld (2017).
Table 4.1: Technical specifications about the measured variables and fluxes employed in this
thesis. Within the whole analysed period some instrumentation changes have been
carried out (see footnote of the table).
Variables Height (m, agl) Instrument Period
Air Temperature 1.5, 10, 20, 40, 80, 140, 200 KNMI Pt-500 element 01/2001-04/2010
EPLUSE Pt-1000 element 04/2010-12/2010
Dew point temperature 1.5, 10, 20, 40, 80, 140, 200 Vaisala HMP243 01/2001-04/2010
EPLUSE 33 polymer sensor 04/2010-12/2010
Wind direction 10, 20, 40, 80, 140, 200 KNMI wind vane 01/2001-12/2010
Wind speed 10, 20, 40, 80, 140, 200 KNMI cup anemometer 01/2001-12/2010
Turbulent fluxes 3 Kaijo-Denki sonic anemometer 01/2001-09/2006
(u’w’, v’w’,w’T’, 5 Gill R3 sonic anemometer 09/2006-12/2010
,w’CO ′2,w’q’)* IFM open-path sensor 01/2001-11/2005
LiCor 7500 open-path sensor 11/2005-12/2010
Atmospheric pressure 10 Paroscientific 1016B-01 01/2001-12/2010
Rain surface KNMI rain gauge 01/2001-12/2010
CO2 concentration 20, 60, 120, 200 LiCor-7000 non-dispersive 01/2001-12/2010
infrared analyser
Radon concentration 20, 200 ANSTO, two-filter technique 11/2005-12/2010
Aerosol backscatter surface Vaisala-Impulsphysik **
LD-40 ceilometer
Radar backscatter surface Vaisala LAP-3000 wind profiler 01/2001-12/2010
* The averaging period of the turbulent fluxes is 10 min.
** LD40 ceilometer has been continuously operational only since April 2006 in Cabauw. The CT75 ceilometer in Cabauw
and the LD40 ceilometer in De Bilt have been operational during the whole period (01/2001–12/2010). Further details are
specified in the text.
One of the novelties in this analysis is the integration of the ABL depth from the esti-
mation of the MLH. First, we analyse the MLH from a 10-year perspective, which is es-
timated from the aerosol backscatter measured by the LD40 ceilometer, mainly due to
its continuing operational availability that provides robust and continuous databases.
This device makes use of the Light Detection and Ranging (LIDAR) principle and is
generally used to detect cloud bases. Moreover, the MLH can be estimated on the
basis of strong vertical falls in the backscatter signal. The methodology employed to
estimate the MLH is described in Appendix A. For the SB cases, we employ MLH esti-
mates derived from the radar backscatter profiles measured with the LAP-3000 wind
profiler at Cabauw. This is a Doppler radar that is more reliable for detection of the
MLH in the case of well-developed CBLs, which occur quite frequently on SB days.
Unlike the estimates from the LD40 ceilometer for the 10-years period, the profile es-
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timates are manually edited by inspection of the daily time-height radar backscatter
data. The methodology employed to estimate the MLH based on the wind profiler is
also detailed in Appendix A.
4.3 local scale and mesoscale in cabauw
Before studying the complex interplay between the mesoscale phenomena and local
turbulence, we first explore the average local conditions in Cabauw during the warm
period, followed by the main characteristics of the selected SB events. Following the
process of narrowing these down, we filter the clear SBF passages that occurred during
this period and we explore their general aspects.
4.3.1 Ten-year analysis of the ABL
We start by evaluating the role of local SH and LH fluxes in the diurnal evolution of
the potential temperature θ and specific humidity q (from 1.5 to 200 m) for the warm
period of the 10 years, as shown in Fig. 4.1. The 10-year averages are calculated for
each of the variables; in the case of the SH and LH fluxes, the averages are computed
from series of observations that contain gaps, instead of using gap-filled data. Closely
related to the fluxes and state variability, we show the ABL-depth estimation in De
Bilt. In this study we employ the ABL depth as the metric that integrates both local
and mesoscale effects.
The vertical lines represented in Fig. 4.1a indicate the limits of the three ABL regimes
that are defined according to the value of the SH flux in the SB onset. We distinguish
between three different ABL regimes: convective, transition and stable. The first is
defined when the SH flux at the onset fulfils the following conditions: Honset > 0.5Hmax,
where Hmax is the diurnal maximum H value; the stable regime when Honset < 0
and the transition regime in the rest of the cases, i.e. when 0 6 Honset 6 0.5Hmax.
Employing this classification, we explore how the impact of the arrival of the SBF
varies depending on the local-turbulence conditions. Prior to that analysis, we study
the mean local conditions in Cabauw within the warm period, i.e. before filtering for
the SB days.
First, the SEB in Cabauw is mainly radiation-limited due to the moisture surplus: the
average β reaches a value of ' 0.35 (Chapin et al., 2011), typical of irrigated grasslands,
at the moment of maximum heating. The soil is very wet in the area of Cabauw and
during the warm period a substantial evaporation (LHmax ∼ 200 W m-2) takes place.
The LH flux begins to increase before both SH and buoyancy fluxes are positive: thus,
specific humidity (Fig. 4.1c) starts to increase before θ rises (Fig. 4.1b). Moreover, the
evaporated water is mixed within a shallow boundary layer until 2–3 h after sunrise,
which explains the morning peak observed in the specific humidity at around 0700
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Figure 4.1: Ten-year mean of the diurnal evolution during the warm period (MJJA) of (a) the
surface SH, LH and buoyancy fluxes; (b) potential temperature at the different ver-
tical levels; (c) specific humidity at the different vertical levels and (d) estimation
of the MLH in De Bilt and its standard deviation (shaded). Only detections with
a weak or good quality index are selected for the estimation of the MLH. Shaded
vertical bars indicate the sunrise and sunset time ranges for MJJA, in orange and
blue respectively. Vertical lines with triangle markers in (a) delimit the SH values
for the three ABL regimes defined in Sect. 4.3 (convective, transition and stable).
Local summer time is UTC + 2.
UTC at lower levels. Later on, when thermal turbulence is strong enough to produce
convection and the growth of the ABL, drier air from higher levels is entrained. The
maximum value of the surface heat fluxes is recorded at around 1200 UTC.
The evolution of the ABL depth is mainly driven by the buoyancy flux and the
strength of the capping inversion. However, the MLH measurements from the ceilome-
ter are also influenced by other factors, and the estimation of the ABL depth is there-
fore more challenging. For instance, during the morning and early afternoon, the
signal-to-noise ratio level of the ceilometer is lower than at the end of the day, which
explains the significant reduction in the rising trend between 1000 and 1300 UTC (just
50 m in 3 h), in addition to the fact that the ceilometer fails to detect the top of the well-
mixed convective layers. In fact, the mean daily maximum MLH lies at around 900 m.
The measurement uncertainty for daytime clear-sky ABLs is around 75–100 m (de Haij
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et al., 2007). Furthermore, the mesoscale phenomena, in the form of SBFs in Cabauw,
have a significant influence on the physics and dynamics of the lower atmosphere in
the afternoon and evening, being in a two-way interaction with turbulence.
However, the large-scale forcing masks the arrival of the SBF in many cases, which
does not occur on every day of the warm season. On the other hand, the arrival
of the SB density current takes place at a different time depending on the day, and
therefore the time averages do not capture the real effect of the SB. We therefore need
to conduct an objective and systematic SB filtering by using the algorithm described in
Sect. 2.3.3. This method enables us to disentangle the clear mesoscale frontal passages
independently, as well as their impact on the ABL. Once we have identified the onset
of the SB, we group the different events together, taking the arrival of the SBF as a
reference.
4.3.2 SB phenomena
We first present the performance of the systematic algorithm in selecting the SB events
(Table 4.2) by showing the percentage of the total number of days that pass each of
the filters. The specific SB criteria of each of the filters are described in Table 2.2.
Moreover, Fig. 4.2 displays the wind roses at two times of day for each day that
passed the individual filters of the algorithm: 1200 UTC and 1800 UTC. The first time
is chosen for two reasons: it is roughly the time at which LH and SH fluxes have their
maximum values and additionally, in most of the cases the SB onset has not taken
place yet at Cabauw. With respect to the second time, it is close to sunset (the average
SH flux is negative at this moment) and the SBF passage has already occurred in most
of the cases.
Table 4.2: Performance of the SB algorithm when applied to the 10-year observational database.
First column indicates the filter number; second column, the physical justification of
each of the filters; and third column, the absolute percentage of the days that pass
each of the filters. From a total of 1230 days entering Filter 1, 102 days finally passed
Filter 5. See Sect. 2.3.3 for description of the criteria.
Filter Physical justification Acceptance percentage (%)
1 Weak large-scale winds 31.1
2 No synoptic cold fronts 26.5
3 Non-rainy events 21.7
4 Thermal contrast 17.0
5 Marked veering to an onshore direction 8.3
The wind roses before the filters were applied are shown at the top of Fig. 4.2.
The 10-m wind measurement is employed. At 1200 UTC the predominant direction is
SW, which is climatologically the most frequent and synoptically influenced (Sluijter
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Figure 4.2: Wind roses for the warm period (MJJA) after application of each filter, at 1200 UTC
(left) and 1800 UTC (right). The scale of the circles represents the percentage of days
from all the days that fell within the study period.
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et al., 2011). However, there is a clear predominance of all the westerly winds, which
are affected by the sea-land temperature difference. It is likely that at this stage, the
near-coastal diurnal acceleration (NCDA) introduced in Jiménez et al. (2016b) accel-
erates the W component of the wind. A complete analysis of the contribution of the
mesoscale phenomena in the wind diurnal variability was discussed in their study, but
focusing on the NCDA. Jiménez et al. (2016b) analysed the rapid propagation of the
inland wind-shift in the morning, which is directly related to the growth of the ABL
onshore. However, we focus here on a distinct mesoscale phenomenon: sharp/clear
SBF passages characterised by significant contrasts of temperature, humidity and wind
speed, which are associated with the sea-land temperature gradient and take place in
the afternoon/evening.
As shown in Fig. 4.2b, two main wind directions emerge at 1800 UTC: NW and
N-NE, which are linked to the two main SB directions. Filter 1 leads to many days
being discarded (∼ 69%), since The Netherlands is usually affected by large-scale per-
turbations throughout the year. Of the days that remain, most of them show a wind
direction linked to either one of the two above-mentioned SB directions at 1800 UTC
(Fig. 4.2d). At 1200 UTC, most of the SW-flow occurrences are excluded, and there is
no any main direction at this time. After applying all the filters, we end up with 8.3%
of the total amount of days being pure SB days, 102/1230 in total.
As stated, two main directions characterise the SB phenomena in Cabauw: NW and
N-NE. Given the geographical location of Cabauw (see Fig. 2.3), the former originates
in the North Sea whereas the second seems to come from the closed Markermeer and
IJsselmeer Seas. However, according to the satellite-derived SST, the latter seas are
significantly warmer than the North Sea, and are therefore less prone to the formation
of SB circulations. This suggests that the N-NE SBs are probably generated in the
North Sea (N of the IJsselmeer) and subsequently propagated over these closed and
shallow seas. On the other hand, the two SB directions are driven by different large-
scale pressure patterns: for instance the N-NE SB develops under a high-pressure
system over the N of the Netherlands, which induces a E-NE flow. The synoptic
horizontal pressure gradient is therefore primarily responsible for the different SB
directions.
Figure 4.3 shows the time of onset histogram of the SB for the filtered days, in
coloured bars for the different months, and in black lines for the different wind di-
rections just after the SB onset. Most of the SB passages take place between 1400 and
1900 UTC. This means that our dataset is adequate to study the role of the SB during
the AET. In fact, the AT lies within the above-defined transition regime (SH > 0), and
the ET within the stable regime (SH < 0). Moreover, the distribution of onset times
differs from month to month. First, June is the month with the highest number of SB
days (35% of the warm period), followed by July (26%), May (23%) and August (16%).
June and July have longer periods of daylight, and they present a clear increase in the
time of onset of the SB from 1500 to 1600 UTC onwards. In contrast, in August and
particularly May, the increase is less clear and the differences between the time-range
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frequencies are smaller. On the other hand, the clear increase in the frequency of ar-
rival of the SBF between 1400 and 1900 UTC could be a consequence of the acceleration
of the inland propagation of SBFs that takes place in the late afternoon/early evening
due to reduced convection, as has been suggested by some authors (e.g. Atkins and
Wakimoto, 1997; Crosman and Horel, 2010). In any case, since we only analyse mea-
surements at Cabauw that issue is not addressed in this study.
Figure 4.3: Histogram of times of onset of SB for the individual months (bars) and SB directions
just after the onset (lines). The range for defining NW SBs is [290◦–350◦] and for
N-NE SBs, [350◦–45◦]. The other directions are included in the ‘Rest’ group.
We separate the wind direction just after the onset into three different categories:
NW, when it lays between 290◦ and –350◦, N-NE between 350◦ and –45◦ and the latter
value for remaining events (mainly W-SW). In 47% of the cases the wind blows from
the N-NE, from the NW in 44% and 9% from other directions in the remainder. For
the SB events in which the onset occurs with the wind from the N-NE or NW, we find
a clear frequency increase for the aforementioned time range (1400–1900 UTC). The
remaining events are almost equally spaced along the hours of daylight. There is a
secondary peak in the N-NE SB distribution between 1800 and 1900 UTC which may
be due to the Coriolis force, but at the same time the frequency of N-NE SBs is higher
than the NW SBs between 1000 and 1300 UTC. Hence, although the influence of the
Coriolis force in veering the wind clockwise has been reported in a few studies (Miller
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et al., 2003), we do not have enough evidence to support that statement and the role
of Coriolis is still unclear.
The wind roses at 10 and 200 m agl at the moment of the SB onset are shown in
Fig. 4.4. The most intense SBFs at 10 m are those coming from the NW, which squares
with the fact that the SST of the North Sea is colder than those of the inland seas (see
Fig. 2.3). However, at 200 m the wind rose shows strong SBFs from the NE (with a
wind speed of up to 7–9 m s-1), particularly between 22.5◦ and 45◦. Furthermore, in
a few cases the wind direction was offshore, i.e. between 45◦ and 225◦ at that height,
indicating that while the SBF had reached the level of 10 m, it had not yet arrived at
200 m.
  
(a) (b)
Figure 4.4: Wind roses of the wind speed at (a) 10 m agl (a) and 200 m agl (b) at the moment
of the SB onset. The scale of the circles represents the percentage of days out of the
total number of SB days.
Despite the peak of SB events occurring during the afternoon/evening, the onset
of mesoscale fronts takes place under distinct ABL regimes, which are defined at
the beginning of this section. The onset of SBs may occur either when the SH flux
is around its maximum value (convective regime), when it is decreasing (transition
regime) or even when it is already negative (stable regime). A chart showing the
distribution of the SB events in the three regimes is shown in Fig. 4.5. In Sect. 4.4
we analyse how the SBF impacts the ABL for the different regimes and we focus
particularly on the challenging interconnection with local turbulence. Finally in Sect.
4.5 we explore another important aspect of the SB phenomenon: the impact of the
different directions of the SBs on the advection of relevant state variables such as
potential temperature and specific humidity, and scalars like CO2 and 222Rn.
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Figure 4.5: Percentages of the three ABL regimes for the occurrences of SBs: convective regime
(CON), transition regime (TRA) and stable regime (STA).
4.4 sea breeze-turbulence interaction in the abl
Before dealing with the complex mesoscale-microscale interactions under each of the
ABL regimes, we investigate the effect of the arrival of the SBF on the dynamic aspects
of the ABL.
4.4.1 How does the ABL respond to the arrival of the SBF?
Figure 4.6 shows the impact of the SBF on the wind speed (a), potential temperature
(b), specific humidity (c) and ABL depth (d) for the three ABL regimes. For each of the
regimes, we represented the mean of all the events normalised with respect to the onset
of the SB. With t = 0 being the first post-onset measurement, negative abscissa values
indicate pre-frontal time, while positive values identify post-frontal measurements.
First, the wind speed confirms that the algorithm is capable of filtering out clear SBFs.
It is interesting to observe that, during the short delay before the arrival of the SBF,
a slight reduction in wind speed occurs due to the collision of the continental and
maritime air masses, which is particularly evident in the convective regime. Under
this regime, indeed, the trend of increasing wind speed is slightly altered by the SBF
and the wind shear between the observational levels displays a slight increase. The
change in the trend is evident in the potential temperature and even more so in the
specific humidity. Before the SBF passage, q diminishes as convection entrains drier
air from above the ABL; after the onset of SB, however, a moister air mass is advected
and its value increases by over 0.5 g kg-1 in 10 min, especially at lower levels.
The behaviour of the lower atmosphere under the other two regimes is different. Un-
der the transition regime, the wind speed after the SBF undergoes an abrupt increase
particularly at higher levels, from less than 3 m s-1 up to more than 5 m s-1 within 2
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Figure 4.6: Evolution in time of the average (a) wind speed, (b) potential temperature, (c) spe-
cific humidity and (d) MLH between 2 h before and 2 h after the onset of SBs for
each of the ABL regimes. The mean for each regime was calculated normalising
all the events with respect to the SB onset. The dashed vertical line identifies the
10-min measurement just before the onset; thus, the onset of SBs occurs between the
dashed line and time = 0.
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h. The most significant aspect, however, is the rapid increase in shear after the SBF:
the difference between 10 and 200 m is less than 1 m s-1 before the onset and slightly
over 2 m s-1 2 h later. We perform a more thorough quantification of the shear term
in the following subsection. Moreover, the evolution of the potential temperature for
this regime shows the transition from unstable to nocturnal stable conditions (from
∆θ200-10 ' 0 K before the SB onset to ' 1 K 2 h after it), and the stratification of the
specific humidity increases as well (from ∆q10-200 ' 0.45 g kg-1 before the onset to '
0.8 g kg-1 2 h after it). This suggests that the arrival of the SBF produces an accelera-
tion of the ABL AT (SH > 0). Within the stable regime, however, the ABL ET (SH <
0) is also evident from the clear stratification of all the variables until the typical NBL
conditions are clearly met (see for instance Figs. 4.6b-c 2 h after the arrival of the SBF).
Nevertheless, the rise in wind speed particularly at higher levels (80, 140 and 200 m)
prevents the formation of a highly stable NBL. In order to determine whether those
features were actually due to the effect of the SB or were merely aspects of the ET
under the stable regime, we compare SB and NSB days in Sect. 4.4.2.
With respect to the ABL depth (Fig. 4.6d), which is regarded as the variable that
integrates local and non-locally forced processes, we infer it from the estimates of the
MLH derived from LAP3000 wind profiler/RASS after a thorough manual editing.
The passage of the SBF usually tends to result in a decrease in the MLH, while at
the convective regime the MLH displays a sudden change in trend, evidenced by zero
growth or even a slight fall after the SB onset. The effect of the SB is more evident
under the transition regime, in which the MLH decreases substantially after the onset
(∼ 250 m/h), further reinforcing the hypothesis regarding the acceleration of the AT.
4.4.2 Quantifying the interaction with local turbulence
We now explore the complex interaction between mesoscale and local turbulence by
employing scaling arguments appropriate for each ABL regime. We particularly stress
the way in which the onset of the SB alters the transition to nocturnal stable conditions,
depending on the degree of stability that the lower atmosphere has already reached.
We first present Fig. 4.7, which shows the response of local surface turbulence to
the passage of the SBF. The buoyancy flux, which is the measurement of the sonic-
temperature flux, is displayed in (a), and the CO2 surface flux in (b). We also include
u* (c), and the TKE and the variance of the vertical component of the wind (σ2w) in
(d). u* is derived from the 10-m wind speed, the measured SH and the wind-direction
dependent roughness length (Beljaars and Bosveld, 1997; Verkaik and Holtslag, 2007).
Both the buoyancy and the CO2 fluxes are scarcely affected by the onset of SBs. Only
in the stable regime does the trend appear to be slightly altered by the SBF, producing
a sharper decrease in the buoyancy flux. On the other hand, u*, TKE and σ2w are
affected by the passage of the front. For instance, u* falls before the arrival of the
SBF, particularly in the convective regime (Fig. 4.7a). As we have already observed
for the evolution of the wind speed (see Fig. 4.6a), the collision of the maritime and
78 impacts of sea-breeze fronts on local turbulence and scalar transport
  
(a) Kinematic buoyancy flux (b) Surface CO
2
 flux
(c) u* (d) TKE
Figure 4.7: Evolution in time of the average (a) kinematic buoyancy flux, (b) surface CO2 flux,
(c) u* (d) TKE and σ2w between 2 h before and 2 h after the onset of SBs under each
of the ABL regimes. The onset is indicated by dashed black vertical lines in (a) and
(b), and solid grey vertical lines in (c) and (d).
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continental air masses produces a moment of calm. After the passage of the front, u∗
undergoes a sudden increase, especially under the stable and transition regimes: in
the latter it increases by 40% within 2 h, and in the stable regime, it increases almost
by 50% in 1 h, but decreases just afterwards. The TKE rises after the front, partially
due to the increase in the vertical component σ2w (Fig. 4.7d). For example, the latter
increases from 5 x 10-2 to 7 x 10-2 m2 s-2 in the stable regime and from 12 x 10-2 to 16
x 10-2 m2 s-2 in the convective regime just after the onset.
Assuming horizontal homogeneity and zero subsidence, the governing equation of
the TKE (= e) takes the following form (Stull, 1988):
∂e
∂t
=
g
θv
(w’θ ′v) − (u’w’)
∂u
∂z
− (v’w’)
∂v
∂z
−
∂
∂z
(w’e’)
−
1
ρ
∂
∂z
(w’p’) − , (4.1)
where the term on the left-hand side denotes the trend, and the terms on the right are,
from left to right, buoyancy, shear (two terms), TKE transport, pressure correlation
and dissipation.
We have already explored how the surface turbulence is affected, but we lack val-
idated flux measurements at the vertical levels of the tower for our 10-year period.
However, based on the first-order closure we can infer the turbulent fluxes at the dif-
ferent levels by calculating the vertical gradients of measured variables:
w’θ ′v = −KH
∂θv
∂z
, (4.2)
u’w’ = −KM
∂u
∂z
v’w’ = −KM
∂v
∂z
, (4.3)
where θv is the observed 10-min averaged virtual potential temperature and u and
v the 10-min mean horizontal wind components. The eddy diffusivities of heat and
momentum KH and KM depend on the stability of the ABL. Since during the AET of
the ABL we are close to neutral conditions, we can assume that both coefficients are
constant (Stull, 1988). For our purpose and for the sake of simplicity, we consider
both coefficients to be =1. As a result, we obtain alternative buoyancy and shear terms
(hereafter referred to as B* and S*) along the tower levels:
B* =
g
θv
∂θv
∂z
, (4.4)
S* =
(∂u
∂z
)2
+
(∂v
∂z
)2
. (4.5)
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To explore the impact of the SBF and to quantify the acceleration of the AT taking
place in the transition regime, we calculate the temporal derivatives of both B* and S*
as follows:
dB*
dt
=
∂θv
∂z
(
−
g
θv
2
dθv
dt
)
+
g
θv
d
dt
(∂θv
∂z
)
, (4.6)
dS*
dt
=
d
dt
{(∂u
∂z
)2
+
(∂v
∂z
)2}
. (4.7)
The temporal derivatives were computed using finite differences, while the vertical
gradients of θv and the wind components u and v were derived from the method of
least squares (see Eq. 2.4). The time-dependent coefficients were estimated at every
observational measurement, i.e. every 10 min, and the vertical gradient ∂ψ/∂z(z, t)
was computed at the intermediate levels: 15, 30, 60, 110 and 170 m agl. Since this
method is sensitive to missing data (Steeneveld et al., 2005), we did not calculate the
coefficients for the cases in which any of the vertical measurements were lacking.
In Fig. 4.8, we represent dB*/dt (a) and dS*/dt (b) for the three ABL regimes at three
intermediate levels: 30, 110 and 170 m. The 15-m and 60-m levels were excluded from
the plot for the sake of simplicity: the first showed larger values than at other levels
but its trend was equal to the 30-m level, whereas the second displayed behaviour
intermediate between 30 m and 110 m. We also depict the trend of the temporal
derivatives through regression lines, both before and after the onset of the SBs. More-
over, by exploring the second temporal derivatives of B* and S*, we infer whether the
changes in both contributions occurred in an accelerated or decelerated manner. Note
that in order to smooth the temporal series, 30-min moving means were employed.
Starting with the convective regime, the influence of the SB at higher levels is virtually
non-existent. At the lowest level, i.e. at 30 m agl, however, dB*/dt increases just after
the onset, and starts to decrease immediately afterwards. The increasing trend of S*
is positive after the arrival of the SBF, but the dispersion of points implies that this
trend is not particularly significant. A further analysis within the convective regime is
discussed later.
In the case of the transition regime, the significance of the trends is stronger, par-
ticularly for B*. The onset of the SB represents a minimum in the temporal evolution
of dB*/dt, as its trend is negative before and positive after the onset at the three ver-
tical levels. This indicates that before the onset the lower atmosphere is decelerating
towards a more stable state (d2B*/dt2 < 0), whereas after the onset that acceleration
becomes positive (d2B*/dt2 > 0), being slightly larger at the lowest level (d2B*/dt2'
+8.5×10-6 s-3/1h). On the other hand, dS*/dt behaves differently at the lower and
higher levels. Before the SB, S* at 30 m increases at a steady rate (dS*/dt ' 2×10-5
s-3), while it scarcely changes at 110 and 170 m. After the onset of the SB, however,
S* at 30 m increases more rapidly (d2S*/dt2' 1×10-4 s-3/1h). It also increases at the
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Figure 4.8: Mean evolution of the temporal derivative of B* (a) and S* (b) between 2 h before
and 2 h after the SB onset for each of the ABL regimes at three intermediate vertical
levels. The onset of SBs is identified by a dashed vertical line. Dots represent the
mean observed values every 10 min, while the regression lines are included to depict
the trend before and after the onset. Note that 30-min moving means were calculated
in order to smooth the time series.
higher levels, but at a roughly constant rate (dS*/dt' 1×10-5 s-3). Accordingly, we can
unequivocally conclude that the arrival of the SBF in Cabauw accelerates the ABL AT
when the convective regime is already decaying. In other words, the stabilisation of
the lower atmosphere occurs more rapidly in the afternoon once the SB is established.
Most of the SB studies have focused on early-afternoon SB cases and the interaction
with convective turbulence (for instance Antonelli and Rotunno (2007); Comin et al.
(2015)), but do not deal with the transition to stable nocturnal conditions. The role
of katabatic flows as they interact with local turbulence during the AET has certainly
been observed and even modelled (e.g. Sun et al., 2006; Sastre et al., 2015; Lampert
et al., 2016), but such acceleration of the stabilisation process has not previously been
documented. Moreover, the density currents arriving in Cabauw are unaffected by the
topography, and we can be sure that this particular situation can only be attributed to
the SB phenomenon.
With respect to the stable regime, the state that precedes the SB is different from
that in the other regimes, and B* increases more rapidly at the three vertical levels (for
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instance d2B*/dt2' +1.5×10-5 s-3/1h at 30 m), which is consistent with the fact that the
SH flux is negative or close to being so. Note that this pre-SB situation is what results
after the arrival of the SBF in the transition regime. Comparing this situation with
the transition regime; in the stable regime, the reaction of the lower atmosphere to the
passage of the maritime gravity current is far from being identical: the SB produces a
deceleration of dB*/dt. At 110 and 170 m dB*/dt decreases shortly after the onset, while
at the lowest level the rising rate is merely reduced by around +0.5×10-5 s-3/1h. The
shear term, S*, continues to increase but more slowly, largely during the first 20-30 min
after the onset. These results suggest that the ET could be somewhat slowed down,
contrasting with the AT. Therefore, whether the SH flux is positive or negative is a key
factor in determining the reaction of the lower atmosphere to the SB.
We have already shown that the SB produces an acceleration of the ABL AT, but the
effect on the stable and convective regimes is still unclear. We therefore explore both
regimes in detail below.
Stable regime
The clear increase in the wind speed and surface turbulence in the stable regime (see
Figs. 4.6 and 4.7), invites to conjecture that the equilibrium profile within the surface
layer could somehow be disrupted by the arrival of the density current. We further
explore this possibility in Fig. 4.9, where we compare the evolution through time of
the wind-speed difference between 80 and 10 m using both the similarity relations
within the surface layer and the real observed differences, after the passage of the SBF.
If both differences are similar, the wind profile is in equilibrium with local turbulence.
If not, it means that an external factor brings it out of equilibrium: in this case the SB.
We assume the turbulent fluxes in the surface layer to be constant with height and
dependent on gradients and the stability parameter ζ = z/L through universal dimen-
sionless functions, where z is the height agl and L is the Obukhov length defined
as:
L =
−u*3 θv
κg w’θ ′v
, (4.8)
where u* is the friction velocity, θv is the virtual potential temperature measured at
each height, κ is the Von Kármán constant (=0.4), g is the gravity acceleration (=9.81
m s-2) and w’θ ′v is the θv flux. Since we are considering that θv = Tv + 0.0098z, we can
assume that w’θ ′v ' w’T ′s, where Ts is the sonic temperature, which is almost equal
to virtual temperature. According to MOST, the turbulent fluxes can be expressed
in terms of the corresponding gradients, which are assumed to be proportional to the
universal functions of ζ. For the specific case of the resultant wind speed U, we assume
that:
κz
u*
∂U
∂z
= ΦM(ζ). (4.9)
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The relationship between the gradient function (ΦM) and the stability profile func-
tion ΨM is:
ΦM = 1− ζ
∂ΨM
∂ζ
. (4.10)
By integrating Eq. 4.9 between two vertical levels z1 and z2, we get the following
equivalence:
U(z2) −U(z1) =
u*
κ
{
ln
(z2
z1
)
−ΨM
(
ζz2
)
+ΨM
(
ζz1
)}
. (4.11)
Under stable conditions (ζ > 0), Holtslag and Bruin (1988) proposed an empirical
form for ΨM given by:
ΨM(ζ) = −b
(
ζ−
c
d
)
exp(−dζ) − aζ−
bc
d
, (4.12)
with a = 1, b = 2/3, c = 5 and d = 0.35.
On the other hand, in order to determine whether the disruption of the equilibrium
in the profile is caused by the arrival of the SBF rather than by the decoupling of the
different layers in the NBL, we compare the SB days in the stable regime with NSB
days. Before selecting the NSB cases, we first computed the time-lag between the sign
change of the SH flux (t0) and the SBF arrival (tSBF) for the 22 SB days under the stable
regime: tSBF - t0. Then, among the days that passed Filter 4 of the algorithm but were
rejected by Filter 5 (see Table 4.2), we selected those ones when the wind was offshore
(i.e. within the range 45◦–225◦) at least between t0 for those days and the last tSBF of
the SB days. To this end, we selected 31 NSB days that fell under the stable regime
that we knew for certain that were not affected by the SB. Just as we normalised all
the SB events with respect to the SB onset in order to compute the averages, we also
normalised the NSB events with respect to an artificial SB onset. To do so, we created
22 new events for each NSB day, shifting their time dimension by the quantity tSBF - t0
obtained from the 22 SB days. In this way, we normalised the NSB days with reference
to an artificial SB onset so that SB and NSB days would be comparable under the
modus operandi followed in this work.
Employing Eq. 4.11 we estimate the wind-speed difference between the observa-
tional levels of 80 and 10 m agl for both the SB and NSB days, and we represent
them together with the REAL observed differences in Fig. 4.9, after the appropriate
normalised averages. For the NSB days the observed ∆U follows the MOST ∆U, and
indicates that without the perturbation of a mesoscale flow the wind profile is con-
trolled by the local turbulence. However, on SB days the wind profile departs from
MOST lead by the flow disturbances due to the arrival of the SBF, and is therefore no
longer controlled by local turbulence. A representative example is the difference be-
tween the average MOST and REAL ∆U of up to 1 m s-1 10 min after the arrival of the
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Figure 4.9: Evolution between the time value before the onset and 2 h after it of the average
wind-speed difference between 80 and 10 m for the SB days and the NSB days under
the stable regime: the solid line represents the wind-speed difference calculated
using MOST theory under stable conditions (ξ = z/L > 0, see Eq. 4.11), and the line
with circles represents the observed difference (REAL). The events were averaged by
being normalised with respect to the SB onset in the case of the SB days and with
respect to the artificial SB onset for the NSB days.
SBF. The difference is thereafter reduced progressively, suggesting that the equilibrium
is gradually being restored.
We further explore how local turbulence is modified by the SBF under the stable
regime by calculating the mean shear capacity (SC) again for the SB and NSB cases, in
this case at the five intermediate vertical levels. This dimensionless quantity was first
introduced by van Hooijdonk et al. (2015) and it compares the measured shear with
the minimum shear to maintain a continuously turbulent state (i.e. a WSBL), which is
given by the energy demand at the surface. It is used to predict the regime transition
from the WSBL to the VSBL, or vice versa. Derived from the TKE budget equation (Eq.
4.1) by ignoring the transport terms, the SC is defined as:
SC =
{
(κz)2
(
∂U
∂z (z)
)3
g/θ0 |w’θ ′v|
}1/3
, (4.13)
where θ0 is a reference potential temperature (we set a constant value of 293 K), κ is
the von Kármán constant (=0.4), z is the height agl, ∂U/∂z(z) is the wind shear, g the
gravitational acceleration (9.81 m s-2), and w’θ ′v is the downward surface kinematic
heat flux, since SC is defined only when w’θ ′v < 0. The wind shear was computed
using the method of least squares according to Eq. 2.4, but in this case for the wind
speed itself, not the horizontal-wind components as for dS*/dt.
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We represent the SC for both SB and NSB days between the time before the SB onset
and 2 h after in Fig. 4.10. First, in the NSB cases (Fig. 4.10b) SC increases particularly
at the intermediate levels of 30 and 60 m, for instance in the latter case from 2.25 before
the artificial SB onset to 4.25 2 h after it. From observations at 20 m van Hooijdonk et al.
(2015) found SC values that lay roughly between 2–3 and 3.5–5 for the VSBL and WSBL
respectively. Hence, we can conclude that as an overall behaviour there is a tendency
towards a continuously turbulent state in Cabauw on NSB days. This dimensionless
number shows a distinct behaviour for the SB events. Interestingly, the SC displays
a decrease at the very moment of the onset at the lowest (15 m) and highest levels
(100 and 160 m), subsequently spreading to the 30- and 60-m levels. Moreover, there
is a clear increase after the onset of about 1.5 at 160 m, followed by a fall of similar
magnitude. These evolutions suggest that due to the disruption of the wind-profile
equilibrium, the balance between the wind-shear profile and the surface SH flux is
altered, until the momentum flux in the surface layer is able to restore the balance.
In spite of the decrease of dS*/dt (Fig. 4.8b), the ability of mechanical turbulence to
sustain the turbulent steady state is increased, and there is a general trend towards a
more continuously turbulent NBL in the SB cases.
Hence, our analysis shows that the ABL regime in which the onset of the SB occurs
is critical to determine its impact. Whether the SH flux is positive or negative when
the SBF arrives during the AET is actually fundamental, and involves contrasting con-
sequences.
Convective regime
Finally, we explore how the characteristic convective scales of the well-mixed bound-
ary layer are affected by the passage of maritime density currents. We explore two
representative free-convection scaling factors (w*/u* and σw/w*), and a time scale t* in
Table 4.3.
w* is defined as the free-convection scaling velocity (Deardorff, 1972):
w* =
(
gZi
θv
w’θ ′v
)1/3
, (4.14)
where in Zi we substitute the MLH obtained from the wind profiler (see Fig. 4.6d),
θv is the virtual potential temperature at 2 m, and w’θ ′v, in contrast to Eq. 4.13, is the
upward surface kinematic heat flux, for which the sonic-temperature flux is employed
as previously justified. w* is only defined when w’θ ′v > 0, but under the convective-
regime that requirement is always fulfilled within the range between 2 h before and 2 h
after the SB onset. This velocity has widely been used as a convective scale (Deardorff,
1972; Moeng and Sullivan, 1994; Calmet and Mestayer, 2016): in Table 4.3 we present
the calculated values of both the vertical-velocity standard deviation σw normalised
by w*, and w* normalised by u*. In addition, we calculated a representative time scale
(t*) for the eddies within the convective regime. Depending on whether the CBL is
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Figure 4.10: Mean evolution of the SC for SB days (a) and NSB days (b) in the stable ABL regime,
between the time value before the real(a)/artificial(b) SB onset and 2 h after it. The
averages are calculated as in Fig. 4.9.
buoyancy- or shear-driven the time scale is calculated as t*b = Zi/w* or t*s = Zi/u*
respectively.
Table 4.3 shows the range of values for the above-mentioned scaling both during
the 2-h period before and after the arrival of the SBF. The slight increase in the shear
(see Fig. 4.8b) after the arrival of the SBF induces a slight decrease in w*/u* ranging
from 0.6 to 0.8 (Table 4.3). This scaling factor is a measure of the buoyancy-driven
turbulence relative to the shear-driven turbulence. When the stability parameter -Zi/
L is very large, indicating the presence of a free-convection like state, then w* >> u*
(Wyngaard, 2010). Other studies, for instance Deardorff (1972) found that w*/u* > 2.2
for a CBL in a buoyancy-driven regime, whereas Moeng and Sullivan (1994) set that
value at 1.6 for a regime in which both shear and buoyancy dominate. Therefore, we
can assume that the SB does not bring the buoyancy-driven CBL down, although it
shifts it closer to the shear- and buoyancy-driven regime. Moreover, the upper range
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of σw/w* increases to up to 1.3 after the SB as a consequence of the increase in σw.
Most studies have found a value around 0.6 (e.g. 0.67 in Lenschow et al. (1980)) for a
buoyancy-driven regime, which is within the range of values we observe. With respect
to the representative time scale, we calculated it assuming a buoyancy-driven CBL
(t* = Zi/w*), and it represents the time needed for a thermal to rise. We obtain a range
of values between between 15 and 30 min before the SB onset. After the onset, these
values oscillate between 15 and 35 min, so we can conclude that the time scale of the
eddies within the CBL is generally constant. Those values are close to those given for
instance by Lenschow et al. (1980) (17 min) or Deardorff (1972) (15 min), which are
representative of the turbulent scales within the CBL.
Table 4.3: Free-convection scales for the convective ABL regime between 2 h before and 2 h
after the SB onset: w*/u*, σw/w* and t*. We show the range of values for all the days.
Besides, representative values of buoyancy- and shear-driven CBLs (indicated with B
and S respectively) obtained in other studies are introduced. Depending on the type
of CBL, buoyancy or shear driven, the time scale is given as t*b = Zi/w* or t*s = Zi/u*.
CABAUW w*/u* σw/w* t*(min)
Before SB onset (2 h) 3.2–5.2 0.3–0.8 t*b: 15–28
After SB onset (2 h) 2.4–4.6 0.3–1.3 t*b: 15–35
OTHER STUDIES
Deardorff (1972) > 2.2 (B) 0.6 t*b: 15
Lenschow et al. (1980) - 0.67 (B) t*b: 17
Moeng and Sullivan (1994) 3.6 (B) 0.63 t*b: 8
1.6 (B + S) - t*b: 8–10
0 (S) - t*s: 17
Calmet and Mestayer (2016) 3.3 (B) - -
4.5 impact on scalar transport
Finally, we address another relevant aspect of the dynamic analysis related with RQ 4.2:
the influence of the direction of the SB on the transport of scalars and state variables
(ψ(t)). Figure 4.11 shows box plots of the change in their values during the onset
for the three ABL regimes, given by ∆ψ = ψ(tonset) − ψ(tonset − 1), with respect to
the wind direction α(tonset), gathered into six different subranges within the onshore
range of (225◦–45◦).
First, we show the change in air temperature (Fig. 4.11a) and specific humidity
(Fig. 4.11b) during the onset. To be consistent with the wind-direction measurements
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Figure 4.11: Box plots of the variation in individual variables for different wind-direction
ranges: (a) air temperature at 10 m, (b) specific humidity at 10 m, CO2 at 20 (c)
and 200 m (d), and 222Rn at 20 (e) and 200 m (f). The red horizontal line of the
boxplots represents the median, the blue box delimits the first and third quartiles,
the whiskers delimit the most extreme data points not considered to be outliers,
and finally, the outliers are represented with red crosses.
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which were taken at 10 m, the lowest height, we employed the 10-m measurements of
both T and q. In some SB events, particularly from the N-NW, the temperature fall
is significant, between 1 ◦C and 2 ◦C in only 10 min, although it slightly increases
in a few of them. In fact, Fig. 4.6 shows how under diurnal convective conditions
the cooling effect of the SB can be very slight or even absent. The specific humidity
increases in most cases, being particularly significant for some N-NE SBFs (up to 3–3.5
g kg-1). Besides, for those directions we also find the largest variance, and in fact, few
q decreases are observed. To explain the significant increases, on the one hand the SST
of the IJsselmeer and Markermeer is considerably higher than in the North Sea (Fig.
2.3), and the air over warmer seas has a greater q due to its higher evaporative capacity.
Consequently, the SBs that pass over these enclosed seas bring a more humid air mass
with them. On the other hand, N-NE SBs are generally driven by E-NE large-scale
flows. Since air masses with an easterly origin are drier, the q jump that accompanies
the onset of SBs is larger.
We also explore the role of the SB in modifying the evolution of scalars such as CO2
and 222Rn in Fig. 4.11 (c,d) and 4.11 (e,f) respectively. We analyse their concentrations
at both 20 m and 200 m agl, since they are affected by distinct flux footprints and
the amplitude of their diurnal cycle is also different. The measurements for these
atmospheric compounds were performed every 30 min, while the wind direction was
recorded every 10 min. The onset is defined taking into account the wind veering
in Filter 5 of the SB algorithm, which is obtained from the 10-min wind direction.
We therefore always define the SB onset for these scalars considering the next 30-min
value, in order to be sure that the SB has already arrived.
No significant changes in CO2 concentrations were observed at the onset of SBs,
except for a couple of SBFs from the W-NW (285◦–315◦), in which a substantial jump
(around 8 and 14 ppm) was measured at 20 m. In both cases the large-scale flow on
the previous night had a continental origin and the SB arrived during the stable ABL
regime. At 200 m, the greatest rises and falls of around 4–6 ppm are observed for both
W-NW (285◦–315◦) and N-NE (15◦–45◦) ranges, coinciding with the directions of the
main water bodies (see Fig. 2.3). Previous studies in The Netherlands found higher
CO2 concentrations during E-SE continental flows, for instance Super et al. (2017) and
Casso-Torralba et al. (2008); the latter derived from measurements at Cabauw. Of the
cities with more than 250.000 inhabitants in The Netherlands, the city of Amsterdam
is located to its N-NW, Rotterdam the SW, The Hague to the W and Utrecht to the
NE (see Fig. 2.3). The most plausible explanation for the observed jumps in CO2 is
the return of continental air masses rich in CO2 through the SB circulation. Since the
higher CO2 concentrations are associated with offshore flows, they transport the CO2
over the North Sea during the night. On the following day, if a SB circulation is formed
and the SBF arrives in Cabauw, it may induce a sudden increase in the concentration
of CO2, particularly when surface conditions are stable, since the CO2 is concentrated
in the lower layers.
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Regarding the 222Rn, shown in Fig. 4.11 (e, f), we calculated the changes from 30
min before the onset until 1 h after: ∆ψ = ψ(tonset + 2) −ψ(tonset − 1), i.e. within 90
min. We chose a longer time step than for the CO2 measurements because in this
case the impact of the frontal passage in the 222Rn transport is less sharp. In Cabauw,
measurements are recorded at 20 and 200 m agl from 2006 on (see Table 4.1). 222Rn
was studied at Cabauw in 2007 by Zahorowski et al. (2008), who focused on diurnal,
synoptic and seasonal time-scales. Measurements affected by the mainland European
fetch, i.e. for winds blowing from between 50◦ and 220◦, give rise to significantly
higher 222Rn concentrations. That range coincides approximately with the one we
used to define the offshore flow in the SB algorithm (Sect. 2.3.3). Particularly high
values are reported for SE flows at 200 m, while 222Rn concentrations in air masses
with oceanic footprints take low 222Rn concentrations along. van der Laan et al. (2016)
inferred the 222Rn surface fluxes from 2007–2013 in Cabauw and the surrounding area,
and found that the highest values corresponded to the SW wind direction, whereas
the lowest were observed from the NE.
Given that mean diurnal cycle amplitudes at 20 m in spring and summer are about
1.3–1.4 Bq m-3 (Zahorowski et al., 2008), some SBF passages trigger significant changes
in 222Rn. In particular, some SBFs from the N-NE (15◦–45◦) induce a significant in-
crease only at 20 m (Fig. 4.11e), whereas they lead to decreases at 200 m. Furthermore,
one SB event from the N-NW (315◦–345◦) induces a large jump (∼ 1 Bq m-3) at both 20
and 200 m agl. There is also a single event from the W-SW marked in this case by a
significant fall in 222Rn of more than 1 Bq m-3 at 20 m, and of around 0.5 Bq m-3 at 200
m. These observations disagree with the estimates of van der Laan et al. (2016) for the
surface fluxes of 222Rn, and must therefore be explained by other processes than the
nearby emissions. First, the increase in the wind speed enhances the dilution of 222Rn
and consequently produces a fall of its concentration (Ho and Measday, 2005; Vargas
et al., 2015), but on the other hand, the transition from convective to stably stratified
conditions builds up 222Rn at lower levels. Another factor is linked to the origin of the
air mass: oceanic backgrounds bring markedly smaller concentrations (Arnold et al.,
2009). However, as commented above for CO2, the SB circulation leads to the return of
continental air masses, with the result that mesoscale footprints (∼ 100 km) can become
of great significance in explaining the variability of 222Rn.
4.6 summary and conclusions
This study addresses SB phenomena and their complex interactions with the local
turbulence and the transport of scalars. We have satisfactorily applied an objective
and systematic algorithm to select the SB events from a comprehensive meteorological
database of 10 years from the CESAR site. Validated and continuous data at different
levels along the 213-m measurement tower, as well as the measured surface turbulent
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fluxes, provide a complete snapshot of the lower atmosphere. Clear SBF passages were
obtained, which are solely driven by mesoscale factors.
We find two main SB directions, driven by distinct large-scale pressure patterns and
associated with the main nearby bodies of water: the North Sea and the IJsselmeer
and Markermeer lakes. Most of the SBF arrivals occur in late afternoon/early evening
(1400–1900 UTC), suggesting that, as observed by other authors, the weakening of
thermally-driven convection accelerates the inland propagation of SBFs.
In order to explore how local turbulence interacts with the arrival of SBFs, we clas-
sify the SB events into three ABL regimes according to the value of the SH flux in the
onset: convective, transition and stable regimes.
In the convective ABL regime, the local surface turbulence is virtually unaltered
by the arrival of the SB. A slight enhancement of the shear contribution with respect
to buoyancy is quantified, even though the thermally-driven regime is sustained. It
appears that the convection itself weakens the SB disturbances.
Under the transition regime, the arrival of the SBF leads to a sudden jump in wind
speed, a clear falling trend in the MLH, and an enhancement of u*. Surface heat
and CO2 fluxes remain unchanged. Besides, the estimated shear and buoyancy terms
increase more rapidly at the higher levels. We therefore conclude that the onset of
the SB accelerates the AT, and that subsequently the nocturnal stable conditions arrive
earlier.
A distinct behaviour is observed in the stable regime, when the SH flux and the
vertical gradient of θ are already negative. As in the transition regime, the wind speed
and u* are sharply enhanced. In addition, the arrival of the SBF produces an increase
in σw, which disrupts the surface-layer equilibrium. On the one hand, the increasing
trend of the buoyancy – which is already negative – and shear contributions to the TKE
are decelerated. On the other, on the basis of the observed and calculated wind-speed
differences between two vertical levels based on MOST theory, we find that the onset
of the SB brings the wind profile out of equilibrium with the surface. By comparison
with NSB days within the stable regime we find that this disruption is due to the
appearance of the SB. Furthermore, the evolution of the SC indicates that there is a
tendency towards a weakly turbulent state on both SB and NSB days. However, in the
case of the SB days the balance between the wind-shear profile and the downward SH
flux breaks down, until the equilibrium is restored somewhat later.
As expected, the maritime density currents are accompanied by moister and colder
air masses, even though the frontal discontinuities are constrained by forcings such as
the local convective mixing. The SB flows from the lakes bring with them the sharpest
jumps in humidity, while in case of the CO2, the greatest increases take place for the
SB from the North Sea and within the stable regime. Since the CO2-rich air masses
have a continental origin, we argue that those increases probably occur due to the
return of continental air masses together with the SB circulation, bringing back the
excess CO2 previously advected by offshore flows, which is concentrated in the lower
layers due to the stable conditions. In the case of 222Rn, understanding the changes
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in concentration is more challenging. We find considerable increases and decreases
in 222Rn for distinct SB directions both at 20 and 200 m, indicating that not only the
footprint of the air masses, but also the recent history and return of continental air
masses together explain the observed conditions.
Finally, we can point out that there is a two-way interaction between the SB and
local turbulence. On the one hand, daytime convective mixing weakens the SB dis-
turbances and slows down their inland propagation. On the other, depending on the
local turbulence conditions the effect of the SB is distinct, occasionally giving rise in
turn to sudden increases in turbulence.
Since our observations are spatially limited, subsequent studies in the form of large-
eddy simulations (LES) should be conducted in order to describe turbulence explicitly
and answer questions such as how turbulent convection affects the slowing down of
the inland propagation of the SBFs. Furthermore, the ability of the mesoscale models
to capture the observed challenging interaction between the SB and turbulence needs
to be investigated, in order to obtain a better representation of the AET, the SB circu-
lation and related atmospheric variables. This matter is investigated in the following
chapter.
5 MODELL ING SEA BREEZES ANDTHE IR INTERACT ION WITHATMOSPHER IC TURBULENCE
We analyse the performance of the WRF model in reproducing the main characteristics of
the SB, their influencing factors and the impact on ABL turbulence. For that, we employ
numerical simulations spanning the 10-year period from the observational study of Chapter
4 at the CESAR site. The fine resolution of 2 km and the replication of the observational
vertical levels allows for the investigation of mesoscale-turbulence interactions for the three
ABL regimes: convective, transition and stable. By applying the mesoscale selection algorithm
to the numerical simulations, we find that 28% of the observational events are coincident with
the SB events from the model. On the coincident days an average deviation of almost 4 h is
found in the onset time of the SB, so that local turbulence conditions are contrasting for the
same event of the simulations and the observations. Hence, the analysis of the simulated SB
characteristics and impacts for the three ABL regimes is challenging. Firstly, we find that
the maximum diurnal value of the SH flux is overestimated by more than 100%, which gives
rise to an enhanced convective mixing. Partly and probably as a consequence, the intensity of
the simulated SBFs is overestimated, as well as the associated increase in local turbulence (for
instance u* is overestimated by around 50% at the SB onset in the transition regime). Finally,
the arrival of the SB yields an enhancement of the stable stratification. As a consequence, the AT
and ET occur faster than under conditions solely dominated by local atmospheric turbulence.
The main contents of this chapter will be submitted as:
Arrillaga, J.A., Vilà-Guerau de Arellano, J., Jiménez, P. and Yagüe, C. The role of
local turbulence and synoptic scales on sea-breeze features: using 10-year WRF and
observations. J. Geophys. Res. Atmos.
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5.1 introduction
SB phenomena have been investigated in numerous studies by using multiple obser-
vations and numerical simulations from mesoscale models. Numerical experiments,
indeed, have contributed to the understanding of these mesoscale phenomena, since
they provide information about their vertical and spatial extent not covered by the
available observations. Nevertheless, most numerical studies are based on individual
analyses. Besides, some gaps remain in our knowledge of, for instance, the factors
influencing the SB onset (Mestayer et al., 2018). As pointed out in the review by Cros-
man and Horel (2010), the main reason for the inaccurate performance of mesoscale
models in reproducing the SB is related to an erroneous usage of turbulence in the
ABL. Inconsistencies are also found regarding the transition phase from the SB to the
LB. From a three-dimensional mesoscale model Zhong and Takle (1992) found that the
Coriolis force is dominant during that transition, whereas Cuxart et al. (2014) observed
that the contribution of the Coriolis term in the momentum balance is negligible. Their
conclusions were based on both observations and numerical simulations, and they ex-
plained the constancy of the afternoon wind direction through the influence of local
topography.
In this chapter we aim at assessing the performance of the WRF mesoscale model
in reproducing the SB characteristics by analysing a large 10-year database. Addition-
ally, combining observations and modelling introduces an important synergy in our
analysis. We particularly address two of the most relevant factors in the SB formation
and evolution as has been stated in the introduction of the thesis: the large scales
and local turbulence. For that purpose, numerical simulations spanning the 10-year
observational period from Chapter 4 are employed. Hence, the plan of action from the
previous chapter is followed and numerous SB events are investigated together after
applying the SB selection algorithm to the simulated data from WRF. This research
strategy aims at answering the following questions:
RQ 5.1: Which are the atmospheric variables producing discrepancy in the SB selection
between observations and the WRF model?
RQ 5.2: How does the WRF model reproduce the afternoon and evening SBFs and their
interaction with turbulence for the three ABL regimes?
outline We first describe the configuration of the numerical experiments and the
method employed to select the SB events from the WRF simulations in Sect. 5.2. The
statistics from applying the algorithm to both databases (observations and simulations)
is analysed in Sect. 5.3. Section 5.4 evaluates the simulated SB characteristics for the
three ABL regimes and their impacts on local turbulence. The chapter is finalised with
a general discussion and the future prospects.
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5.2 method
The observational data employed in Chapter 4 are compared with numerical simu-
lations from the WRF model spanning the same 10-years period from the observa-
tional database. In order to carry out an objective comparison, the simulated data
corresponding to missing observational data were removed from the 10-year dataset.
Moreover, the 10-min observations were adapted to 1-h time resolution in order to
be consistent with the time resolution of the numerical simulations. The adaptation
was performed by choosing the hourly observational data, not by calculating hourly
means, in order to avoid smoothing of the observed trends.
5.2.1 WRF model
The model (version 3.4.1, see Sect. 2.3.2) is configured with four nested domains which
have a three-to-one spatial resolution. The outputs of the numerical experiments are
recorded every hour, and the smaller domain of the model configuration is centred at
the CESAR site, having a horizontal resolution of 2 km. The distribution of vertical
levels is the standard one, except for the near-surface levels, which are forced to follow
the observational levels (up to 200 m).
The runs are carried out every 48 h, with the first 24 h being the spin-up time. This
strategy is adopted with the goal of not deviating considerably from the large-scale
conditions prescribed from the ERA-Interim reanalysis at 0.75◦ x 0.75◦ resolution. Fur-
ther specifications about the modelling configuration can be found in Jiménez et al.
(2016b), where the numerical experiment is described. A summary of the model con-
figuration is shown in Table 5.1.
The employed ABL scheme is YSU. As we concluded in Chapter 3 or as they did
for instance in Challa et al. (2009) and Steele et al. (2013), this scheme provides an
adequate and less biased representation of the SB compared to other ABL schemes.
As we describe in Sect. 2.2.2, the soil in Cabauw is very wet. The land properties such
as soil moisture have not been modified in the model, and climatological values have
been used.
5.2.2 SB selection
SB days are selected from the WRF database by employing the SB algorithm described
in Sect. 2.3.3. The same criteria are applied to observations and WRF simulations,
which are specified in Table 2.2. In that way, the SB databases obtained from the
model and the observations are comparable, since they are filtered based on objective
filters. Besides, the comparison allows us to analyse which factors, either related with
synoptic, regional or local scales, are responsible for the differences observed. For
consistency, the filtering is carried out in both cases for the warm period (May, June,
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Table 5.1: WRF model setting
WRF configuration and physics Value
Central point 51.97oN, 4.93oE
Horizontal resolution (km) 4 nested domains (54; 18; 6; 2)
Vertical resolution 36 eta levels (6 in the first 200 m)
Initial and boundary conditions ERA Interim (6 h)
Longwave physics RRTM (Rapid Radiative Transfer Model)
Shortwave physics Dudhia
Microphysics WSM-6-class
Surface physics 5-layer model
ABL scheme YSU
July, August). By exploring and contrasting the performance of each filter, we can gain
further knowledge about the meteorological conditions for a better forecast of the SB
formation in numerical weather prediction models.
5.3 forcings affecting the sea-breeze detection
First, we systematically explore the performance of the different filters of the SB al-
gorithm when applied to observations and WRF. We show in Table 5.2 the statistics
of how each filter of the algorithm performs when applied to observations and WRF.
All synoptic, mesoscale and local (with a spatial scale of few km or less) factors are
responsible for the differences observed.
Table 5.2: Statistical evaluation of the SB algorithm applied to observations and numerical simu-
lations (1230 days in total corresponding to the warm period). First column indicates
the filter number; second column a short description of each filter; third column
the variable evaluated; fourth column the number of days from the observational
database that pass each filter; fifth column the number of days from WRF simulations
that pass each filter; sixth column the coincident days between the observational and
numerical databases; and finally, seventh column the percentage of the coincident
days with respect to the observational database. Further specifications about the
criteria of each filter can be found in Chapter 2.3.3.
Filter Description Variable #(obs.) #(WRF) #(coinc.) %(coinc.)
1 Synoptic wind V850 382 377 320 84
2 Synoptic fronts ∆θe,850/∆t 326 329 253 78
3 Precipitation pp 267 230 185 69
4 Thermal gradient ∆Tsea,land 209 229 143 68
5 Frontal passage α10’ 75 62 21 28
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After applying the first two filters, which are related to the synoptic scales, only
around 78% of the filtered days are coincident. This result reveals that simulated
large-scale conditions are biased with respect to the observed large-scale conditions,
giving rise to a discrepancy of almost a quarter in the SB detection. The third filter
evaluates the daily precipitation in Cabauw, mainly occurring due to the convective
mesoscale showers, since synoptic stability is assured via the previous two filters. The
impact of the third filter is greater in WRF: it rejects 30% of the days, contrasting
with the 18% from the observations. Conversely, the fourth filter, which rejects the
days in which a minimum land-sea temperature difference of 2 ◦C is not exceeded,
discards only 1 event in WRF (vs 68 in the observations). This result indicates that
the land-sea temperature horizontal gradient is overestimated in the model, probably
linked with the great overestimation of the SH flux from WRF, as will be shown later.
Besides, the misrepresentation of the land-sea gradient could also be partly explained
by discrepancies between the soil moisture given by ERA-Interim and the one fixed
by WRF. The last filter, which evaluates the wind turn influenced by the SBF passage,
turns out to be very selective when applied to the model and rejects around 73% of
the days that pass the fourth filter. By analysing different meteorological variables at
the moment of the onset we characterise the frontal passage in Sect. 5.4.
It is important to point out that fewer observed days (75 vs 102) result from the
application of the SB algorithm comparing with the selected events in Chapter 4. That
difference is explained by the adaptation of the observations to 1-h time resolution.
The resultant 21 coincident events are the ones employed to carry out the verification
of the model and the reproduced SB characteristics. From the 21 coincident days, 18
are within the 102 days from the 10-min observational study. Hence, the 21 coincident
SB days may not be absolutely representative of the observed SB characteristics in
Cabauw, which were presented in Chapter 4, but allow an objective and consistent
comparison with the SB events reproduced by the WRF model.
5.4 assessment of the model performance
5.4.1 SB characteristics
We start contrasting the SB databases from WRF and the observations by clustering
them together in histograms (Fig. 5.1). They illustrate the frequency of SB onset at
different times of day, shown for different months and SB directions.
Comparing first the 75 observed (a) and the 62 simulated (b) SB events, we find that
WRF does not reproduce the increase in the onset frequency between 1500 and 1900
UTC of the observed SB days. That increase was even more clearly observed in Fig. 4.3
when representing the 102 events from the 10-min observational study. The absence of
the increase in the simulations may be linked with the fact that mesoscale models do
not reproduce correctly the acceleration in the inland propagation of SBFs in the late
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(d)(c)
(b)(a)
Figure 5.1: Histograms of onset times for the (a) 75 observed, (b) 62 simulated, (c) 21 coincident
observed and (d) 21 coincident simulated SB days. The monthly distribution is
shown in colours, and the wind-direction distribution in black lines. The frequency
scale (y-axis) is the same between (a) and (b), and (c) and (d). Local summer time is
UTC + 2.
afternoon, when convection is already decaying. According to Crosman and Horel
(2010), we expect an acceleration of the SBF passage when convective turbulence starts
to decay. Hence, in the model the distribution of SB-onset frequencies is more uniform
throughout the day. The wind-direction distribution is different as well. Furthermore,
we find an increase in the frequency of NE SB days and a decrease of the NW SB days
at the end of the day for the simulated events. In Chapter 4 we concluded that the large
scale was responsible for the observed distinct SB directions and not the Coriolis force.
Besides, the area surrounding Cabauw is very flat, so the influence of topography
in the SB direction can be considered as null. Hence, we can hypothesise that WRF
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overestimates the relative weight of the Coriolis term in the momentum budget, which
would explain the biased turn to NE SB directions.
Regarding the 21 coincident days (Fig. 5.1c and d), the maximum in the onset
frequency is delayed in the model: it is observed between 1500 and 1800 UTC, but
in the model takes place roughly between 1600 and 2000 UTC, clearly contrasting
with the uniformity of the distribution for the 62 simulated days (Fig. 5.1b). From
individual inspection of the coincident events we find that the onset time of SBs is
overall delayed in the model: the onset-time bias is around 25 min. What is more,
the delay or advance in few events is even greater than 5 h. We calculate a RMSE of
the onset time of almost 4 h, indicating that the model has an important deviation in
reproducing the exact onset time of the SB passage, as we define it in the SB algorithm.
The lack of coincidence of the SB onset times can also be noticed from the monthly
distribution. The increase of NE SBs between 1600 and 2000 UTC is also evident in the
21 coincident days from the numerical simulations.
We further explore the performance of the model in reproducing the observed SB
direction and intensity by representing wind roses in Fig. 5.2. Focusing first on the
observations, we find that the frequency of W-NW and NE SB directions decreases
in Fig. 5.2a comparing to the 102 observed days in Fig. 4.4 at the same height. The
frequency of the same directions also decreases for the 21 coincident days (Fig. 5.2c)
particularly for the most intense events. Overall, the 21 coincident observed SB events
are significantly weaker than the 75 observed days. Comparing the 62 simulated days
(Fig. 5.2b) with the 21 coincident simulated days (Fig. 5.2d), we find a decrease of
the NW SB cases (again the most intense ones). On the other hand, comparing the
numerical simulations and observations on the 21 coincident days, we find that WRF
overestimates the SB intensity, especially in the case of N-NE SBs. In addition, SB
directions are slightly shifted towards the NW and NE in the model, underestimating
the N SB frequency.
5.4.2 ABL regimes
In the previous section, we compared the onset features of all the SB days selected
by the algorithm both from observations and numerical simulations. However, as
discussed in Chapter 4, local-turbulence and stability conditions at the arrival time of
the SBF are fundamental to understand the evolution of the AET of the ABL and the
complex processes that occur within this stage (Lothon et al., 2014). Following the
same procedure as in the previous chapter, a classification of the SB events into three
ABL regimes (convective, transition and stable) is carried out from the value of the SH
flux at the onset with respect to the diurnal maximum value. To show the differences
in local forcings we compare LH and SH fluxes in Fig. 5.3. In the case of the latter,
those differences have an impact on the regime classification.
WRF overestimates significantly the SH flux (more than 100% for the peak), and
besides, it delays the evolution of both the SH flux and the LH flux on the SB days.
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Figure 5.2: Wind rose at 10 m the moment of the SB onset for the (a) 75 observed SB days, (b) 62
simulated SB days, (c) 21 coincident days from observations and (d) 21 coincident
days from WRF.
Regarding the rest of the terms of the SEB (not shown here), Rnet is slightly overesti-
mated during daytime (up to 15–20%), whereas G is adequately represented. There-
fore, it seems there is a slight excess of the available energy reaching the surface in the
model. Since climatological values are fixed for the soil moisture, it is important to
note that the use of more updated yearly values would still give an overestimation of
the SH flux despite reducing the difference. This strong overestimation of the SH flux
was also observed in the simulations carried out in the area of Cabauw from the WRF
model in Steeneveld et al. (2011), although the temperature profiles were adequately
reproduced. However, it must be taken into account that measurements tend to under-
estimate the turbulent fluxes as reported for instance in Foken (2008). By comparing
the standard deviation of observations and simulations, we find that during daytime,
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(a) LH flux
(b) SH flux
Figure 5.3: Time evolution of the average (a) LH and (b) SH flux and their standard deviation
on the 21 coincident SB days, in circles for the observations and solid lines for the
numerical simulations. Vertical lines with triangle markers in (b) delimit the SH
values for the 3 ABL regimes (convective, transition and stable), in green for the
model and in black for the observations. Grey vertical lines are coincident for the
model and the observations.
in spite of having a wide range of variability, the evolutions of the SH are not over-
lapped. On the other hand, the model delays approximately 1 h the moment at which
the SH reverses its sign. Even though the delay is more evident in the case of the LH
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flux, it is more relevant in the case of the SH flux: the stable regime is established
later in the model, and therefore, the SBF arriving in the simulation at the same time
as in the observations would evolve dynamically in a different way. This can be an
important source of bias when forecasting SB phenomena and the variables closely
related to them. Hence, a better representation of surface and ABL processes is highly
relevant in a mesoscale model.
We compare in Fig. 5.4 the average wind speed, potential temperature, specific hu-
midity and the MLH for the model and observations in the 21 coincident SB days by
classifying them into the three ABL regimes. As in the previous chapter, the mean
for each regime was calculated normalising all the events with respect to the SB onset.
First, it is noteworthy that from the 21 coincident days we find that 5 (5 in WRF) are
within the convective regime, 12 (10 in WRF) in the transition regime and 4 (6 in WRF)
in the stable regime. However, we only find regime coincidence in 1/5 of the cases
in the convective regime, 6/12 in the transition regime and 1/4 in the stable regime,
which makes the comparison more challenging. In any case, since the conditions for
each regime are similar in terms of local turbulence, we compared all the 21 coincident
days. Besides, due to the quality control of the MLH estimation from the wind pro-
filer, 61% of data were missing, and therefore we just represent the simulated values
coinciding with observed MLH data.
In general the impact of the SBF on the represented variables is different depending
on the ABL regime, and numerical simulations from WRF differ from observations in
how this impact is manifested. At this point it is necessary to note that a lack of sim-
ilarity can be found in the observational results with respect to the results presented
in the previous Chapter (for instance see Fig. 4.6). That is due to two main reasons:
firstly, the time resolution in this study has been adapted to 1 h, so that the evolution
of the different variables is smoothed; and secondly, we only show 21 events (from
which 18 are coincident with the 102 employed in Chapter 4).
Starting with the convective regime, wind speed is underestimated by around 1 m
s-1 prior to the SB onset. This fact could be explained by a stronger collision between
continental and maritime air masses generating a more pronounced decrease in wind
speed. This result indicates in any case that the reproduced SBF in the model is
sharper, which is in agreement with the stronger SB intensity observed in Fig. 5.2d.
Potential temperature is considerably overestimated (up to 2 K after the onset) and
specific humidity underestimated (around 0.5 g kg-1). The simulated specific humidity
at 10 m is considerably biased with respect to the rest of the levels and the observed
values, which is illustrating a remarkable bias from the WRF model in diagnosing
this variable near the surface. With respect to the MLH, it is approximately between
400–700 m deeper in WRF, which could be partly influenced by the commented issues
with the wind profiler in detecting the top of the mixing layer. In any case, the above
commented biases in the model for the potential temperature, specific humidity and
MLH can be explained by the great overestimation of the SH flux. A greater SH flux
induces a greater warming of the lower atmosphere, greater convection and a stronger
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(a) Wind speed
(d) MLH(c) Specific humidity
(b) Potential temperature
Figure 5.4: Time evolution of the average (a) wind speed, (b) potential temperature, (c) specific
humidity and (d) MLH and its standard deviation between 3 h before and 2 h after
the onset of the 21 coincident SB days for the three ABL regimes. The dashed vertical
line identifies the 1-h measurement just before the onset, which occurs between the
dashed line and time = 0.
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vertical mixing with drier air above. Regarding the intensity of SBFs, the enhanced SH
flux has a two-sided effect. On the one hand, the induced greater convection reduces
the intensity of SBFs by increasing the mixing between the maritime and continental
air masses. On the other hand, the greater SH flux over land sharpens the land-sea
thermal contrast and consequently the intensity of the SBF. Since in our case SBFs are
stronger in the model, it seems that the second effect dominates over the first.
With respect to the transition regime, both the SBF intensity and the stratification
of the wind speed 2 h after the onset are slightly overestimated. The four variables
analysed show a sharper transition in the model, from well-mixed conditions 2 h
before the onset to an already stably stratified lower atmosphere 3 h after the onset.
For instance, the vertical difference between 20 and 200 m for the specific humidity
is of ∼ 0.2 g kg-1 2 h before the onset both in observations and WRF, and of ∼ 0.6
g kg-1 in the observations and ∼ 1.1 g kg-1 in the numerical simulations 3 h after the
onset. The acceleration of the AT due to the SBF passage observed in the observational
study from Chapter 4 is overstated in WRF. The transition from convective to stable
conditions in the model takes place abruptly depending on the value of Rc, which
could also explain the faster AT.
Finally, in the stable regime the stratification is already stable when the SBF arrives,
but as occurred in the transition regime the stabilisation process is overestimated in the
model. It can be particularly noticed from the evolution of potential temperature and
specific humidity. The MLH shows a contrasting behaviour in the model comparing
to the observations. Before the onset of the SB the observed MLH shows a peak (∼
1300–1400 m) despite the SH flux turns negative, whereas the model reproduces a
shallow MLH, typical of the nocturnal regime (∼ 200 m). As above commented, this
difference can be partly associated with the issue from the wind profiler itself. On
the other hand, the MLH is determined from different criteria in the observations
and numerical simulations, which also increases the discrepancy. And finally, the
parameterisations of the ABL are based on MOST formulation, and as we concluded
in the previous chapter, it fails in reproducing the surface-layer wind profile just after
the SB onset, which could also explain the considerable bias. In any case, we address
the impact on turbulence in the next section.
5.4.3 Impact on turbulence
In order to explore the influence of the SB passage in turbulent characteristics during
the AET of the ABL we investigate the evolution of the friction velocity in Fig. 5.5. The
observational u* employed considers a regional wind-direction dependent roughness
length. In this way, the comparison with grid u* from WRF is more optimal and less
dependent on the local conditions around the 213-m tower in Cabauw (Beljaars and
Bosveld, 1997; Verkaik and Holtslag, 2007)
In the convective regime the enhancement in u* associated with the passage of the
SBF is overestimated, which is in agreement with the evolution of the wind speed.
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Figure 5.5: Time evolution of the average friction velocity and its standard deviation between
2 h before and 2 h after the onset of SBs for the 21 coincident SB days, separated
in the three ABL regimes (convective, transition and stable). The dashed vertical
line identifies the 1-h measurement just before the onset, which occurs between the
dashed line and time = 0
However, the greater vertical mixing in the model compensates the underestimation
of the wind prior to the SB onset, and hence the values of u* are similar before the
arrival of the SBF. The value of u* is overestimated around 50% at the moment of the
onset in the transition regime. In the previous chapter we proved how the increase
of the shear induced by the SBF resulted in an acceleration of the AT, so that the
stable stratification was established before. The increase of mechanical turbulence is
greater in the model, which explains the sharper AT taking place in the numerical
simulations (Fig. 5.4). However, the overestimation of local turbulence after the SB
onset is not present in the stable regime, and the simulated u* follows the observed
one. In any case, the different variables represented in Fig. 5.4 indicate that the lower
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atmosphere evolves in a distinct way once the stable conditions are achieved. As we
concluded from Fig. 4.9 the onset of the SB in the stable regime brings the wind
profile within the surface layer out of the equilibrium with local turbulence. Since the
ABL parameterisations in WRF are based on MOST formulation, discrepancies can be
expected in the evolution of distinct atmospheric variables during the ET when the
SBF arrives within this stage.
5.5 discussion and future research
After evaluating the performance of the WRF mesoscale model in reproducing the
main observed SB characteristics and their impacts on local meteorological and turbu-
lence conditions in Cabauw, new research prospects emerge.
Firstly, by applying the SB selection algorithm to the variables from the numerical
simulations, we have verified how several discordances exist regarding the correct
representation of the relevant forcings for SB formation. The algorithm has enabled
us to study whether these disagreements depend on the synoptic conditions or more
local features. For instance, the SB filtering shows a discordance of around 25% in
terms of large-scale conditions. Future research should be focused on investigating
the large-scale conditions which give rise to a greater rejection of events. On the other
hand, the last filter of the algorithm shows a great discrepancy when applied to the
simulations contrasting to the observations. Further investigation exploring whether
the wind-direction shift associated with the SBF passage is correctly represented in
the model should be carried out. This information is highly valuable for a correct
forecasting of SB phenomena in numerical weather prediction models.
Secondly, we have found a disagreement in the temporal distribution of SB direc-
tions, which suggests a connection with an overestimated magnitude of the Coriolis
terms in the momentum budget. To shed light on this issue, hodographs of the wind
components can be calculated to infer the influence of the Coriolis forcing in the wind-
direction veering at the termination of the SB. Since the influence of the topography
in driving additional thermally-driven circulations is negligible, large-scale pressure
forcings could also be determinant to explain the veering of the wind.
Finally, during daytime WRF strongly overestimates the SH flux, which induces also
an enhancement of the vertical mixing in the numerical simulations. This enhanced
vertical mixing is probably responsible for the stronger SBFs reproduced in the model.
This hypothesis could be supported by the analysis of temperature and wind fields
in the coastal area. On the other hand, just the weakest observed SBFs are coincident
with the simulated events that pass the selection algorithm. The intensity of these
weak SBFs is overestimated in the model, and partly linked with it, the AT and ET of
the ABL occur faster than in the observations. Next steps will pursue the investigation
of ABL parameterisations and they performance when local turbulence is affected by
the passage of the mesoscale flow.
6 WEAK AND INTENSE KATABAT ICS :INFLUENCE ON TURBULENCE ANDCO 2 TRANSPORT
The role of katabatic flows in the dynamics and turbulent features of the SBL is investigated
using observations from La Herrería Site. Forty katabatic events are selected from an obser-
vational database spanning the period of Summer 2017, by using an objective and systematic
algorithm that is able to account for local and synoptic forcings. We subsequently classify the
katabatic events into weak, moderate and intense according to the observed maximum wind
speed. This classification enables us to contrast the main differences in dynamics and thermal
structure. We find that the stronger katabatic events are associated with an earlier onset time
of these flows. We relate it to very low soil-moisture values (< 0.07 m3 m-3, i.e. smaller than
the median during the analysed period) and a weak synoptic wind (V850 < 6 m s-1) having the
same direction as the katabatic. The relative flatness of the area favours the formation of VSBLs
characterised by a longwave radiative cooling of around 60-70 W m-2 and very weak turbulence
(u* < 0.1 m s-1). They occur when katabatics are weak, and are occasionally associated with the
formation of skin flows, that are manifested as weak jets (U < 1 m s-1) at 3 m. Intense katabat-
ics, instead, are characterised by a strong and increasing bulk shear (the maximum u* is close to
1 m s-1) that avoids the development of the surface-based thermal inversion, giving rise to the
so-called WSBL. We identify the transition between the two regimes for a threshold katabatic
wind speed of around 1.5 m s-1, in agreement with the hockey-stick transition hypothesis. Our
analysis is extended by calculating non-dimensional numbers to characterise the transition:
the SC, RB and z/L. On the other hand, by inspecting individual weak and intense events, we
further explore the interaction between katabatic flows and turbulence, and the impact on CO2
concentration. By relating the dynamics of the two regimes with the CO2 budget, we are able
to estimate the contribution of the different terms. For the intense event, indeed, we infer a
horizontal transport of 67 ppm in 3 h driven by the katabatic advection.
The main contents of this chapter are under review in:
Arrillaga, J.A., Yagüe, C., Román-Cascón, C., Sastre, M., Maqueda, G, and Vilà-Guerau
de Arellano, J. Weak and intense katabatic winds: impacts on turbulent characteristics
in the stable boundary layer and CO2 transport. Atmos. Chem. Phys. Discuss., https:
//doi.org/10.5194/acp-2018-944, in review, 2018.
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6.1 introduction
In this chapter we investigate the main features of katabatic winds, their influencing
factors and their role during the AET of the ABL affecting the turbulent characteristics
of the SBL and the transport of CO2. We first explore the influence of external factors,
particularly how soil moisture and the large-scale wind affect the onset time and inten-
sity of katabatic winds, from an observational analysis of several katabatic events. Our
second aim is to investigate the direct implication of katabatic winds generated by the
presence of steep topography on the occurrence of the two SBL regimes. A relevant as-
pect of our site is its location in a relatively small flat area nearby the mountain range.
We therefore encounter a scenario different from other sites located at slopes where the
SBL barely becomes very stable, since the shear production linked with the katabatic
is large and continuous, and buoyant turbulence production may occur even when the
stable stratification is present (Oldroyd et al., 2016). At out site, however, VSBLs asso-
ciated with relatively strong surface-based thermal inversions take place occasionally.
Besides, over flat or almost flat terrain universal scaling according to MOST can be
applicable and corrections due to measuring over a slope are not required (Stiperski
and Rotach, 2016). Finally, connected also to the dynamics of the SBL, we approach
another relevant issue on this topic: the impact of katabatic winds on the CO2 mixing
ratio.
The main aspects motivating research in this study are summarised in the following
research questions:
RQ 6.1: Which are the external factors that modulate the onset of katabatic flows and yield
to different intensities?
RQ 6.2: How does the interaction between katabatic winds and local turbulence occur and
which is the implication on turbulent characteristics in the SBL?
RQ 6.3: What is the role of katabatic advection and local turbulent fluxes, associated with
the distinct SBL regimes, in the variability of CO2?
outline We detail the observational data employed in Sect. 6.2. Section 6.3 de-
scribes the main characteristics of the katabatic events and analyses the influencing
factors. We pursue the interaction with turbulence and the link with the different
regimes in the SBL in Sect. 6.4. Section 6.5 deepens the analysis by inspecting two
individual events in detail, and estimates the contribution of the horizontal transport
to the variability of the CO2. We finish with the relevant conclusions.
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6.2 data
6.2.1 Observations
The analysis is carried out during the summer months, particularly in Summer 2017,
which was very warm and very humid (AEMET, 2017) in this region, following a very
warm and very dry spring. In any case, it was not a particularly rainy season and
in fact, precipitation during Summer 2017 took place just over a few days, so that
the dessicated soil experienced sharp moisture increases. As explained in Sect. 2.2.3,
small amounts of precipitation in La Herrería can significantly impact the SEB, and as
a consequence the intensity of katabatic flows.
EC and meteorological measurements (including CO2) were carried out over the
warmest and driest season of the year, when thermally-driven slope winds are strongest
and weak large-scale winds prevail. In particular, measurements were recorded over
an intensive campaign in Summer 2017 (22/06–26/09), with supplementary vertical
levels. Table 6.1 gathers specifications about the devices and the variables employed
in this study. The atmospheric non-turbulent variables have a sampling rate of 1 Hz,
whereas turbulent variables of 10 Hz. All the variables employed in this analysis are
averaged over 10 min.
Table 6.1: Technical specifications about the variables measured and the devices employed over
the intensive Summer 2017 campaign.
Variable Height (m, agl) Instrument Model
Air Temperature* 3, 6, 10 Aspirated thermometer Young 41342
Wind speed 3, 6, 10 Cup anemometer Vector A100LK
Wind direction 10 Wind vane Vector W200P
Turbulent fluxes** 4, 8 IRGASON*** Campbell
Rain surface Pluviometer OTT Pluvio2
Soil moisture**** -0.04 Reflectometer CS655
Soil-heat flux -0.04 Heat-flux plate Hukseflux HFP01SC
Radiation components 2 4-component radiometer Hukseflux NR01
CO2 concentration 4, 8 IRGASON Campbell
* The sampling rate of atmospheric non-turbulent variables is of 1 Hz.
** The averaging period of the turbulent fluxes is 10 min.
*** The sampling rate of turbulent variables is of 10 Hz.
**** The sampling rate of soil variables is of 10 min.
6.2.2 Katabatic-event selection
In order to select the katabatic events we follow the research strategy from the analysis
of SB phenomena in the previous chapters. To that end, we perform an objective and
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systematic detection by employing the algorithm described in Sect. 2.3.3 (see katabatic
criteria in Table 2.2). In this way, we evaluate the characteristics and impacts of the
katabatic flows in a more robust and objective way. Besides, the algorithm defines a
benchmark which is the onset of the katabatic flow, enabling the clustering of different
events and their analysis in a consistent way.
The katabatic flow usually lasts until sunrise, when a strong veering of the wind
direction occurs. However, in this study we just focus on the first stage of these flows,
since the main objective is to investigate their connection with the onset of the SBL
(defined as when the SH flux, H, turns negative), and the different regimes associated.
During the summer months, the katabatic onset usually takes place around 1800 UTC,
i.e. before sunset, but it can be considerably advanced or delayed depending on a
number of factors, which are investigated in Sect. 6.3.2. A wide variability in the onset
time of the katabatic flow was also reported in the studies from Pardyjak et al. (2009)
and Nadeau et al. (2013) for instance.
We identify the onset of the katabatic flow as the first value within the 2-h range of
continuous katabatic direction. Having that onset time as a reference, we explore the
characteristics of katabatic flows, their interaction with turbulence and the impact on
CO2 in the next sections.
6.3 characteristics of the katabatic flows
Forty were selected as days with the formation of katabatic events from the analysed
summer period with available data (94 days in total). The algorithm is very rigorous
to ensure that the selected events are strictly thermally-driven downslope flows and
not dynamically driven, since we just focus on the days with a weak large-scale wind
in which there is a shift from the daytime upslope to the night-time downslope wind
direction. The results presented hereinafter are related to these 40 katabatic events.
6.3.1 Wind direction and intensity
Fig. 6.1 shows the direction and intensity of the katabatic events over the 2-h period
subsequent to the onset of the downslope flow. The mean katabatic direction is around
290–300◦ and the variation around this direction is small; the largest oscillations in the
direction are observed for weak intensities. Within the database of the 40 events we
find diverse cases depending on the maximum intensity of the katabatic flow. We rep-
resent in Fig. 6.2 the wind vertical profile at the time of the katabatic onset (a) and
when the katabatic intensity is maximum (b) using box plots, which contain informa-
tion about the frequency distribution at each observational level (3, 6 and 10 m). At
the time of the onset the katabatic flow is weak at all levels (Fig. 6.2a); for instance
the median at 10 m is slightly over 1 m s-1. It can be noted that the median at 3 m is
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similar to that at 6 m, and the first quartile is even smaller at 6 m. This occurs because
prior to the identified onset at 10 m a very shallow katabatic or a skin flow is usually
developed, and is only reflected at 3 m (as observed for instance in Román-Cascón
et al. (2015)). This skin flow can be observed when turbulence is very weak and ther-
mal stratification is very stable (Mahrt et al., 2001; Soler et al., 2002), and occasionally
gives rise to a greater wind speed at 3 than at 6 m, and a few times even greater than
at 10 m. However, when the katabatic flow is more intense, wind speed increases with
height within the 10-m layer from the surface (for instance note that the third quartile
is greater at 6 than at 3 m). A maximum jet is probably found above 10 m.
  
Figure 6.1: Wind rose at 6 m over the 2 h after the onset of the katabatic flow for the 40 selected
events.
We represent in Fig. 6.2b the intensity distribution at all levels when the maximum
event intensity at 6 m is observed. We find in this case that the distribution above
the median is elongated at all levels. In fact, the level of 6 m is employed to classify
katabatic events according to the their maximum intensity and the associated erosion
of the surface-based thermal inversion. The reasons for employing the level of 6 m are
outlined below. Firstly, red crosses pinpoint an event identified as an outlier due to its
high intensity at all levels (e.g. U > 6 m s-1 at 10 m). Together with the wind maxi-
mum, the surface thermal inversion is very weak or non-existent, and the maximum of
turbulence measured from the TKE and u* is even greater than the daytime maximum
of the typical diurnal cycle (generally u* ' 0.5–0.7 m s-1). We find in addition two
other events with the above-mentioned features which are included within the right
whisker. These three events are classified hereinafter as intense katabatics, and they all
meet that the maximum 10-min wind speed at 6 m is greater than 3.5 m s-1. It must be
noted that this threshold is not very high, but in the context of a weak synoptic forcing
and comparing to the rest of katabatic events, we can consider them to be relatively
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(a) Onset
(b) Maximum intensity (considering values at 6 m).
weak intensemoderate
Figure 6.2: Box plots of the 10-min wind speed profile at 3, 6 and 10 m for the katabatic events,
(a) at the time of the onset and (b) for the maximum value (from the onset till 2400
UTC) for each level. The red vertical line within blue boxes represents the median,
the blue box delimits first and third quartiles, and whiskers delimit the most extreme
points not considered outliers (red crosses). Black vertical lines pinpoint the limits
for the wind speed at 6 m that separate weak, moderate and intense katabatics.
intense. Secondly, in some events turbulence is very low and the surface-based ther-
mal inversion is not eroded (u* < 0.1 m s-1). They all occur when wind speed is very
weak, and hence we classify as weak events (14 in total) those in which the maximum
wind speed at 6 m is below 1.5 m s-1. The cases in which the maximum wind speed at
6 m is between 1.5 and 3.5 m s-1 are classified as moderate katabatics (23 in total). A
summary of the classification is shown in Table 6.2. We employ the level of 6 m for the
classification, since at 3 and 10 m the events showing different features cannot be so
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clearly detached. Flocas et al. (1998) for instance studied katabatic flows at a similar
height (7 m), since the influence of the large-scale wind was minimised at this level.
Table 6.2: Classification of katabatic types according to their maximum 10-min averaged wind
speed at 6 m from the onset until 2400 UTC.
Type Definition
Weak Umax < 1.5 m s-1
Moderate 1.5 m s-1 6 Umax 6 3.5 m s-1
Intense Umax > 3.5 m s-1
This classification is employed in the following sections to better illustrate the differ-
ences between the katabatic events, and the very distinct way in which they interact
with local turbulence (in particular this is addressed in Sects. 6.4 and 6.5).
6.3.2 Factors influencing intensity
Once the katabatic events are classified according to their maximum intensity, we
explore the factors that induce different intensities. Fig. 6.3 shows a histogram with
the difference between the onset time of the katabatic flow and sunset time (it ranges
from 1810 UTC in September to 1940 UTC in June), for different intensities in colours,
and in lines for a different static stability of the thermal profile at the moment of the
onset. The static stability was estimated by fitting the virtual potential temperature at
the different vertical levels (surface, 3, 6 and 10 m) to a logarithmic profile, as explained
in detail in Appendix B. The surface radiometric temperature was calculated from the
upward longwave radiation by employing the Stefan-Boltzmann law.
From the classification introduced in Appendix B and particularising for the mo-
ment of the katabatic onset, we infer the relationship between the earlier or later onset
of the katabatic wind, static stability at the onset and the intensity of the flow. On the
one hand, intense katabatics develop when the onset takes place prior to 2 h before
sunset and the thermal profile in the first 10 m is still unstable. On the other, weak
katabatics occur when the onset takes place later than 2 h before sunset and the pro-
file is neutral or stable. Moderate katabatics, however, can occur either earlier or later
independently of the static stability.
Linked with the three different static stabilities, we explore the influence of the TKE
at the onset of katabatic flows from Fig. 6.4a. By representing the maximum katabatic
intensity at 6 m with respect to the TKE at the onset, two main groups result. In one
of them TKE is very low at the onset (of the order or smaller than 0.1 m2 s-2), which
includes all the weak katabatics. This group is associated with a later onset of the
katabatic flow (Fig. 6.3), when the the thermal profile is already neutral or stable and
Rnet < 40 W m-2 always; it is in fact negative in more than 80% of the cases. On the
other group, TKE is about one order of magnitude greater and includes all the intense
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Figure 6.3: Histogram of the difference between the katabatic onset time and sunset time, for
the three groups of intensities (bars) and for different thermal stratification at the
moment of the onset (lines).
events, which are related with an earlier katabatic onset, when the thermal profile is
already unstable. Rnet is in fact always > 80 W m-2 at the onset.
This result implies that there is a strong relation between katabatic flows and turbu-
lence, which is essential to fully understand their nature and development. This aspect
is further addressed in Sect. 6.4. Regarding the moderate katabatics, we separate them
into two subgroups: Umax 6 2.5 m s-1 (triangles pointing downward) and Umax > 2.5
m s-1 (triangles pointing upward). Even though the weaker moderate katabatics are
mostly related with the stable and neutral thermal profile and the more intense mod-
erate with an unstable profile, the opposite occurs also in few of the cases. This result
suggests the existence of external factors affecting the earlier or later onset of katabatic
winds. For the reasons outlined in the introduction, we investigate two factors: soil
moisture and the large-scale wind.
To explore the influence of the soil moisture, we define an index that provides a mea-
sure of the relative dessication of the soil over the summer. This soil-moisture index
is defined as the ratio between the observed liquid water volume and the maximum
value throughout the analysed period (0.14 m3 m-3): SMi = SM/SMmax. We separate
the events into drier (SMi 6 0.5) and moister (SMi > 0.5) cases. On the other hand, to
explore the influence of the large-scale wind (V850,18: at 850 hPa at 18 UTC) despite
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Figure 6.4: Maximum wind speed (Umax) at 6 m for each katabatic event versus TKE at 8 m at
the moment of the katabatic onset. Note that moderate katabatics are divided into
two subgroups.
its low intensity required by the selection algorithm, we separate the katabatic events
into very weak (V850,18 6 3.5 m s-1) and weak (V850,18 > 3.5 m s-1) synoptic forcing.
The influence of the large-scale wind speed and direction, and soil moisture are in-
vestigated in Fig. 6.5. The maximum katabatic intensity at 6 m together with the direc-
tion of the synoptic wind are represented in wind-rose form for the above-mentioned
drier (a,b) and moister (c,d) cases, and for a very weak (a,c) and weak (b,d) synoptic
forcing. The synoptic wind is estimated from the NCEP reanalysis wind speed em-
ployed in the selection algorithm, by choosing the grid point at 850 hPa closest to La
Herrería (40.5◦ N, 4◦ W) at 18 UTC. At that point, the 850-hPa level is approximately
at 800 m agl, sufficiently close to the surface as to be representative of the synoptic
wind at the surface level, and far enough as to be out of the influence of katabatic
flows.
We find that intense katabatics (orange-reddish) develop when the soil is drier, the
large-scale wind is weak and blowing from the N-NW (Fig. 6.5b). This direction is
perpendicular to the mountain range axis (Fig. 2.4a), and approximately coincident
with the katabatic direction (Fig. 6.1). However, under those conditions we find weak
katabatics (dark blue) when the large-scale wind blows from parallel or opposite di-
rections (S or E-NE for instance), although most of the weak katabatics occur mainly
when the soil is moister and the synoptic forcing is very weak (Fig. 6.5c). Weak kata-
batics establish primarily for W-SW and S-SE large-scale winds, but they can also occur
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a) SMi < 0.5 + V850,18 < 3.5 m s
-1 b) SMi < 0.5 + V850,18 > 3.5 m s
-1
d) SMi > 0.5 + V850,18 > 3.5 m s
-1c) SMi > 0.5 + V850,18 < 3.5 m s
-1
Figure 6.5: Wind roses representing the maximum katabatic wind speed at 6 m in colours, for
different directions from the NCEP-reanalysis wind at 850 hPa, at the closest grid
point to La Herrería (40.5◦N, 4◦W) at 18 UTC. Wind roses are shown for different
values of the soil-moisture index (SMi) and the reanalysis wind speed (V850,18) (a-d).
Note that the frequency scale of the wind roses is variable.
for N-NW winds when their intensity is very weak (Fig. 6.5a). Overall, the intensity
of katabatics increases with decreasing soil moisture, and increasing synoptic forcing
with a N-NW direction.
To study the role of the soil moisture and the relative dessication of the soil in the
SEB, we represent the observed average G and longwave-radiative loss (LWU–LWD)
during the katabatic stage with respect to the SMi in Fig. 6.6. To better show the
trends of the scatter plots, an eighth-order polynomial fit has been added. In partic-
ular, we find that above a fourth-order polynomial fit the bimodal behaviour of the
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scatter in maintained. While from the fourth- up to the seventh-order polynomial the
goodness of the fit barely improves, the scores increase for the eighth-order polyno-
mial fit, confirming the bimodal nature of the correlation. Both G and LWU–LWD show
two maxima for high and low SMi, at around 0.9 and 0.25–0.4 respectively. However,
whilst the correlation is statistically significant with a confidence level of 95% in the
case of G vs SMi, the confidence level has to be lowered down to 90% in order to be
statistically significant in the case of LWU–LWD vs SMi. That worse correlation in Fig.
6.6b is reflected in the lower value of r2.
The peak for low SMi is more pronounced in both plots, and implies that the cooling
of the soil is stronger when the relative dessication is higher, since the average G is
positive (opposing G < 0 for the secondary peak) and the longwave-radiative loss is
greater. However, when the soil moisture increases considerably after precipitation
has occurred (SMi ' 0.9), the cooling of the soil can also be enhanced, inducing an
enlarged thermal contrast between the slope and the overlying air layer, and therefore
contributing to the intensification of the katabatic flow. The contrasting findings from
Banta and Gannon (1995) and Jensen et al. (2017a) for the impact of the soil moisture
in the katabatic intensity could be explained by this complex correlation.
(a) (b)
Figure 6.6: (a) Average soil-heat flux (G) and (b) longwave-radiative loss (LWU–LWD) during
the katabatic stage (from the onset until 2400 UTC) vs the soil-moisture index (SMi).
The grey line represents the eighth-order polynomial fit of the data. The square of
the multiple correlation coefficient (r2) for the fit is included.
Overall, we find that the combination of low soil moisture and synoptic wind di-
rection coincident with the downslope direction (N-NW) induces an earlier onset of
katabatic flows, when stratification is still unstable and convective turbulence rela-
tively strong, which facilitates the development of intense katabatic flows. If those
conditions are not met, the onset occurs later when stratification is already neutral or
stable, which limits the intensification of katabatic flows. Nevertheless, sharp enhance-
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ments in the soil moisture due to precipitation can give rise to a stronger cooling of the
soil and an earlier onset of the katabatic flow. To understand the evolution of katabatic
flows after their onset we explore their interaction with turbulence in the next section.
6.4 interaction between katabatics and turbulence
Thermal stratification and the associated turbulence at the moment of the onset mod-
ulate the intensity of the katabatic flow. If the katabatic flow arrives when the strati-
fication is still unstable and the surface thermal inversion (hereinafter measured from
∆θv) is not formed yet, the shear associated with the katabatic flow increases, and
the downslope flow strengthens progressively. Later, due to the radiative energy loss
(Rnet < 0) the stable stratification is already established (∆θv > 0). Given that turbu-
lence associated with wind shear is already high, the negative H strengthens (H < 0)
and after a while compensates the energy loss at surface, impeding the development
of the surface-based thermal inversion and inducing near-neutral stability conditions
(Van de Wiel et al., 2012b). In that way, intense katabatics give rise to a WSBL. On
the other hand, if the katabatic wind arrives later and thermal stratification is already
neutral or stable, the increase of shear is limited by the stable stratification itself. Thus,
even the maximum sustainable heat flux does not compensate the radiative energy
loss. Consequently, the bottom of the SBL cools down, which contributes to enhance
the stable stratification. This positive feedback occurring under weak katabatics sup-
presses turbulence and gives rise to a VSBL (Van de Wiel et al., 2012a). For moderate
katabatics, any of the two regimes can occur depending on the onset time and the SEB.
These mechanisms are explored below by means of measured variables and calculated
non-dimensional relevant parameters.
6.4.1 Turbulence regimes in the SBL
Figure 6.7 shows the temperature stratification ∆θv = θv(10 m) - θv(3 m) and the
turbulence velocity scale VTKE vs U at 6 m. In this and subsequent figures we only
represent the 10-min average values (just until 2400 UTC) in which the wind direction
is katabatic and H is negative, so that the katabatic flow is present and the SBL is
already established. VTKE is calculated as the square root of the TKE (see Eq. 2.3).
By representing ∆θv vs U we find a contrasting relationship for weak and intense
katabatics (Fig. 6.7a). Weak katabatics give rise to a strongly stratified SBL (∆θv up
to 2 K), whereas intense katabatics are linked with very weak or almost non-existent
surface-based thermal inversions. Interestingly, for a few 10-min values with similar
wind speed (U ' 1–1.5 m s-1) the thermal stratification is very different between weak
and intense katabatics, which suggests the existence of distinct regimes in the SBL. On
the other hand, we find for very weak wind speed (U < 1 m s-1) a large variability of
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thermal stratification, that occurs because around the onset of katabatics the thermal
inversion is still absent or very weak in most of the cases. At the upper limit, however,
∆θv tends to zero when wind speed increases its value. Moderate katabatics show
both types of behaviour, with the transition taking place for U ' 1.5 m s-1.
(a) (b)
1
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V6
Figure 6.7: (a) Temperature stratification (∆θv) and (b) turbulence velocity scale (VTKE) at 8 m
versus wind speed (U) at 6 m. The numbers pinpoint the SBL regimes defined in Sun
et al. (2012): (1) weak turbulence driven by local instabilities, (2) intense turbulence
driven by the bulk shear, and (3) moderate turbulence driven by top-down events.
The threshold wind-speed (V6) at which the HOST transition occurs is indicated too.
By representing the turbulence strength VTKE vs U at 6 m we confirm the sharp
transition for U = 1.5 m s-1 (Fig. 6.7b). Weak katabatics are associated with very
weak turbulence (VTKE < 0.5 m s-1) that hardly increases with wind speed, while
turbulence for intense katabatics is considerably greater and increases linearly with U.
This behaviour was first observed in Sun et al. (2012), and defined as the HOckey-Stick
Transition (HOST) in Sun et al. (2015). They identified three turbulence regimes in the
SBL depending on the relationship between turbulence and wind speed. In regime 1
turbulence is very weak and generated by local shear; in regime 2 turbulence is strong
and generated by the bulk shear U/z (hence the linear relationship with wind speed);
and finally, in regime 3 turbulence is moderate and mainly generated by top-down
turbulent events. The three regimes are pinpointed in Fig. 6.7b. The threshold value
for the wind speed depends on height, and sets the value above which the abrupt
transition from regime 1 to regime 2 occurs. Since in our case z = 6 m, it is indicated
as V6 in the figure. Weak katabatics are clearly associated with regime 1 and intense
katabatics, instead, with regime 2. Moderate katabatics can give rise to either the three
of the regimes. We just show the relationship for z = 6 m, and HOST in our case occurs
for V6 = 1.5 m s-1, which is significantly lower than the value at that height from Sun
et al. (2012) (' 3 m s-1) over relatively flat and homogeneous terrain (Poulos et al.,
2002). Besides, V6 coincides with the threshold value we anticipated for defining weak
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katabatics (Table 6.2). We measure a slope of ∼0.5 for VTKE vs U for regime 2, while is
of ∼0.25 in the results from Sun et al. (2012).
In Fig. 6.8 we explore how katabatic intensities and turbulence strength are mani-
fested in terms of SH flux. The downward H (i.e. when the SBL is already established:
H < 0) is represented with respect to U at 6 m in Fig. 6.8. The smallest H values
are observed for weak katabatics, when U < 1 m s-1. The highest values take place
for moderate katabatics when U lies between 1.5–2.5 m s-1. We find a few data from
some intense katabatics in which H is nearly 0 for that wind-speed range, when the
thermal inversion is still very weak. For intense katabatics the peak is reached at U '
3 m s-1, and above that intensity H decreases, since it is limited by the neutral strati-
fication. One of the key questions is whether this heat flux is able to compensate the
surface radiative loss. This matter is addressed later in Sect. 6.5.1 by analysing the
time evolution of the SEB on individual events.
Figure 6.8: Absolute value of the SH flux (H) vs wind speed (U) at 6 m.
6.4.2 Regime transition from non-dimensional parameters
We have observed in Sect. 6.4.1 that the nocturnal regime can be predicted from the
katabatic intensity at 6 m. In fact, by knowing in advance its maximum value during
the night we can foresee whether the katabatic wind will give rise to a VSBL or a near-
neutral regime within the SBL. In Fig. 6.9 we characterise the regime transition from
relevant non-dimensional numbers by representing VTKE at 4 and 8 m as a measure
of turbulence intensity with respect to three nondimensional parameters, both local
and non-local. As stated in Sun et al. (2016), MOST is only applicable in a thin layer
above the surface (up to approximately z = 10 m) during SBL conditions. Since our
measurements do not exceed that height, we can assume that MOST is valid in the
subsequent calculations.
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(a)                    4 m (b)                   8 m
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(d)
(f)
Figure 6.9: VTKE at z = 4 and 8 m as a function of different non-dimensional parameters: SC
(a,b), z/L (c,d) and RB (e,f). The colour legend is shown in Fig. 6.7. Vertical dashed
lines represent the values of the non-dimensional parameters that delimit the very
stable and weakly stable regimes in the SBL.
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First, we investigate the use of a non-local parameter: the SC. This dimensionless
quantity was introduced in Chapter 4 (Eq. 4.13), and it compares the measured shear
with the minimum shear required to maintain a continuously turbulent state, which is
given by the heat-flux demand (HFD) at the surface. The HFD is calculated from the
SEB as HFD = Rnet – G – LH. Since turbulence responds to the bulk shear instead of
the local shear for a wind speed U > V6 = 1.5 m s-1, we re-define the SC in this study
as:
SC(U < 1 .5 m s−1 ) =
{
ρcpd (κz)
2
(
∂U
∂z
)3
g/θv (z) |HFD |
}1/3
,
SC(U > 1 .5 m s−1 ) =
{
ρcpd (κz)
2
(U
z
)3
g/θv (z) |HFD |
}1/3
.
(6.1)
θv is the virtual potential temperature, κ is the von Kármán constant (=0.4), z is the
height agl, ∂U/∂z is the local shear, U/z the bulk shear, g the gravitational acceleration
(9.81 m s-2), ρ is the air density, cpd the specific heat at constant pressure (= 1005 J kg-1
K-1) and |HFD| is the absolute value of the HFD at surface, since SC is defined only
when w’θ ′v < 0. ∂U/∂z was computed by fitting the wind measurements at 3, 6 and
10 m to a log-linear profile as in Eq. 2.4.
van Hooijdonk et al. (2015) observed over flat and homogeneous terrain that inde-
pendently of the measurement height they could define a SC value (' 3) for which
the transition from very-stable (low SC values) to weakly-stable conditions (higher SC
values) occurred. In this work we calculate the SC at 4 and 8 m (Fig. 6.9a and b re-
spectively), and we find two transitions (indicated with dashed vertical lines): the first
at SC = 3 above which both SBL regimes are almost equally found, and the second at
SC = 4.5, over which the SBL is always weakly stable. The observed transition is inde-
pendent of height, but we are unable to select a single value for separating the weakly
stable and very stable regimes. Instead, the shift between the regimes seems to occur
along a transition regime, within which both intense a weak katabatics are observed.
The transition is directly related with the HOST hypothesis, given that the SC is pre-
dominantly dominated by wind shear. As a matter of fact, the hockey-stick shaped
plot of Fig. 6.9b resembles Fig. 6.7b, except that the regime transition is sharper for
the SC: intense and weak katabatics cluster into two clearly distinct regimes according
to the dependence on local or bulk shear. The transition is less sharp at 4 m, since at
this level local and bulk shear are closer than at 8 m.
Two other local non-dimensional numbers are investigated: z/L and RB. They are fre-
quently employed in the literature as stability parameters and turbulence-production
indicators, with local significance. As occurs for the SC, when representing VTKE ver-
sus z/L and RB at 4 and 8 m the transition occurs over a range of values. This transition
region was also observed by Mahrt (1998). He found at 10 m that z/L = 0.065 is the
limit for the WSBL and z/L = 1 for the VSBL. We set respectively these values at 0.05
and 0.25 at 4 m (Fig. 6.9c), and 0.1 and 0.5 at 8 m (Fig. 6.9d), the latter coinciding
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with the value found by Högström (1996). This threshold appears to be very strong,
since above it no intense katabatics are found. The regime transition is fuzzier for
RB, in particular the threshold for the WSBL is difficultly identified (Figs. 6.9e and
f). However, it should be taken into account that by definition this non-dimensional
parameter estimates wind shear from finite differences in height. It does not consider
whether wind shear is produced by bulk or local shear, and it will be closer from one
or the other depending on the vertical-level separation. In any case, we find that at
∼ RB = 0.3–0.35 turbulence production has decayed so that the VSBL is established,
between the measured critical values for the gradient Richardson number Ric = 0.25
and bulk Richardson number RC = 0.5 (Stull, 1988). Among the three non-dimensional
parameters, SC seems to be the sharpest and most adequate in foreseeing the regime
transition.
6.5 analysis of representative katabatic events
So far we have explored all the selected katabatic events together, and learnt about their
main characteristics and connection with the SBL regimes. However, in order to better
understand the mechanism behind the complex interaction between the katabatic flow
and turbulence in the SBL, we target the analysis of individual events.
6.5.1 Inspecting individual events
We choose a weak and an intense event, so that their contrasting features are revealed.
The weak event is 13 August and shows the presence of a skin flow and a VSBL.
In short, the synoptic situation was marked by the Azores high and a thermal low
over the Iberian Peninsula inducing a weak S flow, which is related with a weaker
katabatic intensity (Fig. 6.5). The intense event is 27 July, and this day the synoptic
situation was also characterised by the Azores high, but in this case with a weak NW
forcing, associated with greater katabatic intensity. In addition to the strong turbulence
associated with the intense katabatic flow, it is chosen due to its particular influence
on the CO2 transport, which is explored in Sect. 6.5.2.
To determine how turbulence in the surface layer responds to both katabatic events,
we start our analysis showing u* in Fig. 6.10a. The onset of the intense katabatic
takes place around 1640 UTC during the AT of the ABL. After this time, u* continues
increasing slowly up to 0.5–0.6 m s-1 at 8 m when the SBL is already developed at
around 2000–2100 UTC, and even up to 0.9 m s-1 later, exceeding the value associated
with the diurnal peak. For the weak event the values of u* at around 1600–1700 UTC
are similar to the intense event, but by the time the katabatic flows arrives (at 1830 UTC,
coinciding with the moment at which Rnet turns negative), u* has already decreased
down to 0.1–0.15 m s-1. Except for some sporadic bursts at 8 m, probably induced
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by isolated top-down turbulence turbulent events, u* is maintained below 0.1 m s-1,
revealing the presence of the VSBL.
Vertical profiles of U and θv are shown below (Figs. 6.10 (b-g)) at three relevant
stages: at the moment of the katabatic onset, when Rnet turns negative and finally at
2100 UTC when the SBL is well formed. The measurements and the logarithmic fitting
of the discrete observed profiles for both variables are shown. As stated in previous
sections, intense katabatics arrive earlier in La Herrería when the stratification is still
unstable, which is clearly inferred from Fig. 6.10c. In contrast, the weak katabatic
arrives when Rnet turns negative and the stratification is already stable. The wind
profile for the weak event at the moment of the onset shows a low-level jet below 3 m
associated with a skin flow (U < 1 m s-1), while U is stronger and increases linearly
with height between 3 and 10 m for the intense event. U continues increasing in
the intense event, exceeding 2 m s-1 at 6 m when Rnet turns negative and 3 m s-1 at
2100 UTC. This intensification of the katabatic flow shows a different pattern from
for instance Grachev et al. (2016). Based on observations from the MATERHORN
field campaign, they reported that the wind profile is stationary in time during the
katabatic flow. By the time Rnet < 0, as a consequence of the flow intensification, the
layer between 3 and 10 m is well mixed (∆θv ' 0) despite the fact that the surface is
already cooling down (θs < θ3). On the contrary, U stays below 1 m s-1 throughout
the entire weak katabatic event, and the stable stratification sharpens progressively
(for instance ∆θv ' 2 K at 2100 UTC).
In order to shed more light on the possible factors inducing such a behaviour of the
lower SBL in both cases, we explore the time-evolution of the measured shear at 4 and
8 m, ∆θv and the SEB for the weak and intense katabatic event in Fig. 6.11. When the
onset of the weak katabatic flow takes place, wind shear is weak (< 0.1 s-1), ∆θv > 0 and
the heat fluxes (H + LH + G) are unable to balance the radiative loss. As a consequence
of the negative imbalance, the surface-based thermal inversion intensifies (up to 2 K)
limiting the increase of wind shear: it is mostly below 0.05 s-1 after the onset at 4 m.
The limitation of wind shear confines H (see the low values in Fig. 6.8), intensifying
the thermal inversion in turn and producing a positive feedback in which the VSBL
is set up. For the intense katabatic, however, the onset takes place when ∆θv < 0 and
Rnet ' 200 W m-2. Wind shear increases particularly at 8 m, without being limited
by the stable stratification. By the time Rnet turns negative slightly before 1900 UTC,
wind shear is already very high (' 0.5 s-1) and due to the turbulent mixing, ∆θv is
maintained always below 0.2–0.3 K. In fact, 2–3 h after the onset the heat fluxes balance
the radiative loss and the thermal gradient is almost completely destroyed between 3
and 10 m, limiting the thermal inversion to a thin layer close to the surface (below 3
m). This indicates the presence of near-neutral conditions and the set up of the WSBL.
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Figure 6.10: (a) Time evolution of the friction velocity (u*) at 4 and 8 m for the weak-katabatic
and the intense-katabatic event. The coloured arrows and the tied dashed vertical
lines indicate the respective onset times, the red pointed line the time at which
Rnet turns negative for the intense event, and the dashed black vertical line is rep-
resented at 2100 UTC, i.e. when the SBL is already well developed for both events.
(b-g) Vertical profiles of the wind speed (U) and virtual potential temperature (θv)
at the onset time (b,c), when Rnet turns negative (d,e), and at 2100 UTC (f,g).
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(a) Weak event (b) Intense event
Figure 6.11: Time evolution of the wind shear at 4 and 8 m, thermal stratification (∆θv) and the
terms from the surface energy balance for the weak (a) and the intense (b) events.
The vertical dashed line indicates the onset time of the katabatic flow.
6.5.2 Impact of katabatic flows and turbulence on CO2
We finally explore the role of the transport produced by the katabatic flow and the
associated different turbulent patterns within the SBL on a relevant scalar: the CO2.
The mixing ratio of CO2 and the vertical turbulent fluxes are represented in Fig. 6.12
for the weak and intense katabatic events. The CO2 mixing ratio is normalised with
respect to the daily mean. By so doing, we aim to reduce the uncertainty due to
possible biases. In Fig. 6.12b the measured turbulent fluxes at 4 and 8 m, and the
estimated soil respiration flux (Rs) are represented. Since the soil respiration is an
important CO2 source term near the surface, we decided to include it in the analysis.
It has been calculated following Lloyd and Taylor (1994) and Jacobs et al. (2007a):
Rs = R10
(
1 − f(SM)
)(
exp
(
E0
283 .15R∗
)(
1 −
283 .15
Ts + 273 .15
))
, (6.2)
where R* = 8.31·10-3 kJ K mol-1 is the universal gas constant, E0 is the activation energy
(we employ a value of 53.30 kJ mol-1) and Ts is the soil temperature which has been
estimated from the upward longwave radiation. R10 is the reference soil-respiration
value at 10◦ C under no water-stress condition, and it can vary significantly from site
to site (Jacobs et al., 2007b); in this case, we consider a value of R10 = 0.10 ± 0.02 mg
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m-2 s-1 given the dry-soil conditions. Finally, (1 - f(SM)) is a water-stress correction
(Jacobs et al., 2007a) where:
f(SM) = C
SMmax
SM+ SMmin
, (6.3)
with C(=0.0016) being a constant, and SM the observed soil moisture at 4-cm depth.
SMmax and SMmin are the respective recorded maximum (= 0.14 m3 m-3) and minimum
(= 0.01 m3 m-3) soil-moisture values throughout the summer.
The normalised CO2 mixing ratio at 4 and 8 m for the weak and intense events has
the same values at 1600 UTC before the surface thermal inversion is set up. It is there-
fore of great interest comparing these particular weak and intense events having the
same initial mixing ratios but contrasting subsequent dynamical and stability condi-
tions. During the weak event the CO2 starts increasing at around 1730 UTC when the
turbulent fluxes at 4 and 8 become positive. Slightly after the onset, which coincides
with the set up of the SBL as reported in Sect. 6.5.1, the CO2 starts to accumulate
close to the surface until 2000 UTC approximately, due to the dominance of the soil
flux over photosynthesis and dynamic transport. Later on, the balance between the
divergence of the turbulent fluxes and the horizontal transport explains the variability
of the scalar.
The CO2 for the intense katabatic shows a contrasting evolution. The onset occurs
almost 2 h before the weak event, and the diurnal positive vertical CO2 gradient is
reduced beforehand. Due to strong turbulence, the vertical CO2 fluxes reach values
of up to 0.2–0.3 mg m-2 s-1 slightly after the establishment of the SBL (see Fig. 6.10)
at around 1900 UTC, following closely the estimated values of the soil respiration.
From that moment and until 2200 UTC, the vertical gradient of the CO2 is almost
null, but the concentration increases around 6 ppm at both levels (note that it cannot
be inferred from the normalised concentration in Fig. 6.12a). Considering in addi-
tion that the divergence of the vertical fluxes is mostly positive in that time range
((w’CO ′2)8m > (w’CO
′
2)4m), the increase of the CO2 concentration is explained by the
non-local horizontal transport associated with the intense katabatic flow. From the
null vertical gradient of CO2 between 4 and 8 m and of θv between 3 and 10 m (see
Fig. 6.10g), we can assume that the layer between 4 and 8 is well mixed, and since
w close to the ground is nearly zero, vertical advection can be neglected. From this
assumption we can additionally infer the horizontal transport in that layer between
1900 UTC and 2200 UTC following the methodology from Casso-Torralba et al. (2008)
based on well-mixed layers.
We based our analysis on the one-dimensional governing equation for CO2 in be-
tween 4 and 8 m. We therefore neglected the effects of soil CO2. In short, after applying
the Reynolds decomposition and averaging of the velocity fluctuations, and by consid-
ering the continuity equation we get Eq. 6.4 for the average CO2 in the layer between
4 and 8 m. The wind has been aligned in the mean 10-min direction. We additionally
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(b)
(a)
Figure 6.12: Time evolution of the normalised CO2 mixing ratio (a) and vertical turbulent fluxes
(b) at 4 and 8 m agl for the weak (blue) and intense (red) events. In (b) we include
in solid lines the soil-respiration estimation and the 20% uncertainty of R10 (see
Eq.6.2) in shaded. The onset of the katabatic flow is indicated from faced arrows
of respective colours.
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(b)
(a)
Figure 6.13: Time evolution between 1900 and 2200 UTC for the intense katabatic event, of (a)
the wind speed (U) at 6 m, and (b) the different terms of the CO2 budget from Eq.
6.4. Note that the cumulative sum from 1900 UTC is represented in (b), and that
the advection term, which is negative, is shown in absolute values.
neglect the horizontal turbulent flux divergence, since under near-neutral conditions
the flux-fetch condition in the katabatic direction is met in our emplacement.
∂CO2
∂t
+ u
∂CO2
∂x
+
∂w’CO ′2
∂z
= 0. (6.4)
The first term represents the storage, the second advection and the third the divergence
of the turbulent fluxes in the layer between 4 and 8 m. Since the layer is well mixed,
we assume linearity of the turbulent fluxes with height (Casso-Torralba et al., 2008).
Integrating Eq. 6.4 in time we get to the following equivalence for the horizontal-
transport term:∫ 2200
1900
u
∂[CO2 ]
∂x
dt = −
∫ 2200
1900
∂[CO2 ]
∂t
dt −
∫ 2200
1900
∆w’CO ′2
∆z
dt (6.5)
The time evolution of the three terms is shown in Fig. 6.13, together with the katabatic
speed evolution. Since the horizontal gradient of the CO2 concentration increases up-
wind of the katabatic flow, the sign of the advective term is negative (note that it is
represented in absolute values). After the corresponding calculations in Eq. 6.5, we
130 weak and intense katabatics: influence on turbulence and co2 transport
obtain that a horizontal transport of 67 ppm over 3 h induced by the intense katabatic
flow compensates for the loss due to the vertical divergence (around 61 ppm in 3 h),
resulting in an increase of the CO2 storage of 6 ppm. This positive CO2 advection is
probably induced by the presence upwind of a land use composed of forest, mosaic
trees and shrubs towards the katabatic direction, which accumulates greater CO2 con-
centrations close to the surface during the night due to increased plant respiration and
soil flux. Intense katabatics, as demonstrated in previous sections, induce strong wind
shear and considerable mixing of the lower SBL, which together with the strong flow,
contribute to cause important transport of scalars such as the CO2.
6.6 summary and conclusions
Forty katabatic events of different intensities and with contrasting impacts on the tur-
bulent characteristics of the SBL and on the CO2 transport and mixing were investi-
gated. Measurements were carried out in a relatively flat area with a relatively dessi-
cated soil at the foothill of a high mountain range in central Spain during one summer.
Observations of energy fluxes (heat and momentum), CO2 and other meteorological
variables were recorded in a tower at various vertical levels up to 10 m. A systematic al-
gorithm was employed in order to select unambiguously thermally-driven downslope
winds, by using objective filters to account for large-scale and local forcings.
The selected katabatic events were classified into three groups according to the ob-
served maximum katabatic intensity until midnight: weak, moderate and intense. By
clustering them into these three groups, we were able to analyse the factors that pro-
duce different intensities, and their relationship with the different turbulent patterns
in the SBL.
Weak katabatics form when the maximum wind speed is kept below 1.5 m s-1. They
particularly take place when the large-scale wind opposes the katabatic flow and soil
moisture is greater than the summer median, which in general induces a smaller ra-
diative cooling. These factors give rise to a delayed arrival of the katabatic flow, when
the stratification is already neutral or stable, which limits the increase of the wind
shear. A positive feedback between the weak turbulence and the progressive cooling
of the surface, which induces a more stable stratification, explains the formation of the
very stable regime. A skin flow below 3 m and intermittent but weak turbulence are
sporadically observed.
Intense katabatics are found when the maximum wind speed exceeds 3.5 m s-1 at 6
m agl. They mostly occur when soil moisture is lower than the summer median, the
large-scale wind blows in the katabatic direction and its speed is greater than 3.5 m s-1
at 850 hPa. These factors induce an earlier katabatic onset, when the stratification is
still unstable. Wind shear can therefore increase without being damped by the stable
stratification. By the time the SBL is formed, wind shear is considerably high (up
to 0.5 s -1), and the layer between 3 and 10 m is maintained well mixed. Given the
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strong turbulence, the downward heat flux is finally able to compensate the radiative
cooling at the surface, and therefore the thermal inversion is limited to a very thin
layer close to the surface. In this way, near-neutral conditions are reached and the
WSBL is established.
Moderate katabatics lie between weak and intense katabatics, and their impact on
the SBL regime and the associated turbulence is not so clearly assessed. Among all
the moderate ones, the weakest events mostly approach the weak katabatics and the
strongest events the intense katabatics, although the boundary for the transition be-
tween the regimes in this case in unclear.
Our findings show that the regime transition in the SBL is defined by using various
values of dimensionless parameters. The transition occurs over a certain range which
depends on the observational height for z/L and RB, and is independent of that height
in the case of the SC. The latter is the best in predicting the regime transition, as long
as the HOST transition is taken into consideration for the corresponding wind-speed
threshold. We found, indeed, that the wind speed is the most precise variable for
representing the regime transition: above a wind speed of 1.5 m s-1 at 6 m, it is the
bulk shear which dominates the turbulence production, and the thermal inversion is
eroded significantly, giving rise to a regime transition.
Finally we inspected individual intense and a weak katabatic events, and their con-
tribution to the CO2 budget. For the weak event, minimal turbulence levels contribute
to the accumulation of CO2 close to the surface, and its concentration is sensitive to
slight changes in the turbulent fluxes. For the intense event, instead, turbulence is
considerably greater and consequently the layer between 4 and 8 m is well mixed. Un-
der these conditions, we estimated the contribution of the horizontal transport in the
katabatic direction, which is of around 67 ppm in 3 h, contributing to the increase in
the storage of this scalar.
To sum up, we have been able to characterise the ET and diagnose the turbulent
characteristics of the SBL during the night by measuring the maximum intensity of the
katabatic flow, which depends on external factors such as the large-scale wind and soil
moisture. In particular, the influence of the latter in the SEB needs further investigation.
Being able to predict these external factors more precisely is therefore of high interest
to better forecast the night-time turbulence and regime transition. However, sudden
turbulent bursts and collapses, and the interaction with gravity waves have not been
explored in this work, which can also be relevant in producing perturbations in the
SBL and regime transitions. Future studies should tackle with those features and a
better performance of numerical models in reproducing them.

7 CONCLUS IONS AND OUTLOOK
CO2, 
222Rn
In this thesis we have dealt with the analysis of frontal disturbances in the form of density
currents associated with SB phenomena and katabatic flows. The main large-scale and local
factors affecting their formation and development, their interconnection with ABL turbulence
during the afternoon and evening transition and their implication in the variability of CO2
and 222Rn have been analysed. In this last chapter, we first present the main conclusions
derived from the obtained results in Chapters 3 to 6, and we close the thesis with a final
thought and the future prospects.
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7.1 general conclusions
The main conclusions drawn from the investigation of the foremost matters of this
thesis are hereunder listed. Each matter is associated with the objectives presented (in
the same order) in Sect. 1.4.
thermally-driven flows: formation and characteristics (objective 1)
• We have successfully developed a systematic selection algorithm that provides an
objective and reliable database of well-defined thermally-driven mesoscale flows.
It discriminates between the large-scale conditions being or not favourable for
the formation of these flows. By defining a frontal passage from the wind direc-
tion it also provides their onset time, which is valuable to cluster the potential
mesoscale events together and investigate the impacts of their arrival on the ABL.
• The main external forcings affecting the characteristics and development of the
thermally-driven winds analysed in this thesis are distinct primarily due to their
different spatial scales. SB flows cover an average regional scale of around 100
km and are particularly constrained by the synoptic wind. Katabatic winds range
in scales of up to 5–10 km and are not only influenced by the synoptic wind, but
also by the partitioning of the different terms from the surface energy balance
through alterations in the soil moisture.
turbulence-mesoscale interaction in the abl (objective 2)
• The interconnection between the thermally-driven flows and local turbulence
occurs in a bidirectional way. Given the different spatial scales and influencing
factors, that interaction is described for SB and katabatic flows independently.
• The propagation speed of the SBFs is limited by thermal convection, affecting
the SB onset time. Depending on the arrival time of the maritime flow, the
consequences of the frontal passage in the ABL are different. In our study, we
were able to identify for the first time three regimes:
- When local conditions are convective, the convection itself weakens the frontal
disturbance and surface turbulence remains almost unchanged by the SBF. Over
complex terrain and closer from the coastline, however, strong updraughts and
turbulence enhancement can be expected due to the passage of abrupt SBFs.
- During the AT, the average wind speed and surface turbulence increase sharply
when the SBF arrives, and the convective boundary layer decays faster. An accel-
eration of the transition towards nocturnal stable conditions is quantified.
- When local conditions are stable, the frontal disruption brings the wind profile
out of equilibrium with surface turbulence, so that MOST is not able to repro-
duce the profile in the surface layer until 1–2 h later, when the equilibrium is
restored.
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• The intensity of the katabatic winds is closely linked with the encountered local
turbulence above the surface and the associated thermal stratification within the
NBL:
- Weak katabatics occur when their onset takes place close to sunset, when the
stratification is neutral or stable. They are driven by a positive feedback between
weak turbulence and the progressive cooling of the surface, giving rise to a cor-
responding very stable boundary layer.
- Intense katabatics develop when their onset occurs 2–4 h earlier than sunset and
the stratification is still unstable. They are associated with a continuous strong
shear that gives rise to near-neutral conditions and the onset of a weakly stable
boundary layer.
- The transition from the weakly stable boundary layer to the very stable bound-
ary layer or vice versa is particularly ruled by the katabatic intensity and the
associated wind shear, as described by the HOST concept. Above a certain wind-
speed threshold, the bulk shear dominates the turbulent production and the
thermal inversion is significantly eroded, giving rise to a regime transition in the
nocturnal boundary layer.
impacts on abl dynamics and scalar transport (objective 3)
• The impact of thermally-driven flows on the variability of the CO2 is mainly
explained by changes in turbulent fluxes caused by the disruptive frontal pas-
sage and by horizontal transport, which can be significantly large for intense
katabatic winds. In the case of SB flows, sudden variations in the CO2 mixing
ratio are explained by the return of continental air masses within the mesoscale
circulation.
• Understanding the variability of the 222Rn is more challenging compared with
the CO2. We find considerable decreases and increases of this gas at different
levels for distinct SB directions.
performance of the wrf model (objective 4)
• Over complex terrain, discrepancies in the SB intensity and direction result from
an incorrect simulation of the interaction with diurnal mountain winds. Over
flat terrain discrepancies are smaller, but the onset time is biased substantially
without no clear indication that the frontal arrival is before or after the observa-
tions.
• Substantial divergence is found when applying the mesoscale algorithm directly
to the variables simulated from WRF, which indicates that the large-scale and
local forcings giving rise to SB formation are biased in the model.
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• WRF reproduces the impacts of SBFs on local turbulence for each ABL regime
studied. However, the great overestimation of the SH flux associated with pre-
scribed land-use properties produces stronger frontal disturbances. On the other
hand, an acceleration of the afternoon and evening transition is simulated com-
paring with observations.
7.2 final thought and future prospects
In this thesis we have provided responses to matters regarding the understanding of
the thermally-driven flows and their physical interconnection with the smaller (micro)
and larger (synoptic) scales. The gained knowledge allows us to place in context our
findings, and to raise future prospects in relation to new possible research lines and
the practical application of the learning acquired. The next lines intend to be a small
sample of the relevance of this thesis, and an invitation for further investigation on
this topic.
One of the key aspects of the investigation carried out along the completion of the
doctoral thesis has been the development of an objective and systematic algorithm to
select the mesoscale phenomena of interest. The algorithm can be extended to various
emplacements and be easily adapted for selecting different thermally-driven flows.
We strongly encourage the use of this algorithm, so that the observed characteristics of
thermally-driven winds in different emplacements can be objectively contrasted. For
that, it is advisable to employ common criteria in their selection, and the alterations in
the filters must be physically justified, e.g. changing the level of the large-scale wind in
mountainous areas from 850 hPa to lower-pressure levels and adapting the wind-speed
threshold correspondingly. Future studies should also be focused on carrying out a
sensitivity analysis of the thresholds employed in each of the filters for an optimum
use of this algorithm, and a validation of its performance should be carried out to
further show its strength.
Additionally, the use and investigation of this algorithm can have a positive impact
on the improvement of the forecasting of these phenomena. By applying the algorithm
to the numerical simulations from the WRF model, we have learnt that it shows defi-
ciencies on representing the forcings favourable to the development of SB circulations.
Revising the representation of the large-scale conditions and the performance of the
parameterisations related with the land use and the surface layer, could give rise to
a better simulation of the influencing forcings such as the sea-land thermal contrast.
However, we discourage the use of the grid analysis nudging to reduce modelling bi-
ases, since it can give rise to an incorrect phenomenological simulation. An improved
forecast of SB phenomena is necessary for better estimates of the maximum tempera-
tures, more importantly during hot spells, and air quality in coastal urban areas. In
addition, an improved representation of SB and mountain-breeze characteristics in
terms of wind speed and direction is fundamental for choosing the suitable location
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of future wind farms. In this thesis in particular we have found that the SB direction
and intensity are poorly reproduced over complex terrain, due mainly to the incorrect
interaction with the daytime mountain breezes. Efforts should also be dedicated to
better representing the topographic features –which tend to be smoothed even with a
grid resolution of 1 km–, and their influence on the simulated flow.
Moreover, one of the factors that most importantly influences the development of
the thermally-driven winds is the coupling with turbulence in the ABL. In particular,
as we stressed in the introduction, little was known about that relevant interaction
during the afternoon and evening transition of the ABL. In this thesis we have demon-
strated and quantified how microscales and mesoscales are intimately related during
this stage. In fact, we have found that the impact of the SB on the ABL is very sen-
sitive to local-turbulent features. However, we have not explored how the distance of
the location from the sea can affect that coupling. We have observed from numeri-
cal simulations the decay of the convective boundary layer over complex terrain and
closer from the shore (10–15 km) due to the passage of strong SB fronts. By analysing
observational measurements over flat terrain and further from the shore (50 km), in-
stead, we have not observed such a collapse of the convective regime. Therefore, fu-
ture observational and numerical investigations should focus on the sensitivity of the
mesoscale-microscale interactions to the distance from the shoreline. The conclusions
drawn from our emplacements, besides, should be confirmed by employing a similar
research strategy in other geographical locations.
On the other hand, the performance of a mesoscale model such as WRF in repro-
ducing the evolution of the dynamics and thermal structure of the ABL during the
afternoon and evening transition need to be improved. WRF transits from convective
to stable conditions depending on the value of the bulk Richardson number, whereas
in reality that transition occurs in a smoother way and under different regimes. Future
ABL and surface-layer parameterisations in mesoscale models should be able to repre-
sent the transition in a smoother manner, so that the impacts of mesoscale flows on the
ABL are more realistic. In such a way, a better simulation of the thermal stratification
and the turbulent characteristics of the SBL over complex terrain could be expected.
A more precise forecasting of the minimum temperatures and relevant phenomena
associated with the SBL, such as radiation fog and frost, could be accomplished. Some
of the issues which remain unclear could be elucidated by carrying out large-eddy
simulations which solve a large part of the spectrum associated with the microscale
phemomena. In this thesis, numerical simulations have exclusively been carried out
using a mesoscale model in order to capture the interconnection between large, in-
termediate and small scales. Large-eddy simulations could bring interesting further
insight into the mesoscale-microscale interactions during the afternoon and evening
transition and their implication, for instance, on the variability of the spectral gap.
In the case of katabatic winds, we have found how an external variable such as soil
moisture can be highly influential for their intensity. However, the role of that factor in
modulating the partitioning of the different terms from the surface energy balance is
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not absolutely clear yet, since these terms show almost similar behaviour for low and
high soil-moisture values. Longer observational time series and the employment of a
similar research strategy from this thesis in other mountainous emplacements could
shed more light on this aspect.
Finally, in this thesis we have quantified and discussed the role of the mesoscale-
microscale interactions in the dynamics of the ABL and the variability of scalars such
as CO2 and 222Rn. Important alterations in the concentration of these gases have
been quantified due to the arrival of SB flows and katabatic winds. Understanding
the sources of variability and the influence of mesoscale flows on the CO2 budget is
highly relevant for explaining the land-atmosphere exchange of this gas, which is still
uncertain in the global carbon budget. Reducing that uncertainty is very important
for better explaining the role of greenhouse gases in the climate change. In this the-
sis we have demonstrated how the return of continental air masses in the mesoscale
circulation can be prone to sharp CO2 increases. Intense katabatic winds, besides, can
be responsible for significant horizontal transport compensating the loss due to the
divergence of the turbulent fluxes of this gas. In the case of the 222Rn, we have found
important alterations in the concentration of this gas for different SB directions. This
implies that the influence of mesoscale flows must be considered when analysing the
history and the footprint of the air masses containing this gas. However, it is still
unclear how the dynamics of the SB circulation rules iTs variability, which suggests
the necessity of further studies on this topic. In particular, observational campaigns
measuring 222Rn concentrations at different distances from the coast, various vertical
levels and at distinct times of day, could elucidate the role of mesoscale circulations
in the variability of this gas. In addition to the non-local contribution, by measuring
surface turbulent fluxes the impact of the mesoscale on local variability could be better
explained.
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APPEND IX A
Ceilometer
We use the Haar wavelet transform to estimate the MLH from the LD40 ceilometer
(Cohn and Angevine, 2000). From the convolution of the aerosol backscatter profile
B(z) and the Haar wavelet function, integrated between the altitudes zb and zt of the
profile, and with a the dilation and b the translation of the wavelet, we obtain the
wavelet power spectrum coefficients:
WB(a, b) =
1
a
∫ zt
zb
B(z)h(
z-b
a
)dz. (A1)
Positive values of WB(a,b) are generally coincident with the top of aerosol layers.
However, this method presents problems under certain conditions: e.g. it is reported
to have difficulties in both discerning the evening SBL close to the surface from the re-
maining residual layer (Di Giuseppe et al., 2012), and in the case of the LD40 ceilometer,
in detecting the well-mixed CBL. In fact, since some MLH detections can be doubtful,
we discarded detections with a quality index below a specific value. For further details
about this procedure we refer the reader to de Haij et al. (2007).
The LD40 ceilometer at Cabauw was not continuously operational before April 2006
(see Table 6.1). Data from the CT75 ceilometer are available before that date, but
these have a poorer resolution and the wavelet transform has not yet been tested
for them. On the other hand, continuous data from the LD40 ceilometer at De Bilt,
which is approximately 25 km NE of Cabauw (see Fig. 2.3), are available for the
whole period (2001-2010). In order to check whether MLH estimates from De Bilt
can be used as a proxy for Cabauw, we analysed the correlation of the average daily
evolution of the MLH for complete overlapping months in Fig. A1. Specifically, we
chose January and July 2009 since the local forcings in these months are contrasting.
Despite some slight differences, such as the higher values of the MLH during night-
time in De Bilt especially in July, most probably as a consequence of urban influence,
both emplacements are quite well correlated. We therefore used MLH estimates from
De Bilt for the whole 10-year period.
Wind profiler
The MLH during convective conditions was estimated from the maximum value
in the vertical profile of the structure parameter Cn2. The backscatter intensity of the
electromagnetic signal measured by the wind profiler is proportional to this parameter.
Further specifications are given in White et al. (1991). The algorithm employed to
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(a) (b)
Figure A1: Mean diurnal evolution of the estimated MLH from the LD40 ceilometer at Cabauw
and De Bilt for complete overlapping months: (a) January 2009 and (b) July 2009.
The error bars indicate the standard deviation of the estimated MLH during each
month. The value of the linear-correlation coefficient is also included.
estimate the MLH from the maximum in the wind-profiler vertical-backscatter profiles,
was modified and extended. Instead of only using the vertical beam, a time-averaged
backscatter profile from the four oblique beams at profiler vertical sampling resolution
was calculated and fitted with a spline function before the maxima were determined.
At the most, two maxima from each profile were selected. The most likely MLH was
selected automatically on the basis of certain additional criteria, such as time-height
continuity and the spectral width of the Doppler spectrum.
The wind profiler is a very powerful tool for detecting the MLH in deep CBLs, but
not for the stable ABLs. The most reliable estimates were selected from a manual
editing of the first-guess estimates made by the algorithm.
APPEND IX B
The thermal profile within the first 10 m over the surface is fitted to a logarithmic pro-
file by the method of least squares following Eq. 2.4. The fit is carried out employing
four vertical values of the virtual potential temperature calculated from measurements
in La Herrería at the surface, and at 3, 6 and 10 m, in the subsequent manner:
θv(z, t) = α(t) +β(t) ln(z) + γ(t) ln2(z) + δ(t) ln3(z). (B1)
We find that from the instantaneous value of δ(t), which provides information about
the curvature of the profile in its lowest part, we can infer the static stability of the
thermal profile. We illustrate the thermal profile at three different times of day in
Fig. B1, each time associated with a different static stability for a moderate katabatic
event: 25 July. The use of four vertical levels allows the fit to a cubic polynomial and
as a consequence more realistic near-surface profiles. Given also the limited number
of measurements, the fit is exact (note that r2 = 1), which would not occur in case of
having a greater number of vertical measurements.
(a) UNSTABLE PROFILE (b) NEUTRAL PROFILE (c) STABLE PROFILE
Figure B1: Vertical profiles of the virtual potential temperature (θv) for different static stabilities.
Values are taken from a moderate katabatic event (25 July) at (a) 1600 UTC, (b) 1830
UTC and (c) 2130 UTC. The instantaneous value of δ is shown in black, and the
square of the multiple correlation coefficient (r2) and the sum of the squares due to
error (sse) are shown in red, as a measure of the goodness of fit.
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From a careful inspection of δ(t) for different events at various times of day and
employing θv in K and z in m, we classify the static stability of the lowest 10-m atmo-
spheric layer into the three subsequent groups according to the value of δ(t):
Unstable : δ(t) < −0.3,
Neutral : −0.3 6 δ(t) 6 0,
Stable : δ(t) > 0.
(B2)
ACRONYMS
ABL atmospheric boundary layer
AEMET Agencia Estatal de Meteorología (Spanish Meteorological Agency)
AET afternoon and evening transition
agl above ground level
asl above sea level
AT afternoon transition
CBL convective boundary layer
CESAR Cabauw Experimental Site for Atmospheric Research
E east
EC eddy covariance
ERA-Interim ECMWF Re-Analysis–Interim
ET evening transition
GuMNet Guadarrama Monitoring Network
HFD heat-flux demand
HOST hockey-stick transition
IRGASON Integrated CO2 and H2O Open-Path Gas Analyser and 3D Sonic Anemome-
ter
KNMI Koninklijk Nederlands Meteorologisch Instituut (Royal Netherlands Meteorolog-
ical Institute)
LB land breeze
LES large-eddy simulations
LH latent heat
LIDAR Light Detection and Ranging / Laser Imaging Detection and Ranging
LSB late sea breeze
LSM land-surface model
LT local time
MB mountain breeze
MBE mean bias error
ML mixed layer
MLH mixing-layer height
MOST Monin-Obukhov Similarity Theory
MYJ Mellor-Yamada-Janjic
N north
NBL nocturnal boundary layer
NCDA near-coastal diurnal acceleration
NCEP National Centers for Environmental Prediction
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NE north-east
NSB non-sea breeze
NW north-west
PGF pressure gradient force
RMSE root mean square error
RQ research question
S south
SB sea breeze
SBF sea-breeze front
SBL stable boundary layer
SC shear capacity
SE south-east
SEB surface energy balance
SH sensible heat
SMi soil-moisture index
SW south-west
TIBL thermal internal boundary layer
TKE turbulent kinetic energy
UCM Universidad Complutense de Madrid
UTC universal time coordinated
VSBL very stable boundary layer
W west
WRF Weather Research & Forecasting
WSBL weakly stable boundary layer
YSU Yonsei State University
SC IENT IF I C NOTAT ION
B*: buoyancy term (Eq. 4.4)
cpd: specific heat of the dry air at constant pressure
CO2: carbon dioxide
e: TKE (Eq. 2.3)
g: gravity acceleration
G: soil-heat flux
H: SH flux (Eq. 2.1)
KC: eddy diffusivity for variable C
KH: eddy diffusivity for heat
KM: eddy diffusivity for momentum
lv: latent heat of vaporisation of the dry air at constant pressure
L: Obukhov length (Eq. 4.8)
LWD: downward longwave radiation
LWU: upward longwave radiation
p: atmospheric pressure
pp: precipitation
q: specific humidity
r: water-vapour mixing ratio
RB: bulk Richardson number
(
RB =
g∆θv∆z
θv[(∆u)2+(∆v)2]
)
Rc: critical bulk Richardson number
Rnet: net radiation (Rnet = SWD - SWU + LWD - LWU)
Rs: soil-respiration flux (Eq. 6.2)
Ric: critical gradient Richardson number
222Rn: the most stable isotope of radon.
S*: shear term (Eq. 4.5)
SMi: soil-moisture index (SMi = SM/SMmax)
SWD: downward shortwave radiation
SWU: upward shortwave radiation
t: time
t*: representative time scale of the eddies (t* = Zi/w* or t* = Zi/u*)
T: air temperature
Tv: virtual air temperature (Tv = T(1+0.61q))
u: velocity component in the x direction
uSB: SB intensity (Eq. 3.2)
u*: friction velocity (Eq. 2.2)
U: horizontal wind speed (U =
√
u2 + v2)
159
160 scientific notation
v: velocity component in the y direction
V850: reanalysis wind speed at 850 hPa
VTKE: turbulent velocity scale (VTKE = TKE1/2)
w: velocity component in the z direction
w*: convective velocity scale (Eq. 4.14)
z: height agl
Zi: estimation of the MLH
α: wind direction
β: Bowen ratio (β = H/LH)
ζ: stability parameter in the surface layer (ζ = z/L)
θ: potential temperature (θ ' T+ gz/cpd)
θe: equivalent potential temperature (θe = θ+ (lvθ/cpdT)r)
θv: virtual potential temperature (θv ' θ(1+ 0.61q))
κ: Von Kármán constant
ρ: density of the air
σw: standard deviation of the vertical velocity
ΦM: dimensionless wind shear in the surface layer (Eq. 4.10)
ΨM: stability profile function in the surface layer (Eq. 4.12)
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