1. Introduction. The problem of proving the existence of a solution of an ordinary, linear, homogeneous differential equation of nth. order which satisfies n linear, homogeneous boundary conditions of (n -l)st order at p points has been attacked in various ways since it was first formulated by Sturm in 1836.t One of the most fruitful of these methods was that first employed by Bocher,J and later applied by Birkhoff § and Ettlingerlf to general self-adjoint systems of second order. This method is essentially the study of the zeros of a certain determinant of nth order by means of the properties of a system for which the existence of solutions has already been established.
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The object of the present paper is to consider the problem by means of integral equations, from which is obtained a criterion of some elegance, although the generality of this method is somewhat limited by the way in which the parameter enters the integral equation.
2. Theorems to be used. Suppose L(u) is any linear, homogeneous, ordinary differential expression of nth order and suppose the coefficient of u {n) (p 0 ) is different from zero in the interval a ^= x ^ b. Consider, then, the two systems:
, where Ui and Viare linear combinations of u and its first (n -1) derivatives at the two points a and b.
• We shall suppose that the existence of an infinite sequence of X's (Xi, X2, • • • ) is known for system I. Our object is to show how this fact may be used to find conditions upon the coefficients of system II which will insure the existence of a sequence of X's (k, k, • • •) for this system also.
We make use of the following theorem in the theory of integral equations:
If the Green's function of the differential expression L{u) for such a set of boundary conditions as I or His taken as the kernel of an integral equation of the second kind,
fix) = 4>{x) -X f K(x, t)<j>{t)dt,
the Green's function of the differential expression L(u) + Xw which corresponds to the boundary conditions I or II is the résolvant f unction K(x, t) of this integral equation*
We recall that if
where W(t) is the Wronskian of the fundamental set of solutions, u±, • • -, u n , of the equation L(u) -0, and their derivatives to the in -l)st order, and where the plus sign refers to x ^ t, and the minus sign to x ^ t, then
is the Green's function of Liu) provided c\, • • -, c n are so chosen that G(x, t) will satisfy the boundary conditions Ui(u) = 0. We notice that G(x, t) exists and is a continuous function * Hilbert, Grundzüge einer allgemeiner Theorie der linearen Integralgleichungen, Teubner, 1912, p. 49 . Here the theorem is proved only for the special self-ad joint case of second order, but a consideration shows that the same proof may be extended to include the case of a system of nth order.
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3. Interrelation of Problems I and II. We shall now suppose that Ti(x, t) and T 2 (x, t) are the Green's functions of L{u) + \u for boundary conditions I and II, and that Ki(x, t) and K 2 (x,1) are the Green's functions of L(u) for the same boundary conditions. Consequently Y\ and T 2 are the résolvant functions for the integral equations
and we are led to consider the two Fredholm determinants D\ and D 2 which belong to problems I and II. By the well known property of these determinants,* we have: 
where r x and T 2 are the Greeris functions belonging to problems I and II.
4. Examples. Two examples serve to illustrate the theorem : -dx ^l (lM'(l) which is never zero. Consequently the characteristic numbers of the two systems must always alternate with one another, a conclusion easily verified by explicitly solving the two systems.
(pu'Y + qu + \u = 0,
Again specialize the fundamental system by assuming Ui(a) = 0, ui(a) = 1, ih{a) = 1, u 2 (a) = 0.
Then The theorem asserts that Vn + 1 is greater than the absolute value of any root. If n is large this is rather meager and inexact information, since all roots are in absolute value exactly 1, irrespective of the value of n.
