The invention relates to a method for recognizing an input pattern Stored in a user Station using a recognition unit of a Server Station; the Server Station and the user Station being connected via a network; the recognition unit being opera tive to recognize the input pattern using a model collection of at least one recognition model; the method comprising:
performing an initial recognition enrolment Step, com prising transferring model improvement data associated with a user of the user Station from the user Station to the recognition unit; and associating the user of the user Station with a user identifier; and for a recognition Session between the user Station and the Server Station, transferring a user identifier associated with a user of the user Station and an input pattern representative of time Sequential input generated by the user from the user Station to the Server Station; and using the recognition unit to recognize the input pattern by incorporating at least one recognition model in the model collection which reflects the model improvement data associated with the user.
The invention further relates to a pattern recognition System comprising at least one user Station Storing an input pattern and a server Station comprising a recognition unit; the recognition unit being operative to recognize the input pattern using a model collection of at least one recognition model; the Server Station being connected to the user Station via a network; the user Station comprising means for initially transferring model improvement data associated with a user of the user Station and a user identifier associated with the user to the Server Station; and for each recognition Session between the user Station and the Server Station transferring a user iden tifier associated with a user of the user Station and an input pattern representative of time Sequential input generated by the user to the Server Station; and the Server Station comprising means for, for each recog nition Session between the user Station and the Server Station, incorporating at least one recognition model in the model collection which reflects the model improvement data asso ciated with a user from which the input pattern originated; and using the Speech recognition unit to recognize the input pattern received from the user Station.
Pattern recognition Systems, Such as large Vocabulary continuous speech recognition Systems or handwriting rec ognition Systems, typically use a collection of recognition models to recognize an input pattern. For instance, an acoustic model and a vocabulary may be used to recognize words and a language model may be used to improve the basic recognition result. FIG. 1 Similar Systems are known for recognising handwriting. The language model used for a handwriting recognition System may in addition to or as an alternative to specifying word Sequences Specify character Sequences.
User independent pattern recognition Systems are pro Vided with user independent recognition models. In order to achieve an acceptable level of recognition, particularly large Vocabulary recognition Systems are made user dependent by training the System for a Specific user. An example of Such a system is the Philips SP 6000 dictation system. This System is a distributed System, wherein a user can dictate directly to a user Station, Such as a personal computer or WorkStation. The Speech is recorded digitally and transferred to a server Station via a network, where the Speech is recognized by a speech recognition unit. The recognized text can be returned to the user Station. In this System the acoustic references of the acoustic model are trained for a new user of the System by the new user dictating a predetermined text, with an approximate duration of 30 minutes. This provides Sufficient data to the Server Station to enable building an entirely new set of acoustic references for the user. After this enrolment phase, the user may dictate text. For each dicta tion Session, the recognition unit in the Server Station retrieves the acoustic references associated with the dictat ing user and uses these to recognize the dictation. Other recognition models, Such as a lexicon, Vocabulary, language model are not trained to a specific user. For these aspect, the The relatively long duration of training hinders accep tance of the system by users which would like to use the System occasionally or for a short time. Moreover, the relatively large amount of acoustic references which needs to be stored by the Server Station for each user makes the System leSS Suitable for large numbers of users. Using the System for dictating a text in a different field than aimed at by the language model and Vocabulary could result in a degraded recognition result.
SUMMARY OF THE INVENTION
It is an object of the invention to enable pattern recogni tion in a client-Server configuration, without an undue train ing burden on a user. It is a further object of the invention to enable pattern recognition in a client-Server configuration, where the Server is capable of Simultaneously Supporting recognition for many clients (user Stations). It is a further object to enable pattern recognition for a wide range of Subjects.
To achieve the object, the method according to the inven tion is characterised in that the Server comprises a plurality of different recognition models of a Same type; in that the recognition enrolment Step comprises Selecting a recogni tion model from the plurality of different recognition models of a Same type in dependence on the model improvement data associated with the user; and Storing an indication of the Selected recognition model in association with the user identifier; and in that the Step of recognising the input pattern comprises retrieving a recognition model associated with the user identifier transferred to the Server Station and incorpo rating the retrieved recognition model in the model collec tion.
By Storing a number of recognition models of a same type, e.g. a number of language models each targeted towards at least one different Subject, Such as photography, gardening, cars, etc., a Suitable recognition model can be Selected for a specific user of the System. This allows good quality recognition. In this way, a user is not bound to one Specific type of recognition model, Such as a Specific lan guage model or vocabulary, whereas at the Same time the flexibility of the system is achieved by re-using models for many users. For instance, all users which have expressed an interest in photography can use the same language model which covers photography. AS Such this flexibility and the asSociated good recognition result provided by using a user-oriented recognition model is achieved without Storing a specific model for each user.
Advantageously, also the amount of training data which needs to be Supplied by the user can be Substantially Smaller than in the known System. Instead of requiring a Sufficient amount of data to fully train a model or to adapt an already existing model, according to the invention the amount of data needs only to be Sufficient to Select a Suitable model from the available models.
The plurality of recognition models of a same type is formed by a basic recognition model and a plurality of adaptation profiles. A recognition model is Selected by choosing an appropriate adaptation profile and adapting the basic model using the chosen adaptation profile. For instance, a basic language model may cover all frequently used word Sequences of a language, whereas the adaptation profile covers word Sequences for a specific area of interest. The adapted language model may then cover both the commonly used and the Specific Sequences. In this way it is The model improvement data comprises language model training data. In a preferred embodiment, the language model training data comprises at least one context identifier. Preferably, the context identifier comprises or indicates a keyword. Based on the training data, a language model or language model adaptation profile is Selected.
The model improvement data comprises vocabulary train ing data, Such as a context identifier, allowing Selection of a corresponding Vocabulary or Vocabulary adaptation profile used for adapting a basic Vocabulary.
The context identifier comprises or indicates a Sequence of words, Such as a phrase or a text. At least one keyword is extracted from the Sequence of words and the Selection of the model or adaptation profile is based on the extracted keyword(s).
To achieve the object, the pattern recognition System is characterised in that the Server Station comprises a plurality of different recognition models of a same type, means for Selecting a recognition model from the plurality of different recognition models of a same type in dependence on the model improvement data associated with the user; and for Storing an indication of the Selected recognition model in asSociation with the user identifier; and means for retrieving a recognition model associated with the user identifier transferred to the Server Station and for incorporating the retrieved recognition model in the model collection.
These and other aspects of the invention will be apparent Alternatively, the Sequence of Samples or the Sequence of vectors may have been pre-recorded and Supplied to the user station 350 from a fixed storage medium, such as a hard disk or a portable Storage medium, Such as a floppy disk. Normally, the time sequential information will still be present. It will be appreciated that, particularly, handwriting may also be Supplied to the user Station 350 as an image, wherein a detailed time Sequential behaviour, which is present in an on-line handwriting recognition System, is lost. Nevertheless, Such signals may also be used in the System according to the invention.
For each recognition Session with a user Station, the Server station 310 uses retrieving means 320 for retrieving a recognition model from the Storage means 314. The recog nition model (or models) is retrieved which is associated In a further embodiment according to the invention, the plurality of recognition models of a Same type is formed by a basic recognition model and a plurality of adaptation profiles. Preferably, the basic model and the adaptation profiles are Stored in a Same Storage, Such as the Storage means 314. The selection means 316 selects a recognition model by Selecting at least one of the adaptation profiles in dependence on the model improvement data associated with the user of the user station. Storing means 318 are used for Storing an indication of the Selected adaptation profile in association with the user identifier. The retrieving means 320 retrieves a recognition model from the Storage means 314 by retrieving an adaptation profile associated with the user identifier and adapting the basic recognition model under control of the adaptation profile. Techniques for adapting a recognition model are generally known. Examples of Such techniques for Specific recognition models are given below. The retrieving means 320 incorporates the adapted recog nition model in the model collection used by the Speech recognition unit 322.
In a further embodiment, the input pattern comprises Speech representative data. The model improvement data comprises acoustic training data. The acoustic training data can be very limited in amount. Where in known systems approximately an hour of Speech data is required to fully train an acoustic model or approximately a quarter of an hour of Speech data for adapting a default acoustic model to an new user, in the System according to the invention the acoustic training data represents Substantially less than a quarter of hour of Speech. Preferably, the acoustic training data is limited to representing acoustic aspects of less than five minutes of Speech. Advantageously, the amount of speech is limited to only a couple of Sentences (e.g. less than five sentences) or even only a few words spoken by the user of the user station 350. The user may explicitly be requested to speak predetermined words or sentences (the text to be spoken may be indicated to the user). Alternatively, the training may be implicit. AS an example, the recognition System could immediately become operational by using a default acoustic model. A predetermined period or amount of Speech input is then used as the acoustic training data. An acoustic model Suitable for the user is Selected from a plurality of different acoustic models. In a preferred embodiment, the acoustic training data comprises acoustic data Such as acoustic observation vectors (representing acoustic samples) and the acoustic data is separately recog nized using each of the acoustic models. The acoustic model which gave the best recognition result is then Selected as best matching the user. AS an alternative to Supplying actual pages 373 to 375). Obviously, also acoustic references of an adaptation profile may be combined with acoustic references used for training the basic acoustic model, followed by a retraining on the combined Set of references.
In a further or alternative embodiment, the model improvement data comprises language model training data. The language model training data may comprise information which directly corresponds to information Such as used in the language model of the Speech recognition unit 322. For instance, the training data could comprise bigrams or tri grams and their respective probabilities for Specific language elements used by the user. Alternatively, the training data comprises or indicates textual data (Such as text files) which can be analysed by the server station. The server station 310 Selects a language model from a plurality of different lan guage models in the Server Station based on the language 9 model training data associated with the user. For instance, the server station 310 selects a language model which best corresponds to an analysis of a text indicated or provided by the user. Preferably, the language model training data com prises at least one context identifier. The context identifier preferably indicates an area of interest of the user. In this case, the Server Station Selects a language model which best matches the expressed interest. This can be done in various ways. For instance, the language model in the Server Station 310 may have been created for special contexts and the user may be offered the possibility of selecting between those models. Alternatively, the Server Station could collect textual data corresponding to the context identifier. In this case the context identifier, preferably, is a keyword or comprises or indicates a Sequence of words, Such as a phrase, a Sentence or a document, from which the server station 310 automati cally extracts one or more representative keywords. The Set of documents from which the textual data is collected may be formed by a document file System, Such as, for instance, used in computer Systems. Using conventional documents, the Selection can be performed by Scanning the contents of the document. Advantageously the Set of documents is formed by a document database, Such as a document man agement System. In Such a System, as an alternative to or in addition to Scanning the contents of the documents, also attributes describing the contents of the documents can be used for determining whether a document is relevant. Advantageously, the Set of documents is formed by docu ments in a distributed computer system. The distributed computer System may range from a group of local computers within one building or Site of a company, connected via a local area network, to a world-wide network of computers of different companies, connected via a wide area network, Such as Internet. The distributed System comprises Several document Stores, usually referred to as Servers. The use of a distributed System and, particularly, Internet ensures that a large amount of data and usually up-to-date data is available. In this way the language model can incorporate new lan guage elements, unknown or infrequently used at the moment the System was Supplied, without the user needing to train all new elements.
Advantageously, the Server Station 310 itself Searches a network, like Internet, for up-to-date textual data which corresponds to the context identifier. Also specialised Search engines or Search agents may be used for locating the textual data. Based on the textual data the Server Station creates a language model which matches the context identifier. This model is then also available for use by other users having the Same interest.
If a Search engine is used, the network Search engine Searches the document Stores in the distributed System for documents meeting the Search criterion Supplied by the server station 310 (or directly by the user station 350).
Typically, the network Search engine regularly Scans the distributed System to determine which documents are avail able and to extract attributes, Such as keywords, from the documents. The outcome of the Scan is Stored in a database of the Search engine. The Search is then performed on the database. If a Search agent is used, it is the task of the Search agent to Search through the Stores of the distributed System.
To this end, the server station 310 (or the user station 350) provides the Search criterion to the Search agent. The Search agent autonomously Searches Stores in the distributed SyS tem. Whenever a document fulfilling the search criterion is located the agent may deliver this to the requesting Station, for instance via regular e-mail. Various forms of Search agents are known, particularly for Internet. For instance, the in turn (or in parallel) accesses Stores in the distributed System, which respond to queries of the agent. Alternatively, the agent may move through the distributed System, e.g. by hopping from one Server to another, where the agent becomes active at the Server it is visiting at that moment.
It will be appreciated that instead of Storing Several language models in full, also a basic language model may be used, representative of the generally used language, where language model adaptation profiles are used to adapt the basic model to also cater for (specific areas of interest. in which the non-negative weights satisfy p+p+p = 1 and Sum(F(w)) is the size of the training corpus. The weights depend on the values of F(ww) and F(w) and can be obtained by applying the principle of cross-validation. In this way adaptation can be performed by interpolating the basic language model with an adaptation profile which Specifies a limited number of unigrams, bigrams, and/or trigrams. Suitable other methods for adapting a language model have been described in the non-prepublished German patent applications DE 19708183.5 and DE 19708184.3 both assigned to present applicant, and in the papers "Speaker adaptation in the Philips System for Large Vocabu lary Continuous Speech Recognition', E. Thelen, X. Aubert, P. Beyerlein, Proceeding ICASSP 1997 , Vol.2, pp 1035 -1038 , and "Long Term On-line Speaker Adaptation for Large Vocabulary Dictation ', E. Thelen, Proceedings ICSLP 1996 , pp. 2139 -2142 In a further or alternative embodiment according to the invention, the model improvement data comprises Vocabu lary training data. The server station 310 selects a vocabu lary from a plurality of different vocabularies stored in the server station 310 (or available to the server station 310).
Alternatively, the server station 310 may select a vocabulary adaptation profile and using the Selected vocabulary adap tation profile to adapt a basic Vocabulary. The Vocabulary adaptation profile may for instance comprise or indicate a list of additional words, which are simply added to the basic Vocabulary, which may cover the words normally used in a language. It will be appreciated that adding a new word to a vocabulary may, in itself, not be Sufficient to ensure that the word can be recognized. For a speech recognition System a transcription in acoustic references is additionally required. For many languages, a reasonably accurate transcription can be achieved automatically for most words. By comparing a new word to words already in the Vocabulary and having a transcription, a Suitable transcription can be created. For instance, with a reasonably high accuracy a phonetic tran Scription can be made for a word based on phonetic tran 11 Scriptions of known words. Even if the transcription is of only moderate quality, the new word will be present in the Vocabulary and, preferably, also in the language model. This allows recognition of the word (which otherwise would not be possible) and, with the assistance of the language model, the recognition of the word may be of an acceptable level in its context. Once the word has been recognized, the tran Scription can automatically be adapted to better match the actual utterance for which the word is recognized.
In a further embodiment, the Vocabulary training data comprises at least one context identifier and the Server station 310 is operative to select a vocabulary or a vocabu lary adaptation profile corresponding to the context identi fier. Similar to as described for the language model, the server station 310 is operative to locate text in dependence on the context identifier. From the located text, the server station 310 extracts words. Various techniques are known for extracting words, Such as keywords, from a text. For Speech recognition, the Server Station 310 may use a separate "phonetic' dictionary to transcribe the words to an acoustic representation. Alternatively, this is performed automati cally as indicated before.
What is claimed is:
1. A method for recognizing an input pattern Stored in a user Station using a recognition unit of a Server Station; the Server Station and the user Station being connected via a network; the recognition unit being operative to recognize the input pattern using a model collection of at least one recognition model; the method comprising:
performing an initial recognition enrolment 
