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ABSTRACT 
We consider the problem of constructing a quadratically nonlinear ordinary differential 
equation (ODE) system from time series, with the latter obtained either from experiment, or from 
computational simulation using a higher-dimensional mathematical model (e.g., one or more 
partial differential equations).  Previous approaches iteratively seek a solution of the nonlinear 
problem of finding a set of coefficients for the quadratically nonlinear right-hand side providing 
the best agreement between the time series and numerical solutions of the ODE system.  The 
present approach has several advantages compare to these iterative approaches.  First, our approach 
involves solution only of linear algebraic equations, and avoids the problems associated with the 
iterative solution of a nonlinear algebraic equation system, namely the possibility of multiple 
solutions and failure of the iteration to converge.  Second, our approach finds the ODE system 
which is best satisfied (in a least-square sense) by the time series, rather than attempting to find 
the ODE system whose solution best matches the time series.  Among other advantages, this avoids 
the sensitive dependence on initial conditions encountered for ODE systems having solutions that 
exhibit chaotic behavior.  The approach is illustrated with numerical examples demonstrating its 
utility for a variety of nonchaotic and chaotic time series, including systems where the time series 
is corrupted by multiplicative noise, and for cases where a given ODE system has two qualitatively 
different solutions for different initial conditions.   
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CHAPTER 1: INTRODUCTION 
 
 For many physical and chemical systems, developing an ordinary differential equation 
(ODE) model  
 1 2( , ,..., )i i N
dx f x x x
dt
=  ,                                     1 i N≤ ≤  (1) 
plays a key step in understanding the dynamics of the system, or in developing approaches for 
control of its behavior.  In some cases, experimental data are available that can be used to develop 
an ODE model, while in other cases, it is desired to develop a reduced-order model from 
computational simulations of a more complicated model of system behavior.  Examples of the 
former include applications in chemical kinetics and pharmacokinetics [1,2], and population 
dynamics [3].  Examples of the latter include fluid mechanical systems described by the Navier-
Stokes equations, for which control design is typically based on a finite-dimensional representation 
(cf. [4]), and combustion systems in which an ODE model of very high dimension is reduced to a 
lower-dimensional model [5]. 
 In a broad class of systems of interest, the underlying phenomena are quadratically 
nonlinear, and the ODE system is of the form  
 
1 1 1
jN N
i
i ij j ijk j k
j j k
dx a b x c x x
dt = = =
= + +∑ ∑∑  ,                 1 i N≤ ≤  (2) 
In many isothermal compositionally-uniform (well-mixed) chemical systems, the 
nonlinearity is exactly quadratic, and as we will discuss below, the only approximation (if any) 
involved in using an ODE model of the form (2) will be in reducing the dimension of the system 
to N .  In other cases, an ODE system with quadratic nonlinearity will arise from Taylor series 
approximation to more complicated nonlinearity.  (Of course, any ODE system with dimension N 
and higher-degree polynomial nonlinearity can be reduced to a quadratically nonlinear ODE 
system with dimension greater than N.)  In chemically reacting systems where the temperature is 
effectively constant, kinetic models of the form (2) are ubiquitous.  Even the most complex 
reaction schemes are composed of elementary reactions, and virtually all elementary reactions are 
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either unimolecular or bimolecular [6].  (Unimolecular reactions follow kinetic rate laws that are 
linear in the concentration variables, while bimolecular reactions follow rate laws bilinear or 
quadratic in the concentrations.  Termolecular reactions, involving collision of three bodies, have 
exceedingly low rates.)  In most cases when a kinetic model has nonquadratic nonlinearity, e.g., 
Michaelis-Menten enzyme kinetics [7], such a model is the result of making a "steady-state" 
approximation for one or more chemical species in a higher-dimensional quadratically-nonlinear 
ODE model of the form (2).  The restriction to isothermal systems excludes the nonpolynomial 
nonlinearity associated with the Arrhenius dependence of rate on temperature, but includes a wide 
variety of liquid- and gas-phase processes, including virtually all chemical reactions of biological 
interest. 
Quadratically nonlinear ODE systems of the form (2) can also result from approximation 
of partial differential equations (PDEs).  An obvious example is a system of reaction-diffusion 
equations in which the reaction rates involve only quadratic nonlinearity.  Another broad class of 
PDE systems that gives rise to quadratically nonlinear ODEs is the Navier-Stokes equations for 
constant-density, constant-viscosity flows.  The only nonlinearity in Navier-Stokes is quadratic, 
and when the equations are spatially discretized or approximated by projection onto a set of basis 
functions obtained by proper orthogonal decomposition, the resulting ODEs are quadratic.   
 Here, we develop a method for optimally determining the coefficients on the right-hand 
side (RHS) of (2), using time series from experiment, or from numerical simulation of either a 
PDE system or a higher-order ODE system.  When the form of the RHS of (1) is not known a 
priori, this problem is generally referred to as "system identification."  On the other hand, when 
the structure is known (e.g., the RHS is known to be quadratic), one generally refers to 
determination of the coefficients on the RHS of (2) as "parameter estimation."  Both of these 
problems have a long history, which has been extensively reviewed by [8-10].   
The remainder of the thesis is organized as follows.  In Chapter 2, we present the basic 
approach, and show how a partial decoupling of the computation of the coefficients can be effected, 
in order to reduce the computational complexity.  Some numerical illustrations are provided in 
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Chapter 3, followed in Chapter 4 by a discussion of the effects of random error in the time series, 
as well as errors in approximation of the time derivatives of the state variables ix .  In Chapter 4, 
we also discuss how determination of the coefficients is affected by the length of the time series, 
as well as by the extent to which a given trajectory in the phase space "samples" or "captures" the 
underlying dynamics associated with the RHS of (2).  Cases in which this approach does not work, 
potential improvement, and extensions are illustrated in Chapter 5.  Some conclusions are offered 
in Chapter 6. 
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CHAPTER 2: BASIC APPROACH 
 
 We initially assume that the dependent variables can be measured without noise, and that 
time series for all variables are available.  In that case, we seek to determine the "best" choice for 
the coefficients on the RHS of (2) using time series of the variables at discrete times, denoted by 
)(, lei tx , for tNl ≤≤1 , which are obtained by experiment, or by computation using some 
mathematical model other than (2).  The time derivatives on the LHS of (2) are approximated by 
numerical differentiation of the time series, or by differentiating a function fitted to the time series.  
We note that the inner summation of the last term on the RHS of (2) omits terms of the form 
kjijk xxc  for jk >  (such as 12 1 2ic x x ), since they can be combined with the corresponding terms for 
jk <  (such as 21 2 1ic x x ).  Hence, the number of coefficients is 
2 2 ( 1) 2N N N N+ + + .  This 
eliminates a source of degeneracy, and for large N, this eliminates nearly half of the coefficients. 
 A common way to estimate numerical values of the coefficients (denoted by a vector α, 
formed by, say, concatenating the coefficients ia , ijb , and ijkc ) is by integrating (2) forward in 
time for a given initial iterate α0, and iterating on the set of coefficients in order to minimize some 
measure, say,  
 
2
1 , , 1
1 1
( ) ( ; ; ( ))
tN N
i e l i c l e
l i
E x t x t t
= =
 = − ∑∑ xα  ,                  (3) 
of the difference between the available time series and a computed solution of (2) obtained by 
forward integration (cf. [8,11]), where , ( )i e lx t  is the experimental value of the i-th measured 
variable at time lt .  Here, , ( ; )i c lx t α  is the value of the i-th variable computed from (2) at lt , and 
depends on the current iterate for the vector of coefficients, α , as well as on the initial values of 
the experimental variables.  (Here, we use "experimental" to refer to the known time series, even 
when the values of , ( )i e lx t  are determined by computation involving a higher-order mathematical 
model.) 
 This approach has three major drawbacks, each associated with the nonlinear dependence 
of the computed solution of (2) on the coefficient vector and the initial conditions.  First, 1E  might 
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have multiple local minima even if the integration of (2) is exact.  If it does, then the global 
minimum might be hard to find.  Second, it is possible that convergence to the "correct" set of 
coefficients might be possible only for a very limited set of α0, or worse yet, for only a limited set 
of the initial values of the state variables [8], corresponding to the case in which the "region of 
attraction" in the combined space of initial conditions and coefficients might be small.  Third, if 
the experimental or computational time series correspond to an attractor exhibiting sensitive 
dependence on initial conditions, then the process of finding coefficients that give an ODE system 
having a solution approximately matching the given time series, on a point-by-point basis, is a 
difficult one.  Even if the initial conditions were known precisely, the task would be complicated 
by the fact that, for a solution having a chaotic attractor, pointwise convergence of the numerical 
solution of (2) as the time-step size decreases can be daunting (cf. [12]).  
 For these reasons, we seek a different approach1 to determining the coefficients in (2).  We 
seek to minimize a different measure of the error, namely 
 
2
,
2 , , ,
1 1 1 1 1
( )
( ) ( ) ( )
t N N NN j
i e l
i ij j e l ijk j e l k e l
l i j j k
dx t
E a b x t c x t x t
dt= = = = =
 
= + + − 
 
∑∑ ∑ ∑∑  ,                  (4) 
where dttdx lei )(,  represents an approximation to the time derivative of the measured variable 
eix ,  at time lt .  For economy of notation, we define )(,, leili txx =  and dttdxx leili )(,, = .  The error 
(4) represents the sum (over all times at which experimental values are available, and over all of 
the ODEs) of the squared "residuals" in the ODE system (2).   
Our approach thus finds the quadratically nonlinear ODE system that is best satisfied by 
the time series, rather than seeking the quadratically nonlinear ODE system whose solution best 
matches the time series.  As such, it is a measure of how well the time series (and approximations 
to the time derivatives obtained therefrom) satisfy the differential equations (2), rather than how 
well the time series match numerical solutions of (2). 
                                                 
1 The approach taken below seems to have first been outlined in §7.1 of Reference 13, where there is no indication 
that the method was implemented or that its advantages were understood.  No prior or subsequent reference to the 
method in the literature is evident, or known to the first author of Reference 13 (private communication to A. J. 
Pearlstein, 2015). 
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Our approach has several key advantages.  First, a straightforward linear least-squares 
procedure determines a set of coefficients globally minimizing 2E .  Second, if the measured time 
series are actually generated by a quadratically nonlinear system of dimension N and are free of 
significant noise, then the residuals in (4) and the error in the extracted coefficients will be solely 
due to errors in approximating the time derivatives.  Third, in the case that (2) has chaotic solutions, 
our approach has an important advantage.  Specifically, because it finds the ODE system best 
satisfied by a trajectory on the attractor (i.e., the time series), rather than attempting to find the 
ODE system whose numerical solution best agrees with the time series, it thus avoids numerical 
solution of the ODE system.  Thus, it is essentially immune to sensitive dependence on initial 
conditions of both the time series and the numerical solution of the ODE system, as well as to the 
sensitive dependence of the latter on the details of the numerical integration itself. 
 We proceed by seeking the (global) minimum of (4).  To do so, we differentiate with 
respect to each coefficient and set the result equal to zero, giving 
2
, , , ,
1 1 1 1
0 2
t N NN j
i ij j l ijk j l k l i l
l j j ki
E a b x c x x x
a = = = =
 ∂
= = + + − ∂  
∑ ∑ ∑∑   ,     1 i N≤ ≤   (5a) 
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, , , , ,
1 1 1 1
0 2
t m mN N N p
j l i ip p l ipk p l k l i l
l p p kij
E x a b x c x x x
b = = = =
 ∂
= = + + − ∂  
∑ ∑ ∑∑   , 1 i N≤ ≤ , 1 j N≤ ≤       (5b) 
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2 20   ,  
 1 i N≤ ≤ , 1 j N≤ ≤ , jk ≤≤1   (5c) 
This is a system of 2 ( 3) 2N N N+ +  linear equations in the same number of unknowns. 
 We now make three observations. 
 First, (5a-c) are uncoupled with respect to the index i.  In other words, we can sequentially 
determine 1a , 1{ }jb , and 1{ }jkc , followed by 2a , 2{ }jb , and 2{ }jkc , etc.  Taking advantage of this 
decoupling, we have, for 1 i N≤ ≤ , 
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, , , ,
1 1 1 1 1 1
t t tN N NjN N
i t ij j l ijk j l k l i l
l j l j k l
a N b x c x x x
= = = = = =
+ + =∑∑ ∑∑∑ ∑   ,      (6a) 
 , , , , , , , ,
1 1 1 1 1 1 1
t t t tN NN N N Np
i j l j l ip p l j l ipk p l k l j l i l
l l p l p k l
a x x b x x c x x x x
= = = = = = =
+ + =∑ ∑ ∑ ∑ ∑∑ ∑   ,  1 j N≤ ≤       (6b) 
 , , , , , , , , , , , ,
1 1 1 1 1 1 1
t t tN N NN N N p
i j l k l j l k l ip p l j l k l ipq p l q l j l k l i l
l l p l p q l
a x x x x b x x x c x x x x x
= = = = = = =
+ + =∑ ∑ ∑ ∑ ∑∑ ∑   ,   
  1 j N≤ ≤ , jk ≤≤1       (6c) 
This has the effect of reducing the linear algebraic equation system from a single system of 
dimension 2 ( 3) 2N N N+ +  to N (uncoupled) systems, each of dimension 1 ( 3) 2N N+ + .  For 
large systems, this reduces the computational complexity by a factor of 3N  (assuming direct 
solution of the system of linear algebraic equations).  (Note that the uncoupled approach gives N 
linear equation systems of the form i i=Gs r , where G is identical for each, which allows all N 
systems to be solved by a single LU decomposition, for example.  Note also that G is symmetric.) 
 Second, there is no requirement that we know (or even attempt to estimate) the initial 
conditions.  Note that the error measure (4) assesses the consistency of the time series with the 
differential equations themselves (a process not requiring initial conditions), rather than the 
consistency of the time series with a numerical solution of the differential equations (which would 
require initial conditions).  Thus, our approach completely avoids issues related to sensitive 
dependence of solutions on initial conditions. 
 Third, the computational complexity depends linearly on the number of time points tN  at 
which time series are available for the dependent variables, with tN  not affecting the 
dimensionality of the least-squares problem.  This allows us to sample long time series in order to 
deal with situations in which there is noise in the experimentally measured quantities.  There is 
also no requirement that the time points be equally spaced. 
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CHAPTER 3: NUMERICAL ILLUSTRATIONS 
 
 Here, we demonstrate the basic approach for several ODE systems.  Issues of how the error 
in the extracted coefficients depends on errors in approximating the derivatives as well as in the 
underlying time series, issues regarding sampling of the phase space, and a discussion of ODE 
systems for which the approach does not work, are considered in Chapter 4 and 5. 
 Our examples are for cases in which the "data" are obtained by numerically integrating an 
ODE system with specified coefficients, and then using the resulting time series and our algorithm 
to compute a set of extracted coefficients, which we denote by ia , ijb , and ijkc .  We confine the 
discussion to the case in which the ODE system generating the measured data is autonomous and 
quadratically nonlinear, so that (2) provides a structure for faithful representation of the dynamics. 
When none of the specified coefficients is zero, we define a measure of the relative error 
 3
1 1 1 1 1 1
1 1 1
N N N N N N
ij ijki
i i j i j ki ij ijk
b caE
a b c= = = = = =
= − + − + −∑ ∑∑ ∑∑∑



 (7) 
On the other hand, if the values of some specified coefficients are zero, we define 
 4
1 1 11 1 1
0 0 0
1 1 1
i ij ijk
jN N N N N
ij ijki
i i ij j ki ij ijk
a b c
b caE
a b c= = == = =
≠ ≠ ≠
= − + − + −∑ ∑∑ ∑∑∑



 (8a) 
and 
 5
1 1 11 1 1
0 0 0i ij ijk
jN N N N N
i ij ijk
i i ij j k
a b c
E a b c
= = == = =
= = =
= + +∑ ∑∑ ∑∑∑   (8b) 
representing the sum of the absolute values of the fractional errors in the specified nonzero 
coefficients, and the sum of the absolute errors for the specified zero coefficients, respectively.  
All computations were performed with 32 significant digits. 
We begin with the Lorenz equations 
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 1 1 210 10dx dt x x= − +  (9a) 
 2 1 2 1 328dx dt x x x x= − −  (9b) 
 3 3 1 28 3dx dt x x x= − +  (9c) 
subject to initial conditions 1(0) 1x = , 2 (0) 2x = − , and 3(0) 1x = − .  Equations 9(a-c), subject to 
these initial conditions, have a solution that is chaotic in time.  Comparing the trajectory for the 
initial conditions 1(0) 1x = , 2 (0) 2x = − , and 3(0) 1x = −  and the trajectory for 1(0) 1.01x = , 
2 (0) 2x = − , and 3(0) 1x = − , as shown in Figure 1 over the interval 0 500t≤ ≤ , we see that ( )tx  
depends sensitively not only on small differences in initial conditions.  It is also easy to show that 
( )tx  depends sensitively on small variations in the coefficients and in the integration procedure.  
Thus, extraction of the coefficients using approaches that iteratively adjust the set of coefficients 
in an attempt to minimize (3) are not tenable, since the time series that must be computed with 
each set of coefficients diverges exponentially in time for any two distinct sets of initial conditions, 
coefficients, or integration parameters, no matter how close.  As a consequence, comparison of the 
"measured" (target) time series to the time series computed using a set of candidate coefficients 
will show large differences as time increases.  In contrast, our approach avoids the sensitivity of 
( )tx  to the ODE coefficients and instead uses the facts that a) each trajectory of 9(a-c) lies on the 
same attractor in the phase space, and b) each trajectory on that attractor is generated by the same 
ODE system (with different initial conditions for each trajectory).  The main point is that, while 
the solution at any t is very sensitive to initial conditions, to the ODE coefficients, and to 
integration details, the attractor in the phase space is not, and so any of the solutions on that 
attractor can be used to extract essentially identical sets of ODE coefficients. 
Results were computed using a fourth/fifth-order Runge-Kutta integrator (ode45 [14]) with 
default absolute and relative tolerances equal to 10-7.  Derivatives ( )itx  needed in 6(a-c) were 
approximated from the computed values of ( )itx  using a second-order accurate centered-
difference approximation, except at the beginning and end of the trajectory, where second-order 
accurate one-sided difference approximations were used.  
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Tables 1(a,b) show that if the trajectory sampled has an insufficient duration fT , the 
estimates of the coefficients will be poor regardless of how small the time-step size is, and hence, 
regardless of how accurate the estimate of the derivative is.  On the other hand, for fixed time-step 
size, we see that the two error measures initially decrease as fT  increases, with no further 
improvement being achieved beyond a certain point.  This shows that beyond a certain duration 
fT , at least for the ODE system considered, there is no benefit to a longer time series, and the 
underlying error associated with approximation of the derivative cannot be reduced by "averaging" 
over a larger number of time points. 
A different way to look at the results is shown in Tables 2(a,b), where we see that for 
0.2f tT N t= ∆ ≥ , each error measure decreases nearly quadratically with decreasing time-step size, 
providing further evidence that for this range of fT , the dominant contributor to error is the 
approximate differentiation of the time series to get ( )itx .  Again, it is evident that beyond a certain 
duration, increasing the number of points with a fixed time-step size has essentially no effect. 
To show that our approach is robust with respect to changes in initial conditions, we 
consider (10a-c) subject to the initial conditions 1(0) 1.01x = , 2 (0) 2x = − , and 3(0) 1x = − , for 
which results are shown in Tables 3(a,b) and Tables 4(a,b).  The fact that, for sufficiently small 
t∆  and sufficiently large tN , the extracted coefficients agree so well with the true values shows 
that the sensitivity of the trajectory with respect to initial conditions (shown in Figure 1) has no 
effect on the extracted coefficients.  Note that the projections of the Lorenz solutions for different 
initial conditions shown in Figure 1, while clearly showing that the trajectories differ in the phase 
space, do not reveal the (much greater) extent to which the time series differ.  
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CHAPTER 4: POTENTIAL SOURCES OF ERROR AND FAILURE 
 
The approach described in Chapter 2 is quite simple, and as shown in Chapter 3, works 
very well when errors in the "measured" variables and in their first temporal derivatives are 
sufficiently small.  But experimental data are not free of noise, and computational data typically 
have errors also.  Moreover, only when the dependent variables are polynomial functions of time 
is it possible for standard difference approximations to represent their time derivatives without 
error.  In light of this, it is important to assess the performance of the algorithm in the presence of 
both noise in the time series and error in approximating derivatives, and to assess the interaction 
between the two.  In addition, as discussed below, failure to adequately "sample" the phase space 
can lead to error in several different ways.  
In addition, there are time series for which neither this approach, nor any other approach 
will work, no matter how good the time series and approximations to the derivatives, and it is 
important that these cases be understood, as discussed below. 
 
4.1. Error Associated with Approximation of Time Derivatives 
An obvious source of error is that associated with approximation of the time derivatives in 
6(a-c).  One can approximate d dtx  by a difference scheme, by piecewise fitting of a polynomial 
to several consecutive values of ( )ltx , or by other numerical processes.  The fact that this 
numerical differentiation leads to error in d dtx  even when the ( )ltx  values are known exactly, 
shows that this approach will generally incur error.  Here, we investigate how this error affects the 
computed coefficients. 
 We begin by addressing the case in which the time series contain no error, and the only 
source of error is associated with approximating the time derivatives on the LHS of (2).  This is an 
important case, since there are significant applications in which measurement error is low, but the 
data are sampled at a rate sufficiently low that errors incurred in approximating the time derivatives 
11
 
 
might be relatively large.  When the only error is in approximating time derivatives, the only error 
in Eqs. 6(a-c) is on the RHS, and we can write  
 ( )+ = +G s s r r   (10) 
where r  is the exact RHS of Eqs. 6(a-c), +r r  is the numerical approximation to the RHS of 6(a-c), 
and s  is the exact solution of =Gs r .  The quantity ∗s  represents the difference between 
coefficient values computed using approximate values of the time derivatives, and those that would 
have been computed absent error in approximating the derivatives.  Subtracting =Gs r  from (10), 
we obtain  
 =Gs r   (11) 
from which it follows that the fractional error can be measured by 
 ( )cond≤
s r
G
s r
 
 (12) 
where ( )cond G  is the condition number of G and we have used the 1-norm in (12).  Thus, we see 
that the relative error in the coefficient vector s is bounded from above by the product of the relative 
error in the vector of derivatives and the condition number of G.  To see how the actual relative 
error depends on the error in approximating d dtx , we consider systems for which closed-form 
solutions are available, so that the effects of error in the time series and in approximating 
derivatives can be separately assessed. 
We begin with   
1
1 2
dx x x
dt
= −  (13a) 
2 1dx
dt
=  (13b) 
subject to the initial conditions 1(0) 1x =  and 2 (0) 0x = , for which the solution is 
2 2
1( )
tx t e−=  and 
2 ( )x t t= .  Table 5 shows values of the LHS and RHS of (12), for several approximations to d dtx , 
where exact values of the ( )ix t  are used in the difference approximations to the derivatives.  We 
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note that in each case, the inequality provides a very conservative bound, and that the magnitude 
of each side decreases rapidly as the order of approximation to the derivative is improved. 
 
4.2. Error Associated with Error in the Underlying Time Series 
In many cases, there can be significant error in the underlying measured time series.  This 
error not only affects the terms on the LHS of 6(a-c), but also the approximation of the time 
derivatives on the RHS.  To investigate the effects of error in the underlying time series, we 
"corrupt" the values of ( )i lx t with multiplicative noise, according to , ,( ) (1 10 ) ( )
K
i e l i l i lx t L x t
−= + , 
where K is an integer and ,i lL is chosen randomly from the integers with magnitude less than 10.  
For a sampling period of 10-3, Table 6 shows that the error in the computed coefficients vanishes 
rapidly as the magnitude of the random error decreases.  
We consider the Lorenz equations 9(a-c) corrupted by multiplicative noise, as above, with
3K = .  For 1 2 3(0) 1, (0) 2, (0) 1x x x= = − = − , equations 9(a-c) were integrated once, and the 
resulting solution was used to create three noisy realizations, by applying different multiplicative 
noise in each case.  The ODEs were integrated with time-step size 10-4, over 50,000 time steps, 
with the other integration parameters assuming their default values.  For this level of noise, 
reducing the time-step size does not improve the accuracy of the finite-difference approximation.  
This is because as time-step size decreases, differences between consecutive values of the noise-
corrupted values of ( )i lx t  come to be dominated by the multiplicative error, rather than by the 
temporal variation in the underlying noiseless time series.  In this case, we use a least-squares 
cubic spline approach to approximate and smooth the time series and derivative, as described in 
Appendix A.  Table 7 shows computed values of the coefficients, along with the error measures
4E  and 5E  for three realizations.  From this, it is clear that good solutions can be obtained for even 
chaotic trajectories in the face of noise.  
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4.3. Error or Failure due to Inadequate Sampling of the Phase Space   
The approach outlined in Chapter 2 seeks to approximate the RHS of (2) using measured 
values of the state x and approximations of d dtx  at a number of points in the phase space.  As 
we have shown above, this approach will fail if the errors in either the time series or the 
approximation of the derivatives thereof are too large.  Here, we discuss other ways in which the 
approach can yield poor results or fail altogether.  We use a narrow definition of "failure," in which 
we mean the situation in which the algorithm is not guaranteed to find the correct set of coefficients, 
no matter how good the time series are, and no matter how well the derivatives are approximated. 
First, the number of time points at which the data are sampled must satisfy  
 1 ( 3) 2tN N N≥ + + . (14) 
Otherwise, the linear equation system 6(a-c) will be underdetermined (i.e., the matrix G will be 
rank deficient), and our approach and every other approach will fail, regardless of how accurate 
the time series are, or how accurately the derivatives are approximated.  That this conclusion is 
true for all methods is easily seen from the fact that the RHS of (14) is the number of coefficients 
per ODE, and it is clear that if data are available at only a smaller number of times, it will not be 
possible to determine the coefficients. 
 Second, even if (14) is satisfied, G might not have full rank.  A simple example is the 
situation in which the time series of the measured variables are T-periodic, and are sampled at the 
period sampT T= .  In that case, all of the samples are at the same point in the phase space, there is 
only one distinct set of measured variables, and the rank of G will be one.  More generally, if a 
periodic time series is sampled with period sampT mT n=  commensurable with T, then the number 
of points in the phase space sampled will not exceed n, regardless of the number of samples from 
the time series.  The minimum value of n required is ( 3) 2N N + , for our approach and any other 
approach.  If this requirement is not satisfied, our approach and every other will fail, regardless of 
how accurate the time series are, or how accurately the derivatives are approximated Note, 
however, that ( 3) 2n N N≥ +  does not guarantee that our approach or any other will work well.   
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 Third, if the solution is time-periodic, and the sampling period is not rationally related to 
the period of the solution, periodic sampling can be problematic, because any irrational number is 
"close" to a rational, in the sense that π and 22 7  are close.  If the solution is known to be periodic, 
this issue can be addressed by sampling periodically from within a single period of the solution, 
which ensures that each sample is drawn from a different point in the phase plane.  Of course, the 
usual situation in experiments, and for all but the simplest models, is that the period is not known 
in advance, and the sampling period is not commensurable with the period of the dynamical 
response. 
The issue is illustrated for the Volterra equations [15] 
1
1 1 2 1( )
dx x x
dt
ε γ= −  (15a) 
2
2 2 1 2( )
dx x x
dt
ε γ= − −  (15b) 
for which every initial condition lies on a (globally stable) limit cycle parametrized by a constant 
2 1 1 2 2 1
1 2
x xH e x xγ γ ε ε− −=  (16) 
For 1 0.9ε = , 2 1.1ε = , 1 1γ = , and 2 0.8γ = , with initial condition 1(0) 1x = , 2 (0) 1x = , the period 
computed approximately by forward integration of 15(a-b) is 6.373951932T = .  The values of x 
and the approximations to d dtx  are omitted at the first and last points of the time series, and 
results are sampled at specified fractions of T.  For cases where T is an integer multiple of the 
sampling period, results are shown in Tables 8(a-b), in which we see that the errors in the extracted 
coefficients, measured by 4E  and 5E , decrease with decreasing time-step size at fixed tN .  We 
also note that as tN  increases beyond one period, the errors at fixed time-step size do not change 
significantly.  However, because the exact period of 15(a-b) differs slightly from T, there are small 
differences between the time series at lt  and lt T+ , so that the results for different numbers of 
periods are not identical.  When the time-step size is too large (0.1T or larger), large values of 4E  
show that the algorithm has not accurately extracted the nonzero coefficients.  When the phase 
space has been inadequately sampled, neither our approach nor any other will work. 
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 Fourth, computational evidence shows that the issues identified above are not the only 
reasons that the approach can fail, even if sampling is performed at a large number of distinct 
points in the phase space.  Consider the situation where an ODE system of the form (2) has several 
long-time solutions.  If the data are obtained on a trajectory that begins near, and is attracted to, 
one of the long-time solutions, the extracted coefficients might differ considerably from 
coefficients obtained using data from a trajectory that samples more of the phase space or a 
different part of the phase space.  Here, we present computational evidence showing that this does 
indeed happen.   
 We consider the ODE system  
 21 1 2 1 1 22 2 2 4
dx x x x x x
dt
= − + + −  (17a) 
 22 1 2 1 1 23 3 3
dx x x x x x
dt
= − + + −  (17b) 
which has three steady solutions, namely (0,0), (1,0), and (2/3, -2/3).  Tables 9(a-b) show that 
sampling from a time series on the trajectory originating at (1.01, 0.01) (see Figures 2a and 2b), 
gives extracted coefficients not in good agreement with the true values, even if we sample from an 
underlying time series constructed by integrating with a small time-step size and long duration.  
(Figure 2b shows that over the range 0 500t≤ ≤ , there are approximately 115 "cycles", 
corresponding to an approximate pseudo-period of 4.3, so that a time-step size of 10-3 corresponds 
to about 4300 time steps per cycle.) 
 On the other hand, when trajectories originating at either (1.1, 0.01) or (-1,0) are used to 
construct the coefficients (corresponding to Figures 3 and 4), Tables 10(a-b) and 11(a-b) show that 
the corresponding errors, with comparable values of tN , are much smaller, and that the results 
converge as the time-step size and duration of the integration generating the underlying time series 
decrease and increase, respectively.  (Convergence with respect to time-step size is nearly 
quadratic, as expected based on use of second-order accurate difference approximations for d dtx .)  
Together, the results in Tables 9-11 clearly show that the extracted coefficients can depend 
significantly on the portion of the phase space in which the data lie.   
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 Fifth, there are cases in which a solution of (2) subject to an initial condition is also a 
solution of many additional ODE systems (with the same initial condition), so that extraction of 
coefficients from an exact time series of that solution (by any approach) is an ill-posed problem.  
Consider the simple example in which a time series would be sampled from 21( ) tx t e−=  and 
2 ( ) 1
tx t e−= + .  These functions satisfy a two-parameter family of quadratically nonlinear ODE 
systems given by 
 2 21 1 2 2 1 1 2 2(2 + ) 2 2 (1 2 )
dx x x x x x x x
dt
α α α α α= − − + = − + − − +  (18a) 
 2 22 1 2 2 2 1 2 21 (1 2 ) 1 (1 2 )
dx x x x x x x x
dt
β β β β β= + − − + + = − + − − +  (18b) 
subject to 1(0) 1x =  and 2 (0) 2x = .  Thus, while the ODE system, subject to the given initial 
conditions, has a unique solution for any combination of α and β, there is a two-parameter family 
of ODE systems having the same solution.  This example is one from a more general class in which 
there exists a polynomial relationship between the elements of the solution vector.  Ordinary 
differential equation solutions satisfying relationships of the form 
1 1 1
0 ( ) ( ) ( ) ( )
jN N
m m mj j mjk j k
j j k
x t x t x tτ γ δ σ
= = =
= = + +∑ ∑∑x  ,        0 t≤              1 qcm N≤ ≤  (19) 
where qcN  is the number of distinct quadratic constraints, are not associated with a unique ODE 
system, because an arbitrary multiple of each mτ  can be added to the RHS of the i-th equation in 
(2) without altering the solution of (2).  Hence, extraction of the coefficients of the ODE system 
(by any means) from any time series sampled from such a solution is an ill-posed problem.  In fact, 
it is easy to show that there is an pN -parameter family of ODE systems (where p qcN N N= ) 
consistent with such time series.  In this case, some iterative approaches (e.g., “downhill” methods) 
that seek the ODE system whose solution minimizes (3) have the potential to find points on this 
pN -dimensional surface in the 2 ( 3) 2N N N+ +  dimensional coefficient space, without 
identifying the nonuniqueness problem.  Our linear approach, on the other hand, will give a 
singular G if the time series and the derivatives are known exactly, thus showing that the solution 
17
 
 
is not unique.  (In practice, discrtetization error will result in a matrix that has a very large condition 
number, thus signaling nonuniqueness.) 
Fortunately, however, this situation arises only when there exists a time-invariant quadratic 
function of the components of the solution.  Because each solution component depends on the 
initial conditions, the problem, if it occurs, can be addressed by using a time series sampled from 
a solution having different initial conditions.  In the space of quadratically nonlinear ODE systems 
of the form (2) and their associated initial conditions, the combination of ODE coefficients and 
initial conditions for which a time-invariant quadratic function of the form (18) exists is a set of 
measure zero. 
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CHAPTER 5: DISCUSSION 
5.1. Potential Improvement 
 The approach described in Chapter 4 to dealing with noise in the time series is to use a 
generic least-squares procedure to fit a cubic spline to each noisy realization, with the time series 
being divided into several temporal portions, and different smoothness parameters being used on 
each.  There is no reason to believe that this approach is optimal, in the sense that it obtains the 
best set of coefficients from the realizations, or in the sense that it most effectively deals with high 
noise levels.  It is quite possible that much better approaches exist or can be developed to 
approximate x and d dtx  for noisy data.   
 
5.2. Extensions to Other Cases 
There is a number of situations in which it would be useful if one could extract a set of 
coefficients for an ODE system when the number of variables for which time series are available 
is less than the dimension N.  It is easy to prove that this is not possible for a system of linear 
ODEs.  For a nonlinear ODE system, in which the coefficients appear linearly (or even 
polynomially, as discussed below), it is possible to reduce the least-squares problem to the solution 
of a system of nonlinear algebraic equations, and it was initially hoped that the solutions of that 
system would be discrete.  However, considerable testing, and consultation with algebraic 
geometers (A. Sommese and J. Hauenstein, private communication 2014) shows that the solutions 
are not discrete, and instead form continuous pn -parameter families in the solution space.  It thus 
appears that such an approach cannot be made to work for general quadratically nonlinear ODE 
systems, even when the parameters appear linearly. 
As discussed in Chapter 1, ODEs with polynomial nonlinearities of higher degree than two 
can be recast as quadratically nonlinear systems of higher dimension, and thus dealt with using the 
present approach, provided only that the coefficients appear linearly.  This involves nonlinear 
transformation of the dependent variable x to simultaneously reduce the polynomial degree to two 
and increase the system dimension, with the same transformation applied to the time series in order 
to increase their number.  In general, there are several ways to do the transformation, and not all 
19
 
 
yield a quadratically nonlinear ODE system of the same dimension.  If we denote by 2,minN  the 
minimum dimension of the quadratically nonlinear system, the extent by which 2,minN increases 
with the original number of ODEs depends on the original system.  Whether the most effective 
way to extract the coefficients will be to transform a quadratically nonlinear system of high 
dimension to a quadratically nonlinear system, or to make minor modifications to the present 
approach in order to directly deal with polynomial nonlinearity of degree greater than two, is not 
clear.   
It is also clear that our direct, linear least-squares approach can easily be modified to deal 
with a broad class of nonpolynomial nonlinearities, provided that the coefficients appear linearly.   
If the coefficients on the RHS of (2) appear in an essentially nonlinear way (i.e., cannot be 
redefined so as to appear linearly), then our least-squares approach will yield a nonlinear system 
of equations for the coefficients, the solutions of which will be discrete, although not necessary 
unique.  As a result, it is possible that some solutions will correspond to local minima, which would 
require that they be distinguished from the global minimum or minima. 
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CHAPTER 6: CONCLUSION 
 
In this work, we have developed a linear approach to optimally extracting the coefficients 
of quadratically nonlinear ODE system of arbitrary dimension.  This approach finds the ODE 
system that best agree, in a least-squares sense, with the time series, rather than the ODE system 
whose solution best agrees with the time series.  The linearity of this approach assures that when 
exact values of the time-dependent variables and their derivatives are available, the single set of 
extracted coefficients will be exact.  This differs from other approaches in which the coefficients 
are iteratively adjusted until the solution of the resulting ODE system agrees (typically in a least-
squares sense) with the time series.  These nonlinear approaches can suffer from multiple extrema 
in the space of coefficients, and from failure to converge.  
We have considered time series with or without deliberately applied error, and have shown 
that good values of the coefficients can be extracted when the time series are not free of noise.  
The next step is apply this algorithm to experimental data with error.  
The approach developed here for quadratically-nonlinear ODEs, in which the unknown 
parameters appear linearly, can be directly extended to systems in which the RHS of (2) is 
polynomial in the state variables, and in which the unknown parameters appear linearly.  It can 
also be extended to a variety of nonlinear systems in which state variables appear nonpolynomially, 
provided that the unknown parameters appear only linearly on the RHS of (2).   
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Figure 1. Projection of solutions of Lorenz equations onto the 1 2x x−  plane for two nearby initial 
conditions.  red: 1(0) 1x = , 2 (0) 2x = − , 3 (0) 1x = − ; blue: 1(0) 1.01x = , 2 (0) 2x = − .  
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Figure 2a. Trajectory of the solution of 17(a-b) with initial condition 1(0) 1.01x = , 2 (0) 0.01x = , 
over the range 0 500t≤ ≤ . 
 
Figure 2b. Detail, in the small rectangular region shown in Figure 2a, of the trajectory of the 
solution of 17(a-b) with initial condition 1(0) 1.01x = , 2 (0) 0.01x = , over the range 
0 500t≤ ≤ .  
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Figure 3. Trajectory of the solution of 17(a-b) with initial condition 1(0) 1.1x = , 2 (0) 0.01x = , 
over the range 0 50t≤ ≤ . 
 
Figure 4. Trajectory of the solution of 17(a-b) with initial condition 1(0) 1x = − , 2 (0) 0x = , over 
the range 0 50t≤ ≤ .  
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Table 5. Actual error (
1 1
s s ) and conservative bound ( 1 1 1( )cond G r r ) for solution of 
Eqs. 6(a-c) for the time series 
2 2
1( )
tx t e−=  and 2 ( )x t t= , whose ODE system is Eqs. 
12(a,b).  Here, 310t −∆ =  and 0 5t≤ ≤ .  
 
 
Approximation to derivative 
1 1
s s  1 1 1( )cond G r r  
first-order backwarda 2.657 x 10-3 1.731 x 102 
first-order forwardb 2.705 x 10-3 1.731 x 102 
second-orderc 2.466 x 10-6 7.083 x 10-2 
third-orderd 1.209 x 10-8 6.115 x 10-5 
 
 a except at first point, where a forward-difference approximation was used 
 b except at last point, where a backward-difference approximation was used 
 c centered-difference approximation, except at endpoints, where one-sided difference approximations were used 
 d one-sided forward at first three points, and one-sided backward elsewhere 
 
 
 
 
Table 6.  Errors in extracted coefficients using the time series 
2 2
1 1,( ) (1 10 )l
t K
l lx t e L
− −= +  and 
2 2,( ) (1 10 )
K
l l lx t t L
−= + , where the random integer ,i lL  has magnitude less than 10. 
 
K  4E  5E  
1 5.938 x 101 3.099 x 102 
2 2.487 x 101 9.199 x 101 
3 2.199 1.011 x 101 
4 1.297 x 10-1 5.863 x 10-1 
5 8.117 x 10-3 4.148 x 10-2 
6 1.032 x 10-3 4.775 x 10-3 
7 8.164 x 10-5 4.156 x 10-4 
8 2.772 x 10-6 1.135 x 10-5 
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Table 7. Extracted coefficients and errors using three Lorenz system realizations for 3K = . 
 
 Coefficient Exact Realization 1 Realization 2 Realization 3 
1a        0 1.439 x 10-1 5.838 x 10-3 -9.648 x 10-2 
1a        0 9.952 x 10-2 2.410 x 10-1 1.090 x 10-1 
3a        0 -1.592 x 10-1 -1.527 x 10-1 -1.540 x 10-1 
11b     -10 -1.020 x 101 -1.002 x 101      -9.908  
12b      10 1.011 x 101 1.002 x 101       9.947  
13b        0 2.775 x 10-2 -4.797 x 10-3 -1.225 x 10-2 
21b      28 2.791 x 101 2.783 x 101 2.806 x 101 
22b      -1 -9.440 x 10-1 -8.954 x 10-1 -9.930 x 10-1 
23b       0 1.068 x 10-2 4.852 x 10-2 5.879 x 10-3 
31b       0 1.574 x 10-1 2.263 x 10-1 2.894 x 10-1 
32b       0 -1.077 x 10-1 -1.391 x 10-1 -1.565 x 10-1 
33b  -8/3      -2.666       -2.634       -2.634  
111c      0 5.343 x 10-3 1.236 x 10-3 -3.038 x 10-3 
121c      0 -3.006 x 10-3 -1.005 x 10-3 3.569 x 10-3 
122c      0 -7.065 x 10-4 8.926 x 10-4 -5.527 x 10-4 
131c      0 5.177 x 10-3 6.513 x 10-4 -2.866 x 10-3 
132c      0 -3.162 x 10-3 -3.579 x 10-4 2.084 x 10-3 
133c      0 -9.640 x 10-4 -7.375 x 10-6 3.841 x 10-4 
211c      0 1.152 x 10-3 3.450 x 10-3 7.283 x 10-5 
221c      0 -3.871 x 10-4 6.330 x 10-5 -2.452 x 10-3 
222c      0 -1.650 x 10-4 -2.084 x 10-3 2.005 x 10-3 
231c    -1 -9.979 x 10-1 -9.967 x 10-1      -1.002  
232c      0 -1.593 x 10-3 -2.679 x 10-3 -3.523 x 10-4 
233c      0 -3.901 x 10-4 -1.675 x 10-3 -3.960 x 10-4 
311c      0 -5.934 x 10-3 -3.173 x 10-3 -9.789 x 10-4 
321c      1       1.006  9.982 x 10-1 9.955 x 10-1 
322c      0 -2.578 x 10-3 -3.956 x 10-6 1.505 x 10-3 
331c      0 -4.811 x 10-3 -5.670 x 10-3 -7.430 x 10-3 
332c      0 3.142 x 10-3 2.066 x 10-3 2.794 x 10-3 
333c      0 3.604 x 10-4 -3.521 x 10-4 -6.957 x 10-4 
4E    9.851 x 10-2 1.325 x 10-1 4.205 x 10-2 
5E    7.449 x 10-1 8.437 x 10-1 8.547 x 10-1 
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Table 8a. 4E  for the Lotka-Volterra system with initial condition 1 2(0) 1, (0) 1x x= =  as a 
function of sampling period and number of samples. 
 
 
Sampling period (Δ𝑡𝑡) 
0.001T 0.005T 0.01T 0.1T 0.5T T 
tN  
51 3.105 2.595 x 10-3 1.176 x 10-2 1.795 4.035 3.999 
101 2.335 x 10-2 2.977 x 10-3 2.358 x 10-2 1.794 4.011 4.007 
201 1.074 x 10-4 5.904 x 10-3 2.357 x 10-2 1.793 4.007 4.057 
501 1.202 x 10-4 5.802 x 10-3 2.356 x 10-2 1.793 4.039 4.048 
1001 2.362 x 10-4 5.901 x 10-3 2.356 x 10-2 1.793 3.866 3.760 
2001 2.362 x 10-4 5.901 x 10-3 2.356 x 10-2 1.793 3.984 3.967 
 
 
 
Table 8b. 5E  for the Lotka-Volterra system with initial condition 1 2(0) 1, (0) 1x x= =  as a 
function of sampling period and number of samples. 
 
 
Sampling period (Δ𝑡𝑡) 
0.001T 0.005T 0.01T 0.1T 0.5T T 
tN  
51 8.336 4.290 x 10-3 1.996 x 10-2 3.301 8.820 x 10-2 3.843 x 10-2 
101 4.411 x 10-2 5.071 x 10-3 4.754 x 10-2 3.297 2.532 x 10-2 2.333 x 10-2 
201 1.821 x 10-4 1.191 x 10-2 4.751 x 10-2 3.295 1.985 x 10-2 5.389 x 10-1 
501 2.052 x 10-4 1.166 x 10-2 4.749 x 10-2 3.295 6.369 x 10-2 1.336 x 10-1 
1001 4.765 x 10-4 1.190 x 10-2 4.748 x 10-2 3.294 6.251 x 10-2 2.977 x 10-1 
2001 4.764 x 10-4 1.190 x 10-2 4.748 x 10-2 3.294 6.927 x 10-2 1.123 x 10-1 
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Table 9a. 4E  for system 17(a-b) with initial condition 1 2(0) 1.01, (0) 0.01x x= =  as a function of 
time-step size and number of time steps. 
 
 
Time-step size (Δ𝑡𝑡) 
1 x 10-3 1 x 10-2 
tN  
101 2.245 x 102 5.708 x 10-1 
501 5.127 4.805 
1001 7.617 2.868 x 10-2 
5001 7.257 1.588 x 101 
10001 6.889 3.985 
50001 8.487 1.728 x 10-1 
 
 
 
Table 9b. 5E  for system 17(a-b) with initial condition 1 2(0) 1.01, (0) 0.01x x= =  as a function of 
time-step size and number of time steps. 
 
 
Time-step size (Δ𝑡𝑡) 
1 x 10-3 1x 10-2 
tN  
101 8.376 x 101 2.885 x 10-1 
501 3.208 3.006 
1001 4.782 1.761 x 10-2 
5001 4.535 9.921 
10001 4.306 2.491 
50001 5.304 1.071 x 10-1 
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Table 10a. 4E  for system 17(a-b) with initial condition 1 2(0) 1.1, (0) 0.01x x= =  as a function of 
time-step size and number of time steps. 
 
 
Time-step size (Δ𝑡𝑡) 
1 x 10-3 1 x 10-2 
tN  
101 9.685  2.618  
501 2.655  9.931 x 10-3 
1001 6.614 x 10-4 3.921 x 10-3 
5001 1.178 x 10-4 2.278 x 10-3 
10001 4.658 x 10-5 2.287 x 10-3 
50001 2.279 x 10-5 2.292 x 10-3 
 
 
 
Table 10b. 5E  for system 17(a-b) with initial condition 1 2(0) 1.1, (0) 0.01x x= =  as a function of 
time-step size and number of time steps. 
 
 
Time-step size (Δ𝑡𝑡) 
1 x 10-3 1 x 10-2 
tN  
101 6.914  1.713  
501 1.701  5.614 x 10-3 
1001 4.692 x 10-4 2.159 x 10-3 
5001 6.725 x 10-5 6.649 x 10-4 
10001 2.472 x 10-5 6.309 x 10-4 
50001 6.652 x 10-6 6.117 x 10-4 
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Table 11a. 4E  for system 17(a-b) with initial condition 1 2(0) 1, (0) 0x x= − =  as a function of 
time-step size and number of time steps. 
 
 
Time-step size (Δ𝑡𝑡) 
1 x 10-3 1 x 10-2 
tN  
101 9.287  5.059E-01 
501 1.716 x 10-2 2.572 x 10-3 
1001 1.184 x 10-3 2.585 x 10-3 
5001 4.536 x 10-5 2.597 x 10-3 
10001 4.442 x 10-5 2.599 x 10-3 
50001 4.397 x 10-5 2.600 x 10-3 
 
 
 
Table 11b. 5E  for system 17(a-b) with initial condition 1 2(0) 1, (0) 0x x= − =  as a function of 
time-step size and number of time steps. 
 
 
Time-step size (Δ𝑡𝑡) 
1 x 10-3 1 x 10-2 
tN  
101 5.631  2.245 x 10-1 
501 9.063 x 10-3 1.723 x 10-3 
1001 5.125 x 10-4 1.685 x 10-3 
5001 1.005 x 10-5 1.665 x 10-3 
10001 1.134 x 10-5 1.663 x 10-3 
50001 1.221 x 10-5 1.661 x 10-3 
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APPENDIX A: LEAST-SQUARES CUBIC SPLINE FITTING TO NOISY TIME SERIES 
 
We want to extract coefficients from noisy time series generated by applying multiplicative 
noise to a numerical solution of the Lorenz system 10(a-c) with sufficiently long durations 
( 50fT = ), high sampling frequency (
410t −∆ = ), and small amplitude of the multiplicative noise 
(maximum 1% relative error).  Unlike the process for coefficient extraction from exact time series, 
in the noisy case, neither the time series nor the finite difference approximation to the derivative 
is sufficiently accurate to construct useful matrices G and r in (7).  As a result, a numerical process 
to smooth the noisy time series is required.   
Here we apply the Matlab built-in function spaps [14] to generate cubic splines to least-
squares fit the noisy time series of the variables 1x , 2x , and 3x .  This function then returns 
smoothed fitted values of the variables and their derivatives at each point.  For each variable, the 
spline smoothness depends on three input variables: a tolerance, and a t-dependent roughness 
measurement and weight, which we donate by iµ , ( )i tλ , and ( )iw t , respectively, where 1i = , 2, 
3 denotes the appropriate variable.  The tolerances iµ  are defined as the sum of the squares of the 
differences between fitted spline values (denoted by , ( )i spline lx t ) and the corresponding noisy time 
series ( )i lx t ,weighted according to  
 
2
,
1
( ) ( ) ( )
tN
i i l i spline l i l
l
w t x t x tµ
=
 = − ∑  (A1) 
The function spaps minimizes  
0
22
7 ,( ) ( )
fT
i i spline
t
E t D x t dtλ= ∫  (A2) 
to generate the cubic spline.  Since iµ  depends on ( )iw t , we can set ( ) 1iw t =  and determine iµ  
from the noisy time series.  Also, the spline "quality" (a combination of smoothness and how well 
the spline fits the data, to be quantified below) depends heavily on both the iµ  and ( )i tλ .  
Specifically if 0iµ = , the spline would pass through all the noisy points, which would give a large 
error when approximating the derivatives. 
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This requires an algorithm to refine iµ  and ( )i tλ  to construct a spline that is close in some 
sense to the underlying, uncorrupted time series.  Thus, we have developed a suitable measurement 
for the quality of the spline, which depends on several constrained computational parameters, 
which can be optimized. 
For the initial condition 1(0) 1x = , 2 (0) 2x = − , and 3(0) 1x = − , we observe that each time 
series ( )i lx t  can be separated into three distinct regions: an initial transient, a long-time chaotic 
region, and an intermediate region in between.  In the initial transient region, the three variables 
can change rapidly, while in the chaotic region oscillations occur with nearly constant frequency 
and variable magnitude.  In order to allow ( )i ltλ  to accommodate the time scale for transient and 
chaotic regions, we specify a function with two plateaus to handle the fast time scale in the transient 
region and the slow time scale in the long-time chaotic region.  Then we use an exponential 
function to connect these plateaus in the intermediate region, according to  
,1
,2 ,1
,1
,1 ,2
,2
1 0
( )
i
i i
i
t t
t t
i i i i
i fi
t t
t t t t
t t T
λ λ
λ
−
−
< <

= ≤ ≤

< ≤

 (A3) 
The reason we need a continuous ( )i tλ  is that a discontinuity in ( )i tλ  will introduce unwanted 
high-frequency variation in the intermediate region.  In Eq. (A3), only the ratio between the two 
plateaus of ( )i tλ  affects the smoothness distribution.  Four remaining parameters, namely iµ , iλ , 
,1it , and ,2it , need to be determined.   
For solutions of the Lorenz system, each continuous-time function ( )ix t  consists of a set 
of consecutive arcs, separated by the points at which 2 2id x dt  vanishes.  We refer to these arcs 
as concave and convex, according to whether 2 2id x dt  is negative and positive, respectively.  At 
times for which the arc is convex, time series points larger than the value of spline are said to be 
"inside," while those below the spline are said to be "outside."  The opposite is true at times when 
the arc is concave.  The junctions between the convex and concave arcs can be approximately 
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determined using the Matlab built-in function findpeak [14], which locates inflection points of the 
spline.   
Next, we separate each time series into ,i sN  parts of equal length.  For each such 
subinterval of the time series, the number of "inside" points is ,i uI  and the number of "outside" 
points is ,i uO  ( ,1 i su N≤ ≤ ) and the quality of the entire time series is given by 
,
,, , ,
1
i s
i s
N
i N i u i u
u
Q O I
=
= −∑  (A4) 
If the noise is randomly distributed with zero mean, and the number of points is sufficiently large, 
then smaller values of 
,, i si N
Q  indicate higher spline quality.  This is because, when compared to 
the continuous-time exact solution, an equal number of noisy points will lie above and below ( )ix t .  
But when ( )ix t  is unavailable (as is normally the case), one can seek a spline that has equal 
numbers of time points above and below it.  The reason that we need to calculate , ,i u i uO I−  for 
each subinterval and add them together, rather than calculating the difference for the entire time 
series, is that a small value of ,1iQ  (i.e., computed without subdividing the entire interval) can 
correspond to the situation in which all of the data lie above the spline for one range of time, and 
all of the data lie below the spline on another range of time.  Therefore, a small value of 
,, i si N
Q  
means that on each subinterval , ,i u i uO I−  is small, so that the spline fits the data well on each 
subinterval.  That the value of ,i sN  should not be too large is illustrated by the fact that ,i s tN N=  
gives 
,, i si N t
Q N=  for any spline.  
Now that we have in hand a measurement of spline quality depending on iµ , iλ , ,1it , and 
,2it , we can reduce this four-variable optimization problem to a two-variable optimization problem 
involving iµ  and iλ , with ,1it  and ,2it  determined by a separate procedure.  To do so, we 
approximate ,1it  and ,2it  by generating a series of splines with 1iλ =  and different values of iµ .  
For each such spline, we count the number of extrema, which we denoted by ,i eN .  As iµ  increases 
from zero, ,i eN  will decrease until a wide plateau region is reached, on which the value of ,i eN  is 
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close to the expected2 number of extrema.  Beyond that plateau, ,i eN  decreases to zero with 
increasing iµ  because the spline becomes a linear function, due to the fact that small values of iµ
lead to serious underfitting of the time series, just as large value of iµ  corresponding to overfitting. 
We thus seek the smallest iµ  that gives the expected number of extrema, and terminate the 
search when the minimum has been located within a fixed number of significant figures (typically 
four).  For the spline constructed with this value of iµ , we denote by ,1it  the last inflection point 
in the transient region, and denote by ,2it  the first extremum in chaotic region.  As indicated in 
(A3), the transition between the two regions of constant ( )i tλ  occurs on the interval ,1 ,2[ , ]i it t . 
This spline, determined using 1iλ = , is still not accurate enough to construct the G and r 
matrices.  However, it is qualitatively similar to the exact ( )ix t , and provides useful information 
about boundaries between the initial transient region, the intermediate region, and the chaotic 
region.   
With the approximate values of ,1it  and ,2it  thus obtained, we can calculate ,, i si NQ , the 
number of extrema ,i eN , and the number of inflection points i,cN , and how they depend on iλ   
 Consider the time series 1( )lx t  (1 tl N≤ ≤ ) for realization 1 of the Lorenz system as an 
example.  The dependence of 1,eN  on 1µ  is shown in Table A.1, from which we see that 1 107.6µ =  
is the largest value that gives the expected "plateau" value of 1,eN , and hence corresponds to a 
spline that will yield good approximate values of 1,1t  and 1,2t .  From the spline, we see that these 
are the 5141th and 10236th time points, corresponding to 5141 0.5140t =  and 10236 1.0235t = , 
respectively.  For 1, 10sN =  (arbitrarily selected), and the approximate values of 1,1t , 1,2t  identified 
above, we can construct a series of splines with different combinations of 1µ  and 1λ , and calculate 
corresponding values of 1,eN , 1,cN , and 1,1, sNQ , which are shown in Figures A.1-A.3, respectively.  
In Figure A.1, the horizontal-lined region shows the combinations of 1µ  and 1λ  that do not give 
                                                 
2  It is generally not possible to examine a noisy time series and determine how many extrema there would be absent 
noise.  However, if information about the dynamical time scales is available, excellent inferences are usually 
possible.  In the present case, this is possible because the noisy time series was created by, at each time, 
multiplying the value of the smooth function by 1+𝜖𝜖, where 𝜖𝜖 = 10−3𝑟𝑟, and 𝑟𝑟 is a random integer chosen 
uniformly on the interval -10 to 10.  Thus, the amplitude of the oscillations in the underlying time series is much 
larger than the noise level. 
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the expected value of 1,eN .  In Figure A.2, the vertical-lined region shows the combinations of 1µ  
and 1λ  that do not give the expected value of 1,cN .  In Figure A.3, the cross-hatched region is the 
intersection of the horizontal- and vertical-lined regions in Figures A.1 and A.2, respectively, and 
the vertical-lined region is the remainder of its counterpart in Figure A.2.  From Figure A.3, we 
see that 1 108.3µ =  and 1 30λ =  give the minimum value of ,, i si NQ .  Thus, we use the spline 
generated by 1,1 0.5140t = , 1,2 1.0235t = , 1 108.3µ = , and 1 30λ = , for coefficient extraction. Time 
points in the intervals 0 0.01t≤ ≤  and 4.98 5t≤ ≤ , 1, ( )splinex t  and 1, ( )splinedx t dt  are not used to 
construct the matrices G and r because endpoint conditions enforced on the spline result in splines 
that systematically deviate from the time series.  Table A.2 shows the spline parameters for each 
variable in each realization.  
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Table A.1. 1,eN  for 1, 1 1( ; , )splinex t µ λ  as a function of 1µ  for 1 1λ =  
1 107µ −  1,eN  
0 40 
   0.1 38 
   0.2 38 
   0.3 34 
   0.4 18 
   0.5 16 
   0.6 14 
   0.7 14 
   0.8 14 
   0.9 14 
1 14 
108 
 
 
 
Table A.2. Errors in extracted coefficients using noisy time series for three multiplicative-noise 
realizations ( 3K = , corresponding to 1% noise) for the Lorenz system. 
 
  
Lorenz Equation 
Realization 1 
Lorenz Equation  
Realization 2 
Lorenz Equation 
Realization 3 
  1x  2x  3x  1x  2x  3x  1x  2x  3x  
iλ  30 30 40 80 100 400 100 90 300 
iµ  108.3 124.1 1062 108.8 126.4 1065 108.2 126.4 1068 
,1it  0.5140 0.4060 0.5185 0.5224 0.4606 0.5227 0.5177 0.4600 0.5220 
,2it  1.0235 0.7227 0.8218 0.9191 0.7239 0.8180 1.0319 0.7272 0.8111 
4E  0.0985 0.132 0.0421 
5E  0.745 0.844 0.855 
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Figure A.1. In the horizontal-lined region, 1,eN  does not assume its expected plateau value.  In the 
unlined region, 1,eN  assumes its expected plateau value.    
1 14 14 14 14 14 14 14 14 14 14 14 14 14 14 14
2 14 14 14 14 14 14 14 14 14 14 14 14 14 14 14 14 14
3 14 14 14 14 14 14 14 14 14 14 14 14 14 14 14 14 14
4 14 14 14 14 14 14 14 14 14 14 14 14 14 14 14 14
5 14 14 14 14 14 14 14 14 14 14 14 14 14 14 14 14
6 14 14 14 14 14 14 14 14 14 14 14 14 14 14 14 14
7 14 14 14 14 14 14 14 14 14 14 14 14 14 14 14 14
8 14 14 14 14 14 14 14 14 14 14 14 14 14 14 14 14
9 14 14 14 14 14 14 14 14 14 14 14 14 14 14 14 14
10 14 14 14 14 14 14 14 14 14 14 14 14 14 14 14 14
20 14 14 14 14 14 14 14 14 14 14 14 14 14 14 14 14
30 14 14 14 14 14 14 14 14 14 14 14 14 14 14 14 14
40 14 14 14 14 14 14 14 14 14 14 14 14 14 14 14 14
50 14 14 14 14 14 14 14 14 14 14 14 14 14 14 14 14
60 14 14 14 14 14 14 14 14 14 14 14 14 14 14 14 14 14
70 14 14 14 14 14 14 14 14 14 14 14 14 14 14 14 14 14
80 14 14 14 14 14 14 14 14 14 14 14 14 14 14 14 14 14
90 14 14 14 14 14 14 14 14 14 14 14 14 14 14 14 14 14
100 14 14 14 14 14 14 14 14 14 14 14 14 14 14 14 14 14 14
200 14 14 14 14 14 14 14 14 14 14 14 14 14 14 14 14 14 14 14
300 14 14 14 14 14 14 14 14 14 14 14 14 14 14 14 14 14 14 14
400 14 14 14 14 14 14 14 14 14 14 14 14 14 14 14 14 14 14 14 14
500 14 14 14 14 14 14 14 14 14 14 14 14 14 14 14 14 14 14 14 14
600 14 14 14 14 14 14 14 14 14 14 14 14 14 14 14 14 14 14 14 14
700 14 14 14 14 14 14 14 14 14 14 14 14 14 14 14 14 14 14 14 14 14
800 14 14 14 14 14 14 14 14 14 14 14 14 14 14 14 14 14 14 14 14 14
900 14 14 14 14 14 14 14 14 14 14 14 14 14 14 14 14 14 14 14 14 14
1000 14 14 14 14 14 14 14 14 14 14 14 14 14 14 14 14 14 14 14 14 14
2000 14 14 14 14 14 14 14 14 14 14 14 14 14 14 14 14 14 14 14
3000 14 14 14 14 14 14 14 14 14 14 14 14 14 14 14 14 14 14 14
4000 14 14 14 14 14 14 14 14 14 14 14 14 14 14 14 14 14 14 14
5000 14 14 14 14 14 14 14 14 14 14 14 14 14 14 14 14 14 14 14
6000 14 14 14 14 14 14 14 14 14 14 14 14 14 14 14 14 14 14 14
7000 14 14 14 14 14 14 14 14 14 14 14 14 14 14 14 14 14 14 14
8000 14 14 14 14 14 14 14 14 14 14 14 14 14 14 14 14 14 14 14
9000 14 14 14 14 14 14 14 14 14 14 14 14 14 14 14 14 14 14 14
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1 1.1 1.2 1.3 1.4 1.5 1.6 1.7 1.8 1.9 2
𝜇1 − 107
?̅?1
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Figure A.2. In the vertical-lined region, 1,cN  does not assume its expected plateau value.  In the 
unlined region, 1,cN  assumes its expected plateau value.    
1
2
3
4
5
6
7
8
9 16
10 16 16
20 16 16 16 16 16
30 16 16 16 16 16 16 16 16
40 16 16 16 16 16 16 16 16
50 16 16 16 16 16 16 16 16
60 16 16 16 16 16 16 16 16
70 16 16 16 16 16 16 16 16
80 16 16 16 16 16 16 16 16
90 16 16 16 16 16 16 16 16
100 16 16 16 16 16 16 16 16
200 16 16 16 16 16 16 16 16 16
300 16 16 16 16 16 16 16
400 16 16 16
500 16 16
600 16 16 16
700
800
900
1000
2000
3000
4000
5000
6000
7000
8000
9000
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1 1.1 1.2 1.3 1.4 1.5 1.6 1.7 1.8 1.9 2
𝜇1 − 107
?̅?1
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Figure A.3. In the cross-hatched region, neither 1,eN  nor 1,cN  assumes its expected plateau value.  
In the vertical-lined region, only 1,cN  does not assume its expected plateau value.  In 
the unlined, unhatched region, 1,eN  and 1,cN  assume their expected plateau values, 
and the values of 
1,1, sN
Q  are shown as a function of 1µ  and 1λ .   
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