Abstract. There is a natural bijection between Dyck paths and basis diagrams of the Temperley-Lieb algebra defined via tiling. Overhang paths are certain generalisations of Dyck paths allowing more general steps but restricted to a rectangle in the twodimensional integer lattice. We show that there is a natural bijection, extending the above tiling construction, between overhang paths and basis diagrams of the Brauer algebra.
Introduction
Consider the double factorial sequence, given by S n = (2n − 1)!! = (2n − 1)(2n − 3) · · · 1. The sequence begins: 1, 3, 15, 105, 945, . . .
There are many important sequences of sets whose terms have cardinalities given by this sequence (see 8.10 and 8.11 for a short review). The 'abstract' challenge is, given a pair of such sequences, to find bijections between the nth terms in each sequence that are natural in the sense that they can be described for all n simultaneously. We consider here Brauer diagrams (pair partitions of 2n objects) and overhang paths (certain walks on a rectangular grid).
A striking example of a natural bijection, for the sequence of Catalan numbers, is the bijection between Temperley-Lieb diagrams (noncrossing pair partitions) and Dyck paths (see e.g. [SW86] ), given by 'tiling':
See Sections 5 and 6 for more details.
The Dyck path basis of standard modules over the Temperley-Lieb algebra [TL71] lends itself to the construction of Young's orthogonal form for such modules. The Young tableau realisation of Specht modules plays a similar role for the symmetric group algebra and the Hecke algebra. From this one is able to read off the 'unitarisable' part of the representation theory of the algebra in question for q a root of unitythat is, the simple modules appearing in Potts tensor space [M91, §8.2] . This is much harder to do using the Temperley-Lieb diagrams themselves, where the necessary combinatorial information is completely obscure. In fact, the Temperley-Lieb diagrams define instead the fundamental integral form of the corresponding modules. Therefore, the bijection between Temperley-Lieb diagrams and Dyck paths provides a good example of an interesting bijection from a representation theory perspective.
Much progress has been made recently (see e.g. [CDM06] and references therein) on the representation theory of the Brauer algebra [Br37] but an analogue of the orthogonal form/simple module construction cited above (and described in Section 10 in greater detail) is not known. For this reason, as a first step towards this, it is of interest to construct a parallel bijection between overhang paths and Brauer diagrams. We do this here.
The proof that the map we construct is a bijection is nontrivial but a flavour can be given by the following:
See Section 5 for the definition of the map, and Sections 7 and 8 for the proof that it is a bijection.
The eventual aim is to push this result on into representation theory, as in the Temperley-Lieb case, but we restrict here to reporting on the initial combinatorial work necessary.
For references to other bijections potentially relevant to this aim, involving Brauer diagrams and various combinatorial objects, such as variants of tableaux, see 8.10 and 8.11.
The non-crossing pair partitions (Temperley-Lieb diagrams) are a subset of the set of general pair partitions. Dyck paths are a subset of the set of overhang paths. With this in mind we require that our bijection agrees with the Temperley-Lieb/Dyck path correspondence when restricted to Temperley-Lieb diagrams.
There is in fact another bijection between Brauer diagrams and overhang paths that is relatively easy to construct, but it does not preserve the Temperley-Lieb/Dyck path correspondence in the above sense. We describe this simpler correspondence in Section 4.
The article is organised as follows. In Section 2, we discuss Dyck paths and overhang paths and their properties. In Section 3, we recall Brauer diagrams and define some simple notions on such diagrams which will be useful later. In Section 4 we describe the simpler bijection between Brauer diagrams and overhang paths. In Section 5 we define a tiling map from overhang paths to Brauer diagrams. In Section 6 we recall a tiling-type bijection between Dyck paths and Temperley-Lieb diagrams. In Sections 7 and 8 we show that the map in Section 5 has an inverse, thus proving our main result, Theorem 8.9, that there is a bijection between overhang paths and Brauer diagrams which extends the bijection described in Section 6. In Section 9 we give an example. Finally, we explain some of our motivation in terms of the orthogonal form construction in the Temperley-Lieb/Dyck path setting in Section 10.
We would like to thank M. Grime [G] for bringing to our attention a certain notion of paths in the plane (we refer to them here as overhang paths of degree n; see 2.3), and also for his initial question which motivated us to start work on this article. He mentioned to us that it was known that the number of overhang paths of degree n coincides with the number of Brauer diagrams of degree n (for formal reasons: the generating functions are identical) and asked the question as to whether this could be proved concretely. 
overhang paths
2.1. Consider the semi-infinite rectangle R ⊆ R 2 with base given by the line segment from (0, 0) to (n, 0) and sides x = 0 and x = n. Let R Z denote the set of integral points (a, b) in this rectangle. We consider steps between points in R Z of the following form:
2.2. We define a Dyck step to be a straight line path of form (1) or (2), and a overhang step to be a straight line path of form (2 ′ ).
2.3. A path in R Z is a sequence of steps between vertices of R. It is said to be noncollapsing if it does not visit any vertex more than once. In particular, a Dyck path (respectively, overhang path) is a noncollapsing path starting at (0, 0) and consisting of Dyck (respectively, Dyck or overhang) steps. We shall restrict our attention to Dyck or overhang paths which end at (2n, 0) for some n ∈ N; such paths will be said to have degree n (see also the last paragraph of the introduction). Let G
T L n
(respectively, G n ) denote the set of all Dyck (respectively, overhang) paths of degree n. For an example of an overhang path of degree 8, see Figure 1 .
2.4. There is a injective map from paths to finite sequences of elements from the set {1, 2, 2 ′ } given by writing a path as its sequence of steps. For example,
2.5. A path p ∈ G n , together with the x-axis with the interval between (0, 0) and (2n, 0) removed, partitions the plane into two regions. The intersection of these regions with R will be referred to as the upper region and the lower region of p respectively. (In the example in Figure 1 , part of the lower region is shaded.) 2.6. We define a partial order on G n by setting p < q if the lower region of p is contained in the lower region of q. Thus, the lowest path is p 0 = 121212...12.
2.7. If p < q, we shall write q/p for the 'skew' diagram -the lower region of q not in the lower region of p.
2.8. We will consider the lower region of p not in the lower region of p 0 to be tiled with diamond tiles, and we will consider the lower region of p intersecting the lower region of p 0 to be tiled with half-diamond tiles. For an example, see Figure 2 , where the half-diamond tiles in the lower region of p 0 have been shaded to illustrate them.
Proof: We can form an overhang path from p 0 in the following way: for each k ∈ {1, 2, . . . n}, choose 0 ≤ l ≤ 2k, and add a rectangle to the lower region of p 0 with vertices (2k, 0), (2k + 1, 1), (2k − l + 1, l + 1) and (2k − l, l). It is clear that this forms the lower region of an overhang path.
Steps of form (2) or (2 ′ ) from (a, b) do not change the sum a + b, while a step of form (1) increases it by 2. It follows that any overhang path 1R  2R  3R  2L  4R  5R  6R  6L  3L  1L  7R  8R  5L  7L  4L must contain precisely n steps of form (1). By considering the diamond tiles down and to the right of these steps, we see that the path must be of the above form.
2.9. For each p ∈ G n there is a unique maximal path t ≤ p that only uses Dyck steps. We call this the root Dyck path (or just the root) of p.
2.10. For p ∈ G n and q ∈ G m the side-by-side concatenation p * q of p and q is a path in G n+m : * :
Note that not every path in G n+m that passes through (2n, 0) arises in this way.
2.
11. An element of G n is said to be prime if it cannot be expressed non-trivially in the form a * b.
Brauer diagrams
3.1. Given a finite set S, a pair partition of S is a partition of S into subsets of cardinality 2. A Brauer diagram of degree n is a picture of a pair partition of 2n distinct vertices arranged on the boundary of the lower half-plane. The two vertices in each part of the pair partition are joined by an arc in the lower half-plane. Two Brauer diagrams are identified if their underlying vertex pair partitions are the same. Let J n denote the set of all Brauer diagrams of degree n. See Figure 3 for an example. The additional arc and vertex labels are explained below.
3.2. We remark that Brauer diagrams are often defined using 2n vertices on the boundary of a disk or in a horizontal rectangle, with n vertices along the top and n vertices along the bottom, but we shall not consider such representations here. for the subset of J n consisting of TL diagrams.
3.6. Definition ((Right-)standard arc labelling). Let D be a partial Brauer diagram. We number the vertices of D which are right-hand ends of arcs or singletons, in order from right to left. A vertex k which is the right-hand end of an arc gets labelled kR, and we label the other end of the arc kL. Sometimes we will label the arc with endpoints kL and kR with the number k.
For an example, see Figure 3. 3.7. We define similarly a left-standard labelling, which again numbers from right to left, but according to the order of the left-hand endpoints of arcs (and singletons as before).
3.8. Later we will use the pair (a(i), i) of left and right-standard labels for an arc in a fixed diagram D. That is, if i is the right-standard label of an arc, then a(i) will be the left-standard label of the same arc.
3.9. We will not need the, perhaps more natural, orderings from left to right. This handedness comes from the handedness of the overhang diagrams that we chose.
To each arc i (in the right-standard labelling) of a diagram D we may associate an arc (left) subdiagram
This is the collection of arcs whose right-hand vertex is strictly contained within arc i (i.e. the interval from iL to iR), together with their endpoints. We retain the initial (right-standard) labelling of the vertices inherited from D. Similarly for D ∈ J n and D ′ ∈ J m we will understand by DD ′ ∈ J n+m the diagram obtained by simple side-by-side concatenation.
We shall call a diagram prime if it cannot be expressed nontrivially in the form
(This is a different definition of prime than has been used elsewhere, e.g. [ 
L, MS94]). Note that if a diagram D is Temperley-Lieb and prime then it can be expressed in the form
D = [D ′ ].
A simple bijection between overhang paths and Brauer diagrams
4.1. Let n ∈ N. Recall that J 1 n−1 denotes the set of partial Brauer diagrams with n − 1 pairs and one singleton. There is a bijection
given be deleting the rightmost vertex of a Brauer diagram. The inverse adds a single vertex at the right hand end and joins it with the singleton. There is also a bijection from J 1 n−1 to J n−1 obtained by deleting the singleton. There are 2n − 1 possibilities for the singleton, giving a bijection:
where k denotes the set {1, 2, . . . , k} for any k. Thus d 2n := s − • s 2n is a bijection from J n to J n−1 × 2n − 1. It follows that
and thus that |J n | = (2n − 1)!!. It follows from the above that
is a bijection.
4.2. In this section only, we shall regard a Dyck path as a walk on Z × Z from (0, 0) using steps from {(1, 0), (0, 1)}, such that the walk never drops below the line parallel to the vector (1, 1) (equivalently, if the height of a point (x, y) is defined to be y − x, negative heights are not allowed). It is clear that such a path can be transformed into a Dyck path as defined in Section 2 by rotating it through 45 degrees clockwise about the origin and stretching it by a factor of √ 2. We consider such paths whose end-point is (n, n).
4.3. Similarly, in this section only, we shall regard an overhang path as a generalisation of such a walk in which steps of the form (−1, 0) are also allowed, but the walk also never drops below (i.e. to the left of) the line defined by the (−1, 1) vector (and the path may not visit the same vertex twice). Such a path is characterised by the sequence of x-coordinates of its (0, 1)-steps. The first entry in this sequence is necessarily 0, the second lies in {−1, 0, 1}, the third lies in {−2, −1, 0, 1, 2}, and so on. (In the Dyck path case the negative positions do not occur.) Let O n denote the set of such paths ending at (n, n).
It is clear that there is a bijection from
A n to O n taking an element (x 1 , x 2 , . . . , x n ) of A n to the overhang path with sequence of x-coordinates of its (0, 1)-steps given by x i − i, i = 1, 2, . . . , n.
We have thus constructed a bijection
One way to construct the inverse of the above bijection is to start with an element of O n and to regard this as a partial tiling of the plane with 1 × 1 tiles. That is, one fills the interval between a given overhang path and the lowest path with tiles. One also tiles the interval between the (1, 1) line and the lowest path with half-tiles in the obvious way. One then decorates all the square tiles with crossed lines from edge to opposite edge; and the triangular tiles each with a single line from short edge to short edge. This decoration gives the corresponding element of J n . 5.2. We note that the patterned tiling of the lower part of p in the above construction can be regarded as a pipe dream [FK96] (also known as an rc-graph [BB93] ). In general it will be non-reduced, i.e. two arcs may cross twice in the resulting configuration (see Figure 19 for an example of this).
By the construction of Ψ, we have:
Lemma. The map Ψ commutes with side-by-side concatenation:
6. The Temperley-Lieb case 6.1. Note that the map Ψ has image within the set of TL diagrams when restricted to the set of roots: (This version was already known.)
6.2. The inverse of the restricted map is also well known. A convenient in-line representation of a TL diagram D is to read from left to right and to replace each vertex that is the left hand end of an arc with an open bracket, "(", and to replace each vertex that is the right hand end of an arc with a close bracket, ")". It is clear that this gives rise to a well-nested sequence of brackets. Replacing each "(" with a 1 and each ")" with a 2 we obtain the in-line sequence for a Dyck path, call it Φ T L (D).
By construction, we have the following:
Lemma. The map Φ T L commutes with side-by-side concatenation:
Proof: This is implicit in [ABF84] (see [M91] ), but we include a proof for the convenience of the reader. We show that for all TL-diagrams
We do this by induction on n, with n = 0 as base. Suppose that the result is true for smaller n. If D is a TL diagram of degree n, suppose first that D has an arc joining vertices 1 and 2n. Let D ′ be the TL-diagram obtained by removing this arc. 7. The inverse of the tile map 7.1. In this section we will define a map Φ : J n → G n and show that it is inverse to Ψ. In order to define Φ we first of all define a map Π : J n → J T L n associating a Temperley-Lieb diagram to each Brauer diagram. This will give us a useful labelling of each Brauer diagram. We will then study the properties of this labelling, and this will allow us to define Φ and show that it is an inverse to Ψ as required.
7A. A map from Brauer diagrams to Dyck paths
We first of all define a map tree of D. We have thus defined a map τ R from J n to planar rooted trees.
7.5. Example: The right-chain tree for our example D above is shown in Figure 6. 7.6. Let γ denote the usual geometric dual map from planar rooted trees to TL diagrams. Thus, for a planar tree T , each arc of the TL diagram γ(T ) passes through a unique edge of T . The dual TL diagram for the above example is shown in Figure 7 .
Combining, we have a map Note also that applying the map Φ T L to Π(D) gives a Dyck path. So we can also associate a Dyck path to each Brauer diagram. In our example the path is shown in Figure 8. 7.9. Note that the left-standard labelling of arcs in a TL diagram induces a labelling for steps of form (1) in the associated Dyck path, whereby each such step is given the label of the arc passing through it. See Figure 9 for an example. 1R  2R  3R  3L  2L  4R  5R  6R  6L  5L  4L  1L  7R  8R  8L For example, in the TL diagram in Fig 10(b) , we have a(3) = 1.
Definition (Secondary arc label).
For each arc i in D there is an arc in Π(D) with the same right-standard label. We call this association between arcs of D and arcs of Π(D) the 'right-correspondence'. We now associate a new 'secondary' label to each arc in D -the left-standard label for the right-corresponding arc in Π(D). Figure 3 is shown in Figure 10 (a). The labels at the top of the diagram are the right-standard labels, and each arc has been given its left-standard label. We remark that if D ∈ J T L n then Π(D) = D, so its secondary and left-standard labels coincide.
For example, the secondary labelling for the diagram D in

Definition (Right-agreement).
Let us say that two diagrams right-agree up to a given vertex x if there is a partial Brauer diagram on that vertex and the vertices to the right of it which can be completed on the left to either of the two diagrams. If, in addition, the two diagrams do not right-agree up to the vertex immediately to the left of x, we shall say that they maximally right-agree up to x. 7.14. See Figure 11 for an example. Diagrams (b) and (c) right-agree up to the fifth vertex from the right since the partial Brauer diagram (a) can be completed to either of them. It is clear that in fact the two diagrams maximally right-agree up to this vertex. Note also that Π(D) and D in Figure 10 maximally right-agree up to the third vertex from the right (labelled 3R in both diagrams). Since the vertex with right-standard label bR in D is to the left of x, its right-correspondent in Π(D) must also be to the left of x (using Lemma 7.14) and thus the whole of the arc with right-standard labels bL and bR must be to the left of the vertex with right-standard label aL in Π(D). Let i (respectively, j) be the secondary label of the arc with end-points aL and aR (respectively, bR and bL) in D. These are the left-standard labels of the right-corresponding arcs in Π(D), and by the above neither is a descendant of the other in τ R (D) by the definition of Π(D).
Lemma. Suppose that D and Π(D) right-agree up to a given vertex x. Suppose that there is an arc of D in the agreeing part. Then the right-corresponding arc in Π(D) is also in the agreeing part (indeed, this is the same pair of vertices in the pair partition). These arcs have
We claim that, using the definition of τ R (D), j is a descendant of i in τ R (D): a contradiction. Since Π(D) and D right-agree up to vertex x, the diagram for D can be drawn with no crossings to the right of a vertical line V drawn between vertices x and y.
Let a 1 R, a 2 R, . . . , a k R be the right-hand end-points of the arcs of D with right-hand end-point at x or to its right and left-hand end-point to the left of x, with a 1 < a 2 < · · · < a k . Note that the left-hand It follows similarly that arc j is in the subdiagram D a 2 , and by continuing to argue in this way we eventually obtain that arc j is in the subdiagram D i and thus is a descendant of i as required. See Figure 14 .
We have thus ruled out all other possible configurations and can conclude that the lemma holds. Let i (respectively, j) be the secondary label of the arc with end-points bL and bR (respectively, cL and bR) in D. Let k be the secondary label of the arc with end-points dL and dR in D; this coincides with the left-standard label of the arc in Π(D) with these end-points, by the definition of secondary label. Then by (**) above and the definition of Π(D), j is a descendant of k in τ R (D). But by (*) and Lemma 7.14, j is not a descendant of k in τ R (D), a contradiction.
It follows that vertex z must be the left hand end-point of an arc in Π(D) as required.
Main Result
In this section we will prove our main result. We first need a key lemma: is as in Lemma 7.14 for δD), and so on, iterating the procedure. We thus obtain a sequence
For any j not appearing in this sequence (i.e. no adjustment is required to bring the arcs with secondary label j + 1 into right-agreement), we define D(j) to be D(s), where s is minimal with the property that the arcs with secondary label j + 1 agree in D(s) and Π(D). In such cases, we set X j = 0.
8.5. Each single step counted by X D = X r can be implemented on D by an adjacent pair permutation of vertices. Thus by extending the diagram above to include a single crossing σ j(r) (say) in the appropriate position, for each such step, we can build up the transformation D → δD. We repeat this procedure for each transformation in the above sequence.
In our example, the extension for the first transformation is shown in Figure 15 . 8.9. It is well known that the cardinality of J n is equal to (2n − 1)!! so it follows from Lemma 2.8 that |J n | = |G n |. We have therefore shown that:
Theorem. The maps Φ and Ψ are inverse bijections between the set J n of Brauer diagrams of degree n and the set G n of overhang paths of degree n. 9.2. We observe that δD and Π(D) maximally agree up to the ninth vertex from the right, including the arcs secondary-labelled 1. In fact the arcs secondary-labelled 2 and 3 also right-agree, so r ′ = 3 and we write δD = D(3) (thus D(1) = D(2) = δD). By moving the arc secondary-labelled r ′ + 1 = 4 three steps to the right we can make it right-agree with the arc with the same secondary-label in Π(D), giving the diagram δD(3) shown in Figure 17 . Thus X 3 = 3.
9.3. We see that the arcs secondary labelled 1, 2, 3, 4 lie in the rightagreeing parts of δD(3) and Π(D), so δD(3) = D(4). We compute that X 4 = 5 and diagram δD(4) is shown in Figure 18 . 9.4. Next, the arcs secondary labelled up to 6 lie in the right-agreeing parts of δD(4) and Π(D), so δD(4) = D(6). We compute that X 6 = 5 and δD(6) = Π(D).
9.5. Using this data to construct ΦD we obtain the overhang path in Figure 19 . Note that the tiling of this path does indeed return D. 
(Young's orthogonal form (see e.g. [Bo70, IV.6]) involves an action via symmetric matrices related to those above via conjugation).
We remark that the action is only well-defined provided [h] never vanishes.
10.7. We now restrict attention to the situation in which λ has exactly two components, each consisting of exactly one row. We can represent T ∈ T λ by an n-tuple (a 1 , a 2 , . . . , a n ) with entries in {1, 2}, defined by the condition that i ∈ λ a i for all i ∈ {1, 2, . . . , n}. Such a tuple can be regarded as a walk of length n in Z 2 starting at the origin. The ith step of the walk consists of adding the vector (1, 1) if a i = 1 or adding the vector (1, −1) if a i = 2. 10.8. For example, if n = 4 and each component of λ is a row of length 2, the elements of T λ and the corresponding tuples and walks are as shown in Figure 20. 10.9. We note that in the walk realisation of a standard tableau T , σ i swaps a pair of steps (1, 2) with the pair (2, 1), i.e. a local maximum is swapped with a local minimum or vice versa. Thus, in order for there to be mixing between two basis elements as in Proposition 10.5(c), the corresponding walks must agree in all but their ith and (i + 1)st steps, and in each diagram separately the second coordinate (or height) after i − 1 steps and after i + 1 steps must coincide. In fact, it is not hard to show that the height coincides with the usual hook length h 0 i,i+1 . If T < σ i (T ) then h x i,i+1 is equal to the sum of x 1 − x 2 and the height of the walk after i − 1 steps. 10.10. If this value is 1, it follows from the description of the action in case (c) that the elements are not actually mixed. It follows that, if we choose x so that x 1 − x 2 = 1, there is an action of H n on the set of (standard tableaux corresponding to) walks which do not go below the horizontal axis given by the formulas in Proposition 10.5. In fact, in this case, the action cannot be extended to the whole of T λ since the action is not defined for hook length zero.
10.11. Similarly, if we set x 1 − x 2 = 2, only the walk (2, 2, 1, 1) is decoupled from the rest. In other words, changing the value of x allows us to define a module for H n with basis elements corresponding to walks which do not go below a certain "exclusion" line.
10.12. The walks we have been considering can be regarded as walks on Z (with edges joining integers with difference 1), by projecting onto the first coordinate. Thus, in summary, we have extracted an H nmodule with a basis of walks on Z which only visit vertices on a certain subgraph, from the formal closure of a Zariski-open set of modules (that is, actions depending on a parameter) whose bases consist of walks on a larger subgraph. The decoupling of the subgraph, in this sense, is determined by the structure of the graph. 10.13. The case x 1 − x 2 = 1 is special in that the decoupled module is irreducible for generic values of q. It is an analogue of the boundary of the dominant region in the Weyl group construction in Lie theory. The most interesting step, however, is the next one. We now fix x 1 −x 2 = 1, and also specialise q to be an lth root of unity, so that [l] = 0. In this situation, there is a further decoupling: we obtain a module whose basis corresponds to walks whose height is bounded above by l − 1. In other words, we now only include walks that lie between two 'walls': the lines given by setting the second coordinate to 0 and l − 1. It can be shown that this module is simple in this specialisation. Such simple modules are otherwise very hard to extract, but here their combinatorics is manifested relatively simply.
10.14. It is this feature that we aim, eventually, to duplicate for the Brauer algebra. Although we reiterate that in this article we have not addressed the representation theory of the Brauer algebra -as a first step, we have considered a Brauer analogue of the underlying combinatorial correspondence.
