ABSTRACT
INTRODUCTION
Surface tension has fundamental importance in many phase-change phenomenon, such as boiling, condensation, and the wetting and drying of solids. For ultra-thin films, atomistic simulation is an attractive tool for studying the interfacial and system properties [1] [2] [3] [4] . Nijmeijer et al. [3] found that the properties like surface tension depend strongly on the cutoff radius used to evaluate force or potential. Computation expense scales as N atoms r 3 c , so computations are considerable cheaper for small cutoff radii. He found that surface tension of Lennard-Jones fluid increases by factor of 2.8 at normalized temperature T
¢ ¡ T k B
¡ ε ¡ 0£ 92 by increasing the cutoff radius r c from 2£ 5σ to 7£ 33σ. Chapela et al. [1] derived a corrected expression for the surface tension by assuming that density profile is a hyperbolic tangent profile near the interface allowed the effect of the truncated 'tail' of the potential to be accounted for. This expression was improved by Blokhius et al. [5] . However, the liquid and vapor densities are also sensitive to r c and are not corrected by the tail correction. Considering these limitations, we implemented a particle-particle particle-mesh (P 3 M) method [6] to evaluate the interatomic forces and interfacial surface tension without truncation of the potentials or force. It is demonstrated by simulating a ultra-thin Lennard Jones liquid film surrounded by its vapor at various temperatures.
THEORY
The hydrodynamic definition of surface tension is the isothermal work of formation of unit area of interface. At atomic scales, interfacial tension can be expressed as the integrated imbalance of normal and tangential pressure near the interface. In terms of atomic positions r i for atom i and interatomic potential φ, this expression for surface tension is
where
x j , and so on. Interatomic potential between Lennard-Jones atoms is
and interatomic force is negative gradient of the potential φ. Typically, forces and surface tension term as shown above are evaluated within a cutoff radius r c in a molecular simulation to speed up the computation. This causes significant error in predictions of interfacial properties.
To overcome this problem, we implemented a P 3 M method for both force and surface tension evaluation for the 1 ¡ r 6 term in (2) . Following this approach, we divide the term into two parts: a short-range component which decays exponentially with r and a long range component which is smooth. The short-range component is evaluated directly using a particle-particle method.
A small cutoff (r c ¡ 3σ) is now sufficient because of the exponential decay of the interaction with r. The long-range part is evaluated using an optimized Greens function called an influence function on a mesh using FFTs. The formation for the dispersive force 1 ¡ r 7 follows the work of Essmann et al. [7] for 1 ¡ r p term. Since the short-range repulsive force due to 1 ¡ r 12 decays much faster than the dispersive force term, it is evaluated directly using particle-particle method with the same r c ¡ 3σ without incurring any substantial error. Second order B-spline distribution and interpolation is used for constructing the smooth portion of the mesh.
The surface tension terms require further modification of the P 3 M algorithm since they do not follow the form of 1 ¡ r p . We express the individual terms in (1) as partial derivatives, ) and (1) can be rewritten as
The P 3 M method is used to evaluate the above expression. Influence function and mesh based charge distributions are multiplied in the Fourier space by appropriate wave number to account for the second partial derivative in (4) for calculating the long-range component and FFTs are used for efficient calculation. As the influence function is independent of atomic positions, it is evaluated only once in the beginning of the simulation which reduces the computational time significantly. Short range term [7] (A5, A6) is partially double differentiated w.r.t. x, y and z respectively and the 1 ¡ r 14 term, which decays fast, is included in it.
SIMULATION DETAIL
The atomistic simulations are performed in a rectangular domain of size 12 12 24 σ 3 . Dimensional parameters for Argon fluid correspond to σ ¡ 3£ 405Å and ε
Periodic boundary conditions are applied in all three co-ordinate directions. Lennard-Jones atoms are initially placed in the center of the domain in a liquid slab. 1000 atoms are used in the simulation. The system is equilibrated for 50,000 time steps (0.545 ns) using a crude velocity rescaling to maintain temperature. Then system properties are statistically sampled from the 10 5 th time step for the the next 10 6 steps. Computation time for this case is comparable to the simulation using cutoff radius of 4£ 5σ in neighbor list algorithm. This procedure was repeated for five We used 32 32 64 mesh points in the particle-mesh solution for force evaluation and 48 48 96 for surface tension evaluation. (These necessary dimensions were determined empirically.) Atomic motion was integrated using the velocity Verlet algorithm [8] . Statistics were accumulated in 512 bins parallel to the interface.
RESULTS AND DISCUSSION
Density profile of the Lennard-Jones atoms are shown in Fig.  (1) . Liquid and vapor densities are obtained from it and plotted in Fig (2) . These values are compared with the density of Argon fluid. We see that simulation predict liquid and vapor densities well. As temperature increases, liquid density decreases and vapor densities increase and difference vanishes near the critical point.
Interfacial tensions are obtained by integrating the imbalance between normal and tangential pressure. Since there are two interfaces the value is halved and then plotted in the Fig. (3) where it is compared with the interfacial tension of Argon as well as result from neighbor list code. Empty circle shows the surface tension result without tail correction due to the finite cutoff and filled circle shows the surface tension with tail correction. All the simulation results match well with the surface tension of the Argon fluid but our P 3 M code does not require any tail correction for surface tension or densities.
CONCLUSIONS
The P 5σ, but more versatile since tail corrections can only be applied in trivial geometries like those studied here. Typically P 3 M code takes approximately 21 hours for 1.1 million time steps on a 2.5 GHz PC. This promises to be an excellent tool for molecular simulation where finite radius causes significant error. Its principle drawback is the complexity of the algorithm, which is substantial compared to standard cutoff methods.
