Abstract. We study the appearance of the giant component in random subgraphs of a given finite graph G = (V, E) in which each edge is present independently with probability p. We show that if G is an expander with vertices of bounded degree, then for any c ∈]0, 1[, the property that the random subgraph contains a giant component of size c|V | has a sharp threshold.
Introduction
Percolation theory studies the presence of "giant" connected components in a large graph G whose edges are deleted independently at random. The meaning of "giant" differs whether one looks at infinite or finite graphs. For the former, it means an infinite connected component while for finite graphs a giant component usually means a component of size linear in the number of vertices of the original graph G. Whether the graph is finite (see Pittel (2008) , Nachmias and Peres (2009)) or infinite (see Benjamini and Schramm (1996) ), symmetry of G has often played a key role in the study of percolation. In this paper, we are concerned with weakening these symmetry assumptions in the case of finite graphs, replacing them by a more geometric assumption. To do so, we follow the path of Alon et al. (2004) , where finite graphs satisfying an isoperimetric inequality (the so-called "expanders") are studied without any symmetry assumption.
As Alon, Benjamini, and Stacey, we study percolation in expanders of bounded degree. More precisely, given a finite graph G = (V, E), let G(p) denote the spanning subgraph of G obtained by retaining each edge of G independently with probability p. For any two sets of vertices A and B in G, let E(A, B) be the set of all edges with one endpoint in A and the other in B. For a finite graph G its edge-isoperimetric number c(G), also called its Cheeger constant, is defined by
|A| .
An expander (G n ) n≥0 is a sequence of graphs G n = (V n , E n ) such that there are strictly positive constants b and d such that for every n, the maximal degree in G n is not greater than d, and c(G n ) > b. Moreover, we always assume that |V n | → ∞ as n → ∞. When we want to emphasize the dependence on the constants, we will talk of a (b, d)-expander. A d-regular expander is an expander such that all graphs of the sequence are d-regular. Theorem 2.1 in Alon et al. (2004) shows that in an expander, there is, with probability tending to 1, never more than one giant component. This allows one to speak about the giant component. A more precise statement is obtained in Theorem 2.8 in Alon et al. (2004) , showing that, uniformly over p, with probability tending to 1, the second largest component cannot have size larger than |V n | ω(b,d) for some ω(b, d) < 1. Although the same result is conjectured to hold under less stringent isoperimetric assumptions, it is important to note the absence of any symmetry assumption.
Arguably the most interesting phenomenon in random graphs is the emergence of the giant component as p is increased gradually from 0 to 1. In (Alon et al., 2004, Theorem 3.2) , the following result is shown: Theorem 1.1 (Alon, Benjamini and Stacey, 2004) . Let d ≥ 2 and let (G n ) n≥0 be a sequence of d-regular expanders with girth
It is tempting to conjecture that the regularity and high-girth assumptions in Theorem 1.1 can be removed at the price of losing the precise location of the threshold, thus showing that a giant component emerges in an interval of length o(1) in any expander. Conjecture 1.2. Let (G n ) n≥0 be an expander. There is a sequence p * n , bounded away from zero and one such that, for every ε > 0, If p n ≥ p * n + ε for all n, then there exists a c > 0 such that lim
However, it is not entirely clear whether Conjecture 1.2 can hold without a minimum of homogeneity of the underlying graphs G n . (Benjamini et al., 2009 , Theorem 1.3) establishes Conjecture 1.2 under the additional "homogeneity" assumption of weak convergence of G n to an infinite boundeddegree graph.
The main result of this paper is a sharp threshold result for the events "G n (p) contains a component of order at least c|V n |" for every c ∈]0, 1[. In a sense, it can be seen as a weakening of Conjecture 1.2. The weakness is that we cannot assert the existence of the "threshold function" p * n , but we can still interpret this result as the fact that in any expander, every giant component of given proportion emerges in an interval of length o(1). This is formalized as follows. 
The rough idea of the proof is the following. First we show that the expansion and bounded-degree properties are sufficient to imply that the value of p for which the probability that G n (p) contains a component of size c|V n | equals some fixed constant α ∈ (0, 1) stays bounded away from zero and one. This may be proved by putting together some arguments of Benjamini and Schramm (1996) and Alon et al. (2004) . Now to show that the threshold is sharp, it suffices to prove that the threshold width converges to zero as |V n | tends to infinity. The proof of this fact has two main components. First we show that around the critical probability, the derivative (with respect to p) of the expected size of the largest component is proportional to |V n |. This is done by using Russo's lemma and the expansion property. In other words, the expected size of the largest component grows quickly (with p) around the threshold value. Then to show that the probability of existence of a component of size c|V n | has a rapid growth around the threshold, it suffices to show that the size of the largest component is concentrated in the sense that its standard deviation is of a smaller order of magnitude than its mean. This may be achieved by applying a general bound for the variance of a function of independent Bernoulli variables due to Falik and Samorodnitsky (2007) .
The paper is organized as follows. In Section 2 we introduce some notation. In Section 3 we collect some arguments existing in the literature to show that the threshold functions p * n (c) are bounded away from zero and one. Finally, Section 4 is devoted to the proof of our main result, Theorem 1.3. In fact, we prove something more in Theorem 4.1, namely that the threshold width is at most of order O((log |V n |) −1/3 ). We remark that in most existing sharp threshold results one uses a result of Friedgut and Kalai (1996) and thus needs a transitive (on edges or vertices) group of automorphisms while in this paper nothing like that is used. Instead, the isoperimetric property is used in an essential way.
We end this introduction by an open question. It would be interesting to relax the isoperimetric condition and replace the positivity of the Cheeger constant by a weaker condition of the type
for some α < 1.
Notation
Let b > 0 and d ∈ N * . Throughout the paper, G n = (V n , E n ) denotes a sequence of (b, d)-expanders such that |V n | tends to infinity when n tends to infinity. For a subset W of vertices, we denote by ∂ E W = E(W, W c ) the exterior edge-boundary of W .
Each point (or "configuration") x ∈ {0, 1} En is identified with the subgraph of G n with vertex set V n and edge set obtained by removing from E n all edges e such that x(e) = 0. For a given p ∈ [0, 1], we equip the space {0, 1} En with the product probability measure µ n,p under which every x(e) is independently 1 (resp. 0) with probability p (resp. (1 − p)). For any function f : {0, 1} En → R, we denote by E n,p (f ) = f (x) dµ n,p (x) the mean, and for any α ≥ 1, the norm · α,p denotes
n (x) to be the i-th largest connected component in the configuration x, and let
The threshold function is defined as:
When n is clear from the context, we omit the subscript n.
Thresholds of giant components are bounded away from zero and one
The fact that the functions p n,α (c) are bounded away from zero and one may be proved by putting together arguments of Benjamini and Schramm (1996) and Alon et al. (2004) . Here we give a self-contained proof. We also add an estimate for the decay of the probability of not having a giant component of fixed size for p close enough to 1, which seems to us interesting on its own. 
Furthermore, for any c ∈]0, 1[, there are strictly positive constants C 1 , and C 2 , depending only on b and d, such that for every n and any p ≥ q 2 (c),
Proof: The fact that p n,α (c) is bounded away from 0 may be proved using standard branching-process arguments as follows. Fix q 1 < 1/(d − 1) and suppose that p ≤ q 1 . Since the degrees are bounded by d, the connected component C(v) of a vertex v ∈ V n has a size not larger than S, where S is the total number of descendants of the root in a (sub-critical) GaltonWatson process with offspring distribution B(d − 1, p) (except for the first offspring, which has distribution B(d, p)). Since the binomial distribution B(d−1, p) possesses exponential moments, it is well known (see, e.g, Exercise 5.22 in Lyons and Peres (2009) ) that there are some values λ > 0, M < ∞, depending only on d and q 1 , such that, for every n and p ≤ q 1 ,
Thus, for any t > 0, n ∈ N * and p ≤ q 1 ,
In particular,
which goes to zero as n tends to infinity. Thus, for any α ∈]0, 1[, for n large enough, p n,α (c) > q 1 . The fact that p n,α (c) is bounded away from 1 follows essentially from Theorem 2 and Remark 2 in Benjamini and Schramm (1996) and Lemma 2.2 and the proof of Proposition 3.1 in Alon et al. (2004) . To detail the proof, first we show that there are constants
Then, we slightly extend Lemma 2.2 in Alon et al. (2004) in proving that for every c 1 ∈]0, 1/2[ and c 2 ∈]1/2, 1[, there is a constant q 3 (c 1 , c 2 ), depending only on c 1 , c 2 , b, and d, such that, for every n and every p > q 3 (c 1 , c 2 ),
Once inequalities (2) and (3) are proved, Proposition 3.1 follows with the choice q 2 (c) = max{q 3 (min{1/2, a}, max{1/2, c}), p 0 (b)}.
Proof of (2). First we show that if p > 1 1+b , then there is some δ > 0, depending only on p − 1 1+b , and such that
To see this, we construct recursively the component C(v) and its edgeboundary W (v) as follows. First, we order the edges in E n . Let C 1 = {v}, and W 1 = ∅. At each step of the algorithm, C k denotes a subset of C(v) and W k a subset of W (v). At step k, we explore the first (in the aforementionned order) edge e k = (y, z) from E n \ W k that is adjacent to a vertex y from C k and to a vertex z from V n \ C k , if there exists such an edge. Otherwise
It is easy to see that, under µ n,p , (x(e 1 ), . . . , x(e N )) can be completed so as to form an infinite i.i.d sequence of Bernoulli random variables with parameter p. Thus, to construct C(v), we flipped N − 1 independent (p, 1 − p)-coins and at least N b/(1+b) among them turned out zero. But if p > 1 1+b , then, with positive probability δ, depending only on p − 1 1+b , a random infinite sequence of i.i.d. Bernoulli variables of parameter p does not have an n such that at least (n + 1)b/(1 + b) among the N first coordinates equal 0. The last fact is a consequence of the law of large numbers. This proves inequality (4). Now, fix q ∈](1+ b) −1 , 1[ and define S n to be the number of vertices which belong to a component of size at least 1 2 log d log |V n |:
log d log |Vn| , notice that X v and X v ′ are independent as soon as d(v, v ′ ) > log d log |V n |. Thus, using the fact that the maximal degree in G n is at most d, the maximal degree in the dependency graph of (X v ) v∈Vn is less than log |V n |. Thus, by Theorem 2.1 in Janson (2004) for any t > 0,
|Vn| log |Vn| . From (4), we see that if p ≥ q, E p (S n ) ≥ δ|V n |. Choosing t = E p (S n )/2 in the above inequality gives, for any p ≥ q,
This means that with probability at least 1 − e − 2δ 2 |Vn| log |Vn| , there are at least δ|V n |/2 vertices which belong to components of size at least 1 2 log d log |V n |. Then, fix p 0 ∈]q, 1[. The proof of Proposition 3.1 in Alon et al. (2004) shows that there is some constant C, depending only on b and d, such that with probability at least 1 − e − 2δ 2 |Vn| log |Vn| − e −Cδ|Vn| , for |V n | large enough, there is a component of size at least δ|V n |/6. We recall briefly their argument: fix a set of at most r = δ|V n |/ log d log |V n | components of size at least 1 2 log d log |V n | which contain together at least δ|V n |/2 vertices. If ε = 1 − 1−p 0 1−q , G(p 0 ) has the same law as G(q) ∪ G(ε). Then, it is shown in Alon et al. (2004) by a simple counting argument, and using the expansion property through Menger's theorem, that there is some C(b, d) such that with probability at least 1 − e −Can , in the random graph G(ε), there is no way of splitting these components into two parts A and B, each containing at least δ|V n |/6 vertices, with no path of G(ε) connecting the two parts. This implies that, with the required probability, G(q) ∪ G(ε) contains a connected component consisting of at least δ|V n |/6 vertices. This finishes the proof of (2).
Proof of (3). In a graph of maximum degree less than d, the number of connected subsets of vertices (i.e., whose induced subgraph is connected) of size r containing some given vertex is at most (de) r . Thus, the total number of connected subsets of size r in V n is at most |V n |(de) r /r. Now, using the expanding property, for any subset U of size r, the probability that all edges in E(U, U c ) are absent is at most (1 − p) br if r ≤ |V n |/2 and at most (1 − p) b(|Vn|−r) if r > |V n |/2. Thus, the probability that there is a connected component of size in [c 1 |V n |, c 2 |V n |[ is at most
These conditions are satisfied if p is larger than some q 3 (c 1 , c 2 ) < 1. This defines the value of q 3 (c 1 , c 2 ) for which (3) is valid for every p > q 3 (c 1 , c 2 ).
Threshold phenomenon for the appearance of a giant component
In this section, we prove our main result, Theorem 1.3. The main step is stated below in Theorem 4.1, showing that the threshold for having a component of size at least c|V n | has width of order at most O((log |V n |) −1/3 ). Theorem 4.1, together with Proposition 3.1 imply our main result, Theorem 1.3. (Recall that p * n (c) = p n,1/2 (c).)
Theorem 4.1. Let α < 1/2 and c ∈]0, 1[. There is a constant C 3 , depending only on c, α, b, and d, such that, for any n,
Here is the idea of the proof. Let us call informally, the "super-critical phase" the set of values of p such that a giant component of size c|V n | has appeared with probability greater than some α > 0. The main idea of the proof is to show that for most values of p in the super-critical phase, the standard deviation of L (1) n , the size of the largest component, is small with respect to its mean (which is of the order |V n |). This is shown essentially in Lemma 4.4 below. In this lemma, we crucially use an estimate of Alon et al. (2004) for the probability that the second largest component is "large" (greater than some |V n | ω with ω ∈]0, 1[). Next, due to the expanding property, we can also show that the mean of L (1) n has a derivative at least of order |V n | inside the super-critical phase. This is proved in Lemma 4.6. These two facts imply that the threshold is sharp: when p goes from p n,1−α to p n,α , the size of the largest component increases by a positive fraction of the number of vertices, since the fluctuations of this size around its mean is small with respect to the number of vertices. Now, we turn to the proof which relies on a series of lemmas. First we need some technical definitions. For any function f : {0, 1} En → R and any e ∈ E n , define the operator ∆ e,p as
where the integration with respect to x(e) is understood with respect to the Bernoulli measure with parameter p. When there is no ambiguity, we write ∆ e instead of ∆ e,p . Finally, the following notation will be useful: when X and X ′ ∈ {0, 1} En are independent and distributed according to µ n,p , and e belongs to E n , we denote by X (e) the random configuration obtained from X by replacing X e by X ′ e . Lemma 4.2. There exist δ(b, d) < 1 and K(b, d) < ∞ such that, for every n, sup
Proof: To lighten notation, we write f (x) = L
( 1) n (x) for the size of the largest component. A look at the proof of Theorem 2.8 in Alon et al. (2004) reveals that there are three positive real numbers
(The estimate for p close to 0 is not made explicit in Alon et al. (2004) but follows from (1).) For any fixed p, one may write:
(where y − = max(0, −y) denotes the negative part of a real number y). Let A n be the event that the size of the second largest connected component is at most |V n | ω (b,d) . Notice that (f (X)−f (X (e) ) − can only be positive if x(e) = 0 and edge e is adjacent to the largest component in G n . Then the difference between f (X (e) ) and f (X) is the size of the component that gets attached to the largest component by adding edge e to G n . Thus (f (X) − f (X (e) ) − is always bounded by the size of the second largest connected component in G n . It is also smaller than |V n |. Thus, we have
Next we establish an upper bound for the variance of the second largest component. Our main tool is a result of Falik and Samorodnitsky (2007) that gives an improved estimate over the Efron-Stein inequality for functions defined on the binary hypercube. Recall that the Efron-Stein inequality implies that if f : {0, 1} En → R then
(see Efron and Stein (1981) ). The next inequality appears in this form in Benjamini and Rossignol (2007) : Lemma 4.3. (falik and samorodnitsky) . Let f belong to L 1 ({0, 1} En ).
Suppose that E 1 (f ) and E 2 (f ) are two real numbers such that
and
This inequality may be used to derive our next key lemma, implying that for most values of p in the super-critical phase, the standard deviation of L (1) n is small with respect to its mean.
Lemma 4.4. There is a constant C(b, d) < ∞ such that, for any p and n,
n ) dp .
, and
We distinguish two cases depending on the relationship between E 1 (L
n is a monotone increasing function on the binary hypercube, a straightforward generalization of Russo's lemma (see Rossignol (2006) ) implies that
On the other hand, by the Efron-Stein inequality,
•
n ), then Lemma 4.3 implies that there is a constant C 1 , depending only on β (i.e., on b and d), such that
But since L
( 1) n is positive and always smaller than
. Thus, Russo's lemma implies that
In both cases, the result follows.
The following easy lemma states that, whatever γ < 1 and ε ∈]0, 1[ are, there is always some c < 1 such that the probability of having a component of size c|V n | is less than ε if p ≤ γ.
Lemma 4.5. Let γ < 1 and ε ∈ [0, 1[. Then, there is some c < 1 such that, for |V n | large enough,
Proof: The size of the largest connected component is less than |V n | − N , where N is the number of isolated vertices (except when all vertices are isolated, in which case L
( 1) n is 1). Let X v denote the indicator function of the event "v is isolated". If d(v, v ′ ) ≥ 2, X v and X ′ v are independent. Thus, the maximal degree in the dependency graph of (X v ) v∈Vn is less than d, and Theorem 2.1 in Janson (2004) shows that for any t > 0, and p ∈ [0, 1],
On the other hand, by the bounded-degree assumption, E γ (N ) ≥ (1−γ) d |V n | and therefore, for any c > 1
Choose c such that
(which is possible for |V n | large enough), and get the desired inequality.
The last piece we need for the proof is the fact that the mean grows at least linearly in the super-critical phase. This can be proved using the expansion property as follows: 
Proof: First, thanks to Proposition 3.1, we know that there is some q 2 (c) < 1 such that for |V n | large enough, p n,1−α (c) ≤ q 2 (c). Thus, applying Lemma 4.5 with γ = q 2 (c) and ε = α/2, there is some c 2 (c) < 1 such that, for |V n | large enough, p n,1−α (c) ≤ q 2 (c) ≤ p n,α/2 (c 2 ). Notice that c 2 > c. Now,
n (x) and using Russo's lemma (5),
n ) dp
By the expansion property,
and therefore, for any p ∈ [p n,α (c),
Now we are ready to wrap up our argument.
Proof of Theorem 4.1: Let c < 1 and α < 1/2 be fixed positive numbers. We show that there exists a constant
The proof that p 1−α (c) − p 1/2 (c) ≤ ε n is completely similar. n ≤ |V n |, implies that no matter how ǫ n is chosen,
Similarly, one finds q 2 such that
Observe that it suffices to prove that q 1 ≤ p α (c). Note that q 1 + εn 4 ≤ q 2 ≤ p 1/2 (c). Thanks to Lemma 4.6, there is a constant C ′ , depending only on α, c, b and d such that for |V n | large enough,
On the other hand, denote by M p the median of L
n under µ p (we assume that it is of the form k + 1/2, with k ∈ N, which ensures its uniqueness). M p is an increasing function of p and therefore
By Lévy's inequality, the difference between the mean and median of any random variable is bounded by its standard deviation and therefore
n ) ≤ |V n | 4C ε n log |V n | .
Summarizing, we can write
Now, we choose K = (256C/(C ′ 2 α)) 1/3 so ε n = 256C C ′ 2 α log |V n | 1/3 , Clearly, for n sufficiently large,
Thus, Chebyshev's inequality implies
This implies that q 1 ≤ p α (c), as desired.
The bound on the size of the threshold width in Theorem 4.1 is quite likely not to be tight. Indeed, one would rather be inclined to compare it to what happens in the Erdős-Rényi random graph G(n, (1+ε)/n). In this case, the mean grows also linearly, and the fluctuations of the giant component are approximately Gaussian, with a variance of order Θ(n), which implies that the threshold width is of order Θ(1/ √ n). A similar tight threshold seems to hold in random d-regular graphs as well (see Theorem 3 in Pittel (2008)). Thus, it is natural to conjecture that the threshold is much smaller in our setting as well. Note that if the underlying graph G n is transitive, then Friedgut and Kalai (1996) implies that the threshold width is at most O(1/ log |V n |) so our quantitative bound O(1/ log 1/3 |V n |) seems to be very weak.
Finally, let us emphasize an open problem about "sub-exponential decay" of the probabilities of abnormally small or abnormally large size of the giant cluster. Proposition 3.1 implies that for any c in ]0, 1[, for p close enough to 1, the probability of not having a component of size at least c|V n | decays at least as quickly as e −|Vn| α for some α > 0. An open problem is to find out whether this is the case as soon as p > p * n (c) + ε for some fixed ε > 0. A similar question can be posed on the left of the threshold: at which speed does the probability of having a component of size at least c|V n | decay to zero when p < p * n (c) − ε ?
