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Abstract
This thesis is a study of the Schro¨dinger-Newton (SN) equations in the particular case of two particles.
These SN equations were initially introduced by Penrose [8, 12] to replace the traditional Schro¨dinger
equation and explain the collapse of the wave fuction at macroscopic scales. Penrose added gravitational
self-interactions to the quantum systems by means of a Poisson equation.
Solutions of these SN equations have been studied in the past [9, 10, 11] but only for one particle. Some of
the numerical results have been reproduced in this thesis for the spherically symetric stationary case. They
show that there is a dicrete infinity of stationary solutions associated with higher and higher energies.
The ground solution has no zero, the lowest energy and has been proved in other papers [10] to be the
only stable state. The n-th solution has higher energy and n zeros. In this thesis, the influence of the mass
has been considered and shown to be consitent with Penrose’s assumption that the SN equations link the
quantum and macroscopic worlds. Indeed, the ground state, dimensionned according to the mass, leads
to extremely well localised heavy objects and completely unlocalised quantum particles. The transition
between the quantum and macroscopic worlds appears to be at a scale of approximately 10−18 kg, which
may allow experimental test of the theory.
A study for two particles has then been started in this thesis, although the expression of the SN equations
for multiple particles is subject to discussion. Two expressions have been studied here. The first, proposed
specially for this thesis, is inspired by the center of mass decomposition of the Schro¨dinger equations to
which self-interactions have been added. The second expression comes from Diosi’s formulation of the SN
equations [15, 17]. This formulation has never been numerically studied before in the multiple particules
case. These two approaches have been considered for the spherically symetric case. Different stationary
solutions have been found, associated with increasing energy. Once again, the state with the lowest
energy is the collapsed one, suggesting it should be the most stable. The results for the two expressions
are similar, although Diosi’s expression is associated with a more located state and lower energy.
Finally, a study of system with angular momentum has been attempted.
Re´sume´
Ce me´moire se veut une e´tude des e´quations de Schro¨dinger-Newton (SN) dans le cas de deux particules.
Ces e´quations de SN furent initialement introduites par Penrose [8, 12] pour remplacer la traditionnelle
e´quation de Schro¨dinger et expliquer la de´cohe´rence de la fonction d’onde aux e´chelles macroscopiques.
Penrose ajouta des auto-interactions gravitationnelles aux syste`mes quantiques, au moyen d’une e´quation
de Poisson, pour forcer cette de´cohe´rence.
Plusieurs e´tudes [9, 10, 11] se sont de´ja` penche´es sur les solutions des e´quations de SN, mais toujours
dans le cas d’une seule particule. Quelques uns de leurs re´sultats nume´riques sont reproduits dans ce
me´moire pour le cas de la syme´trie sphe´rique. Ils montrent qu’il existe une infinite´ discre`te de solutions
stationnaires associe´es a` des e´nergies de plus en plus e´leve´es. La solution fondamental pre´sente l’e´nergie
la plus faible et ne posse`de pas de zero. D’autres papiers [10] ont de´montre´ que cet e´tat fondamental est
la seule solution stable. De manie`re ge´ne´rale, la n-e`me solution posse`de n ze´ros et une e´nergie plus e´leve´e.
Dans ce me´moire, l’influence de la masse a e´te´ e´tudie´e et semble confirmer l’hypothe`se de Penrose selon
laquelle les e´quations de SN forment un lien entre les mondes quantiques et macroscopiques. En effet l’e´tat
fondamental, dimensionne´ selon la masse, montre que les objets lourds sont extreˆmement bien localise´s
alors que les particules quantiques s’ave`rent non localise´es. La transition entre les mondes quantique et
macroscopique se situe pour des masses de l’ordre de 10−18 kg.
Une e´tude pour deux particules a e´te´ commence´e dans ce me´moire, bien que l’expression des e´quations
de SN pour plusieurs particules soit sujette a` discussion. Deux expressions sont donc e´tudie´es ici. La
premie`re, propose´e spe´cialement pour ce me´moire, s’inspire de la de´composition selon le centre de masse
de l’e´quation de Schro¨dinger ; de´composition a` laquelle des auto-interactions sont ajoute´es. La seconde
expression provient de la formulation des e´quations de SN propose´e par Diosi [15, 17] ; et cette formulation
n’a jamais e´te´ e´tudie´e nume´riquement pour plusieurs particules. Ces deux approches furent conside´re´es
dans le cas de la syme´trie sphe´rique. Diffe´rentes solutions stationnaires ont e´te´ trouve´es, associe´es a`
des e´nergies de plus en plus grandes ; la solution avec l’e´nergie la plus faible e´tant a` nouveau l’e´tat
fondamental, sugge´rant que cet e´tat est le plus stable. Les re´sultats des deux expressions sont de forme
et d’ordre de grandeur semblables, bien que l’expression de Diosi pre´sente une e´nergie plus faible et un
e´tat plus localise´.
Pour finir, une e´tude du syste`me avec moment cine´tique fut entreprise.
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Introduction
Ce me´moire se veut a` la fois une introduction aux proble´matiques de la me´canique quantique et une
e´tude approfondie des e´quations de Schro¨dinger-Newton. C’est pourquoi nous l’avons divise´ en deux par-
ties inde´pendantes.
Les trente premie`res pages de ce travail consistent en une re´vision rapide et the´orique de la me´canique
quantique ; de ses postulats a` ses limites, en passant par la notation bra-ket. Le novice y trouvera toutes les
notions ne´cessaires pour appre´hender la deuxie`me partie de ce document. Nous y introduirons e´galement
la fameuse e´quation de Schro¨dinger qui gouverne l’e´volution temporelle des syste`mes quantiques. Nous
y verrons que les lois qui re´gissent les phe´nome`nes quantiques contredisent notre bon sens habituel. Le
monde des particules quantiques et le monde a` notre e´chelle macroscopique semblent en effet inconci-
liables.
Dans la seconde partie de ce me´moire, nous tenterons justement de concilier ces deux mondes au moyen
d’une variante de l’e´quation de Schro¨dinger : les e´quations de Schro¨dinger-Newton, introduites par Pen-
rose. Ce dernier eut l’ide´e d’associer une e´quation de Poisson a` l’e´quation de Schro¨dinger pour ajouter
des auto-interfe´rences de type gravitationnel aux syste`mes quantiques. Nous allons e´tudier ces e´quations
pour une particule libre (c’est-a`-dire libre de tout potentiel autre que les auto-interactions) et constater
que les re´sultats s’ave`rent prometteurs. En effet, la solution stationnaire d’e´nergie minimale, que nous
appellerons e´tat fondamental, nous indique que les particules macroscopiques (c’est-a`-dire dont la masse
est de l’ordre du kilo) sont extreˆmement bien localise´es. Autrement dit, lorsque nous mesurons la position
de tels objets, la probabilite´ de les trouver de´place´s est si petite qu’on les mesurera toujours a` la meˆme
place. Ce re´sultat est cohe´rent avec notre perception du monde macroscopique : sans action exte´rieure,
un corps reste sur place. Pour un objet quantique par contre nous obtiendrons un e´tat fondamental tre`s
e´tendu, signifiant que cet objet n’est absolument pas localise´. Pour un e´lectron par exemple, il existe
une probabilite´ non nulle de le trouver a` l’autre bout de l’univers observable. Bien suˆr, ces re´sultats sont
the´oriques, car notre e´lectron est conside´re´ comme une particule libre de toute interaction, exception faite
de son auto-interaction. Ne´anmoins, ces re´sultats sont prometteurs.
La suite du me´moire s’e´loigne des sentiers battus avec l’e´tude des e´quations de Schro¨dinger-Newton pour
deux particules. Or ces e´quations n’ont jamais jusqu’ici e´te´ e´tudie´es nume´riquement pour ce cas a` plu-
sieurs particules, meˆme leur expression est sujette a` discussion. Dans ce travail, nous conside´rerons deux
expressions. La premie`re est une proposition originale pour ce me´moire et consiste en une de´composition
selon le centre de masse de l’e´quation de Schro¨dinger a` laquelle nous ajoutons des auto-interactions. Nous
verrons que cette expression me`ne a` une e´tude nume´rique assez similaire au cas a` une particule.
La deuxie`me expression provient de la formulation de Diosi ; ce dernier propose une expression inte´grale
des e´quations de Schro¨dinger-Newton pour plusieurs particules a` laquelle nous adjoignons une de´composition
selon les particules. Bien que cette formulation ait e´te´ discute´e dans la litte´rature, elle n’a jamais e´te´
nume´riquement e´tudie´e. Nous verrons que ces deux approches nous donnent des re´sultats de forme et
d’ordre de grandeur similaires ; du moins pour deux particules de masses e´gales.
Enfin, nous nous inte´resserons aux e´quations de Schro¨dinger-Newton avec l’ajout de moment cine´tique.
Une telle expression pour deux particules nous permettrait d’e´tudier un syste`me de deux particules en
orbite l’une autour de l’autre. Cet objectif s’est ave´re´ un peu trop enthousiaste. Dans ce me´moire, nous
nous pencherons uniquement sur le cas a` une particule qui pre´sente de´ja` des difficulte´s nume´riques.
Mais avant d’en arriver la`, commenc¸ons par introduire les concepts de base avec la premie`re partie de ce
me´moire.
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Premie`re partie
La me´canique quantique et ses
limites
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Chapitre 1
Une expe´rience de pense´e
La me´canique quantique s’est de´veloppe´e a` la suite d’expe´riences que la physique classique n’e´tait pas
capable d’expliquer.
De´ja` au XIXe`me sie`cle, les physiciens mettaient en e´vidence des caracte´ristiques a` la fois corpusculaires et
ondulatoires de la lumie`re. Au de´but du XXe`me sie`cle, la communaute´ scientifique a admis que la nature
de la lumie`re n’e´tait ni ondulatoire, ni corpusculaire, mais un me´lange des deux. Entre-temps, d’autres
expe´riences ont prouve´ que les particules microscopiques, comme les e´lectrons, posse´daient e´galement
cette double nature. Pour expliquer ces phe´nome`nes lie´s aux particules microscopiques, une nouvelle
the´orie devait voir le jour : la me´canique quantique.
Pourtant, cette the´orie ne re´sout pas tous les proble`mes. Il existe des incertitudes inhe´rentes aux dispo-
sitifs expe´rimentaux, notamment la fameuse incertitude d’Heisenberg. De plus, la me´canique quantique
renonce a` expliquer les comportements et trajectoires des objets microscopiques, pour ne s’attacher qu’a`
des pre´visions probabilistes. Enfin, les expe´riences quantiques nous apprennent que l’acte de la mesure
perturbe les syste`mes. C’est ce qu’on appelle le proble`me de la mesure.
Mais avant, il est ne´cessaire d’introduire les concepts fondamentaux de cette nouvelle me´canique. Pour ce
faire, nous privile´gierons une approche intuitive en nous basant sur une expe´rience de pense´e : la fameuse
expe´rience des deux fentes. Cette simple expe´rience permettra, dans un premier temps, de de´finir les
postulats fondamentaux de la me´canique quantique et, dans un deuxie`me temps, de comprendre d’ou`
vient le proble`me de la mesure.
L’expe´rience des deux fentes, inspire´e des fentes de Young et de´crite en de´tail par Feynman [1], re´sume les
diffe´rences entre le domaine macroscopique, ou` re`gne la physique classique, et le domaine microscopique,
ou` les re´sultats de´fient le bon sens. Pour comprendre ces diffe´rences, nous allons re´aliser cette expe´rience
avec des objets macroscopiques (comme des balles et des ondes e´voluant dans l’eau) puis avec des objets
microscopiques (comme des e´lectrons et de la lumie`re).
Les dispositifs macroscopiques n’ont jamais e´te´ mis en place car la me´canique classique suffit a` en
de´crire l’e´volution. En ce qui concerne l’expe´rience microscopique, nous nous contenterons d’en de´crire
les re´sultats et les effets via un sche´ma simplifie´.
1.1 Au niveau macroscopique
Imaginons un dispositif qui envoie des balles vers une plaque perce´e de deux fentes ayant la meˆme lar-
geur que les projectiles. Le tir n’e´tant pas tre`s pre´cis, les balles peuvent passer par l’une ou l’autre fente
ou encore ricocher sur la paroi. Nous nous inte´ressons aux balles qui parviennent a` franchir l’obstacle.
Plac¸ons une plaque d’arreˆt de l’autre cote´, paralle`lement a` la plaque perce´e, ainsi qu’un de´tecteur pour
enregistrer les probabilite´s de pre´sence des balles. Les probabilite´s sont calcule´es en comptant le nombre
de balles atteignant un point pre´cis par unite´ de temps. La figure 1.1.(a) repre´sente ce dispositif.
Notons tout d’abord que les balles arrivent au de´tecteur par  paquets inse´cables , c’est-a`-dire balle par
balle, en apportant toujours la meˆme quantite´ d’e´nergie.
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Puisque les balles suivent une trajectoire de´termine´e, il est aise´ de calculer leur probabilite´ de pre´sence.
Chaque projectile passera soit par la fente 1, soit par la fente 2. Sur l’ensemble des balles, un certain
nombre sera passe´ par la fente 1, et le restant sera passe´ par la fente 2. Les balles passe´es par la fente 1 se
sont distribue´es selon une courbe de probabilite´ de pre´sence P1. De la meˆme manie`re, les balles passe´es
par la fente 2 se sont disse´mine´es le long de la plaque d’arreˆt selon une probabilite´ P2.
Pour savoir comment l’ensemble des projectiles se distribuent le long de la plaque d’arreˆt, il suffit de
conside´rer la somme des balles passe´es par la fente 1 et celles passe´es par la fente 2. Cet ensemble obe´it
a` la probabilite´ de pre´sence P12 qui est la somme des probabilite´s pre´ce´dentes :
P12 = P1 + P2
La figure 1.1.(b) montre les graphes des probabilite´s P1 et P2, et la figure 1.1.(c) repre´sente P12.
Figure 1.1 – Expe´rience des deux fentes avec des balles - [1]
Exe´cutons a` pre´sent cette expe´rience avec des ondes. Imaginons que notre plaque perce´e est place´e dans
un bassin rempli d’eau. Plac¸ons une source d’onde (de fre´quence ω) a` gauche de l’obstacle et un de´tecteur
mobile a` droite de l’obstacle. A nouveau, le de´tecteur se de´place paralle`lement a` la plaque, comme le
montre la figure 1.2.(a). Nous supposerons ici que les fentes sont suffisamment  hautes  pour ne pas
alte´rer l’intensite´ de la vague a` son passage.
Dans cette expe´rience, mesurer la probabilite´ de pre´sence n’a pas de sens puisque l’onde atteint chaque
point du bassin. En revanche, une onde ne porte pas toujours la meˆme quantite´ d’e´nergie : la hauteur de
la vague varie selon la position du de´tecteur.
En un point, la hauteur d’une onde de fre´quence ω se mode´lise par une sinuso¨ıde, ou encore en prenant
la partie re´elle de heiωt ou` h ∈ C. Notre de´tecteur mesure l’intensite´ de la vague, c’est a` dire |h|2.
Fermons la fente 2. Quand seule la fente 1 est ouverte, le de´tecteur va mesurer des variations de l’intensite´
selon I1 = |h1|2, pour une onde h1eiωt. Si on ferme la fente 1 en ouvrant la fente 2, le de´tecteur mesurera
une intensite´ de I2 = |h2|2 correspondant a` une onde h2eiωt.
Lorsque les deux fentes sont ouvertes, le de´tecteur mesure une intensite´ I12 qui repre´sente une figure
d’interfe´rence typique pour les ondes. Cette intensite´ ne s’e´crit pas comme la somme des deux pre´ce´dentes
mais comme
I12 = |h12|2 = |h1 + h2|2 6= I1 + I2
En effet, les amplitudes des ondes de meˆme fre´quence s’additionnent, et l’onde devient (h1 + h2)e
iωt.
Cette expe´rience simple permet, a` priori, de distinguer les ondes des corpuscules inse´cables (comme les
balles). Les corpuscules sont caracte´rise´s par des intensite´s e´gales et se distribuent selon une probabilite´
de pre´sence, alors que les ondes ont toujours la meˆme probabilite´ de pre´sence mais leur intensite´ varie.
Soumise a` cette expe´rience, la lumie`re pre´sente une figure d’interfe´rence et prouve que, a` cote´ de ses
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Figure 1.2 – Expe´rience des deux fentes avec des ondes e´voluant dans l’eau - [1]
proprie´te´s corpusculaires 1, elle pre´sente des caracte´ristiques ondulatoires.
Nous allons a` pre´sent re´ite´rer cette expe´rience a` une e´chelle microscopique.
1.2 Au niveau microscopique
Nous allons a` pre´sent soumettre des e´lectrons a` l’expe´rience des deux fentes. La taille du dispositif doit
bien suˆr eˆtre re´duite pour correspondre a` la taille des e´lectrons. C’est pourquoi cette expe´rience ne peut
pas eˆtre re´alise´e telle quelle ([2]). Ne´anmoins, nous ne nous attarderons pas sur cet aspect pratique car
seuls les re´sultats nous inte´ressent.
Imaginons que nous posse´dons un canon qui permet d’envoyer des e´lectrons en direction d’une plaque
perce´e de deux fentes. De l’autre cote´, un de´tecteur mobile enregistre les e´lectrons qui l’atteignent, comme
illustre´ sur la figure 1.3.(a).
Figure 1.3 – Expe´rience des deux fentes avec des e´lectrons - [1]
1. A partir de l’expe´rience nomme´e effet photoe´lectrique, Einstein de´duit que la lumie`re doit eˆtre compose´e de particules
inse´cables de meˆme e´nergie, ulte´rieurement nomme´s photons.
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Historiquement, les e´lectrons furent d’abord conside´re´s comme des corpuscules. En effet, ils transportent
tous (a` peu pre`s) la meˆme e´nergie. De plus, notre de´tecteur les enregistre par  paquets inse´cables .
D’ailleurs, si l’on diminue la cadence d’e´mission a` la source, les e´lectrons arrivent toujours par  pa-
quets  de meˆme intensite´ ; seule la cadence d’arrive´e diminue.
A l’instar de l’expe´rience avec les balles, nous allons donc mesurer les probabilite´s de pre´sence en calculant
le nombre d’e´lectrons enregistre´s par unite´ de temps. En de´plac¸ant le de´tecteur, on peut donc tracer la
courbe de probabilite´ P12, repre´sente´e a` la figure 1.3.(c).
Contre toute attente, le re´sultat obtenu ressemble a` une figure d’interfe´rence.
Nous avons vu que les e´lectrons arrivent par  paquets , il est alors tentant de faire une analogie avec
l’expe´rience des balles. Mais, si un e´lectron (ou un  paquet ) se comporte comme un corpuscule, il faut
ne´cessairement qu’il passe soit par la fente 1, soit par la fente 2. Or cette affirmation peut facilement eˆtre
re´fute´e.
En effet, si elle e´tait ve´rifie´e, la probabilite´ de pre´sence totale devrait eˆtre la somme des probabilite´s
individuelles pour les deux fentes, P12 = P1 + P2, comme c’e´tait le cas pour les balles. Pourtant, quand
on mesure ces probabilite´s individuelles, on ne trouve pas cette e´galite´. Au contraire, on retrouve les
meˆmes graphes que ceux de l’expe´rience sur les ondes (voir figure 1.2). C’est comme s’il y avait des
interfe´rences. Cette constatation permet d’e´crire les relations entre les probabilite´s :
P1 = |β1|2
P2 = |β2|2
P12 = |β1 + β2|2
avec β1, β2 ∈ C
La pre´sence d’interfe´rences a souleve´ beaucoup de questions. Certains ont avance´ l’hypothe`se que les
e´lectrons ricochent entre eux, peˆle-meˆle, et cre´ent cette interfe´rence. Diminuons alors la fre´quence d’e´mission
jusqu’a` ce qu’il n’y ait plus qu’un seul e´lectron a` la fois dans le dispositif. A ce stade, les e´lectrons ne
peuvent plus ricocher entre eux. Le de´tecteur rec¸oit alors les e´lectrons un par un et, petit a` petit, ceux-ci
se distribuent sur la plaque d’arreˆt. La figure 1.4 pre´sente cette plaque d’arreˆt en deux dimensions et a`
diffe´rents moments.
Figure 1.4 – Re´sultat de l’expe´rience des deux fentes avec des e´lectrons envoye´s un par un - [2]
A nouveau, des interfe´rences sont observe´es. D’ou` viennent-elles puisque les e´lectrons ne peuvent plus
s’entrechoquer ? Que se passe-t-il re´ellement ?
A ce jour, il n’y a pas de re´ponse a` ces questions. Nous pouvons juste constater que les e´lectrons arrivent
par  paquets  et que la probabilite´ de pre´sence de ces paquets se comporte comme une fonction d’onde.
La conclusion, c’est que les e´lectrons (et les objets microscopiques en ge´ne´ral, dont la lumie`re) ne sont ni
des corpuscules, ni des ondes.
Or, a` l’e´poque ou` ces expe´riences ont e´te´ re´alise´es, il n’existait pas de the´orie capable d’expliquer ce
comportement. Il a donc fallu de´velopper une nouvelle approche : la me´canique quantique.
Avant d’aller plus loin, nous allons introduire les concepts et de´finitions de base de cette nouvelle the´orie.
Nous reviendrons alors a` l’expe´rience des deux fentes pour de´velopper le proble`me de la mesure.
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Chapitre 2
Premiers concepts
2.1 Notations
Par de´finition, l’e´tat d’un syste`me regroupe l’ensemble des caracte´ristiques physiques du syste`me. Il
suffit donc de connaitre cet e´tat pour pouvoir pre´dire le re´sultat d’expe´riences applique´es au syste`me.
En me´canique classique, l’e´tat d’un syste`me est de´termine´ par les vecteurs position et vitesse des particules
ou encore par leurs coordonne´es ge´ne´ralise´es q et p.
La me´canique quantique travaille a` partir de postulats. La mode´lisation de l’e´tat fait d’ailleurs l’objet du
premier postulat ([7]) :
Postulat 1 (Vecteur d’e´tat) Tout syste`me quantique se mode´lise par un espace de Hilbert
complexe se´parable H. Tout e´tat possible est repre´sente´ par un vecteur unitaire Ψ ∈ H. De
meˆme, a` chaque vecteur unitaire correspond un e´tat quantique possible. Nous verrons par la
suite que cette condition de normalite´ sur les vecteurs d’e´tat est impose´e par l’interpre´tation
probabiliste de la me´canique quantique (cfr section 2.3).
Tout multiple aΨ, ou` a est un nombre complexe de module 1, repre´sente le meˆme e´tat quantique
que Ψ. Cela signifie que les mesures ne permettent pas de diffe´rentier aΨ de Ψ.
On peut alors conside´rer qu’a` tout e´tat quantique correspond un  rayon  :
{eiαΨ, α ∈ R; Ψ ∈ H; ‖Ψ‖ = 1}
Ce postulat a une conse´quence importante appele´e principe de superposition. Comme H est un espace
vectoriel, cela signifie que la somme de deux e´tats Ψ1,Ψ2 ∈ H est encore un e´tat.
Ψ = Ψ1 + Ψ2 ∈ H
On retrouve cette superposition dans l’expe´rience des deux fentes : il y a deux sortes d’e´tat pour l’e´lectron.
– L’e´tat Ψ1 ou` l’e´lectron passe par la fente 1.
– L’e´tat Ψ2 ou` l’e´lectron passe par la fente 2.
Quand on ne connait pas le chemin de l’e´lectron, on conside`re que les deux possibilite´s sont valides en
meˆme temps ; l’e´lectron peut passer par la fente 1 comme il peut passer par la fente 2. Son e´tat est alors
une superposition line´aire des deux e´tats quantiques possibles : Ψ = Ψ1 + Ψ2.
Revenons a` l’espace H des vecteurs d’e´tat. Il existe deux sortes d’espaces de Hilbert utilise´s dans la
me´canique quantique, L2(R3) et l2(∞), qui sont respectivement he´rite´s de la me´canique des ondes et des
matrices.
– Dans la repre´sentation de Schro¨dinger, l’e´tat est fonction des coordonne´es canoniques q (sou-
vent la position) et du temps t : Ψ(q, t). L’espace H est celui des fonctions de R3 → C de carre´
sommable : L2(R3) ou encore L2(R3n) s’il y a n particules. Cet espace est muni du produit scalaire
suivant :
〈Ψ|Φ〉 =
∫
Ψ(q, t) Φ(q, t) dq = 〈Φ|Ψ〉 (2.1)
ou` Ψ repre´sente le conjugue´ complexe de Ψ.
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– Dans la repre´sentation d’Heisenberg, l’e´tat est conside´re´ inde´pendant du temps : Ψ(q). Nous
reviendrons plus tard sur l’interpre´tation d’une telle inde´pendance. L’espace H est ici l2(∞), l’espace
des suites de carre´ sommable : u = (un)n∈N , un ∈ C. Le produit scalaire entre deux suites u et v
s’e´crit
〈u|v〉 =
∞∑
n=0
unvn
Ces repre´sentations sont e´quivalentes puisque tout espace de Hilbert se´parable est isomorphe a` l2(∞).
Dans ce me´moire, nous nous placerons principalement dans la repre´sentation de Schro¨dinger.
Introduisons a` pre´sent la notation de Dirac qui sera beaucoup utilise´e par la suite ([6, 7]). Tout d’abord,
quelques de´finitions sont ne´cessaires :
De´finition 1 Une fonction ψ est une fonction test si elle est infiniment continuˆment diffe´rentiable et
si elle s’annule hors d’un borne´ de Rn. L’ensemble des fonctions test s’e´crit D(Rn).
De´finition 2 Le dual topologique V ′ d’un espace norme´ V est l’ensemble des fonctionnelles line´aires
continues (et donc borne´es) sur V . L’antidual topologique V × est l’ensemble des fonctionnelles anti-
line´aires et continues sur V . Lorsque V = D, les e´le´ments de son dual D′ sont appele´es distributions.
Le produit scalaire (2.1) peut eˆtre vu sous la forme d’une fonctionnelle antiline´aire s’appliquant a` des
fonctions ψ :
〈ψ|Φ〉 =
∫
ψ(q, t)Φ(q, t)dq = FΦ(ψ)
ou` ψ doit appartenir a` D(Rn). Alors la fonctionnelle antiline´aire et continue
FΦ(•) := 〈•|Φ〉
appartient a` l’antidual topologique de D. On dira que le ket |Φ〉 appartient a` D× et s’applique a` des
bras 〈ψ| de D.
FΦ  |Φ〉
ψ  〈ψ|
Le produit scalaire s’interpre`te alors comme l’association d’un vecteur bra et d’un vecteur ket. Il faut
donc ajouter a` l’espace de Hilbert H les espaces D et D× qui de´finissent ces vecteurs.
Outre l’espace des e´tats H, le formalisme de Dirac ne´cessite d’introduire des espaces supple´mentaires
pour permettre la manipulation d’entite´s comme les bras, les kets, la distribution de Dirac ou encore les
observables (que nous verrons par la suite). On devra parler d’espace de Hilbert e´quipe´ :
D ⊂ H ⊂ D×
Mais le produit scalaire peut e´galement eˆtre vu comme une fonctionnelle line´aire s’appliquant a` φ ∈ D(Rn) :
〈Ψ|φ〉 =
∫
Ψ(q, t)φ(q, t)dq = FΨ(φ)
La distribution 〈Ψ|•〉 = FΨ(•) de´finit le vecteur bra 〈Ψ| appartenant au dual topologique de D et
s’appliquant a` des kets |φ〉 de D.
FΨ  〈Ψ|
φ  |φ〉
Dans cette repre´sentation, e´quivalente a` la premie`re, on utilisera le triplet d’espaces :
D ⊂ H ⊂ D′
On peut e´galement passer facilement du vecteur |Ψ〉 au vecteur 〈Ψ| car ils sont conjugue´s transpose´s :
|Ψ〉† = 〈Ψ|
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Maintenant nous savons quelle est l’origine des vecteurs bra et ket. A ce stade, bon nombre de re´fe´rences
disent simplement que le ket |Φ〉 repre´sente l’e´tat Φ du syste`me, mais la re´alite´ est un peu plus complexe.
En effet, le vecteur Φ est fonction des variables canoniques q et du temps t alors que |Φ〉 ne de´pend que
du temps. Ne´anmoins, nous allons accepter ce raccourci de langage pour le moment. Une fois que nous
aurons vu la notion d’ope´rateur, nous de´velopperons plus en de´tail le lien existant entre la fonction Φ et
le vecteur |Φ〉.
2.2 Observables
En me´canique classique, il n’existe pas de diffe´rence entre un observable et une variable. Par exemple, la
position x d’un objet est une grandeur, ce qu’on appelle aussi observable. Mais la position est e´galement
une variable car elle peut eˆtre mesure´e. Sa valeur donne directement la valeur de la grandeur  position.
Et comme l’e´tat classique se de´termine avec la position et la vitesse, toutes les deux mesurables, il est
possible de caracte´riser l’e´tat d’un syste`me classique.
En me´canique quantique, il n’est pas possible de mesurer directement une grandeur comme la position.
Il faut d’abord lui adjoindre un correspondant, comme l’explique le postulat 2.
Postulat 2 (Mesure quantique) Toute grandeur physique, ou observable, A se mode´lise par
un ope´rateur line´aire hermitien Â agissant dans H. Les re´sultats de la mesure sont les valeurs
propres (re´elles car Â est hermitien) de cet ope´rateur. Toute mesure ne peut fournir que ces
valeurs propres.
On comprend ainsi qu’il n’est pas possible de mesurer directement l’e´tat quantique Ψ. De meˆme deux
e´tats diffe´rents peuvent donner un meˆme re´sultat lors d’une mesure. Ce n’est pas tout : nous verrons au
postulat 6 les conse´quences de l’acte de mesure sur l’e´tat Ψ. Mais pour l’instant, rappelons la de´finition
et les proprie´te´s d’un ope´rateur hermitien :
De´finition 3 On de´finit l’adjoint Â† d’un ope´rateur Â par
〈Ψ|ÂΦ〉 = 〈Â†Ψ|Φ〉 ∀Ψ,Φ ∈ H
Un ope´rateur Â est hermitien (ou auto-adjoint) si Â† = Â, c’est a` dire si
〈Ψ|ÂΦ〉 = 〈ÂΨ|Φ〉 , 〈Ψ|Â|Φ〉 ∀Ψ,Φ ∈ H
Le caracte`re hermitien de l’ope´rateur de´pend donc de l’espace H et du produit scalaire sur cet espace.
Par la suite, on e´crira souvent Â|Ψ〉, signifiant que l’ope´rateur s’applique directement a` l’ e´tat  |Ψ〉.
Proposition 1 Les valeurs propres d’un ope´rateur hermitien sont re´elles, et les vecteurs propres associe´s
a` des valeurs propres diffe´rentes sont orthogonaux.
Revenons maintenant aux observables : le postulat 2 nous dit qu’il existe un ope´rateur pour tout obser-
vable (meˆme si la re´ciproque n’est pas toujours vraie). Le tableau suivant donne quelques exemples de
quantite´s classiques avec leur correspondants quantiques ([4] p.371).
position a` une dimension x x̂
position r r̂
moment a` une dimension p = mx˙ p̂ = −i~ ∂
∂x
moment p = mr˙ p̂ = −i~∇
hamiltonien H(r, p) =
p2
2m
+ U Ĥ(r̂, p̂) =
−~2
2m
∇2 + Û
13
ou` m repre´sente la masse du corps conside´re´ et ~ est la constante de Planck re´duite 1 :
~ =
h
2pi
= 1, 054571628 · 10−34 [kgm2 s−1] ([14]).
Il existe une sorte de re`gle de construction pour de´finir l’ope´rateur correspondant a` un observable. Soit
un observable classique f(x, p), fonction de la position et du moment en une dimension. Son ope´rateur
sera note´ f̂(x̂, p̂) et construit de la manie`re suivante :
f̂(x̂, p̂) = f
(
x̂,−i~ ∂
∂x
)
Cet ope´rateur n’est pas toujours hermitien, il faut alors lui appliquer une  syme´trisation  pour obtenir
un ope´rateur hermitique ([3]). Par exemple, supposons que l’on souhaite mode´liser la grandeur physique
A = r · p = xpx + ypy + zpz
En me´canique quantique, l’ope´rateur
Â = r̂ · p̂ = x̂p̂x + ŷp̂y + ẑp̂z
ne sera pas hermitien. On choisira alors l’ope´rateur
Â =
1
2
(r̂ · p̂+ p̂ · r̂)
pour repre´senter la grandeur A.
Conside´rons maintenant la mesure proprement dite. Mesurer la grandeur A revient a` appliquer son
ope´rateur sur l’e´tat du syste`me quantique : Â|Ψ〉. Le re´sultat de la mesure est une des valeurs propres
de l’ope´rateur Â ; ce qui signifie que le spectre de Â, σ(Â), recouvre l’ensemble des re´sultats possibles
de la mesure. Ce spectre peut eˆtre discret ou continu et cette distinction me`ne a` quelques diffe´rences
d’e´criture ([3]).
– Conside´rons tout d’abord le cas d’un spectre discret, c’est-a`-dire dont les e´le´ments sont en bijec-
tion avec N :
σ(Â) = {λ1, λ2, . . .}
– Si aucune des valeurs propres n’est de´ge´ne´re´e, il existe un vecteur propre |φn〉 correspondant a`
chaque valeur propre.
Â|φn〉 = λn|φn〉
Les de´veloppements ci-dessous sont he´rite´s directement de la the´orie des matrices hermitiennes ou`
les vecteurs propres forment une base de l’espace. Ainsi, l’e´tat de de´part |Ψ〉 est une combinaison
line´aire des vecteurs propres (norme´s) de Â :
|Ψ〉 =
∑
n∈N0
an|φn〉 =
∑
n
〈φn|Ψ〉|φn〉 (2.2)
avec an = 〈φn|Ψ〉 ∈ C. On peut alors dire que les vecteurs propres (une fois norme´s) forment une
base de H :
〈φm|φn〉 = δmn et ‖φn‖ = 1
La condition de normalisation du postulat 1 impose que :
〈Ψ|Ψ〉 =
∑
n
|an|2 = 1
1. Les unite´s sont note´es entre crochets pour e´viter de confondre la masse m avec les me`tres [m].
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Graˆce a` l’e´quation (2.2), un ope´rateur avec un spectre discret peut se re´e´crire :
Â|Ψ〉 =
∑
n
λn|φn〉an =
∑
n
λn|φn〉〈φn|Ψ〉
De manie`re plus succinte, on peut voir Â comme une superposition de projections Pn sur le
sous-espace propre de λn :
Â =
∑
n
λn|φn〉〈φn| =
∑
n
λnPn
Ou` l’ope´rateur Pn = |φn〉〈φn| est un projecteur hermitien : P 2n = Pn et P †n = Pn.
La relation d’idempotence, P 2n = Pn, s’interpre`te facilement. En effet, la projection de |Ψ〉 sur
le ne`me sous-espace propre nous donne φn. Le vecteur φn e´tant de´ja` dans son espace-propre, une
projection ulte´rieure le laissera inchange´.
P 2n |Ψ〉 = PnPn|Ψ〉 = Pnφn = φn = Pn|Ψ〉
Finalement, l’e´quation (2.2) me`ne a` la relation de fermeture :
I =
∑
n
|φn〉〈φn| =
∑
n
Pn (2.3)
– Supposons maintenant que les valeurs propres puissent eˆtre de´ge´ne´re´es. La valeur propre λn de
multiplicite´ ge´ome´trique gn posse`de plusieurs vecteurs propres (orthonorme´s) |φkn〉 :
Â|φkn〉 = λn|φkn〉 k = 1, 2, . . .
L’e´tat peut alors se de´composer comme :
|Ψ〉 =
∑
n
gn∑
k=1
akn|φkn〉 =
∑
n
gn∑
k=1
〈φkn|Ψ〉|φkn〉 (2.4)
On obtient de nouveau une relation de fermeture :
I =
∑
n
gn∑
k=1
|φkn〉〈φkn| (2.5)
Et tout ope´rateur s’e´crira comme une projection sur les sous-espaces propres, ceux-ci ayant plu-
sieurs dimensions :
Â =
∑
n
λn
gn∑
k=1
|φkn〉〈φkn| =
∑
n
λnPn
Dans cette formule, il est moins aise´ de se rendre compte que Pn est bien un projecteur sur le
sous-espace propre de λn. Mais il suffit de quelques manipulations pour se convaincre. Conside´rons
l’e´tat Ψ de de´part de l’e´quation (2.4). Se´lectionnons alors la partie de Ψ qui appartient a` l’espace
propre de λn :
|Ψn〉 =
gn∑
k=1
akn|φkn〉 =
gn∑
k=1
〈φkn|Ψ〉|φkn〉 (2.6)
Or, |Ψn〉 est la projection de |Ψ〉 sur l’espace propre de λn, c’est-a`-dire |Ψn〉 = Pn|Ψ〉. Et on
retrouve bien l’expression du projecteur :
Pn =
gn∑
k=1
|φkn〉〈φkn|
On comprend e´galement que le choix de la base
{|φkn〉}gnk=1 du sous-espace propre ne changera
pas la de´composition de |Ψ〉 ni celle de Â puisque leurs expressions sont relie´es aux projecteurs
Pn et non aux vecteurs propres |φkn〉.
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– Dans le cas d’un spectre continu, il n’est plus possible de parler d’espace propre. Nous ne traiterons
que le cas non de´ge´ne´re´ ou` chaque valeur propre λ aura un vecteur propre |φλ〉 :
Â|φλ〉 = λ|φλ〉 (2.7)
Les kets |φλ〉 sont une ge´ne´ralisation des vecteurs propres au cas continu. L’e´tat |Ψ〉 peut a` nouveau
se de´composer dans une  base des vecteurs propres  :
|Ψ〉 =
∫
aλ|φλ〉 dλ =
∫
〈φλ|Ψ〉|φλ〉 dλ (2.8)
ou` |φλ〉〈φλ| dλ est la mesure spectrale. La relation de fermeture s’exprime :
I =
∫
|φλ〉〈φλ| dλ (2.9)
A nouveau, l’ope´rateur Â peut se de´composer selon ses vecteurs propres :
Â =
∫
λ|φλ〉〈φλ| dλ (2.10)
L’orthonormalite´ des vecteurs propres me´rite quelques e´claircissements dans le cas continu. Conside´rons
deux vecteurs propres φλ et φλ′ associe´s aux valeurs propres λ et λ
′. Leur produit scalaire vaut :
〈φλ|φλ′〉 = δλ−λ′
ou` δλ−λ′ est la distribution de Dirac telle que, pour une fonction f continue, on ait :∫
f(λ) δλ−λ′ dλ = f(λ′)
Ainsi lorsqu’on applique Â au vecteur propre |φλ′〉, on obtient :
Â|φλ′〉 =
∫
λ|φλ〉〈φλ|φλ′〉 dλ =
∫
λ|φλ〉δλ−λ′ dλ = λ′|φλ′〉
Et on retrouve l’e´quation (2.7).
Nous avons repris ci-dessus des ope´rateurs type´s en supposant que tout leur spectre e´tait soit continu
soit discret. Mais il arrive que le spectre d’un ope´rateur Â soit un me´lange des deux. Les de´compositions
doivent alors s’additionner selon la forme du spectre.
Par exemple, conside´rons l’ope´rateur mesurant l’e´nergie d’un atome d’hydroge`ne. Lorsque les e´tats sont
lie´s, c’est-a`-dire quand l’e´lectron  orbite  autour du proton, le spectre est discret non de´ge´ne´re´. Et
lorsque les e´tats ne sont pas lie´s, c’est-a`-dire quand l’e´lectron est e´loigne´ du proton, le spectre est continu
non de´ge´ne´re´. L’e´tat d’un tel atome s’e´crit donc en combinant les deux spectres :
|Ψ〉 =
∑
n
〈φn|Ψ〉|φn〉+
∫
〈φλ|Ψ〉|φλ〉dλ
Finalement, on notera l’importance du choix de l’ope´rateur dans les formules. Selon l’ope´rateur choisi, il
y aura des repre´sentations diffe´rentes. Par exemple :
– Repre´sentation |φλ〉 selon le spectre de Â : H = L2(σ(Â), dλ) ou`
Â =
∫
σ(A)
λ|φλ〉〈φλ|dλ
– Repre´sentation |φx〉 selon le spectre de x̂, l’ope´rateur mesurant la position : H = L2(R, dx)
– Repre´sentation de Fourier selon le spectre de p̂, l’ope´rateur de moment : H = L2(R, dp)
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Maintenant que cette notion d’ope´rateur est bien de´finie, nous pouvons revenir a` la notation de Dirac
et au lien re´el existant entre la fonction Φ et le ket |Φ〉, qui repre´sentent tous les deux l’e´tat d’un syste`me.
Dans la section pre´ce´dente (2.1 Notations), nous e´tions implicitement dans une certaine repre´sentation :
celle des variables canoniques. Ecrivons l’ope´rateur associe´ a` cette repre´sentation :
q̂ |φq〉 = q |φq〉
ou` q sont ses valeurs propres et |φq〉 ses vecteurs propres. On suppose que le spectre de q̂ est continu et
on connait alors sa relation de fermeture :
I =
∫
|φq〉〈φq| dq
Rappelons nous que les kets ne de´pendent que du temps t et e´crivons l’association d’un bra 〈Ψ|(t) et d’un
ket |Φ〉(t) :
〈Ψ|(t) |Φ〉(t) = 〈Ψ|Φ〉 = 〈Ψ|I|Φ〉
En utilisant le relation de fermeture, on trouve :
〈Ψ|(t) |Φ〉(t) = 〈Ψ|
(∫
|φq〉〈φq| dq
)
|Φ〉 =
∫
〈Ψ|φq〉〈φq|Φ〉 dq
Nous nous rapprochons tout doucement du produit scalaire vu a` la section pre´ce´dente. Nous devons
encore poser une relation unissant la fonction Φ(q, t) a` son ket |Φ〉 :
Φ(q, t) = 〈φq|Φ〉
Φ(q, t) = 〈Φ|φq〉
(2.11)
Autrement dit, lorsqu’on conside`re Φ(q, t) comme l’e´tat du syste`me, on se situe de´ja` dans une repre´sentation
particulie`re. Le ket |Φ〉(t) repre´sente l’e´tat de manie`re plus ge´ne´rale, affranchi de ses variables canoniques.
A pre´sent, nous pouvons clairement relier le produit scalaire aux bra-ket, comme nous l’avions fait a` la
section pre´ce´dente.
〈Ψ|(t) |Φ〉(t) =
∫
Ψ(q, t) Φ(q, t) dq = 〈Ψ(q, t)|Φ(q, t)〉
Et on retrouve l’e´quation (2.1), ou` nous notions simplement 〈Ψ|Φ〉.
Nous avons donc compris que |Φ〉(t) est une notion plus ge´ne´rale que Φ(q, t) pour parler de l’e´tat d’un
syste`me. Ceci dit, la distinction entre ces deux  e´tats  aura peu d’influence sur la suite.
2.3 Probabilite´s
La me´canique quantique est essentiellement base´e sur une approche probabiliste des re´sultats. Celle-ci
est ne´anmoins assez intuitive.
On sait que seules les valeurs propres d’un ope´rateur sont mesurables. Tous les re´sultats possibles de la
mesure sont donc connus a` priori. Ce qu’on ignore, c’est le re´sultat qui sera effectivement rendu. Comme
la mesure ne donnera pas a` tous les coups la meˆme valeur, il faut effectuer plusieurs mesures et e´tudier
les probabilite´s d’apparition de chaque valeur propre.
Justement, la me´canique quantique permet de pre´dire cette probabilite´ en faisant intervenir le produit
scalaire entre e´tats. Par exemple, la probabilite´ de passer d’un e´tat |Ψ〉 a` un e´tat |Φ〉 se calcule par :
P(Ψ→ Φ) = |〈Ψ|Φ〉|2
Dans le postulat 1, nous avions pose´ 〈Ψ|Ψ〉 = 1. On comprend maintenant que cela correspond a` une
probabilite´ de 1 de passer de l’e´tat |Ψ〉 a` l’e´tat |Ψ〉. La normalisation e´tait indispensable pour permettre
une interpre´tation probabiliste plus aise´e.
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Le postulat 1 spe´cifiait e´galement qu’un e´tat pouvait eˆtre repre´sente´ indiffe´remment par Ψ et eiθΨ. A
nouveau, cela vient des probabilite´s :
P(Ψ→ eiθΨ) = |〈Ψ|eiθΨ〉|2 = |eiθ〈Ψ|Ψ〉|2 = 1
Les pre´dictions seront les meˆmes pour Ψ ou eiθΨ car
|〈Φ|eiθΨ〉|2 = |eiθ〈Φ|Ψ〉|2 = |〈Φ|Ψ〉|2
Autrement dit, deux vecteurs d’e´tat proportionnels par un complexe de module 1 repre´sentent le meˆme
e´tat physique. On prendra garde a` bien interpre´ter cette proportionnalite´. Par exemple, les vecteurs
suivants
|Ψ〉 = |Ψ1〉+ |Ψ2〉 et |Φ〉 = eiθ1 |Ψ1〉+ eiθ2 |Ψ2〉 pour θ1 6= θ2
ne sont pas proportionnels car les facteurs de phase sont diffe´rents.
Nous voudrions donc e´tudier les probabilite´s d’apparition de chaque valeur propre lors de la mesure de
l’observable A. Les trois postulats suivants vont nous donner les formules pour calculer ces probabilite´s.
E´videmment, il faudra tenir compte de la forme du spectre de l’ope´rateur Â.
– Si le spectre de Â est discret, on souhaite calculer la probabilite´ d’apparition de la valeur propre
λn. Il faut alors savoir si elle est de´ge´ne´re´e ou non.
– Conside´rons une valeur propre λn non de´ge´ne´re´e. Dans l’e´quation (2.2), on donnait une ex-
pression de l’e´tat |Ψ〉 :
|Ψ〉 =
∑
m
am|φm〉 =
∑
m
〈φm|Ψ〉|φm〉
Il est clair que la projection orthogonale de |Ψ〉 sur le vecteur propre |φn〉 de λn donne :
|Ψn〉 = Pn|Ψ〉 = an|φn〉 = 〈φn|Ψ〉|φn〉
On postule alors que la probabilite´ d’obtenir la valeur λn lors de la mesure de l’e´tat Ψ est donne´e
par le carre´ de la norme de cette projection orthogonale. En utilisant le projecteur et ses proprie´te´s
(P 2n = Pn et P
†
n = Pn), on note :
〈Ψn|Ψn〉 = 〈PnΨ|PnΨ〉 = 〈Ψ|P †nPnΨ〉 = 〈Ψ|PnΨ〉
Mais on trouve e´galement :
〈Ψn|Ψn〉 = 〈PnΨ|PnΨ〉 = 〈P †nPnΨ|Ψ〉 = 〈PnΨ|Ψ〉
Puisque les deux e´critures sont e´quivalentes, cette valeur se notera :
〈Ψn|Ψn〉 := 〈Ψ|Pn|Ψ〉
Postulat 3 (Interpre´tation probabiliste pour un spectre discret non de´ge´ne´re´)
Le re´sultat de la mesure de l’e´tat |Ψ〉 par une grandeur A est une des valeurs propres λn de
l’ope´rateur correspondant Â. La probabilite´ P(λn) d’obtenir cette valeur est le carre´ de la
norme de la projection orthogonale de |Ψ〉 sur le sous-espace propre de λn :
P(λn) = |〈φn|Ψ〉|2 = |an|2 = 〈Ψn|Ψn〉 = 〈Ψ|Pn|Ψ〉 (2.12)
On remarque que cette probabilite´ P(λn) d’obtenir la valeur propre λn a la meˆme expression que
la probabilite´ de passer de l’e´tat |Ψ〉 a` l’e´tat |φn〉.
P(Ψ→ φn) = |〈φn|Ψ〉|2
Serait-il possible que mesurer la valeur λn entraine le passage de l’e´tat |Ψ〉 a` l’e´tat |φn〉 ? Le
lecteur impatient trouvera la re´ponse au postulat 6.
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Enfin, on peut ve´rifier que la formule (2.12) de´finit bien une probabilite´ graˆce a` la condition de
normalite´ sur Ψ : ∑
n
P(λn) =
∑
n
|an|2 = 〈Ψ|Ψ〉 = 1
– Conside´rons une valeur propre λn de´ge´ne´re´e et e´crivons a` nouveau l’e´tat |Ψ〉 projete´ sur le
sous-espace propre de λn. Cette expression e´tait de´veloppe´e dans l’e´quation (2.6) :
|Ψn〉 = Pn|Ψ〉 =
gn∑
k=1
akn|φkn〉 =
gn∑
k=1
〈φkn|Ψ〉|φkn〉
La probabilite´ sera le carre´ de la norme de Ψn = Pn|Ψ〉 :
〈Ψn|Ψn〉 =
gn∑
k=1
|akn|2
Dans ce cas, la probabilite´ de´pend de la projection de |Ψ〉 sur le sous-espace propre de λn, elle
est donc inde´pendante du choix de la base du sous-espace propre {|φn〉}gni=1.
Postulat 4 (Interpre´tation probabiliste pour un spectre discret de´ge´ne´re´)
Le re´sultat de la mesure de l’e´tat |Ψ〉 par une grandeur A est une des valeurs propres
λn de l’ope´rateur correspondant Â. La probabilite´ P(λn) d’obtenir cette valeur est donne´e par
le carre´ de la norme de la projection orthogonale de |Ψ〉 sur le sous-espace propre de λn :
P(λn) =
gn∑
i=1
|〈φin|Ψ〉|2 =
gn∑
k=1
|akn|2 = 〈Ψ|Pn|Ψ〉 (2.13)
– Si le spectre de Â est continu et non-de´ge´ne´re´, il n’est plus possible de mesurer la probabilite´
d’une seule valeur propre puisqu’il s’agit d’un ensemble de mesure nulle. On cherchera la probabilite´
que la mesure donne un re´sultat se situant entre deux valeurs propres λ1 et λ2.
P([λ1, λ2]) =
∫ λ2
λ1
dP(λ)
Et la densite´ de probabilite´ dP(λ) est la probabilite´ d’obtenir un re´sultat entre λ et λ + dλ. A
nouveau, son expression sera relie´e au vecteur propre associe´ a` λ. Nous avions de´ja` de´fini l’e´tat a`
l’e´quation (2.8) comme :
|Ψ〉 =
∫
aλ|φλ〉dλ =
∫
〈φλ|Ψ〉|φλ〉dλ
Par similitude avec ce qui a e´te´ fait pre´ce´demment, la densite´ de probabilite´ est de´finie graˆce a` la
projection sur  le sous-espace propre  :
Postulat 5 (Interpre´tation probabiliste pour un spectre continu non de´ge´ne´re´) La
densite´ de probabilite´ dP(λ) que la mesure A donne un re´sultat entre λ et λ + dλ se calcule
par :
dP(λ) = |〈φλ|Ψ〉|2dλ = |aλ|2dλ (2.14)
Et on peut ve´rifier que cette formule donne bien une probabilite´ :
P([−∞,+∞]) =
∫ +∞
−∞
dP(λ) =
∫
|aλ|2dλ = 〈Ψ|Ψ〉 = 1
Revenons a` pre´sent aux expe´riences quantiques. E´tant donne´ que les pre´dictions de la me´canique quan-
tique sont probabilistes, il faudrait re´aliser N expe´riences avec N →∞ pour que les re´sultats ve´rifient la
the´orie. Or nous ne pouvons re´aliser qu’un nombre fini d’expe´riences, il faut donc de´velopper des outils
de travail qui rendent compte de cette re´alite´ probabiliste. La valeur moyenne et l’e´cart quadratique sont
des grandeurs he´rite´es directement des probabilite´s ([3]).
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Dans le cas d’un spectre de Â discret, la valeur moyenne des occurrences λn est la somme des re´sultats
λn ponde´re´s par leur probabilite´ d’apparition :
〈Â〉 =
∑
n
λnP(λn)
En remplac¸ant la probabilite´ par son expression (cfr l’e´quation (2.13) pour le cas d’un spectre de´ge´ne´re´),
on trouve :
〈Â〉 =
∑
n
λn
gn∑
k=1
|〈φkn|Ψ〉|2
=
∑
n
λn
gn∑
k=1
〈Ψ|φkn〉〈φkn|Ψ〉
=
∑
n
gn∑
k=1
〈Ψ|λn|φkn〉〈φkn|Ψ〉
〈Â〉 =
∑
n
gn∑
k=1
〈Ψ|Â|φkn〉〈φkn|Ψ〉
= 〈Ψ|Â
(∑
n
gn∑
k=1
|φkn〉〈φkn|
)
|Ψ〉
(2.5)
= 〈Ψ|Â|Ψ〉
ou` la dernie`re e´galite´ s’obtient graˆce a` la relation de fermeture pour un spectre discret de´ge´ne´re´.
Pour un spectre continu, on peut effectuer le meˆme raisonnement :
〈Â〉 =
∫
λ dP(λ)
=
∫
λ〈Ψ|φλ〉〈φλ|Ψ〉 dλ
=
∫
〈Ψ|Â|φλ〉〈φλ|Ψ〉 dλ
= 〈Ψ|Â
(∫
|φλ〉〈φλ| dλ
)
|Ψ〉
(2.9)
= 〈Ψ|Â|Ψ〉
en utilisant la relation de fermeture pour un spectre continu.
De´finition 4 La valeur moyenne d’une observable Â dans l’e´tat Ψ est la moyenne des re´sultats obtenus
en effectuant un grand nombre de mesures. Lorsque Ψ est donne´, les probabilite´s d’apparition des diffe´rents
re´sultats sont connues, et la valeur moyenne the´orique s’e´crit :
〈Â〉Ψ = 〈Ψ|Â|Ψ〉
Plus pre´cise´ment, dans le cas d’un spectre discret non de´ge´ne´re´, la relation devient :
〈Â〉 =
∑
n
λn|〈φn|Ψ〉|2
Pour un spectre discret de´ge´ne´re´, on obtient :
〈Â〉 =
∑
n
λn
gn∑
k=1
|〈φkn|Ψ〉|2
Et pour un spectre continu non de´ge´ne´re´, on trouve :
〈Â〉 =
∫
λ |〈φλ|Ψ〉|2 dλ
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La valeur moyenne donne l’ordre de grandeur des re´sultats obtenus lors de la mesure de l’e´tat |Ψ〉 par
l’ope´rateur Â. Pour rendre compte de la dispersion des re´sultats autour de cette valeur moyenne, on
utilise l’e´cart quadratique.
De´finition 5 L’e´cart quadratique moyen ∆Â d’une observable pour l’e´tat Ψ se de´finit par
∆Â2 = 〈Â2〉Ψ − 〈Â〉2Ψ = 〈(Â− 〈Â〉)2〉Ψ
En utilisant la de´finition de la moyenne, cette relation devient :
∆Â2 = 〈Ψ|Â2|Ψ〉 − (〈Ψ|Â|Ψ〉)2 = 〈Ψ|(Â− 〈Â〉)2|Ψ〉
Plus pre´cise´ment, dans le cas d’un spectre discret non de´ge´ne´re´, l’e´cart quadratique se de´finit par :
∆Â2 =
∑
n
λ2n|〈φn|Ψ〉|2 −
(∑
n
φn|〈λn|Ψ〉|2
)2
Pour un spectre discret de´ge´ne´re´, on obtient :
∆Â2 =
∑
n
λ2n
gn∑
k=1
|〈φkn|Ψ〉|2 −
(∑
n
λn
gn∑
k=1
|〈φkn|Ψ〉|2
)2
Et pour un spectre continu non de´ge´ne´re´, on trouve :
∆Â2 =
∫
λ2|〈φλ|Ψ〉|2dλ−
(∫
λ|〈φλ|Ψ〉|2dλ
)2
2.4 Espace de Hilbert e´quipe´
Jusqu’ici, nous nous sommes place´s dans un espace de Hilbert e´quipe´ en supposant que les ope´rateurs et
les diffe´rentes ope´rations y e´taient bien de´finis. Ceci n’est vrai que lorsque les ope´rateurs ont un spectre
discret ([6, 7]). Le the´ore`me spectral nous dit en effet que les ope´rateurs a` spectre discret sont borne´s, et
ceux a` spectre continu ne le sont pas.
The´ore`me 1 Tout ope´rateur hermitien compact 2 (donc borne´) sur un espace de Hilbert posse`de un
syste`me orthogonal complet de vecteurs propres.
Â =
∑
n
λn
gn∑
k=1
|φkn〉〈φkn|
Tout ope´rateur hermitien non borne´ s’e´crit selon son spectre σ(Â) comme :
Â =
∫
σ(Â)=R
λ|φλ〉〈φλ| dλ
Mais nous pouvons e´galement nous en convaincre par nous meˆme. Rappelons-nous que
Ψ ∈ H = L2 si ‖Ψ‖2 = 〈Ψ|Ψ〉 <∞.
Pour que ÂΨ soit bien de´fini, il faudra donc que ‖ÂΨ‖2 < ∞. Ce sera le cas pour les spectres discrets,
mais pas pour les spectres continus.
2. Un ope´rateur Ẑ sur H est compact si pour toute suite borne´e (xn) ⊂ H, la suite (Ẑxn) contient une sous-suite
convergente. Un ope´rateur compact est borne´.
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Par exemple, pour un ope´rateur a` spectre discret de´ge´ne´re´, la norme sera borne´e :
〈ÂΨ|ÂΨ〉 = 〈
∑
n
λn
gn∑
k=1
aknφ
k
n|
∑
m
λm
gm∑
l=1
almφ
l
m〉
=
∑
n,m
λnλm
gn∑
k=1
gm∑
l=1
akna
l
m〈φkn|φlm〉
=
∑
n
λ2n
gn∑
k=1
|akn|2
≤ λ2max
∑
n
gn∑
k=1
|akn|2
≤ λ2max〈Ψ|Ψ〉
< ∞
On dira que ÂH ⊂ H. Dans le cas d’un ope´rateur a` spectre discret, ÂΨ appartiendra donc a` H et les
ope´rations telles que Â|Ψ〉, Â2|Ψ〉, 〈Ψ|Â2|Ψ〉 ou (〈Ψ|Â|Ψ〉)2 seront bien de´finies.
Dans le cas d’un ope´rateur posse´dant un spectre continu, ÂΨ ne sera plus force´ment de carre´ sommable.
Par exemple, soit Ψ(x) qui mode´lise l’e´tat d’une particule a` une dimension (x ∈ R). Et soit l’ope´rateur
x̂ qui mesure la position de cette particule : x̂Ψ(x) = xΨ(x).
L’espace de Hilbert pour ce syste`me a` une particule (dans la repre´sentation de Schro¨dinger) s’e´crit :
H = L2 =
{
Ψ(x) : 〈Ψ(x)|Ψ(x)〉 =
∫ +∞
−∞
|Ψ(x)|2dx <∞
}
Et x̂Ψ(x) restera dans H seulement si Ψ(x) ∈ H re´pond a` la condition suivante :
〈xΨ(x)|xΨ(x)〉 =
∫ +∞
−∞
|xΨ(x)|2dx <∞
c’est-a`-dire si xΨ(x) ∈ H. Il faut donc restreindre H pour bien de´finir x̂Ψ(x). De meˆme, si l’on souhaite
appliquer plusieurs fois l’ope´rateur, il faudra encore restreindre l’espace de de´part.
Et pour pouvoir appliquer deux ope´rateurs l’un a` la suite de l’autre, B̂ÂΨ(x), il faut s’assurer que le
tout reste bien de carre´ sommable. De meˆme, pour de´finir correctement les quantite´s dP(λ), 〈Â〉,∆Â, il
est ne´cessaire de re´duire le domaine de Â et B̂ a` un sous-espace E qui reste invariant sous les actions des
deux ope´rateurs.
E =
∞⋂
n,m=0
D(ZnWm)
pour Z,W = Â ou B̂. L’ensemble D repre´sente le domaine ne´cessaire pour que l’ope´rateur ZnWm soit
bien de´fini.
Typiquement, on utilisera les ope´rateurs (non borne´s) de position (q̂ = r̂), de moment (p̂ = −i~∇) et
hamiltonien (Ĥ) en de´finissant
E =
∞⋂
n,m=0
D(ZnWm)
pour Z,W = q̂, p̂ ou Ĥ. Cet espace restera invariant sous ces ope´rateurs :
ZE ⊂ E pour Z,W = q̂, p̂ ou Ĥ
Les espaces de bras et des kets devront e´galement eˆtre e´largis a` E ′ et E×. L’espace de Hilbert e´quipe´
s’e´crira alors :
E ⊂ D ⊂ H ⊂ D× ⊂ E×
E ⊂ D ⊂ H ⊂ D′ ⊂ E ′
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Chapitre 3
Le proble`me de la mesure
3.1 Retour aux sources
Revenons a` pre´sent a` l’expe´rience des deux fentes ([1]). Nous avions re´fute´ l’affirmation X suivant laquelle
un e´lectron passe soit par la fente 1, soit par la fente 2. Pourtant, si les e´lectrons sont des particules,
ils doivent bien avoir une trajectoire de´termine´e. La solution pour de´terminer par quelle fente passe
l’e´lectron, c’est sans doute simplement de l’observer.
Exe´cutons a` nouveau l’expe´rience : un canon projette des e´lectrons un par un en direction d’une plaque
perce´e de deux fentes. Ces e´lectrons sont enregistre´s via un de´tecteur mobile. Nous avions alors constate´
que, si les e´lectrons se comportent comme des corpuscules, leur probabilite´ de pre´sence re´agit comme une
fonction d’onde.
Ajoutons derrie`re les deux fentes une source de lumie`re, comme illustre´ sur la figure 3.1.(a). Comme les
charges e´lectriques diffusent la lumie`re, nous pouvons alors observer concre`tement par quel fente l’e´lectron
est passe´ : lorsque l’on repe`re un e´clair lumineux proche de la fente 1, on sait qu’un e´lectron vient de
passer par cet orifice.
Figure 3.1 – Expe´rience des deux fentes avec des e´lectrons - [1]
Lors du de´roulement de l’expe´rience, chaque e´lectron est classe´ suivant qu’il est passe´ par la fente 1 ou
la fente 2. Il n’y a pas d’e´lectron passant par les deux fentes. Au total, on peut construire les probabilite´s
individuelles P ′1 et P
′
2 selon le trajet de l’e´lectron.
Pour connaitre la probabilite´ totale, il faut juste reprendre l’ensemble des e´lectrons, c’est a` dire la somme
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de ceux qui sont passe´s par la fente 1 et de ceux qui ont traverse´ la fente 2. La probabilite´ totale est donc
la somme des probabilite´s individuelles :
P ′12 = P
′
1 + P
′
2
Or cette probabilite´ est diffe´rente de celle obtenue auparavant (voir figures 1.3 et 3.1) : P ′12 6= P12.
Nous sommes passe´s d’une courbe d’interfe´rence a` une courbe sans interfe´rence. La seule diffe´rence entre
ces dispositifs e´tant la source de lumie`re, nous devons conclure que l’observation a modifie´ le re´sultat de
l’expe´rience.
Ce n’est pas tout. Nous avions prouve´ pre´ce´demment que l’affirmation X e´tait incorrecte. Or dans cette
dernie`re expe´rience, il n’y avait pas d’e´lectrons passant par les deux fentes ; ils passaient soit par la fente
1, soit par la fente 2 ! Comment cette affirmation peut-elle eˆtre fausse et vraie a` la fois ?
A nouveau, c’est la mesure qui est la cause de cette apparente incohe´rence. Il faut conside´rer que le
syste`me  sans mesure interme´diaire  et celui  avec mesure interme´diaire  sont deux expe´riences dis-
tinctes.
Dans le syste`me  sans mesure interme´diaire , on ne cherche pas a` de´terminer le chemin des e´lectrons.
Ils se re´partissent alors selon une probabilite´ P12 ; et cette probabilite´ permet de re´futer l’affirmation X .
Autrement dit, quand on ne cherche pas a` savoir par ou` passe l’e´lectron, sa fonction d’onde est telle que
la proposition X est incorrecte.
Dans le syste`me  avec mesure interme´diaire  par contre, c’est comme si on forc¸ait les e´lectrons a` de´cider
par quelle fente ils passent. Une fois que leur trajectoire est connue, leur probabilite´ de pre´sence devient
la meˆme que pour les balles macroscopiques : P ′12. Autrement dit, quand on mesure par quelle fente
l’e´lectron passe, sa fonction d’onde est modifie´e de telle manie`re qu’on puisse conclure que la proposition
X est correcte.
L’affirmation X est donc inde´cidable puisqu’elle est confirme´e lorsqu’on veut la confirmer et re´fute´e si
l’on souhaite la re´futer !
Nous touchons ici a` un des proble`mes fondamentaux de la me´canique quantique. Contrairement a` ce qu’il
se passait dans les expe´riences macroscopiques, la mesure a une grande influence a` l’e´chelle microscopique.
3.2 Cohe´rence et de´cohe´rence
On souhaite mesurer la grandeur physique A (la position par exemple) de l’e´tat |Ψ〉. Les postulats 4,
5 et 6 vus pre´ce´demment donnent les probabilite´s d’obtenir les diffe´rents re´sultats possibles. Supposons
qu’on mesure, a` l’instant t0, la valeur λ, valeur propre de l’ope´rateur Â. Juste avant la mesure, il y avait
une certaine probabilite´ d’obtenir cette valeur. Mais imme´diatement apre`s la mesure, on sait que λ a e´te´
mesure´e, on ne peut donc plus parler de probabilite´. L’e´tat doit prendre en compte ce changement et donc
eˆtre modifie´ par la mesure. A nouveau, la forme du spectre de Â aura une influence sur la de´composition
de l’e´tat ([3]).
Postulat 6 (De´cohe´rence quantique pour un ope´rateur a` spectre discret) Soit un
syste`me dans l’e´tat |Ψ〉. Supposons que la mesure de la grandeur physique A, associe´ a`
l’ope´rateur Â de spectre discret, rende un re´sultat λn. L’e´tat du syste`me, imme´diatement
apre`s cette mesure, est projete´ sur le sous-espace propre associe´ a` λn. Le re´sultat est normalise´
car c’est un e´tat physique.
|Ψ〉 λn7−→ Pn|Ψ〉√〈Ψ|Pn|Ψ〉 = Pn|Ψ〉‖Pn|Ψ〉‖
Si λn n’est pas de´ge´ne´re´e, l’e´tat apre`s la mesure est son vecteur propre |φn〉 :
|Ψ〉 =
∑
n
an|φn〉 λn7−→ |φn〉
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Et si λn est de´ge´ne´re´e, l’e´tat devient :
|Ψ〉 =
∑
n
gn∑
k=1
akn|φkn〉 λn7−→
gn∑
k=1
akn|φkn〉
(
gn∑
k=1
|akn|2
)− 12
Dans ce cas, le re´sultat de´pend de l’e´tat |Ψ〉 de de´part.
Postulat 7 (De´cohe´rence quantique pour un ope´rateur a` spectre continu)
Par contre, si le spectre est continu, il est plus de´licat d’e´crire l’e´tat re´sultant. En ef-
fet, il est impossible de mesurer exactement une valeur propre λ′. Puisque les appareils ont
une pre´cision limite´e, la mesure ne peut jamais porter que sur un intervalle [λ′ −∆, λ′ + ∆].
Le projecteur Pn doit alors eˆtre remplace´ par
P∆(λ
′) =
∫ λ′+∆
λ′−∆
|φλ〉〈φλ|dλ
Comme pre´ce´demment, l’e´tat deviendra :
|Ψ〉 λ
′
7−→ P∆(λ
′)|Ψ〉√〈Ψ|P∆(λ′)|Ψ〉 = P∆(λ
′)|Ψ〉
‖P∆(λ′)|Ψ〉‖
∫
aλ|φλ〉dλ λ
′
7−→
∫ λ′+∆
λ′−∆
aλ|φλ〉dλ
(∫ λ′+∆
λ′−∆
|aλ|2dλ
)− 12
Plac¸ons-nous dans le cas d’un spectre discret non de´ge´ne´re´ pour e´valuer les conse´quences de ce postulat.
Avant la mesure, l’e´tat du syste`me e´volue d’une certaine manie`re. La figure 3.2 repre´sente cette e´volution
de l’e´tat |Ψ〉(0) a` l’e´tat |Ψ〉(t0), juste avant la mesure. Nous verrons plus loin comment calculer cette
e´volution mais nous connaissons d’ores et de´ja` les probabilite´s de mesurer telle ou telle valeur propre.
Par contre, une fois la mesure accomplie, il n’est plus question de probabilite´. L’e´tat se retrouve dans un
sous-espace propre bien de´fini (celui de la valeur propre mesure´e λn). A partir de ce nouvel e´tat, on sait
a` nouveau comment e´voluera le syste`me et les diffe´rentes probabilite´s qui lui seront associe´es. Autrement
dit, l’e´volution des syste`mes nous est connu sauf quand on y effectue une mesure ; car alors l’e´tat change
brutalement sans qu’il y ait vraiment d’explication.
Si l’on veut effectuer une deuxie`me mesure, juste apre`s la premie`re, il ne subsiste plus aucune incertitude
sur le re´sultat : la mesure donnera la valeur propre λn avec une probabilite´ de 1 puisque l’on se trouve
de´ja` dans son espace propre. Les probabilite´s ne sont donc pas conserve´es par le processus de mesure.
Ce changement brusque de l’e´tat et des probabilite´s est appele´ de´cohe´rence quantique.
Figure 3.2 – De´cohe´rence quantique lors d’une mesure en t0 - [3]
La physique classique conside`re que les ope´rations de mesure n’ont pas d’impact sur les syste`mes. Les
mesures peuvent eˆtre permute´es : mesurer A puis B revient au meˆme que mesurer B puis A. Il est donc
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possible de mesurer simultane´ment plusieurs grandeurs.
En me´canique quantique, par contre, la mesure modifie comple`tement l’e´tat quantique. Il n’est souvent
pas possible de permuter deux ope´rateurs de mesure :
ÂB̂|Ψ〉 6= B̂Â|Ψ〉
En effet, supposons que ces ope´rateurs aient un spectre discret non de´ge´ne´re´. Pour simplifier, on suppose
dans cette expe´rience que leur mesure donne toujours le meˆme re´sultat : λn, de vecteur propre |φλn〉,
pour Â et bm, de vecteur propre |φbm〉, pour B̂. Les projections successives sont :
|Ψ〉 B̂7−→ |φbm〉 Â7−→ |φλn〉
|Ψ〉 Â7−→ |φλn〉 B̂7−→ |φbm〉
On constate bien que les e´tats finaux sont diffe´rents :
ÂB̂|Ψ〉 = |φλn〉 6= B̂Â|Ψ〉 = |φbm〉
Pour que la mesure d’un ope´rateur ne modifie pas la mesure de l’autre, il faut qu’ils aient leurs vecteurs
propres en commun ({|Φλn,bm,k〉} pour un spectre discret de´ge´ne´re´) de telle manie`re que
Â|Φλn,bm,k〉 = λn|Φλn,bm,k〉
B̂|Φλn,bm,k〉 = bm|Φλn,bm,k〉
Les mesures successives donneront alors le meˆme e´tat :
|Ψ〉 B̂7−→ |Φλn,bm,k〉 Â7−→ |Φλn,bm,k〉
|Ψ〉 Â7−→ |Φλn,bm,k〉 B̂7−→ |Φλn,bm,k〉
On dira que ces ope´rateurs sont compatibles.
De´finition 6 On de´finit le commutateur de deux ope´rateur comme :[
Â, B̂
]
= ÂB̂ − B̂Â
Deux ope´rateurs Â et B̂ sont dits compatibles si leur commutateur est nul. Dans ce cas, mesurer l’un ne
modifiera pas le re´sultat rendu par l’autre. Il est possible d’effectuer les mesures successivement et meˆme
simultane´ment.
Si le commutateur n’est pas nul, on dit que les ope´rateurs sont incompatibles. Mesurer une des gran-
deurs modifiera alors le re´sultat rendu par l’autre. Il n’est pas possible de mesurer simultane´ment deux
ope´rateurs incompatibles.
Comme on connait maintenant l’impact qu’une mesure peut avoir sur une mesure ulte´rieure, il est de-
vient possible de pre´parer un e´tat (c’est-a`-dire lever la de´ge´ne´rescence). Nous souhaitons de´terminer
l’e´tat juste apre`s la mesure a` partir, et uniquement a` partir, du re´sultat de la mesure ([3]).
Par exemple, supposons que l’on applique l’ope´rateur Â de spectre discret sur l’e´tat |Ψ〉 avec λn comme
re´sultat.
– Si λn n’est pas de´ge´ne´re´e, l’e´tat juste apre`s la mesure sera son vecteur propre |φλn〉. Ce nouvel e´tat
est inde´pendant de l’e´tat de de´part |Ψ〉, autrement dit, il est entie`rement de´termine´ par la valeur
propre λn obtenue lors de la mesure.
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– Par contre, si la valeur propre λn est de´ge´ne´re´e, elle posse`de plusieurs vecteurs propres |φλn,k〉. Et
l’e´tat apre`s la mesure de´pend encore de |Ψ〉 :
gn∑
k=1
akn|φkn〉
(
gn∑
k=1
|akn|2
)− 12
pour akn = 〈φλn,k|Ψ〉
La solution pour n’obtenir qu’un seul vecteur propre associe´ a` λn, c’est de combiner deux mesures.
– Supposons qu’il existe un ope´rateur B̂ compatible avec Â de telle manie`re que le re´sultat (λn, bm)
des deux mesures combine´es n’ait qu’un seul vecteur propre note´ |φλn,bm〉. Comme nous l’avons
vu, l’e´tat apre`s les deux mesures sera le vecteur propre |φλn,bm〉. A nouveau, l’e´tat obtenu ne
de´pendra que du re´sultat (λn, bm) des mesures combine´es.
– Il n’est pas toujours possible de trouver un tel ope´rateur B̂. Supposons que le re´sultat de la
mesure combine´e (λn, bm) soit de´ge´ne´re´. Il y aura donc plusieurs vecteurs propres |φλn,bm,k〉 as-
socie´s a` cette valeur propre. Et l’e´tat juste apre`s les mesures sera une combinaison line´aire de ces
vecteurs propres dont les coefficients de´pendent de |Ψ〉. La solution est d’appliquer une troisie`me
mesure Ĉ, compatible aux deux autres, de telle manie`re que le re´sultat (λn, bm, cl) des mesures
combine´es n’ait qu’un seul vecteur propre note´ |φλn,bm,cl〉.
On peut continuer ce raisonnement jusqu’a` construire des ensembles de mesures compatibles qui per-
mettent de de´terminer comple`tement un e´tat selon les re´sultats obtenus.
Penchons nous maintenant sur l’e´volution temporelle d’un syste`me quantique.
Postulat 8 (E´volution temporelle des syste`mes quantiques) L’e´volution de l’e´tat |Ψ〉
est donne´e par l’e´quation de Schro¨dinger
i~
d |Ψ〉(t)
dt
= Ĥ |Ψ〉(t) (3.1)
ou` Ĥ est un ope´rateur mode´lisant l’hamiltonien du syste`me dont les valeurs propres
repre´sentent les niveaux d’e´nergie de l’e´tat |Ψ〉(t).
Il y a en fait deux manie`res possibles de conside´rer l’e´volution dans le temps d’un syste`me :
– Dans la repre´sentation de Schro¨dinger (H = L2(R3)), qui a e´te´ utilise´e jusqu’a` pre´sent, l’e´tat |Ψ〉(t)
de´pend du temps et les ope´rateurs de mesure Â sont, quant a` eux, inde´pendants du temps. Cela
semble plus intuitif : un syste`me qui e´volue dans le temps et des ope´rations de mesure toujours
identiques.
– Mais il existe une autre manie`re de conside´rer l’e´volution des syste`mes. Dans la repre´sentation
d’Heisenberg (H = l2(∞)), les e´tats |Ψ〉∗ sont inde´pendant du temps et ce sont les ope´rations de
mesures Â∗(t) qui varient. Ce qui signifie qu’un syste`me n’e´volue pas ! Par contre, la mesure d’une
meˆme grandeur A (la position par exemple) effectue´e en t0 ou en t1 induira des ope´rateurs diffe´rents
(Â∗(t0) 6= Â∗(t1)) et donc ne donnera pas les meˆmes re´sultats.
Ces deux repre´sentations sont e´quivalentes et on peut facilement passer de l’une a` l’autre. Reprenons
l’e´quation de Scho¨dinger :
i~
d |Ψ〉(t)
dt
= Ĥ |Ψ〉(t)
Il est possible de lui trouver un e´quivalent de´crivant l’e´volution de l’ope´rateur Â∗(t) dans la repre´sentation
d’Heisenberg. Puisque l’e´quation de Schro¨dinger de´crit l’e´volution de |Ψ〉(t), on peut re´e´crire l’e´quation
exclusivement comme une e´volution temporelle de l’e´tat :
|Ψ〉(t) = F (t, t0)|Ψ〉(t0)
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ou` F (t, t0) = exp
(
− i
~
Ĥ(t− t0)
)
est un ope´rateur d’e´volution sur H qui est
– borne´,
– unitaire (FF † = F †F = I),
– additif (F (t1, t0) + F (t2, t0) = F (t1 + t2, t0)),
– continu (F (t2, t1)F (t1, t0) = F (t2, t0)),
– tel que F (t0, t0) = I.
Le lien entre les deux repre´sentations se fait via l’ope´rateur d’e´volution :
Â∗(t) = F−1(t, 0) Â F (t, 0) F (t, 0) |Ψ〉∗ = |Ψ〉(t)
La loi d’e´volution des observables est alors l’e´quivalent de l’e´quation de Schro¨dinger dans la repre´sentation
d’Heisenberg :
i~
∂Â∗(t)
∂t
= [Â∗(t), Ĥ∗(t)]
ou`
Ĥ∗(t) = e
i
~ ĤtĤe−
i
~ Ĥt
La proposition suivante permet de montrer que les valeurs attendues restent les meˆmes quelque soit la
repre´sentation :
Proposition 2 〈Â∗(t)〉 = 〈Â〉(t)
En effet, ces deux repre´sentations sont comple`tement e´quivalentes par leur validite´ mathe´matique. Celle
de Schro¨dinger e´tant plus intuitive, nous continuerons a` l’utiliser.
Finalement, l’ope´rateur F est unitaire et posse`de donc la proprie´te´ de conserver le produit scalaire et la
norme :
〈FΨ|FΦ〉 = 〈F †FΨ|Φ〉 = 〈Ψ|Φ〉 ∀Ψ,Φ ∈ H
Ainsi, l’e´volution temporelle d’un syste`me conserve la norme unite´ de son e´tat. La mesure par contre, ne
conserve pas la norme puisqu’il faut normaliser l’e´tat par apre`s.
3.3 Principe d’incertitude d’Heisenberg
Revenons une dernie`re fois a` l’expe´rience des deux fentes ([1]). Pre´ce´demment, nous avons vu qu’ajou-
ter une source de lumie`re modifiait profonde´ment le syste`me jusqu’a` de´truire la figure d’interfe´rence
(cfr. section 3.1, page 23). Il faut donc conclure que la lumie`re affecte les e´lectrons : les photons rentrent
en collision avec eux et modifient leur trajectoire. Pour observer le trajet de l’e´lectron sans modifier sa
distribution de probabilite´, il faudrait donc re´duire l’impact des photons. Le but est de de´terminer la
trajectoire de l’e´lectron sans que cela ne perturbe sa fonction de re´partition.
Diminuons l’intensite´ lumineuse, c’est-a`-dire le nombre de photons envoye´s. On observe que les e´clairs
lumineux, produits lorsqu’un e´lectron diffuse un photon, gardent la meˆme intensite´. Les photons dif-
fuse´s se re´partissent selon la probabilite´ P ′12. Mais lorsque l’intensite´ lumineuse est trop faible, certains
e´lectrons ne sont pas heurte´s par des photons, c’est a` dire qu’ils ne sont pas de´tecte´s. On ne peut donc
plus de´terminer par quelle fente ils sont passe´s ! Et ces e´lectrons non de´tecte´s ont une probabilite´ de
pre´sence P12 caracte´rise´e par les interfe´rences. Autrement dit, diminuer l’intensite´ lumineuse ne permet
pas de de´terminer avec certitude le trajet des e´lectrons.
Une autre solution serait d’augmenter la longueur d’onde de la lumie`re car cela diminue la quantite´
de mouvement propre a` chaque photon. L’e´lectron devrait en eˆtre moins affecte´. Le proble`me survient
pour des longueurs d’onde plus grandes que la distance se´parant les fentes. A ce stade, le flash lumineux
s’agrandit de telle manie`re qu’il est impossible de dire par ou` l’e´lectron est passe´. En effet, la longueur
d’onde de´termine la distance minimale entre deux points pour qu’ils soient perc¸us comme se´pare´s. Si la
longueur d’onde utilise´e est plus grande que l’espace entre les fentes, il ne sera plus possible de discerner
la fente 1 de la fente 2. A nouveau, c’est lorsqu’on ne peut plus de´terminer le chemin de l’e´lectron que la
28
figure d’interfe´rence apparait.
Autrement dit, quand on essaie de mesurer le syste`me en re´duisant les perturbations que la mesure y
apporte, les re´sultats perdent en qualite´. Il n’est pas possible de re´aliser une expe´rience qui dit par quel
fente passe l’e´lectron sans que cela ne perturbe sa fonction d’onde. Notre fameuse proposition inde´cidable
X restera donc toujours inde´cidable, quel que soit le syste`me construit.
Il semble ainsi y avoir une limite fondamentale qui restreint la pre´cision des observations. Heisenberg a
formalise´ cette observation sous forme d’un principe d’incertitude ([4]).
Postulat 9 (Principe d’incertitude) Pour deux ope´rateurs de mesure, Â et B̂, la relation
suivante limite la pre´cision que l’on peut obtenir dans les re´sultats des mesures :
∆Â∆B̂ ≥ 1
2
| 1
i
〈
[
Â, B̂
]
〉 |
ou` ∆Â et ∆B̂ sont les e´carts quadratiques moyens.
3.4 Limites de la the´orie
Les postulats e´nonce´s dans ce travail forment la base de la me´canique quantique. Le reste est sujet a`
interpre´tations. En effet, la the´orie quantique soule`ve beaucoup de questions sans re´ponses. Re´capitulons
les zones d’ombre :
1. Tout d’abord, nous avons vu que les conse´quences de la mesure diffe´reraient profonde´ment lorsqu’on
se trouve dans un syste`me macroscopique ou dans un syste`me microscopique. Il semble que l’acte de
la mesure n’affecte pas les objets macroscopiques. Pourquoi y a-t-il cette distinction de taille ? En
re´alite´, il est possible de construire un syste`me constitue´ de particules microscopiques, mais de taille
macroscopique, qui obe´it aux lois de la me´canique quantique 1. La taille n’est donc pas un crite`re
de diffe´rentiation entre les domaines classique et quantique. Mais alors, qu’est-ce qui distingue le
domaine d’application de la physique classique de celui de la me´canique quantique ?
2. Revenons a` la the´orie quantique en elle-meˆme. Par de´finition, la mesure ne permet pas d’obtenir
toute l’information disponible a` propos de l’e´tat du syste`me (cfr postulat 2) : seules certaines va-
leurs peuvent eˆtre mesure´es. De plus, nous ne pouvons pas pre´dire quelle valeur sera effectivement
mesure´e (cfr postulats 3, 4, 5) : seules les probabilite´s nous sont connues. Ceci parait incohe´rent avec
le fait que toute l’information du syste`me est contenue dans l’e´tat (cfr postulat 1) et que l’e´volution
de cet e´tat avant la mesure est comple`tement de´termine´ (cfr postulat 8). Si toute l’information est
accessible, pourquoi ne pourrait-on pas la mesurer ?
3. Ce n’est pas tout. Mesurer un e´tat le projette irre´me´diablement dans un autre e´tat (cfr postulats 6
et 7), de sorte que certaines assertions en deviennent comple`tement inde´cidables (cfr postulat 9).
L’e´volution de l’e´tat - qui est unitaire et qui conserve les probabilite´s et la superposition des vec-
teurs propres - est en contradiction totale avec la de´cohe´rence survenant lors de la mesure : perte
de l’unitarite´, de la superposition et des probabilite´s. Mais pourquoi y a-t-il une telle de´cohe´rence ?
Et par quel phe´nome`ne un e´tat peut-il se retrouver dans un autre e´tat ? Est-ce un phe´nome`ne
instantane´ ou y a-t-il moyen de mesurer un  e´tat interme´diaire  ?
4. Nous soule`verons encore un proble`me qui semble a` priori trivial. Quand faut-il appliquer le postulat
8 (e´volution temporelle) et quand faut-il utiliser les postulats 6 et 7 (de´cohe´rence) ? Il est essentiel
de pouvoir re´pondre a` cette question. Pourtant, la the´orie ne dit rien a` ce sujet : il n’existe aucun
crite`re mathe´matique qui diffe´rencie ces deux situations. L’expe´rimentateur serait donc seul juge ?
Pour re´pondre a` cette question, il est ne´cessaire de savoir pre´cise´ment ce qu’est la mesure. Auletta
1. Expe´rience de A. Aspect.
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([5] p 215) de´finit la mesure comme  une insertion temporaire dans le syste`me observe´ S d’un
certain couplage e´nerge´tique avec un autre syste`me - l’appareil A - tel qu’il est possible d’infe´rer
des proprie´te´s de S en observant les proprie´te´s de A . Mais cette de´finition est suffisamment vague
pour varier au gre´ des interpre´tations.
La the´orie quantique n’est constitue´e que des postulats e´nonce´s ci-dessus. A l’heure actuelle, il n’est donc
pas possible d’apporter une solution univoque a` ces diffe´rents proble`mes. Il existe de´ja` plusieurs courants
de pense´e qui s’y attellent, chacun avec sa strate´gie.
– Par exemple, l’interpre´tation de Copenhague rejette ces questions pour ne se concentrer que
sur la pre´diction des re´sultats. Cette interpre´tation pourrait se re´sumer par la maxime  Shut up
and calculate 2  car, selon elle, les postulats ne doivent eˆtre utilise´s que comme des outils de
calculs, ni plus, ni moins. Il est alors inutile de se demander ce qu’il advient dans les zones d’ombre
car la the´orie ne pre´tend pas y re´pondre. Tant que les pre´dictions sont correctes, on conside`re que
les postulats sont valides. Bien que frustrante, cette interpre´tation a le me´rite de rester prudente.
– La the´orie de la de´cohe´rence s’attaque au proble`me n˚ 1. Une manie`re d’y re´pondre, c’est de
conside´rer que la plupart des objets macroscopiques sont mesure´s  continuellement. Au cœur de
la matie`re, les particules constituant un objet sont en contact, et ce contact ferait office de mesure
sans observateur . Les objets macroscopiques seraient donc en continuelle de´cohe´rence de manie`re
telle qu’ils suivent les lois de la physique classique. Le proble`me de la taille serait alors un proble`me
de corre´lations entre particules.
– On peut e´galement citer la the´orie des mondes multiples qui traite partiellement les points 2
et 3. L’ide´e c’est que, lors d’une mesure, les diffe´rents re´sultats possibles sont tous mesure´s, mais
dans des mondes diffe´rents. Malheureusement, cette the´orie n’est absolument pas ve´rifiable.
Il existe encore bien d’autres interpre´tations mais, a` ce jour, aucune d’elles ne permet de re´pondre
de manie`re exhaustive aux questions souleve´es. Pourtant, ces discussions ne sonnent pas le glas de la
me´canique quantique car, s’il reste a` de´battre les questions de forme, les pre´dictions sont d’ores et de´ja`
correctes.
Dans la deuxie`me parie de ce me´moire, nous nous attaquerons e´galement au proble`me n˚ 1, a` savoir le
lien entre la me´canique quantique et notre monde macroscopique. Nous suivrons l’hypothe`se de Penrose
selon laquelle la masse est au cœur du proble`me.
2. [D. Mermin]
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Deuxie`me partie
Les e´quations de
Schro¨dinger-Newton
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Chapitre 4
Une alternative a` l’e´quation de
Schro¨dinger
Dans la premie`re partie de ce me´moire, nous avons passe´ en revue les principes fondamentaux de la
me´canique quantique. Nous avons compris que la the´orie quantique ne repose que sur des postulats
mathe´matiques et abstraits, qui semblent fort e´loigne´s de la re´alite´ physique.
Cette the´orie nous e´chappe d’autant plus que les phe´nome`nes de´crits a` l’e´chelle microscopique ne sont
pas les meˆmes que ceux qui nous affectent tous les jours, a` notre e´chelle macroscopique. Cette dichotomie
est mise en e´vidence par une expe´rience de pense´e dite du chat de Schro¨dinger. Par cet exemple, nous
verrons a` quel point il est absurde de vouloir appliquer la the´orie quantique aux objets macroscopiques.
C’est a` partir de cette meˆme expe´rience du chat que nous pre´senterons l’ide´e du physicien et mathe´maticien
Penrose. Il a prouve´ que la formulation de l’e´quation de Schro¨dinger porte en elle la se´paration des do-
maines quantique et macroscopique. Penrose proposa alors une ame´lioration de l’e´quation de Schro¨dinger
en lui associant une relation de Poisson, de manie`re a` ajouter des auto-interactions aux syste`mes.
Mais avant toute chose, nous allons e´tudier d’un peu plus pre`s l’e´quation de Schro¨dinger et ses diverses
formulations.
4.1 L’e´quation de Schro¨dinger sous la loupe
Dans cette deuxie`me partie, nous allons abandonner la notation de Dirac tout en restant dans le forma-
lisme de Schro¨dinger. En effet, cette notation bra-ket ne serait pas utile dans la suite et alourdirait les
e´quations.
Nous nous plac¸ons cette fois dans une repre´sentation  position  pour pouvoir utiliser les variables
usuelles de position dans l’espace R3 avec {ex, ey, ez} comme base de re´fe´rence.
Pour une seule particule
Dans un premier temps, nous n’allons conside´rer qu’une seule particule, repe´re´e par le vecteur r =
xex + yey + zez. Nous conside´rons donc un ope´rateur r̂ a` spectre continu dont les valeurs propres sont
associe´es a` des vecteurs propres |φr〉 inde´pendants du temps. Les valeurs propres de r̂ correspondent bien
suˆr a` la mesure de la position de la particule, c’est a` dire a` r :
r̂ |φr〉 = r |φr〉
〈φr| r̂ = r 〈φr|
(4.1)
Re´e´crivons a` pre´sent l’e´quation (3.1) de Schro¨dinger :
i~
d |Ψ〉(t)
dt
= Ĥ |Ψ〉(t) ,
(
− ~
2
2m
∇2 + Û(r̂, t)
)
|Ψ〉(t)
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L’e´tat de´pendant de la position s’e´crit Ψ(r, t) = 〈φr|Ψ〉 ∈ L2(R3). Et sa norme n’est pas affecte´e par ce
changement :
‖Ψ‖2 =
∫
R3
|Ψ(r, t)|2dr
=
∫
R3
|〈φr| |Ψ〉|2dr
=
∫
R3
〈Ψ| |φr〉 〈φr| |Ψ〉 dr
= 〈Ψ|
(∫
R3
|φr〉〈φr| dr
)
|Ψ〉
= 〈Ψ| I |Ψ〉 = 〈Ψ|Ψ〉
Les normes seront donc calcule´es dans la suite graˆce a` la norme L2 : ‖Ψ(r, t)‖2 = ∫R3 |Ψ(r, t)|2dr.
Nous allons maintenant re´-exprimer l’e´quation de Schro¨dinger selon Ψ(r, t) en appliquant le bra 〈φr| des
deux cote´s :
〈φr| i~d |Ψ〉(t)
dt
= 〈φr| Ĥ |Ψ〉(t) = HΨ(r, t)
On sait que les |φr〉 sont inde´pendants du temps ; le bra 〈φr| peut donc rentrer dans la de´rive´e temporelle.
Ensuite 〈φr|Û(r̂)|Ψ〉(t) sera remplace´ par U(r)Ψ(r, t) graˆce a` (4.1). L’e´quation de Schro¨dinger pour un
syste`me compose´ d’une particule (ou d’un ensemble de particules conside´re´ comme un tout) de masse m
soumise a` une e´nergie potentielle U(r) s’e´crit alors
i~
∂Ψ(r, t)
∂t
= HΨ(r, t) = − ~
2
2m
∇2Ψ(r, t) + U(r)Ψ(r, t) (4.2)
ou` ∇2 = ∂
2
∂x2
+
∂2
∂y2
+
∂2
∂z2
.
Lorsque la particule n’est mesure´e que selon une seule direction x, cette relation se simplifie en
i~
∂Ψ(x, t)
∂t
= HΨ(x, t) = − ~
2
2m
∂2Ψ(x, t)
∂x2
+ U(x)Ψ(x, t)
On peut rendre l’e´quation (4.2) inde´pendante du temps en posant
Ψ(r, t) = Ψ(r) exp
(
− iE
~
t
)
Ceci nous donne l’e´quation de Schro¨dinger inde´pendante du temps :
EΨ(r) = HΨ(r) = − ~
2
2m
∇2Ψ(r) + U(r)Ψ(r) (4.3)
La constante E a de plus une importance particulie`re. On constate que c’est la valeur propre de l’ope´rateur
hamiltonien H, ayant l’e´tat Ψ comme vecteur propre. Souvenons-nous de ce que cela signifie : la mesure
de l’ope´rateur hamiltonien nous montre le syste`me dans l’e´tat Ψ avec la valeur E comme re´sultat de la
mesure. Autrement dit, la constante E nous donne l’e´nergie du syste`me dans l’e´tat Ψ.
Pour plusieurs particules
Les choses se compliquent lorsqu’on conside`re plusieurs particules. Dans ce cas, il nous faudra projeter le
ket e´tat |Ψ〉 sur une combinaison des positions possibles des diffe´rents particules.
Pour faire simple, conside´rons l’espace de Hilbert associe´ a` n particules ([13]). Il est essentiel que les par-
ticules conside´re´es soient de types diffe´rents, sinon les particules ne sont plus discernables. Par exemple,
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l’atome de tritium, compose´ d’un e´lectron, d’un proton et de deux neutrons, ne peut pas eˆtre e´tudie´ ici,
a` moins de conside´rer le noyau (le proton et les deux neutrons) comme une seule particule.
Conside´rons donc nos n particules dans un espace a` 3 dimensions et notons rk = xkex + ykey + zkez
le vecteur position de la k-ie`me particule, dans le syste`me de coordonne´es de re´fe´rence {ex, ey, ez}.
Avant d’aller plus loin, il est ne´cessaire de se demander ce qu’est la mesure de position sur un tel syste`me.
Peut-on encore e´crire r̂|φr〉 = r|φr〉 ? Mesurer la position des n particules revient a` mesurer que
– la premie`re particule est dans une certaine position r1
– et que la deuxie`me particule est dans une certaine position r2
– et, etc.
Le syste`me doit eˆtre vu comme un tout et la mesure comme une photographie instantane´e de toutes les
positions de toutes les particules. La relation (4.1) doit alors se re´e´crire
̂(r1, . . . , rn) |φ(r1,...,rn)〉 = (r1, . . . , rn) |φ(r1,...,rn)〉
ou`
– la valeur propre (r1, . . . , rn) signifie  la particule 1 est dans la position r1, et la particule 2 dans
la position r2 et . . . et la particule n dans la position rn. 
– l’ope´rateur ̂(r1, . . . , rn) est la mesure de position pour chaque particule 1, 2, . . . , n
– le vecteur ket |φ(r1,...,rn)〉 est juste le vecteur propre associe´ a` la valeur propre (r1, . . . , rn).
L’e´tat de ce syste`me de n particules se note Ψ(r1, r2, . . . , rn, t) ∈ L2(R3n) et s’obtient en projetant |Ψ〉(t)
sur 〈φ(r1,...,rn)|. La fonction Ψ(r1, r2, . . . , rn, t) nous donnera la probabilite´ que les n particules au temps
t se trouvent respectivement dans les positions r1, r2, . . . , rn. La probabilite´ totale, c’est-a`-dire la norme,
s’exprime donc
‖Ψ‖2 =
∫
R3n
|Ψ(r1, . . . , rn, t)|2dr1 . . . drn
Pour n particules, l’e´quation de Schro¨dinger se re´e´crit :
i~
∂
∂t
Ψ(r1, . . . , rn, t) =
(
−
n∑
k=1
~2
2mk
∇2k + U(r1, . . . , rn)
)
Ψ(r1, . . . , rn, t) (4.4)
ou` ∇2k =
∂2
∂x2k
+
∂2
∂y2k
+
∂2
∂z2k
.
Une histoire de nume´ros
Nous avons dit plus haut que nous pouvons e´crire l’e´tat Ψ(r1, . . . , rn, t) que si les particules sont discer-
nables. Ce fait me´rite quelques explications ([12]).
Pour de´crire l’e´volution d’une seule particule, une fonction Ψ(r) sur l’espace suffit. Il suffit de conside´rer
la probabilite´ que la particule se trouve en diffe´rents endroits A,B,C.
Conside´rons maintenant deux particules discernables, c’est a` dire qu’on peut les reconnaitre l’une de
l’autre et donc les nume´roter. On pourrait penser qu’il suffit de rassembler les fonctions d’e´tat indivi-
duelles de chaque particule : (Ψ1(r1),Ψ2(r2)) = Ψ. Pour de´crire l’e´volution du syste`me totale, il faudrait
alors conside´rer se´pare´ment les probabilite´s |Ψ1|2 et |Ψ2|2. Mais cela ne refle`te pas la re´alite´.
En effet, supposons que la premie`re particule soit en A et la deuxie`me en B. Cette situation sera associe´e
a` une certaine amplitude de probabilite´. Et chaque situation sera associe´e une nouvelle probabilite´. On
doit donc concevoir l’e´tat sur un double espace : Ψ = Ψ(r1, r2), comme nous l’avons fait pre´ce´demment.
Prenons un exemple pour clarifier les choses. Ne conside´rons tout d’abord que le cas a` une particule, ne
posse´dant que 10 positions permises. Les vecteurs propres sont note´s (dans la notation bra-ket) :
|0〉, |1〉, |2〉, . . . , |9〉.
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Puisque ces vecteurs propres correspondent a` l’effondrement de l’e´tat apre`s la mesure conside´re´e, l’e´tat
de la particule s’e´crit alors comme une superposition line´aire des vecteurs propres 1 :
|Ψ〉 = z0|0〉+ z1|1〉+ . . .+ z9|9〉
Pour deux particules, les vecteurs propres doivent eˆtre des  paires 2  :
|0〉|0〉, |1〉|0〉, . . . , |9〉|9〉
ou` |1〉|0〉 doit signifier que la premie`re particule est dans l’e´tat |1〉 et la deuxie`me dans l’e´tat |0〉. Il y a
donc maintenant 100 re´sultats possibles au lieu des 10 pre´ce´dents. L’e´tat pour deux particules s’e´crit :
|Ψ〉 = z00|0〉|0〉+ z10|1〉|0〉+ . . .+ z99|9〉|9〉
On comprend alors pourquoi la fonction d’onde des deux particules ne peut pas se de´composer en une
simple somme de deux fonctions d’onde.
Ces de´veloppements ne sont possibles que pour des particules distinguables - un proton et un e´lectron par
exemple. Mais si l’on prend 2 protons, il n’est plus possible de les nume´roter. En effet, observons notre
syste`me a` un moment donne´ et fixons que le proton a` droite est ”1”, et celui a` gauche ”2”. Laissons un
peu de temps s’e´couler et observons a` nouveau le syste`me : nous voyons deux protons et nous sommes
incapables de dire lequel est ”1” et lequel est ”2”. Nous sommes bel et bien en pre´sence de particules
indiscernables. Ces particules doivent se traiter diffe´remment.
Les particules peuvent se diviser en deux groupes selon leurs caracte´ristiques de permutation : les fer-
mions, comprenant les e´lectrons, les neutrons ou les protons, et les bosons, dont les photons font partie.
Dans un groupe de fermions identiques, permuter deux particules aura pour effet de changer le signe
de l’e´tat total : |Ψ〉 7→ −|Ψ〉. Alors que dans un groupe de bosons, ce type de permutation laisse l’e´tat
invariant.
Reprenons notre exemple a` 10 vecteurs propres sur deux fermions identiques, deux e´lectrons par exemple.
Tout d’abord, les deux fermions ne peuvent pas eˆtre dans le meˆme e´tat simultane´ment 3. Si c’e´tait le cas, il
serait possible d’interchanger les particules sans que cela affecte l’e´tat total, ce qui contredit la de´finition
meˆme des fermions. Les vecteurs propres |0〉|0〉, |1〉|1〉, . . . |9〉|9〉 sont donc exclus. Qu’en est il pour les
e´tats de la forme |0〉|1〉 ? Si on e´change les deux particules, un tel e´tat deviendrait |1〉|0〉. Nous devons
donc conside´rer des vecteurs propres de la forme
1√
2
(|0〉|1〉 − |1〉|0〉) de manie`re a` ce que l’e´change des
particules change le signe de l’e´tat. Ceci nous donne 45 vecteurs propres au lieu des 100 pre´ce´dents.
Pour deux bosons identiques, il faudra conside´rer les vecteurs propres de la forme
1√
2
(|0〉|1〉+ |1〉|0〉), et
les doublons |0〉|0〉 seront accepte´s. Il y aura donc 55 vecteurs propres.
Ces conside´rations sont importantes mais elles ajoutent de la complexite´ dans notre e´tude. Dans ce travail,
nous n’en tiendrons pas compte et nous n’e´tudierons que le cas de deux particules discernables.
4.2 Le chat de Schro¨dinger a` la sauce Penrose
Nous allons a` pre´sent voir que l’e´quation de Schro¨dinger, qui re´git l’e´volution temporelle de l’e´tat, porte
en elle ses propres limites.
Nous recherchons la limite entre le domaine de la physique classique, et celui de la me´canique quantique.
Des expe´riences ont e´te´ re´alise´es pour chercher cette limite. Par exemple, il est possible de garder des
particules quantiques e´loigne´es de plusieurs me`tres en e´tat de cohe´rence 4. Ce n’est donc pas la taille du
1. NB : Dans la repre´sentation position, l’e´tat peut s’e´crire Ψ(r, t) = z0δr−0 + . . .+ z9δr−9 ou` les distributions de Dirac
sont les vecteurs propres.
2. L’expression |x〉|y〉 est le produit tensoriel des deux e´tats dont le re´sultat est un e´tat dans l’espace compose´ du produit
tensoriel des espaces de de´part.
3. Principe d’exclusion de Pauli.
4. Expe´rience de A. Aspect.
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syste`me qui doit induire la de´cohe´rence. Serait-ce la masse ? Un objet macroscopique peut-il eˆtre soumis
aux lois de la me´canique quantique ? Pour re´pondre a` cette question, nous allons tout d’abord suivre la
re´flexion propose´e par Schro¨dinger.
Imaginons un dispositif, repre´sente´ a` la figure 4.1, constitue´ d’une source d’e´lectrons, d’un e´cran se´parateur
et d’une boite. La source envoie un e´lectron vers l’e´cran se´parateur. Arrive´ a` cet e´cran, l’e´lectron a 50% de
chance de continuer tout droit et 50% de chance de ricocher vers le haut. Dans le cas ou` l’e´lectron traverse
l’e´cran, on suppose alors qu’il entre dans une boite ferme´e et provoque la mort du chat se trouvant a`
l’inte´rieur. Autrement dit, lorsque la source libe`re un e´lectron, il y a 50% de chance de retrouver le chat
vivant et 50% de chance de le retrouver mort.
Figure 4.1 – Repre´sentation de l’expe´rience du chat de Schro¨dinger.
Si l’on applique les postulats de la me´canique quantique a` ce syste`me macroscopique, on e´crira que le
chat vivant est dans l’e´tat χ et que le chat mort est dans l’e´tat η. Apre`s l’envoi d’un e´lectron, ces deux
e´tats se superposent et le chat se trouve dans un e´tat superpose´ ψ = χ+ η, ce qui signifie que le chat est
a` la fois mort et vivant. Cet e´tat superpose´ perdure jusqu’a` ce qu’on ouvre la boite. A ce moment, l’e´tat
s’effondre en l’un ou l’autre des e´tats propres.
Bien entendu, Schro¨dinger utilisait cette expe´rience  du chat  pour de´montrer l’absurdite´ de ce rai-
sonnement. En effet, le chat ne peut pas eˆtre a` la fois mort et vivant. Pourrions-nous dire que le chat est
mort et vivant tant que personne ne l’observe ? Pourrions-nous supposer que nous sommes a` la fois en
train de lire ce me´moire et de cuire des creˆpes sous pre´texte que personne ne nous voie ? Il parait clair
que la superposition quantique du chat s’est irre´me´diablement effondre´e. On peut e´galement dire que les
objets macroscopiques sont en constante de´cohe´rence. La me´canique quantique n’est donc pas applicable
aux objets de grande taille. Il nous reste maintenant a` comprendre pourquoi.
Pour ce faire, nous allons suivre le raisonnement de Penrose ([8],[12]). Reprenons l’expe´rience du chat
avec une petite modification. Au lieu de tuer le chat, l’e´lectron qui continue horizontalement va de´placer
de la matie`re (voir figure 4.2).
Figure 4.2 – L’expe´rience du chat de Shro¨dinger a` la sauce Penrose.
L’avantage de ce changement, c’est que nous obtenons maintenant une expe´rience valable sur n’importe
quelle masse. Par exemple, si la matie`re de´place´e se re´duit a` un seul e´lectron, le syste`me devient alors
entie`rement quantique car tout est a` l’e´chelle microscopique. En augmentant petit a` petit la masse
de´place´e, on arrivera ine´vitablement a` un cas macroscopique similaire a` celui du chat. Cette expe´rience
fait donc le lien entre les domaines quantique et classique. Nous voulons bien suˆr trouver des lois qui
fassent e´galement le lien entre les me´caniques quantiques et classiques. Pour le moment, cela n’est pas
possible a` cause de la line´arite´ de l’e´quation de Schro¨dinger comme nous allons le voir ci-dessous.
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Revenons a` cette nouvelle expe´rience. Supposons que la masse est a` l’origine dans une certaine position 1.
Si un e´lectron passe l’e´cran se´parateur en direction de la masse, il de´place celle-ci dans la position 2.
Quand la masse est dans la position 1, on associe au syste`me un e´tat χ(r, t). De la meˆme manie`re, quand
la masse est dans la position 2, on note l’e´tat η(r, t). Ces deux e´tats sont stationnaires car ils n’e´volueront
pas d’eux-meˆmes. Ils re´solvent alors l’e´quation de Schro¨dinger. Supposons que leurs e´nergies associe´es
soient la meˆme, leurs e´quations de Schro¨dinger s’e´crivent :
i~
∂χ
∂t
= Eχ
i~
∂η
∂t
= Eη
Cela signifie que la superposition ψ = χ + η sera e´galement un e´tat stationnaire car l’e´quation de
Schro¨dinger est line´aire.
i~
∂ψ
∂t
= Eψ
Traduisons ce fait a` l’aide de l’expe´rience du chat, qui est l’expression d’un syste`me de taille macrosco-
pique. La me´canique quantique pre´dit que l’e´tat superpose´  le chat est a` la fois mort et vivant  est
un e´tat stable qui n’e´voluera pas sans intervention exte´rieure. Or on souhaiterait que cet e´tat ne soit pas
stable mais au contraire qu’il e´volue naturellement vers l’un des e´tats de base |χ〉 ou |η〉.
Pour ce faire, Penrose propose de passer a` la the´orie relativiste d’Einstein ou` le temps est lie´ a` ge´ome´trie
de l’espace-temps et donc a` la gravite´. Il est alors ne´cessaire de re´interpre´ter l’ope´rateur ∂∂t du point de
vue de la relativite´. L’espace-temps peut eˆtre vu comme une collection d’espaces stationnaires, un feuillet
pour chaque temps t (voir figure 4.3).
Figure 4.3 – L’espace-temps vu comme une collection d’espaces stationnaires - [8]
Sur chacun de ces espaces stationnaires, l’ope´rateur ∂∂t , qui dicte l’e´volution temporelle de chaque point,
est un vecteur κ le long duquel les variables spatiales (x, y, z) sont constantes. Dans la relativite´ ge´ne´rale,
l’e´quation de Schro¨dinger se re´e´crit donc
i~ κ• = E•
et cette nouvelle expression, reste line´aire.
Jusqu’ici, nous avons conside´re´ le cas ou` tous les espaces stationnaires e´taient relie´s par le meˆme vecteur
κ = ∂∂t . Mais dans notre expe´rience, l’e´volution temporelle ne peut pas eˆtre la meˆme pour l’e´tat χ, relie´
a` une masse dans la position 1, et pour l’e´tat η, relie´ a` la masse de´place´e dans la position 2. En effet, il
y a un de´placement de matie`re, ce qui modifie la gravite´, donc l’espace temps. Cette modification doit
donc se retrouver dans le vecteur d’e´volution temporelle κ.
Ainsi, pour nos deux e´tats de base χ et η, nous aurons deux vecteurs diffe´rents
i~ κχ χ = Eχ
i~ κη η = Eη
Un proble`me se pose a` pre´sent : comment calculer la superposition ψ ? Malheureusement, on se rend vite
compte qu’il est ne´cessaire de garder une ope´ration ∂∂t universelle. La solution est alors de conserver telle
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quelle l’e´quation de Schro¨dinger mais en tenant compte du champs gravitationnel ge´ne´re´ par la matie`re.
Le potentiel doit donc prendre en compte les effets du champs. Dans ce cas, Penrose postule que les super-
positions se de´composeront en un temps proportionnel a` ~/EG ou` EG est l’auto-e´nergie gravitationnelle
de la diffe´rence entre les deux distributions de masse pour χ et η. Bien entendu, puisque la superposition
va se de´composer en ses e´tats de base, il serait inte´ressant de pre´voir dans quel e´tat elle va effectivement
se retrouver.
Le syste`me d’e´quations de Schro¨dinger-Newton est une proposition pour cette de´cohe´rence gravita-
tionnelle. Une particule libre obe´it normalement a` l’e´quation de Schro¨dinger :
− ~
2
2m
∇2Ψ = i~∂Ψ
∂t
Penrose propose d’y ajouter un potentiel gravitationnel de self-interaction. Une particule libre de masse
m obe´ira alors a` une e´quation de Schro¨dinger pour la particule se de´plac¸ant dans un champ gravitationnel
ge´ne´re´ par une e´quation de Poisson : −
~2
2m
∇2Ψ + UΨ = i~∂Ψ
∂t
∇2U = 4piGm2|Ψ|2
(4.5)
ou` G = 6, 67428 10−11 [m3kg−1s−2] est la constante de gravitation 5 ([14]). L’e´nergie potentielle U que
nous ajoutons repre´sente l’action de la particule sur elle-meˆme, qui, dans ce cas-ci, n’est donc plus jamais
libre.
Ces e´quations d’e´volution temporelle sont a` pre´sent non line´aires : ce qui signifie que les superpositions
quantiques ne sont plus permises. Or nous savons que les superpositions jouent un roˆle important pour les
particules quantiques. Apre`s tout, l’e´quation de Schro¨dinger est efficace a` l’e´chelle quantique. Nous nous
attendons donc a` trouver des auto-interactions tre`s faibles pour les particules quantiques, de manie`re a`
autoriser leurs superpositions quantiques. Les e´quations de Schro¨dinger-Newton a` l’e´chelle quantique ne
seraient alors qu’une approximation de l’e´quation de Schro¨dinger.
Pour les masses importantes par contre, nous souhaitons trouver des e´tats collapse´s, et des superpositions
impossibles. Il nous faudra bien suˆr ve´rifier que c’est bien le cas ; qu’une masse importante entraine
une re´duction de l’e´tat. Nous devrons bien suˆr ve´rifier si deux e´tats stationnaires me`nent encore a` une
superposition stationnaire. Il faudra aussi pouvoir distinguer les e´tats de base des superpositions. Nous
allons donc e´tudier dans la suite le comportement des solutions des e´quations de Schro¨dinger-Newton.
5. Les unite´s sont note´es entre crochets pour e´viter de confondre la masse m avec les me`tres [m].
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Chapitre 5
Etude pour une particule
Dans ce chapitre, nous allons nous pencher sur l’e´tude des solutions des e´quations de Schro¨dinger-Newton.
Plusieurs auteurs s’y sont de´ja` attele´s ([9, 10, 11]) et, dans un premier temps, nous confirmerons une par-
tie de leurs re´sultats. Pour ce faire, nous nous sommes impose´s quelques restrictions :
– Nous n’e´tudierons dans ce me´moire que les e´quations stationnaires. Nous trouverons alors les
diffe´rentes solutions stationnaires Ψ(r) ainsi que leurs e´nergies. Harrison ([10]) a prouve´ que la
solution associe´e a` l’e´nergie la plus faible, l’e´tat fondamental, e´tait la seule solution stable. Toutes
les autres sont instables et doivent, avec le temps, se de´composer en l’e´tat fondamental. Harrison
l’a e´galement ve´rifie´ via une e´tude de stabilite´ des solutions.
– Nous nous restreindrons principalement a` la syme´trie sphe´rique. A nouveau, seul Harrison s’est
attaque´ a` des proble`mes plus complexes, en conside´rant les e´quations en syme´trie axiale ou encore
en deux dimensions. Nous nous essaierons a` l’e´tude des solutions dans le cas le plus ge´ne´ral, sans
l’approximation de la syme´trie sphe´rique. Mais nous verrons que ce cas s’ave`re d’une difficulte´ pa-
ralysante.
– Enfin, nous conside´rons que nos masses sont ponctuelles. Cette approximation sera correcte pour
les particules atomiques, mais peut eˆtre sujette a` controverse si l’on conside`re des particules de la
masse d’une plane`te.
Bien que ces nombreuses hypothe`ses facilitent le travail, il reste plusieurs e´tapes avant de pouvoir inte´grer
nume´riquement nos e´quations. Nous devons tout d’abord passer dans un syste`mes sans unite´. Ensuite,
nous conside´rerons les e´quations stationnaires et en syme´trie sphe´rique. Et enfin, nous pourrons inte´grer
nos e´quations, sans oublier de fixer nos conditions de bord. Une fois que nous aurons trouve´ nos solutions
stationnaires, nous pourrons nous demander quelle est l’influence de la masse sur ces solutions.
5.1 Expression des e´quations
Pour des raisons d’interpre´tation, nous allons re´-exprimer les e´quations de Schro¨dinger-Newton a` la
manie`re d’Harrison ([10]). L’e´nergie potentielle U sera ainsi remplace´e par son potentiel Φ : U = mΦ.
Ce changement n’a pas de grande influence pour le moment mais il jouera un roˆle important quand nous
voudrons exprimer les e´quations de Schro¨dinger-Newton pour deux particules.
Nous re´e´crivons ci-dessous les e´quations (4.5) ou`, par souci de concision, l’expression stationnaire a e´te´
mise entre accolades :  −
~2
2m
∇2r∗Ψ∗ +mΦ∗Ψ∗ = i~
∂Ψ∗
∂t∗
{= E∗Ψ∗}
∇2r∗Φ∗ = 4piGm|Ψ∗|2
(5.1)
Les e´toiles servent a` rappeler que toutes ces grandeurs portent des unite´s. Ainsi, le potentiel Φ∗ s’exprime
dans les unite´s [m2s−2 = Joule kg−1] et l’e´tat Ψ∗ dans les unite´s [m−3/2].
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Enlever les unite´s
Nous voulons a` pre´sent passer dans un syste`me d’e´quations sans unite´ pour obtenir le syste`me suivant : −∇2rΨ + ΦΨ = i
∂Ψ
∂t
{= EΨ}
∇2rΦ = |Ψ|2
(5.2)
Pour ce faire, il suffit d’appliquer un redimensionnement a` chacune de nos variables :
r = δr∗ avec δ =
8piGm3
~2
dont les unite´s sont
[
1
m
]
Ψ = αΨ∗ α =
√
1
δ3
[√
m3
]
Φ = βΦ∗ β =
1
4piGmδ
=
~2
32pi2G2m4
[
s2
m2
]
E = E∗  =
β
m
=
~2
32pi2G2m5
[
s2
kgm2
]
t = γt∗ γ =
1
~
=
32pi2G2m5
~3
[
1
s
]
(5.3)
Les coefficients ont e´galement e´te´ choisis de manie`re a` conserver la valeur de la norme :
‖Ψ‖2 =
∫
|Ψ|2dr = α
2
δ3
∫
|Ψ∗|2dr∗ = ‖Ψ∗‖2
Ainsi, il ne faudra pas nous pre´occuper de la valeur de la norme lorsque nous repasserons dans les variables
dimensionne´es, apre`s avoir trouve´ nos solutions.
En e´tudiant le syste`me (5.2), on se rend compte qu’il pre´sente une invariance d’e´chelle. En effet, il est
possible d’appliquer le meˆme coefficient σ ∈ R aux variables et de retrouver les e´quations (5.2). Il suffit
d’effectuer la changement suivant pour s’en rendre compte.
(Ψ, Φ, E) → σ2 (Ψ, Φ, E)
r → σ−1 r
t → σ−2 t
(5.4)
Cette invariance d’e´chelle va reveˆtir une importance capitale pour normaliser les e´tats. De fait, l’effet de
σ sur la norme est :
‖ Ψ ‖2 → σ ‖ Ψ ‖2
Il nous est donc possible de normaliser nos solutions une fois que nous les aurons obtenues. Ainsi, nous
n’aurons pas besoin d’imposer une norme unite´ a` nos solutions lors de l’inte´gration nume´rique, nous
devrons juste ve´rifier que leurs normes soient finies.
Equations stationnaires et syme´trie sphe´rique
Comme mentionne´ pre´ce´demment, nous nous restreignons a` l’e´tude des e´quations de Schro¨dinger-Newton
stationnaires en syme´trie sphe´rique.
[Hypothe`se] Nous allons e´galement supposer que Ψ est re´el.
Reprenons les e´quations (5.2) dans le cas stationnaire et ajoutons-leur les notations suivantes :{
S = Ψ
V = E − Φ (5.5)
Les e´quations de Schro¨dinger-Newton se re´e´crivent alors simplement :{ ∇2S = −SV
∇2V = −S2 (5.6)
40
Passons a` pre´sent en syme´trie sphe´rique. Nous savons que nos coordonne´es tridimensionnelles r =
(x, y, z)> peuvent s’exprimer en coordonne´es sphe´riques : x = ρ sin θ cosϕy = ρ sin θ sinϕ
z = ρ cos θ
En syme´trie sphe´rique, les angles ne nous inte´ressent pas ; seule la distance ρ a` l’origine aura de l’im-
portance. Nos variables V (r), S(r) deviennent alors exclusivement fonctions de cette distance ρ. Ainsi, le
calcul de la norme se simplifie en :
‖ S(ρ) ‖2=
∫
R3
(S(ρ))2 dx dy dz =
∫
R
∫ 2pi
0
∫ pi
0
ρ2(S(ρ))2 sin θ dθ dϕ dρ = 4pi
∫
ρ2(S(ρ))2dρ
De meˆme, le laplacien en syme´trie sphe´rique se re´e´crit :
∇2• = ∂
2•
∂x2
+
∂2•
∂y2
+
∂2•
∂z2
=
1
ρ
∂2
∂ρ2
(ρ•) = 1
ρ2
∂
∂ρ
(
ρ2
∂•
∂ρ
)
Finalement, notons ()′ la de´rivation par rapport a` ρ et re´exprimons une dernie`re fois les e´quations de
Schro¨dinger-Newton : {
(ρS)′′ = −ρSV
(ρV )′′ = −ρS2 (5.7)
ou encore {
(ρ2S′)′ = −ρ2SV
(ρ2V ′)′ = −ρ2S2 (5.8)
En pratique, nous allons re´soudre nume´riquement les e´quations (5.7) au moyen d’inte´grateurs nume´riques.
Une fois que nous aurons trouve´ des solutions de norme finie, nous pourrons appliquer les e´tapes suivantes
de manie`re a` retrouver les fonctions Ψ et Φ dimensionne´es :
1. Normaliser les solutions S et V graˆce a` une adaptation de l’invariance d’e´chelle (5.4). De`s que la
norme ‖ S ‖2 est finie, il est possible de normaliser S en choisissant un coefficient σ ade´quat :
(S, V,E) → σ2 (S, V,E)
ρ → σ−1 ρ
(5.9)
Il suffit de poser σ = (‖ S ‖2)−1 pour assurer la normalisation de S et donc incidemment de l’e´tat
Ψ∗ final.
2. Revenir aux variables Ψ et Φ graˆce a` (5.5).
3. Rendre leurs dimensions aux variables Ψ∗ et Φ∗ graˆce a` (5.3).
Avant de passer a` l’analyse nume´rique proprement dite, nous allons pre´senter quelques re´sultats analy-
tiques des e´quations (5.7).
Re´sultats analytiques
Les solutions S et V que nous recherchons doivent eˆtre lisses et S doit s’annuler quand ρ → ∞ pour
assurer une norme finie. Pour le caracte`re lisse, nous imposerons que S′ et V ′ s’annulent en ρ = 0. Ces
conditions sont essentielles pour les calculs qui suivent.
Nous cherchons maintenant une expression inte´grale du syste`me (5.7). Il suffit d’inte´grer les e´quations
(5.7) et (5.8), puis de les combiner et nous obtenons :
S(ρ) = S0 −
∫ ρ
0
(
τ − τ
2
ρ
)
S(τ)V (τ)dτ
V (ρ) = V0 −
∫ ρ
0
(
τ − τ
2
ρ
)
S2(τ)dτ
(5.10)
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ou` S0 = S(0), V0 = V (0).
A partir de ces expressions inte´grales, nous pouvons exprimer l’e´nergie E en fonction de V . En effet,
le potentiel Φ s’annule en l’infini et l’e´nergie nous est donne´e par E = V (∞). Or nous connaissons
l’expression de V (ρ). A partir de cette expression, la fonction V peut eˆtre de´veloppe´e en puissance de
ρ−1 pour obtenir :
V (ρ) = A+
B
ρ
+ o
(
1
ρ
)
(5.11)
ou` A = V0 −
∫ ∞
0
τS2(τ)dτ, B =
∫ ∞
0
τ2S2(τ)dτ
Ve´rifions ce de´veloppement avant d’aller plus loin. Graˆce a` (5.10), on sait que V peut s’e´crire
V (ρ) = A+
1
ρ
B +
∫ ∞
ρ
τS2(τ)dτ −
∫ ∞
ρ
τ2
ρ
S2(τ)dτ (5.12)
Or, a` ce stade, la fonction S est une solution stationnaire choisie pour eˆtre de norme finie :∫ ∞
0
τ2S2(τ)dτ <∞,
ce qui signifie que τ2S2(τ) sera au moins de l’ordre 1/τ2. Dans ce cas, les inte´grales supple´mentaires dans
l’expression (5.12) seront bien au moins de l’ordre 1/ρ2.
Ainsi, l’e´nergie peut se calculer a` partir de V en utilisant E = V (∞) = A ; mais cette valeur ne sera pas
normalise´e. Nous pouvons normaliser A en utilisant σ :
E = σ2A =
A
(‖Ψ‖2)2
Mais nous pouvons e´galement choisir de normaliser S et V avant de calculer E = A. La valeur de A sera
alors automatiquement normalise´e. Ces deux me´thodes nous donnent la valeur de l’e´nergie normalise´e.
Essayons maintenant de de´duire le comportement de S et V a` partir des expressions (5.7) et (5.10).
Selon (5.10), la fonction V (ρ) sera de´croissante puisque
V ′(ρ) = − 1
ρ2
∫ ρ
0
τ2S2(τ)dτ < 0
A partir de (5.7), nous constatons que nous n’avons que deux parame`tres a` moduler : S0 et V0. Or, nous
pouvons de´ja` prendre S0 > 0. En effet, la valeur nulle est a` exclure car si S0 = 0, alors le couple S = 0,
V = V0 est toujours solution. Cette solution triviale ne nous inte´resse pas. De plus, on peut se restreindre
a` l’e´tude des S0 positifs. De fait, si une fonction S˜ est solution de (5.7), alors −S˜ le sera e´galement. Il est
donc redondant d’e´tudier les S0 ne´gatifs. Enfin, graˆce a` l’invariance d’e´chelle, 5.9, il est possible de fixer
un des deux parame`tres a` une valeur unitaire.
Etudions a` pre´sent le comportement des solutions de (5.7) pour S0 fixe´ a` 1 :
– Soit une condition initiale V0 positive. Nous savons que V sera toujours de´croissante. Selon (5.7),
tant que la valeur de V (ρ) est positive, la fonction ρS(ρ) sera oscillante. Mais de`s que V (ρ) de-
vient ne´gatif, alors ρS(ρ) a un comportement exponentiel et a donc de fortes chances de diverger.
Ne´anmoins, une convergence de ρS(ρ) vers 0 reste possible si S(ρ) de´croit suffisamment.
– Soit une condition initiale V0 ne´gative. Dans ce cas on aura
S(ρ) −→ +∞ et V (ρ) −→ −∞ quand ρ→ +∞
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La re´fe´rence ([11]) prouve analytiquement qu’un e´tat borne´, normalisable et unique existe quand S0 = 1
et 0 < V0 < S0 = 1. Dans ce cas, la fonction S va de´croitre asymptotiquement vers l’axe des abscisses.
Cette solution est appele´e e´tat fondamental (ground state).
Et quand V0 est supe´rieur a` S0, il existe d’autres e´tats borne´s, appele´s non fondamentaux, qui traverseront
plusieurs fois l’axe des abscisses. Ces e´tats non fondamentaux ne sont pas force´ment uniques mais il existe
au moins un e´tat avec n ze´ros, ∀n ∈ N. Nous pourrons donc nume´roter les solutions borne´es par n ; ou` n
repre´sente le nombre de fois que S, c’est-a`-dire Ψ, traverse l’axe des abscisses.
Puisqu’on rejette les parame`tres V0 ne´gatifs, on fixera dans la suite V0 = 1 et S0 variable. Il nous reste
maintenant a` bien choisir ce S0 de manie`re a` trouver des solutions borne´es.
5.2 Etude nume´rique
Apre`s ces re´sultats the´oriques, nous allons re´soudre nume´riquement notre proble`me ([9]). Le syste`me
d’e´quations (5.7) s’inte`gre graˆce a` des inte´grateurs nume´riques (ode45 en matlab) sur un certain inter-
valle de ρ et a` partir de conditions initiales particulie`res (V0 = 1 et S0 a` discuter). Les autres conditions
initiales a` fixer sont S′(0) et V ′(0) que nous posons a` zero pour que S et V soient lisses en l’origine.
Nous voulons inte´grer nos e´quations de ρ = 0 a` un certain ρmax. Mais les inte´grateurs nume´riques
ne peuvent pas ge´rer les e´quations en ρ = 0 a` cause des divisions par ρ. Il faut alors lancer l’inte´gration
a` partir de ρ = ρinit au lieu de ρ = 0. Les valeurs de S et V en ρinit doivent eˆtre approxime´es. Cette
approximation peut eˆtre obtenue par une expansion en se´rie autour de ρ = 0 1 :
S(ρ) = S0 − ρ
2
6
S0V0 +
ρ4
120
S0(S
2
0 + V
2
0 ) + . . .
V (ρ) = V0 − ρ
2
6
S20 +
ρ4
60
V0S
2
0 + . . .
(5.13)
Comme condition finale, nous imposerons bien entendu que S → 0 quand ρ → ∞. Ainsi la solution
sera normalisable. Nous sommes a` pre´sent pare´s pour inte´grer les e´quations. Encore faut-il choisir quelle
mode´lisation de (5.7) utiliser. Par exemple, le syste`me ci-dessous ([9]), nomme´ deriv2, sera le plus utilise´
dans la suite :
A = [S,X, V, Y ] ou` X = (ρS)′, Y = (ρV )′.
A(1)′ =
A(2)−A(1)
ρ
A(2)′ = −ρA(1)A(3)
A(3)′ =
A(4)−A(3)
ρ
A(4)′ = −ρA(1)2
Un autre syste`me peut de´couler de (5.7) ([10]), et nous l’appellerons deriv3.
B = [S,Z, V,W ] ou` Z = (S)′,W = (V )′.
B(1)′ = B(2)
B(2)′ = −2B(2)
ρ
−B(1)B(3)
B(3)′ = B(4)
B(4)′ = −2B(4)
ρ
−B(1)2
Nous travaillerons pour le moment sur la mode´lisation deriv2. Lanc¸ons tout d’abord l’inte´gration avec
des conditions initiales S0 diffe´rentes. Deux exemples sont repre´sente´s a` la figure 5.1.
1. Les de´rive´es de S et V en ρ = 0 sont obtenues par des de´rivations successives de (5.7). Par exemple, la de´rive´e premie`re
de (5.7), ((ρS)′′)′ = −SV − ρ(S′V + SV ′), est aussi e´gale a` l’expression (ρS)(3) = ρS(3) + 3S′′. Evalue´e en ρ = 0, cette
e´galite´ nous donne S′′(0) = −S0V0/3.
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Figure 5.1 – Inte´gration nume´rique pour les e´quations (5.7) pour V0 = 1 et avec diffe´rents S0. La figure
de gauche, avec S0 = 1.088636939022727, repre´sente un e´tat stationnaire appele´ e´tat fondamental. La
figure de droite nous montre que S diverge vers +∞ si S0 est supe´rieure a` cette valeur. Les autres solutions
stationnaires se trouvent lorsqu’on diminue la valeur de S0. Il faut alors se´lectionner les re´sultats dont la
fonction S converge vers 0 a` l’infini.
Au vu des ces re´sultats d’inte´gration, on comprend qu’il nous faudra chercher des conditions initiales S0
ade´quates pour obtenir des solutions S qui ne divergent pas a` l’infini. Nous pouvons donc chercher les
S0 ade´quats en modifiant nous-meˆme la condition initiale S0 selon que S diverge vers +∞ ou vers −∞.
Cette me´thode intuitive peut eˆtre imple´mente´e en un algorithme qui donne les solutions suivantes :
n S0
0 1.088636939022727
1 0.826474523774667
2 0.744213788867689
3 0.700145360057018
4 0.671400593053027
5 0.650614610639635
Les fonctions S et V engendre´es sont repre´sente´es dans les figures 5.2, 5.3 et 5.4. On peut voir que le
nume´ro associe´ a` la solution S0 de´termine le nombre de fois que la fonction S traverse l’axe des abscisses.
Figure 5.2 – Solutions (non normalise´es) rendues par la me´thode intuitive. La figure de gauche repre´sente
l’e´tat fondamental alors que la figure de droite nous montre la solution stationnaire n = 1.
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Figure 5.3 – Solutions stationnaires (non normalise´es) rendues par la me´thode intuitive : e´tat n = 2 (a`
gauche) et n = 3 (a` droite).
Figure 5.4 – Solutions stationnaires (non normalise´es) rendues par la me´thode intuitive : e´tat n = 4 (a`
gauche) et n = 5 (a` droite).
Une deuxie`me me´thode, que l’on nomme me´thode de minimisation 2, peut e´galement eˆtre utilise´e pour
fournir les S0. Cela nous permet de ve´rifier les re´sultats rendus. Nous pre´sentons brie`vement cette me´thode
dans la suite.
Tout d’abord, il faut savoir que l’inte´gration est stoppe´e lorsque la fonction S est sur le point de di-
verger, c’est-a`-dire lorsqu’elle de´passe en valeur absolue sa condition initiale S0. L’inte´gration s’arreˆte
donc en un certain ρstop quand S a une certaine valeur Sstop = ±S0. Ce Sstop ne peut valoir que S0 ou
−S0, suivant que la divergence est vers +∞ ou −∞.
Ainsi, a` Chaque S0 correspond un ρstop ; ceci nous donne une fonction Rmax telle que Rmax(S0) = ρstop.
Cette fonction est repre´sente´e dans la figure 5.5 sur l’image en haut a` gauche. On peut y voir que
Rmax pre´sente un maximum. En ce point maximum, Rmax est the´oriquement infini, ce qui signifie sue
l’inte´gration va jusqu’au bout de l’intervalle d’inte´gration sans que S diverge. C’est donc en ce point que
la solution cherche´e se trouve.
On peut le voir e´galement sur l’image en haut a` droite qui repre´sente la fonction Smax associant Sstop a`
chaque S0. Lorsque l’inte´gration est arreˆte´e, Smax est bloque´ a` la valeur S0 ou −S0. De`s que Smax est
entre ces deux extreˆmes, cela signifie que l’inte´gration a e´te´ jusqu’au bout. Notre S solution doit valoir
0 lorsque ρ tend vers l’infini. Cette solution aura donc un Smax nul. La solution se trouve donc bien
lorsque Smax traverse l’axe des abscisses.
Finalement, l’image en bas a` gauche n’est qu’une adaptation de Rmax de manie`re a` trouver facilement
son minimum via une optimisation nume´rique. Le S0 trouve´ par l’optimisation nous donne alors la solu-
tion recherche´e, qui a e´te´ repre´sente´e sur l’image en bas a` droite.
2. Dans les codes matlab, cette me´thode est nomme´e AF.
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Figure 5.5 – Explication de la me´thode de minimisation. L’image en haut a` gauche repre´sente la fonction
Rmax(S0) = ρstop ; la solution se trouve en son maximum. L’image en haut a` droite repre´sente la fonction
Smax(S0) = Sstop ; la solution se trouve quand Smax traverse l’axe des abscisses. L’image en bas a`
gauche est une adaptation de Rmax de manie`re a` trouver facilement son minimum via une optimisation
nume´rique. Le point de de´part utilise´ pour la recherche du minimum est le S0 rendu par la me´thode
intuitive. On peut voir que ce S0 est tre`s proche du minimum exact de la fonction a` minimiser. L’image
en bas a` droite nous donne finalement la solution recherche´e.
Nous allons maintenant prouver que ces deux me´thodes, intuitive et de minimisation, donnent les meˆmes
re´sultats. Pour commencer, comparons les points de de´part S0 (pour V0 = 1) associe´s aux diffe´rentes
solutions :
n me´thode intuitive me´thode de minimisation
0 1.088636938710230 1.088636938710231
1 0.826474523774667 0.826474523774667
2 0.744213788867689 0.744213788867689
3 0.700145360057018 0.700145360057018
4 0.671400593053027 0.671400593053027
5 0.650614610639635 0.650614610639636
6 0.634599531870136 0.634599531870137
7 0.621719214727512 0.621719214727512
8 0.611034493745437 0.611034493745437
9 0.601961711588648 0.601961711588649
La figure 5.6 nous montre l’erreur absolue entre ces S0, sur l’image de droite. Et l’image de gauche nous
prouve que, puisque les S0 sont proches, les solutions S seront e´galement presque identiques.
Finalement, nous constatons que les deux me´thodes sont e´quivalentes en ce qui concerne la pre´cision. Par
contre, la me´thode de minimisation ne´cessite une approximation des minima avant de pouvoir minimi-
ser correctement Rmax. De plus, elle n’est pas plus rapide, mais au contraire, semble plus lente que la
me´thode intuitive. De ce fait, nous privile´gierons la me´thode intuitive dans la suite de ce me´moire.
46
Figure 5.6 – Comparaison des me´thodes. L’image de droite nous pre´sente les erreurs absolues entre les
S0 tandis que l’image de gauche nous montre la solution S pour n = 9 rendue par les deux me´thodes.
On constate que les me´thodes intuitive et de minimisation rendent des re´sultats quasiment identiques
puisqu’on atteint la pre´cision machine.
Une fois que nous avons trouve´ nos solutions stationnaires normalisables, il est naturel de chercher a` les
normaliser. Nous avons de´ja` pre´sente´ la technique (voir (5.9)) pour y arriver :
quand ‖ S ‖2= 4pi
∫
ρ2S2dρ, on effectue
(S, V,E) → σ2 (S, V,E) ou` σ = (‖ S ‖2)−1
r → σ−1 r
Pour avoir un aperc¸u des changements, nous avons repre´sente´ sur la figure 5.7 une normalisation sur un
des e´tats stationnaires S. A gauche, se trouvent S, V et ρ lorsqu’aucune normalisation n’est effectue´e ;
l’image de droite nous les pre´sente normalise´s.
Figure 5.7 – Exemple de normalisation. L’image de droite nous montre la normalisation de la fonction
repre´sente sur l’image de gauche.
Bien suˆr, la normalisation a e´galement une influence sur les conditions de de´part. Par exemple, avec la
normalisation effectue´e pre´ce´demment, les conditions initiales se retrouvent de´place´es, comme le montre
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la figure 5.8. On constate bien que V0 n’est plus fixe´ a` la valeur 1 mais est multiplie´e par le facteur σ de
normalisation.
Figure 5.8 – Effet de la normalisation sur S0 et V0. L’image de droite nous montre la normalisation des
solutions S0 et V0 repre´sente´es sur l’image de gauche.
Puisque nous parlons des normalisations, arreˆtons nous un instant sur le calcul des normes. Elles sont
calcule´es nume´riquement a` l’aide d’une me´thode de trape`ze sur un intervalle [ρinit, ρmax]. Il est alors
le´gitime de se demander si on ne perd pas en pre´cision en commenc¸ant le calcul en ρinit plutoˆt qu’en 0.
Apre`s ve´rification, si ρinit est suffisamment petit (ρinit = 0.00001 par exemple), la perte de pre´cision est
minime, comme le montre la figure 5.9. Pour diffe´rentes solutions (n = 1 a` 9), nous y avons repre´sente´ la
diffe´rence entre la norme calcule´e et une borne supe´rieure de cette norme. Le re´sultat montre bien que la
pre´cision est correcte quand ρinit est assez petit. puisqu’on atteint la pre´cision machine.
Figure 5.9 – Borne d’erreur absolue sur le calcul de la norme de S.
Nous allons a` pre´sent calculer les valeurs propres e´nergie associe´es a` chaque solution stationnaire. Rap-
pelons nous de l’e´quation 5.11 qui nous donnait deux expressions pour les e´nergies :
• E = A
(‖Ψ‖2)2 si aucune normalisation n’est effectue´e auparavant.
• E = A si les fonctions S et V ont de´ja` e´te´ normalise´es.
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Bien entendu, A se calcule par
A = V0 −
∫ ∞
0
τS2(τ)dτ
Ces deux approches rendent les meˆmes re´sultats. La figure 5.10 nous pre´sente ces e´nergies. A gauche,
nous avons repre´sente´ A pour chaque solution stationnaire, sans aucune normalisation. Tandis qu’a` droite,
nous avons calcule´ E = A apre`s normalisation.
Figure 5.10 – Repre´sentation de A a` droite, sans normalisation ; et de l’e´nergie
A
(‖Ψ‖2)2 apre`s normali-
sation.
Avant de terminer cette analyse nume´rique des e´quations de Schro¨dinger-Newton, nous aimerions faire
une remarque a` propos de la sensibilite´ des syste`mes. Nous avons vu plus haut, qu’il y avait deux
mode´lisations possibles, deriv2 et deriv3, pour lancer les inte´grations nume´riques.
A = [S,X, V, Y ] B = [S,Z, V,W ]
ou` X = (ρS)′, Y = (ρV )′ ou` Z = (S)′,W = (V )′
A(1)′ =
A(2)−A(1)
ρ
B(1)′ = B(2)
A(2)′ = −ρA(1)A(3) B(2)′ = −2B(2)
ρ
−B(1)B(3)
A(3)′ =
A(4)−A(3)
ρ
B(3)′ = B(4)
A(4)′ = −ρA(1)2 B(4)′ = −2B(4)
ρ
−B(1)2
En the´orie, ces deux syste`mes sont identiques, mais en pratique la sensibilite´ de ces syste`mes est telle
qu’une diffe´rence est obtenue lors de l’inte´gration. Par exemple, la figure 5.11 nous montre qu’a` partir
d’un meˆme point de de´part, les deux syste`mes d’e´quations vont donner des re´sultats diffe´rents.
Nous avons e´galement imple´mente´ un troisie`me syste`me d’e´quation, nomme´ deriv4, pour calculer la norme
de S au fur et a` mesure du calcul de S. Cette ide´e semblait bonne jusqu’a` ce qu’on se rende compte de la
sensibilite´ du proble`me. Cette sensibilite´ est importante puisqu’elle induit, dans la recherche des solutions
stationnaires, des diffe´rences de l’ordre 10−7 sur S0.
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Figure 5.11 – On montre la sensibilite´ des syste`mes en inte´grant S et V pour S0 = 1.08865, V0 = 1 avec
la mode´lisation deriv2 sur l’image de gauche et deriv3 sur l’image de droite.
Pour comprendre cela, revenons a` la me´thode de minimisation, ou` nous utilisions une fonction Rmax
a` minimiser localement. Dans la dernie`re figure 5.12, nous avons repre´sente´ les trois fonctions Rmax
calcule´es a` partir des trois syste`mes d’e´quations. Sur l’image de gauche, on peut voir qu’a` grande
e´chelle, les trois minima semblent eˆtre les meˆmes. Mais lorsqu’on se concentre sur un minimum, on
se rend compte que les minima sont de´cale´s les uns par rapport aux autres. En effet, leur position est
- en 0.700145360057018 pour deriv2,
- en 0.700145951170353 pour deriv3 et
- en 0.700145135422606 pour deriv4.
soit des diffe´rences de l’ordre 10−7.
Ces syste`mes the´oriquement e´quivalents s’ave`rent donc tre`s sensibles. Et cette sensibilite´, conjointe a`
des me´thodes de calculs diffe´rents, explique sans doute le de´calage existants entre nos re´sultats et ceux
d’autres sources ([9]). On se rend e´galement compte que ce n’est pas une bonne chose de compliquer le
syste`me d’e´quations ; comme nous l’avons fait dans deriv4 dans le but d’y ajouter le calcul de l’inte´grale.
Dans la suite, les normes seront calcule´es par la me´thode des trape`zes et plus par inte´gration nume´rique.
Figure 5.12 – On montre la sensibilite´ des syste`mes via leurs fonctions Rmax. L’image de gauche nous
montre qu’a` grande e´chelle, les trois mode´lisations ne conduisent pas a` de grandes diffe´rences puisque les
minima sont toujours aux meˆmes endroits. En revanche, lorsqu’on se concentre sur un minimum, on se
rend compte du de´calage existants entre les mode´lisations.
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Influence de la masse
Nous nous inte´ressons a` pre´sent a` l’interpre´tation de ces fonctions. Tout d’abord, nous allons retrouver
notre e´tat Ψ et notre potentiel Φ en utilisant le changement de variable (5.5) :{
Ψ = S
Φ = E − V
Ensuite, nous allons utiliser le dimensionnement (5.3) pour trouver nos valeurs dimensionne´es :
r∗ =
r
δ
avec δ =
8piGm3
~2
[
1
m
]
Ψ∗ =
Ψ
α
α =
√
1
δ3
[√
m3
]
Φ∗ =
Φ
β
β =
1
4piGmδ
[
s2
m2
]
E∗ =
E

 =
β
m
[
s2
kgm2
]
t∗ =
t
γ
γ =
1
~
[
1
s
]
Enfin, il ne nous reste qu’a` repre´senter graphiquement la fonction Ψ∗ pour interpre´ter les solutions en
terme de probabilite´s. Bien entendu, l’influence de la masse se fera a` pre´sent ressentir et nous pourrons
ve´rifier, ou infirmer, l’hypothe`se de Penrose.
Par Harrison ([10]), nous savons que le seul e´tat stable parmi les solutions stationnaires est l’e´tat fonda-
mental, que nous avons repre´sente´ non dimensionne´ a` la figure 5.13. Les autres solutions stationnaires
sont instables et se de´sinte´greront en l’e´tat fondamental. A la figure 5.14, nous l’avons dimensionne´ pour
une particule de la masse d’un e´lectron. Dans les figures suivantes, nous avons recommence´ ce processus
de dimensionnement pour une masse d’un proton et d’un chat.
On peut clairement constater l’influence de la masse dans ces dimensionnements. La forme des fonctions
Ψ∗ et Φ∗ n’est pas modifie´e mais il est inte´ressant d’analyser les e´chelles des axes.
Figure 5.13 – Exemple d’un syste`me (e´tat Ψ et potentiel Φ) non dimensionne´.
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Figure 5.14 – Etat Ψ∗ et potentiel Φ∗ dimensionne´s pour un e´lectron (masse 9.10938215 10−31 [kg] [14]).
Figure 5.15 – Etat Ψ∗ et potentiel Φ∗ dimensionne´s pour un proton (masse 1.672621637 10−27 [kg] [14]).
Qu’en est-il de l’interpre´tation probabiliste ? La probabilite´ de pre´sence de la particule entre ρ1 et ρ2 se
calcule par :
P([ρ1 ρ2]) =
∫ ρ2
ρ1
|Ψ|2(4piρ2) dρ
Comme (4piρ2) dρ est relie´ au calcul de l’e´le´ment de volume, nous conside´rerons que c’est l’expression
|Ψ(ρ)|2 qui nous donne la densite´ de probabilite´ d’observer la particule en ρ. Et puisque la fonction Ψ est
re´elle dans notre cas, il nous suffit d’e´tudier Ψ2.
Pour un e´lectron par exemple, on se rend compte que sa densite´ de probabilite´ est tre`s faible mais
tre`s e´tendue. Pour information, la taille de l’univers observable est de 1026[m]. Ce qui signifie, si l’on
veut mesurer la position de l’e´lectron, qu’il existe une probabilite´ infime, mais non nulle, de l’obser-
ver en n’importe quel point de l’espace observable. Autrement dit, les auto-interactions engendre´es par
l’e´quation de Poisson n’ont pas beaucoup d’influence sur cette particule quantique. Elles peuvent donc
eˆtre comple`tement ne´glige´es a` l’e´chelle quantique. Nous retrouvons alors l’e´quation de Schro¨dinger en lieu
et place des e´quations de Schro¨dinger-Newton.
Pour une particule de la masse d’un chat, par contre, la figure 5.16 nous montre qu’elle sera tre`s
pre´cise´ment situe´e dans l’espace. En effet, son pic de probabilite´ est de l’ordre de 10−59[m], alors que la
taille d’un proton est de 10−15[m]. The´oriquement, il est toujours possible de mesurer le chat de´place´
d’un millime`tre ; mais cette probabilite´ est si infime qu’elle en devient ne´gligeable. Les e´quations de
Schro¨dinger-Newton pre´disent donc que les objets macroscopiques sont parfaitement situe´s et donc en
e´tat de de´cohe´rence, sans superposition envisageable. Ceci confirme parfaitement l’hypothe`se de Penrose
selon laquelle les e´quations de Schro¨dinger-Newton feraient le lien entre les mondes quantiques et macro-
scopiques.
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Figure 5.16 – Etat Ψ∗ et potentiel Φ∗ dimensionne´s pour un chat (masse 5 [kg]).
Il est permis de se demander a` quelle masse correspondrait une densite´ de probabilite´ |Ψ|2 avec un pic
d’un millime`tre de rayon. Dans la figure 5.17, nous avons repre´sente´ une telle densite´ et constate´ qu’elle
correspondait a` une masse de 10−18 [kg]. Pour information, la masse d’un petit virus est de l’ordre de
10−20 [kg] et celle d’une bacte´rie de 10−16 [kg]. Selon nos re´sultats, un virus devrait donc pre´senter un
le´ger comportement quantique. Nous obtenons la` un ordre de grandeur qui semble eˆtre la charnie`re entre
les deux mondes, ouvrant la porte a` de possibles confirmations expe´rimentales.
Figure 5.17 – Densite´ de probabilite´ dimensionne´e pour une masse de 10−18 [kg]. L’e´nergie associe´e est
−6.5047 10−44[Joule]
Solution analytique de l’e´quation de Schro¨dinger
Avant de cloˆturer ce chapitre, nous allons nous pencher sur les solutions de l’e´quation de Penrose pour
tenter des les comparer aux re´sultats obtenus ci-dessus. Ecrivons l’e´quation stationnaire pour une particule
libre de masse m, en syme´trie sphe´rique :
− ~
2
2m
1
ρ
(ρΨ(ρ))′′ = EΨ(ρ) (5.14)
En notant ξ(ρ) = ρΨ(ρ), nous obtenons l’expression suivante a` re´soudre :
− ~
2
2m
(ξ(ρ))′′ = Eξ(ρ)
La solution ge´ne´rale de cette e´quation s’e´crit
ξ(ρ) = AeiCρ = B cos(Cρ) +D sin(Cρ) ou` C2 =
2mE
~2
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Ainsi, nous obtenons des solutions diffe´rentes en fonction de l’e´nergie :
– si l’e´nergie E est nulle, l’e´tat est :
Ψ(ρ) =
B
ρ
– si l’e´nergie est positive, notre e´tat est oscillant :
Ψ(ρ) =
B
ρ
cos(
√
2mE
~2
ρ) +
D
ρ
sin(
√
2mE
~2
ρ)
– et si l’e´nergie est ne´gative, l’e´tat s’e´crit :
Ψ(ρ) =
B
ρ
cosh(
√
2m|E|
~2
ρ) +
D
ρ
sinh(
√
2m|E|
~2
ρ)
On constate qu’aucune de ces solutions n’est normalisable, car elles divergent soit en l’origine, soit en
l’infini. Il n’existe donc pas d’e´tat acceptable pour l’e´quation de Schro¨dinger stationnaire d’une particule
libre en syme´trie sphe´rique. Il est donc toujours ne´cessaire d’ajouter une influence quelconque pour obtenir
une solution a` l’e´quation de Schro¨dinger.
Rappelons-nous un instant de la solution obtenue a` la section pre´ce´dente pour un e´lectron : sa fonction
d’onde est si e´tale´e dans l’espace qu’on peut l’approximer par une fonction nulle. Or cette fonction nulle
est belle et bien solution de notre e´quation de Schro¨dinger (5.14). Il est donc clair que les e´quations
de Schro¨dinger-Newton a` l’e´chelle quantique peuvent eˆtre remplace´es par l’e´quation de Schro¨dinger,
confirmant l’intuition de Penrose.
54
Chapitre 6
Etude pour deux particules
Toute l’e´tude ci-dessus ne porte que sur une seule particule, quelque soit sa masse. Un chat pourrait alors
eˆtre conside´re´ comme une grosse particule re´gie par les e´quations de Schro¨dinger-Newton. Cette manie`re
de mode´liser le monde pourrait eˆtre efficace, mais elle est bien peu e´le´gante. En effet, un chat se compose
en ge´ne´ral de plus d’une particule, et il serait inte´ressant d’e´tudier les interactions des particules entre
elles. Pour ce faire, nous avons besoin d’une e´quation de Schro¨dinger-Newton adapte´e aux syste`mes a`
plusieurs particules. Nous avons envisage´ deux formulations particulie`res, dont la premie`re est inspire´e
de la de´composition de l’e´quation de Schro¨dinger selon le centre de masse alors que la deuxie`me provient
d’une expression propose´e par Diosi.
Comme pour notre e´tude a` une particule, nous nous restreignons a` l’e´tude d’e´quations stationnaires, en
syme´trie sphe´rique et pour des masses ponctuelles. Ceci nous conduira a` trouver les diffe´rentes solutions
stationnaires. Nous pourrons alors chercher a` comparer ces deux de´compositions.
6.1 De´composition selon le centre de masse
L’expression des e´quations de Schro¨dinger-Newton propose´e dans cette section est une proposition origi-
nale pour ce me´moire qui s’inspire de la de´composition de l’e´quation de Schro¨dinger selon le centre de
masse. Les auto-interactions sont ensuite rajoute´es a` l’aide d’e´quations de Poisson. Nous pourrons ensuite
inte´grer nume´riquement ce syste`me double, d’une manie`re analogue a` ce qui a e´te´ fait pour une particule.
Nous trouverons enfin divers e´tats stationnaires, associe´s a` leurs e´nergies. L’e´tat collapse´ fondamental
sera a` nouveau l’e´tat de plus basse e´nergie. Nous constaterons e´galement que le rapport des masses des
deux particules reveˆt une importance particulie`re dans cette e´tude.
Mais avant cela, nous allons expliciter la de´composition de l’e´quation de Schro¨dinger selon le centre de
masse.
L’e´quation de Schro¨dinger
Nous avons de´ja` vu comment exprimer l’e´quation de Schro¨dinger pour plusieurs particules (4.4).
Nous allons donc appliquer cette expression a` notre syste`me a` deux particules, repre´sente´ par l’e´tat
Ψ(r1, r2) ∈ L2(R6). L’e´quation de Schro¨dinger s’e´crit donc :(
− ~
2
2m1
∇21 −
~2
2m2
∇22 + U(r1, r2)
)
Ψ(r1, r2) = i~
∂
∂t
Ψ(r1, r2, t) {= EΨ(r1, r2)}
ou` l’expression stationnaire est reprise entre crochet. Nous voulons a` pre´sent se´parer cette e´quation en
deux e´quations plus simples [13]. Pour ce faire, commenc¸ons par nous placer dans le re´fe´rentiel du centre
de masse : 
s = r2 − r1
R =
m1r1 +m2r2
m1 +m2
(6.1)
ou` R nous donne la position du centre de masse ; et ou` s est lie´ a` la distance inter-particules et repe`re ce
qu’on appellera la particule fictive.
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[hypothe`se] Supposons que l’e´tat peut se de´composer sous la forme suivante
Ψ(r1, r2, t) = Ψ(s,R, t) = Ψs(s, t) ΨR(R, t)
avec Ψs,ΨR ∈ L2(R3). Et supposons que l’e´nergie potentielle U(s,R) est la somme d’e´nergies potentielles
inde´pendantes :
U(s,R) = Us(s) + UR(R)
Dans ce cas, l’e´quation de Schro¨dinger peut se de´coupler pour donner :
(
− ~
2
2M
∇2R + UR(R)
)
ΨR(R, t) =
(
i~
∂
∂t
+ Λ
)
ΨR(R, t)(
− ~
2
2µ
∇2s + Us(s)
)
Ψs(s, t) =
(
i~
∂
∂t
− Λ
)
Ψs(s, t)
(6.2)
ou` Λ est la constante de couplage, M = m1 + m2 et µ =
m1m2
M
. Les laplaciens ∇2s et ∇2R se calculent
toujours de la meˆme manie`re, mais dans leur coordonne´es respectives :
∇2s =
∂2
∂x2s
+
∂2
∂y2s
+
∂2
∂z2s
s = xsex + ysey + zsez
∇2R =
∂2
∂x2R
+
∂2
∂y2R
+
∂2
∂z2R
R = xRex + yRey + zRez
Les e´tats Ψs et ΨR de´pendent encore du temps. Pour trouver l’expression stationnaire, on effectue la
substitution suivante : 
Ψs(s, t) = Ψs(s) exp
(
− i(Es − Λ)
~
t
)
ΨR(R, t) = ΨR(R) exp
(
− i(ER + Λ)
~
t
)
Ou` Es et ER deviendront les e´nergies associe´es respectivement au syste`me de la particule fictive et du
centre de masse. Bien suˆr, l’e´tat total doit aussi eˆtre stationnaire : Ψ(s,R, t) = Ψ(s,R) exp
(
− iE
~
t
)
.
On trouve donc la relation suivante ER +Es = E qui lie les e´quations en lieu et place de la constante de
liaison. Nos e´quations de Schro¨dinger deviennent donc, dans le cas stationnaire :
(
− ~
2
2M
∇2R + UR(R)
)
ΨR(R) = ERΨR(R)(
− ~
2
2µ
∇2s + Us(s)
)
Ψs(s) = EsΨs(s)
E = Es + ER
(6.3)
Avant de continuer, analysons l’influence du changement de variable sur la norme. La norme se calcule
de la manie`re suivante :
‖Ψ‖2 =
∫
R6
|Ψ(r1, r2)|2dr1dr2
= det(J)
∫
R6
|ΨR(R)Ψs(s)|2dRds avec J =
(
∂(r1, r2)
∂(s,R)
)
Dans notre cas, J =
(
I3×3 − m2m1+m2 I3×3
I3×3 m1m1+m2 I3×3
)
et son de´terminant vaut l’unite´. La norme peut donc se
calculer comme suit :
‖Ψ‖2 =
∫
R3
|Ψs(s)|2ds
∫
R3
|ΨR(R)|2dR = ‖Ψs‖2 ‖ΨR‖2
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Ajout d’auto-interactions
Dans le cas d’un syste`me quantique compose´ d’une seule particule, on a vu que l’e´quation de Poisson
induisait une action de la particule sur elle-meˆme. Avec deux particules, on s’attend a` ce qu’il y ait
plusieurs types d’interaction : les self-interactions de chacune des particules sur elles-meˆmes et l’action
que chaque particule a sur l’autre. Pour prendre en compte ces diffe´rentes actions, nous avons de´cide´ de
conside´rer le syste`me selon les variables du centre de masse. Nous connaissons de´ja` les expressions (6.2)
et (6.3) pour l’e´quation de Schro¨dinger :
(
− ~
2
2M
∇2R + UR
)
ΨR =
(
i~
∂
∂t
+ Λ
)
ΨR {= ERΨR}(
− ~
2
2µ
∇2s + Us
)
Ψs =
(
i~
∂
∂t
− Λ
)
Ψs {= EsΨs}
{E = ER + Es}
ou` l’expression stationnaire a e´te´ ajoute´e entre accolades. Dans une e´tude classique, le centre de masse
serait conside´re´ comme une particule libre, c’est-a`-dire UR = 0, puisque les forces inter-particules ne
de´pendent que de la distance entre les particules, c’est-a`-dire de s [13]. Ainsi, seule la particule fictive
sera soumise a` un potentiel Us, que nous interpre´tons comme l’influence du centre de masse sur la particule
fictive. Reprenons donc nos e´quations de Schro¨dinger :
− ~
2
2M
∇2RΨR =
(
i~
∂
∂t
+ Λ
)
ΨR {= ERΨR}(
− ~
2
2µ
∇2s + Us
)
Ψs =
(
i~
∂
∂t
− Λ
)
Ψs {= EsΨs}
{E = ER + Es}
Il nous reste a` ajouter les auto-interactions a` ces deux e´quations de Schro¨dinger.
[hypothe`se] Nous allons a` pre´sent singer (5.1). Le centre de masse sera soumis a` un potentiel ΦR
d’auto-interaction, ge´ne´re´ par une e´quation de Poisson. Autrement dit, le centre de masse est soumis aux
e´quations de Schro¨dinger-Newton usuelles, comme on peut le voir ci-dessous :
(
− ~
2
2M
∇2R +MΦR
)
ΨR =
(
i~
∂
∂t
+ Λ
)
ΨR {= ERΨR}
∇2RΦR = 4piGM |ΨR|2
(6.4)
Par contre, la particule fictive, de position s, devra ressentir ce potentiel ge´ne´re´ par le centre de masse.
Le potentiel Φs =
Us
µ
qui re´git la particule fictive doit donc se composer d’un terme traduisant cette
influence du centre de masse et d’un autre terme provenant de l’auto-interaction de la particule fictive
sur elle-meˆme. Nous postulons que la particule fictive, si elle est dans la position s, ressent le potentiel 1
ΦR en cette position s : ΦR(R = s).
(
− ~
2
2µ
∇2s + µΦs
)
Ψs =
(
i~
∂
∂t
− Λ
)
Ψs {= EsΨs}
Φs(s, t) = ΦR(R = s, t) + φs(s, t)
∇2sφs = 4piGµ|Ψs|2
(6.5)
Penchons-nous quelque peu sur l’interpre´tation d’une telle expression des e´quations. Pour un syste`me de
deux particules, le centre de masse est repe´re´ par un vecteur R et le vecteur s repe`re ce qu’on appelle la
particule fictive. Si ces deux vecteurs appartiennent au meˆme espace R3, ils n’ont pas le meˆme point de
de´part, comme le montre la figure 6.1.
1. Cette hypothe`se s’inspire de l’influence du centre de masse sur la particule fictive qui existe dans le cas classique avec
des masses ponctuelles.
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Figure 6.1 – A gauche, les vecteurs R et s sont repre´sente´s dans le meˆme espace avec la meˆme origine.
A droite, on a repre´sente´ la situation re´elle, avec la position des particules.
En me´canique quantique, les particules ne peuvent pas eˆtre situe´es aussi pre´cise´ment. Leur probabilite´
de pre´sence est donne´e par la fonction d’e´tat. Ainsi l’expression |ΨR(R)|2 nous fournira la probabilite´ de
trouver le centre de masse en un point R de l’espace. Il y a donc une incertitude sur la position du centre
de masse. Et cette incertitude (|ΨR|2) ge´ne`re le potentiel ΦR, via l’e´quation de Poisson. La particule
fictive ressent ce potentiel exte´rieur, en plus de son propre potentiel φs.
Re´sultats
Nous re´e´crivons ci-dessous les e´quations de Schro¨dinger-Newton stationnaires :
(
− ~
2
2M
∇2R∗ +MΦ∗R
)
Ψ∗R = E
∗
RΨ
∗
R
∇2R∗Φ∗R = 4piGM |Ψ∗R|2
(
− ~
2
2µ
∇2s∗ + µΦ∗s
)
Ψ∗s = E
∗
sΨ
∗
s
Φ∗s(s) = Φ
∗
R(R = s) + φ
∗
s(s)
∇2s∗φ∗s = 4piGµ|Ψ∗s|2
(6.6)
A nouveau, nous avons ajoute´ des e´toiles pour nous souvenir que ces grandeurs portent des unite´s. Les
meˆmes grandeurs sans e´toiles devront eˆtre conside´re´es sans dimensions.
Pour re´soudre nume´riquement ces e´quations, il nous faudra retirer les dimensions, puis passer en syme´trie
sphe´rique. Ces de´veloppements sont similaires a` ceux effectue´s dans l’e´tude pour une particule, et le lec-
teur studieux pourra les trouver dans l’annexe A, page 95. Dans cette section, nous nous bornerons a`
pre´senter les re´sultats obtenus.
Ne´anmoins, plusieurs hypothe`ses ont e´te´ pose´es tout au long de ces de´veloppements et il n’est pas inutile
des les rappeler :
– [hypothe`se] Les fonctions d’e´tats ΨR et Ψs sont suppose´es re´elles.
– [hypothe`se] Suivant la valeur que l’on attribue a` φs0 , on peut toujours trouver des solutions sta-
tionnaires. Ne´anmoins, il nous faut fixer cette valeur pour permettre l’inte´gration nume´rique, nous
la posons donc a` φs0 =
M
µ
(Es − 1)− ΦR=s(0) pour ΦR0 fixe´ a` ER − 1.
– [hypothe`se] Pour le caracte`re lisse des fonctions, on impose Ψ′R/s(0) = Φ
′
R/s(0) = φ
′
s(0) = 0.
Selon (6.6), les e´quations re´gissant le centre de masse sont exactement les meˆmes que les e´quations de
Schro¨dinger-Newton a` une particule. Nous connaissons donc de´ja` les solutions stationnaires pour le centre
58
de masse. A partir de la`, on trouve facilement ΦR qu’on injecte dans les e´quations pour la particule fictive.
Il ne reste qu’a` inte´grer ces e´quations-la`.
Ne´anmoins, une difficulte´ s’est pre´sente´e lorsque nous avons voulu injecter ΦR=s dans le syste`me de la
particule fictive. En effet, ΦR est de´fini sur un intervalle ρR ∈ [ρRinit ρRend ]. Par exemple, la solution
stationnaire fondamentale du centre de masse est de´finie sur un intervalle [0 30] (voir figure 6.2).
Figure 6.2 – Solution stationnaire fondamentale du centre de masse. C’est la meˆme que dans le cas a`
une particule.
Or il apparait que la particule fictive varie sur un intervalle plus grand [ρsinit ρsend ]. Et si l’expression
de ΦR=s nous est inconnue entre [ρRend ρsend ], nous ne pouvons pas calculer Ψs et φs au-dela` de ρRend .
Heureusement, nous pouvons approximer le comportement de ΦR quand ΨR est nul. En effet, souvenons-
nous de l’e´quation de Poisson pour le potentiel ΦR :
∇2RΦR = |ΨR|2
Lorsque ρR > ρRend , on sait que l’e´tat ΨR tombe a` ze´ro. Selon l’e´quation de Poisson, le potentiel sera
alors de l’ordre 1/ρR. Nous pouvons donc approximer ΦR au-dela` de ρRend , comme le montre la figure 6.3.
Figure 6.3 – Lorsque ΨR tombe a ze´ro, ΦR se comporte comme une fonction en 1/ρR, comme on peut
le voir sur l’image de gauche. L’image de droite nous montre ces meˆmes fonctions en logarithme.
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Nous aurions e´galement pu choisir d’inte´grer tout le syste`me (6.6) d’un seul tenant. Cela nous aurait e´viter
de re´injecter ΦR sous forme de vecteur dans le second syste`me. Cette me´thode n’a pas e´te´ imple´mente´e
car nous aurions eu le meˆme type de proble`me avec les intervalles : l’inte´gration sur R, finissant plus toˆt,
aurait stoppe´ l’inte´gration sur s. De plus, nous avons vu pre´ce´demment que ce n’e´tait pas une bonne ide´e
de surcharger les syste`mes nume´riques a` cause de la sensibilite´ de l’inte´gration.
Nous allons a` pre´sent e´tudier les solutions stationnaires pour la particule fictive. A partir d’ici, tout
se complique. Dans notre e´tude pour une particule, nous ne conside´rions la masse qu’a` la fin, pour
redimensionner les valeurs obtenues. Mais a` pre´sent, le rapport
µ
M
des deux syste`mes est important. Or
ce coefficient est relie´ au rapport des masses :
µ
M
=
m1m2
(m1 +m2)2
= (l +
1
l
+ 2)−1 pour l =
m2
m1
Cela signifie que le rapport des masses devra eˆtre pris en compte dans notre e´tude des solutions non di-
mensionne´es. Tant que nous manipulerons les grandeurs sans unite´s, seul ce rapport sera important. Les
masses elles-meˆmes n’interviendront que lors du dimensionnement (pour le dimensionnement : voir (A.4),
page 96). Nous aurons donc plusieurs parame`tres a` ge´rer dans cette e´tude : le rapport des masses et
le choix de ΨR0 qui nous donne la solution stationnaire du centre de masse.
I Posons tout d’abord que l’e´tat du centre de masse est l’e´tat fondamental et cherchons les e´tats sta-
tionnaires pour la particule fictive. Dans un premier temps, les masses seront e´gales : l = 1.
La figure 6.4 nous montre que la premie`re solution pour la particule fictive ressemble a` l’e´tat fondamental
que nous connaissons. Dans cette figure, nous avons de´ja` normalise´ les fonctions (pour la normalisation :
voir (A.2), page 95). Par similarite´ avec l’e´tude effectue´e pour une particule, nous associerons a` chaque
solution stationnaire ΨR/s un nR/s de´terminant le nombre de fois que la fonction traverse l’axe des abs-
cisses.
Figure 6.4 – Cas ou` l = 1 et ou` le centre de masse est dans son e´tat fondamental (nR = 0). On peut y
voir la solution ns = 0 pour la particule fictive. Les fonctions ont e´te´ normalise´es, mais pas dimensionne´es.
Nous pouvons maintenant chercher les e´tats stationnaires ulte´rieurs. Par exemple, nous pouvons repre´senter
l’e´tat ns = 4 pour la particule fictive (voir figure 6.5). On se rend vite compte que, comme dans le cas
pour une seule particule, il existe une infinite´ d’e´tats stationnaires.
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Figure 6.5 – Cas ou` l = 1 et ou` le centre de masse est dans son e´tat fondamental (nR = 0). On peut y
voir la solution ns = 8 pour la particule fictive. Les fonctions ont e´te´ normalise´es, mais pas dimensionne´es.
Nous pouvons alors e´tudier les e´nergies associe´es a` nos solutions (voir figure 6.6). On peut voir que toutes
les e´nergies pour la particule fictive sont le´ge`rement plus e´leve´es que l’e´nergie fondamentale du centre
de masse. A partir de ces e´nergies, nous pouvons calculer l’e´nergie totale du syste`me : E = Es + ER.
Rappelons encore que nous manipulons des grandeurs sans unite´. Notre but est de savoir quelles solutions
seront associe´es a` l’e´nergie minimale. Le dimensionnement revient a` appliquer le meˆme facteur a` Es et
a` ER, ce qui ne modifiera pas leur rapport. Nous reprenons les e´nergies norme´es dans le tableau ci-dessous :
ns Es norme´e ER norme´e E norme´e
0 -0.176352252650016e-4 -0.245798877870660e-4 -0.422151130520676e-4
1 -0.054799010698730e-4 -0.129445100108890e-4 -0.184244110807620e-4
2 -0.030349487323976e-4 -0.086619301515800e-4 -0.116968788839776e-4
3 -0.020574526913819e-4 -0.065294496167761e-4 -0.085869023081580e-4
4 -0.015416290869937e-4 -0.052483454686044e-4 -0.067899745555981e-4
5 -0.012261534925240e-4 -0.043936930806289e-4 -0.056198465731529e-4
6 -0.010144620024793e-4 -0.037830311386506e-4 -0.047974931411298e-4
7 -0.008631636555177e-4 -0.033244131680081e-4 -0.041875768235258e-4
8 -0.007498973799109e-4 -0.029671440087002e-4 -0.037170413886111e-4
Figure 6.6 – Cas ou` l = 1 et ou` le centre de masse est dans son e´tat fondamental (nR = 0). Repre´sentation
des e´nergies normalise´es.
61
I Nous allons a` pre´sent changer l’e´tat stationnaire du centre de masse. On choisit le deuxie`me e´tat
stationnaire (nR = 1). A la figure 6.7, on peut ve´rifier que notre approximation pour la fonction ΦR est
toujours correcte.
On peut alors inte´grer le syste`me pour la particule fictive et en tirer ses e´tats stationnaires. L’e´tat ns = 8
est repre´sente´ a` la figure 6.8.
Figure 6.7 – On peut voir sur la figure de gauche que notre fonction en 1/ρ est toujours une bonne
approximation de ΦR a` la fin de son intervalle. L’image de droite nous montre ces meˆmes fonctions en
logarithme.
Figure 6.8 – Cas ou` l = 1 et ou` nR = 1. On peut y voir la solution ns = 8 pour la particule fictive. Les
fonctions ont e´te´ normalise´es, mais pas dimensionne´es.
Les e´nergies quant a` elles sont repre´sente´es a` la figure 6.9. Le tableau ci-dessous reprend les valeurs de
ces e´nergies :
ns Es norme´e ER norme´e E norme´e
0 -0.102029297937517e-4 -0.072731277545785e-4 -0.174760575483302e-4
1 -0.034163663070518e-4 -0.043382664213434e-4 -0.077546327283953e-4
2 -0.018750816828742e-4 -0.029666441144990e-4 -0.048417257973732e-4
3 -0.012552872431427e-4 -0.022440111693555e-4 -0.034992984124982e-4
4 -0.009311839387668e-4 -0.018050968393367e-4 -0.027362807781035e-4
5 -0.007347793308631e-4 -0.015107597880585e-4 -0.022455391189217e-4
6 -0.006041284025501e-4 -0.012998818773553e-4 -0.019040102799054e-4
7 -0.005113881033691e-4 -0.011413948819081e-4 -0.016527829852772e-4
8 -0.004423952320483e-4 -0.010179240357406e-4 -0.014603192677889e-4
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Figure 6.9 – Cas ou` l = 1 et ou` nR = 1. Repre´sentation des e´nergies normalise´es.
On remarque que, quand ns > nR, l’e´nergie de la particule fictive est plus e´leve´e que celle du centre de
masse. Cette relation reste vraie quelque soit nR. Pour l’illustrer, nous avons repre´sente´ a` la figure 6.10,
le cas nR = 7. Les deux courbes se croisent quand ns < nR.
Figure 6.10 – Cas ou` l = 1 et ou` nR = 7. Repre´sentation des e´nergies normalise´es.
Avant de passer a` la suite, conside´rons un peu plus longtemps les e´nergies dans ces trois cas : nR = 0, 1
et 7. Nous repre´sentons a` la figure 6.11 les e´nergies totales Es+ER pour ces trois cas et pour les diffe´rentes
valeurs de ns. On constate que l’e´tat avec l’e´nergie la plus basse est l’e´tat fondamental correspondant a`
nR = 0 = ns.
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Figure 6.11 – Repre´sentation des e´nergies totales normalise´es.
I Voyons a` pre´sent ce qui se passe lorsqu’une masse est 100 fois plus importante que l’autre. Reprenons
l’e´tat fondamental pour le centre de masse et voyons les effets que les masses vont avoir sur nos solutions.
La figure 6.12, a` comparer avec la figure 6.5, nous montre que ce changement influence l’ordre de grandeur
entre ΨR et Ψs. L’amplitude de la fonction d’onde pour la particule fictive Ψs est approximativement 5
fois supe´rieure a` celle pour le centre de masse.
Figure 6.12 – Cas ou` l = 100 et ou` le centre de masse est dans son e´tat fondamental (nR = 0). On
peut y voir la solution ns = 8 pour la particule fictive. Le potentiel Φs a e´te´ de´place´ pour apparaitre sur
l’image. Les fonctions ont e´te´ normalise´es, mais pas dimensionne´es.
De meˆme, la figure 6.13, a` comparer avec la figure 6.6, nous montre l’effet sur les e´nergies : on remarque
que Es se rapproche de ER pour ns = 1 (quand nR = 1). Autrement dit, augmenter le rapport des masses
rapproche les e´nergies Es et ER dans le cas ns = nR.
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Le tableau ci-dessous reprend les valeurs des e´nergies :
ns Es norme´e ER norme´e E norme´e
0 -0.485858790812140e-8 -0.495264177211108e-8 -0.981122968023249e-8
1 -0.177936768223294e-8 -0.255478145495138e-8 -0.433414913718432e-8
2 -0.106218007032574e-8 -0.173966686977880e-8 -0.280184694010454e-8
3 -0.074992624931724e-8 -0.132682066492107e-8 -0.207674691423831e-8
4 -0.057667223988815e-8 -0.107610421986698e-8 -0.165277645975512e-8
5 -0.046701521892429e-8 -0.090713134326935e-8 -0.137414656219364e-8
6 -0.039159043358630e-8 -0.078524401133211e-8 -0.117683444491841e-8
7 -0.033664274370238e-8 -0.069303064568036e-8 -0.102967338938274e-8
8 -0.029489230413647e-8 -0.062073228200336e-8 -0.091562458613983e-8
Figure 6.13 – Cas ou` l = 100 et ou` le centre de masse est dans son e´tat fondamental (nR = 0).
Repre´sentation des e´nergies normalise´es.
I Changeons a` nouveau l’e´tat stationnaire du centre de masse pour nR = 1. Les e´tats sont repre´sente´s
a` la figure 6.14, a` comparer avec 6.8.
Figure 6.14 – Cas ou` l = 100 et ou` nR = 1. On peut y voir la solution ns = 8 pour la particule fictive.
Les fonctions ont e´te´ normalise´es, mais pas dimensionne´es.
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Les e´nergies sont repre´sente´es a` la figure 6.15, a` comparer avec la figure 6.9. Les valeurs de nos e´nergies
sont :
ns Es norme´e ER norme´e E norme´e
0 -0.251989707706657e-8 -0.181596808433564e-8 -0.433586516140221e-8
1 -0.092198560583196e-8 -0.093671627703116e-8 -0.185870188286312e-8
2 -0.055015880619854e-8 -0.063777561994307e-8 -0.118793442614161e-8
3 -0.038834506283413e-8 -0.048638410645541e-8 -0.087472916928954e-8
4 -0.029858658972530e-8 -0.039445530047463e-8 -0.069304189019994e-8
5 -0.024178636381954e-8 -0.033250342029895e-8 -0.057428978411849e-8
6 -0.020272292075561e-8 -0.028781859201851e-8 -0.049054151277412e-8
7 -0.017426770104974e-8 -0.025401158629728e-8 -0.042827928734702e-8
8 -0.015264777197581e-8 -0.022750923234047e-8 -0.038015700431628e-8
A nouveau, on remarque qu’augmenter le rapport des masses rapproche les e´nergies Es et ER dans le
cas ns = nR. Cette observation reste vraie quelque soit nR, comme l’illustre la figure 6.16 que l’on peut
comparer avec 6.10.
Figure 6.15 – Cas ou` l = 100 et ou` nR = 1. Repre´sentation des e´nergies normalise´es.
Figure 6.16 – Cas ou` l = 100 et ou` nR = 7. Repre´sentation des e´nergies normalise´es.
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Finalement, reprenons nos e´nergies totales pour ces e´tudes sur l = 100. Nous repre´sentons a` la figure 6.17
les e´nergies totales pour les diffe´rents ns et pour ces trois cas nR conside´re´s : nR = 0, 1 et 7. Comme
pre´ce´demment, on se rend compte que l’e´tat de plus basse e´nergie est l’e´tat fondamental ns = 0 = nR.
Figure 6.17 – Cas ou` l = 100. Repre´sentation des e´nergies totales normalise´es.
Redimensionnement
On utilise le redimensionnement (A.4) pour remettre des unite´s sur nos variables. Prenons par exemple
deux particules, l’une ayant la masse d’un proton et l’autre d’un e´lectron. La figure 6.18 repre´sente
l’e´tat dimensionne´ tel que nR = 1 et ns = 2. Il est inte´ressant de noter l’e´chelle des axes. Les e´nergies
dimensionne´es associe´es a` un tel e´tat sont de l’ordre de 10−95[Joule].
Figure 6.18 – Solutions Ψ∗R et Ψ
∗
s dimensionne´es pour un proton et un e´lectron. (nR = 1 et ns = 2)
Nous pouvons alors nous pencher sur le calcul des probabilite´s associe´es a` nos solutions. La densite´ de
probabilite´ pour le centre de masse est ||Ψ∗s||2(Ψ∗R)2. En effet, puisque nous parlons de probabilite´, il faut
que l’inte´grale des densite´ de probabilite´ soit de valeur unite´ :∫
||Ψ∗s||2(Ψ∗R)2dR = ||Ψ∗s||2||Ψ∗R||2 = 1
De meˆme, la densite´ de probabilite´ pour la particule fictive est ||Ψ∗R||2(Ψ∗s)2. La figure 6.19 nous montre
ces densite´s dans le cas de particules de la masse d’un proton et d’un e´lectron.
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Figure 6.19 – Densite´ de probabilite´ dimensionne´es pour un proton et un e´lectron. (nR = 1 et ns = 2)
Nous n’avons pas effectue´ d’analyse de stabilite´ de nos solutions, mais il est fort probable que la solu-
tion dont l’e´nergie est la plus basse soit la plus stable. On s’attend donc a` ce que l’e´tat fondamental
nR = 0 = ns soit l’e´tat le plus stable. Cet e´tat fondamental, pour des particules macroscopiques du
moins, nous pre´dit que les particules seront collapse´es l’une sur l’autre. En effet, le maximum de proba-
bilite´ se situe pour s = 0, c’est-a`-dire pour une distance inter-particules nulle. Ceci n’est a` vrai dire pas
e´tonnant ; en effet, la seule interaction conside´re´e entre ces particules est l’action gravitationnelle ge´ne´re´e
par l’e´quation de Poisson.
A la figure 6.20 nous avons repre´sente´ ces probabilite´s pour le cas collapse´ (ns = 0 = nR) de deux
masses de 0.5 10−18[kg]. La masse totale d’un tel syste`me est donc de 10−18[kg]. Rappelons-nous que,
dans le cas a` une particule, un syste`me de 10−18[kg] nous donnait un paquet d’onde e´tale´ sur un rayon
d’environ un millime`tre (voir figure 5.17, page 53). Dans le cas a` deux particules, les interactions internes
au syste`me e´talent le paquet d’onde du centre de masse jusque 5 millime`tres. Autrement dit, si l’on
conside`re notre syste`me comme une seule particule, son centre de masse sera mieux localise´. Alors que, si
on e´tudie le syste`me compose´ de deux particules, le pic de probabilite´ pour le centre de masse sera plus
e´tale´.
Figure 6.20 – Densite´s de probabilite´ pour deux masses de 0.5 10−18[kg] (Solutions nR = 0 et ns = 0).
Les e´nergies associe´es sont ER = −3.1095 10−45[Joule], Es = −2.2309 10−45[Joule]
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6.2 De´composition selon les particules
Dans la premie`re partie de cette e´tude a` deux particules, nous avons conside´re´ une certaine expression
des e´quations de Schro¨dinger-Newton. Cette formulation est une proposition originale pour ce me´moire
et n’a jamais e´te´ e´tudie´e auparavant. Dans cette section, nous nous pencherons sur une autre expression
des e´quations, discute´e par Adler, Diosi et Van Meter ([15, 17]).
Diosi propose une expression inte´grale des e´quations de Schro¨dinger-Newton multi-particules. Pour une
seule particule, ces e´quations nous me`nent a` l’expression de Schro¨dinger-Newton (4.5) que nous connais-
sons. Dans le cas de plusieurs particules par contre, nous utiliserons l’approximation d’Hartree-Fock pour
de´river nos e´quations. Ces dernie`res pre´sentent des diffe´rences par rapport au syste`me que nous avons
e´tudie´ dans la section ci-dessus. De plus, ces e´quations selon Diosi n’ont jamais e´te´ e´tudie´e nume´riquement.
Nous allons donc nous y atteler.
L’approximation d’Hartree-Fock est une hypothe`se d’inde´pendance des fonctions d’onde qui est ge´ne´-
ralement utilise´e pour des particules identiques. De fait, nous allons vite nous rendre compte que la re-
cherche nume´rique de solutions stationnaires est ardue si l’on s’obstine a` conside´rer des masses diffe´rentes.
Nous nous contenterons donc d’e´tudier le cas de deux masses e´gales dans ce me´moire. Dans ce cas, nous
retrouvons des e´quations similaires aux e´quations de Schro¨dinger-Newton pour une particule. Nous ten-
terons e´galement de comparer cette expression selon Diosi avec la de´composition selon le centre de masse
e´tudie´e ci-dessus. Mais avant toute chose, introduisons la formulation de Diosi pour les e´quations de
Schro¨dinger-Newton.
Expression des e´quations
Conside´rons un syste`me de N particules de masse m1, . . . ,mN repe´re´s par les vecteurs r1, . . . , rN . La
fonction d’e´tat s’e´crit Ψ(X, t), ou` X = (r1, r2, . . . , rN ), et le syste`me obe´ira a` un potentiel unique Φ(X, t).
Diosi e´crit les e´quations de Schro¨dinger-Newton de la manie`re suivante ([15, 17]) :
i~
∂
∂t
ψ(X, t) =
− N∑
k=1
~2
2mk
∇2rk +
N∑
k,l=1
Wkl(rk − rl) +
N∑
k=1
mkΦ(rk, t)
ψ(X, t)
∇2rΦ(r, t) = 4piG
∫
|Ψ(X ′, t)|2
N∑
k=1
mkδr−rk d
3NX
(6.7)
ou` les e´nergies potentielles Wkl sont des interactions non gravitationnelles, que nous ne conside´rerons pas
dans ce me´moire, et les δr−rk sont des distributions de Dirac..
Pour une particule, ce syste`me d’e´quations me`nent aux e´quations de Schro¨dinger-Newton que nous
connaissons (voir section 5). Voyons ce qu’il en est pour deux particules.
[Hypothe`se : ansatz d’Hartree] Supposons que l’on peut de´composer l’e´tat en
Ψ(r1, r2, t) = Ψ1(r1, t)Ψ2(r2, t)
ou` chaque fonction d’e´tat Ψ1/2 est normalise´e. Les e´quations (6.7) deviennent alors
i~
∂
∂t
(Ψ1(r1, t)Ψ2(r2, t))
=
(
− ~
2
2m1
∇2r1 +m1Φ(r1, t)−
~2
2m2
∇2r2 +m2Φ(r2, t)
)
Ψ1(r1, t)Ψ2(r2, t)
∇2rΦ(r, t) = 4piGI
(6.8)
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L’expression inte´grale I me´rite quelques e´claircissements :
I =
∫ ∫
|Ψ1(r1, t)|2 |Ψ2(r2, t)|2 (m1δr−r1 +m2δr−r2) dr1 dr2
= m1
∫
|Ψ1(r1, t)|2δr−r1
[∫
|Ψ2(r2, t)|2dr2
]
dr1
+m2
∫
|Ψ2(r2, t)|2δr−r2
[∫
|Ψ1(r1, t)|2dr1
]
dr2
= m1
∫
|Ψ1(r1, t)|2δr−r1 dr1 +m2
∫
|Ψ2(r2, t)|2δr−r2 dr2
= m1|Ψ1(r, t)|2 +m2|Ψ2(r, t)|2
ou` nous avons utilise´ l’hypothe`se de normalite´ sur les fonctions d’e´tat Ψ1/2. Finalement, il est possible
de se´parer la premie`re e´quation de (6.8) pour obtenir
i~
∂
∂t
Ψ1(r1, t) +
~2
2m1
∇2r1Ψ1(r1, t)−m1Φ(r1, t)Ψ1(r1, t) = ΛΨ1(r1, t)
i~
∂
∂t
Ψ2(r2, t) +
~2
2m2
∇2r2Ψ2(r2, t)−m2Φ(r2, t)Ψ2(r2, t) = −ΛΨ2(r2, t)
∇2rΦ(r, t) = 4piG(m1|Ψ1(r, t)|2 +m2|Ψ2(r, t)|2)
(6.9)
On se rend compte que cette expression diffe`re significativement de celle que nous connaissions (voir (6.6)).
A pre´sent nous conside´rons les deux particules inde´pendamment, soumises a` un potentiel commun qu’elles
engendrent de concert.
Re´sultats
Comme pre´ce´demment, nous re´e´crivons les e´quations de Schro¨dinger-Newton stationnaires en ajoutant des
e´toiles au grandeurs dimensionne´es. Nous abandonnons e´galement la distinction entre r1 et r2 puisqu’elle
n’intervient plus dans les e´quations.
− ~
2
2m1
∇2r∗Ψ∗1 +m1Φ∗Ψ∗1 = E∗1Ψ∗1
− ~
2
2m2
∇2r∗Ψ∗2 +m2Φ∗Ψ∗2 = E∗2Ψ∗2
∇2r∗Φ∗ = 4piG(m1|Ψ∗1|2 +m2|Ψ∗2|2)
(6.10)
La somme des e´nergies E∗1 et E
∗
2 nous donnera alors l’e´nergie totale E
∗.
Pour re´soudre nume´riquement ces e´quations, nous devrons tout d’abord retirer les dimensions, puis pas-
ser en syme´trie sphe´rique. Ces calculs seront e´galement similaires a` ceux effectue´s pre´ce´demment et nous
les avons repris dans l’annexe B, page 99. Nous pouvons alors chercher les solutions stationnaires. Mais
avant, rappelons les hypothe`ses utilise´es dans cette annexe :
– [hypothe`se] Les fonctions d’e´tats Ψ1 et Ψ2 sont suppose´es re´elles.
– [hypothe`se] Pour le caracte`re lisse des fonctions, on impose Ψ′1/2(0) = Φ
′(0) = φ′s(0) = 0.
La recherche de solutions s’ave`re plus complexe avec ce syste`me d’e´quations. Mais lorsque les deux masses
sont e´gales, les e´quations se simplifient aise´ment. En effet, comme les e´quations sont syme´triques on aura
Ψ1 = Ψ2 et E1 = E2 ; les e´quations (6.10) deviennent alors −
~2
2m
∇2r∗Ψ∗1 +mΦ∗Ψ∗1 = E∗1Ψ∗1
∇2r∗Φ∗ = 4piG(2m|Ψ∗1|2)
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Cette expression est tre`s proche des e´quations de Schro¨dinger-Newton pour une particule et nous pouvons
facilement trouver ses solutions stationnaires, ce qui sera fait dans la suite.
Par contre, si nous voulons chercher des solutions pour le cas plus ge´ne´ral de deux masses quelconques
nous nous heurtons a` une difficulte´. Dans les cas pre´ce´dents, les conditions initiales des fonctions Ψ et Φ
devaient eˆtre fixe´es pour trouver des solutions convergentes. Mais il e´tait toujours possible de fixer une
condition initiale pour lancer une recherche sur l’autre condition initiale. Dans la section pre´ce´dente, nous
pouvions choisir l’e´tat stationnaire pour l’e´tat du centre de masse avant de chercher les e´tats stationnaires
pour la particule fictive. Si l’on tente d’appliquer cette me´thode a` nos e´quations, nous rencontrons un
proble`me. En effet, les deux e´tats Ψ1 et Ψ2 sont lie´s au moyen du potentiel Φ. Le moindre changement
sur la condition initiale d’une des fonctions aura un impact sur la forme de l’autre. De plus, les solutions
Ψ1 et Ψ2 doivent eˆtre toutes les deux normalise´es. Pour rechercher les solutions, il faudrait conside´rer
une me´thode de  shooting  pour e´tudier ou` se situent les fameux e´tats stationnaires. Nous laissons cela
a` de prochaines e´tudes.
Nous avons donc lance´ l’inte´gration pour rechercher la solution fondamentale, dans le cas de deux masses
e´gales de 0.5 10−18[kg]. Avec les re´sultats obtenus, nous pouvons comparer nos deux de´compositions pour
Schro¨dinger-Newton.
A la figure 6.21, nous avons repre´sente´ les e´tats Ψ∗1 et Ψ
∗
2, normalise´s et dimensionne´s. Comme nous
l’avons signale´, les fonctions Ψ1 et Ψ2 seront e´gales, de meˆme que leurs e´nergies. Et puisque les e´quations
dans le cas de masses e´gales ressemblent a` Schro¨dinger-Newton pour une particule, nous savons qu’il exis-
tera une infinite´ de solutions stationnaires. L’e´tat fondamental portera de nouveau l’e´nergie la plus faible.
La figure 6.22 nous pre´sentent les e´tats Ψ∗s et Ψ
∗
R, normalise´s et dimensionne´s, provenant de la de´composition
selon le centre de masse de la section pre´ce´dente.
Figure 6.21 – Solution fondamentale, dimensionne´e et normalise´e, pour la de´composition selon les par-
ticules. Les e´nergies associe´es sont E1/2 = −8.1491 10−45[Joule].
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Figure 6.22 – Solution fondamentale, dimensionne´e et normalise´e, pour la de´composition selon le centre
de masse. Les e´nergies associe´es sont ER = −3.1095 10−45[Joule], Es = −2.2309 10−45[Joule]
Comme nous le voyons, il n’est pas aise´ de comparer ces graphes car nous ne sommes pas dans le meˆme
syste`me de variable. On comprend e´galement que l’hypothe`se de syme´trie ne s’applique pas aux meˆmes
origines. Dans le re´fe´rentiel du centre de masse, nous conside´rons une syme´trie sphe´rique autour du centre
de masse et autour de la particule fictive.
Ne´anmoins, essayons-nous a` la comparaison des me´thodes. La seule solution, c’est de repre´senter l’e´tat
total Ψ∗, selon les variables ρ∗1 et ρ
∗
2. Pour la de´composition selon les particules, il suffit de multiplier
les deux vecteurs Ψ∗1 et Ψ
∗
2. Pour la de´composition selon le centre de masse par contre, nous devons
d’abord multiplier Ψ∗s et Ψ
∗
R pour obtenir l’e´tat total Ψ
∗(ρ∗s, ρ
∗
R). Ensuite, il suffit de le repre´senter dans
les coordonne´es (ρ∗1, ρ
∗
2) graˆce au changement de variable (6.1). C’est ce qui est fait aux graphes 6.23
et 6.24.
On se rend compte que la de´composition selon les particules nous donne un re´sultat qui est plus localise´ :
la fonction Ψ∗ est plus raide. De plus, l’e´nergie totale associe´e a` cette de´composition est plus faible :
• E∗ = −1.6298 10−44[Joule] pour la de´composition selon les particules,
• E∗ = −5.3404 10−45[Joule] pour la de´composition selon le centre de masse.
On constate que, si les ordres de grandeurs et la forme de cette solution sont similaires, leurs diffe´rences
ne sont pas ne´gligeables. Il n’est pas e´vident de choisir entre ces deux me´thodes sur cette simple compa-
raison. Il faudra sans doute une e´tude expe´rimentale pour de´finitivement trancher la question.
En attendant, on peut se rappeler que, pour une particule de masse 10−18[kg], nous avions trouve´ une
e´nergie de−6.5047 10−44[Joule]. Si l’on garde l’hypothe`se, toujours ve´rifie´e jusqu’a` pre´sent, qu’une e´nergie
plus faible nous donne des pics plus centre´s pour la densite´ de probabilite´, nous pouvons tirer quelques
conclusions.
Nous sommes donc en pre´sence de deux particules de masses 0.5 10−18[kg] chacune. Lorsque ce syste`me
est conside´re´ comme un tout, nous obtenons un particule principalement localise´e, comme nous l’avons
vu, dans un rayon d’un millime`tre. Lorsque nous conside´rons nos deux particules se´pare´es, nous trouvons
des pre´dictions diffe´rentes selon la de´composition envisage´e.
– La de´composition selon le centre de masse nous pre´dit un pic moins localise´. Nous avons vu que le
centre de masse se situait a` pre´sent dans un rayon de 5 millime`tres. Et cette solution est associe´e
a` une e´nergie plus e´leve´e.
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– La de´composition selon les particules est associe´e a` un e´nergie plus faible. Nous pouvons supposer,
selon les re´sultats pre´ce´dents, que cette de´composition nous donnera un centre de masse plus localise´.
Ce qui signifierait que les deux particules interagissent de manie`re a` acce´le´rer la de´cohe´rence. Cette
hypothe`se est tentante et me´riterait d’eˆtre e´tudie´e plus avant.
Figure 6.23 – Repre´sentation de l’e´tat total Ψ∗. Solution fondamentale, dimensionne´e et normalise´e,
pour la de´composition selon les particules.
Figure 6.24 – Repre´sentation de l’e´tat total Ψ∗. Solution fondamentale, dimensionne´e et normalise´e,
pour la de´composition selon le centre de masse.
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Chapitre 7
Ajout de moment cine´tique
Toutes les e´tudes pre´ce´dentes se placent dans le cadre de la syme´trie sphe´rique. Dans ce chapitre, nous
allons e´tudier le cadre plus ge´ne´ral ou` aucune hypothe`se de ce type n’est applique´e. Dans ce cas, le
laplacien de l’e´quation de Schro¨dinger se de´compose en une partie traduisant la cine´tique radiale, celle
que nous avons de´ja` e´tudie´e, et en une partie pour la cine´tique de rotation. Cette cine´tique de rotation
va nous inte´resser. En effet, si nous parvenons a` e´tudier ces e´quations de Schro¨dinger-Newton pour deux
particules en rotation l’une autour de l’autre, nous pourrions conside´rer des syste`mes de l’ordre Terre-
Lune et ve´rifier si les ordres de grandeurs trouve´s correspondent aux observations.
C’est avec de tels objectifs que cette e´tude fut entreprise. Nous avons donc commence´ par le cas a`
une particule. Malheureusement, l’e´tude nume´rique pour une particule s’ave`re de´ja` d’une complexite´ pa-
ralysante, comme nous allons le voir. Une telle e´tude semble reque´rir une autre approche nume´rique pour
rechercher des solutions.
Mais avant de se de´courager, voyons comment nous avons exprime´ nos e´quations de Schro¨dinger-Newton.
7.1 Pour l’e´quation de Schro¨dinger
En me´canique quantique, il n’est pas rare de conside´rer l’e´quation de Schro¨dinger dans le cas ge´ne´ral, c’est-
a`-dire avec moment cine´tique ([16]). L’e´tat est alors exprime´ dans la base des harmoniques sphe´riques.
Nous avons re´sume´ ci-dessous les principaux de´veloppements de cette approche.
Reprenons donc l’e´quation de Schro¨dinger pour une particule inde´pendante du temps (voir (4.3), page 33)
dans un potentiel central :
EΨ(r) = HΨ(r) = − ~
2
2m
∇2Ψ(r) + U(ρ)Ψ(r)
Avant de de´composer le laplacien, nous devons passer en coordonne´es sphe´riques : x = ρ sin θ cosϕy = ρ sin θ sinϕ
z = ρ cos θ
L’e´quation de Schro¨dinger devient alors 1 :
EΨ(ρ, θ, ϕ) =
(
p2rad
2m
+
l2
2mρ2
+ U(ρ)
)
Ψ(ρ, θ, ϕ) (7.1)
– ou`
p2rad
2m
est l’e´nergie cine´tique radiale, avec p2rad• = −~2
1
ρ
∂2
∂ρ2
(ρ•)
1. Cette e´quation est e´quivalente a` l’e´quation de Schro¨dinger si l’ope´rateur prad est hermitien, c’est-a`-dire si l’on se
restreint a` des fonctions de carre´ inte´grable : lim
ρ→0ρΨ(ρ, θ, ϕ) = 0.
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– et ou`
l2
2mρ2
est l’e´nergie cine´tique de rotation, avec l2• = −~
2
sin2 θ
(
sin θ
∂
∂θ
(sin θ
∂
∂θ
•) + ∂
2
∂ϕ2
•
)
Or, nous connaissons les fonctions propres du moment angulaire l, et de sa composante lz selon z ; ce
sont les fameuses harmoniques sphe´riques 2 :
l2 Y nk (θ, ϕ) = k(k + 1) ~2 Y nk (θ, ϕ)
lz Y
n
k (θ, ϕ) = n ~ Y nk (θ, ϕ)
Les harmoniques sphe´riques s’expriment
Y nk (θ, ϕ) =
√
(2k + 1)
4pi
(k − |n|)!
(k + |n|)! Pk,|n|(cos θ) e
inϕ k = 0, 1, 2, . . . ,∞
n = −k,−k + 1, . . . ,+k
et forment un ensemble orthonormal complet :∫ 2pi
0
∫ pi
0
Y nk (θ, ϕ)Y
n
k (θ, ϕ) sin θ dθdϕ = δn,nδk,k (7.2)
Tout e´tat Ψ(ρ, θ, ϕ) peut donc se de´composer sur la base de ces harmoniques :
Ψ(ρ, θ, ϕ) =
∞∑
k=0
k∑
n=−k
Ψnk (ρ, θ, ϕ) =
∞∑
k=0
k∑
n=−k
χk(ρ)Y
n
k (θ, ϕ) (7.3)
La norme de Ψ devra donc se calculer de la manie`re suivante :
||Ψ(ρ, θ, ϕ)||2 =
∫ ∞
0
∫ 2pi
0
∫ pi
0
ΨΨ ρ2 sin θ dθdϕdρ
=
∑
k,k,n,n
∫ ∞
0
χkχk
(∫ 2pi
0
∫ pi
0
Y nk Y
n
k sin θ dθdϕ
)
ρ2 dρ
(7.2)
=
∞∑
k=0
k∑
n=−k
∫ ∞
0
χkχk ρ
2dρ =
∞∑
k=0
k∑
n=−k
||χk||2
=
∞∑
k=0
(2k + 1)||χk||2
Nous allons chercher ces fonctions Ψnk qui sont fonctions propres de l
2, lz (et e´galement de H). En inse´rant
l’expression de Ψ dans l’e´quation de Schro¨dinger (7.1), on peut se´parer l’e´quation suivant les diffe´rents
modes :
Eχk(ρ) =
(
p2rad
2m
+
k(k + 1)~2
2mρ2
+ U(ρ)
)
χk(ρ) k = 0, 1, 2, . . . ,∞
Cette de´composition est due a` la line´arite´ de l’e´quation de Schro¨dinger. Nous verrons qu’il en va diffe´remment
pour nos e´quations de Schro¨dinger-Newton.
7.2 Pour les e´quations de Schro¨dinger-Newton
Rappelons les e´quations de Schro¨dinger-Newton pour une particule (voir (4.5), page 38) que nous e´crivons
pour le cas stationnaire :  −
~2
2m
∇2Ψ(r) + U(r)Ψ(r) = EΨ(r)
∇2U(r) = 4piGm2|Ψ(r)|2
2. Ces harmoniques s’e´crivent habituellement Yml . Dans ce me´moire, nous les noterons Y
n
k pour ne pas confondre les
indices l, m avec le moment angulaire l et la masse m.
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Passons en coordonne´es sphe´riques et de´composons notre e´tat sur la base des harmoniques sphe´riques (7.3) :
Ψ(ρ, θ, ϕ) =
∞∑
k=0
k∑
n=−k
χk(ρ)Y
n
k (θ, ϕ)
Les e´quations de Schro¨dinger-Newton deviennent alors :
∑
k,n
(
− ~
2
2m
1
ρ
∂2
∂ρ2
(ρχk(ρ)) +
k(k + 1)~2
2mρ2
χk(ρ) + U(ρ, θ, ϕ)χk(ρ)
)
Y nk (θ, ϕ) = E
∑
k,n
χk(ρ)Y
n
k (θ, ϕ)
∇2U(ρ, θ, ϕ) = 4piGm2
∣∣∣∣∣∣
∑
k,n
χk(ρ)Y
n
k (θ, ϕ)
∣∣∣∣∣∣
2
L’e´quation de Poisson ne peut pas rester sous cette forme. Pour la simplifier, nous allons passer par l’ex-
pression inte´grale du potentiel U . En effet, les fonctions de Green nous permettent de re´e´crire l’e´quation
de Poisson comme :
∇2U(r) = 4pig(r) ⇔ U(r) = −
∫
g(r)
|r − r|d
3r
⇔ U(ρ, θ, ϕ) = −
∫ ∞
0
∫ 2pi
0
∫ pi
0
g(τ, ϑ, ω)
(τ)2 sinϑ
|ρ− τ | dϑdωdτ
(7.4)
Dans notre cas, la fonction g est lie´e au module de Ψ, et cette expression (7.4) devient :
U(ρ, θ, ϕ) = −Gm2
∫ ∫ ∫ ∣∣∣∣∣∣
∑
k,n
χk(τ)Y
n
k (ϑ, ω)
∣∣∣∣∣∣
2
(τ)2 sinϑ
|ρ− τ | dϑdωdτ
= −Gm2
∫ ∫ ∫ ∑
k,n
χk(τ)Y
n
k (ϑ, ω)
∑
k,n
χk(τ)Y nk (ϑ, ω)
 (τ)2 sinϑ
|ρ− τ | dϑdωdτ
= −Gm2
∑
k,n,k,n
∫
(τ)2
|ρ− τ |χk(τ)χk(τ)
(∫ ∫
Y nk (ϑ, ω)Y
n
k (ϑ, ω) sinϑ dϑdω
)
dτ
Graˆce a` la relation (7.2) sur les harmoniques sphe´riques, cette expression se simplifie :
U(ρ, θ, ϕ) = −Gm2
∑
k,n,k,n
∫ ∞
0
(τ)2
|ρ− τ |χk(τ)χk(τ) δn,nδk,k dτ
= −Gm2
∑
k
k∑
n=−k
∫ ∞
0
|χk(τ)|2 (τ)
2
|ρ− τ | dτ
= −Gm2
∑
k
(2k + 1)
∫ ∞
0
|χk(τ)|2 (τ)
2
|ρ− τ | dτ
Ce qui signifie que le potentiel U est un potentiel central, de´pendant uniquement de ρ. Graˆce aux rela-
tions (7.4) pour la syme´trie sphe´rique, nous trouvons l’e´quation de Poisson suivante :
∇2U(ρ) = 4piGm2
∞∑
k=0
(2k + 1)|χk(ρ)|2
Puisque le potentiel ne de´pend que du rayon ρ, nous pouvons se´parer nos e´quations de Schro¨dinger. Le
syste`mes d’e´quations de Schro¨dinger-Newton s’e´crit finalement :
− ~
2
2mρ
(ρχk(ρ))
′′ +
k(k + 1)~2
2mρ2
χk(ρ) + U(ρ)χk(ρ) = Eχk(ρ), k ∈ N
1
ρ
(ρ U(ρ))′′ = 4piGm2
∞∑
q=0
(2q + 1)|χq(ρ)|2
(7.5)
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ou`, les laplaciens ne s’appliquant que sur la variable ρ, nous les avons remplace´s par :
∇2• = 1
ρ
∂2
∂ρ2
(ρ •) = 1
ρ
(ρ •)′′
.
Jusqu’a` pre´sent, nous n’avions e´tudie´ les e´quations de Schro¨dinger-Newton qu’en syme´trie sphe´rique, ce
qui correspond a` k = 0, avec un potentiel de´pendant uniquement de χk=0. Ici, nous n’avons plus cette
hypothe`se de la syme´trie sphe´rique et l’on se rend compte que le potentiel doit en re´alite´ de´pendre de
toutes les phases χk, k = 0, 1, . . . ,∞.
[Hypothe`se] Le potentiel ne peut pas eˆtre nume´riquement calcule´ a` cause de cette sommation infinie.
Nous allons tronquer cette se´rie a` l’ordre k. On postule donc que, a` l’ordre k, les fonctions d’onde χq, q > k
sont ne´gligeables. Le potentiel qui agit sur χk ne de´pendra donc pas des ordres supe´rieurs a` k. Selon cette
approximation, les e´quations de Schro¨dinger-Newton peuvent se re´e´crire :
− ~
2
2mρ
(ρχk)
′′ +
k(k + 1)~2
2mρ2
χk + Ukχk = Eχk, k ∈ N
1
ρ
(ρ Uk)
′′ = 4piGm2
k∑
q=0
(2q + 1)|χq|2
(7.6)
Les potentiels Uk peuvent alors se de´composer en potentiels plus simples U˜q ; et nous permettent de
re´-exprimer les e´quations :
− ~
2
2mρ
(ρχk)
′′ +
k(k + 1)~2
2mρ2
χk + Ukχk = Eχk, k ∈ N
Uk =
k∑
q=0
U˜q
1
ρ
(ρ U˜q)
′′ = 4piGm2(2q + 1)|χq|2
(7.7)
Et nous pouvons re´soudre les ordres successivement :
− k = 0 :

− ~
2
2mρ
(ρχ0)
′′ + U˜0χ0 = Eχ0
1
ρ
(ρ U˜0)
′′ = 4piGm2|χ0|2
− k = 1 :

− ~
2
2mρ
(ρχ1)
′′ +
(
~2
mρ2
+ U˜0 + U˜1
)
χ1 = Eχ1
1
ρ
(ρ U˜1)
′′ = 12piGm2|χ1|2
− k = 2 :

− ~
2
2mρ
(ρχ2)
′′ +
(
3~2
mρ2
+ U˜0 + U˜1 + U˜2
)
χ2 = Eχ2
1
ρ
(ρ U˜2)
′′ = 20piGm2|χ2|2
− Etc.
Ceci ressemble quelque peu a` la de´composition selon le centre de masse, ou` nous conside´rions le potentiel
sur la particule fictive comme une somme de deux potentiels. Dans la suite, nous allons nous concentrer
sur les trois premiers ordres, k = 0, 1, 2.
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Enlever les unite´s
Reprenons nos e´quations (7.7) et re´-exprimons les e´nergies potentielles en fonction de leurs potentiels :
Uk = mΦk et U˜p = mφp. Comme auparavant, nous ajoutons des e´toiles pour indiquer que les variables
portent des dimensions et nous obtenons le syste`me suivant :
− ~
2
2mρ∗
(ρ∗χ∗k)
′′ +
k(k + 1)~2
2m(ρ∗)2
χ∗k +mΦ
∗
kχ
∗
k = E
∗χ∗k, k ∈ N
Φ∗k =
k∑
p=0
φ∗p
1
ρ∗
(ρ∗ φ∗p)
′′ = 4(2p+ 1)piGm|χ∗p|2
Encore une fois, ce syste`me posse`de une invariance d’e´chelle :
(χ∗k, Φ
∗
k, φ
∗
p, E
∗) → σ2 (χ∗k, Φ∗k, φ∗p, E∗)
(ρ∗) → σ−1 (ρ∗)
‖ χ∗k ‖2 → σ ‖ χ∗k ‖2 ou` σ ∈ R
(7.8)
Ces relations nous seront utiles pour la normalisation des solutions.
Nous voulons maintenant retirer les unite´s de notre syste`me pour obtenir l’expression suivante :
1
ρ
(ρχk)
′′ = −
(
E − k(k + 1)
ρ2
− Φk
)
χk, k ∈ N
Φk =
k∑
p=0
φp
1
ρ
(ρ φp)
′′ = (2p+ 1)|χp|2
(7.9)
Le redimensionnement suivant permet d’obtenir ce re´sultat tout en conservant la norme des fonctions χk :
ρ = δρ∗ avec δ =
8piGm3
~2
[
1
m
]
χk = αχ
∗
k avec α =
√
1
δ3
[√
m3
]
Φk = βΦ
∗
k avec β =
1
4piGmδ
[
s2
m2
]
φp = βφ
∗
p
E = E∗ avec  =
β
m
[
s2
kgm2
]
(7.10)
[hypothe`se] Par facilite´, nous conside´rerons que les fonctions χk sont re´elles. Nous pouvons alors com-
mencer a` e´tudier les diffe´rents ordres successivement.
Pour l’ordre k=0 :
Pour k = 0, les e´quations de Schro¨dinger-Newton s’e´crivent Et nous pouvons re´soudre les ordres succes-
sivement : {
(ρχ0)
′′ = −(E − φ0)ρχ0
(ρ φ0)
′′ = ρ|χ0|2
Nous retrouvons donc les e´quations de Schro¨dinger-Newton stationnaires pour une particule, en syme´trie
sphe´rique. La me´thode a de´ja` e´te´ longuement e´tudie´e dans ce travail ; il suffit de poser :{
S0 = χ0
V0 = E − φ0
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et de re´soudre les e´quations bien connues :{
(ρS0)
′′ = −ρV0S0, k ∈ N
(ρ V0)
′′ = −ρS20
Rappelons ci-dessous quelques re´sultats connus. Nous avions de´veloppe´ en (5.10) l’expression inte´grale
de la fonction d’e´tat et du potentiel :
S0(ρ) = S0(0)−
∫ ρ
0
(
τ − τ
2
ρ
)
S0(τ)V0(τ)dτ
V0(ρ) = V0(0)−
∫ ρ
0
(
τ − τ
2
ρ
)
S20(τ)dτ
A partir de ces expressions inte´grales, nous savons que V0 peut eˆtre de´veloppe´ en la se´rie suivante
(voir (5.11)) :
V0(ρ) = A0 +
B0
ρ
+ o
(
1
ρ2
)
ou` A0 = V0(0)−
∫ ∞
0
τS20(τ)dτ, B0 =
∫ ∞
0
τ2S20(τ)dτ
Ceci est possible car la fonction S0 est une solution stationnaire choisie pour eˆtre de norme finie. Ainsi,
l’e´nergie peut se calculer en utilisant E = V0(∞) = A0 ; et cette valeur devra alors eˆtre normalise´e.
De meˆme nous connaissons l’expansion autour de 0 (voir (5.13)) :
S0(ρ) = S0(0)− ρ
2
6
S0(0)V0(0) +
ρ4
120
S0(0)(S0(0)
2 + V0(0)
2) + . . .
V0(ρ) = V0(0)− ρ
2
6
S0(0)
2 +
ρ4
60
V0(0)S0(0)
2 + . . .
(7.11)
Pour l’inte´gration nume´rique et la recherche de solutions, les de´rive´es premie`res V ′0 et S
′
0 sont pose´es
nulles en l’origine car nous sommes en syme´trie sphe´rique, et le coefficient V0(0) est fixe´ a` 1. Nous
pouvons le fixer sans perdre de ge´ne´ralite´ car le syste`me sera ulte´rieurement normalise´ et cette valeur
sera automatiquement ajuste´e. Et la condition initiale S0 peut prendre diffe´rentes valeurs selon la solution
voulue :
n0 S0
0 1.088636938710230
1 0.826474523774667
2 0.744213788867689
3 0.700145360057018
4 0.671400593053027
5 0.650614610639635
6 0.634599531870136
7 0.621719214727512
8 0.611034493745437
9 0.601961711588648
ou` les valeurs ci-dessus ne sont ni normalise´es ni dimensionne´es. Finalement, la re´solution nume´rique nous
fournira V0 et l’e´nergie totale E (non normalise´es ni dimensionne´es) qui seront re´injecte´s dans les ordres
supe´rieurs.
Pour les ordres supe´rieurs :
Reprenons le syste`me (7.9) :
1
ρ
(ρχk)
′′ = −
(
E − k(k + 1)
ρ2
−∑kp=0 φp)χk, k ∈ N0
1
ρ
(ρ φp)
′′ = (2p+ 1)|χp|2
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et effectuons le changement de variable suivant :{
Sk = χk
Vk = −φk
Les e´quations de Schro¨dinger-Newton deviennent alors :
(ρSk)
′′ = −ρ
(
k∑
p=0
Vp − k(k + 1)
ρ2
)
Sk, k ∈ N
(ρ Vk)
′′ = −(2k + 1)ρS2k
(7.12)
A l’ordre k, l’expression
k−1∑
p=0
Vp est connue par les re´sultats ante´rieurs.
Pour mener a` bien l’e´tude nume´rique, nous avons besoin des expressions inte´grales de Vk et Sk ainsi que
d’une expansion autour de ρ = 0. L’expression inte´grale se trouve aise´ment en inte´grant les e´quations :
Sk(ρ) = Sk(0)−
∫ ρ
0
(τ − τ
2
ρ2
)Sk(τ)
(
k∑
p=0
Vp(τ)− k(k + 1)
τ2
)
dτ
Vk(ρ) = Vk(0)− (2k + 1)
∫ ρ
0
(τ − τ
2
ρ2
)S2k(τ)dτ
A partir de ces expressions inte´grales, Vk peut eˆtre de´veloppe´ en la se´rie suivante :
Vk(ρ) = Ak +
Bk
ρ
+ o
(
1
ρ2
)
(7.13)
ou` Ak = Vk(0)− (2k + 1)
∫ ∞
0
τS2k(τ)dτ, Bk = (2k + 1)
∫ ∞
0
τ2S2k(τ)dτ
Cette expansion est possible car la fonction Sk est une solution stationnaire choisie pour eˆtre de norme
finie. Ainsi donc Ak = Vk(∞). Or le potentiel φk doit s’annuler en l’infini : φk ρ→∞−→ 0. Nous devrons donc
rechercher des solutions stationnaires telles que Ak = Vk(∞).
En ce qui concerne l’expansion de Sk et Vk autour de 0, il y aura quelques changements par rapport
a` ce qui fut fait pre´ce´demment. Voyons tout d’abord la forme que nous voulons imposer a` notre χk ([16]).
L’e´quation homoge`ne associe´e a` l’e´quation de Schro¨dinger est :(
d2
dρ2
− k(k + 1)
ρ2
)
u(ρ) = 0
ou` la fonction u(ρ) = ρχk(ρ). Supposons que ses solutions sont de la forme u(ρ) = ρ
s+a1ρ
s+1 +a2ρ
s+2 +
a3ρ
k+3 + . . ., ou` s ∈ Z et en remplac¸ant cette expression dans l’e´quation, on trouve que l’exposant s doit
valoir soit (k + 1), soit −k. Ainsi ρSk(ρ) aura la meˆme expression que u(ρ) :
ρSk(ρ) = ρ
s + a1ρ
s+1 + a2ρ
s+2 + a3ρ
k+3 + . . .
Puisque cette solution Sk doit eˆtre normalisable, nous rejetons le cas s = −k et nous allons rechercher
des solutions de la forme
Sk(ρ) = a0ρ
k + a1ρ
k+1 + a2ρ
k+2 + a3ρ
k+3 + . . . (7.14)
En remplac¸ant Sk dans l’e´quation de Poisson,
(ρ Vk)
′′ = −(2p+ 1)ρS2k
nous pouvons de´duire l’expansion pour Vk.
Vk(ρ) =
d0
ρ
+ d1 + d2ρ
2k+2 + d3ρ
2k+3 + . . . (7.15)
Ces expansions seront e´value´es autour de l’origine ; nous pouvons donc les tronquer a` l’ordre o(ρ5). Pour
de´terminer les coefficients, il ne restera plus qu’a` injecter ces expressions dans nos e´quations (7.12). Pour
ce faire, il est pre´fe´rable de conside´rer chaque k se´pare´ment.
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Pour l’ordre k=1 :
Nous devons re´soudre les e´quations de Schro¨dinger-Newton : (ρS1)
′′ = −ρ(V0 + V1 − 2
ρ2
)S1
(ρ V1)
′′ = −3ρS21
(7.16)
Selon (7.14) et (7.15), il nous faut chercher des expansions pour S1 et V1 de la forme :
S1(ρ) = a0ρ+ a1ρ
2 + a2ρ
3 + a3ρ
4 + . . .
V1(ρ) =
d0
ρ
+ d1 + d2ρ
4 + . . .
(7.17)
Quant a` V0, nous connaissons son expansion autour de 0 graˆce a` (7.11). En remplac¸ant toutes ces fonctions
dans (7.16), nous trouvons les conditions suivantes sur les coefficients :
a0 au choix
a1 = −d0
a0
a2 =
1
10
((f0 − d1)a0 − d0a1)
a3 =
1
18
((f0 − d1)a1 − d0a2)
d0 au choix
d1 au choix
d2 = − 3
20
a20
Les choix de a0, d0 et d1 de´pendront les conditions frontie`res que nous voulons imposer en l’origine. A
l’ordre k = 0, nous posions S′0(0) = V
′
0(0) = 0, car c’e´tait cohe´rent avec la syme´trie sphe´rique. Mais a`
l’ordre k = 1, l’e´tat χ1 devra eˆtre associe´ aux premie`res harmoniques Y
−1
1 , Y
0
1 , Y
1
1 . Si l’on souhaite que
l’e´tat S1 soit continu en l’origine, il faut donc impe´rativement que S1(0) = 0, ce qui est bien ve´rifie´ par
la forme de notre expansion. Nous avons donc trois degre´s de liberte´ ; trois conditions initiales a` fixer.
[Hypothe`se] Pour simplifier la recherche de solutions, nous allons nous restreindre a` deux conditions
initiales libres en imposant que V1 soit lisse a` l’origine : c’est-a`-dire que d0 = 0. Dans ce cas, les coefficients
deviennent :
a1 = 0
a2 =
(f0 − d1)
10
a0
a3 = 0
d2 = − 3
20
a20
avec a0 et d1 qu’il reste a` fixer. C’est lors de la recherche de solutions normalisables que ces parame`tres
libres seront de´termine´s. En effet, nous voulons des solutions telles que S1(∞) = 0, pour la normalite´, et
telles que V1(∞) = 0, pour que le potentiel tende vers 0 en l’infini.
La re´solution nume´rique nous fournira finalement χ1 et φ1, dont ce dernier sera re´injecte´ dans les ordres
supe´rieurs.
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Pour l’ordre k=2 :
Effectuons encore cet exercice pour l’ordre k = 2. Les e´quations de Schro¨dinger-Newton a` re´soudre sont : (ρS2)
′′ = −ρ(V2 − 6
ρ2
− φ0 − φ1)S2
(ρ V2)
′′ = −5ρS22
(7.18)
On cherche des expansions en se´rie autour de 0 de la forme :
S2(ρ) = b0ρ
2 + b1ρ
3 + b2ρ
4 + . . .
V2(ρ) =
e0
ρ
+ e1 + . . .
En remplac¸ant toutes nos expansions (voir (7.11) et (7.17)) dans les e´quations de Schro¨dinger-Newton
(7.18), on trouve les conditions suivantes :
b0 au choix
b1 = − (e0 + d0)b0
6
b2 = − (f0 + d1 + e1)b0 + (e0 + d0)b1
12
e0 au choix
e1 au choix
A nouveau, nous voulons que l’e´tat soit lisse en l’origine, et les conditions a` imposer sont lie´es aux
harmoniques Y n2 . Nous devons imposer que S2(0) = 0, ce qui est de´ja` ve´rifie´.
[Hypothe`se] Nous nous retrouvons donc avec trois conditions initiales. Pour simplifier l’e´tude nume´rique,
nous allons nous restreindre au cas d’un potentiel lisse en l’origine : e0 = 0. Ceci signifie que le potentiel
sera constant proche de l’origine. Dans ce cas, les coefficients deviennent :
b1 = −d0b0
6
b2 = − (f0 + d1 + e1)b0 + d0b1
12
avec b0 et e1 dont les valeurs restent a` fixer. Elles seront de´termine´s lors de la recherche de solutions
normalisables ; en effet, nous cherchons des solutions telles que S2(∞) = 0 et V2(∞) = 0.
Pour les ordres k>2 :
On se rend compte qu’il est possible de continuer ceci pour les ordres supe´rieurs. Ne´anmoins, il arrivera
un certain ordre ou` nos expansions deviendront constantes puisqu’elles sont tronque´es a` l’ordre o(ρ4).
Conside´rons le potentiel Vk ; auquel on retire a` chaque fois le terme en 1/ρ pour que la fonction se
comporte bien en l’origine. Son comportement va rapidement devenir constant lorsque k augmente :
Vk(ρ) = d1 + d2ρ
2(k+1) + d3ρ
2(k+1)+1 + . . .
k≥27−→ Vk(ρ) = d1 + o(ρ5)
C’est de´ja` ce qu’on observe a` l’ordre k = 2.
Pour Sk, on arrivera e´galement a` une constante, mais seulement pour des ordres k > 4. En effet :
Sk(ρ) = a0ρ
k + a1ρ
k+1 + a2ρ
k+2 + a3ρ
k+3 + . . .
k≥57−→ Sk(ρ) = 0 + o(ρ5)
A ce stade, nous obtenons des conditions proches de l’origine Sk = 0, ce qui signifie que l’inte´gration
nume´rique nous rendra une solution Sk(ρ) = 0, ∀ρ.
Autrement dit, nous pouvons ne´gliger les solutions d’ordre supe´rieur a` k = 4.
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7.3 Etude nume´rique
Nous avons plusieurs e´tapes a` prendre en compte pour e´tudier nos solutions. Tous d’abord, nous allons
chercher des solutions stationnaires Ψnk = χkY
n
k pour les diffe´rents ordres. A ce stade, nos solutions ne
seront ni normalise´es, ni dimensionne´es. Ensuite, il faut nous rappeler que ces solutions ne sont pas des
e´tats a` part entie`re. L’e´tat Ψ est la superposition des diffe´rents Ψnk . C’est seulement lorsque les solutions
Ψnk sont connues que l’on peut conside´rer les solutions pour Ψ. A ce stade, on peut normaliser Ψ et
chercher quelle solution est associe´e a` l’e´nergie minimale. Mais, comme nous allons le voir, la recherche
de solutions s’ave`re plus complique´e a` cause de notre condition Vk(∞) = 0.
Pour l’ordre k=0 :
Nous avons de´ja` e´tudie´ le cas de la syme´trie sphe´rique. Nous savons donc qu’il existe une infinite´ de
solutions, associe´es a` des e´nergies et des normes diffe´rentes, selon la condition initiale S0(0) choisie.
n0 V0 S0 E ||χ0||2
0 1 1.088636938710230 -1.065735599380511 45.4744528451563
1 1 0.826474523774667 -0.757273936503723 88.1282849243212
2 1 0.744213788867689 -0.663979007721656 129.3939635928237
3 1 0.700145360057018 -0.614725118382967 169.6380182697226
4 1 0.671400593053027 -0.582875275998030 209.1426983797185
5 1 0.650614610639635 -0.559998214570672 248.0872518454415
6 1 0.634599531870136 -0.542460244678836 286.5825628833778
7 1 0.621719214727512 -0.528414837304990 324.7067609473937
8 1 0.611034493745437 -0.516807730173598 362.5173049738151
9 1 0.601961711588648 -0.506985484377812 400.0580991701651
A la figure 7.1, nous avons repris la solution χ0 pour n0 = 0. On y montre e´galement le potentiel φ0 et
son approximation
−3.5(n0 + 1)
ρ
. Ainsi, quand nous re´injecterons ce potentiel dans les ordres supe´rieurs,
nous aurons une approximation de ce potentiel en dehors de l’intervalle d’inte´gration [0, 35].
Figure 7.1 – L’image de gauche repre´sente χ0(ρ), tandis que l’image de droite nous montre φ0(ρ) et son
approximation en 1/ρ.
Les deux figures suivantes nous pre´sente cette solution associe´e a` son harmonique, c’est-a`-dire Ψ00(ρ, θ, ϕ) =
χ0(ρ)Y
0
0 (θ, ϕ). Nous avons fixe´ la variable θ a` pi/2, ce qui correspond en coordonne´es carte´siennes a` une
hauteur z = 0. La fonction Ψ00 est donc repre´sente´e a` la figure 7.2 selon ses variables ρ et ϕ. Nous sommes
ensuite passe´ en coordonne´es carte´siennes pour repre´senter Ψ00 selon x et y a` la figure 7.3. Re´pe´tons
encore que ces fonctions ne sont, a` ce stade, ni normalise´es, ni dimensionne´es.
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Figure 7.2 – Repre´sentations de la solution n0 = 0 pour Ψ
0
0 en coordonne´es sphe´riques. La variable θ
est fixe´e a` pi/2.
Figure 7.3 – Repre´sentations de la solution n0 = 0 pour Ψ
0
0 en coordonne´es carte´siennes. La variable z
est fixe´e a` 0.
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Pour l’ordre k=1 :
Nous re´injectons le potentiel φ0 et l’e´nergie E pour la solution n0 = 0 dans les e´quations de Schro¨dinger-
Newton pour k = 1. Puisque nous avons fixe´ d0 = 0, l’e´tude nume´rique de´pend ici de deux conditions
initiales, a0 = S
′
1(0) et d1 = V1(0). Fixons tout d’abord le parame`tre d1 a` une valeur quelconque et
cherchons une solution stationnaire. Par exemple, si a0 = 1, on peut trouver une valeur de d1 telle que
S1 converge. Le re´sultat est pre´sente´ a` la figure 7.4. Nous pouvons y constater que V1 ne converge pas
vers 0 pour ce jeu de parame`tres. En effet, si l’on calcule sa valeur a` l’infini (voir (7.13)),
V1(∞) = A1 = V1(0)− 3
∫ ∞
0
τS21(τ)dτ
on trouve que V1 converge vers 2.819.
Figure 7.4 – Inte´gration nume´rique pour k = 1 quand a0 = 1 et d1 = 1.884231258683528. L’image de
gauche nous montre que χ1 tend bien vers 0 a` l’infini. L’image de droite nous montre que φ1 tend vers
2.819 a` l’infini, au lieu de tendre vers 0.
Ainsi donc, le parame`tre a0 = 1 devra eˆtre adapte´ de manie`re a` trouver une solution telle que V1 tende
vers 0. Pour ce faire, nous avons utilise´ une me´thode de  shooting , c’est-a`-dire que nous avons teste´
plusieurs valeurs pour a0 et que nous avons choisi celle qui minimisait A1. On trouve alors que si a0
vaut entre 0.1643187 et 0.1643192, A1 est de l’ordre de 10
−5. Il est difficile d’eˆtre plus pre´cis pour a0
car les erreurs nume´riques commencent a` apparaitre et rendent la minimisation sur A1 impossible. Ces
erreurs nume´riques proviennent sans doute de la manie`re de fixer d1 pour que S1 converge vers 0. Il
faudrait revoir la me´thode de minimisation (c’est-a`-dire la me´thode intuitive) pour la rendre plus stable
face a` cette recherche. Quoiqu’il en soit, fixons pour le moment a0 a` 0.164319 et e´tudions les solutions
obtenues. Il est possible de trouver une valeur de d1 telle que S1 converge. Cette solution est repre´sente´e
a` la figure 7.5 et nous donne les valeurs suivantes :
n1 a0 d0 d1 A1 ||χ1||2
0 0.164319 0 0.593746458885238 3.421510−5 0.560174936755828
Nous voulons maintenant e´tudier les fonctions Ψn1 , n = −1, 0, 1. Comme l’harmonique sphe´rique Y 11
est complexe, notre solution Ψ11 sera e´galement complexe. La figure 7.6 nous montre Ψ
1
1 en coordonne´es
sphe´riques quand θ est fixe´ a` pi/2. Pour plus de clarte´, les isocourbes de ces meˆmes graphes sont reprises a`
la figure 7.7. Enfin, la fonction Ψ11 est repre´sente´es en coordonne´es carte´siennes, avec z = 0, a` la figure 7.8.
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Figure 7.5 – Inte´gration nume´rique pour k = 1 quand a0 = 0.164319 et d1 = 0.593746458885238.
L’image de gauche nous montre que χ1 tend bien vers 0 a` l’infini. L’image de droite nous montre φ1 ainsi
qu’une approximation de ce potentiel trouve´e graˆce a` une interpolation line´aire. Le potentiel φ1 tend bien
vers 0 car A1 = 3.4215 10
−5.
Figure 7.6 – Repre´sentation de la solution n0 = 1 (et n0 = 0) pour Ψ
1
1 en coordonne´es sphe´riques. La
variable θ est fixe´e a` pi/2. L’image de gauche nous montre la partie re´elle de Ψ11 et l’image de droite sa
partie complexe.
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Figure 7.7 – Isocourbes de la solution n0 = 1 (et n0 = 0) pour Ψ
1
1 en coordonne´es sphe´riques. La
variable θ est fixe´e a` pi/2. L’image de gauche nous montre la partie re´elle de Ψ11 et l’image de droite sa
partie complexe.
Figure 7.8 – Repre´sentation de la solution n0 = 1 (et n0 = 0) pour Ψ
1
1 en coordonne´es carte´siennes.
La variable z est fixe´e a` 0. L’image de gauche nous montre la partie re´elle de Ψ11 et l’image de droite sa
partie complexe.
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Il n’est pas ne´cessaire de repre´senter Ψ−11 car Y
−1
1 = −Y 11 . La fonction Ψ−11 aura donc la meˆme partie
complexe que Ψ11, tandis que sa partie re´elle de Ψ
−1
1 sera l’oppose´e de celle de Ψ
−1
1 .
La dernie`re harmonique a` conside´rer est donc Y 01 . A nouveau, nous repre´sentons cette fonction en coor-
donne´es carte´siennes a` la figure 7.9 puis en coordonne´es sphe´riques a` la figure 7.10.
Figure 7.9 – Repre´sentation de la solution n0 = 1 (et n0 = 0) pour Ψ
0
1 en coordonne´es sphe´riques. La
variable θ est fixe´e a` pi/2.
Figure 7.10 – Repre´sentation de la solution n0 = 1 (et n0 = 0) pour Ψ
0
1 en coordonne´es carte´siennes.
La variable z est fixe´e a` 0.
On peut constater que la solution Ψ01(x, y, z) n’est pas lisse en l’origine. Cela vient de notre condition
sur V ′1(0) : nous avons laisse´ ce coefficient libre au lieu de le fixer a` zero. Nous pourrions changer nos
hypothe`ses en fixant a0 a` 0 et en relaxant la condition sur d0. Mais on se rend compte qu’imposer a0 = 0
revient a` annuler tous les coefficients. L’inte´gration nume´rique ne nous rendra alors qu’une solution nulle.
Il est donc impe´ratif de conserver ce coefficient a0 non nul.
On pourrait encore chercher des solutions lorsque les trois parame`tres a0, d0 et d1 sont libres. Mais,
outre le fait que cette recherche va s’ave´rer complique´e en raison du nombre de degre´ de liberte´, nous
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aurons alors un proble`me de convergence. En effet, pour le moment, nous ve´rifions la convergence de V1
vers 0 graˆce au calcul de A1 :
V1(∞) = A1 = V1(0)− 3
∫ ∞
0
τS21(τ)dτ
Or si V1 posse`de une partie en 1/ρ, ce qui est le cas quand d0 est non nul, il est impossible de calcu-
ler V1(0). La seule solution pour savoir si V1 convergera vers 0 dans ce cas, c’est d’approximer V1 sur la fin
de son intervalle. Nous savons que cette fonction se comportera en 1/ρ quand S1 est nul. En approximant
V1 par une fonction b+ a/ρ, via une interpolation line´aire, nous pourrons de´terminer si V1 tend vers 0 en
e´tudiant la valeur de b. Les re´sultats rendus par cette me´thode sont cohe´rents avec A1, du moins jusqu’a`
une pre´cision de 10−4. Quand on se souvient que notre crite`re A1 est sensible aux erreurs nume´riques a`
partir de 10−5, cette me´thode d’approximation peut se re´ve´ler inte´ressante, du moins pour une premie`re
recherche de nos solutions. Comme nous l’avons signale´ plus haut, il faudra de toute manie`re ame´liorer
la stabilite´ de la me´thode utilise´e avant de penser a` la pre´cision.
Apre`s avoir trouve´ une solution pour le cas n1 = 0 = n0, nous nous sommes attaque´s au cas n1 > 1,
toujours pour n0 = 0 et sous l’hypothe`se d0 = 0. A nouveau, la pre´cision sur A1 s’ave`re exe´crable, mais
nous pouvons ne´anmoins en de´duire l’existence de solutions :
n1 a0 d0 d1 A1 ||χ1||2
1 0.290645306951 0 1.232444473768673 -1.4593 10−5 1.783003828195195
2 0.355036 0 1.590421638078222 1.5560 10−6 3.138638326057467
Nous avons repre´sente´ ces deux solutions au figures 7.11 et 7.12. Il semble donc possible de rechercher
des solutions pour l’ordre k = 1 quand n0 = 0.
Figure 7.11 – Inte´gration nume´rique pour l’ordre k = 1 (solution n1 = 1). L’image de gauche nous
montre que χ1 tend bien vers 0 a` l’infini. Le potentiel φ1 tend bien vers 0 car A1 = −1.4593 10−5.
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Figure 7.12 – Inte´gration nume´rique pour l’ordre k = 1 (solution n1 = 2). L’image de gauche nous
montre que χ1 tend bien vers 0 a` l’infini. Le potentiel φ1 tend bien vers 0 car A1 = 1.5560 10
−6.
Pour l’ordre k=2 :
Voyons ce qu’il en est pour l’ordre k = 2. Pour ce faire, nous injectons le potentiel V0 (solution n0 = 0)
et V1 (solution n1 = 0) dans les e´quations de Schro¨dinger-Newton pour l’ordre 2. En dehors de leurs
intervalles d’inte´gration, nous avons vu que ces potentiels peuvent eˆtre approxime´s par des fonctions
en 1/ρ. Comme pre´ce´demment, nous devons trouver un jeu de parame`tres b0 = S
′′
2 (0) et e1 = V2(0) qui
fait converger S2 et V2 vers 0.
Malheureusement, il ne semble pas possible d’annuler A2 en modifiant nos deux parame`tres d0 et e1.
Cela tient peut-eˆtre au fait que notre me´thode de recherche de solution n’est pas stable. Mais il se peut
e´galement que l’hypothe`se de continuite´ impose´e sur V2 soit trop forte. Il est possible qu’il faille introduire
la condition initiale e0 dans notre e´tude nume´rique. A ce stade, nous ne pouvons que supputer et remettre
cette recherches nume´rique a` de futures e´tudes.
Conclusion provisoire
Cette e´tude nume´rique s’est ave´re´e bien plus complexe que ce que nous attendions ; nous n’en sommes
donc pas arrive´s au bout. De plus, il sera ne´cessaire de stabiliser la me´thode utilise´e avant de pouvoir
continuer a` rechercher des solutions.
Il faudra e´galement de´velopper un algorithme pour trouver ces solutions. Pour le moment, les parame`tres
optimaux sont trouve´es via une me´thode d’essai-erreur qui se re´ve`le longue et qui ne´cessite d’eˆtre re´pe´te´e
pour chaque nouvelle solution. Ainsi, le temps nous a manque´ pour rechercher les solutions associe´es
a` n0 > 0.
Avant de refermer ce chapitre sur ce triste constat, voyons les conclusions que nous pouvons tirer de
nos premiers re´sultats. Nous avons trouve´ trois solutions a` l’ordre k = 1 associe´es a` n0 = 0. Ces trois
solutions sont associe´es a` des normes croissantes. Or nous savons que la norme totale se calcule par :
||Ψ||2
∞∑
k=0
(2k + 1)||χk||2 = ||χ0||2 + 3||χ1||2 + . . .
Cette norme totale sera donc e´galement de plus en plus grande lorsque n1 augmente. Ce qui signifie que
l’e´nergie normalise´e sera a` chaque fois plus e´leve´e :
n1 norme totale = ||χ0||2 + 3||χ1||2 Energie normalise´e (voir (7.8))
0 5.299250436441351 -0.037950752589997
1 8.967736849810535 -0.013252065372869
2 13.034640343397349 -0.006272651743802
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L’e´nergie la plus faible sera donc encore une fois associe´e au cas n1 = 0. Pourtant la fonction d’onde
de cet e´tat est diffe´rente de l’e´tat  collapse´  habituel. En effet, pour χ1 le maximum de probabilite´ se
situe a` un certain rayon ρ˜ non nul (voir figure 7.5), ce qui correspondrait a` une particule en orbite autour
de l’origine. Ainsi, l’ajout de moment cine´tique nous me`ne vers des syste`mes en orbite, comme nous le
pensions.
L’e´tat d’une particule avec du moment cine´tique, c’est-a`-dire avec du spin, se compose donc de plu-
sieurs e´tats propres ; le premier e´tant l’e´tat  collapse´  ou` le maximum de probabilite´ se trouve en
l’origine et le second correspondant a` une particule en orbite. Bien entendu, rien ne nous prouve pour le
moment que cette solution soit la plus stable ; il nous faudra d’abord conside´rer les solutions pour n0 > 0
avant de le certifier.
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Conclusions et perspectives
Nous avons, tout au long de ce me´moire, tente´ d’inte´resser le lecteur a` la proble´matique de la me´canique
quantique. Nous avons ainsi passe´ en revue les curiosite´s de cette the´orie plus mathe´matique que phy-
sique ; tout d’abord en de´taillant ses postulats, ensuite en pre´sentant quelques expe´riences connues. Nous
avons e´galement insiste´ sur les diffe´rences existant entre les phe´nome`nes quantiques et notre perception
habituelle du monde.
Par la suite, nous nous sommes concentre´s sur le proble`me de la de´cohe´rence des objets macrosco-
piques. Nous avons suivi l’ide´e relativiste de Penrose selon laquelle cette de´cohe´rence serait engendre´e
par la masse des particules. Penrose introduisit de nouvelles e´quations en lieu et place de l’e´quation de
Schro¨dinger pour ajouter des auto-interactions gravitationnelles aux syste`mes quantiques. Nos e´tudes
nume´riques ont par la suite prouve´ que cette hypothe`se e´tait digne d’inte´reˆt.
En effet, lorsque nous avons e´tudie´ ces e´quations, dites de Schro¨dinger-Newton, pour une seule parti-
cule, nous avons constate´ qu’une particule quantique se comporte presque comme une particule libre
soumise a` l’e´quation de Schro¨dinger. Nous en concluons que les auto-interactions n’induisent pas de
de´cohe´rence a` l’e´chelle quantique et sont donc ne´gligeables.
Pour les objets macroscopiques par contre, les auto-interactions gravitationnelles entrainent le collapse de
la fonction d’onde. Les objets a` notre e´chelle sont donc en parfaite de´cohe´rence et comple`tement localise´s.
Nous avons meˆme obtenu un ordre de grandeur interme´diaire qui semble faire la jonction entre les mondes
macroscopiques et microscopiques. De fait, les particules d’une masse comparable a` un virus devraient
pre´senter des comportements quantiques mais avec une le´ge`re de´cohe´rence. Il semble alors possible de
confirmer (ou d’infirmer) ces re´sultats par une e´tude expe´rimentale sur des particules de l’ordre du virus.
La partie suivante fut consacre´e a` une e´tude ine´dite des e´quations de Schro¨dinger-Newton pour deux
particules. Nous y avons conside´re´ deux expressions des e´quations, qui nous rendent des re´sultats quelque
peu diffe´rents. La premie`re expression est un de´couplage des e´quations de Schro¨dinger-Newton selon le
centre de masse. Cette me´thode semble mener a` une cohe´rence accrue par rapport au cas a` une particule.
Deux particules interagissant e´taleraient le pic de probabilite´ et donc la zone spatiale ou` il sera possible
d’observer les particules.
La deuxie`me expression provient de la formulation de Diosi des e´quations de Schro¨dinger-Newton ; for-
mulation a` laquelle nous avons ajoute´ avec une de´composition selon les e´tats de chaque particule. Cette
me´thode n’a e´te´ e´tudie´e que pour deux particules de masses e´gales et semble mener, cette fois-ci, a` une
de´cohe´rence accrue. Avec cette formulation des e´quations, l’interaction entre les deux particules acce´le`re
la de´cohe´rence en abaissant l’e´nergie du syste`me.
Dans la dernie`re partie de ce me´moire, nous avons voulu relaxer l’hypothe`se de la syme´trie sphe´rique
et e´tudier le cas ge´ne´ral des e´quations de Schro¨dinger-Newton. Les e´quations refle`tent alors la cine´tique
de rotation inhe´rente aux syste`mes et nous avons pu trouver des solutions autorisant une particule en
rotation. Nous n’avons qu’a` peine entame´ cette e´tude car elle ne´cessite une approche diffe´rente de celle
utilise´e dans ce me´moire.
Nos re´sultats sont certes inte´ressants, mais e´galement bien maigres compare´s a` ce qu’il reste a` accomplir.
Tout d’abord nos hypothe`ses sont tre`s fortes et restreignent l’application pratique et l’interpre´tation de
ces re´sultats.
Il serait par exemple inte´ressant d’e´tudier les e´quations dans le cas non stationnaire, ce qui a de´ja` e´te´
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fait pour une particule dans d’autres papiers. Nous pourrions e´galement conside´rer des objets e´tendus au
lieu de particules ponctuelles ; cette suggestion prend tout son sens lorsqu’on e´tudie des objets dont la
masse est de l’ordre du kilo. Ensuite, il ne faut pas oublier que certaines de nos hypothe`ses portent sur les
conditions initiales des inte´grations nume´riques ; les modifier changera l’ordre de grandeur des solutions
trouve´es. Enfin, cette e´tude s’est base´e sur des particules libres, soumises exclusivement a` leurs auto-
interactions. Nous pourrions ajouter des interactions inter-particules classiques comme la gravitation ou
l’e´lectromagne´tisme.
Toutes ces suggestions nous rapprocheraient des syste`mes physiques mais rajouteraient ine´vitablement
de la complexite´ aux e´quations.
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Annexe A
De´composition selon le centre de
masse
Nous avons repris ci-dessous les calculs ne´cessaires a` l’inte´gration nume´rique des e´quations de Schro¨dinger-
Newton a` deux particules de´compose´es selon le centre de masse (voir section 6.1).
Enlever les unite´s
Nous re´e´crivons ci-dessous les e´quations de Schro¨dinger-Newton (6.4) et (6.5), avec l’expression station-
naire entre crochets, en ajoutant des e´toiles pour signaler que ces grandeurs portent des unite´s :
(
− ~
2
2M
∇2R∗ +MΦ∗R
)
Ψ∗R =
(
i~
∂
∂t∗
+ Λ∗
)
Ψ∗R {= E∗RΨ∗R}
∇2R∗Φ∗R = 4piGM |Ψ∗R|2
(
− ~
2
2µ
∇2s∗ + µΦ∗s
)
Ψ∗s =
(
i~
∂
∂t∗
− Λ∗
)
Ψ∗s {= E∗sΨ∗s}
Φ∗s(s, t) = Φ
∗
R(R = s, t) + φ
∗
s(s, t)
∇2s∗φ∗s = 4piGµ|Ψ∗s|2
(A.1)
A nouveau, ce syste`me pre´sente une invariance d’e´chelle :
(Ψ∗R/s, Φ
∗
R/s, φ
∗
s, E
∗
R/s, Λ
∗) → σ2 (Ψ∗R/s, Φ∗R/s, φ∗s, E∗R/s, Λ∗)
(R∗, s∗) → σ−1 (R∗, s∗)
t∗ → σ−2 t∗
(A.2)
ou` σ ∈ R. On ne supposera pas force´ment que Ψ∗(R∗, s∗, t∗) est normalisable, il faudra donc controˆler
cette valeur et, au besoin, ajuster le syste`me graˆce a` σ. De fait, l’effet de σ sur les normes est :
‖ Ψ∗R/s ‖2 → σ ‖ Ψ∗R/s ‖2
‖ Ψ∗ ‖2=‖ Ψ∗R ‖2 ‖ Ψ∗s ‖2 → σ2 ‖ Ψ∗ ‖2
Nous aimerions maintenant re´-exprimer notre syste`me (A.1) sans unite´. Inspirons nous de la mise a`
l’e´chelle re´alise´e pour une particule (voir (5.3) page 40) pour imposer la forme de notre syste`me sans
unite´ :
95

(−∇2R + ΦR)ΨR = (i ∂∂t + Λ
)
ΨR {= ERΨR}
∇2RΦR = |ΨR|2
(
−M
µ
∇2s +
µ
M
Φs
)
Ψs =
(
i
∂
∂t
− Λ
)
Ψs {= EsΨs}
Φs(s, t) = ΦR(R = s, t) + φs(s, t)
∇2sφs =
µ
M
|Ψs|2
(A.3)
On demande en plus que les normes sur ΨR et Ψs soient conserve´es lors de cette mise a` l’e´chelle. Le
redimensionnement suivant permet de remplir ces conditions :
R = δR∗ avec δ =
8piGM3
~2
[
1
m
]
s = δs∗
ΨR/s = αΨ
∗
R/s avec α =
√
1
δ3
[√
m3
]
ΦR/s = βΦ
∗
R/s avec β =
1
4piGMδ
[
s2
m2
]
φs = βφ
∗
s
ER/s = E
∗
R/s avec  =
β
M
[
s2
kgm2
]
Λ = Λ∗
t = γt∗ avec γ =
1
~
[
1
s
]
(A.4)
En pratique, nous allons re´soudre nume´riquement les e´quations (A.3). Quand nous aurons trouve´ les
solutions ΨR et Ψs, nous pourrons calculer ‖ Ψ ‖2 et normaliser les e´quations.
Equations stationnaires et syme´trie sphe´rique
Reprenons les e´quations dans le cas stationnaire en y introduisant les notations suivantes :
SR = ΨR
VR = ER − ΦR
Ss = Ψs
Vs = Es − µ
M
φs
(A.5)
Pour retrouver les e´nergies, il faudra e´tudier VR/s(∞) puisque les potentiels s’annulent a` grande distance.
[Hypothe`se] On va e´galement supposer que les fonctions d’e´tats SR et Ss sont re´elles.
Les e´quations (A.3) deviennent alors : ∇
2
RSR = −SRVR
∇2RVR = −S2R{ ∇2sSs = −cSs (Vs − cΦR=s)
∇2sVs = −(cSs)2
(A.6)
ou` c = µM et ΦR=s signifie ΦR(R = s).
A nouveau, nous allons conside´rer le cas de la syme´trie sphe´rique ou` seuls les rayons ρR, ρs nous
inte´ressent. On peut alors re´e´crire les e´quations de Schro¨dinger-Newton comme :
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
(ρR SR)
′′ = −ρR SRVR
(ρR VR)
′′ = −ρR S2R
(ρs Ss)
′′ = −ρs cSs (Vs − cΦR=s)
(ρs Vs)
′′ = −ρs (cSs)2
(A.7)
ou encore 
(ρ2R S
′
R)
′ = −ρ2R SRVR
(ρ2R V
′
R)
′ = −ρ2R S2R
(ρ2s S
′
s)
′ = −ρ2s cSs(Vs − cΦR=s)
(ρ2s V
′
s )
′ = −ρ2s (cSs)2
(A.8)
ou` le ()′ de´note une de´rivation par rapport au rayon. Le calcul de la norme se simplifie e´galement en :
‖ SR/s ‖2= 4pi
∫
ρ2S2R/sdρ
Nous e´tudierons le syste`me (A.7). Sous cette expression, les e´quations pour la particule fictive seront
sensibles au facteur c et a` l’influence de ΦR. Il est de´ja` possible de comprendre les limites d’un tel
syste`me. En effet, le facteur c prend en compte l’effet des masses et permet de connaitre l’importance
relative des fonctions du centre de masse par rapport a` celles de la particule fictive. Mais si ce facteur
devient trop important, ou trop faible, il va mal conditionner les e´quations, et celles-ci vont se re´ve´ler
difficile a` inte´grer nume´riquement.
Re´sultats analytiques
Il est possible de re´-exprimer le syste`me (A.7) en inte´grant (A.7) et (A.8) :
SR(ρ) = SR0 −
∫ ρ
0
(
τ − τ
2
ρ
)
SR(τ)VR(τ) dτ
VR(ρ) = VR0 −
∫ ρ
0
(
τ − τ
2
ρ
)
S2R(τ) dτ
Ss(ρ) = Ss0 −
∫ ρ
0
(
τ − τ
2
ρ
)
cSs(τ)(Vs(τ)− dΦR(R = τ)) dτ
Vs(ρ) = Vs0 −
∫ ρ
0
(
τ − τ
2
ρ
)
(cSs(τ))
2 dτ
ou` SR/s0 = SR/s(0), VR/s0 = VR/s(0). Ces dernie`res sont les conditions initiales a` fournir pour pouvoir
commencer l’inte´gration. Les e´quations du centre de masse (voir (A.7)) se re´sumant a` des e´quations de
Schro¨dinger-Newton pour une particule, nous les traiterons comme pre´ce´demment : VR0 sera fixe´ a` 1 et
les valeurs de SR0 qui rendent des solutions stationnaires nous sont alors connues.
En ce qui concerne les e´quations de la particule fictive, le proble`me est plus complexe. En re´e´crivant ces
e´quations sous la forme suivante {
(ρs Ss)
′′ = −ρs cSsK
(ρs Vs)
′′ = −ρs (cSs)2 (A.9)
avec K = Vs − cΦR=s, on peut en tirer une analyse similaire au cas a` une particule. Le cas Ss0 = 0 ne
sera bien entendu pas inte´ressant. De meˆme, on peut se restreindre a` l’analyse des Ss0 positifs puisque
les e´quations sont invariantes par changement de signe sur S. En ce qui concerne la fonction Vs, elle sera
de´croissante car
V ′s (ρ) = −
1
ρ2
∫ ρ
0
τ2c2S2s (τ)dτ
En regardant les e´quations (A.9), on se rend compte que la fonction ρSs(ρ) sera oscillante tant que K(ρ)
est positive. Quand K(ρ) passe dans les ne´gatifs, ρSs(ρ) devient alors exponentielle. Autrement dit, nous
devons fournir une valeur initiale K(0) > 0, c’est-a`-dire Vs0 > cΦR=s(0), pour avoir une chance de trouver
des solutions normalisables.
En pratique, n’importe quel choix de Vs0 > cΦR=s(0) semble convenir dans la recherche de solutions
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stationnaires. Notre proble`me, a` ce stade, c’est qu’il ne nous est plus permis de fixer Vs0 comme bon nous
semble. En effet, nous n’avons qu’une seule normalisation (A.2) portant sur les 4 fonctions SR/s, VR/s, ce
qui signifie que nous ne pouvons imposer qu’une seule condition initiale : VR0 . The´oriquement, rien ne
nous permet de fixer Vs0 .
[hypothe`se] Mais nous ne pouvons pas nous permettre d’e´tudier le continuum Vs0 ∈]0,∞[ ; nous allons
donc imposer arbitrairement K(0) = 1, c’est-a`-dire Vs0 = 1 + cΦR=s(0).
Une fois qu’on obtient des solutions normalisables, les e´nergies se calculent graˆce a` une expansion de
VR/s selon ρ
−1 :
VR/s(ρ) = AR/s +
BR/s
ρ
+ . . . et donc ER/s = VR/s(∞) = AR/s
ou` AR = VR0 −
∫ ∞
0
τS2R(τ) dτ, BR =
∫ ∞
0
τ2S2R(τ) dτ
et ou` As = Vs0 −
∫ ∞
0
τ(cSs)
2(τ) dτ, Bs =
∫ ∞
0
τ2(cSs)
2(τ) dτ
Re´sultats nume´riques
[hypothe`se] Pour le caracte`re lisse des fonctions, on impose Ψ′R/s(0) = Φ
′
R/s(0) = φ
′
s(0) = 0 et donc
S′R/s(0) = V
′
R/s(0) = 0.
L’intervalle d’inte´gration va de ρ = 0 a` un certain ρmax. Mais les inte´grateurs nume´riques ne peuvent pas
ge´rer les e´quations en ρ = 0. Il faut faire une inte´gration a` partir de ρ = ρinit au lieu de ρ = 0. Les valeurs
de S et V en ρinit doivent eˆtre approxime´es. Cette approximation peut eˆtre obtenue par une expansion
en se´rie autour de ρ = 0 1 :
SR(ρ) = SR0 −
ρ2
6
SR0 VR0 +
ρ4
120
SR0 (S
2
R0
+ V 2R0) + . . .
VR(ρ) = VR0 −
ρ2
6
S2R0 +
ρ4
60
VR0 S
2
R0
+ . . .
Ss(ρ) = Ss0 −
ρ2
6
c Ss0 k +
ρ4
120
c2Ss0 (cS
2
s0 + k
2 + S2R0) + . . .
Vs(ρ) = Vs0 −
ρ2
6
c2 S2s0 +
ρ4
60
c3 kS2s0 + . . .
ou` k = Vs0 − c ΦR0 . Comme condition finale, nous imposerons bien entendu que SR/s → 0 quand ρ→∞.
Nous sommes a` pre´sent pare´s pour inte´grer les e´quations.
Puisque nous avons e´tudie´ les e´quations de Schro¨dinger-Newton pour une particule, nous connaissons
de´ja` les solutions stationnaires pour le centre de masse. A partir de la`, on trouve facilement ΦR. Il ne
nous reste qu’a` inte´grer les e´quations pour la particule fictive, mode´lise´es suivant :
A = [Ss, Xs, Vs, Ys] ou` Xs = (ρSs)
′, Ys = (ρVs)′.
A(1)′ =
A(2)−A(1)
ρ
A(2)′ = −ρ c A(1) (A(3)− c ΦR=s)
A(3)′ =
A(4)−A(3)
ρ
A(4)′ = −ρ (c A(1))2
Nous utiliserons la me´thode intuitive pour rechercher la valeur de Ss0 (lorsque Vs0 = 1 + cΦR=s(0)) qui
rend une solution stationnaire. Les re´sultats nume´riques sont pre´sente´s dans la section 6.1, page 58.
1. Les de´rive´es de S et V en ρ = 0 sont obtenues par des de´rivations successives de (A.7).
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Annexe B
De´composition selon les particules
Nous avons repris ci-dessous les calculs ne´cessaires a` l’inte´gration nume´rique des e´quations de Schro¨dinger-
Newton a` deux particules, propose´es par Diosi et de´compose´es selon les particules (voir section 6.2).
Enlever les unite´s
Comme pre´ce´demment, nous re´e´crivons les e´quations de Schro¨dinger-Newton (6.9), en notant l’expression
stationnaire entre crochets et en ajoutant des e´toiles au grandeurs dimensionne´es. Nous abandonnons
e´galement la distinction entre r1 et r2 puisqu’elle n’intervient plus dans les e´quations.
− ~
2
2m1
∇2r∗Ψ∗1 +m1Φ∗Ψ∗1 =
(
i~
∂
∂t∗
− Λ∗
)
Ψ∗1 {= E∗1Ψ∗1}
− ~
2
2m2
∇2r∗Ψ∗2 +m2Φ∗Ψ∗2 =
(
i~
∂
∂t∗
+ Λ∗
)
Ψ∗2 {= E∗2Ψ∗2}
∇2r∗Φ∗ = 4piG(m1|Ψ∗1|2 +m2|Ψ∗2|2)
La somme des e´nergies E1 et E2 nous donnera alors l’e´nergie totale E. L’invariance d’e´chelle de ce syste`me
est :
(Ψ∗1/2, Φ
∗, E∗1/2, Λ
∗) → σ2 (Ψ∗1/2, Φ∗, E∗1/2, Λ∗)
r∗ → σ−1 r∗
t∗ → σ−2 t∗
dont l’influence sur la norme est
‖ Ψ ‖2 → σ ‖ Ψ ‖2
Cette invariance nous permettra de normaliser les solutions. Attention toutefois que cette fois-ci nous
avons suppose´ que Ψ1 et Ψ2 e´taient toutes les deux normalise´es.
Nous allons maintenant enlever les unite´s de ce syste`me. Pour ce faire, on applique le changement de
variable suivant qui conserve les normes :
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
r = δr∗ avec δ =
8piGm31
~2
[
1
m
]
Ψ1/2 = αΨ
∗
1/2 avec α =
√
1
δ3
[√
m3
]
Φ = βΦ∗ avec β =
1
4piGm1δ
[
s2
m2
]
E1/2 = E
∗
1/2 avec  =
β
m1
[
s2
kgm2
]
Λ = Λ∗
t = γt∗ avec γ =
1
~
[
1
s
]
(B.1)
Nous travaillerons donc a` partir du syste`me
−∇2rΨ1 + ΦΨ1 =
(
i
∂
∂t
− Λ
)
Ψ1 {= E1Ψ1}
−1
η
∇2rΨ2 + ηΦΨ2 =
(
i
∂
∂t
− Λ
)
Ψ2 {= E2Ψ2∗}
∇2rΦ = (|Ψ1|2 + η|Ψ2|2)
(B.2)
Equations stationnaires et syme´trie sphe´rique
Reprenons les e´quations stationnaires et posons
S1 = Ψ1
S2 = Ψ2
V1 = E1 − Φ
V2 = E2 − Φ
Nous obtenons alors 
∇2rS1 = −V1S1
∇2rS2 = −η2V2S2
∇2rV1 = −(|S1|2 + η|S2|2)
∇2rV2 = −(|S1|2 + η|S2|2)
En syme´trie sphe´rique, les e´quations de Schro¨dinger-Newton deviennent
(ρS1)
′′ = −ρV1S1
(ρS2)
′′ = −ρη2V2S2
(ρV1)
′′ = −ρ(|S1|2 + η|S2|2)
(ρV2)
′′ = −ρ(|S1|2 + η|S2|2)
(B.3)
ou encore 
(ρ2S′1)
′ = −ρ2V1S1
(ρ2S′2)
′ = −ρ2η2V2S2
(ρ2V ′1)
′ = −ρ2(|S1|2 + η|S2|2)
(ρ2V ′2)
′ = −ρ2(|S1|2 + η|S2|2)
(B.4)
Et le calcul de la norme devient : ||Ψ1/2||2 = 4pi
∫
ρ2S21/2 dρ.
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Re´sultats analytiques
Les expressions (B.3) et (B.4) nous permettent d’exprimer les fonctions S1/2 et V1/2 comme :
S1(ρ) = S10 −
∫ ρ
0
(
τ − τ
2
ρ
)
S1(τ)V1(τ) dτ
V1(ρ) = V10 −
∫ ρ
0
(
τ − τ
2
ρ
)
(S21 + ηS
2
2(τ)) dτ
S2(ρ) = S20 −
∫ ρ
0
(
τ − τ
2
ρ
)
η2S2(τ)V2(τ) dτ
V2(ρ) = V20 −
∫ ρ
0
(
τ − τ
2
ρ
)
(S21 + ηS
2
2(τ)) dτ
ou` S1/20 = S1/2(0), V1/20 = V1/2(0) sont les conditions initiales a` fixer.
Les e´quations (B.3) sont invariantes si S1 ou S2 change de signe. On peut donc se restreindre a` l’e´tude
de S1/20 positifs, le cas nul e´tant bien suˆr rejete´. Les fonctions V1/2 seront de´croissantes car
V ′1/2(ρ) = −
1
ρ2
∫ ρ
0
τ2(S21(τ) + etaS
2
2(τ)) dτ
De plus, le syste`me (B.3) nous dit que (ρS1/2) sera oscillante tant que V1/2 > 0 et exponentielle
quand V1/2 < 0. Autrement dit, pour trouver des solutions convergentes, il nous faudra des conditions
initiales V1/20 > 0.
[NB] Dans les re´sultats de la section 6.2 sur la de´composition selon les particules, nous n’e´tudierons que
le cas de masses e´gales, c’est-a`-dire η = 1. Dans ce cas, les e´quations sont totalement syme´triques :
(ρS1)
′′ = −ρV1S1
(ρS2)
′′ = −ρV2S2
(ρV1)
′′ = −ρ(|S1|2 + |S2|2)
(ρV2)
′′ = −ρ(|S1|2 + |S2|2)
(B.5)
Nous aurons donc V2 = V1, E1 = E2, Ψ1 = Ψ2, S10 = S20 . Si on re´e´crit les e´quations en omettant les
indices, on trouve un syste`me comparable au cas a` une particule ou` seul un facteur 2 intervient sur la
fonction V : {
(ρS)′′ = −ρV S
(ρV )′′ = −2ρ|S|2
Finalement, nous fixerons V10 = V20 = 1, puisque la normalisation nous le permet, et chercherons quelles
valeurs de S10 = S20 nous rendront des solutions stationnaires. Les solutions sont e´tudie´es dans les
re´sultats de la section 6.2.
Apre`s cette parenthe`se, reprenons nos de´veloppements pour n’importe quelles masses. Pour le calcul des
e´nergies, nous utilisons une expansion pour V1/2 :
V1/2(ρ) = A1/2 +
B1/2
ρ
+ . . . et donc E1 = V1(∞) = A1
E2 = ηV2(∞) = ηA2
ou` A1/2 = V1/20 −
∫ ∞
0
τ(S21(τ) + ηS
2
2(τ)) dτ,
B1/2 =
∫ ∞
0
τ2(S21(τ) + ηS
2
2(τ)) dτ
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Re´sultats nume´riques
Imposons encore que V ′1/2(0) = 0 et S
′
1/2(0) = 0 pour garder le caracte`re lisse. Il ne nous reste qu’a`
exprimer nos fonctions en ρinit :
S1(ρ) = S10 −
ρ2
6
S10 V10 +
ρ4
120
S10 (S
2
10 + V
2
10 + ηS
2
20) + . . .
S2(ρ) = S20 −
ρ2
6
η2S20 V20 +
ρ4
120
η2S20 (S
2
10 + η
2V 220 + ηS
2
20) + . . .
V1(ρ) = V10 −
ρ2
6
(S210 + ηS
2
20) +
ρ4
60
(S210V10 + η
3S220V20) + . . .
V2(ρ) = V20 −
ρ2
6
(S210 + ηS
2
20) +
ρ4
60
(S210V10 + η
3S220V20) + . . .
Nous utilisons alors la mode´lisation suivante pour inte´grer nos e´quations :
A = [S1, X1, V1, Y1, S2, X2, V2, Y2] ou` X1/2 = (ρS1/2)
′, Y1/2 = (ρV1/2)′.
A(1)′ =
A(2)−A(1)
ρ
A(2)′ = −ρ A(1) A(3)
A(3)′ =
A(4)−A(3)
ρ
A(4)′ = −ρ (A(1)2 + ηA(5)2)

A(5)′ =
A(6)−A(5)
ρ
A(6)′ = −ρ η2A(5) A(7)
A(7)′ =
A(8)−A(7)
ρ
A(8)′ = −ρ (A(1)2 + ηA(5)2)
Nous avons donc lance´ l’inte´gration pour rechercher les solutions dans le cas de masses e´gales. Les re´sultats
sont fournis a` la section 6.2, page 70.
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