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I. INTRODUCTION 
In the usual notation, let 
f(s) = f a,@““, s = CT + it, 0 < A, < A,+1 (n 2 11, 4 + 00, (1) 
1 
be an entire Dirichlet series, by definition absolutely convergent for all 
finite s. Then it is easy to verify that the series can be differentiated term by 
term any number of times p, the result of differentiation being also an entire 
Dirichlet series,f(“)(s). Forf(s), let us define as usual: 
p(0) = “,“?: I a, I PA@ = I a, I @“, where v = v(u), A, = A(u). (2) 
, 
It is sometimes convenient to write 
M(u) = MO(u), w4 = ~(4, P(U) = P0(4, v(u) = VW, 
A(u) = no(u) (2’) 
especially when we are considering these functions of u along with 
Mptu), SSSP(U), *pw defined for f(P)(s) 
(3) 
in the order mentioned, exactly as M(u), m(u), p(u), v(u), n(u) are defined 
for f(s). 
Theorem I of this note imposes on {X,} in (1) an extra condition, viz. (5) 
1 
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below (naturally suggested by the case of entire power series where A, = n), 
together with a condition on the function A(o), i.e., a condition in effect on 
the rank Y of the maximum term ~(0) of m(u), and proves the result: 
log p(u) - log M(a) - log rm(u) (u--f co). 
The result is of some interest because it does not explicitly involve the Ritt- 
order p off(s), defined by 
lim sup log log M(u) = P; 
o+m U (4) 
more precisely, because the result contains two particular cases which are 
not directly related: (i) a theorem for finite p, given by Sugimura ([l], Satz 5), 
and stated in a slightly augmented form by Clunie ([12], p. 162), (ii) a theorem 
of Azpeitia’s ([3], Theorem 2) for finite or infinite p. Theorem II extends the 
chain of asymptotic equalities of Theorem I, viz. 
log p(u) N log M(u) - log !N(u), 
by showing that each member of the chain is also asymptotically equal to 
log&J) - log &P(u) - log W(u) (p = 1,2,...). 
The main tool used in the proofs of Theorems I and II is an auxiliary result 
(inequality (7) of L emma 4 of the next section) which in a special case p = 1 
originates from a joint paper by C. T. Rajagopal and the author [4]. 
The same tool with some modification is used to construct the proof 
of Theorem III. This theorem retains the extra condition (5) on {&} in 
Theorems I and II, but assumes the Ritt-order p to be infinite and 
shows that each of the functions log pP(u), log &‘p(u) and log %lP’(u) bears 
the same simple direct asymptotic relation to A(u), p now being a given 
integer or even any integer-valued function of CI such that 
as u -+ co. Theorem III was first proved, by Clunie [2] for IMP(o) defined with 
respect to the pth derivative of an entire power series, and by S. M. Shah ([7], 
Theorem 1) for the function &P(U), defined with respect to the power series 
itself. However, the method of proof of Theorem III is different from that of 
Clunie for his special case of the theorem. 
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II. LEMMAS 
Of the following lemmas used to prove the theorems of the next section, 
the first two are well-known and stated without proofs, the third and the 
fifth are not new but their proofs are short and recalled here to facilitate easy 
reading, while the fourth lemma (which is fundamental to this note) is 
accompanied by a detailed proof and some comments needed later. 
LEMMA 1 (Sugimura [lo], p. 267). Dejning p(u) and A(u) us in (21, we 
have 
log P(U) = log P(u,,) + f 44 dx. 
00 
LEMMA 2 (Shah [6], Theorem 1; Srivastav [7], Theorem 3). If {An} in 
(1) is subject to the supplementary condition, 
limlogn=O - , n-CC Al 
which is implied in particular by condition (5) of Lemma 4, then we have, in the 
notation of (2) and (4), 
This result, with an addition, was proved by S. M. Shah for power 
series and extended by R. P. Srivastav to Dirichlet series by an argument 
essentially the same as Shah’s,’ 
LEMMA 3. In the notation of (2’) and (3), 
np-l(u) < -!!I?& < D(u) 
cLP-Y4 
(p = 1, 2,... . 
PROOF. The proof given below for p = 1 obviously admits of extension to 
any positive integer p. 
1 There is a gap in Srivastav’s argument which may be filled as follows. What 
he has actually proved is Lemma 2 with p replaced by p* which is defined: 
lim sup 1% log cl(o) = P* . *-co (I 
But p* = p if lim,,+,, sup log n/A, = D < CO. (See e.g. [4] Theorem 1.) 
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Since we defined rJ = G(U) and D(U) = A,I for-f’(s) exactly as Y and A(O) 
forf(s) we have plainly 
while 
Lemma 3 for p = 1 follows from the last two steps. 
LEMMA 4. If {A,,) in (1) satisfies the additional condition: 
Ii y+;up 
log n 
--E-C<, 
1% &l (5) 
then we have, in the lzotation of (2) and (3), for any constant cy > 0 and all 
large u: 
!IX(u) < const ~(0) {A(u + 01)}~+’ (6) 
iUP < const p(u){A(u + CX)}~+P+~ (P = 1, L.), (7) 
where l is given positive number as small as we please, the constants depend on c, 
and in (7), 
const < C(p + l)p+l+E+c (C is independent of p). (7’) 
PROOF. (6) may be treated as the case p = 0 of (7) and proved exactly 
like (7). However, it is convenient to keep (6) apart from (7), and prove (7) 
alone as follows, leaving the proof of (6) to the reader. 
By definition, 
where we shall presently choose R as a function of u suited to our purpose. 
If supSal I a, I e (~+~),+n corresponds to n = N, then, in the notation of (2), 
A, = A(v + R), and we get (using only definitions): 
‘iW(u) < 1 fzN 1 e(“+R)AN 2 &Pe-RAn 
1 
=p(a)eR”b+R) m xpe-R2 dn(x), 
0 
(8) 
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where n(x) is the number of A,,% not exceeding 71, so that, by using (5) we 
can choose X satisfying the condition: 
log 44 log <E + e, or n(x) < x=+6, for x > X(E). (9) 
From (8) and (9), 
Y.P(u) < p(u) eRAfofR) 
where 
4-v x = Rp-l 1, {p(R~)~-l ebRz + (Rx)~ e-R*} dx 
< 4X)X Rp-l {p(p - l)“-l e-(*l) + pPe-3, 
the first term within flower brackets in the last step being interpreted as 1 
when p = 1. For, sup,>, upe-” = either ppe-p or 1 according as p > 1 or 
p = 0. Thus, in (lo), the first term on the right side is 
s 
x 
p(a) eRA(o+R) . . . < &(u) @lb+R) R-t'-l'(p + 1)ptl , (11) 
0 
where Kl is a constant independent of p. Further, the second term on the 
right side of (10) is, on account of (9), 
p(u) &No+R) ; . . . < p(u) eRA(ctR) 
s 
co #+c(pxv-le-Rx + x~Re-Ra) & 
x 
= 44 p 
Ab+R) R-@+E+c) 
X 
I 
zR (@VtE+e-le-U + UP+E+~e-U) & 
< p(u) eRA(,=fR) R-(*E+c) 2I’(p + E + E + 1) 
< Kti(u) $Ab+R) R-b+E+d(p + l)"+l+E+c , (12) 
where K, is a constant independent of p. Hence, using (11) and (12) in (lo), 
we obtain 
!UP(u) < K(p + l)*+l+x+c p(u) &Wo+R){R+--1) + R-WtEtO}, (13) 
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where K = max (Kr , Ks). Now choosing 
so that 
1 
R = A(u + a) 
R-t0 (u+ + co), 
4~ + R) 
R4u + R) = A(u + a) < 1 (0 > 4, (14) 
we get from (13) the conclusion (7) for all large (T in the form: 
rmP(u) < 2Ke(p + l)*+l+“+c p(u) {A(u + a)}p+E+Y 
COMMENTS ON (7) OF LEMMA 4. It is with a purpose that the preceding 
proof has labored to express the constant in (7) as in (7’), i.e., as a product 
of two factors one of which is independent of p and the other is a function 
of p. For the proofs of Theorem 1 and 2 where p is a given positive integer, 
(7’) is not required. But, for proving Theorem 3 where p is a function of u 
tending to infinity with (T, (7’) is required with two modifications as follows: 
(i) (T tends to infinity through a certain sequence of values, (ii) R = R(a) 
is a function of u and, in fact, a function of A(u) tending steadily to 0 as 
u-+ 0~) through the sequence of values in (i), such that RA(u + R) < 1 for 
all sufficiently large values of u in the sequence, and (14) is consequently 
satisfied. With these modifications, (7) becomes 
%TP(u) < C(p + l)p+l+E+’ P(u) {R(u)}-(~+~+~) (15) 
for all sufficiently large values of u in the sequence, C being a constant inde- 
pendent of p as in (7’). 
LEMMA 5. In the notation of (2)) and with the assumption (5) of Lemma 4, 
we have, corresponding to any small E > 0 
M(u) < const ~(a + E), (16) 
where the constant depends on E. 
PROOF. We first choose a positive integer N(E) such that 
logn<+, or n < ecW2, for n > N, (17) 
this being possible by the implication log n/A, + 0 (n -+ CO) of (5). 
TERM AND MODULUS OF DIRICHLET SERIES 7 
Using definitions and (17), we get 
The last inequality is of the required form in (16). 
III. THEOREMS 
The theorems of Sugimura and Azpeitia referred to in the Introduction 
are the following. 
THEOREM S (Sugimura [l], p. 265). In the notation of the Introduction, 
let an entire Dirichlet series (I), of Jinite Ritt-order p, have (&} obeying the 
additional assumption (5) of Lemma 4. Then 
log /L(u) N log M(u) (u --t co)2 
THEOREM A (Azpeitia [3], p. 720). Suppose that, in an entire Dirichlet 
series (1)) offnite or infinite Ritt-order, {&} is subject to the additional assump- 
tion 
lizinf (An - &) > 0 w-9 
Suppose also that, in the notation of (2), either 
lim log log cL(O. + 8) = 0 
1% 44 (I* 
for a/? > 0 
01 
lim log “8 M(” + r) = 0 
log M(u) (I- 
for ay > 0. 
Then the conclusion of Theorem S, log p(u) N log M(u), still holds. 
(19) 
a Sugimura actually proves a result more general than Theorem S, with the hypo- 
thesis p < co replaced by p* < co, where p* is defined as in footnote 1. Theorem S 
follows at once from Sugimura’s result since p* < p. 
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The following theorem includes as particular cases both the preceding 
theorems. 
THEOREM I. Suppose that, in an entire Dirichlet series (I), of finite or 
infinite Ritt-order, {AJ is subject to the additional assumption (5) of Lemma 4. 
Then the hypothesis 
lim log n(” + cl) = 0 
o- 0 
I 
A(x) dx 
=o 
for sol > 0 WJ3 
in the notation of (2), ensures the following conclusion in the same notation: 
log p(o) - log M(a) - log %R(o) (u -+ co). (22) 
F’ROOF. Since r(u) < M(u) < !%(a), it is enough to prove the part of (22), 
which asserts that 
log p(u) - log rm(u). 
To prove this assertion, we first get from the inequality (6), after taking 
logarithms: 
log %X(u) < const + log p(u) + (E + l ) log A(u + a) (0 > u11). 
Dividing both sides of the last inequality by log p(u), we see that 
1% m(u) const 
1% t-44 < 1% CL(U) 
- + 1 + (E + l ) “;z$& d(~ > uI). (23) 
Since, by Lemma 1 and hypothesis (21), 
1% 4, + 4 - 1% &J + 4 = o(l) 
log 44 I a’ A(x) dx 
(0 + a>, 
00 
it follows from (23) that 
lim log ~m(u> ~ 1 
o- log /A(u) * 
* By Lemma 1, (21) is equivalent to 
limlog4~ + 4 = o 
CJ-L- log p(0) . 
But (21) has advan- over its equivalent form above, one of which is that it involves 
only the single function A(U). 
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But, since m(u) > p(u) we have in any case, 
lim log ~m(u) > 1 
o-K0 log /.&(a) ’ ’ 
and from the last two steps we get the relation sought: 
lim log ~m(u) = 1 
U-MD log #u(u) * 
DEDUCTION OF THEOREM S FROM THEOREM I. The deduction depends 
on the fact that, for an entire Dirichlet series (1) of finite Ritt-order p, con- 
dition (21) is necessarily satisfied. To establish this fact, we have only to 
observe that, n(x) being positive and a steadily increasing function of x we 
may (without loss of generality) take OL < 1 in (21), insuring for all large u: 
log & + a> < 1% 40 + 4 
I u A(x) dx 00 
j-O A(x) dx 
cm 
The last limit relation follows from the fact that JCYU) tends to infinity with D 
while, in virtue of a known theorem ([l], Satz 1). 
lim sup log n(u + ~> 
O-E0 o+a 
= lim sup log log ~l(u) 
o+m U 
< lim sup log log M(u) = p, 
o-tm U 
where the extreme left-hand member is finite on account of the extreme 
right-hand member being so. 
DEDUCTION OF THEOREM A FROM THEOREM I. Since (18) obviously 
implies (5), it is enough for the purpose of this deduction to show that each 
of (19), (20) implies (21). 
To show that (19) implies (21), we observe that 
by Lemma 1. Hence, by Lemma 1 again, 
1% 40 + P/2) < 1% 1% cL(u + B) - 1% BP 
s u A(x) dx 1% P.(U) - 1% Phi) =o - 1% 1% I+ + PI 1% t-44 = 4) (u-+ a), 
if (19) is given; i.e., from (19) we get (21) with OL = p/2. 
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To prove that (20) implies (21), we note that Lemma 5 gives 
log log M(u - E + y) > log log p(u - c + Y) 
log M(” - l ) const + logp(0) ’ 
Hence (20) implies (19) with /3 = y - E (C being arbitrarily small), and there- 
fore implies (21) with 01 = (y - ~)/2 by the argument in the preceding para- 
graph. 
THEOREM II. In Theorem I, the conclusion (22) can be augmented as 
follows, in the notation of (2) and (3) : 
log p(u) N log M(o) N log %R(u) 
- log /.&D(u) N log MD(u) N log W(u) u -+ co; p = 1,2,... . 
(24) 
PROOF. From Lemma 3 we get easily 
whence we have 
Wu) 3 Jwu) z p”(4 2 CL(u) W)>“; 
and, since A(U) tends to infinity with U, we have furthermore 
(25) 
(26) 
On the other hand, we can use inequality (7) of Lemma 4 exactly as we used 
inequality (6) in the proof of Theorem I, and infer that 
lim sup log rmP(u’ < 1 
o+m log 44 * 
From (26) and (27) we get immediately 
log !W(u) 
22 log/A(u) = l, 
while from (25) we see that, for all large 0, 
log SW@) > log M’P(u) > log pP(u) > log /J(u). 
From (28) and the last chain of inequalities we readily obtain 
(28) 
lim log ~pzp(u) 
o+cc log /k(u) 
= lim log M*(a) = lim log ~p(u) = 1. 
o+mJ log p(u) o+m log p(u) (29) 
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Now combining (29) with the conclusion of Theorem I in (22), we have the 
conclusion of Theorem II in (24). 
THEOREM III. Suppose that, in an entire Dirichlet series (I) of in$nite 
Ritt-order, {X,} is subject to the additional assumption (5) of Lemma 4. Then, 
in the notation of (2) and (3), 
lim inf log cLp(u) = lim inf log Mp(a) = lim inf log mp(u) = 0 
o+m A(0) o*oo A(u) O-MO 44 ’ 
where p is aJixedpositive integer OY else an integer-valuedfunction of u such that 
PROOF. Since$(u)< Mu< %JP( ) t ffi u i su ces to prove that, under the 
conditions of the theorem, 
lim inf log mp(u) = 0 
O-)Q) 44 - 
Suppose that A(U) is constant in the positive intervals x, < u < x,+~ 
(n = 1,2,3,...), so that x, tends to infinity with n or u. Then, by Lemma 2 
and our hypothesis p = co there is a subsequence of positive integers 
N : Nl < N, < -a- < N, < -.a, N,+co(r+co), (30) 
such that, given any small E > 0 we have 
(31) 
There are now two possibilities or cases. Case A. There is an infinite sub- 
sequence of N, say 
N,, <NT, < --- < NT, < *-. , 
which we call (for convenience) 
M : iIF1 < M, < ... < Mk < . . . . M,-+ co (k+ co), (32) 
and which satisfies the following condition where q is a fixed number subject 
only to the restriction stated: 
xMk+l > xMa + & 3 q >max(l,E). 
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CASE B. There is no infinite subsequence of N such as M, i.e., for all 
large r say T >, r0 , 
‘N,+l G xN, + & ’ (34) 
Our proof consists in showing that, in Case A, Theorem III is established, 
while, in Case B, there is a contradiction which automatically rules out this 
case. 
CASE A. We take the sequences M = (Mk) of (32) and use (15) with 
* = xMk , R = Rk = Q&J)” - 
This is justified because 
xMk + R, z xMk + 
by (33), and consequently 
hxM,) 
as a result of our having 4 > 1. Therefore, in (15), we may choose u and R 
as in (35), take logarithms of both sides, and obtain the inequality 
log %tp(xM,) < COnst + ($J + 1 + E + c) log (P + 1) + log &Mb) 
+ q(E + P + c) 1% A(xMk)* 
Next we devide both sides of this inequality by A(xM,) and use the hypothesis 
which (covering the case of fixed p) insures 
(P + 1 + E + 4 log (9 + 1) --p logp = o /lo:;,, log n(x,,)l 
Thus we get 
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I.e., 
l.m 1% ~%-f,) 
1 
k-w d(X,,) = ’ 
by (31). This leads to the desired conclusion as explained at the outset of 
the proof. 
CASE B. The proof depends on the inference that now the subsequence 
of integers N = {NJ defined in (30), beginning with (say) a certain 
MO = No > NT,, consists of all integers without exception, or that (Nr} 
for Y > Q > Y, , consists of MO = No , MO + 1, 2Mo + 2 ,..., MO + K ,... . 
We first observe that, without any restriction on MO and MO + k other than 
k > 1 (or xIKO+k > xIMO), Lemma 1 gives us 
(36) 
We next proceed to choose MO by hypothesis (5), we can find p such that 
n < A:+‘, or for 11 >p. (37) 
Further, since q > E by (33) and B is arbitrarily small, we have 
C n-q’@+.) < co, and hence we can find p’ corresponding to any small 
B’ > 0 such that 
1 
nqlw+r) + (n + :,/EC,., + 
. . . < Cl for n >p’. (38) 
Therefore we may choose M,, = No > Max (NT0 , p, pl) and obtain, by 
using successively (34), (37), and (38): 
%,,+k - xMo = (%fo+l - xMo) + (xM,,+Z - xMo+l) + *** + (XMo+k - xMo+k) 
1 
<$+&+--+~ 
MO MO+1 Mo+k-1 
1 
< jQI(E+c) + (MO + :,/(E+d + *‘* 
+ (MO + k : l)q”E+” < “- (39) 
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Using (31) and (39) in (36), we find that 
I.e., 
Here of course xMO+lc tends to infinity with k but at the same time we have, 
contradictorily, from (39): 
xM,,+k < xM,, + E. 
Thus finally case B is ruled out. 
REMARKS ON THEOREM III. (i) In Theorem III we have excluded the 
case p = 0 but only for convenience. The case p = 0 of the theorem is 
true and, omitting its already known part which is Lemma 2 with p = co. 
We may state this case as follows: 
lim inf log M(a) 
O-03 
= lim inf lo:::) = 0. 
A(o) o‘+cc u 
(40) can be proved like Theorem III, with the difference that the proof of the 
former requires (15) with p = 0, while the proof of the latter requires (15) 
in its general form. The result for entire power series, corresponding to the 
part of (40) which involves M( 0 was first proved by Shah ([5], Theorem 1) ) 
as already stated. It is an adaptation of Shah’s argument combined with (15) 
that forms the basis of the proof of Theorem III. 
(ii) K. N. Srivastava ([8], Theorem 1) and P. K. Kamthan [9] have sought 
to prove the part of Theorem III involving MD(O); K. N. Srivastav using, 
instead of (15), the more restrictive condition lim inf (A, - A,-,) > 0, and 
P. K. Kamthan using the last condition supplemented by lim inf n/X, > 0. 
However the details of the proofs in the papers of K. N. Srivastava and 
P. K. Kamthan ([8], [9]) leave something to be desired. For instance, 
K. N. Srivastava ([8], pp. 26-27) argues that the relation 
lim inf log M(a) = 0 
o+m 44 
of (40) follows from Lemma 2 of Section II with p = co and Theorem S 
of Section III, forgetting that p < CQ in Theorem S. Kamthan, on the other 
hand, first chooses a subsequence (N) of positive integers obeying certain 
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restrictions ([9], relations (2.2) and (2.3), pp. 164-165) and then introduces a 
further restriction on the subsequence ([9], relation (2.6), p. 165), forgetting 
to justify the compatibility of the further restriction with the original restric- 
tions. 
REMARKS ON THEOREMS I, II (added August 1,1966). (i) The addition- 
al condition on {X,} in (5), assumed in Theorems I and II, is the best pos- 
sible, in view of an example due to Valiron ([lo], p. 365), where 
i.e., (5) is violated, and it is not true that log p(u) N log %(a) as u + co. 
(ii) Shah ([ll], Theorem 2) proves Theorem II in its part 
1% CL64 - 1% JfD( u as u + co, for the case h, = n, replacing the growth ) 
condition on A(u) in (21) by a complicated conditon on the growth of M(u) 
relative to that of p(u) ([ll], p. 324, condition (1.5)). However, Shah’s 
complicated condition implies (20) for any y > 0 ([I 11, p. 326, relation (5.1)) 
and therefore implies (21). Thus Shah’s theorem under reference is a part 
of Theorem II for An = n. 
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