We propose the numerical methods for solution of the weakly regular linear and nonlinear evolutionary (Volterra) integral equation of the first kind. The kernels of such equations have jump discontinuities along the continuous curves (endogenous delays) which starts at the origin. In order to linearize these equations we use the modified Newton-Kantorovich iterative process. Then for linear equations we propose two direct quadrature methods based on the piecewise constant and piecewise linear approximation of the exact solution. The accuracy of proposed numerical methods is O(1/N) and O(1/N 2 ) respectively. We also suggest a certain iterative numerical scheme enjoying the regularization properties. Furthermore, we adduce generalized numerical method for nonlinear equations. We employ the midpoint quadrature rule in all the cases. In conclusion we include several numerical examples in order to demonstrate the efficiency of proposed numerical methods.
Introduction
In this article we continue our studies of the novel class of linear Volterra (evolutionary) integral equations (VIE) of the first kind with piecewise continuous kernels. The solution of linear integral equations of the first kind is of course classical problem and has been addressed by numerious authors. But only few authors studied these equations in case of jump discontious kernels. In general, VIE of the first kind can be solved by reduction to equations of the second kind, regularization algorithms developed for Fredholm equations can be also applied as well as direct discretization methods.
From the other hand, it is known that solutions of integral equations of the first kind can be unstable and this is a well known ill-posed problem. This is due to the fact that the Volterra operator maps the considered solution space into its narrow part only. Therefore, the inverse operator is not bounded. It is necessary to assess the proximity of the solutions and the proximity of the right-hand side using the different metrics. In addition, the proximity of the right-hand side should be in a stronger metric. Moreover, as shown in [13] , solutions of the VIE can contain arbitrary
x(t) = t y(t) H(t, τ, x(τ))dτ, t y(t) K(t, τ, x(τ))dτ = f (t), t ∈ [t 0 , T ), t 0 < T ∞, with unknown functions x(t) and y(t) satisfying the initial conditions: y(t
Numerical methods which are optimal with respect to complexity order were constructed in paper [18] for VIEs with certain weakly singular kernels.
First results in studies of the Volterra equations with discontinuous kernels were formulated by G.C. Evans [4] in the beginning of XX century. Results in the spectral theory of integral operators with discontinuous kernels were obtained by A.P. Khromov in his paper [8] . Some results concerning the general approximation theory for integral equations with discontinuous kernels are presented in paper [1] .
There are several approaches available for numerical solution of Volterra integral equations of the first kind.
One of them is to apply classical regularizing algorithms developed for Fredholm integral equations of the first kind.
However, the problem reduces to solving algebraic systems of equations with a full matrix, an important advantage of the Volterra equation is lost and there is a significant increase in arithmetic complexity of the algorithms. The second approach is based on a direct discretization of the initial equations. Here one may face an instability of the approximate solution because of errors in the initial data. The regularization properties of the direct discretization methods are optimal in this sense, where the discretization step is the regularization parameter associated with the error of the source data. However, only low-order quadrature formulas (midpoint quadrature or trapezoidal formulas)
are suitable for approximation of the integrals. The Newton-Cotes formulas, Gregory and others (the second order and higher orders) generate divergent algorithms. The detailed description of regularizing direct numerical algorithms is described in the monograph [9] . 2
It should be noted that it is very difficult to apply these algorithms to solve the equation (1.1) in the form of (1.3) because of the kernel discontinuities (1.2) as described in Section 1. The adaptive mesh should depend on the curves of the jump discontinuity for each number N of divisions of the considered interval and therefore this mesh can not be linked to the errors in the source data. It is needed to correctly approximate the integrals.
Below we continue our studies [13, 14] and propose two approaches for the numerical solution for Volterra integral equations of the first kind with piecewise continuous kernels. The first approach is a direct discretization based on piecewise constant and piecewise linear approximations of the exact solution (the first and the second order of accuracy, respectively). The second approach is based on the preliminary determination of the two acceleration values of the unknown function and then we employ the special regularizing iterative procedure.
The paper is organized as follows. In Section 1, we describe the problem give some statements concerning the existence and uniqueness of solutions of VIEs with discontinuous kernels. Section 2 is dedicated to direct discretization numerical methods based on the piecewise constant and piecewise linear approximation of the exact solution. In Section 3, we describe the regularization method for linear first kind VIEs of this class. The modified Newton-Kantorovich iterative process for nonlinear VIEs is suggested in Section 4. The numerical examples are given in Section 5.
Problem statement
The object of our interest is the following integral equation of the first kind
where the kernel K(t, s) is discontinuous along continuous curves α i (t), i = 1, 2, . . . , n − 1, and is of the form 
Let us rewrite the equation (1.1)
It is to be noted that conventional Glushkov integral model of evolving systems is the special case of this equation where all the functions K i (t, s) are zeros except of K n (t, s).
Direct discretization

Piecewise constant approximation
Let us introduce the mesh nodes (not necessarily uniform) to construct the numeric solution of the equation 
The approximate solution is determined as the following piecewise constant function
with the undefined coefficients x i , i = 1, N. We differentiate the both parts of the equation (1.3) with respect to t to
From the last expression we obtain
Here it is assumed, that the denominator of (2.3) must be not zero. We introduce the denotation
. . , N and write the initial equation in the point t = t 1 to define the coefficient
Since at this stage the lengths of all integration intervals α i (t 1 ) − α i−1 (t 1 ) in (2.4) don't exceed h then based on the midpoint quadrature rule we have
Let us suppose now that we have already found the values x 2 , x 3 , . . . , x k−1 . We rewrite the equation (1.1) as
and we require that the last equality hol ds for the point t = t k
Taking into account (2.2) we have
Thus
Herewith we calculate the integrals of the form
8) using the midpoint quadrature formulas with auxiliary mesh nodes related to the curves α i (t) of the kernels K(t, s) for each value of N. It is easy to notice that the error of the method is
Piecewise linear approximation
We suppose that the approximate solution is a piecewise linear function of the following form
We need to determine the coefficients x i , i = 1, N, of the approximate solution. Determining by the (2.3) the coefficient x 0 and taking into account the equality (2.7) we obtain
Thus excluding x k we have
where k = 1, 2, . . . , N.
We approximate the integrals in (2.11) by using the midpoint quadrature formulas based on auxiliary mesh nodes so that the values of the functions α i (t j ) are a subset of the set of this mesh points at each particular value of N.
The error of this approximation method is
(2.12)
Iterative method
Let the kernels K i (t, s) be a symmetric functions in their domains, i.e.
We search the approximation solution of the equation (1.1) at the mesh (2.1) as a piecewise constant function like (2.2). To do this we define initial values of the x 0 and x 1 with the formulas (2.3), (2.5). We rewrite the equation (1.1)
To define the values x k of the required approximation solution (2.2) we use the following iterative process:
where γ is a positive regularization parameter and m is a number of the iteration.
We define the initial approximate value x (0) (t) from the aprioristic data (if we have it) of the exact solution or
we suppose x (0) (t) ≡ g(t). Obviously, if the functional sequence x (m) (t) converge to a functionx γ (t) then that function satisfy (3.2) for all γ 0. The values x k , k = 2, 3, . . . , N, can be defined successively as
Herewith to calculate the integrals in the (3.3) we use midpoint quadrature or trapezoidal formulas based on auxiliary mesh nodes related to the curves α i (t) of the kernels K(t, s) for each value of N. In practice, we choose the optimal value of the regularization parameter γ with the following condition
for large enough m. 6
Nonlinear equations
In this section we consider the extension of (1.1) to the case of nonlinear dependency K(t, s, x(s)):
where
Here
The following theorem states the existence and uniqueness conditions of solution of equation (4.1). The proof is similar with proof of the Theorem 3.2 in the monograph [13] .
Theorem 4.1. Let for t ∈ [0, T ] the following conditions takes place:
and f (t) have continuous derivatives for t, 
Linearization
In order to approximate solution of (4.1) we introduce the nonlinear integral operator
The equation (4.1) can be written in an operator form as follows:
In order to construct an iterative numerical method to equation (4.1), we first linearize the operator (4.3) according to a modified Newton-Kantorovich scheme [6] :
where x 0 (t) is the initial approximation. Then, the approximate solution of (4.4) could be determined as the following limit of sequence:
The derivative F ′ (x 0 ) of the nonlinear operator F at the point x 0 is defined as follows:
Implementing the limit transition under the integral sign, we finally get:
Thus, we obtain the operator form of Newton-Kantorovich scheme as follows: 8) or in the extended form
We rewrite the last equation as follows
Equations (4.9) are now linear Volterra equations of the first kind with respect to the unknown function x m+1 (t). Note that the kernels K i (t, s)G ix (s, x 0 (s)), i = 1, n, remain constant during each iteration m. Since equations (4.9) have the form (1.3) we can apply the methods suggested in Section 2 and Section 3 to solve them numerically. Thus, solving the equations (4.9), we get a sequence of approximate functions x m+1 (t). And then, using formula (4.6), we obtain the approximate solution of (4.1) with an accuracy depending on m.
The convergence theorem
Let C[0, T ] be a Banach space of continuous functions equipped with the standard norm
The following theorem of convergence (based on the general theory proposed in the classical monograph [6] ) for iterative process (4.9) takes place: 8 2. ∆x 1 η;
If also h = Lη < 1 2 and
converges to x * , and the velocity of convergence is estimated by the inequality
In order to prove this theorem we show that equation (4.9) is uniquely solvable (including the case m = 0), i.e. condition 1 of the theorem holds. Then we verify the boundedness of the second derivative F ′′ (x 0 ) (x)) for estimating the constant L in condition 3.
One can verify that the necessary condition for the second derivative F ′′ (x 0 ) (x) to be bounded is a differentiability of the initial approximation x 0 (t) as well as the functions K i with respect to second variable.
Generalized numerical method for nonlinear equations
In this section we offer for nonlinear weakly regular Volterra equations common numerical method based on using midpoint quadrature rule.
To find numerical solution of the equation (4.1) on the interval [0, T ] we introduce the following mesh (the mesh can be non-uniform)
Let us search for the approximate solution of the equation 4.1 as following piecewise constant function
with coefficients x i , i = 1, N are under determination. In order to find x 0 = x(0) we differentiate both sides of the equation 4.1 with respect to t:
In the last expression the coefficient x 0 appears in the case of nonlinear dependency. To find the coefficient x 0 we use Van Wijngaarden−Dekker−Brent method. The implementation of this method are considered in detail in [11] . Let us make the notation 
we can rewrite as follows:
The number of terms in each line of the last formula depends on an array v i j , defined using the input data: functions α i (t), i = 1, n − 1, and fixed (for specific N) mesh. Each integral term we approximate using the midpoint quadrature rule, e.g.
Moreover, on those intervals where the desired function has been already determined, we select x N (t) (i.e. t t k−1 ).
On the rest of the intervales an unknown value x k appears in the last terms. We explicitly define it and proceed in the loop for k. The number of these terms is determined from the initial data v i j analysis. To find the coefficient x 0 we also use Van Wijngaarden−Dekker−Brent method. The maximum pointwise error of proposed numerical method
Numerical examples
Linear equations
Let us consider the following three problems using the uniform meshes only. We define on 
We use the D N and the p N to estimate the order of convergence for plorlems with unknown exact solutions.
Let us first address the equation 
Conclusion
In this article we proposed the numerical method for solution of the novel class of weakly regular linear and nonlinear Volterra integral equations of the first kind. We outlined the main results for this class of equation derived 
