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Some results on diffusion approximation applied to Adaptive
MCMC
G K Basak ∗& Arunangshu Biswas †
Abstract
Adaptive Markov Chain Monte Carlo (AMCMC) is a class of MCMC algorithms where
the parameters controlling the convergence of the Markov chains are automatically tuned
depending on some or all of the previous history of the chain. In this situation the transi-
tion kernel of the MCMC changes at each iteration and hence proving convergence is not
straight forward. In Basak and Biswas [1] the authors, applying the diffusion approxima-
tion procedure to a specially constructed AMCMC with target distribution ψ(·), arrive at a
two-dimensional diffusion processes. This continuous time process is relatively easier than
its discrete time counterpart. Although the diffusion in this case is a degenerate one, we
show that it satisfies Ho¨rmander’s hypoellipticity condition and consequently has a positive
density on its support. Using the method of moments we identify the limiting distribution
of the X-marginal of the diffusion to be the standard Normal density.
Keywords and phrases: Adaptive MCMC, Diffusion approximation, Ho¨rmander’s Hypoellip-
tic conditions, Itoˆ’s Lemma, MCMC.
AMS Subject classification: 60J22, 65C05, 65C30, 65C40
1 Introduction
Markov Chain Monte Carlo (MCMC) methods are a class of algorithm used to simulate a sample
from an arbitrary distribution known only upto a constant. One of the algorithms belonging to
this class is the Random Walk Metropolis-Hastings (RW MH) sampler. The method involves
choosing a Markov chain such that the (unique) invariant distribution is the target density of
interest. This is done by choosing a proposal density, from which simulating a sample is possible,
and then accepting the generated sample with a certain probability (called the MH acceptance
probability). For more information see [8].
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One disadvantage of this method is that the speed of convergence depends on the proposal
density. Bad choices of the parameters of the proposal (also called the tuning parameters) result
in very slow convergence of the chain. Consequently, it is of much importance to know what
should be the optimal choice of the parameters under some criteria. Seminal results in this
direction were given for multivariate symmetric Metropolis-Hastings algorithms with a normal
proposal in Gelman et al. [3]. The target distribution in their case was the product of the
marginal densities. Their prescribed value was an acceptance rate of 0.238 where the dimension
d of the Markov chain was very large. However, it was shown that this value works good for
moderate d as well.
In another development by Harrio et al. [4], the authors proposed the Adaptive MCMC (AM-
CMC), where the tuning parameter(s) will be adapted ‘on-the-fly’. As an example, these values
may not be fixed, but a function of the previous sample values. Hence, the proposal density
changes at each iteration. This should be done in such a way that the scaling constants involved
in the proposal density are the best possible choices in some sense. Naturally, the chain loses it
Markovian nature and convergence to an invariant distribution can no longer be guaranteed.
It should be noted that the AMCMC propsed in the literature was discrete time and hence
proving convergence required showing that the dicrete time chain converges to stationarity.
Such was the approach in Roberts and Rosenthal [9] where the authors gave some sufficient
condition for convergence of the chain. These conditions are not necessary and in some cases
difficult to verify.
This paper approaches the problem from a different standpoint. By applying the diffusion
approximation scheme we convert the state space variable,together with the tuning parameter
(variable) into a continuous time process. Our gain by such an enterprise is that we can then
invoke results in the literature for diffusion processes to infer about its invariant distribution
whose marginal can then possibly be identified with the target distribution of the MCMC.
Sometimes this can be done easily when compared to the discrete time setting.
It should be mentioned at this point that the nature of diffusion approximation by Gelman et
al. [3] is different from our procedure. In our case the limiting diffusion is obtained by taking
the limit of the process as the time difference of successive jumps of the chain converge to zero.
In the paper by Gelman et al. the diffusion approximation was done by tending the dimension
of the state space diverge to infinity and looking at the first co-ordinates of the random vector
which is a Markov chain.
The paper is arranged as follows. Section 2 contains the definition of the AMCMC and briefly
mentions the diffusion approximation procedure done in [1]. Section 3 contains the main result
(Theorem 2) of this paper, i.e., existence of the invariant distribution of the process along with
the identification of the target distribution. The various subsections of Section 3 contributes to
the proof of Theorem 2. In Section 3.1 we show that the process is tight. This combined with
the hypoelliptic condition in Section 3.2 shows that the process admits a smooth invariant dis-
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tribution. After establishing moment conditions of the variables under consideration in Section
3.1.1 and Section 3.1.4, identification of the target distribution is proved in Section 3.3. We end
with some pointers towards the future direction in Section 4.
2 Definitions
We define the AMCMC in such a way that the scaling parameter in the Normal proposal density
is a function of whether the previous sample was accepted or not (ideally it should not depend
only on the previous sample but on the whole sequence of sample that has been generated, but
computations become more extensive in that case). Here we formally define our algorithm:
1. Select arbitrary {X0, θ0} ∈ R× [0,∞) where R is the state space. Set n = 1.
2. Propose a new move say Y where
Y ∼ N(Xn−1, θn−1).
3. Accept the new point with probability α(Xn−1, Y ) = min{1, ψ(Y )ψ(Xn−1)}.
If the point is accepted set Xn = Y, ξi = 1; else Xi = Xn−1, ξi = 0.
4. Set θn = θn−1e
1√
n
(ξn−p) p > 0.
5. Replace n by n+ 1 and go to Step 2.
To apply the diffusion approximation to the AMCMC we define the continuous time process
Xn(t) for all n ≥ 1 and for all t > 0 for any target distribution ψ(·):
Xn(0) = x0 ∈ R;
Xn
(
i+ 1
n
)
= Xn(
i
n
) +
1√
n
θn(
i
n
)ξn(
i+ 1
n
)ǫn(
i+ 1
n
), i=0, 1, . . . ,
Xn(t) = Xn(
i
n
), if in ≤ t < i+1n for some integer i. (2.1)
Here, ξn(
i+1
n ) conditionally follows the Bernoulli distribution given by:
P
(
ξn(
i+ 1
n
) = 1
∣∣∣ Xn( i
n
), θn(
i
n
), ǫn(
i+ 1
n
)
)
= min{
ψ(Xn(
i
n) +
1√
n
θn(
i
n)ǫn(
i+1
n ))
ψ(Xn(
i
n))
, 1},
and {ǫn( in)} are all independent N(0, 1) random variables. The process θn(t) is defined as :
θn(0) = θ0 ∈ R+
θn
(
i+ 1
n
)
= θn
(
i
n
)
e
1√
n
(ξn(
i+1
n
)−pn( in )), i=0, 1, . . . ,
and θn(t) = θn(
i
n
), if in ≤ t < i+1n for some integer i. (2.2)
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Where pn(
i
n) ≈ 1− p√n for some p > 0.
It has been proved in an earlier paper (see [1]) that the limiting SDE governing the dynamics
of the process is the following:
Theorem 1. (from [1]) The limit of the process Yn(t) :=
(
Xn(t), θn(t)
)′
, where Xn(t) and
θn(t) is given by (2.1) and (2.2) respectively, is governed by the SDE:
dYt = b(Yt)dt+ σ(Yt)dWt, with Yt = (Xt, θt)
′, (2.3)
where,
b(Yt) =
(
θ2t
2
ψ′(Xt)
ψ(Xt)
, θt
(
p− θt√
2π
|ψ′(Xt)|
ψ(Xt)
))′
,
σ(Yt) =
(
θt 0
0 0
)
and Wt is a two dimensional Wiener process.
3 Main result
In this section we concentrate on the case where the target density is standard Normal (i.e.,
ψ(x) = 1√
2π
e−
x2
2 ). Then the SDE takes the form:
dYt = b(Yt)dt+ σ(Yt)dWt, where,
b(Yt) =
(
−θ
2
t
2
Xt, θt
(
q − θt√
2π
|Xt|
))′
. (3.1)
and σ(Yt) remains the same. Throughout the section we assume Y0 = (X0, θ0)
′ is independent
of {Wt : t ≥ 0}.
Remark 1. Equation (3.1) when written in a more explicit form becomes :
dXt = −Xt θ
2
t
2
+ θtdWt
dθt = θt
(
q − θt√
2π
|Xt|
)
dt
It resembles that of a coupled Ornstein Uhlenbeck (OU) process with the diffusion coefficient itself
following a logistic equation. One knows that for a standard OU process the N(0,1) distribution
is the invariant distribution. In the above case, it is slightly complicated since the diffusion
coefficient is not constant. We show that even then the limiting distribution of the diffusion
process is Normal.
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Remark 2. It will be shown in Lemma 4 that E(X2t ) <∞, ∀t > 0. This implies that Xt <∞
a.s ∀t. From the SDE of θt it is shown (see Equation (3.2)) that θt ≤ θ0eqt. Consequently
θt <∞ almost surely. Therefore the solutions of Equation (3.1) is non-explosive.
Here is the main Theorem of this section:
Theorem 2. The X-marginal of the invariant distribution of (3.1) is N(0, 1).
Proof: The proof of the above Theorem is spread over various subsections. In Section 3.1 we
show that the process (Xt, ηt) where ηt = 1/θt is tight. This combined with the hypoelliptic
condition in Section 3.2 shows that the process admits a invariant distribution. The marginal
of the invariant distribution is identified as the target distribution in Section 3.3.
3.1 Tightness of (Xt, ηt)
′
We first state and prove a lemma.
Lemma 1. Fix T > 0 and an integer k ≥ 1. Assume E(θ2k0 ) < ∞.
∫ t
0 θ
k
sdWs is a martingale
with respect to
{
Ft = σ(Xs, θs; 0 ≤ s ≤ t), 0 ≤ t ≤ T
}
and hence for any 0 ≤ t ≤ T
E(
∫ t
0
θksdWs) = 0.
Proof: It is sufficient to show that the local martingale Zt :=
∫ t
0 θ
k
sdWs is L2-bounded for all
t ≤ T . So using Itoˆ’s isometry it suffices to show that
E
(∫ T
0
θ2ks ds
)
<∞.
Now,
dθt ≤ qθtdt⇒ θt ≤ θ0eqt
⇒ θ2kt ≤ θ2k0 e2kqt ⇒ E
t∫
0
θ2ks ds ≤ E(θ2k0 )
e2kqt − 1
2kq
<∞, (3.2)
for every t ∈ [0, T ], T <∞. 
3.1.1 Uniform boundedness of moments of Xt
We first prove a lemma that will be required in this subsection and elsewhere. Define Ft = e
t∫
0
θ2udu
and for any k ∈ N, Ck := k(1− (2k − 1)a), where a > 0 is a constant such that Ck > 0.
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Lemma 2. If {Xt} and {θt} are solutions to (3.1). Fix any k ∈ N then
E
(
F−Ckt
t∫
0
FCku X
2m−1
u θudWu
)
= 0, for any m ∈ {1, 2, . . . , k}, (3.3)
where X0 and θ0 is such that all its moments are finite.
Proof: Fix m ∈ {1, 2, . . . , k}. Define F t,k := F−Ckt . The LHS in (3.3) is the expectation of
Zt,k(= Z
(m)
t,k ) := F t,kYt,k where Yt,k(= Y
(m)
t,k ) :=
t∫
0
FCku X
2m−1
u θudWu. We show E(Zt,k) = 0.
Applying Itoˆ’s lemma to Zt,k we have
dZt,k = Yt,kdF t,k + F t,kdYt,k
= −CkYt,kθ2tF t,kdt+ F t,kX2m−1t θtFCkt dWt
= −CkZt,kθ2t dt+X2m−1t θtdWt. (3.4)
Now, taking Z˜t,k = −Zt,k, yields
dZ˜t,k = CkZt,kθ
2
t dt−X2m−1t θtdWt = −CkZ˜t,kθ2t dt+X2m−1t θtdW˜t (3.5)
where W˜t = −Wt d= Wt. From the definition Z˜0,k = −Z0,k = 0 = Z0,k. Comparing the SDE
for Zt,k and Z˜t,k in (3.4) and (3.5) we see that they have the same distribution. Therefore Zt,k
and −Zt,k have the same distribution, which implies that the distribution of Zt,k is symmetric
about 0. Now to conclude E(Zt,k) = 0, ∀t ≥ 0 we show Zt,k has finite expectation ∀t ≥ 0. It
is sufficient to show that E(Z2t,k) <∞, ∀t ≥ 0. Now,
Z2t,k = F
−2Ck
t
( t∫
0
FCks X
2m−1
s θsdWs
)2
≤
( t∫
0
FCks X
2m−1
s θsdWs
)2
a.s, since F−2Ckt ≤ 1. Therefore,
E
(
Z2t,k
)
≤ E
( t∫
0
FCks X
2m−1
s θsdWs
)2
= E
( t∫
0
F 2Cks θs︸ ︷︷ ︸X4m−2s θs︸ ︷︷ ︸ds
)
≤ E
(( t∫
0
F 4Cks θ
2
sds
) 1
2
( t∫
0
X8m−4s θ
2
sds
) 1
2
)
≤
√√√√√E( t∫
0
F 4Cks θ2sds
)
E
( t∫
0
X8m−4s θ2sds
)
, (3.6)
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where the second equality follows from Ito’s Isometry and the last two inequalities follow from
the Cauchy Schwartz inequality. Now for the first expectation in (3.6) we have
E
( t∫
0
F 4Cks θ
2
sds
)
= E
(F 4Ckt − 1
4Ck
)
=
1
4Ck
E
(
F 4Ckt − 1
)
≤ 1
4Ck
E
(
e4Ckθ
2
0(
e2qt−1
2q
)
)
<∞, (3.7)
since from (3.2) θ2t ≤ θ20e2qt. For the second term in (3.6) first note that from (3.1) and (3.2)
Xt = X0 −
t∫
0
Xsθ
2
s
2
ds+
t∫
0
θsdWs
⇒ X8m−4t θ2t ≤ D2mθ20
(
X8m−40 +
( t∫
0
|Xs|θ2s
2
ds
)8m−4
+
( t∫
0
θsdWs
)8m−4)
e2qt
⇒
t∫
0
X8m−4s θ
2
sds ≤ D2mθ20
(
X8m−40
s∫
0
e2qsds+
t∫
0
e2qs
( s∫
0
|Xu|θ2u
2
du
)8m−4
ds
+
t∫
0
e2qs
( s∫
0
θudWu
)8m−4
ds.
This implies that
⇒ E
( t∫
0
X8m−4s θ
2
sds
)
≤ Dmθ20
(
E(X8m−40 )
t∫
0
e2qsds+ E
t∫
0
e2qs
(∫ s
0
|Xu|θ2u
2
du
)8m−4
ds
+ E
t∫
0
e2qs
(∫ s
0
θudWu
)8m−4
ds
)
(3.8)
for some constant Dm > 0 that does not depend on Xt. Clearly the first expectation in the RHS
of (3.8) is finite ∀t ≥ 0.
For the second expectation in (3.8) we proceed as follows. From ( 3.1) we have the SDE for θt
as
dθt = θt
(
q − |Xt|√
2π
θt
)
dt = qθtdt− |Xt|√
2π
θ2t dt
⇒ e−qtdθt − qθte−qt = −e−qt |Xt|√
2π
θ2t dt⇒ d
(
θte
−qt
)
= −e−qt |Xt|√
2π
θ2t dt
⇒ θte−qt = θ0 −
t∫
0
e−qs
|Xs|√
2π
θ2sds
⇒
√
π
2
(
θ0e
qt − θt
)
=
t∫
0
eq(t−s)
|Xs|θ2s
2
ds (3.9)
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Therefore
t∫
0
|Xs|θ2s
2
ds ≤
t∫
0
eq(t−s)
|Xs|θ2s
2
ds ≤
√
π
2
(
θ0e
qt + θt
)
,
from (3.9).
Plugging the value of θt from (3.2) in (3.9) we have,
t∫
0
|Xs|θ2s
2
ds ≤
√
2πθ0e
qt
⇒
( t∫
0
|Xs|θ2s
2
ds
)8m−4
≤
(√
2π
)8m−4(
θ0e
qt
)8m−4
⇒ E
t∫
0
e2qs
(∫ s
0
|Xu|θ2u
2
du
)8m−4
ds ≤ (2π)4m−2(
t∫
0
e(8m−2)qsds)E(θ8m−40 )
< ∞, (3.10)
for every t ≥ 0. Hence the second expectation in the RHS of (3.8) is also finite ∀t ≥ 0.
For the third term in the RHS of (3.8) let us define Ms := |
∫ s
0 θudWu| and M∗s = sup
0<u<s
Mu.
Denoting [M ]s as the quadratic variation process of Ms we have [M ]s =
s∫
0
θ2udu. Now,
E(Ms)
8m−4 ≤ E(M∗s )8m−4 ≤ CmE([Ms]4m−2)
= CmE
(∫ s
0
θ2udu
)4m−2
≤
(
Cm
s∫
0
θ20e
2qudu
)4m−2
, (3.11)
where the second inequality follows from the Burkholder-Davis-Gundy (BDG) inequality and
Cm ∈ (0,∞) is a constant. Interchanging the expectation and integrals in the third term of the
RHS of (3.8) we get
E
( t∫
0
e2qs
(∫ s
0
θudWu
)8m−4
ds
)
=
t∫
0
e2qsE
(∫ s
0
θudWs
)8m−4
ds
=
t∫
0
e2qsEM8m−4s ds
≤ E(θ8m−40 )
t∫
0
e2qs
(
Cm
s∫
0
e2qudu
)4m−2
ds
< ∞, (3.12)
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∀t > 0, where the last but one inequality follows from (3.11). Hence the third term of the RHS
of (3.8) is also finite ∀t ≥ 0. Hence combining (3.10) and (3.12) we have
E(Z2t,k) < ∞.
This combined with the fact that Zt,k is symmetric about zero proves E(Zt,k) = 0 and hence
the lemma. 
The statement of the above lemma is true even for even powers of X, that is
Lemma 3. Under the hypothesis of Lemma 2 the following is true
E
(
F−Ckt
t∫
0
FCku X
2m
u θudWu
)
= 0 for m ∈ {0, 1, 2, . . . , k}.
Proof: We have to prove that Zt,k = Ft,kYt,k := F
−Ck
t
t∫
0
FCku X
2m
u θudWu has mean zero. Now
dZt,k = −CkZt,kθ2t dt+X2mt θtdWt. (3.13)
Define Zt,k = −Zt,k and then we see that Zt,k and −Zt,k has the same distribution. We need
to show that Zt,k is square integrable. Following steps similar to Equation (3.6) of the previous
lemma
E(Z2t,k) ≤ E
( t∫
0
F 2Cks θs︸ ︷︷ ︸X2ms θs︸ ︷︷ ︸ds
)
≤
√√√√√E( t∫
0
F 4Cks θ2sds
)
E
( t∫
0
X8ms θ
2
sds
)
.
The first expectation is finite by Equation (3.7) of Lemma 3.3. For the second expectation we
have
E
( t∫
0
X8ms θ
2
sds
)
≤ Dmθ20
(
E(X8m0 )
t∫
0
e2qsds+ E
t∫
0
e2qs
( t∫
0
|Xu|θ2u
2
)8m)
ds
+ E
t∫
0
e2qs
( t∫
0
θudWu
)8m
ds (3.14)
By applying methods in the Lemma 3.3 the second and the third term can be shown to be finite.
This proves the lemma. 
Here is the main lemma of this subsection.
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Lemma 4. For any k ∈ N, the 2kth ordered moment of Xt is uniformly bounded in t, i.e.,
sup
t>0
E(X2kt ) <∞,
if X0 and θ0 admit finite moments of all order.
Proof: Applying Itoˆ’s lemma to Yt = X
2k
t we get
dX2kt = 2kX
2k−1
t dXt + k(2k − 1)X2k−2t θ2t dt
=
(
−kX2kt θ2t + k(2k − 1)X2k−2t θ2t
)
dt+ 2kX2k−1t θtdWt
≤
(
−kX2kt θ2t + k(2k − 1)(aX2kt + b)θ2t
)
dt+ 2kX2k−1t θtdWt,
since for any fixed k ∈ N and small a > 0, there exists b(= bk) large enough such that, x2k−2 <
ax2k + b, ∀x ∈ R.
Thus, for 0 < a < 1/(2k − 1) we have
dX2kt ≤ −X2kt θ2t
(
k − k(2k − 1)a
)
dt
+ k(2k − 1)bθ2t dt+ 2kX2k−1t θtdWt
⇒ dX2kt + CkX2kt θ2t dt ≤ k(2k − 1)bθ2t dt+ 2kX2k−1t θtdWt, (3.15)
where Ck and F
Ck
t are defined earlier. Multiplying by the integrating factor F
Ck
t on both sides
of (3.15) we get
d
(
X2kt F
Ck
t
)
≤ k(2k − 1)bθ2t FCkt dt+ 2kFCkt X2k−1t θtdWt
⇒ X2kt FCkt ≤ X2k0 + k(2k − 1)b
t∫
0
θ2uF
Ck
u du+ 2k
t∫
0
FCku X
2k−1
u θudWu
⇒ X2kt ≤ X2k0 F−Ckt + k(2k − 1)bF−Ckt
t∫
0
θ2uF
Ck
u du
+ 2kF−Ckt
t∫
0
FCku X
2k−1
u θudWu.
Now,
t∫
0
θ2uF
Ck
u du = (F
Ck
t − 1)/Ck
⇒ E
(
X2kt
)
≤ E
(
F−Ckt X
2k
0
)
+ k(2k − 1)bE
( 1
Ck
(1− F−Ckt )
)
+ 2kE
(
F−Ckt
t∫
0
FCku X
2k−1
u θudWu
)
(3.16)
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For the first term in (3.16) we have that,
E(F−Ckt X
2k
0 ) ≤ E(X2k0 ) < m <∞, ∀t ≥ 0,
since Ck
t∫
0
θ2udu > 0. Similarly E
(
1
Ck
(1−F−Ckt )
)
≤ 1Ck . The third expectation is zero by Lemma
2. This proves the lemma. 
3.1.2 Uniform boundedness of moments of ηt =
1
θt
Lemma 5. For any k ∈ N, the 2kth order moment of ηt is uniformly bounded in t ≥ 0, i.e.,
sup
t>0
E(η2kt ) <∞,
if X0 and η0 admit finite moments of all orders.
Proof. Take ηt =
1
θt
. Then
dηt = − 1
θ2t
dθt
= − 1
θ2t
θt(q − 1√
2π
|Xt|θt)dt = −ηt(q − |Xt|
ηt
√
2π
)dt = (−ηtq + |Xt|√
2π
)dt
Multiplying by the integrating factor eqt on both sides of the above equation we get:
d(eqtηt) =
eqt|Xt|√
2π
dt
⇒ eqtηt − η0 =
∫ t
0
1√
2π
equ|Xu|du
⇒ ηt = η0e−qt +
∫ t
0
e−q(t−u)
|Xu|√
2π
du (3.17)
⇒ E(η2kt ) = E
(
η0e
−qt +
∫ t
0
e−q(t−u)
|Xu|√
2π
du
)2k
≤ 22k−1
[
E(η0e
−qt)2k + E
(∫ t
0
e−q(t−u)
|Xu|√
2π
du
)2k]
. (3.18)
Now (∫ t
0
e−q(t−u)
|Xu|√
2π
du
)2k
=
(
e−qt
∫ t
0
equ
|Xu|√
2π
du
)2k
=
(eqt − 1)2k
(qeqt
√
2π)2k
( q
eqt − 1
∫ t
0
equ|Xu|du
)2k
≤ (e
qt − 1)2k
(q
√
2πeqt)2k
( q
eqt − 1
∫ t
0
equ|Xu|2kdu
)
,
11
where the last inequality follows from the fact that (EP (|X|))2k ≤ EP (|X|2k) where k ∈ N and
P is any probability measure. In the above we take P (dx) = qeqt−1e
qxdx on [0, t]. Therefore
interchanging the expectation and integrals on the last term of 3.17 we have
E(η2kt ) ≤ 22k−1
[
E(η2k0 )e
−2kqt +
(eqt − 1)2k
(q
√
2πeqt)2k
q
eqt − 1
∫ t
0
equE(|Xu|2k)du
]
≤ 22k−1
[
E(η2k0 ) +
(eqt − 1)2k
(q
√
2πeqt)2k
M0
]
≤ M1 <∞ (3.19)
where the last but one inequality follows from Lemma 3.1.1 that even moments of Xt are
uniformly bounded in t ≥ 0. 
Remark 3. From (3.19) it is evident that for all t > 0, there is a null set, outside of which
θt =
1
nt
> 0 whenever θ0 > 0, as otherwise, sup
t>0
E(η2kt ) would be infinity. Again, from the proof
above, it is clear that
ηt = η0e
−qt +
∫ t
0
e−q(t−u)
|Xu|√
2π
du > 0, whenever η0 ≥ 0.
Combining the above two lemmas we have the following tightness result for the vector (Xt, ηt)
′.
3.1.3 Tightness
Lemma 6. If X0 and θ0 admits moments of all orders and θ0 > 0 a.s.then, for the coupled
system (3.1) joint distribution of {(Xt, ηt)′ : t ≥ 0} is tight.
Proof. Let R1 and R2 be two positive numbers. Then
P (|Xt| < R1, |ηt| < R2) = 1− P ((|Xt| > R1) ∪ (|ηt| > R2))
> 1− (P (|Xt| > R1) + P (|ηt| > R2))
> 1− E(|Xt|)/R1 − E(|ηt|)/R2.
Hence given any ǫ > 0 we can choose R1, R2 sufficiently large so that P (|Xt| < R1, |ηt| < R2) >
1− ǫ. This proves the tightness of (Xt, ηt)′. 
3.1.4 Finiteness of Time average of moments of θt
In this section C will stand for a generic finite constant that might take different values in
different situations. We assume throughout that X0 and θ0 admit finite moments of all orders.
For non-random initial data this is trivially true.
Lemma 7. Let X0 and θ0 admit finite moments of all order. Then
sup
t>1
1
t
t∫
0
E(θ
k
2
u )du < C for every k ∈ N.
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Proof: We proceed sequentially through the following steps.
Step 1: We first prove
sup
t>1
1
t
∫ t
0
E(|Xu|θu)du <∞.
This fact will be used in Step 2. To prove this note that
d(1 + θt) = dθt = θt(q − |Xt|θt/
√
2π)dt
= qθtdt− (1 + θt)|Xt|θt√
2π
dt+
|Xt|θt√
2π
dt
⇒ d(1 + θt) + (1 + θt)|Xt|θt√
2π
dt = qθtdt+
|Xt|θt√
2π
dt
⇒ d(1 + θt)
1 + θt
+
1√
2π
|Xt|θtdt = θt
1 + θt
(
q +
|Xt|√
2π
)
dt
≤
(
q +
|Xt|√
2π
)
dt
⇒ log 1 + θt
1 + θ0
+
1√
2π
t∫
0
|Xu|θudu ≤ qt+ 1√
2π
t∫
0
|Xu|du
⇒ 1
t
t∫
0
|Xu|θudu ≤
√
2πq +
1
t
t∫
0
|Xu|du
+
√
2π
log(1 + θ0)
t
. (3.20)
Thus, 1t
t∫
0
E(|Xu|θu)du ≤
√
2πq+ 1t
t∫
0
E(|Xu|)du+
√
2πE(log(1+θ0))t . Therefore, using the moment
bounds for Xt from Section 3.1.1,
sup
t>1
1
t
t∫
0
E(|Xu|θu)du < C. (3.21)
Step 2: We now prove by induction, that for any k ∈ N,
sup
t>1
1
t
t∫
0
E(θ
k
2
u )du < C. (3.22)
Let, as before, ηt =
1
θt
then dηt = (−qηt + |Xu|/
√
2π)dt.
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Applying Itoˆ’s lemma to Yt = X
2
t η
2−k/2
t , with k ∈ N, we get
dYt = 2Xtη
2−k/2
t dXt + (2− k/2)X2t η1−k/2t dηt +
1
2
2η
2−k/2
t (dXt)
2
= 2Xtη
2−k/2
t (−
Xt
2η2t
dt+
1
ηt
dWt) + (2− k/2)X2t η1−k/2t (−qηtdt+
|Xt|√
2π
dt)
+ η
2−k/2
t η
−2
t dt
=
(
−X2t η−k/2t − q(2− k/2)X2t η2−k/2t +
2− k/2√
2π
|Xt|3η1−k/2t + η−k/2t
)
dt
+ 2Xtη
1−k/2
t dWt. (3.23)
Thus, integrating both side from 0 to t, rearranging and dividing by t and then taking expecta-
tions we get
t∫
0
θ
k
2
s ds = X
2
t η
4−k
2
t −X20η
4−k
2
0 +
t∫
0
X2s θ
k
2
s ds
+
(4− k)q
2
t∫
0
X2sη
4−k
2
s ds− 2− k/2√
2π
t∫
0
|Xs|3η
2−k
2
s ds
− 2
t∫
0
Xsη
2−k
2
s dWs
⇒ 1
t
t∫
0
θ
k
2
s ds =
1
t
(X2t η
4−k
2
t −X20η
4−k
2
0 ) +
1
t
t∫
0
X2s θ
k
2
s ds
+
(4− k)q
2t
t∫
0
X2sη
4−k
2
s ds
−2− k/2
t
√
2π
t∫
0
|Xs|3η
2−k
2
s ds − 2
t
t∫
0
Xsη
2−k
2
s dWs
⇒ sup
t>1
1
t
t∫
0
E(θ
k
2
s )ds ≤ sup
t>1
1
t
E(X2t η
4−k
2
t −X20η
4−k
2
0 ) + sup
t>1
1
t
t∫
0
E(X2s θ
k
2
s )ds
+
(4− k)q
2
sup
t>1
1
t
t∫
0
E(X2s η
4−k
2
s )ds
− 4− k
2
√
2π
sup
t>1
1
t
t∫
0
E(|Xs|3η
2−k
2
s )
− 2 sup
t>1
1
t
E
t∫
0
(Xsη
2−k
2
s )dWs. (3.24)
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Now for any k ∈ N we have,
1
t
t∫
0
X2s θ
k
2
s ds =
1
t
t∫
0
(|Xs|
k
k+1 θ
k
2
s )(|Xs|
k+2
k+1 )ds
≤
(1
t
t∫
0
|Xs|θ
k+1
2
s ds
) k
k+1
(1
t
t∫
0
|Xs|k+2ds
) 1
k+1
, (3.25)
which follows from the Holder’s inequality with p = k+1k and q = k + 1. Therefore,
E
(1
t
t∫
0
X2s θ
k
2
s
)
≤ E
((1
t
t∫
0
|Xs|θ
k+1
2
s ds
) k
k+1
(1
t
t∫
0
|Xs|k+2ds
) 1
k+1
)
≤
(
E
(1
t
t∫
0
|Xs|θ
k+1
2
s ds
)) k
k+1 ×
(
E
(1
t
t∫
0
|Xs|k+2ds
)) 1
k+1
=
(1
t
t∫
0
E(|Xs|θ
k+1
2
s )ds
) k
k+1
(1
t
t∫
0
E(|Xs|k+2)ds
) 1
k+1
, (3.26)
where the last inequality follows from Holder’s inequality with p = k+1k and q = k+1. Therefore,
sup
t>1
1
t
t∫
0
E(X2s θ
k
2
s )ds ≤
(
sup
t>1
1
t
t∫
0
E(|Xs|θ
k+1
2
s )ds
) k
k+1
×
(
sup
t>1
1
t
t∫
0
E(|Xs|k+2)ds
) 1
k+1
. (3.27)
Again ∀k ≥ 2,
dθ
k−1
2
t =
k − 1
2
θ
k−1
2
−1
t dθt =
k − 1
2
θ
k−1
2
t (q −
|Xt|θt√
2π
)dt
=
q(k − 1)
2
θ
k−1
2
t dt−
k − 1
2
|Xt|θ
k+1
2
t√
2π
dt
⇒ 1√
2π
t∫
0
|Xs|θ
k+1
2
s ds = q
t∫
0
θ
k−1
2
s ds− 2
k − 1(θ
k−1
2
t − θ
k−1
2
0 )
⇒ sup
t>1
1
t
t∫
0
E
(
|Xs|θ
k+1
2
s ds
)
≤
√
2πq sup
t>1
1
t
t∫
0
E
(
θ
k−1
2
s ds
)
+
2
√
2π
k − 1 supt>1
1
t
E
(
θ
k−1
2
0
)
. (3.28)
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Plugging (3.28) in (3.27)
sup
t>1
1
t
t∫
0
E(X2s θ
k
2
s )ds ≤
(√
2πq sup
t>1
1
t
t∫
0
E
(
θ
k−1
2
s
)
ds+
2
√
2π
k − 1 supt>1
1
t
E
(
θ
k−1
2
0
)) k
k+1
×
(
sup
t>1
1
t
t∫
0
E(|Xs|k+2)ds
) 1
k+1
. (3.29)
And finally plugging (3.29) in (3.24) we get for k ≥ 2
sup
t>1
1
t
t∫
0
E(θ
k
2
s )ds ≤ sup
t>1
1
t
E(X2t η
4−k
2
t −X20η
4−k
2
0 )
+
(√
2πq sup
t>1
1
t
t∫
0
E
(
θ
k−1
2
s
)
ds+
2
√
2π
k − 1 supt>1
1
t
E(θ
k−1
2
0 )
) k
k+1
×
(
sup
t>1
1
t
t∫
0
E(|Xs|k+2)ds
) 1
k+1
+
(4− k)q
2
sup
t>1
1
t
t∫
0
E(X2s η
4−k
2
s )ds
− 4− k
2
√
2π
sup
t>1
1
t
t∫
0
E(|Xs|3η
2−k
2
s )ds
− 2 sup
t>1
1
t
E
t∫
0
(Xsη
2−k
2
s )dWs. (3.30)
To prove sup
t>1
1
t
t∫
0
E(θ
k
2
s )ds is finite ∀ k ∈ N we proceed by induction:
Step 2a: For k=1 we consider Equation (3.24). By an application of the Young’s inequality and
the fact that all the moments of Xs and ηs are uniformly bounded (proved earlier in Lemma 4
and 5) we have:
sup
t>1
1
t
E(X2t η
4−1
2
t −X20η
4−1
2
0 ) < C,
sup
t>1
1
t
t∫
0
E(X2s η
4−1
2
s )ds < C,
and
sup
t>1
1
t
t∫
0
E(|Xs|3η
2−1
2
s )ds < C.
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This proves that the first, third and fourth term in the RHS of (3.24) is finite. The second term
of (3.24) is bounded by the RHS of (3.27), whose first term is finite by (3.21) of Step 1 and the
second term is finite by the uniform boundedness of moments of X. Therefore we are left with
only the Itoˆ integral or the last term of (3.24). Now,
E
( t∫
0
Xsη
1
2
s dWs
)2
= E
t∫
0
X2s ηsds
is finite ∀t ≥ 0 by an application of Young’s inequality and the uniform boundedness of all the
moments of Xt and ηt. Therefore
t∫
0
Xsη
1
2
s dWs is a square integrable martingale and hence
sup
t>1
1
t
E
t∫
0
Xsη
1
2
s dWs = 0.
This completes the proof that sup
t>1
1
t
t∫
0
E(θ
1
2
s )ds is finite ∀t > 0.
Step 2b: Assume that the hypothesis is true for k ≤ m− 1, for m ≥ 2 i.e.,
sup
t>1
1
t
t∫
0
E(θ
k
2
s )ds < C, k ≤ m− 1.
Step 2c: Consider k = m ≥ 2. In this case we consider Equation (3.30).
For m = 2 the RHS of (3.30) is finite by the moment bounds of Xs and ηs and by the proof that
sup
t>1
t∫
0
E(θ
1
2
s )ds <∞ in Step 2a.
For m = 3, 4 the first term in the RHS of (3.30) is finite (by the arguments given in 2a). The
second (product) term is finite by the induction hypothesis (in 2b) and by the finiteness of the
moments of Xs. The third term is finite by the finiteness of the moments of Xt and ηt. The
fourth term is negative for m = 3 or zero for m = 4. Hence it is bounded by zero.
For the fifth (Itoˆ Integral) term in (3.30) we first apply the Itoˆ’s lemma and then Cauchy
Schwartz inequality to get
t∫
0
E(X2s θ
m−2
s )ds ≤
t∫
0
√
E(X4s )E(θ
2(m−2)
s )ds ≤ C
t∫
0
√
E(θ
2(m−2)
s )ds
< ∞, (3.31)
since θt is bounded as in Equation (3.2). Thus,
t∫
0
Xsθ
m−2
2
s dWs is a square integrable martingale
with respect to the given filtration over any finite interval [0, T ] and therefore the expectation
is zero.
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Next consider m > 4. For the first term in the RHS of (3.30) apply Young’s inequality with
p = m− 3 and q = m−3m−4 to get
X2s θ
m−4
2
s ≤ 1
m− 3X
2(m−3)
s +
m− 4
m− 3θ
m−3
2
s ⇒ E(X2s θ
m−4
2
s ) ≤ 1
m− 3E(X
2(m−3)
s )
+
m− 4
m− 3E(θ
m−3
2
s )
⇒ sup
t>1
1
t
t∫
0
E(X2s θ
m−4
2
s )ds ≤ 1
m− 3 supt>1
1
t
t∫
0
E(X2(m−3)s )ds
+
m− 4
m− 3 supt>1
1
t
t∫
0
E(θ
m−3
2
s )ds
< ∞,
which follows from the fact that moments of Xt are uniformly bounded and the second term is
finite by the induction hypothesis. Consequently, the first term in the RHS of (3.30) is finite.
The second (product) term is finite by the induction hypothesis and by the finiteness of the
moments of Xs (as argued in the case m = 3, 4 above).
The third term is negative.
The fourth term we apply the Young’s inequality with p = m− 1 and q = m−1m−2 to get:
|Xs|3θ
m−2
2
s ≤ |Xs|
3p
p
+
θ
q(m−2)
2
s
q
=
1
m− 1 |Xs|
3(m−1) +
m− 2
m− 1θ
m−1
2
s ,
⇒ sup
t>1
1
t
t∫
0
E
(
|Xs|3θ
m−2
2
s
)
ds ≤ 1
m− 1 supt>1
1
t
t∫
0
E
(
|Xs|3(m−1)
)
ds
+
m− 2
m− 1 supt>1
1
t
t∫
0
E
(
|θs|
m−1
2
)
ds
< ∞, (3.32)
which follows from the fact that the moments of Xt are uniformly bounded in t and by the
induction hypothesis.
For the fifth term we argue as in (3.31) to infer that it is a square integrable martingale with
respect to the given filtration over any finite interval [0, T ] and hence the expectation is zero.
Therefore the LHS of (3.30) is finite for all m ≥ 2. Thus the Steps 2a, 2b and 2c complete the
proof of Step 2 (3.22) and therefore Lemma 7 is proved. 
3.2 Hypoelliptic condition
Here we show that the vector fields corresponding to (3.1) satisfies the Ho¨rmander’s hypoelliptic
condition (see the proposition for the statement of the condition). Since the condition requires
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smooth vector fields, we convert the drift and diffusion coefficients in (2.3) into smooth vector
fields.
For this purpose, define
bǫ(x, η) =
(
− x
2η2
, −qη + gǫ(x)√
2π
)
,
where gǫ(x), a smooth function → |x| as ǫ ↓ 0 in the point-wise limits and σ(x, η) =
(
1/η 0
0 0
)
as the drift and the diffusion coefficient respectively of the equation with the re-parametrisation
η = 1θ . Such function gǫ(·) can be constructed by convoluting the function |x| with a mollifier
(for example 1√
2πǫ
e−
1
2ǫ2
x2).
Consider an SDE in the Stratonovich form:
dXt = A0(Xt)dt+
n∑
α=1
Aα(Xt) ◦ dWαt . (3.33)
whereA0, {Aα : α = 1, . . . , n} is a smooth vector fields on a differential manifoldM and ◦ denotes
Stratonovich integral. The SDE in the Itoˆ form and the Stratonovich form are interchangeable.
For a multidimensional SDE, given in the Itoˆ’s form,
dXt = b(t,Xt)dt+ σ(t,Xt)dWt
can be readily converted into the Stratonovich form from the following equation:
b˜i(t,x) = bi(t,x)− 1
2
p∑
j=1
n∑
k=1
∂σi,j
∂xk
σk,j; 1 ≤ i ≤ n
where b˜(t, x) = (b˜i(t, x))
′ is the drift term for the Stratonovich form. In our case, p = n = 2 and
from the form of σ in (3.1), we find that b˜ǫ and bǫ are the same and it equals A0. We identify
the diffusion coefficients A1(Xt) = (η, 0)
′ and A2(Xt) = (0, 0)′ as vector fields in M , here upper
half plane of R2. Here is the condition due to Ho¨rmander [5]:
Proposition 1. Let {A0, A1, . . . , An} be n + 1 smooth vector fields on a smooth manifold M .
Define the Lie Bracket [V,W ] between two vector fields V and W as another vector field on M
defined in the following manner
[V,W ](f) = V (W (f))−W (V (f)) ∀f ∈ C∞(M).
The Ho¨rmander’s hypoelliptic condition is satisfied if :
Aj0(y), [Aj0(y), Aj1(y)], [[Aj0(y), Aj1(y)], Aj2(y)],
. . . [[[[Aj0(y), Aj1(y)], Aj2(y)], Aj3(y)], . . . , Ajk(y)]
spans M for every y ∈M and any 1 ≤ j0 ≤ n and {j1, . . . , jk} ∈ {0, 1, . . . , n}, k ≥ 1.
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Lemma 8. The vector fields Aǫ0(y) and A1(y) satisfy Ho¨rmander’s hypoelliptic condition of
Proposition 1.
Proof: Identifying (3.33) with (3.1) we have (writing y = (x, η)′):
Aǫ0(y) = −
x
2η2
∂
∂x
+ (−qη + gǫ(x)√
2π
)
∂
∂η
,
A1(y) =
1
η
∂
∂x
.
Therefore the vectors corresponding to A1(y) and [A1(y), A
ǫ
0(y)] will be
(
1
η , 0
)T
and
(
1
η2
(
− 12η−
qη + 1√
2π
gǫ(x)
)
, 1√
2π
1
ηg
′
ǫ(x)
)T
. Note, θt = 1/ηt > 0 almost surely, since by Lemma 5 we have
sup
t>0
E(η2t ) < ∞. Thus, the zero set of {Xt} has Lebesgue measure zero almost surely since the
zero set of {Wt} has Lebesgue measure zero. Therefore these two vector fields span the upper
half plane of R2, for x 6= 0. Also, for x 6= 0, we can take ǫ → 0 and get the same result. Note
that the convergence is uniform over each compacts in the set {(x, η) : x 6= 0, η > 0}. 
Remark 4. In the case of the Normal mollifier i.e,
gǫ(y) =
1√
2πǫ
∫ ∞
−∞
|x|e− 12ǫ2 (y−x)2dx
=
1√
2πǫ
∫ ∞
0
xe−
1
2ǫ2
(y−x)2dx+
1√
2πǫ
∫ 0
−∞
(−x)e− 12ǫ2 (y−x)2dx.
For the first integral
1√
2πǫ
∞∫
0
xe−
1
2ǫ2
(y−x)2dx =
1√
2π
∞∫
− y
ǫ
(y + ǫz)e−
z2
2 dz, substituting z = x−yǫ ,
= y(1− Φ(−y
ǫ
)) +
1√
2π
ǫ
∞∫
y2
2ǫ2
e−tdt, substituting t = z
2
2 ,
= yΦ(
y
ǫ
) +
1√
2π
ǫe−
y2
2ǫ2 ,
where Φ(·) is the distribution function of the standard Normal variable. Similarly for the second
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integral we have
1√
2πǫ
0∫
−∞
(−x)e− 12ǫ2 (y−x)2dx = 1√
2π
− y
ǫ∫
−∞
−y + ǫze− z
2
2 dz, substituting z = x−yǫ ,
= −yΦ(−y
ǫ
)− 1√
2π
ǫ
∫ − y
ǫ
−∞
ze−
z2
2 dz
= −yΦ(−y
ǫ
)− ǫ 1√
2π
∫ y2
2ǫ2
∞
e−tdt
= −yΦ(−y
ǫ
) + ǫ
1√
2π
e−
y2
2ǫ2
⇒ gǫ(y) = y
(
Φ(
y
ǫ
)− Φ(−y
ǫ
)
)
+ 2ǫφ(
y
ǫ
)
⇒ d
dy
g′ǫ(y) = Φ(
y
ǫ
)−Φ(−y
ǫ
) + 2
y
ǫ
φ(
y
ǫ
)− 2y
ǫ
φ(
y
ǫ
)
⇒ | d
dy
gǫ(y)| ≤ |Φ(y
ǫ
)− Φ(−y
ǫ
)|,
where φ(·) is the density function of the standard Normal variable. Now for any ǫ > 0 and any
y ∈ R we have
|Φ(y
ǫ
)− Φ(−y
ǫ
)| ≤ 1
which implies that
| d
dy
gǫ(y)| ≤ 1 ∀ǫ > 0
⇒ sup
ǫ
| d
dy
gǫ(y)| < ∞, ∀ y ∈ R,
which implies that the family {gǫ(·)} is equicontinuous.
It is well known that if the vector fields A0(y) and A1(y) satisfy the above conditions then the
solution of the SDE (3.33) admits a smooth transition density (see, for example Nualart [7]).
Hence, even though the original diffusion is singular its transition probability has density (see
Kliemann [6]). Again, since the coupled diffusion is tight, it admits unique invariant probability
by Kliemann [6] which admits a density.
Remark 5. Note that although we are interested in the distribution of {Xt} showing tightness
of the process {Xt} only it would not suffice since θt may be a function of {Xs; 0 ≤ s ≤ t}, so
marginally {Xt} may not be a Markov process. Hence sup
t>0
E|Xt| < M would give the tightness
of X but it would not be possible to say anything about the existence of a unique invariant
distribution of {Xt}.
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3.3 Identifying the limiting distribution
We first prove a lemma that will be required in this subsection. For any s > 0, define Fs(t) =
s
t∫
0
θ2udu.
Lemma 9.
lim
t→∞
E(e−Fs(t)) = 0, ∀s > 0.
Proof: We prove for s = 1. The proof can be carried out in a similar fashion for any s > 0.
F1(t)
t
=
1
t
t∫
0
θ2sds ≥
1
1
t
t∫
0
1
θ2s
ds
=
1
1
t
t∫
0
η2sds
, (3.34)
where the last but one inequality follows from Jensen’s (by taking ψ(x) = 1x , x > 0 which is
convex). This implies
1
1
tF1(t)
≤ 1
t
t∫
0
η2sds⇒
1
F1(t)
≤ 1
t
1
t
t∫
0
η2sds. (3.35)
Therefore,
e−F1(t) =
1
eF1(t)
≤ 1
F1(t)
(since ex ≥ x, ∀x > 0)
≤ 1
t
1
t
t∫
0
η2sds (from (3.35))
⇒ E(e−F1(t)) ≤ 1
t
E
(1
t
t∫
0
η2sds
)
≤ 1
t
C.
where C = sup
t>0
E(1t
t∫
0
η2sds) <∞, from Lemma 5. So
lim
t→∞
E(e−F1(t)) = 0.

Lemma 10. Assuming that all the moments of X0 and θ0 exists we have
lim
t→∞
E(Xrt ) =
{
(2k)!
2kk!
when r = 2k
0 when r = 2k + 1.
Proof: We prove using induction for both even and odd moments:
Even moments
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1. We first show limt→∞E(X2t ) = 1.
Applying Itoˆ’s lemma to X2t we have
dX2t =
(
−X2t θ2t + θ2t
)
dt+ 2XtθtdWt.
Multiplying by the integrating factor eF1(t), where F1(t) =
t∫
0
θ2sds, on both sides of the
above equation we have
d
(
X2t e
F1(t)
)
= eF1(t)θ2t dt+ e
F1(t)XtθtdWt
⇒ X2t = e−F1(t)[X20 +
t∫
0
eF1(s)θ2sds + 2
t∫
0
eF1(s)XsθsdWs]
= e−F1(t)[X20 +
t∫
0
d(eF1(s)) + 2
t∫
0
eF1(s)XsθsdWs]
= e−F1(t)[X20 + e
F1(t) − 1 + 2
t∫
0
eF1(s)XsθsdWs]
= X20e
−F1(t) + 1− e−F1(t) + 2
t∫
0
eF1(s)−F1(t)XsθsdWs
⇒ E(X2t ) = E(e−F1(t))E(X20 ) + 1− E(e−F1(t))
+ 2E
(
e−F1(t)
t∫
0
eF1(s)XsθsdWs
)
.
From the proof of Lemma 2 we have that the third expectation is zero (by substituting
m = 1). Therefore
E(X2t ) = E(e
−F1(t))E(X20 ) + 1− E(e−F1(t))
⇒ lim
t→∞
E(X2t ) = E(X
2
0 ) lim
t→∞
E(e−F1(t)) (3.36)
+ 1− lim
t→∞
E(e−F1(t)) (3.37)
Now lim
t→∞
E(e−Fk(t)) = 0 by Lemma 9. Therefore,
lim
t→∞
E(X2t ) = 1 from (3.37).
2. Assume this holds for 1 ≤ m ≤ k − 1, i.e.,
lim
t→∞
E(X2mt ) =
(2m)!
2mm!
for 1 ≤ m ≤ k − 1.
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3. From Itoˆ’s lemma applied to X2kt
dX2kt =
(
−kX2kt θ2t + k(2k − 1)X2k−2t θ2t
)
dt+ 2kX2k−1t θtdWt.
Multiplying with the integrating factor eFk(t) on both sides of the above equation and
rearranging we have that
d
(
X2kt e
Fk(t)
)
= k(2k − 1)eFk(t)X2k−2t θ2t dt+ 2keFk(t)X2k−1t θtdWt
⇒ X2kt = e−Fk(t)[X2k0 + (2k − 1)
t∫
0
keFk(s)X2k−2s θ
2
sds
+ 2k
t∫
0
eFk(s)X2k−1s θsdWs
⇒ E(X2kt ) = E(e−Fk(t))E(X2k0 )
+ (2k − 1)E(
t∫
0
ke−Fk(t)eFk(s)X2k−2s θ
2
sds)
+ E
(
2e−Fk(t)
t∫
0
keFk(s)X2k−1s θsdWs
)
. (3.38)
We have proved in Lemma 2 that the third expectation in the RHS of (3.38) is zero (by
substituting m = k). Writing
Ak,2m−2(t) := E(e−Fk(t)k
t∫
0
eFk(s)X2m−2s θ
2
sds)
= E(e−Fk(t)
t∫
0
X2m−2s d(e
Fk(s))), for 1 ≤ m ≤ k (3.39)
we have,
E(X2kt ) = E(X
2k
0 )E(e
−Fk(t))
+ (2k − 1)Ak,2k−2(t). (3.40)
Now by the integration by parts we have,t∫
0
X2ms d(e
Fk(s)) = X2mt e
Fk(t) −X2m0 −
t∫
0
eFk(s)d(X2ms )
= X2mt e
Fk(t) −X2m0 −
t∫
0
eFk(s)
(
(−mX2ms θ2s
+ m(2m− 1)X2m−2s θ2s)ds +
t∫
0
2mX2m−1s θsdWs
)
,
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using
dX2mt = −mX2mt θ2t dt+m(2m− 1)X2m−2t θ2t dt+ 2mX2m−1t θtdWt.
Therefore multiplying by e−Fk(t) on both sides of the above equation we have
e−Fk(t)
t∫
0
X2ms d(e
Fk(s)) = e−Fk(t)
t∫
0
kθ2se
Fk(s)X2ms ds
= X2mt −X2m0 e−Fk(t)
+ e−Fk(t)
t∫
0
meFk(s)X2ms θ
2
sds
− e−Fk(t)
t∫
0
m(2m− 1)eFk(s)X2m−2s θ2sds
+ 2me−Fk(t)
t∫
0
X2m−1s e
Fk(s)θsdWs.
Taking expectations on both sides and recalling the definition of Ak,2m(t) from (3.39) we
have ,
Ak,2m(t) = E(X
2m
t )− E(e−Fk(t))E(X2m0 ) +
m
k
Ak,2m(t)
− m(2m− 1)
k
Ak,2m−2(t) + 0. (3.41)
That the last expectation is zero follows from Lemma 2. This implies that
(1− m
k
)Ak,2m(t) = E(X
2m
t )− E(e−Fk(t))E(X2m0 )
− m(2m− 1)
k
Ak,2m−2(t). (3.42)
Now,
Ak,0(t) = E(e
−Fk(t)
t∫
0
kθ2se
Fk(s)ds)
= E(e−Fk(t)
t∫
0
d(eFk(s))) = 1− e−Fk(t). (3.43)
Define Bk,2m = limt→∞Ak,2m(t) (when the limit exists). Taking limits as t→∞ on both
sides of (3.43) and applying Lemma 9 we get:
Bk,0 = 1− lim
t→∞
e−Fk(t) = 1. (3.44)
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Hence lim
t→∞
Ak,2m(t) exists for m = 0.
Taking m = 1, 2, 3, . . . , k − 1 in (3.42) we get that lim
t→∞
Ak,2m(t) exists, since
(1− m
k
) lim
t→∞
Ak,2m(t) = lim
t→∞
E(X2mt )−
m(2m− 1)
k
lim
t→∞
Ak,2m−2(t)
⇒ Bk,2m = k
k −m limt→∞E(X
2m
t )−
m(2m− 1)
k −m Bk,2m−2.
(3.45)
Substituting different values of m = 0, 1, 2, . . . , k − 1 in (3.45) and applying induction
hypothesis, that lim
t→∞
E(X2mt ) =
(2m)!
2mm! , for 0 ≤ m ≤ k − 1, we get:
Bk,0 = 1
Bk,2 =
k
k − 11−
1
k − 11 = 1
Bk,4 =
k
k − 23−
2.3
k − 21 = 3
Bk,6 =
k
k − 35.3−
3.5
k − 33 = 5.3
Bk,8 =
k
k − 47.5.3 −
4.7
k − 45.3 = 7.5.3
. . .
Bk,2k−2 = k(2k − 3)(2k − 5) . . . 3.1− (k − 1)(2k − 3)Bk,2k−4
= k(2k − 3)(2k − 5) . . . 3.1− (k − 1)(2k − 3) (2k − 5) . . . 3.1
= (2k − 3)(2k − 5) . . . 3.1(k − k + 1)
=
(2k − 2)!
2k−1(k − 1)! .
Therefore applying Lemma 9 to Equation (3.40) :
lim
t→∞
E(X2kt ) = (2k − 1)Bk,2k−2
= (2k − 1) (2k − 2)!
2k−1(k − 1)! =
2k(2k − 1)!
2kk!
=
(2k)!
2kk!
. (3.46)
Odd moments
1. To find the odd moments of Xt we perform similar procedure as above. We have
dXt = −Xt θ
2
t
2
dt+ θtdWt (3.47)
Define Gk(t) =
2k+1
2
t∫
0
θ2sds, k ∈ N ∪ {0}. Multiply by the integrating factor eG0(t) on
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both sides of (3.47) and rearrange to get
d(eG0(t)Xt) = e
G0(t)θtdWt
⇒ Xt = X0e−G0(t) + e−G0(t)
t∫
0
eG0(s)θsdWs
⇒ E(Xt) = E(X0)E(e−G0(t)) + E
(
e−G0(t)
t∫
0
eG0(s)θsdWs
)
. (3.48)
From Lemma 9 we have
lim
t→∞
E(e−G0(t)) = 0.
Therefore from (3.48) we have
lim
t→∞
E(Xt) = 0.
2. Let k ≥ 1 be any positive integer. Assume that
lim
t→∞
E(X2m−1t ) = 0 where m = 1, 2, . . . , k.
3. Applying Itoˆ’s lemma to X2k+1t we get
dX2k+1t = (2k + 1)X
2k
t dXt +
1
2
(2k + 1)2kX2k−1t θ
2
t dt
= (2k + 1)X2kt
(
−Xt θ
2
t
2
dt+ θtdWt
)
+ (2k + 1)kθ2tX
2k−1
t dt
=
(
−1
2
(2k + 1)X2k+1t θ
2
t
+ (2k + 1)kX2k−1t θt
)
dt+ (2k + 1)θtX
2k
t dWt. (3.49)
Multiplying by the integrating factor eGk(t) on both sides of (3.49) and rearranging we get:
d
(
X2k+1t e
Gk(t)
)
= k(2k + 1)eGk(t)θ2tX
2k−1
t dt+ (2k + 1)e
Gk(t)θtX
2k
t dWt
⇒ X2k+1t = e−Gk(t)
[
X2k+10 + k(2k + 1)
t∫
0
eGk(s)θ2sX
2k−1
s ds
+ (2k + 1)
t∫
0
eGk(s)θsX
2k
s dWs
]
.
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Thus
E(X2k+1t ) = E(e
−Gk(t))E(X2k+10 )
+ E
(
k(2k + 1)e−Gk(t)
t∫
0
eGk(s)θ2sX
2k−1
s ds
)
+ (2k + 1)E
(
e−Gk(t)
t∫
0
eGk(s)X2ks θsdWs
)
. (3.50)
From Lemma 3 we have the third expectation is zero. That is
E
(
e−Gk(t)
t∫
0
eGk(s)X2ks θsdWs
)
= 0.
Defining
Ck,2m−1(t) := E
(
k(2k + 1)e−Gk(t)
t∫
0
eGk(s)θ2sX
2m−1
s ds
)
= E
(
2ke−Gk(t)
t∫
0
X2m−1s d(e
Gk(s))
)
. (3.51)
We have from (3.50).
E(X2k+1t ) = E(e
−Gk(t))E(X2k+10 ) + Ck,2k−1(t). (3.52)
Now by integration by parts
t∫
0
X2m−1s d(e
Gk(s)) = X2m−1t e
Gk(t) −X2m−10 −
t∫
0
eGk(s)d(X2m−1s ).
Applying Itoˆ’s lemma to X2m−1t we have
dX2m−1t = (2m− 1)X2m−2t dXt + (2m− 1)(m− 1)X2m−3t θ2t dt
= −2m− 1
2
X2m−1t θ
2
t dt+ (m− 1)(2m− 1)X2m−3t θ2t dt+ (2m− 1)X2m−2t θtdWt.
Substituting in the above equation we have
t∫
0
X2m−1s d(e
Gk(s)) = X2m−1t e
Gk(t) −X2m−10 +
t∫
0
(2m− 1)eGk(s)X2m−1s
θ2s
2
ds
− (2m− 1)(m − 1)
t∫
0
eGk(s)X2m−3s θ
2
sds−
t∫
0
(2m− 1)eGk(s)X2m−2s θsdWs.
(3.53)
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Multiplying both sides by e−Gk(t), taking expectations in (3.53) and recalling the definition
of Ck,2m−1 from (3.51) we have
Ck,2m−1(t) = E
(
2ke−Gk(t)
t∫
0
X2m−1s d(e
Gk(s))
)
= 2kE(X2m−1t )− 2kE(e−Gk(t))E(X2m−10 ) +
2m− 1
(2k + 1)
Ck,2m−1(t)
− (2m− 1)(2m − 2)
(2k + 1)
Ck,2m−3(t)− (2m− 1)E
(
e−Gk(t)
t∫
0
eGk(s)X2m−2s θsdWs
)
.
(3.54)
Now by Lemma 3 where it is shown that
E
(
e−Gk(t)
t∫
0
θse
Gk(s)X2ms dWs
)
= 0, for 0 ≤ m ≤ k − 1,
we have that the third expectation is zero. Now
Ck,1(t) = 2kE
(
e−Gk(t)
t∫
0
Xsd(e
Gk(s))
)
= 2kE
(
e−Gk(t)
(
Xte
Gk(t) −X0eGk(0) −
t∫
0
eGk(s)dXs
))
= 2kE
(
Xt −X0e−Gk(t) − e−Gk(t)
t∫
0
eGk(s)dXs
)
since Gk(0) = 0.
From the SDE of Xt we have
Ck,1(t) = 2kE
(
Xt −X0e−Gk(t) − e−Gk(t)
t∫
0
eGk(s)
(
−Xs θ
2
s
2
ds+ θsdWs
))
= 2k
(
E(Xt)− E(X0e−Gk(t)) + 1
2
E
(
e−Gk(t)
t∫
0
eGk(s)θ2sXsds
)
− E
(
e−Gk(t)
t∫
0
eGk(s)θsdWs
))
= 2k
(
E(Xt)− E(X0e−Gk(t))
)
+
1
2k + 1
Ck,1(t) + 0,
since E
(
e−Gk(t)
t∫
0
eGk(s)θsdWs
)
= 0 from Lemma 3 (by substituting m = 0). Therefore
(1− 1
2k + 1
)Ck,1(t) = 2k
(
E(Xt)− E(X0e−Gk(t))
)
. (3.55)
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Now we have proved that lim
t→∞
E(Xt) = 0 = lim
t→∞
E(e−Gk(t)). Defining Dk,m = lim
t→∞
Ck,m(t)
for m = 1, 3, 5, . . . , 2k − 1, wherever it exists, we have from (3.55)
Dk,1 = 0.
From (3.54) we have
(1− 2m− 1
2k + 1
)Ck,2m−1(t) = 2kE(X2m−1t )− 2kE(e−Gk(t))E(X2m−10 )
− (2m− 1)(2m − 2)
(2k + 1)
Ck,2m−3(t). (3.56)
By induction hypothesis lim
t→∞
E(X2m−1t ) = 0 for m = 1, 2, . . . , k. Since Dk,1 = 0 from
(3.56) we have by iteration lim
t→∞
Ck,2m−1(t) exists and equals to 0 for m = 1, 2, . . . , k, i.e.
Dk,j = 0 for j = 1, 3, . . . , 2k − 1.
Therefore, from 3.50 we have that
lim
t→∞
E(X2k+1t ) = 0. (3.57)
Thus combining (3.46) and (3.52) we see that the limiting moments of {Xs} matches with that
of a N(0, 1) distribution. Since the limiting distribution admits a smooth density, invoking
uniqueness of moment generating function we can infer that the limiting distribution of {Xs} is
N(0, 1). This completes the proof of Theorem 2. 
Remark 6. From (3.17) we have θt satisfying the equation
θt =
eqt
η0 +
1√
2π
t∫
0
eqs|Xs|ds
⇒ θ2t =
e2qt(
η0 +
1√
2π
t∫
0
eqs|Xs|ds
)2
≥ e
2qt
2
(
η20 +
1
2π (
t∫
0
eqs|Xs|ds)2
)
=
e2qt
2η20 +
(eqt−1)2
πq2
(
t∫
0
q
eqt−1e
qs|Xs|ds)2
≥ e
2qt
2η20 +
eqt−1
πq
t∫
0
eqs|Xs|2ds
, (3.58)
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where the last inequality follows from the fact that
(
t∫
0
q
eqt − 1e
qs|Xs|ds)2 ≤
t∫
0
q
eqt − 1e
qs|Xs|2ds.
This is true by the Jensen’s inequality
(E|Xs|)2 ≤ E(|Xs|2),
with the expectation computed with respect to the density f(x) = qeqt−1e
qx, 0 < x < t, for any
t > 0. Therefore
E(θ2t ) ≥
e2qt
2E(η20) +
eqt−1
πq
t∫
0
eqsE(X2s )ds
≥ e
2qt
2E(η20) +
(eqt−1)2(1+E(X20 ))
πq2
,
where the last inequality follows from (3.36) that
E(X2t ) ≤ 1 + E(X20 ) ∀t > 0.
Therefore
lim inf
t→∞
E(θ2t ) ≥ lim inf
t→∞
e2qt
2E(η20) +
(eqt−1)2(1+E(X20 ))
πq2
=
πq2
1 + E(X20 )
⇒ lim inf
t→∞
1
t
t∫
0
E(θ2u)du ≥
πq2
1 + E(X20 )
, by Fatou’s lemma.
In particular if X0 = 0 almost surely, then
lim inf
t→∞
1
t
t∫
0
E(θ2u)du ≥ πq2.
This gives a lower bound to the growth of θt.
Remark 7. Rates of convergence of Adaptive and Standard MCMC: Recalling the SDE
for AMCMC for Normal target density for Xt is given as:
dXt = −Xt θ
2
t
2
dt+ θtdWt.
Multiplying by the integrating factor and performing the usual operations we get:
E(Xt) = E(X0e
−Gt), where Gt =
t∫
0
θ2s
2 ds. (3.59)
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Similar equation for the SMCMC Yt is:
dYt = −Yt θ
2
0
2
dt+ θ0dWt.
Applying similar computations we get
E(Yt) = E(Y0e
−G˜t), where G˜t =
t∫
0
θ20
2 ds =
θ20
2 t.
Similar computation with X2t will give (see the proof of Lemma 10)
E(X2t ) = E(X
2
0 e
−G(t)) + 1− E(e−G(t)). (3.60)
It is therefore clear from the Equations (3.59) and (3.60) that the quantity regulating the speed
to convergence is G(t) (or G˜(t)). The faster G(t) (or G˜(t)) goes to ∞, the faster the process
converges to its invariant distribution (which is standard Normal in this case). For the diffusion
defined by the SDE corresponding to the SMCMC the rate of convergence to its stationary dis-
tribution is exponentially fast in t. For the AMCMC it depends on the behaviour of
t∫
0
θ2sds. We
have shown in Lemma 7 that lim sup
t→∞
1
t
t∫
0
E(θ2u)du < C <∞ for any k ∈ N when the target distri-
bution is standard Normal. Combining this with Remark 6 we find that the rate of convergence
of the process defined by the SDE for the AMCMC to its stationary distribution is exponentially
fast with exponent is linear in t. Thus the comparison between the rate of convergence of the
processes defined by the SDEs for the AMCMC and SMCMC to their corresponding stationary
distribution will depend on the lower bound πq2 and the upper bound C (as in Lemma 7 for
k = 4) and θ20. If the bound can be obtained in the almost sure sense, and not in the L1 sense
then it might be possible to directly compare SMCMC and AMCMC.
Remark 8. It is true that for the discrete time SMCMC, higher value of θ0 will delay convergence
to stationarity of the chain. However, it is somewhat misleading that the diffusion process
corresponding to the SMCMC converges faster to its stationary distribution for higher value of
θ0. For the AMCMC situation is quite different. The simulations in Figures 3.1 and 3.2 show
that the trajectories of θt converge for large values of t. This is in tune to our theoretical findings
that for a standard Normal target with standard Normal proposals, the time average moments
of θt are bounded. Since this happens for any starting value of θ0, we recommend that this
limiting value (or variable) should be used for selecting the optimal value of θ0. One should run
the AMCMC sufficiently long, till the point where θt changes no further or varies in a narrow
range. From that point onwards one should keep the level of θt same (any point in the narrow
interval) and run a simple SMCMC.
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4 Conclusion
Verifying the conditions of Roberts et al. for checking the ergodicity of an AMCMC can some-
times prove to be difficult. In Basak and Biswas [1], we considered an AMCMC with the proposal
kernel dependent on the previously generated sample and an arbitrary target distribution. There
we performed a diffusion approximation technique to look at the continuous time version of the
discrete chain. In this paper we narrowed down to the case where the target distribution is stan-
dard Normal. We investigate whether the invariant distribution of the diffusion is indeed the
target distribution. It turns out that the resulting diffusion (which although singular) admits
a unique invariant distribution. Then computing the limiting moments (both even and odd) of
Xt we identify the limiting distribution to be N(0, 1).
The techniques applied here are specific only when the target distribution is Normal. Different
methodologies may be needed to extend these results to other target distributions, where an
identification of the limiting moments may not be possible. Also more choices of the proposal
distribution can be made, where the kernel is dependent on a finite (or possibly infinite) past.
We plan to take up these issues in our future work.
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