1. Introduction {#sec1-1}
===============

Near infrared spectroscopy (NIRS) has been used to determine *in vivo* tissue oxygen saturation (StO~2~), for a number of diverse and important research and clinical applications  \[[@r1]--[@r11]\]. NIR light, typically in the wavelength region between 700 and 1000*nm*, penetrates skin, fat and skull to illuminate underlying tissue, such as the muscle and the brain. Photons are both absorbed and scattered within the tissue. A portion of the photons have trajectories that allow them to reach an external detector for analysis after they have passed through the tissue. The relatively high attenuation of NIR light within tissue results from absorbance of chromophores, such as oxygenated and deoxygenated hemoglobin (HbO~2~ and Hb, respectively) in blood, melanin in skin, as well as light scattering from skin, fat and tissue (muscle or brain). Blood oxygen saturation is defined as SO~2~ = $c_{\text{HbO}_{\text{2}}}$/($c_{\text{HbO}_{\text{2}}}$ + $c_{\text{Hb}}$)100%, where $c_{\text{HbO}_{\text{2}}}$ and $c_{\text{Hb}}$ are the concentrations of oxygenated and deoxygenated hemoglobin, respectively, which have characteristic absorbance bands in this region of the NIR spectrum.

When considering pure absorbance, the Beer-Lambert law states that the light attenuation by an analyte dissolved into a nonscattering solvent is linearly related to the product of the concentration of the analyte and the optical pathlength. If the analyte is present in a scattering medium, such as tissue, the physical pathlength of the photons is larger than the geometrical distance between the light source and detector because of multiple scattering events. The effect of scattering on the spectral baseline is sometimes described with a modified Beer-Lambert law equation where a term G is added \[[@r12]\]. An absolute determination of StO~2~ requires a method to determine both the effective pathlength of photons in tissue, as well as the effect of scattering on the spectral baseline.

Historically, a variety of different approaches have been used to address the effect of light scattering in tissue for the absolute determination of tissue oxygen saturation. Spatially resolved spectroscopic (SRS) methods, based on either broadband or discrete wavelengths, have been reported. These methods use the diffusion approximation model and at least two source-detector distances \[[@r13]--[@r16]\]. Time-resolved spectroscopy (TRS) \[[@r17]\] and phase or frequency modulation spectroscopy (PMS) \[[@r18]\] can resolve absolute absorbance and scattering and hence calculate StO~2~ through the time of flight of photons, or from modulated light information, respectively. Continuous-wave (CW) NIRS (CW-NIRS) is the simplest and most cost effective technique for real-time clinical monitoring of patients. Recent efforts have attempted to use non-spatially resolved CW instruments to measure absolute StO~2~. Myers, Anderson, and Seifert *et al* \[[@r4]\] employed a 4 wavelength "wide gap" second derivative spectroscopic method to remove the effect of scattering by producing an StO~2~ calibration curve which related scaled second derivative attenuation at 720*nm* to hemoglobin SO~2~ from *in vitro* hemoglobin samples. This technique is limited since the scattering properties of *in vivo* tissue are different from the *in vitro* hemoglobin samples used to produce the calibration curve. Stratonnikov and Loschenov \[[@r19]\] proposed a non-spatially resolved CW spectroscopic technique to measure absolute StO~2~ using visible light by employing a Taylor expansion attenuation model. This algorithm is simple and robust and was successfully employed in the wavelength region 510 to 590*nm*, where oxygenated and deoxygenated hemoglobin have sharp absorbance bands. In their hands, this approach was unsuccessful in the NIR wavelength range. Neither did their method account for spectral interference from skin pigment or fat. Modifications of this method are required for routine clinical application to determine StO~2~ in underlying tissues.

Yang *et al* have previously shown that the method of Stratonnikov and Loschenov \[[@r19]\] can be successfully adapted to the NIR region \[[@r5]\], where light can penetrate deeper inside the tissue. This method first removed the spectral interference of light absorbance and scattering from the skin pigment and fat using a dual-source, single detector method \[[@r20]\]. Subsequently a nonlinear least-square fit was used to determine HbO~2~, Hb, and in turn StO~2~ from the muscle-only spectrum.

The accuracy of any algorithm for determining StO~2~ from CW-NIR spectra depends upon methods for estimating the contribution of light scattering. The attenuation model described in this paper uses a linear term to model the tissue scattering component of the optical attenuation. While scattering effects contribute significantly to the spectral baseline, other tissue components and the optical system design can also affect the spectrum, and in turn the accuracy of StO~2~ determination. These factors include the concentration of hemoglobin in blood, the volume of blood and water in the tissue under the sensor, fat thickness, and the source-detector (S-D) spacing. An StO~2~ monitor targeted toward application in the care of critically ill patients must be able to accurately determine StO~2~ when blood volume under the sensor may change, through vasodilation or vasoconstriction, which occurs independently of changes in hemoglobin concentration. During treatment of trauma patients, large volumes of non-blood fluids are often employed, rapidly changing the fraction of water in the tissue.

Recently we have improved the performance of our algorithms for calculating StO~2~ by simplifying the mathematical model used in the Taylor expansion and employed the simulated annealing (SA) method \[[@r21],[@r22]\] to initialize the least square fit of the measured spectrum and attenuation model. The SA method was employed to improve the precision of the initialization step. The aims of this study are to assess StO~2~ prediction accuracy of the updated algorithm on a set of simulated spectra which were constructed to independently vary S-D spacing, total hemoglobin concentration, and water volume. The algorithm was further validated on a dual-dye phantom model simulating the absorbance spectra of varying levels of SO~2~ through the use of two dyes with absorbance peaks similar to oxygenated and deoxygenated hemoglobin. The aims of the phantom study are to determine dye ratio, an analog of StO~2~, prediction accuracy of the updated algorithm under conditions of varying fat thickness, absorber volume, and total absorber concentration.

2. Materials and methods {#sec1-2}
========================

2.1 StO~2~ prediction model {#sec2-1}
---------------------------

According to light diffusion theory, the tissue attenuation spectrum is expressed as the natural logarithm of the ratio of incident light intensity ($I_{\text{0}}$) to reflected light intensity (*I*). In our application, $I_{\text{0}}$ is estimated as the reflected light intensity from a 99% reflectance standard, $I_{\text{ref}}$, when calculating measured light attenuation spectra. $I_{\text{ref}}$ differs from $I_{\text{0}}$ by a wavelength independent constant, *c,* resulting in the appearance of an additive constant in the experimental attenuation curve. Beer's law describes a relationship between the concentration of the absorbers, and the incident and reflected light intensity. The measured light attenuation spectrum, $A_{\exp}(\lambda)$is generalized to simplify and accelerate computer processing to calculate the concentration of oxygenated and deoxygenated hemoglobin \[[Eq. (1)](#e1){ref-type="disp-formula"}\] as follows:$$\begin{array}{l}
{A_{\exp}(\lambda) = \ln\frac{I_{\text{ref}}(\lambda)}{I(\lambda)} = \ln\frac{I_{\text{0}}(\lambda)}{I(\lambda)} + c} \\
{= c_{\text{0}} + c_{\text{1}}\mu'_{\text{s,0}}(\lambda) + \left\langle \text{L} \right\rangle\lbrack c_{\text{Hb}}\varepsilon_{\text{Hb}}(\lambda) + c_{\text{HbO}_{\text{2}}}\varepsilon_{\text{HbO}_{\text{2}}}(\lambda)\rbrack\ln 10 + c_{\text{H}_{\text{2}}\text{O}}\varepsilon_{\text{H}_{\text{2}}\text{O}}(\lambda)\ln 10 + \text{error},} \\
\end{array}$$where $c_{\text{0}}$ and $c_{\text{1}}$ are constants, $\mu'_{\text{s,0}}(\lambda)$ is the reduced scattering function of 0.8% Intralipid \[[@r23],[@r24]\] normalized to 1*cm^−1^* at 800*nm*, $\left\langle \text{L} \right\rangle$ is the average pathlength of the reflected light through the tissue, $c_{\text{Hb}}$ and $c_{\text{HbO}_{\text{2}}}$ are the concentration of deoxygenated hemoglobin (Hb) and oxygenated hemoglobin (HbO~2~), respectively, $c_{\text{H}_{\text{2}}\text{O}}$is a function of the water fraction and average pathlength in the tissue, $\varepsilon_{\text{Hb}}(\lambda)$, $\varepsilon_{\text{HbO}_{\text{2}}}(\lambda)$, and $\varepsilon_{\text{H}_{\text{2}}\text{O}}(\lambda)$ are the wavelength dependent extinction coefficients of Hb, HbO~2~, and H~2~O, respectively. [Equation (1)](#e1){ref-type="disp-formula"} is similar to Yang *et al*\'s prediction model \[[@r5]\] except that the term describing light scattering is given a wavelength dependence proportional to the scattering coefficient for Intralipid, to better model scattering from muscle tissue. Additionally the pathlength attributable to water absorbance is merged with the estimation of water fraction in tissue. This modification simplifies the mathematics and helps speed up the processing time, which is important for employing the model in real time.

Typically, light attenuation in the target tissue arises from both light absorbance and light scattering processes. Light is absorbed by hemoglobin and myoglobin, by both intravascular and extravascular water, and by melanin pigment in skin. Light can be scattered by physical structures such as blood vessel walls and muscle fibers, and by fat which overlies the muscle tissue. In our application, the component of the spectrum resulting from skin pigment and fat scattering is removed by using a two-source, one-detector configuration fiber optic probe \[[@r20]\]. The attenuation spectrum collected with the long S-D distance (3.0*cm*) pair is orthogonalized by the one collected with the short S-D distance (0.25*cm*) pair. The resultant spectrum describes the attenuation from only the muscle layer \[[@r20]\]. Unpublished studies in our laboratory have demonstrated this source-detector pair is effective in removing fat layers up to 8mm in thickness. Then the nonlinear least square (LSQ) method is initialized with the first spectrum using the SA method (see Section 2.2), to find the optimal initial values for all six parameters, i.e., $c_{\text{0}}$, $c_{\text{1}}$, $\left\langle \text{L} \right\rangle$ ~,~$c_{\text{Hb}}$, $c_{\text{HbO}_{\text{2}}}$, and $c_{\text{H}_{\text{2}}\text{O}}$. The nonlinear LSQ method uses the Levenberg-Marquardt algorithm \[[@r25],[@r26]\] to optimize [Eq. (1)](#e1){ref-type="disp-formula"} and is implemented with "lsqcurvefit" function in the Matlab® Optimization Toolbox (version 3.0.2) (Mathworks Inc., Natick, MA). The extinction coefficients of Hb, HbO~2~, and water are linearly interpolated from those measured by Matcher *et al* \[[@r27]--[@r29]\] to match our spectrometer's wavelength resolution and used in the SO~2~ algorithm.

With the calculated values $c_{\text{Hb}}$ and $c_{\text{HbO}_{\text{2}}}$, StO~2~ is determined as follows:$$\text{StO}_{2} = \frac{c_{\text{HbO}_{2}}}{\text{HbT}}100\%,$$where $\text{HbT} = c_{\text{Hb}} + c_{\text{HbO}_{2}},$ is the total hemoglobin concentration.

2.2 Initialization using the simulated annealing method {#sec2-2}
-------------------------------------------------------

In the Taylor StO~2~ prediction model, one initial value for each of the six parameters is required. When the algorithm is implemented the initial value for each parameter is determined from the first spectrum that is collected from the patient. Yang *et al* \[[@r5]\] used the "sweeping method" on the variables slope, baseline, and pathlength, while setting the variables of $c_{\text{Hb}}$, $c_{\text{HbO}_{\text{2}}}$, and $c_{\text{wat}}$ (water fraction) to a normal baseline value. This method works well on healthy human subjects; however, for patients with abnormal condition when the first reading is taken, the actual values for $c_{\text{Hb}}$and $c_{\text{HbO}_{\text{2}}}$ could be far from the value used to initiate the fit between the measured spectrum and the model. With the nonlinear LSQ, which is used to determine $c_{\text{Hb}}$ and $c_{\text{HbO}_{\text{2}}}$, as well as other parameters, the values used to initiate the calculation have a significant effect on the accuracy of the StO~2~ determination. In this paper, the SA method is implemented to determine the initial values of all the six parameters. The SA method is an efficient method for optimization of the large class of the NP-complete (nondeterministic polynomial time complete) problems.

SA is a generic probabilistic metaheuristic \[[@r30]\] method with user-provided procedures for the global optimization problem of applied mathematics, namely locating a good approximation to the global optimum of a given function in a large search space. In the SA method, each point *p* of the search space is analogous to a state of some physical system, and the function E(*p*) to be minimized (called a loss function) is analogous to the internal energy of the system in that state. The goal is to bring the system, from an arbitrary initial state, to a state with the minimum possible energy. Granville *et al* \[[@r31]\] proved that for any given finite problem, the probability that the SA algorithm terminates with the global optimal solution approaches 1 as the annealing schedule is extended.

We suggest that by employing the SA method we can identify initial values that consistently produce accurate values for StO~2~ no matter what the SO~2~ value actually is for the first spectrum. We used an open source implementation of the SA method in Matlab \[[@r32]\] to find a global minimum for the six variables where the loss function is defined as the square error of the actual spectrum and the one calculated with [Eq. (1)](#e1){ref-type="disp-formula"} in a bounded region. In our implementation, we separated the bounded region of the variables into five sub-regions. Initial values were determined with the SA method in each sub-region and the set of initial values with the smallest fit error with the initial spectrum was selected.

2.3 Calculation of simulated spectra {#sec2-3}
------------------------------------

A set of simulated spectra were calculated using the method described by Farrell *et al* \[[@r33]\]. For a single scatter source, the diffuse reflectance *R* at distance *ρ* between a light source and a detector is as follows:$$\begin{matrix}
{R(\rho) = {\int_{0}^{\infty}{R(\rho,z_{0})\,\delta\left( {z_{0} - \frac{1}{\mu'_{t}}} \right)\, dz_{0}}}} \\
{= \frac{a'}{4\pi}\left\lbrack {\frac{1}{\mu'_{t}}\left( {\mu_{eff} + \frac{1}{r_{1}}} \right)\frac{e^{- \mu_{eff}r_{\, 1}}}{r_{1}^{2}} + \left( {\frac{1}{\mu'_{t}} + 2z_{b}} \right)\left( {\mu_{eff} + \frac{1}{r_{2}}} \right)\frac{e^{- \mu_{eff}r_{\, 2}}}{r_{2}^{2}}} \right\rbrack,} \\
\end{matrix}$$where $\mu_{eff} = {\lbrack 3\mu_{a}(\mu_{a} + \mu'_{s})\rbrack}^{1/2}$ is the effective attenuation coefficient, $a' = \mu'_{s}/(\mu_{a} + \mu'_{s})$ is the transport albedo, $\mu'_{t} = \mu_{a} + \mu'_{s}$ is the total interaction coefficient, $z_{b}$ and $r_{\text{i}}$(i = 1, 2) are defined in that paper. Then the absorbance is as follows:
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To validate the SO~2~ prediction model \[[Eq. (1)](#e1){ref-type="disp-formula"}\], in which the SA method is used, a set of simulated absorbance spectra were generated using above model \[[Eq. (3)](#e3){ref-type="disp-formula"}\], in which *μ*~a~ consists of Hb, HbO~2~, and H~2~O components. The considered parameters are listed in [Table 1](#t001){ref-type="table"} Table 1Parameter values used to generate the simulates spectra**ParameterValue**SO~2~ (*%*)90, 80, 70, 60, 50, 40, 30, 20, 10, 5HbT(*mM*)0.08, 0.1, 0.12H~2~O (volume fraction)0.6, 0.7, 0.8*μ*~s~\' (at 800*nm*) (*cm^−1^*)5, 7S-D distance (*cm*)3.0, 4.0, 5.0.

The simulated spectra of S-D distance of 3.0*cm* are shown in [Fig. 1(a)](#g001){ref-type="fig"} Fig. 1Farrell \[[@r33]\] simulated spectra using parameters of SO~2~ = 90, 80, 70, 60, 50, 40, 30, 20, 10, 5; HbT = 0.08, 0.1, 0.12*mM*; H~2~O = 0.6, 0.7, 0.8; μ~s~\' = 5, 7*cm^−1^*. (a) With S-D of 3.0*cm*; (b) after an affine transformation.:

In our evaluation of simulated and phantom spectra an affine transform was used to transform the spectra into the interval of (−1, 1) prior to calculation of SO~2~. The reason that an affine transformation was performed is to meet the requirement of the Taylor expansion. The affine transformation, $y = ax + b$, consists of a scaling and a translation. A simple calculus shows that the affine transformation does not change the SO~2~ calculation since it is a ratio, although it does affect the absolute value of $c_{\text{Hb}}$ and $c_{\text{HbO}_{\text{2}}}$. The simulated spectra after an affine transform are depicted in [Fig. 1(b)](#g001){ref-type="fig"}.

2.4 Dual-dye phantoms for studying the effect of fat thickness and blood volume {#sec2-4}
-------------------------------------------------------------------------------

A set of dye phantoms were also made to validate the method for determining StO~2~. Two NIR dyes with distinct absorbance peaks were used to simulate the tissue chromophores. One dye (denoted as Dye1, ADS780WS, American Dye Source, Inc., Quebec) has maximal absorption at 780nm in methanol; The other dye (denoted as Dye2, Epolight5588, Epolin, Inc., Newark, NJ) exhibits maximal absorption at 860nm in methanol. The extinction coefficients of both NIR dyes are illustrated in [Fig. 2](#g002){ref-type="fig"} Fig. 2Absoroption spectra of NIR dyes in methanol.. They have similar absorptivity in terms of light attenuation in unit concentration per centimeter which makes it fairly straightforward to combine the two dyes to simulate SO~2~ absorbance.

Five mixtures of these two dyes were prepared in methanol so that their compositions (\[Dye1\]:\[Dye2\] in *μg*/*mL*) are 4:0, 3:1, 2:2, 1:3 and 0:4, respectively. This set of data is denoted as DyeCC4. The total concentration of dyes was kept constant at 4*μg*/*mL*, while the ratio $d_{Ratio}$of Dye2, which is defined as$$d_{Ratio} = \frac{\lbrack\text{Dye}2\rbrack}{\lbrack\text{Dye}1\rbrack + \lbrack\text{Dye}2\rbrack}100\%,\text{~where~}\left\lbrack \text{Dye} \right\rbrack\text{~represents~Dye~concentration},$$varied from 0%, 25%, 50%, 75% to 100%. Another series of five dye mixtures were also prepared in methanol with the same relative compositions but a different total concentration of 3*μg/mL*. This set of data is denoted as DyeCC3. Dye mixture solutions of these known compositions were used to fill capillary tubes (length = 12.0*cm*; inner diameter = 1.3*mm*; outer diameter = 2.2*mm*) and the filled tubes were sealed on both ends with clay. For DyeCC4, a total of 10, 9, and 8 tubes were placed side-by-side on the top of the 99% Spectralon reference standard (99% reflectance, Spectralon, Labsphere, Inc., New Sutton, NH). For DyeCC3, a total of 10 tubes were placed side-by-side on the top of the standard. These tubes were covered with a simulated fat layer of varying thicknesses (4.0*mm*, 6.0*mm*, and 8.0*mm*). The fat layer was topped with a 1.0*mm* layer of simulated skin of medium color.

The nominal reduced scattering coefficient (μ~s~\') of the fat and skin layer phantoms at 800*nm* were 12*cm^−1^* and 15*cm^−1^*, respectively \[[@r34]\]. The fabrication of the skin and fat layer phantoms followed the procedure described by Cubeddu *et al* \[[@r35]\]. The solid fat layer was constructed of 6 volume percent Intralipid (20%, Baxter Healthcare Corp., Deerfield, IL), 1% by weight agar (A7921, Sigma-Aldrich, Co., St. Louis, MO), and 94% (volume percent) distilled water); the solid skin layer consisted of 15 volume percent 0.15*mg/mL* melanin (M8631, Sigma-Aldrich Co., St. Louise, MO), 7.5 volume percent Intralipid (20%), 1% by weight agar, and 77.5 volume percent distilled water.

Spectral measurements were recorded with the previously described fiber optic system \[[@r5],[@r20]\], with the fiber optic probe placed directly on the top of the skin layer. This system employs a two-distance fiber-optic probe with two source bundles and one detector bundle. At the probe head, the distance of the "short" source bundle from the detector (SD1) is small enough that the detector bundle detects the light that has penetrated only the skin and fat layers. The spacing of the "long" bundle from the detector bundle (SD2) is long enough that the detector bundle acquires the light that has penetrated through the skin, fat and muscle layers. For the system used to measure dye phantom spectra, the distance of the short bundle from the detector is 0.25*cm*, and the distance of the long bundle from the detector is 3.0*cm*. The detector bundle is connected to an Ocean Optics VIS-NIR spectrometer (Model USB2000, Dunedin, FL). The source bundles are connected to a tungsten lamp via an on-axis, large-diameter connector and an off-axis, smaller-diameter connector, respectively. A computer-controlled shutter switches between the two source bundles to allow only one source bundle to be illuminated by the lamp at a time. Reflectance of each phantom was measured by sequential illumination with the short and long distance light sources. Spectra were converted to absorbance by referencing to a 99% reflectance standard placed a fixed distance below the sensor, and then both the long distance and short distance spectra were smoothed by the Savitsky-Golay smoothing method \[[@r36]\]. As discussed previously \[[@r20]\], orthogonalization of the short to long spectra were done with Andersson\'s method \[[@r37]\].

[Figure 3](#g003){ref-type="fig"} Fig. 3Sixty dye phantom spectra. (a) Long S-D distance absorbance spectra; (b) orthogonalized spectra; (c) orthogonalized spectra after an affine transformation. depicts the 60 dye phantom long distance attenuation spectra (a), the orthogonalized spectra by the short-distance attenuation spectra (b), and the orthogonalized spectra after an affine transformation (c).

From the orthogonalized spectra after an affine transformation \[[Fig. 3(c)](#g003){ref-type="fig"}\], we randomly select one spectrum as the first one and determine the initial values for the nonlinear LSQ step. The dye concentration is predicted using an analog of the SO~2~ prediction model  \[[Eq. (1)](#e1){ref-type="disp-formula"}\], where the extinction coefficients of Hb and HbO~2~ are replaced with those of Dye1 and Dye2 respectively. Then dye ratio \[defined in [Eq. (5)](#e5){ref-type="disp-formula"}\] is calculated as an analog for SO~2~.

2.5 Data analysis {#sec2-5}
-----------------

SO~2~ was calculated for the 540 simulated spectra which were generated using the values for the parameters in [Table 1](#t001){ref-type="table"}. Accuracy was assessed by calculating the coefficient of determination (R^2^) and the root mean squared error of prediction (RMSEP) between the set SO~2~ value and that determined with our algorithm. The RMSEP is calculated according to  [Eq. (6)](#e6){ref-type="disp-formula"}:$$\text{RMSEP} = \sqrt{\frac{\sum_{i = 1}^{N}{({\hat{y}}_{i} - y_{i})}^{2}}{N}}$$where *N* is the number of light attenuation spectra, and ${\hat{y}}_{i}$ and $y_{i}$ are the predicted and actual SO~2~ values, respectively (i = 1, 2, ..., *N*). R^2^ = 1 and RMSEP = 0 means perfect matching. The results are analyzed separately to demonstrate the effect of S-D spacing, total hemoglobin concentration (HbT), scattering coefficient of the muscle (µ~s~\') and water.

Additionally, accuracy was assessed for the 60 phantom spectra by calculating R^2^ and RMSEP for the actual and predicted dye ratios. The effect of total dye concentration, an analog for variation in total hemoglobin concentration; number of tubes, an analog for blood volume under the sensor; and fat thickness are presented in separate graphs.

The accuracy of the algorithm for the prediction of StO~2~ was also compared to the known values for both simulated and phantom spectra using the method of Bland and Altman \[[@r38]\]. With this method, the bias describes the mean difference between the actual and predicted measurements. The limits of agreement are defined as the mean difference plus or minus 1.96 times the standard deviation of the differences.

The effect of the initial spectrum on accuracy was assessed by comparing the predicted accuracy of the algorithm when different values of SO~2~ were used as the starting point. For this test, the 180 simulated spectra of S-D spacing of 4.0*cm* were used. For these 180 spectra, for each HbT, µ~s~\', and water, we selected the spectrum with SO~2~ = 60, 30, 10, 90, as the first spectrum to find a set of initial values with the SA method, providing 72 different sets of initial values. Each set of these initial values was then used to predict SO~2~ from the set of 180 spectra and calculate the estimated error (RMSEP) resulting from variation in starting condition.

3. Results and discussion {#sec1-3}
=========================

3.1 Accuracy results from simulated spectra {#sec2-6}
-------------------------------------------

Long distance source and detector (S-D) separation can have a significant effect on the accuracy of StO~2~ determination. We determined that separate initial value calculations must be done for each long distance S-D, i.e. initial values determined for a sample assuming a long S-D of 3.0*cm* were not appropriate for spectra of the same sample with an S-D of 4.0*cm* . For each of the three S-D separations studied, we randomly selected one spectrum from the 180 simulated spectra (after an affine transformation) as the first spectrum to search a set of initial values with the SA method. SO~2~ values were calculated from the 180 spectra collected at each S-D distance. [Figure 4](#g004){ref-type="fig"} Fig. 4Plots of SO~2~ results from 540 simulated spectra with different long S-D distances. (a) Predicted vs actual SO~2~, the diagonal line represents perfect prediction; (b) Bland and Altman plot of actual and predicted SO~2~, in which the bias is 0.87%, the standard deviation of the difference is 2.31%. illustrates the actual and predicted values of SO~2~, with the specific values for R^2^ and RMSEP as a function of S-D detailed in [Table 2](#t002){ref-type="table"} Table 2R^2^ and RMSEP for the predicted SO~2~ results from simulated spectra with different S-D distances**S-D distance (*cm*)R^2^RMSEP (% SO~2~)**3.00.9971.874.00.9962.345.00.9973.05. There is good agreement between the actual and predicted SO~2~ values, with the estimated error (RMSEP) increasing as S-D increases. This result is not unexpected since as the S-D distance increases signal-to-noise ratio decreases as a result of increased absorbance and scattering over the longer distance.

To evaluate the effect of varying HbT, muscle µ~s~\', and water fraction on the accuracy of our SO~2~ calculation algorithm, we present only the simulated spectra with S-D distance of 4.0*cm* ([Fig. 5](#g005){ref-type="fig"} Fig. 5Bland-Altman plots of actual and predicted SO~2~ results from simulated spectra with S-D distance of 4.0*cm*. (a) Relation with varying HbT; (b) relation with varying µ~s~\'; (c) relation with different water fraction. and [Table 3](#t003){ref-type="table"} Table 3R^2^ and RMSEP for the predicted SO~2~ results from simulated spectra with S-D distance of 4.0*cm*, with different factors**FactorValueR^2^RMSEP (% SO~2~)**HbT (*μM*)0.10.9982.360.080.9962.160.120.9972.49μ~s~\' (*cm^−1^*)50.9981.5670.9992.92Water volume fraction0.60.9972.260.70.9972.380.80.9962.37overall0.9962.34); results are similar for the other S-D distances. In this set of simulated data RMSEP is similar for each tested value of HbT and water volume fraction. Calculation accuracy may be influenced by µ~s~\'. When µ~s~\' is 5*cm^−1^*, RMSEP is 1.56%; RMSEP increases to 2.92% with a µ~s~\' of 7*cm^−1^*. Ferreira *et al* \[[@r39]\] have previously shown that it is important to account for variation in µ~s~\' when calculating StO~2~ in a setting such as exercise, that will alter µ~s~\' over a series of measurements. In their study an increase in µ~s~\' from 6*cm^−1^* to 7*cm^−1^* (at 690*nm*) during exercise resulted in a StO~2~ error of 7% at peak exercise, when values for µ~s~\' were not updated. In our implementation we redetermine a value for µ~s~\' with each spectrum, therefore we adjust µ~s~\' as optical variation warrants. Our simulation showed that while a change from 5*cm^−1^* to 7*cm^−1^* increased our error, the StO~2~ error at the higher scattering coefficient was still less than 3% ([Table 3](#t003){ref-type="table"}).

The data show that despite significant variation in water volume fraction, there is good accuracy in the measurement of SO~2~. There appears to be no trend in the error with water fraction. This is a significant finding for the clinical application of this technology. Edema, or water accumulation in tissue, often occurs in the periphery of critically ill patients, patients who are likely to be monitored with tissue SO~2~ devices. Water has small, but significant absorbance in the wavelength region between 700*nm* and 900*nm*. Our algorithms accurately account for this absorbance and should be suitable for monitoring patients who accumulate water in their tissues.

3.2 Accuracy results from phantom spectra {#sec2-7}
-----------------------------------------

The results for dye concentration, number of tubes, and fat thickness calculated from spectra collected from the phantoms are presented in [Fig. 6](#g006){ref-type="fig"} Fig. 6Bland and Altman plots of measured and predicted dye ratio from the dye phantom spectra with different absorbance and scattering properties, in which the bias is 1.38% and the standard deviation of the difference is 1.29%. (a) Relation with varying total dye concentration; (b) relation with analog of varying total hemoglobin; (c) relation with different fat thickness. and [Table 4](#t004){ref-type="table"} Table 4R^2^ and RMSEP for dye ratio calculated from orthogonalized spectra of the dual-dye phantoms with different scattering and absorbance properties**valueR^2^RMSEP (% dye ratio)**Total dye concentration (*μg/mL*)30.9991.9041.01.18Number of dye tubes80.9991.4590.9991.43101.01.31Fat thickness (*mm*)4.01.01.276.00.9991.608.01.01.03Overall0.9991.40.

The estimated error (RMSEP) in the calculation of dye ratio is very small, averaging 1.4% for all samples. There is small variation in estimated accuracy between the two dye concentrations, the number of tubes and the fat thickness. In this analog system, dye concentration simulates variation in hemoglobin concentration within the blood vessels, while the number of dye tubes simulates the volume of blood in tissue which is assessed with the optical sensor. These two factors can change independently. The volume of blood analyzed is a function of the optical system and the scattering coefficient of the muscle. In tissue the scattering coefficient is determined by the density of small blood vessels and the size of the blood vessels. Both parameters can change over time as the patient's vasculature accommodates their illness and therapies are provided. In this phantom study our algorithms for calculating SO~2~, adapted to calculate dye ratio, were shown to be impervious to independent variations in analogs for hemoglobin concentration and blood volume in tissue.

If not corrected, spectral interference from fat is known to cause a significant error in the estimation of StO~2~ \[[@r40],[@r41]\]. In this phantom model, with light sources at 0.25*cm* and 3.0*cm*, the error in the calculation of dye ratio was small and did not increase with increasing fat thickness.

3.3 Measurement precision, effect of initial value selection on repeatability {#sec2-8}
-----------------------------------------------------------------------------

We evaluated how the StO~2~ value of the initial spectrum, as well as the values of the parameters that cause spectral interference, can impact prediction from future spectra where conditions may be quite different from the initial conditions. Each of the 180 simulated spectra was evaluated with a set of 72 different starting value sets. The mean RMSEP resulting from the variation in starting conditions was 2.67% with a standard deviation of 0.38%. This value is consistent with errors calculated for all parameters with S-D of 4.0*cm*. The small standard deviation indicates that there is very little effect of starting conditions on the accuracy of StO~2~ prediction when the SA method is used to determine the parameter values to initialize the LSQ step.

3.4 Potential limitations {#sec2-9}
-------------------------

In this study, we assumed that our methodology completely removes spectral contributions from the skin and fat layer. For this reason our simulations were done with the single layer diffusion theory model proposed by Farrell *et al* \[[@r33]\]. If the orthogonalization step did not completely eliminate the effect of fat, it would be more appropriate to use the two layer semi-infinite model proposed by Kienle *et al* \[[@r42]\] to test the algorithm.

Our phantom model has some limitations as well. As with the simulated spectra, we assumed complete elimination of spectral contribution from fat. Since calculated SO~2~ was shown to have a small error in accuracy that did not increase with fat thickness, we assume that the assumption was valid for this study. This assumption would not be correct for thicker fat layers and might not be correct for different sensor configurations. In our phantoms, we used glass capillary tubes to represent blood vessels containing blood. These tubes are arranged next to each other on a totally reflective base of spectralon. The glass tubes might introduce light piping, which would alter the optical reflection of the system, but since SO~2~ is calculated as a ratio, this effect is likely to be eliminated. Real blood vessels are not parallel and are contained in a scattering matrix. Though our phantoms did not include a base which scattered light, we did address the effect of scattering in the muscle layer with the set of 540 simulated spectra. Another limitation of the phantom model was the use of two near infrared absorbing dyes to represent oxygenated and deoxygenated hemoglobin. The dye chosen to represent oxygenated hemoglobin has an absorbance spectrum which is somewhat dissimilar to oxygenated hemoglobin, with both higher absorbance and a more defined peak. However, the simulated spectra use the actual extinction coefficients of hemoglobin. The effect of total hemoglobin (or dye concentration) on the accuracy of SO~2~ (or dye ratio) calculation was examined with both the simulated spectra and the phantom. With the simulated spectra the average estimated error over the 3 total hemoglobin concentrations was 2.34%, while with the phantoms the average estimated error was 1.54% for the two different dye concentrations. These errors are similar, considering the relative differences in the concentration range between the phantom and simulated spectral studies. Lastly, the dye used in the phantoms is that unlike blood, the dye does not include components that scatter light differently from the background, i.e. blood cells. A phantom which more closely resembles tissue would contain an agar base, with Intralipid to provide a scattering element, and tubes which contain whole blood. We are developing the methodology to construct and measure such phantoms.

4. Conclusions {#sec1-4}
==============

This study investigated the application of a Taylor series expansion model of Beer's law on simulated muscle spectra and dual dye phantoms which incorporated skin and fat layers. A novel feature of this study is the application of the simulated annealing (SA) method to indentify initial values for the six parameters used to fit spectra for the calculation of tissue SO~2~. This method was demonstrated to be highly repeatable and independent of starting conditions. Using simulated tissue spectra it was shown that this method resulted in estimated error of prediction less than 3.1% across a variety of conditions that simulate pathophysiology that can affect tissue spectra. The error was found to decrease with smaller separation between the long distance light source and detector. The estimated error from the set of 540 simulated spectra was similar for the range of total hemoglobin and water fraction studied. Two different, but physiologically relevant scattering coefficients were investigated, with prediction error found to be bigger for the larger scattering coefficient. With the dual dye phantoms it was demonstrated that dye ratio could be determined accurately with independent variation in absorber concentration and volume. Similarly, in this phantom, the estimated error was independent of the thickness of the overlying layer of fat.

The purpose of this study was to evaluate an algorithm which can be used with broadband CW-NIRS for determination of StO~2~ in clinical conditions, such as trauma, where it is expected that blood volume, hemoglobin concentration and water fraction can all change rapidly in the same patient and patients can present with initial SO~2~ values that are very low, far from normal conditions. The results of this investigation show promise for application of the algorithm in actual clinical scenarios, though this remains to be confirmed with actual experimental data.
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