In-network caching is a useful technique for reducing latency and retransmission overhead of lost packets for reliable data delivery in wireless networks. However, in-network caching is challenging to implement in memory constrained devices such as RFIDs and sensors, and also in Wireless LAN (WLAN) gateways for large-scale deployments. In this paper we propose a novel technique for management of in-network caches using XOR coding for optimizing the use of limited buffer space in presence of random and burst packet losses. We identify two critical parameters, coding degree and coding distance for the coding scheme. As a case-study we implement our approach over Snoop and evaluate its performance for WLANs. We further propose a self-adaptive algorithm that tunes coding degree on the fly based on the measured coding behavior and packet loss probability. Using simulations in ns-2, we observe that in our simulation settings, when the size of the retransmission buffer in the gateway is less than 16 packets per TCP flow, the throughput can be enhanced by up to 30% for random losses and up to 20% for burst losses.
Introduction
Wireless networks have been widely deployed in recent years due to their low cost, reduced dependence on infrastructure, and support for emerging mobile and sensing applications. However, due to the high bit-error rates of wireless links and losses induced by interference and mobility, supporting reliable transmissions over wireless networks remains a challenging problem, especially for networking devices with limited resources. To deal with the high loss rate of wireless networks and improve end-to-end throughput, many existing reliable protocols support in-network packet recovery [2] [3] [4] [5] . In these protocols packet caching at the intermediate nodes is used for faster and low-overhead recovery (compared to recovery from source) of lost packets. As a special case, hop-by-hop recovery at MAC layer is widely adopted by wireless networks [6, 7] . However, in-network caching is challenging in memory-constrained devices such as RFIDs or sensors, and also in devices that are handling a large number of flows such as WLAN gateways for large installations.
A retransmission buffer with limited size restricts the performance of reliable protocols in two ways. First, the number of concurrent flows that can be supported by either the sender or intermediate nodes is limited. Second, intermediate nodes can only cache a subset of the forwarded packets, thus reducing the benefit of in-network caching. Limitations on buffer size force the caching node to make decisions on which packets to cache and which not to. However, an intermediate node can not predict which of the packets that it is forwarding will be lost in the network en-route to the destination, and thus has to resort to random sampling of packets to cache.
In this paper, we propose a novel XOR coding based approach named XBC to optimize the use of limited retransmission buffer space. In addition to raw packets, intermediate nodes can store the XOR of two or more packets in the buffer. Thus a larger number of packets can be stored in the limited buffer space. Upon discovery of a loss, a packet can be recovered if it is stored raw, or if the other packets with which it is encoded have been received by the receiver. For example if P i È P j is stored in the buffer, and if P j is lost in the network, but P i is known to have been received correctly, then the cache can transmit P i È P j and the receiver can compute ðP i È P j Þ È P i to extract P j . Notice that P i can also be recovered from ðP i È P j Þ È P j as well, so that storing P i È P j allows recovering both packets given that only one is lost. Decoding of XOR-ed packets at the receiver requires previously received packets from the receiver's buffer, which is readily available for reliable protocols supporting in-order delivery. Fig. 1 shows a simple example of how XBC can be useful. We consider a network with three nodes, in which a base station connects a wired link and a wireless link. Suppose there is a TCP flow going through the base station. In a traditional protocol supporting local recovery, like Snoop [3] , the base station caches packets received, forwards them to the receiver, and retransmits the lost ones upon receiving an ACK indicating packet loss from the 0140 q An earlier version of this paper appeared at IEEE BROADNETS '07 [1] .
receiver. Assume that the wireless link experiences random losses and the packet loss rate is low, say less than 10%. Further assume that the base station can forward 4 packets during the round trip time between it and the receiver. Then to ensure 100% local recovery, the base station needs a buffer that can cache 4 packets. On the other hand, the base station can cache the XOR of every two raw packets. Since the chance that two packets in the same coding pair are lost is low, half of the buffer space can be saved while the chance of local recovery is still very high.
We identify two pivotal parameters in the design of XBC: coding-degree and coding-distance. Coding-degree is the number of packets coded together. The higher the coding-degree, the less memory the buffer requires; or equivalently, the more the number of cached packets. However, the chance that an XOR-ed packet will get successfully decoded also reduces with increasing degree. Thus, the optimum coding-degree is a function of the packet loss probability. In networks with burst losses, coding packets with contiguous sequence numbers is not a good choice as more than one of these packets can be lost simultaneously, resulting in decoding failure. To deal with burst losses, XBC explores the well-known interleaving technique used in channel codification by allowing non contiguous packets to be coded together, where the gap between the sequence number of packets that can be coded together is called the coding distance. The optimum coding distance depends on the characteristics of the burst loss, such as the average burst length and the average inter-burst separation.
As a case-study, we show how XBC can be integrated with the Snoop protocol [3] . We choose Snoop as the baseline because it is well known and readily available for use for both simulations and experiments. Note that XBC can be easily implemented as a plug-in to other reliable protocols that support in-network recovery through retransmission buffers.
The remainder of this paper is organized as follows: in the next section, we summarize the related work on reliable transmissions on wireless networks and other applications of XOR coding. In Section 3, we present the design of XBC and analyze its benefit for networks with random or burst losses. Section 5 describes the implementation of XBC on Snoop and Section 7 evaluates the performance of Snoop with or without XBC. Finally in Section 8, we conclude our work and give pointers for future research.
Related work
Reliable transmissions over wireless networks have been widely studied. Many of these protocols support in-network recovery, and require a recovery buffer to be set up at some or all of the intermediate nodes in an end-to-end connection, where our approach has potential to optimize the buffer usage. Equivalently, our approach can be used to make use of the limited buffer to enhance performance of in-network recovery.
Transport layer recovery
To support reliable communication over wireless networks, both end-to-end approaches [8] [9] [10] and in-network enhancements [3, 11, 12] have been explored. In the end-to-end approaches the receiver determines the cause of failure and notifies the TCP sender through explicit end-to-end feedback. For non-congestion related losses the sender does not invoke congestion control. On the other hand, the idea of in-network solutions is to provide a reliable link layer to higher layers through link layer automatic repeat request (ARQ) or forward error correction (FEC).
Link-layer recovery
A link-layer protocol supporting local recovery may simply perform retransmissions without the knowledge of the transport layer so that it can be used by different higher layer protocols, as in the case of 802.11 MAC [7] ; or it can smartly use that knowledge to achieve better throughput, as in the case of Snoop [11] . Extensions of Snoop to multi-hop wireless networks have also been suggested [2, 4] . The benefits of these protocols over pure hop-by-hop linklayer retransmissions include (1) the ability to perform recovery over multiple hops so that loss due to queue overflow or mobility may be handled, which is not possible in hop-by-hop retransmission protocols; (2) the ability to make use of additional information from routing or transport layers to further improve performance by mechanisms such as bypassing an unreachable neighbor and suppressing duplicate ACKs for packets lost due to bit errors.
In DTC [4] , each intermediate node caches one TCP segment that has the highest sequence number seen and not received by the next hop (through link layer feedback), so that segments with higher sequence numbers are cached on nodes closer to the receiver. ACKs are used for both acknowledging new data and requesting local recovery. Round-trip time estimation is therefore needed to distinguish between these two cases. Different from DTC where only the receiver generates transport-layer ACKs, InPCM [2] allows intermediate nodes to cache both data packets and ACKs, and an intermediate node may detect losses and send ACKs to its previous hop. Besides reducing end-to-end retransmissions, these approaches also help balance the energy consumption among nodes, which is especially important for sensor networks. However, all the above approaches either focus on improving end-to-end performance or reducing energy consumption, and none of them study the impact of the retransmission buffer on the achievable benefit of in-network recovery, which is the focus of this paper.
FEC-based protocols [13, 14] achieve reliability by adding redundancy to the transmitted packets. Such mechanisms could be used at the sender or the intermediate nodes. As no acknowledgements are needed, FEC-based protocols are buffer-free and incur low latency. However, optimal FEC coding highly depends on the error nature of networks and cannot be easily achieved for wireless networks due to the unpredicable channel quality [15] .
In-network recovery in broadcast protocols
The idea of local recovery is not restricted to unicast, but also common in reliable broadcast and multicast procotols [5, 16, 17] . PSFQ is a reliable broadcast protocol that uses hop-by-hop recovery in which each node caches packets received so far, forwards packet in-sequence, and requests lost ones from its neighbors at a faster rate than that for forwarding. Sprinkler [16] is also a reliable broadcast protocol that uses the nodes in a connected dominating set for distribution of data and recovery of lost packets. Fig. 1 . A simple example of how XOR coding optimizes the retransmission buffer on the intermediate node (the base station in this case). The base station caches XOR coded packets to save buffer while ensuring high chance of local recovery. For instance, assume that packet P1; P2, and P4 have been received and packet P3 is lost at the receiver, then the receiver only needs to cache P4. P3 can be recovered by transmission of P3 È P4 from the base-station.
ReMHoc [17] is a NACK-based reliable multicast protocol for mobile ad-hoc wireless networks, in which every multicast group member is responsible for in-network packet recovery.
Network coding
As a simple way to put the elegant idea of network coding [18] into practice, XOR coding has attracted attention in the networking field, and has been used to improve the throughput of both unicast and multicast over wireless networks [19, 20] . In both cases, the idea is to perform XOR coding at the crossing point nodes of a multi-hop wireless network, assisted by overhearing, and inference or local feedback, to reduce the number of packet transmissions. Although XOR coding is usually less optimal than the general linear codes [21] in terms of reducing unnecessary transmissions, it has several benefits. It is much easier to implement, incurs lower encoding and decoding cost, has lower buffer requirement, and introduces lower delay due to coding. In this paper, XOR coding is used in a very different way and with a different optimization target from previous works. First, coding is used by the intermediate nodes that have local retransmission buffers, but are not necessarily crossing point nodes. Second, XOR coding is applied to packets received at different times instead of different flows as in the case of COPE [19] or CODEB [20] . Third, the raw packets used for decoding are received earlier but not overheard from other nodes. Finally, the purpose of XBC is not to locally reduce the number of transmissions, but to reduce the number of end-to-end retransmissions by efficient use of buffers. For each packet P received, the intermediate node first searches in its local buffer for the packet that should be combined with P according to the coding strategies discussed below. Assume there is such a packet, which can be either raw or XOR-ed packet, say P 1 È P 2 È . . . È P n ; n P 1. The node then replaces the packet with P È P 1 È P 2 È . . . È P n . If such a packet is not present and the buffer has available space, the node simply caches P in its buffer. Otherwise, the node may either replace an old packet in the buffer with P or simply not cache P, depending on which policy is preferred. Then the node forwards P to the receiver.
If P is lost, the intermediate node will be notified by either intercepting and analyzing the acknowledgments from the receiver to the sender or through a timeout [3] , which is provided by the innetwork recovery protocol. When this happens, the node will search the buffer for either the lost packet or the XOR-ed packet that contains the lost one, and retransmit it if such a packet exists. The sequence number of the retransmitted packet is the same as the lost one and the sequence numbers of each component of the coded packet is recorded in its packet header (see Section 5.2 for the implementation details).
To support in-order delivery, the receiving side of most reliable protocols maintain a buffer for the out-of-order packets. XBC makes use of this buffer and requires a small additional memory to cache a few old packets which may have been delivered to the application layer to assist decoding (see Section 5.2). Assume the receiver receives an XOR-ed packet Pðs j Þ ¼ P 1 ðs 1 Þ È P 2 ðs 2 Þ È . . . ÈP n ðs n Þ, where s i is the sequence number of P i , and the sequence number of the encoded packet is the same as that of the lost component, which is P j ð1 6 j 6 nÞ in this case. The receiver searches for each coded component in its local buffer. If all of them except P j are available, the receiver retrieves P j by computing
Notice that in the above scenario if more than one packets in P 1 ; . . . ; P n are lost, none of them can be recovered by using only P and those received packets. This introduces two types of overhead. First, the buffer utilization is reduced. Second, the intermediate node may retransmit P several times before giving up, thus, wasting bandwidth. Although it is impossible to avoid this scenario completely, we apply the following two strategies to reduce its impact. First, coding parameters are carefully selected to maximize the chance of local recovery, which is the main topic of this section. Second, the intermediate node makes use of the extra information carried by the acknowledgements from the receiver to learn of undecodable packets so that these packets can be removed from its buffer and the source can be informed to retransmit them as early as possible, which is discussed in detail in Section 5.
Basic coding model
Assume the buffer on an intermediate node can cache at most K packets. We define window size N to be the maximum possible number of packets forwarded by this node but unacked by the receiver, which can be calculated from the RTT between this node and the receiver, and the network bandwidth. If N = 1, then there is no chance to perform XOR coding. Therefore we only consider the case when N P 2.
To see the benefit of XBC, consider a simple case where K = 1, and coding degree is fixed at two, that is, at most two packets will be coded together. We further assume that the packet loss rate on the path from this node to the receiver is fixed to p, while the backward path from the receiver to this node is reliable (therefore ACKs will not be lost), and this node only performs one retransmission for every lost packet. The node can either cache 1 of the N packets or the XOR coding of any randomly selected 2 of the N packets in the buffer. In other words, we assume that a window of packets are received and processed at the same time. We will calculate the local recovery probability q for the above two cases, which is defined as the probability of recovering any packet forwarded by this node that is lost enroute to the destination.
If no coding is performed, then each lost packet can only be recovered if it is in the local buffer. Therefore, q raw ¼ 1=N. On the other hand, assume packet P i and P j are coded together. Then for any packet P, if it is lost in the first transmission, then it can be recovered only if it is either P i or P j and not both of them are lost. Therefore, we have q xbc ¼ ð1 À pÞ Â 2=N.
Compare q raw with q xbc . It is easy to see that q xbc > q raw iff p < 0:5. Since packet loss rate in wireless networks is usually less than 0.5 when the intermediate node is not far away from the receiver, this simple coding scheme ensures that more lost packets can be recovered locally, which saves network bandwidth and reduces transmission delay.
Dealing with random losses
In this section, we discuss a direct extension of the simple case discussed above. First, we consider a general buffer size K P 1. Second, to get more benefit from XOR coding, we consider a general coding degree d P 2. We are interested in local recovery probability at an intermediate node in this general setting. In other words, for any contiguous N packets that are forwarded by this node and suffer from loss probability p, we are interested in the probabilities of recovering an arbitrary lost packet under two cases: (1) K of the N packets are randomly selected and cached in the buffer; (2) K Â d of the N packets are randomly selected, every d of them are then encoded together (the actual coding schema is not important here) and cached in the buffer. Following a similar argument as above, it is not hard to see that in this general case, q raw ¼ minðK; NÞ N ð1Þ
Given window size N, the benefit of XBC depends on the buffer size K. We consider the following three cases: (a) K P N; (b) K 6 N=d; and (c) N=d < K < N. In the first case, coding has no benefit since all the raw packets can be cached in the buffer. In the second case,
To see the benefit of XBC for different loss rates and code degrees, we plot q xbc =q raw in Fig. 2 . We can see that the higher the coding degree, the higher the benefit of using XBC, but the region where XBC is useful is narrower. Also for very high loss rates, using XBC can degrade the performance, as the probability of decoding becomes low due to the increased chance of multiple losses within a coded packet. Finally, in the third case, Fig. 2 actually shows the maximum possible benefit of XBC.
In the above discussion, we implicitly assumed that the packets coded together are picked up randomly. However, in practice, random coding can only be carried out when N is known and may lead to inefficient use of local buffer when K and N are both small. Therefore, XBC performs coding on sequence numbers that are pre-determined. Furthermore, in the case of random losses, XBC always codes contiguous packets together. Although this simplified and restrictive implementation loses optimality in comparison to ideal cases shown in Fig. 2 , it still performs better than the case where coding is not used as shown in our evaluations (Section 7).
Dealing with burst losses
In this section, we discuss the extension of the basic coding model for networks with burst losses. Since it is still not clear how to model the burst losses on multi-hop wireless networks, we assume that, as a first step, the two state Markov chain Gilbert-Elliot (GE) model [22] for single link can be extended to a multi-hop path. In particular, when the path between the intermediate node and the receiver is in the good state, there is no packet loss; when the path is in the bad state, it suffers from a specific biterror-rate (BER). The error model is therefore defined by a set of transition probabilities and the BER of the bad state. Equivalently, the interleaving good and bad states can also be characterized by the mean and standard deviation of the error cluster size and inter-cluster size, where the size is defined as the number of bits transmitted in each state [23] .
Based on the above error model, it is clear that coding packets with contiguous sequence numbers together is not a good choice since more than one of these packets may be lost when the path is in the bad state, and therefore none of them can be decoded. To deal with this problem, XBC explores the concept of coding distance to allow the packets separated by a fixed interval of sequence numbers to be coded together.
With coding degree and coding distance taken into account, the general coding schema of XBC is as follows. For coding degree d and coding distance l, each coded packet has the following format:
, where s, s þ l, etc., are sequence numbers of the packets being coded and s mod ðd Â lÞ 2 ½0 . . . l À 1. Although such a fixed coding format sacrifices certain coding opportunities, it simplifies both the encoding and decoding processes. Table 1 gives the snapshots of a sender buffer with a capacity of 8 packets, with specified coding degree d and coding distance l.
XBC for an unbounded buffer
To see the impact of coding distance in a real setting, we first assume that the size of the sender buffer is unbounded, and calculate the recovery probabilities of lost packets for the five loss models derived in Seda [23] based on real experiments (see Table 2 ).
In our calculation, a sequence of bits is first generated for each loss model, and then each bit is marked as either in-error or errorfree according to the loss model used. Each sequence is then divided into 25-byte blocks and 4-block frames (default values used by Seda), and a block is marked as error if there is bit error(s) in the corresponding frame header or the block itself. For all cases, coding is performed on blocks, and coding degree is fixed at 2. For each block with error, if the block that it should be coded with is error free, then it can be recovered; otherwise both of them will be lost. We calculate the average chance of recovery for each block with error, which can be viewed as the ideal case of the above defined recovery probability q xbc when there is no delay for ACKs and the assumptions made in the last section hold (no loss for ACKs, single retransmission of lost data packets, etc.). Fig. 3 shows the results when coding distance is 1, 2, 4 and 8, respectively. We can see that for all these loss models, a coding distance of 4 can achieve much higher recovery probability than distance 2, even if the buffer is infinite. However, the results for distance 8 are a little worse than those of distance 4. The reason is that if degree is too high, it is possible that two blocks belonging to two adjacent error clusters are coded together, which has the similar effect as coding two blocks within the same error cluster. 
XBC for a bounded buffer
Given a buffer of size K, we compute the recovery probability q xbc for coding distance l. To simplify the discussion, we make the following assumptions. First, we assume that N is a multiple of d Â l and K is a multiple of l, so that the buffer can be fully utilized under the coding scheme discussed above. Second, the two state loss model is applied in the packet level instead of bit level, and in the good state there is no packet loss. Let p gb ¼ a and p bg ¼ b, where p gb is the transition probability from the good state to the bad state, and p bg is the probability from the bad state to the good state. Then p gg ¼ 1 À a and p bb ¼ 1 À b. Let p be the packet loss probability in the bad state. Third, similar to the random loss case, a window of packets is received and processed at the same time.
Notice that under the above coding scheme, for a given packet, the sequence number of the packets it is encoded with are fixed. If P is lost, then P can only be recovered if the coded packet that P belongs to is buffered, and except P all other packets that P is coded with are received. Therefore, we have
where Q is the probability that all the other packets that P are encoded with are received given that P is lost. Eq. (3) holds because q raw is independent of the type of losses. Suppose d = 2. Q is the probability that P iþl is received given that P i is lost, or equivalently the probability that P iÀl is received given that P i is lost. Since the two state loss model is symmetric in time, we only consider the former case. Since P i is lost, the current state must be the bad state since there is no loss in the good state. Therefore, is the probability that the system will be in the good state after l steps given that it is in the bad state now. This l-step transition probabilities of the Markov chain [24] can be easily obtained:
Therefore, for coding degree 2,
Given mean error cluster size N b and mean inter-cluster size N g in terms of packets, we have a ¼ 1=N g and b ¼ 1=N b . Fig. 4 plots q xbc =q raw under different coding distances and loss probabilities in the bad state. Compared with random losses, the benefit of coding is lower in the case of burst losses. The above model can be simplified by assuming p = 1, that is, in the bad state, all the packets are lost. In this case, burst losses can be characterized by average burst error length (ABEL), which is N b , and frame error rate (FER) [25] . We then have: 
Self-adaptive XOR coding
As we can see from the analytical results in the previous section and the simulation results in Section 7, at any given time, the optimal coding scheme, that is the best coding degree and coding distance, depends on both the available buffer capacity and the networking environment, especially link quality and window size. Therefore, instead of using a fixed coding scheme all the time, a mature solution should be able to adjust coding scheme on the fly according to current environmental parameters. The two key challenges are how to measure the critical parameters accurately and how to determine the optimal coding scheme quickly. In this section, we describe a simple self-adaptive coding algorithm (see Algorithm 1).
Algorithm 1. Tuning coding degree online

1:
/* err: sampled packet loss probability; serr: average packet loss probability; rec: sampled local recovery probability; srec: average local recovery probability; cdr: current coding degree, pdr: previous coding degree * 
Recovery probability
Coding distance
The algorithm assumes that packet loss can be characterized by a single loss probability, which may vary over time, and the buffer capacity is fixed. The routine is invoked after a snoop agent is initialized, and invoked again every s seconds (line 31) in the stable state. Once invoked, the routine first computes the packet loss probability err and local recovery probability rec since last invocation (line 2). err is computed as 1 À n 2 =n 1 , where n 1 is the number of packets cached during the last sampling period, and n 2 is the number of cached packets that are acknowledged by the destination before retransmission. rec is computed as m 2 =m 1 , where m 1 is the number of duplicated acknowledgements received during the last sampling period, and m 2 counts the number of times a required packet can be found in the buffer. Notice that only those packets that have not been retransmitted are counted in m 1 and m 2 .
The routine then compares the loss probability (err) measured in the last sampling period and the average loss probability (serr) before that (see lines [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] . If the difference is larger than a threshold t 1 and is stable for s 1 seconds, then a new coding degree is determined. To find the optimal coding degree, Eq. (2) is applied. The main challenge here is that the window size N can not be easily measured. Therefore, instead of measuring N directly, K/N is computed using measured local recovery probability (see line 16 ). An optimal coding degree is then founded using Eq. (2) . If the potential performance gain is high enough, the new coding degree is applied (see lines 18-23). However, since the new coding degree is computed based on the theoretical model with several assumptions, and the measurements of the parameters may not be accurate enough, it is possible that the new degree is not better than the old one. If this does happen, the old degree is retrieved (see lines [26] [27] [28] [29] .
The update of coding degree is completed by the routine UpdateCode, which involves two steps. First, the buffer has to be reset. Although it is possible to combine the old packets together when the new degree is a multiple of the old one, the benefit is small since the buffer size is usually small. Therefore, the buffer is simply cleaned in the current implementation. Second, the snoop agent has to inform the TCP sink the new coding degree. To implement this, the new degree is inserted into the XOR header of the first several data packets forwarded by the Snoop agent after the new degree is applied, until a cached packet is acked, because the sink must have known the new coding degree at that time.
Implementation of XBC over Snoop
We have implemented XBC over the Snoop protocol [3] in the ns À 2 simulator [26] . We first give a brief description of Snoop 1 , and its implementation in ns À 2 followed by the implementation details of XBC. 
Snoop Overview
Snoop was initially designed for TCP flows over heterogeneous networks composed of wired and wireless links connecting users to the base-stations. For TCP flows initiated at the wired end, the Snoop agent on the base station intercepts the data packets from wired end and the ACKs going in the opposite direction. It caches data packets before forwarding them and selectively forwards ACKs to wired end. The snoop agent differentiates between loss due to congestion and link error, and retransmits the packets that are lost due to link error after two duplicate ACKs are received.
To support TCP connections initiated at the wireless end, two solutions were proposed. The Snoop agent may either send NACKs to the wireless node [3] or set the Explicit Loss Notification (ELN) bit [8] on the header of ACKs from the wired end for packet losses due to link errors. The wireless node then retransmits the lost packets immediately without waiting for three duplicate ACKs or a timeout.
In ns À 2, Snoop is implemented as a new link layer sitting between a routing agent and MAC layer on the base station. An instance of Snoop agent is created for every TCP flow going through the base station. For TCP flows initiated at the wired end, a local buffer that can cache at most 100 data packets by default is set up. When a new packet is received and the buffer is full, two simple caching strategies are supported: LRU or non-LRU. If LRU (Least Recently Used) is applied, then the oldest packet in the buffer is dropped to create space for the new one. On the other hand, if non-LRU is used and the buffer is full, then the new packet will be forwarded without caching. In addition, for TCP traffic from the wireless node, ELN-based Snoop is implemented.
XBC over Snoop
Although in the original design of Snoop, the buffer requirement at the base station is not evaluated, simulations show that the achievable throughout is affected by the buffer assigned to Snoop (see Fig. 6 ). When only the last hop of an end-to-end connection is a wireless link as in the scenario that the original Snoop was designed for, our measurement shows that a buffer with capacity of 10 packets is needed to ensure high throughput of a single TCP flow. However, the idea of in-network recovery can be easily extended to multi-hop wireless networks, which leads to higher buffer requirement due to increased delay. As a result, to support a large number of TCP flows at the same time, the memory requirement at the base station will be huge.
We use Snoop as the baseline to demonstrate the benefit of XBC, and only consider the case where data traffic is from the wired-end to the wireless-end. We modified the Snoop code at the base station to support XOR encoding, and the TCP code at the wirelessend to support decoding. To simplify the implementation and limit the changes to the Snoop code, the data type of buffer slot is not modified. In ns À 2, the data type is the class Packet, which contains pointers to header information and data. Without coding, different buffer slots refer to different packet data. When two or more packets are encoded together, each of their Packet structures still occupies one buffer slot. However, the data pointers of all these Packet structures refer to the same coded data. In other words, XOR coding is performed on packet data, not on packet headers.
To support XOR coding, a new packet header of type hdr_xor is inserted into every XOR-ed packet, which is simply a bit map specifying the sequence numbers of the encoded packets. Since hdr_xor is part of the header information, it can be accessed through the Packet structure. When two or more Packets in different buffer slots refer to the same XOR-ed packet, their hdr_xors are also same. In addition, the receiver can examine the hdr_xor of a received XOR-ed packet to assist in decoding.
At the base station, when a new data packet is received by the Snoop agent and there is no slot in the buffer for the packet, various strategies can be used to replace an old packet. If LRU is enabled, then the oldest packet in the buffer and all the packets XOR-ed with it are dropped so that one or more buffer slots are emptied and one of them can be used by the new packet. At the receiver, TCP receiver buffer caches the out-of-order raw packets received so far. However, some extra buffer space is needed because to decode an XOR-ed packet, some old packets received in-order may be needed. Given coding degree d and coding distance l, to ensure decoding whenever possible, the extra buffer needed at the receiver in terms of the number of packets equals to ðd À 1Þ Â l.
Cumulative ACKs vs. SACKs
In Snoop, acknowledgments that identify the packet losses due to link error will usually be suppressed by the Snoop agent if the packet has been cached before to avoid unnecessarily invoking the congestion control mechanism at the sender. However, when XOR-coding is applied, lost packets may not be locally recoverable even if they are buffered. For instance, two or more raw packets that are coded together into a single packet can be lost on the wireless link. The Snoop agent will retransmit the lost packets for up to three times (the default setting in ns-2) before giving up.
In order to reduce the overhead of transmitting un-decodable packets, Selective acknowledgments (SACKs) can be used. It was shown in [11] that Snoop with SACKs can achieve better performance than pure Snoop when burst losses occur because SACKs provide more information than cumulative ACKs, which can be used by the Snoop agent to make smart decisions about recovery. While this kind of optimization is not implemented in ns-2, XBC can still get benefit from SACKs, which is orthogonal to how Snoop uses SACKs. When a SACK is received, XBC checks whether the packets needed for decoding the lost one have also been lost. If that is the case, the SACK is forwarded to the sender and the corresponding coded packet is deleted from the buffer. However, SACKs cannot completely eliminate unnecessary retransmissions as 
Z. Zheng, P. Sinha / Computer Communications xxx (2008) xxx-xxx
Snoop also uses timeout triggered retransmission. After a timeout at the Snoop agent, there is no information to determine whether the packet to be retransmitted can be decoded or not.
Overhead analysis
XBC incurs the overhead of coding and requirement of extra memory. Due to the simplicity of XOR coding, both the encoding and decoding operations are very efficient, which has been demonstrated by several practical works on XOR coding [19, 20, 27] . In addition, the extra packet header inserted into every coded packet is ignorable. Every coded packet is intended for recovering one lost packet whose sequence number has been included in the transport layer packet header. Therefore, the extra header only needs to specify which components have been combined together. Furthermore, since deterministic coding scheme is used, the receiver can easily figure out which packets are supposed to be coded with the lost one. As a result, there is only a two byte bitmap in the header, which is much smaller than a normal TCP data packet.
While the goal of XBC is to optimize the buffer usage on intermediate nodes so that more concurrent flows can be supported, XBC itself consumes some extra memory. First, it expands the code size on the base station. Although XBC has not been implemented on real platforms at this stage, we predict that the code size can be very small because it is built upon an existing protocol supporting local recovery and only adds a few modifications for buffer management. Second, as discussed above, XBC requires a buffer on every receiver for decoding. We claim that such buffers are usually available on the nodes for caching out-of-order packets, and the extra buffer needed beyond this is limited as discussed above.
Discussion
Loss models
The performance of XBC is closely related to the loss pattern that a real wireless network experiences. In this paper, the Gilbert model has been used to model the burst packet losses in a wireless network for both the analysis and simulation purposes. Although more accurate models with higher complexity have been proposed, we use the Gilbert model for the following reasons.
(1) The Gilbert model is one of the most commonly used models for network simulations. The model simplifies the analysis significantly, and is directly supported by ns-2, the simulator we use to evaluate the performance of XBC. On the other hand, although many models with various accuracy and complexity have been proposed, there is no common agreement on which model is the best choice even for a specific wireless network standard, such as 802.11b. (2) It has been shown in [28] that the simple Gilbert model captures the packet loss patterns of 802.11b at 2 and 5.5 Mbps data rates quite well. In a more recent work [29] that compares the accuracy of the two classical Markov models, the Gilbert model and the Hidden Markov model (HMM), and two Markov-based trace analysis algorithms, it is shown that for the two WLAN traces evaluated, the Gilbert model captures error burst CDF well and performs much better than HMM, but none of the evaluated models can capture errorfree burst CDF accurately. Furthermore, when the packet loss probability in the lossy state is not very high (6 0:4), the Gilbert model performs best for a large portion of the parameters evaluated.
We will analyze and evaluate the performance of XBC under other loss models in the future work.
The Applicability of XBC
Although we use XBC over Snoop as a case study in this paper, XBC can be used to improve the performance of other reliable protocols, as long as the following conditions are satisfied: (1) innetwork caching is used to provide local recovery. (2) Acknowledgements are used to notify the reception of packets. (3) The window size of an intermediate node with respect to the receiver should be larger than the buffer size. The first two conditions are needed for the implementation of XBC and the third condition ensures that there is space for XBC to improve performance. To reduce the overhead of XBC, the following condition is preferred; and (4) The receiver side uses a buffer to achieve in-order packet delivery.
Beyond XOR coding
In this section, we discuss the possibility of using a general linear code instead of XOR coding to optimize buffer usage. Specifically, we consider the case of Reed-Solomon code (RScode) and use it in a similar way shown in [20] . Given window size N and buffer size K, the RScode is applied to the N raw packets to get K coded packets, which are cached in the buffer. The code used is represented by a K Â N Vandermonde matrix H in finite field F 2 8 (byte level coding). Let P be the set of raw packets within a window, then the K packets buffered are simply Q ¼ H Â P.
The benefit of RScode is that it can achieve 100% reliability in the ideal case. If any M ðM 6 KÞ packets within a window are lost, and the receiver caches any N À K successfully received packets in the same window, then all these lost packets can be recovered once the K coded packets are received, which can be shown as follows. Let R be the N À K raw packets cached by the receiver, and K be such a matrix that R ¼ K Â P. Then we have P ¼
K H
. This is feasible because K H has full rank.
However, RScode has some limitations in practice. First, both encoding and decoding overheads are high, especially when N and K are large. Second, while encoding operation can be done incrementally by updating every buffered packet upon receiving a new packet, a packet can only be decoded after all the K coded packets are received. Therefore, delay due to coding can be high. Furthermore, partial decoding is not possible. If more than K packets are lost, all the packets in the buffer are useless.
Evaluation
Simulation setup
In order to evaluate the benefit of XBC, we conducted simulations on ns-2. As stated above, XBC is implemented above the Snoop protocol with small modifications. Therefore, we first evaluated the existing Snoop implementation in ns-2 with bounded buffer and demonstrated that buffer size does have impact on achievable TCP throughput. Then we compared the performance of Snoop with XBC and that without XBC under random losses and burst losses, respectively. Besides artificially introduced losses according to specific loss models, we also simulated the case where losses due to collision also exist in the network. After that, several mobile scenarios are evaluated. Finally, the adaptive coding algorithm is evaluated on a static network.
In all the simulations, FTP traffic from the wired end to the wireless end is applied and throughput measured at the wireless end is the performance metric used. SACKs are enabled in all the following simulations. We also did simulations with SACK disabled, and found that with SACKs enabled, higher throughout can be achieved in all the cases simulated. In addition, non-LRU is used as the caching strategy in all the simulations. For all the base stations and wireless nodes, the transmission range is 250 m, and the size of interface queue is 50 packets.
Losses are introduced using ns-2 error model, and only applied to the downstream traffic from base stations to wireless nodes. Wired links are reliable and so is the upstream traffic containing ACKs. MAC layer retransmission is disabled for downstream traffic so that we can accurately study the performance under different loss rates. We simulated both random losses and burst losses, and the loss rates used are commonly seen in reality. For random losses, the loss rates evaluated are from 1 error every 16 kb to 1 error every 4096 kb, which correspond to 40% of packet loss to 0.2% of packet loss, where TCP packet size is 1040 bytes. For burst losses, there is no packet loss in good state and the loss rates in bad state are from 1 error every 1 kb to 1 error every 1024 kb. In addition, mean inter-cluster size is 20 packets and mean error cluster size is 4 packets. The case where N g ¼ 20 and N b ¼ 2 was also simulated. The results are similar and omitted in this paper.
XBC over Snoop: static scenarios
We simulated two static scenarios: a simple three-node network where a wired link and a wireless link connected by a base station, and a grid network with 9 such wired-cum-wireless pairs. The data rates of wired and wireless links are 10 and 2 Mbps, respectively, and the delay of the wired link is 50 ms, similar to those used in [11] . RTS/CTS is enabled in these simulations.
All the experiments run FTP traffic for either 1000 s (3-node network) or 500 s (grid network) because loss models require a relatively long time to approach stability and the benefit of XBC relies on the loss model used. Such a long and data intensive TCP connection with downstream traffic is very common in practice, e.g. a WLAN user downloads a file of several megabytes through an FTP or P2P client.
The buffer requirement of Snoop
Intuitively, the capacity of the retransmission buffer on a base station should be proportional to the congestion window size of the TCP flow going through the base station. However, the impact of constraints on available buffer has never been investigated before. In this section, we evaluate the performance of a single TCP flow going through a Snoop agent equipped with a limited retransmission buffer.
From Fig. 6 , it is easy to see that higher throughput can be achieved using a larger buffer in most cases. Only when loss rate is very high or very low, buffer size has little impact on the throughput. In addition, a buffer larger than 16 packets is not very helpful in most cases. The reason is that the average congestion window size is about 20 in this scenario, and the window size N for the link between the base station and the receiver is even smaller. An even larger buffer may actually diminish throughput. Therefore, the default buffer size in ns-2 (100 packets) is not optimal in this scenario. Fig. 7 plots the results of two representative cases. From the figure, we make the following observations. Observation 1. With decreasing loss rate, XBC can achieve benefit over a wider range of buffer sizes. Coding degree larger than 2 can only be helpful when loss rate is relatively low. This is consistent with our analysis in Section 3.3.
Observation 2. For small buffer sizes, the average throughput improvement by using XBC is about 20% under various loss rates, and can be as high as 30% for low loss rates. When buffer size is relatively large such that it is close to the window size, such as 16 in Fig. 7 , XBC cannot get benefit, which is also consistent with our analysis in Section 3.3.
Therefore, XBC is most useful when loss rate is not very high and the available memory is limited, either due to resource constraints or due to multiple concurrent TCP flows going through the same base station. These graphs also show that the optimum coding degree depends on the loss rates. Fig. 8 plots the results of XBC over Snoop under different burst losses. Same loss rates and cluster sizes as the first experiment are used. According to Fig. 8 , XBC can achieve 10-20% higher throughput on average, when buffer capacity is less than 16 packets. We observe that the benefit of XBC increases when loss rate decreases, which is similar to the random loss case. In addition, coding distance 2 is better than distance 4 when buffer is small. The reason is that higher distance can actually decrease the chance of coding when the buffer is small, because to make use of the buffer space optimally, buffer size should be a multiple of the coding distance.
Burst losses.
Multiple base stations
To further evaluate XBC, a 3 Â 3 grid network with nine wiredcum-wireless pairs is used. The grid is deployed in a 1000 m Â 1000 m 2D area, with 400 m between every 2 base stations. Each wireless node is 50 m away from the corresponding base station. Since 400 m is less than the default carrier sensing range (550 m) and a single channel is used for all the pairs, all base stations experience collisions. The rate of collision is highest for the base station at the center of the grid. Fig. 9 plots the average throughput for the nine TCP flows. Similar random loss rates as before are used. The results for burst losses show similar trends and are therefore omitted. From Fig. 9 , we observe that while the throughput is lower compared with the case of single base station due to collisions, XBC can still achieve 5-20% improvement. To further evaluate the performance of XBC over Snoop, mobility is introduced. In the following simulations, 16 base stations are deployed regularly forming a 4 Â 4 grid, while M mobile nodes move randomly between base stations. All the base stations share a single channel. Two wired nodes W1 and W2 are connected, and W2 is further connected with every base station through wired links. For all the wired links, the data rate is ðM Â 10Þ Mbps, and the delay is 25 ms. The data rate of wireless links is 5 Mbps.
Mobile IP is used in all the experiments. Each mobile node is assigned one base station as its home agent. To reduce overhead, instead of using a full fledged ad hoc routing protocol, a simple routing agent is set up to forward packets between a mobile node and its foreign agent. One FTP flow is set up from W1 to each mobile node. All the experiments run FTP traffic for 500 s.
In mobile scenarios, multiple types of losses may happen. Besides artificially introduced random bit error rate in the downstream links, which is fixed to 1 error every 1024 Kb in the follow simulations, losses due to collision also exist since multiple mobile nodes share the same channel. In addition, handover may introduce some losses. RTS/CTS is disabled in all the mobile scenarios.
In the following subsections, we vary each of the following three parameters while keeping the other two: (1) the number of mobile nodes; (2) the moving speed of mobile nodes; (3) the density of base stations. For each case, five moving scenarios are generated randomly, and the average results are given. The moving speed is uniformly distributed within certain range and the pause interval is 10 s. Fig. 10 gives the average throughput when varying the number of mobile nodes.
From the figure, we can see that the throughput decreases as more mobile nodes introduced, due to the fact that more interference occurs and one base station may have to serve multiple mobile nodes simultaneously. However, XBC with coding degree 2 and 3 performs better than Snoop in almost all the cases.
Varying the moving speed of mobile nodes
In this section, similar network scenario as above is deployed, while the number of mobile nodes is fixed to 4. The moving speed of every mobile node varies within ðs; s þ 10 (m/s) uniformly and independently, where s is set to 0, 10, 20, and 30 in turn. Fig. 12 gives the average throughput when varying the density of base stations. From the figure, we can see that the throughput increases when density decreases due to the fact that less interference occurs in a sparser network. Again, XBC with coding degree 2 and 3 performs better than Snoop in almost all the cases. Fig. 13 shows that XBC can achieve similar improvement over Snoop as in the case of grid topology, that is, the average TCP throughput is improved by up to 30% for random loss and up to 20% for burst loss.
Tuning coding degree on the fly
In this section, the adaptive coding algorithm is evaluated on the single base station scenario used before while varying the bit error rate over time. The simulation is run for 1000 s. At the beginning of every 250 s, the bit error rate is set to a new value: 1 error every y Kb, where y is 1024, 256, 64, and 32 in turn. The parameters used in Algorithm 1 are assigned following values: s ¼ 5 s, s 1 ¼ s 2 ¼ 20 s, t 1 ¼ 0:4; t 2 ¼ t 3 ¼ 0:05. The initial coding degree is set to 1, that is, no XOR coding is applied initially. The coding distance is fixed to 1. Fig. 14 shows the average throughput for different coding degrees. We can see that the adaptive coding protocol can achieve optimal or near optimal performance for different buffer sizes, while a fixed coding degree only works well for certain buffer sizes.
Conclusions and future work
In this paper, we proposed an XOR coding based approach to optimize the retransmission buffers on intermediate nodes that support in-network recovery. XBC's performance is analyzed with respect to two parameters, coding degree and coding distance, for random as well as burst losses. Based on the analytical model, a simple adaptive algorithm that tunes coding degree on the fly according to packet loss probability is proposed. XBC is then evaluated by using Snoop as the base-line. Simulations show that TCP throughput can be improved up to 20% in all the scenarios considered.
As part of future work, we plan to address a few key challenges that can further improve the applicability of XBC to real environments. First, the two-state Markov model used in the paper is inadequate to characterize various type of losses in real wireless networks. Besides losses due to poor link quality, packets can be lost due to collision and mobility. Closely modeling the losses is critical for high performance of XBC. In addition, the loss probability is not fixed in reality due to the time-varying nature of wireless channels. In the evaluation section we have observed that both the optimum coding degree and coding distance are dependent on the loss characteristics. Thus, dynamic adaptation of these parameters is required for optimum performance of XBC. We will extend the simple adaptive algorithm to handle more general cases, especially the joint optimization of coding degree and coding distance. Second, the overhead of XBC in terms of coding operations and extra memory used has to be carefully evaluated in real environment. We plan to implement XBC on a resource limited platform while optimizing the code size. 
