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Centrality is one of the most fundamental metrics in network science. Despite an abundance of methods
for measuring centrality of individual vertices, there are by now only a few metrics to measure centrality of
individual edges. We modify various, widely used centrality concepts for vertices to those for edges, in order
to find which edges in a network are important between other pairs of vertices. Focusing on the importance
of edges, we propose an edge-centrality-based network decomposition technique to identify a hierarchy of sets
of edges, where each set is associated with a different level of importance. We evaluate the efficiency of our
methods using various paradigmatic network models and apply the novel concepts to identify important edges
and important sets of edges in a commonly used benchmark model in social network analysis as well as in
evolving epileptic brain networks.
In a large number of natural and man-made net-
works, an edge represents some form of interac-
tion between pairs of vertices. Examples include
the climate, brain networks, protein-protein in-
teractions, gene interactions, plant-pollinator in-
teractions, food-webs, or communication and so-
cial networks, to name just a few. Improving
understanding of structure and function of such
interaction networks requires knowledge about
their key constituents. Important vertices (or
groups thereof) can be identified with a multitude
of vertex centralities, however, there are only a
few centrality-based concepts and metrics to iden-
tify important edges (or groups thereof). Here we
propose straightforward modifications of widely
used centrality concepts for vertices to those for
edges and present a modification of the concept
of network decomposition that allows one to iden-
tify sets of interconnected important edges. Us-
ing various paradigmatic network models and real
data sets, we show how key network constituents
– as identified with the same centrality concept –
are related to each other and demonstrate how
important edges highlight typical properties of
network topologies.
I. INTRODUCTION
The last decade witnessed an exceptional success of
network theory and its applications in diverse areas of
science including physics, earth and climate sciences,
sociology, quantitative finance, biology, and the neuro-
sciences1–12. A growing number of studies indicate that
a)Electronic mail: timo.broehl@uni-bonn.de
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research into the dynamics of spatially extended com-
plex systems benefits from a network approach, as it
allows a refined exploration of relationships between
structure and dynamics in such systems. With this ap-
proach, a system is described by an interaction net-
work, whose vertices represent elementary units of the
system and whose edges represent interactions between
them. There is now increasing evidence that understand-
ing of structure–dynamics relationships can further be
improved by allowing vertices and/or edges to change
with time, which leads to so-called evolving interaction
networks10,13–15.
Previous studies mostly investigated macroscopic net-
work properties (such as clustering, efficiency, or assor-
tativity) and reported non-trivial characteristics for var-
ious empirically derived interaction networks. More re-
cently, special emphasis has been placed on the meso-
scopic structural organization (e.g., on communities16,
on motifs17,18, or on core–periphery structure19) as well
as on microscopic aspects, such as the role of individual
network constituents (i.e., vertices or edges) in structure
and dynamics of interaction networks20. It is clear that
identifying key network constituents and characterizing
their importance for structure and dynamics of interac-
tion networks is highly relevant to improve understanding
and controlling of the collective dynamics21–25.
There are different concepts and a growing number of
metrics – such as centralities – that allow one to char-
acterize the role of network vertices for structure and
dynamics20,26–29. Interestingly, there are by now only a
few metrics that characterize the role of individual edges
(e.g., metrics based on the so-called weak-ties hypoth-
esis30, edge betweenness centrality31, or bridgeness32).
This is quite remarkable, as one might conjecture that
an improved characterization of importance of edges in
interaction networks could add to advance understanding
and control of such networks33.
We here address this issue and propose modifications
of various, widely used centrality concepts for vertices to
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2those for edges, in order to find which edges in a network
are important between other pairs of vertices. We concen-
trate on eigenvector and closeness centrality, in addition
to betweenness centrality31.
Given the well known problem of ranking in net-
works34, and in order to provide a more global (meso-
scopic) view of importance of sets of edges and their role
in structure and dynamics of interaction networks, we
modify the concept of network decomposition to identify
a bottom-up hierarchy of sets of edges, where each set
is associated with a different level of importance. We in-
vestigate characteristics of the proposed methods using
paradigmatic network models and apply the novel con-
cepts to identify important edges and important sets of
edges in real-world networks.
II. ESTIMATING IMPORTANCE OF VERTICES AND
EDGES
In the following, we consider undirected, binary or
weighted networks that consist of sets of vertices V and
edges E , with V = |V| and E = |E| denoting the number
of vertices and edges, respectively.
The importance of network constituents can be as-
sessed with the concept of centrality that allows for vari-
ous interpretations20. Centrality indices take into account
the different roles network constituents play in a network.
Here, we concentrate on the concepts of betweenness,
closeness, and eigenvector centrality. Betweenness and
closeness centrality are based on shortest paths, which
requires the definition of “length” dij of a path between
vertices i and j or between edges i and j.
The length dij of a shortest path P between vertices i
and j in a binary network is the number of edges along
this path. We here utilize the same definition for the
length dij of P between edges i and j. For i and j be-
ing connected to a same vertex, we define dij := 0. In
case of a weighted network, we relate the length dij of P
between vertices/edges i and j to the sum of the inverse
weights of edges along this path35. In case of adjacent
edges, i.e., edges connected by a single vertex, we again
define dij := 0.
Betweenness centrality
Following Refs.26,36–39, vertex betweenness centrality
(of vertex k) can be defined as
CBv (k) =
2
(V − 1)(V − 2)
∑
k 6=i 6=j
qij(k)
Gij
, (1)
where {k, i, j} ∈ V, and qij(k) is the number of shortest
paths between vertices i and j running through vertex k.
Gij is the total number of shortest paths between vertices
i and j.
Similarly, edge betweenness centrality (of edge k) can
be defined as31,40
CBe (k) =
2
V (V − 1)
∑
i 6=j
qij(k)
Gij
, (2)
where k ∈ E , {i, j} ∈ V, qij(k) is the number of shortest
paths between vertices i and j running through edge k,
and Gij is the total number of shortest paths between
vertices i and j. A network constituent k is the more
important, the more commonly this constituent is part of
the shortest path between every possible pair of vertices,
excluding the pairs with vertex k.
Closeness centrality
Vertex closeness centrality (for vertex k) is defined as
CCv (k) =
V − 1∑
l dkl
(3)
with {k, l} ∈ V and where dkl denotes the length of the
shortest path from vertex k to vertex l.
Similarly, we define edge closeness centrality (for edge
k) as
CCe (k) =
E − 1∑
l dkl
, (4)
with {k, l} ∈ E and where dkl denotes the length of the
shortest path from edge k to edge l. A network con-
stituent k is the more important, the shorter the paths
that connect this constituent to every other reachable
constituent of the same type.
Eigenvector centrality
Vertex eigenvector centrality (of vertex k) is defined as
the kth entry of the eigenvector ~v corresponding to the
dominant eigenvalue λmax of matrix M, which we derive
from the eigenvector equation M~v = λ~v using the power
iteration method:
CEv (k) =
1
λmax
∑
l
Mkl CEv (l), (5)
with {k, l} ∈ V. Here M denotes the adjacency matrix
A(v) ∈ {0, 1}V×V of a binary network, with A(v)ij = 1 if
there is an edge between vertices i and j, and 0 otherwise.
In case of a weighted network, M denotes the weight
matrix W(v) ∈ RV×V+ , with W (v)ij denoting the weight of
an edge between vertices i and j. In a binary network,
the degree ki of a vertex i is defined as the number of
its neighbors (ki :=
∑
j A
(v)
ij ). Its weighted counterpart
is the strength si :=
∑
jW
(v)
ij . We define A
(v)
ii := 0 ∀ i
and W
(v)
ii := 0∀ i with i ∈ {1, . . . , V }.
3Analogously, we define edge eigenvector centrality (of
edge k):
CEe (k) =
1
λmax
∑
l
Mkl CEe (l), (6)
with {k, l} ∈ E . Here M denotes the edge adjacency ma-
trix A(e) ∈ {0, 1}E×E of a binary network, with A(e)ij = 1
if edges i and j are connected to a same vertex, and
0 otherwise. In case of a weighted network, M denotes
the weight matrix W(e) ∈ RE×E+ whose entries W (e)ij are
assigned the average weight of edges i and j if these
edges are connected to a same vertex, and 0 otherwise.
As above, we define A
(e)
ii := 0∀ i and W (e)ii := 0∀ i with
i ∈ {1, . . . , E}. A network constituent k is important if
its adjacent constituents of the same type are also im-
portant.
With the aforementioned definitions, we regard a net-
work constituent with the highest centrality value as
most important and the one with the lowest centrality
value as least important. In case of equal centrality val-
ues we rank in order of appearance. This ranking allows
us to compare findings achieved with the various central-
ity concepts.
Edge-centrality-based network decomposition
Network decomposition techniques such as the k-
core/k-shell method41 – together with recent generaliza-
tions to weighted networks42–44 – partition a network into
sub-structures that are directly linked to vertex central-
ity. This allows to uncover tightly connected regions in
a network such as sets of vertices with high centrality
connected to other such vertices. We here modify this
concept and propose an edge-centrality-based network
decomposition technique to identify a bottom-up hier-
archy of sets of edges, where each set is associated with
a different level of importance. With an eye to a spider
web, we denote the resulting set(s) of edges as “web(s)”.
Our technique is related to the k-core/s-core network de-
composition43,44 as well as to community detection algo-
rithms45 and consists of the following steps to decompose
a network with E edges:
0. initialize algorithm: set E′ = E and set iteration
n = 1;
1. estimate centrality C•e (m) for all edges m ∈
{1, . . . , E′} in the current network (where • ∈
{B,C,E});
2. choose the lowest centrality value as threshold value
Θ = minm C•e (m), in order to eliminate less central
edges;
3. every edge m′ with C•e (m′) ≤ Θ is assigned to the
web of rank n and is removed from the current net-
work (which decreases E′); note that the < sign
holds for repetitions of step 3 within the nth itera-
tion;
4. repeat step 1 and step 3 until no further edge is
assigned to the web of rank n;
5. continue with next iteration (increase n by 1) at
step 1, as long as there are remaining edges to be
assigned to webs;
6. reverse ranking of webs; the most important web
has rank 1.
We note that the edge-centrality-based network decom-
position can lead to two divisions of a network that are
not helpful in identifying sets of edges associated with
different levels of importance. These cases are either
an assignment of all edges to only one web (number of
webs NW = 1) or an assignment of each edge to a web
(NW = E). We also note that edges in a web do not
have to be connected with each other.
We illustrate the algorithm by decomposing an ex-
ample network (cf. Fig. 1a). Starting with iteration
n = 1, CBe -values is initially calculated in step 1 (esti-
mated values at each step of iteration n are summarized
in Table I). In step 2, the lowest centrality value is
chosen as threshold (Θ = 0.1 marked red in Table I).
In step 3, every edge with CBe = Θ is assigned to the
web with rank n = 1 and removed from the current
network. Note that there is no edge with CBe < Θ,
since step 3 is executed in this iteration for the first
time. In step 4, the algorithm loops back to step 1 and
CBe of the remaining edges in the current network are
calculated. Step 2 is skipped and in step 3 no further
edges are assigned to the web of rank n = 1, since the
newly calculated CBe -values are larger than Θ. Hence
the condition to exit the loop in step 4 is achieved, and
the next iteration n = 2 starts. In step 1, CBe -values do
not change, and in step 2 the new threshold Θ = 0.4 is
chosen for this iteration. In step 3, all remaining edges
but one are assigned to the web of rank n = 2. In step 4,
we enter the loop in this iteration, going back to step 1,
newly calculating the centrality value of the remaining
edge. As only this edge is left in the network, one might
expect CBe = 1 for this edge. However, the decomposition
algorithm only removes edges from the network, leaving
the number of vertices unchanged (i.e. V = 5 and not
V = 2 as one might expect for a network consisting of
one edge only), thus yielding CBe = 0.1 < 0.4 = Θ. Hence
this remaining edge is also assigned to the web of rank
n = 2. Lastly the ranking of webs is reversed and the
algorithm yields two webs (see lower part of Fig. 1).
III. CHARACTERISTICS OF IMPORTANCE
ESTIMATORS
For our investigations, we consider paradigmatic net-
work models, namely small-world networks46 (with
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FIG. 1. CBe -based network decomposition of an example net-
work (a) consisting of V = 5 vertices and E = 7 edges (num-
bers on edges denote edge weights). The current networks
after the first step 3 in iteration 1, after the first step 3 in it-
eration 2, and after the second step 3 in iteration 2 are shown
in (b-d). The resulting webs are shown in the lower part of
the figure.
rewiring probability p = 0.1, unless specified otherwise),
scale-free networks47, and random networks48,49, for each
of which we generated 1000 realizations. For each real-
ization of a weighted network, weights were drawn from
the uniform distribution U(0, 1). Other parameters for
network generation were chosen such that networks con-
sisted of E = 200 edges, on average (small-world net-
works: four nearest neighbors; scale-free networks: each
new vertex is attached to two existing ones; random net-
works: probability for edge creation equals edge density
 = 2E(V (V − 1)−1).
Here, we report our observations for weighted networks
with V = 100 vertices. In general, findings obtained for
binary networks are quite similar, and in the following we
report on differences only. We also obtained qualitatively
similar findings for larger network sizes (V = 200, E '
400) and thus expect that our findings carry over to even
larger network sizes. We note though that computation
times grows exponentially when increasing the number
of edges E.
A. Do important edges connect important vertices?
Due to the analogous definition of a given centrality
for vertices and edges, one might expect that important
edges connect important vertices. For example, with be-
edge
(0,1) (0,2) (0,3) (1,3) (1,4) (2,3) (3,4)
n step ref.
1 1 a 0.2 0.1 0.1 0.3 0.3 0.3 0.1
2 a 0.2 0.1 0.1 0.3 0.3 0.3 0.1
3 b 0.2 - - 0.3 0.3 0.3 -
1* b 0.4 - - 0.6 0.4 0.4 -
3* b 0.4 - - 0.6 0.4 0.4 -
2 1 b 0.4 - - 0.6 0.4 0.4 -
2 b 0.4 - - 0.6 0.4 0.4 -
3 c - - - 0.6 - - -
1* c - - - 0.1 - - -
3* d - - - - - - -
TABLE I. Estimated CBe -values at the respective decomposi-
tion steps during iteration n of the example network shown in
Fig. 1. Repeating steps during iteration n and resulting from
step 4 are marked with *. CBe -values chosen as threshold Θ are
shown in red. Column ‘ref.’ refers to subplots (a-d) in Fig. 1.
tweenness centrality as an estimate for importance, one
might deduce that if the flow of information through some
edge is high, the flow through the vertices connected by
that edge is high as well, and an analogous reasoning can
be made for closeness centrality. With eigenvector cen-
trality, a vertex is the more important the more impor-
tant its neighboring vertices are; thus, an edge connecting
two such vertices can also expected to be important. It
has to be taken into account, however, that more than
one edge can be linked to a single vertex and that in
a connected network the number of edges is generally
higher than the number of vertices.
In order to answer the question whether important
edges connect important vertices, we rank – for a given
centrality concept – importance of vertices and edges
by assigning the vertex/edge with the highest central-
ity value rank 1, the second-highest centrality value rank
2, etc. (in case of equal centrality values we rank in order
of appearance). In the following, we denote with (v>,v<)
a pair of vertices, connected by an edge, with vertex v>
having a higher importance than its partner v<. We per-
form correlation analyses of edge ranks and ranks of ver-
tices v> and of v<.
Fig. 2 summarizes our findings for weighted networks.
With eigenvector centrality, we observe for all topologies
high correlation values (Pearson’s r > 0.8 on average)
between edge ranks and ranks of v> vertices but with
a higher abundance for scale-free and random networks.
For these topologies, correlations between edge ranks and
ranks of v< vertices are less pronounced and less often, in
contrast to small-world networks for which distributions
are quite similar. With closeness and betweenness cen-
trality, correlation values decrease in general (and even
reach mean values less than 0.5), nevertheless we observe
with both centralities higher correlations between edge
ranks and ranks of v< vertices than with ranks of v>
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FIG. 2. Distributions of correlations between edge ranks and vertex ranks for the investigated topologies of weighted networks
and for the various centrality concepts used to rate importance (top to bottom: CE, CC, CB). Data are shown separately for
the two vertices connected by an edge: blue colors refers to the vertex with higher importance (v>) and black colors to the less
important partner (v<). The inset shows an exemplary scatterplot of vertex ranks versus edge ranks for one realization of a
small-world network.
vertices. These findings point to a linear relationship be-
tween edge and vertex ranks in these binary and weighted
networks.
Given the high correlations between edge ranks and
vertex ranks, we investigate – for a given centrality con-
cept – the frequency for an edge with highest importance
(maximum edge centrality) to link to a vertex with high-
est importance (maximum vertex centrality). Further-
more we investigate the median importance rank of the
vertex connected via that edge to the vertex with highest
importance. Depending on the centrality concept (see Ta-
weighted small-world scale-free random
network P Rm P Rm P Rm
CE 68 3 90 3 76 3
CC 55 4 88 3 71 3
CB 67 3 77 3 59 4
TABLE II. Percentage (P) of the weighted small-world, scale-
free, and random networks, for which an edge with highest
importance (as identified with maximum edge centrality (CEe ,
CCe , or CBe )) is connected to a vertex with highest importance
(as identified with maximum vertex centrality (CEv , CCv , or
CBv )). The median rank of the opposing vertex is denoted by
Rm.
ble II), we observe such highest-importance connections
in about two-thirds of our realizations of small-world and
random networks and in an even higher percentage (up
to 90 %) of scale-free networks. The importance of the
opposing vertex has rank 3, on average. With these find-
ings, we can conclude that important edges indeed con-
nect important vertices in a large majority of the inves-
tigated networks and that the three centrality concepts
rate importance of edges differently, as expected.
B. Do important edges highlight typical properties of
network topologies?
Addressing this question, we investigate in small-world
networks a possible relationship between edge centrality
and shortest paths, and in scale-free networks which ver-
tices most important edges typically connect (e.g., core-
core, core-periphery, or periphery-periphery vertices).
For our small-world networks, we observe that edges
with highest rank are, on average, part of most shortest
paths compared to edges with lower rank (cf. Fig. 3). As
long-range connections in small-world networks are also
part of most shortest paths by construction, this indi-
cates that long-range connections are the most important
edges in these networks, if importance was assessed with
closeness or betweenness centrality, and to a lesser degree
also with eigenvector centrality.
For our weighted scale-free networks, we
show in Fig. 4 the normalized strength s˜
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FIG. 3. Left: Fraction of shortest paths in weighted small-
world networks (rewiring probability p = 0.1) that traverse
an edge of a given rank. Edge ranks estimated with eigen-
vector centrality (top), closeness centrality (middle), and be-
tweenness centrality (bottom). Means and standard devia-
tions (green lines and light-green shaded areas) from 1000
realizations of networks with 200 edges each. Right: Depen-
dence of fraction of shortest paths traversing the most impor-
tant edge on rewiring probability p. Lines are for eye guidance
only.
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FIG. 4. Means and standard deviations of normalized strength
s˜ of v> vertices (blue) and v< vertices (black) connected by
the five most important edges in 1000 weighted scale-free net-
works. Edge importance estimated with eigenvector centrality
(CEe , circles), closeness centrality (CCe , triangles), and between-
ness centrality (CBe , squares).
(s˜ = s(k)/maxv∈V s(v); k ∈ {v>, v<}) of v> and v<
vertices connected by the five most important edges
(rank 1 – 5). v> vertices that belong to the edge with
highest importance (maximum centrality value) have a
high relative mean strength (s˜ > 0.8) while that of the
opposing v< vertex is about 0.1 smaller. For eigenvector
and closeness centrality, we observe highest s˜ values for
v> vertices belonging to edges with importance ranks
between 2 and 24, resp, 2 and 14. These findings indicate
that high-importance edges typically connect vertices
within or close to the core of a weighted scale-free
network.
C. Can different edge centrality concepts identify the
same most important edge?
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FIG. 5. Percentage P of weighted small-world (left), scale-free
(middle), and random networks (right) with 1000 realizations
each for which different edge centralities (CEe , CCe , CBe ) identify
the same edge with a given edge rank (top: CEe vs. CCe , middle:
CEe vs. CBe , bottom: CCe vs. CBe ).
Previous studies26,50–59 reported on correlations be-
tween various vertex centralities, which can lead to iden-
tifying the same vertex as most important using different
centrality concepts. Although such a finding might under-
line the high importance of that vertex, its interpretation
is nonetheless hampered.
Following this line of research, we estimate the fre-
quency of deriving the same edge rank with different edge
centrality concepts. Fig. 5 summarizes our findings for
all investigated weighted networks. We find with eigen-
vector and closeness edge centrality the same most im-
portant edge in about 50 % of our scale-free and random
7networks, and in about 20 % of our small-world networks.
Similarly, closeness and betweenness edge centrality iden-
tify the same most important edge in 45 % of our scale-
free networks. For other networks and combinations of
edge centrality concepts, we obtain concordant findings
in less than 30 % of cases and for most edges with a rank
larger than or equal to two, concordance only rarely ex-
ceeds chance level.
In case of binary networks, we find with eigenvector
and closeness edge centrality the same most important
edge in about 63 %, 79 %, and 50 % respectively in our
small-world, scale-free, and random networks. For other
networks and combinations of edge centrality concepts,
we obtain concordant findings in less than 40 % of cases.
The high concordance levels seen for weighted scale-
free and random networks follow from the chosen weight
distribution. With weights drawn from a uniform distri-
bution, there is a high probability for edges with highest
weights to be connected to high-strength (high-degree)
vertices. Such a configuration is predestined for an iden-
tification of the most important edge with eigenvector
and closeness edge centrality. We note that other weight
distributions can lead to different findings.
SW SF ER
0
50
100
150
200
n
u
m
b
er
o
f
w
eb
s
N
W
SW SF ER
0
50
100
150
200
n
u
m
b
er
of
w
eb
s
N
W
FIG. 6. Number of webs NW (means and standard devia-
tions) derived with the edge-centrality-based network decom-
position technique using different edge centralities (CEe : green,
CCe : yellow, CBe : red). Data obtained from 1000 realizations of
weighted (top) and binary (bottom) networks consisting of
200 edges.
D. Substructures in important webs
Given that edges in a web do not have to be connected
with each other, we now define a substructure to be con-
nected and consist of at least two edges or to be a solitary
edge and investigate the substructure’s characteristics.
We begin by determining the number of webs NW
that can be achieved with a given edge centrality con-
cept for the investigated weighted network topologies,
with E = 200 edges each (see Fig. 6). This number,
which is a priori not known, allows us to rule out the
above-mentioned cases of NW = 1 (web containing one
substructure consisting of all edges) or NW = E (webs
containing one substructure being a solitary edge). A
decomposition based on eigenvector or closeness edge
centrality leads to about 100 webs for weighted small-
world and random networks and to about 140 webs for
weighted scale-free networks, on average. In contrast,
if the decomposition was based on betweenness edge
centrality, we achieve about 25 webs, on average, for
all investigated weighted network topologies. Depend-
ing on initial conditions, we observe highest spread for
the eigenvector-edge-centrality-based decomposition, fol-
lowed by the closeness-edge-centrality-based decompo-
sition, and the smallest one for the betweenness-edge-
centrality-based decomposition. Apart from NW being
reduced by a factor of about 2, we obtain comparable
results for binary networks, with the exception of the
CBe -based decomposition, for which NW varies depending
on topology. These findings indicate that the number of
achievable webs depends on the network topology and
to a greater extent on the edge centrality used for the
decomposition. We note that other weight distributions
can lead to different findings.
Having identified the number NW of webs, we next
investigate the number of substructures important webs
are composed of. Fig. 7 summarizes our findings for the
ten most important webs in weighted networks. For each
topology, and independent of the employed edge central-
ity concept, we observe the most important web W1 (web
with rank 1) to be composed of one substructure. De-
pending on the employed edge centrality concept for the
decomposition, this single substructure consists of three
edges in small-world and of, on average, five edges in
scale-free as well as of 115 edges in random weighted net-
works (cf. Fig. 8, upper left; note that the zero variance
of the number of edges in W1 seen with the CEe -based de-
composition for all weighted network topologies is related
to the concept underlying this edge centrality). For our
binary networks, we mostly obtain comparable findings
with the number of edges in the single substructure be-
ing of the same order as seen with weighted networks (cf.
Fig. 8, lower left). An exception is the two- to eight-fold
higher number of edges in W1 of scale-free and random
binary networks achieved with the CEe - and CCe -based de-
compositions. This can be related to the occurrence of
recurrent, identical patterns (being higher in scale-free
than in random networks) which is well captured by these
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FIG. 7. Occurrences of a certain number of substructures within the 10 most important webs (color coded) in 1000 realizations
of weighted small-world (left), scale-free (middle), and random networks (right). Edge-centrality-based network decompositions
were performed with different edge centralities (from top to bottom: CEe , CCe , CBe ).
edge centralities. The in general higher number of edges
in W1 as yielded by the CBe -based network decomposi-
tion can be related to a discretization effect: this edge
centrality only takes into account the number of shortest
paths and hence does not directly depend on the numer-
ical value of the respective path lengths.
We note that edges, which have been assigned to the
most important CEe -based and CCe -based webs, connect
vertices of which more than two-thirds have a degree of
one (data not shown). This indicates that substructures
in these webs are star-like, since the majority of their ver-
tices are adjacent to only one of a few high-degree vertices
that represent the center of these star-like substructures.
This holds for the topologies investigated here.
As regards the most important CBe -based web, the num-
ber of vertices with degree one highly depends on the
topology of the network. For small-world, scale-free, and
random networks we find about 30%, 60% and 40%, re-
spectively, of vertices having degree one. Star-like sub-
structures can thus be observed preferentially in the most
important webs of scale-free networks.
Having investigated characteristics of substructures in
most important webs, we now address the question if
these webs contain most important edges. In Fig. 8 (mid-
dle) we report the percentage overlap Γweb of edges in
most important webs, consisting of ne edges, with the ne
most important edges. Independent of topology but de-
pending on the employed centrality concept, we observe a
rather small percentage overlap (Γweb < 75%) for CCe and
a rather large one (Γweb > 90%) for CBe in both weighted
and binary networks. For CBe , this high overlap is to be
expected, given the high number of edges in W1. For CEe ,
Γweb takes on comparably high values of up to 100% in
binary networks, while we find Γweb < 75% in weighted
networks. Interestingly, we obtain similar results if we
consider the most important edge only (Fig. 8 (right)).
These findings clearly indicate that the most important
edge as assessed with the different edge centralities is not
necessarily contained in the most important web.
We conclude that webs derived with our edge-
centrality-based network decomposition contain sub-
structures of important edges, however not inevitably
containing the most important edge, in the networks an-
alyzed here.
IV. APPLICATION TO REAL-WORLD NETWORKS
We now demonstrate the utility of our proposed meth-
ods for understanding which edges or sets of edges in a
real-world network are important, by testing them on a
commonly used benchmark model in social network anal-
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FIG. 9. Zachary’s karate club network. Numbered vertices
represent the members of the club and edges represent friend-
ships, as determined by observation of interactions. Edge
weights are encoded as line thickness. The two factions into
which the club split during the course of the study are indi-
cated by circles (the club instructor’s group (vertex 1)) and
squares (the club administrator’s group (vertex 34)).
ysis with known hierarchical structure, namely the karate
club at a US university in the 1970s studied in detail
by Zachary60, and on evolving functional brain networks
from an epilepsy patients transiting into and out of an
epileptic seizure61.
A. Zachary’s karate club network
The network consists of 34 persons (vertices) whose
mutual friendship relationships (78 edges) have been
carefully investigated over a period of two years. Due to
contrasts between the club’s instructor (vertex 1) and the
administrator (vertex 34), the club finally split into two
smaller groups (see Fig. 9), which ultimately resulted in
the instructor’s leaving and starting a new club, taking
about a half of the original club’s members with him.
We begin by investigating the importance of edges and
vertices using the various centrality concepts (see Sec. II)
and report our findings in Tab. III. For the weighted
karate club network, we find with vertex closeness cen-
trality vertex 34 (club administrator) as most important
followed by vertex 1 (the club’s instructor), and these
vertices switch position in ranking when rating their im-
portance with vertex betweenness centrality. With vertex
eigenvector centrality, vertices 1 and 34 have rank 4 and
3, respectively. For the binary karate club network, all
vertex centralities identify either vertex 1 or vertex 34 as
most important. These findings confirm previous stud-
ies62–65.
Interestingly, with all employed edge centralities we
10
find the most important edge to connect pairs of ver-
tices of which one partner is either vertex 1 or vertex
34. Highest-ranked edges are identical for the binary and
the weighted karate club network. None of the edge cen-
tralities indexes a direct important connection between
vertices 1 and 34, as expected. We note though that edge
betweenness centrality points to a shortest path between
these vertices via vertex 32.
weighted rank
network 1 2 3 4
CE vertex 3 33 34 1
edge {33,34} {34,32} {34,24} {34,28}
CC vertex 34 1 20 22
edge {1,3} {34,33} {2,3} {9,3}
CB vertex 1 34 32 33
edge {1,32} {34,32} {34,33} {31,2}
binary rank
network 1 2 3 4
CE vertex 34 1 3 33
edge {34,33} {34,9} {34,32} {33,14}
CC vertex 1 3 34 32
edge {1,3} {1,32} {34,32} {3,32}
CB vertex 1 34 33 3
edge {1,32} {1,6} {1,7} {1,3}
TABLE III. The top-4 ranked vertices and edges of the karate
club network. Importance estimated with eigenvector central-
ity (CE), closeness centrality (CC), and betweenness centrality
(CB). For edges, we report the pair of vertices (v>, v<) con-
nected by that edge.
We proceed with our edge-centrality-based network de-
composition and show in Fig. 10 the most important webs
in the weighted karate club network obtained with eigen-
vector (CEe ), closeness (CCe ), and betweenness edge cen-
trality (CBe ). With a decomposition based on CEe or on
CCe , the most important web (rank 1) takes on a star-like
form with edges connecting the club administrator (ver-
tex 34) to few other members of his faction (except for
vertex 9 in case of CCe ). We observe a similar star-like
web with edges connecting the club instructor (vertex 1)
to many other members of his faction at rank 11 only
using the CEe -based decomposition (data not shown). No
such web is observed with the CCe -based decomposition.
The heterogeneous occurrences of star-like webs centered
around either vertex 34 or vertex 1 can be explained by
the different connections of these two vertices with the
respective opposing fission group. While vertex 1 is con-
nected to 15 out of 16 members of his faction and to one
member of the opposing faction, vertex 34 is connected to
14 out of 18 members of his faction and to three members
of the opposing faction. The in general higher number of
connections of vertex 34 explains the findings obtained
with both the CEe - and the CCe -based decomposition. In-
terestingly, the most important web obtained with the
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FIG. 10. Most important web (rank 1) obtained with an edge-
centrality-based decomposition of the weighted karate club
network using edge eigenvector (CEe ; top), edge closeness (CCe ;
middle), and edge betweenness centrality (CBe ; bottom). The
number of resulting webs amounted to NW = 26 using CEe ,
NW = 43 using CCe , and NW = 20 using CBe .
CBe -based decomposition essentially takes on two star-
like forms, both with edges connecting either the club
instructor (vertex 1) or the club administrator (vertex
34) to almost all members of theirs factions. We also find
two paths in this web that connect vertices 1 and 34,
namely via vertices 3 and 32 as well as via 2 and 31, and
both these edges lie on shortest paths in the karate club
network (cf. Fig. 9).
If we consider the binary karate club network, the most
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FIG. 11. Same as Fig. 10 but for the binary karate club net-
work. The number of resulting webs amounted to NW = 22
using CEe , NW = 22 using CCe , and NW = 24 using CBe .
important web obtained with the CBe -based decomposi-
tion resembles to a large extent the one obtained for the
weighted network. The most important webs derived with
the CEe - and CCe -based decompositions are identical and
take on a star-like form with edges connecting the club
administrator (vertex 34) to almost all other members of
his faction and to a few members of the other faction.
With lower-rank webs (CEe : rank 4; CCe : rank 2), we find a
similar star-like form but centered at the club instructor
(vertex 1) with edges connecting to almost all members of
this faction and to only one member of the other faction
(data not shown).
We note that mismatched or unmatched vertices in
the different decompositions are related to club members
that had been identified by Zachary to only have a weak
affiliation with either of the two groups.
Overall, our edge centralities identified most important
edges in the karate club network that connect pairs of ver-
tices of which one partner (either club instructor or club
administrator) is known to be most important a priori
(and confirmed to be most important with various vertex
centralities). Our edge-centrality-based network decom-
position revealed sets of edges that connect the two most
important vertices (club instructor and club administra-
tor) to their respective factions. Depending on the used
edge centrality concept, this information is either con-
tained in one web (typically the most important one) or
spreads across multiple webs.
B. Evolving functional brain networks during an epileptic
seizure
As a second example, we investigate evolving func-
tional brain networks10 that we derived from multichan-
nel electroencephalographic (EEG) data recorded from
an epilepsy patient prior to, during, and after a focal-
onset seizure (see Fig. 12). Vertices of such networks are
usually associated with sensors that are placed to suffi-
ciently capture the dynamics of the sampled brain region,
and edges represent time-varying interactions between
pairs of brain regions. The data were part of previous
studies61,66–70 and were recorded from sensors (chroni-
cally implanted strip and depth electrodes; see Fig. 12)
placed on the cortex and within relevant brain structures
during the presurgical evaluation of the patient’s medi-
cally uncontrollable epilepsy. Decisions regarding sensor
placement were purely clinically driven and were made
independently of this study. EEG data from 44 sensors
were sampled at 200 Hz, digitized using a 16-bit analog-
to-digital converter, filtered within a frequency range of
0.1–70 Hz, and referenced against the average signal of
two sensors outside the focal region. The patient had
signed informed consent that the clinical data might be
used and published for research purposes. The study pro-
tocol had been approved by the ethics committee of the
University of Bonn. It is still matter of debate61,71–78
whether the region of the epileptic brain from which first
signs of seizure activity were recorded – the so called
seizure onset zone (SOZ) – is the most important net-
work constituent. Addressing this issue, many previous
studies employed vertex centralities, however, an investi-
gation based on edge centralities has not yet been carried
out. Furthermore, characterization of edges and thus esti-
mation of importance are affected by a number of factors
that can be related to the applied methods of data ac-
quisition and of analysis69,79. These confounding factors
can lead to ambiguities, and we expect that our edge-
centrality-based network decomposition can help to avoid
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FIG. 12. (A) Schematics of sensors placed over the left and
right temporal-lateral and temporal-basal neocortex and of
bilateral intrahippocampal sensors. (B) Invasive electroen-
cephalographic recording of a seizure from the left (upper
half) and right brain hemisphere (lower half). Block B1 in-
dicates the pre-seizure phase; blocks B2 and B3 indicate the
first and second half of the seizure (electroencephalographic
seizure onset and ending determined automatically66); block
B4 indicates the post-seizure phase.
misinterpretations that result from ambiguities.
We here follow previous studies61,67–70 and pursue a
sliding-window approach which allows for a time-resolved
analysis of characteristics of evolving weighted functional
brain networks. To this end, we split the offline bandpass-
filtered (1–45 Hz) EEG time series into consecutive non-
overlapping windows of 2.5 s duration each (correspond-
ing to T = 500 data points) and normalize data from
each sensor (vertex) and each window to zero mean and
unit variance. In order to derive edges, we estimate the
strength of interaction between any pair of vertices k and
l – regardless of their anatomical connectivity – using an
established data-driven method for studying time-variant
changes in phase synchronization in EEG time series. The
mean phase coherence80 is defined as
Rkl =
∣∣∣∣∣ 1T
T∑
t=0
exp i(Φk(t)− Φl(t))
∣∣∣∣∣ , (7)
where Φk(t) are the instantaneous phases (here derived
with the Hilbert transform) of the EEG time series from
vertex k. Rkl is confined to the interval [0, 1], and Rkl =
1 indicates fully synchronized systems. In the resulting
weighted snapshot network, self-loops are excluded.
We begin by investigating the importance of edges and
vertices in evolving functional brain networks using close-
ness centrality (we note that we achieved similar find-
ings with other centralities). Since importance in such
networks can vary strongly over time29,61,69, we parti-
tion the recording into four blocks of equal duration,
with each block containing the data from 13 consecu-
tive snapshot networks, and report aggregated values of
importance characteristics. In the upper part of Fig. 13,
we present the most important vertices and edges to-
gether with their temporal stability during each block’s
duration. We observe that most important vertices, and
particularly those with a comparably high temporal sta-
bility, indicate brain regions outside the SOZ and even
from the opposite brain hemisphere to be most relevant
for seizure dynamics61. In contrast, most important and
temporally most stable edges do not connect most impor-
tant vertices and point to interactions close to and within
the SOZ as most relevant for seizure dynamics. Interest-
ingly, they also point to homologous regions in the oppo-
site brain hemisphere to be involved in the spreading of
seizure activity.
In the lower part of Fig. 13, we present our findings ob-
tained from applying our edge-centrality-based network
decomposition, which leads to NW =650 webs, on aver-
age, with about 10 edges merged into the most important
web W1 (web with rank 1). The vast majority of tempo-
rally most stable edges point to interactions close to and
within the SOZ as most relevant for seizure dynamics
during most pre-seizure, seizure, and post-seizure phase.
Although these findings need to be validated on a
larger database, they indicate that characterizing impor-
tant edges or groups thereof in evolving functional brain
networks can help to improve understanding of the com-
plicated spatial-temporal dynamics of the epileptic pro-
cess.
V. CONCLUSIONS
We modified various, widely used centrality concepts
for vertices to those for edges, in order to find which
edges in a network are important between other pairs of
vertices. We also proposed an edge-centrality-based net-
work decomposition technique to identify a bottom-up
hierarchy of sets of edges or webs, where each web is
associated with a different level of importance. We inves-
tigated characteristics of the proposed edge centralities
using paradigmatic binary and weighted network models.
We could demonstrate that despite the close relationship
between importance of edges and vertices, edge central-
ities provide additional information about the network
constituents for various topologies.
With the aim to identify important edges and impor-
tant webs, we applied the novel concepts to a widely used
benchmark model in social network analysis as well as to
evolving epileptic brain networks. Our edge-centrality-
based network decomposition allowed us to identify a
hierarchy of webs associated with levels of importance,
which we consider advantageous particularly for those
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FIG. 13. Top: Most important edges and vertices (top) and most important web (rank 1, bottom) projected onto a schematics
of implanted sensors shown in Fig. 12. The web was derived with the CCe -based decomposition of the snapshot networks. Color
(vertices and edges) and line thickness (edges) encode the relative amount of time ∆ during each block for which a vertex/edge
is rated as most important. Sensors (vertices) marked with ‘x’ record from the clinically defined seizure onset zone.
situations in which the most important edge can not
be identified unambiguously34. Our decomposition tech-
nique might also be of interest for identifying communi-
ties in networks16. If these communities are considered a
grouping of vertices, these vertices are allowed to be as-
sociated with multiple communities. Our decomposition
might also allow an alternative definition of communities,
considering them as a grouping of edges.
In the majority of cases our decomposition technique
identified a star-like structure as the most important web.
Given that such structures are considered relevant for
synchronization and percolation phenomena on complex
networks81, our edge-centrality-based network decompo-
sition technique could help gaining deeper insights into
such phenomena in real-world networks.
Eventually, and with an eye on the inference of net-
works from multivariate time series, we are confident that
the concepts and methods proposed here can help to im-
prove characterization of networks through a data-driven
identification of important edges or important webs.
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