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Abstract
The problem of characterizing the possible invariant factors or Weyr characteristic of all the matrices that
can be obtained from a specified one by perturbing some of its rows is considered. Such a characterization is
attained in two generic cases: first when the fixed submatrix form a completely controllable pair and second,
for the noncontrollable case when a significant invariant subspace is cyclic.
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1. Introduction
We consider complex square matrices split as follows:
M =
[
A B
C D
]
∈ C(p+q)×(p+q).
Our aim is to study the change of the similarity invariants of M under small additive perturba-
tions on the last q rows.
If ε > 0 is a real number, we obtain necessary and sufficient conditions that some polynomi-
als, or some integer partitions, have to satisfy in order to be the invariant factors, or the Weyr
characteristic, of a (p + q) × (p + q) matrix
M ′ =
[
A B
C′ D′
]
,
where ‖[C D] − [C′ D′]‖ < ε.
The solution to these problems when only the elements of one row are perturbed can be seen
in [2]. Analogous problems when the matrix is rectangular and one row is perturbed are solved
in [5].
In this paper, we give the solution to the square problems when we perturb q rows, in two
significant generic particular cases, namely, when the pair (A,B) is completely controllable and
when (A,B) is not completely controllable and an M-invariant subspace is cyclic.
These problems can be seen as structured perturbation problems, but also as completion prob-
lems, since we complete the first p rows of M with q rows as close to the last q rows of M as we
want. This is the reason why the solutions involve two types of inequalities: the invariant factor
interlacing inequalities (see [8,10,11]) and the majorization of the invariant factors (see [1,3]) or
the majorization of the Weyr characteristics (see [6]).
The paper is organized as follows: Section 2 is dedicated to notation, definitions and previous
results which will take part in the main theorems in the subsequent sections; in Section 3 we solve
the problems when (A,B) is completely controllable and in Section 4 we solve the problems
when (A,B) is not completely controllable and a significant M-invariant subspace is cyclic.
2. Notation, definitions and previous results
In this paper C will denote the field of complex numbers and F any arbitrary field.
A partition is a finite or infinite sequence of nonincreasing nonnegative integers almost all
zero,
a = (a1, a2, . . .).
The conjugate partition of a, a¯ = (a¯1, a¯2, . . .) is defined by
a¯k := Card{i : ai  k}.
We will use the symbol ≺ to mean majorization in the Hardy–Littlewood–Pólya sense (see
[7]); that is to say, if a = (a1, a2, . . . , an) and b = (b1, b2, . . . , bn) are two partitions, then
a ≺ b ⇔
⎧⎪⎪⎨
⎪⎪⎩
k∑
i=1
ai 
k∑
i=1
bi, 1  k  n − 1,
n∑
i=1
ai =
n∑
i=1
bi.
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We define a ∪ b to be the partition whose components are those of a and b arranged in nonin-
creasing order.
Let X ∈ Fm×n, with m  n. We will call invariant factors of X, the invariant factors of the
polynomial matrix [sIm 0] − X.
We will denote by (X) := {λ1, . . . , λv} the spectrum of X, i.e., the set of the elements of the
algebraic closure of the field F which are eigenvalues of the matrix X.
We will denote by s(λi, X) the partition of λi in the Segre characteristic of X and by w(λi,X)
the partition of λi in the Weyr characteristic of X, i.e., the conjugate partition of s(λi, X). If
λ /∈ (X), s(λ,X) := (0) and w(λ,X) := (0).
We will denote by d(α) the degree of a polynomial α. We will call chain a sequence of
polynomials ordered by means of the divisibility order.
Letγ1| · · · |γm andγ ′1| · · · |γ ′m be monic polynomials. Letγ=(γ1, . . . , γm) andγ ′=(γ ′1, . . . , γ ′m)
be the chains formed by these polynomials. We will say that γ ′ is majorized by γ and we will
denote it by γ ′ ≺ γ if
γ ′1 · · · γ ′i |γ1 · · · γi, for i = 1, . . . , m − 1 and γ ′1 · · · γ ′m = γ1 · · · γm.
Let δ1| · · · |δn be some monic polynomials. If we consider δ = (δ1, . . . , δn) and s(λ0, δi) to
be the multiplicity of λ0 as a root of δi , we define s(λ0, δ) := (s(λ0, δn), . . . , s(λ0, δ1)) and
w(λ0, δ) := s(λ0, δ), and we call them Segre and Weyr characteristics of λ0 for the chain δ,
respectively.
Let γ1| · · · |γm be the invariant factors of [sIm 0] − X, and let us consider γ = (γ1, . . . , γm).
We have that s(λ0, X) = s(λ0, γ ) and w(λ0, X) = w(λ0, γ ).
Remark 2.1. Taking into account the previous definitions and notation, if(X) := {λ1, . . . , λv}
is the spectrum of X, γ1| · · · |γm are the invariant factors of [sIm 0] − X, γ ′1| · · · |γ ′m are the
invariant factors of [sIm 0] − X′, and we put γ = (γ1, . . . , γm) and γ ′ = (γ ′1, . . . , γ ′m) then
w(λi,X
′) ≺ w(λi,X), 1  i  v ⇔ w(λi, γ ′) ≺ w(λi, γ ), 1  i  v ⇔ γ ′ ≺ γ.
From now on the companion matrix of a monic polynomial sn − cnsn−1 − · · · − c2s − c1 ∈
F[s] will be a matrix with the following shape:⎡
⎢⎢⎢⎢⎢⎣
0 1 · · · 0 0
0 0 · · · 0 0
...
...
.
.
.
...
...
0 0 · · · 0 1
c1 c2 · · · cn−1 cn
⎤
⎥⎥⎥⎥⎥⎦ .
For a given matrix pair (A,B) ∈ Fp×p × Fp×q , C(A,B) denotes, indifferently, the control-
lability matrix of (A,B), that is to say, [B AB · · · Ap−1B] or the controllability subspace of
(A,B), i.e., the subspace generated by the columns of the controllability matrix. This pair is said
to be completely controllable if rank(C(A,B)) = p.
We will identify matrix pairs (A,B) ∈ Fp×p × Fp×q with rectangular matrices [A B] ∈
Fp×(p+q); in this way the invariant factors of (A,B) are those of the polynomial matrix [sIp −
A − B]. Moreover, the controllability indices of (A,B) are defined as in page 138 of [9] and will
be denoted by k1  . . .  kr1 > kr1+1 = · · · = kq = 0. An alternative criterion for controllability
is that all the invariant factors of (A,B) be equal to 1.
We will denote by (r1, r2, . . .) the partition of the Brunovsky indices, which is the conjugate
partition of the partition of the controllability indices.
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Two pairs (A1, B1) and (A2, B2) are said to be feedback equivalent and we will denote it by
(A1, B1)
f.e.∼ (A2, B2) if there exist nonsingular matrices P ∈ Fp×p and Q ∈ Fq×q and a matrix
R ∈ Fq×p such that
(A1, B1) = (P−1A2P + P−1B2R,P−1B2Q).
A complete system of invariants for the feedback equivalence is the one formed by the invariant
factors and the controllability indices.
A canonical form for the feedback equivalence is given by the Brunovsky canonical form. This
can be found in [11] among many other places.
Lemma 2.2. Let [AB]∈Fp×(p+q), rank(B)=r1, rank(C(A,B)) = r , k1  · · ·  kr1 > kr1+1 =· · · = kq = 0 be the controllability indices of [A B], and α1| · · · |αp its invariant factors. Let us
assume that αi = 1, for i = 1, . . . , s, and d(αs+1)  1. Then there exists a matrix [Ac Bc] ∈
Fp×(p+q) feedback equivalent to [A B] which satisfies the following conditions:
(i) Ac = diag(M,N),M ∈ Fr×r and N ∈ F(p−r)×(p−r).
(ii) Bc =
[
H
0
]
, where H = [H 0] ∈ Fr×q and H ∈ Fr×r1 .
(iii) (M,H) is a completely controllable pair, and k1, . . . , kq are its controllability indices.
(iv) M = diag(M1, . . . ,Mr1) where Mi is the companion matrix of ski , i = 1, . . . , r1.
(v) H =
⎡
⎣E1..
.
Er1
⎤
⎦, where Ei = [ 0ei
]
∈ Fki×r1 and ei is the ith row of Ir1 .
(vi) N = diag(N1, . . . , Np−s)whereNi is the companion matrix of the invariant factorαs+i , i =
1, . . . , p − s.
If X is a complex matrix, we will denote by ‖X‖ any submultiplicative matrix norm of X.
Given a real number ρ > 0, B(λi, ρ) is the open ball with center at λi and radius ρ, and we
define the ρ-neighbourhood of the spectrum of X as the set
Vρ(X) :=
v⋃
i=1
B(λi, ρ),
whenever the balls are pairwise disjoint. A real number ρ sufficiently small as to satisfy the
previous definition will be called suitable for the matrix X.
The following lemma shows that no generality is lost if we consider that [AB] is in Brunovsky
canonical form.
Lemma 2.3 [2]. Let M =
[
A B
C D
]
∈ C(p+q)×(p+q).
Let
M =
[
P−1 0
−Q−1RP−1 Q−1
] [
A B
C D
] [
P 0
R Q
]
=
[
Ac Bc
C D
]
,
where [Ac Bc] is the Brunovsky canonical form of [A B].
Then in every neighbourhood of M there exists a matrix
M ′ =
[
A B
C′ D′
]
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such that γ ′1, . . . , γ ′n are its invariant factors, if and only if, in every neighbourhood of M there
exists a matrix
M ′ =
[
Ac Bc
C′ D′
]
such that γ ′1, . . . , γ ′n are its invariant factors.
Now we are going to describe the relationship between the invariants of the submatrix [A B]
and the matrix M . This is one of the completion problems mentioned in Section 1.
Theorem 2.4 [11]. Let A ∈ Fp×p, B ∈ Fp×q,M ∈ Fn×n and n = p + q. Let γ1| · · · |γn and
α1| · · · |αp be the invariant factors of sIn − M and of [sIp − A − B], respectively. Let k1 
· · ·  kq  0 be the controllability indices of (A,B). Then there exist matrices C and D such
that M is similar to
[
A B
C D
]
if and only if the following relations hold:
(i) γi |αi |γi+q, i = 1, . . . , p,
(ii) (k1 + 1, . . . , kq + 1) ≺ (d(σq), . . . , d(σ1)),
where
σj =
∏p+j
i=1 lcm(αi−j , γi)∏p+j−1
i=1 lcm(αi−j+1, γi)
, j = 1, . . . , q,
and αi := 1 for i < 1.
Condition (i) is known as interlacing inequalities.
This theorem is an algebraic result. We also need some perturbation results. If we want to
prescribe the invariant factors of M ′, the solution is given in the following theorem. This problem
is known as the characterization of the closure of the similarity orbits.
Theorem 2.5 [1,3]. Let M ∈ Cn×n be a matrix with γ1| · · · |γn as invariant factors. Let γ ′1| · · · |γ ′n
be monic polynomials. Then in every neighbourhood of M there exists a matrix M ′ such that
γ ′1, . . . , γ ′n are its invariant factors if and only if
γ ′ ≺ γ.
If we only want to prescribe the Weyr characteristic of M ′, we need the following result,
known as underlying inverse problem, since it is a kind of inverse problem when we make small
perturbations on any element of a complex square matrix.
Theorem 2.6 [6]. Let M ∈ Cn×n be a matrix and let (M) = {λ1, . . . , λv} be its spectrum. Let
ρ > 0 be suitable for M . For j = 1, . . . , ti , with i = 1, . . . , v, let m′ij be given partitions. Then
in every neighbourhood of M there exists a matrix M ′ such that
(a) (M ′) ⊂Vρ(M),
(b) M ′ has ti eigenvalues μi1, . . . , μiti in B(λi, ρ) and m′ij = w(μij ,M ′), j = 1, . . . , ti , i =
1, . . . , v
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if and only if
ti⋃
j=1
m′ij ≺ w(λi,M), i = 1, . . . , v.
The solution to the problem of prescription of the invariant factors of M ′, when q = 1 is given
in the following theorem.
Theorem 2.7 [2, Theorem 3.5]. Let M =
[
A b
cT d
]
and let γ1| · · · |γp+1 and α1| · · · |αp be the
invariant factors of M and (A, b), respectively. Let γ ′1| · · · |γ ′p+1 be monic polynomials. In every
neighbourhood of M there exists a matrix
M ′ =
[
A b
c′T d ′
]
with γ ′1, . . . , γ ′p+1 as its invariant factors if and only if the following conditions hold:
(i) γ ′i |αi |γ ′i+1, i = 1, . . . , p,
(ii) γ ′ ≺ γ.
The solution to the problem of prescription of the Weyr characteristic of M ′, when q = 1 is
given in the following theorem.
Theorem 2.8 [2, Theorem 3.8]. Let M =
[
A b
cT d
]
and let (M) = {λ1, . . . , λv} be its spectrum.
Let ρ > 0 be suitable for M. For i = 1, . . . , v, let ti  1 be given integers, and for j = 1, . . . , ti ,
with i = 1, . . . , v, let m′ij be given partitions. In every neighbourhood of M there exists a matrix
M ′ =
[
A b
c′T d ′
]
such that
(a) (M ′) ⊂Vρ(M),
(b) M ′ has ti − 1 eigenvalues μi2, . . . , μiti different from λi in B(λi, ρ),m′i1 = w(λi,M ′) and
m′ij = w(μij ,M ′), j = 2, . . . , ti , i = 1, . . . , v,
if and only if the following conditions hold:
(i) 0  m
′
i1k − w(λi, [A b])k  1, k = 1, . . . , p, i = 1, . . . , v,
0  m′ijk  1, k = 1, . . . , p, j = 2, . . . , ti , i = 1, . . . , v,
(ii) ⋃tij=1 m′ij ≺ w(λi,M), i = 1, . . . , v.
Now we give a lemma which provides some inequalities equivalent to the interlacing inequal-
ities, in terms of the Segre and Weyr characteristics.
Lemma 2.9. Let γ1| · · · |γp+q andα1| · · · |αp be the invariant factors of sIp+q − M and of [sIp −
A − B], respectively. Then the following relations are equivalent:
488 M.A. Beitia et al. / Linear Algebra and its Applications 429 (2008) 482–496
(i) γi |αi |γi+q, i = 1, . . . , p.
(ii) s(λi,M)k+q  s(λi, [A B])k  s(λi,M)k, i = 1, . . . , v, k = 1, . . . , p.
(iii) 0  w(λi,M)k − w(λi, [A B])k  q, i = 1, . . . , v, k = 1, . . . , p.
From now on we will need matrices with a special structure.
Definition 2.10. We say that a matrixG ∈ Cn×n is (c1, . . . , cm)-column block diagonal dominant,
with c1  · · ·  cm, if G can be partitioned as G = [Gij ], 1  i, j  m in such a way that
Gii =
[
0 Ici−1
 
]
∈ Cci×ci , Gij =
[
0

]
∈ Cci×cj
and all the rows of Gij are zero except, at the most, for the last one, for i, j = 1, . . . , m, i /= j .
Remark 2.11. This definition is due to the fact that if G is column block diagonal dominant, then
sIn − G is equivalent to a matrix with the form
[
In−m 0
0 G(s)
]
, where G(s) is a column diagonal
dominant matrix, as defined in [11].
3. Controllable case
In this section we will consider that the submatrix [A B] of M , is completely controllable and
we will make small additive perturbations on the last q rows of M . Since the set of controllable
pairs is open and dense, we are dealing with a generic case.
Theorem 3.1. Let G ∈ Cn×n be a (c1, . . . , cm)-column block diagonal dominant matrix. Then
for every ε > 0 there exists a δ > 0 such that if ‖G − G˜‖ < δ then G˜ is similar to a matrix
G′, (c1, . . . , cm)-column block diagonal dominant, such that ‖G − G′‖ < ε.
Proof. Let F = diag(e1, e2, . . . , em), with ei = [1 0 . . . 0]T ∈ Cci×1, 1  i  m, and let fi be
the ith column of F . The pair (GT, F ) is controllable and the matrix
PG := [f1 GTf1 · · · (GT)c1−1f1 · · · fm GTfm · · · (GT)cm−1fm]
is the identity of order n.
Let δ1 > 0 be a positive real number such that if ‖G − G‖ < δ1 then
PG := [f1 GTf1 · · · (GT)c1−1f1 · · · fm GTfm . . . (GT)cm−1fm]
is invertible. Such a δ1 always exists since ‖G − G‖ = ‖GT − GT‖ and for a sufficiently small
δ1, the column (GT)qfi is sufficiently close to (G
T
)qfi , so that if PG is invertible then so is PG.
Let us observe that G′ := (P−1
G
G
T
PG)
T is a (c1, . . . , cm)-column block diagonal dominant
matrix.
Since the mapping B(G, δ1) −→ Cn×n which associates with each matrix X the matrix
P−1X XTPX, where
PX := [f1 XTf1 · · · (XT)c1−1f1 · · · fm XTfm · · · (XT)cm−1fm]
is continuous, for all ε > 0 there exists a δ > 0 such that if ‖G − G˜‖ < δ, then we have that
‖P−1G GTPG − P−1G˜ G˜TPG˜‖ < ε.
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Taking into account that PG = In and that δ < δ1, we have that if ‖G − G˜‖ < δ then G˜T
is similar to a matrix G′T = P−1
G˜
G˜TPG˜ such that G′ is (c1, . . . , cm)-column block diagonal
dominant and ‖GT − G′T‖ < ε. Therefore, ‖G − G′‖ = ‖GT − G′T‖ < ε. 
Now we can prove the following invariant factor prescription theorem.
Theorem 3.2. Let G ∈ Cn×n be a (c1, . . . , cm)-column block diagonal dominant matrix. Let
γ1| · · · |γn be its invariant factors and let γ ′1| · · · |γ ′n be monic polynomials such that
γ ′ ≺ γ.
Then for all ε > 0 there exists a matrix G′ ∈ Cn×n, (c1, . . . , cm)-column block diagonal domi-
nant, such that ‖G − G′‖ < ε and G′ has γ ′1, . . . , γ ′n as invariant factors.
Proof. By Theorem 3.1, for a fixed ε > 0, there exists a δ > 0 such that if ‖G − G˜1‖ < δ,
then G˜1 is similar to a matrix G′1, (c1, . . . , cm)-column block diagonal dominant, such that‖G − G′1‖ < ε. By Theorem 2.5, for this δ > 0 there exists a matrix G˜ such that ‖G − G˜‖ < δ
and G˜ has γ ′1, . . . , γ ′n as invariant factors. Applying the previous reasoning to the matrix G˜, we
have that G˜ is similar to a matrix G′ with all the required conditions. 
Now we are going to prove a theorem analogous to the previous one, but prescribing the Weyr
characteristic.
Theorem 3.3. Let G be a (c1, . . . , cm)-column block diagonal dominant matrix. Let (G) =
{λ1, . . . , λv} be its spectrum. Let ρ > 0 be suitable for G. For i = 1, . . . , v, let ti  1 be given
integers and for j = 1, . . . , ti , with i = 1, . . . , v, let m′ij be given partitions such that
ti⋃
j=1
m′ij ≺ w(λi,G), i = 1, . . . , v.
Then for every ε > 0 there exists a matrix G′ ∈ Cn×n, (c1, . . . , cm)-column block diagonal dom-
inant, such that ‖G − G′‖ < ε,(G′) ⊂Vρ(G) and G′ has ti eigenvalues μi1, . . . , μiti in
B(λi, ρ), with m′ij = w(μij ,G′), j = 1, . . . , ti , i = 1, . . . , v.
Proof. Analogous to the previous one, but applying Theorem 2.6 instead of Theorem 2.5. 
Now we can enunciate and prove the main theorems in this section. The first one provides the
solution to the prescription of the invariant factors of M ′ when (A,B) is controllable.
Theorem 3.4. Let M ∈ C(p+q)×(p+q) with γ1| · · · |γp+q as invariant factors. Let γ ′1| · · · |γ ′p+q be
monic polynomials. Suppose that (A,B) is completely controllable. In every neighbourhood of
M there exists a matrix
M ′ =
[
A B
C′ D′
]
with γ ′1, . . . , γ ′p+q as invariant factors if and only if
γ ′ ≺ γ.
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Proof. The necessity of the condition is a consequence of Theorem 2.5.
Let us prove that it is also sufficient.
By Lemma 2.3 we can suppose, without loss of generality, that [AB] is in Brunovsky canonical
form. Then
M =
⎡
⎢⎢⎢⎢⎢⎢⎢⎣
M1 E1 0
M2 E2 0
.
.
.
...
...
Mr1 Er1 0
C11 C12 . . . C1r1 D11 D12
C21 C22 . . . C2r1 D21 D22
⎤
⎥⎥⎥⎥⎥⎥⎥⎦
,
where Mi and Ei are the matrices defined in Lemma 2.2.
Let G be the matrix obtained from M by permuting some rows and columns, namely, the
p + ith row goes to the∑ij=1 kj + ith row, for i = 1, . . . , q, and the p + ith column goes to the∑i
j=1 kj + ith column, for i = 1, . . . , q. Then G is a block matrix with
Gii =
[
0 Iki
 
]
∈ C(ki+1)×(ki+1) and Gij =
[
0

]
∈ C(ki+1)×(kj+1)
for i, j = 1, . . . , q, i /= j , where the  of the last rows come from the ith row of [C D].
This matrix G is (k1 + 1, . . . , kq + 1)-column block diagonal dominant. Thus G satisfies the
conditions required in Theorem 3.2. For this matrix we obtain a matrix G′ with the prescribed
invariant factors, and by means of the inverse permutations of those made on matrix M we get
the searched matrix M ′. 
If we want to prescribe the Weyr characteristic the following theorem provides the solution to
the underlying inverse problem when (A,B) is controllable.
Theorem 3.5. Let M ∈ C(p+q)×(p+q) and let (M) = {λ1, . . . , λv} be its spectrum. Let ρ > 0
be suitable for M. For i = 1, . . . , v, let ti  1 be given integers and for j = 1, . . . , ti , with
i = 1, . . . , v, let m′ij be given partitions. Suppose that (A,B) is completely controllable. In every
neighbourhood of M there exists a matrix
M ′ =
[
A B
C′ D′
]
such that
(a) (M ′) ⊂Vρ(M),
(b) M ′ has ti eigenvalues μi1, . . . , μiti in B(λi, ρ) and m′ij = w(μij ,M ′), j = 1, . . . , ti , i =
1, . . . , v
if and only if
ti⋃
j=1
m′ij ≺ w(λi,M), i = 1, . . . , v.
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Proof. We can prove this theorem in an analogous way to the previous one, but applying Theorem
2.6 for the necessity of the condition and Theorem 3.3 for the sufficiency. 
Remark 3.6. Let us observe that in the case when the pair (A,B) is completely controllable,
these two theorems state that perturbing the elements in the last q rows is equivalent to perturbing
any element of the matrix M .
In other words, let M =
[
A B
C D
]
with (A,B) controllable, then for any ε1 > 0 there exists E ∈
Cn×n such that ‖E‖ < ε1 and M + E has prescribed invariant factors (respectively, prescribed
Weyr characteristic) if and only if for any ε2 > 0 there exist E1 ∈ Cq×p and E2 ∈ Cq×q such that
‖[E1 E2]‖ < ε2 and
[
A B
C + E1 D + E2
]
has prescribed invariant factors (respectively, prescribed
Weyr characteristic).
4. Generic subcase of the noncontrollable case
In this section we will consider that the submatrix [A B] of M , is not completely controllable
and we will make small additive perturbations on the last q rows. We will solve the problems in
a generic particular case. For this purpose we need a definition and some lemmas.
Definition 4.1. Let (A,B) ∈ Fp×p × Fp×q . We define the extension set of (A,B) in the following
way:
Ext(A,B) =
{[
A B
C D
]
: C ∈ Fq×p,D ∈ Fq×q
}
.
The proof of the following theorem is easy.
Lemma 4.2. Let C(A,B) be the controllability subspace of (A,B). For every M ∈ Ext(A,B),
the subspaceS = C(A,B) × Fq =
{[
x
y
]
∈ Fp+q |x ∈ C(A,B)
}
is M-invariant.
For the pair (A,B), we denote by([
A0 0
0 N
]
,
[
B0
0
])
its Brunovsky canonical form.
In the following lemma we prove that N is a matrix associated with the quotient endomorphism
with respect to the M-invariant subspaceS.
Lemma 4.3. There exists an invertible matrixT ∈ F(p+q)×(p+q) such that for allM ∈ Ext(A,B),
T −1MT =
[
E F
0 N
]
.
Proof. First, there exist invertible matrices P ∈ Fp×p, Q ∈ Fq×q and a matrix R ∈ Fq×p such
that
[
P−1 0
−Q−1RP−1 Q−1
] [
A B
C D
] [
P 0
R Q
]
=
⎡
⎣A0 0 B00 N 0
C1 C2 D1
⎤
⎦ .
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Now there exists a permutation matrix P1 ∈ F(p+q)×(p+q) such that
P T1
⎡
⎣A0 0 B00 N 0
C1 C2 D1
⎤
⎦P1 =
⎡
⎣A0 B0 0C1 D1 C2
0 0 N
⎤
⎦ .
If we take E =
[
A0 B0
C1 D1
]
, F =
[
0
C2
]
and T =
[
P 0
R Q
]
P1, the lemma follows. 
Let us consider the case whenS is cyclic.
Let us see that this particular case is generic when (A,B) is not controllable. By the previous
lemma we have that
M
s∼
[
E F
0 N
]
s∼
[
G L
0 N
]
, (4.1)
where [GL] is obtained from [E F ] by means of the same permutations made on the matrix M of
Theorem 3.4. SinceS is cyclic and G is a restriction of M toS, we have that G is nonderogatory.
If k = (k1, . . . , kq) and T BD(k,N) represents the set of block triangular matrices where G is
(k1 + 1, . . . , kq + 1)-column block diagonal dominant and with N in the right lower block, we
define
G =
{[
G L
0 N
]
∈ T BD(k,N) : G nonderogatory
}
.
Lemma 4.4. The set G is open and dense in T BD(k,N).
Proof. Let us see thatG is open. LetM ∈ G, thenM =
[
G L
0 N
]
withGnonderogatory. LetBD(k)
be the subset of the (k1 + 1, . . . , kq + 1)-column block diagonal dominant matrices. Since the set
of nonderogatory matrices is open (in the space of the matrices with suitable size), there exists δ >
0 such that if G˜ ∈ B(G, δ) ∩ BD(k) then G˜ is nonderogatory and (k1 + 1, . . . , kq + 1)-column
block diagonal dominant.
Let M˜ ∈ B(M, δ) ∩ T BD(k,N), then M˜ =
[
G˜ L˜
0 N
]
and G˜ ∈ B(G, δ) ∩ BD(k), thus G˜ is
nonderogatory and, therefore, M˜ ∈ G.
Now let us see that G is also dense. Let M ∈ T BD(k,N). Then M =
[
G L
0 N
]
with G ∈
BD(k). We have that
G =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 Ik1 0 0 . . . 0 0
    . . .  
0 0 0 Ik2 . . . 0 0
    . . .  
...
...
...
...
.
.
.
...
...
0 0 0 0 0 0 Ikq
    . . .  
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
.
If the elements in the positions (k1 + · · · + kj + j, k1 + · · · + kj + j + 1) are all nonzero, for
j = 1, . . . , q − 1, then G is nonderogatory and M ∈ G. If some of these elements are zero, it is
clear that as close to G as we want there is a matrix G˜ with all the elements in these positions
nonzero. Thus M˜ =
[
G˜ L
0 N
]
is as close to M as we want and M˜ ∈ G. 
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Before proving the main theorems in these section we need the following result.
Theorem 4.5 [4,12]. Let M ∈ Fn×n and letS ⊆ Fn be a cyclic M-invariant subspace. Let N ∈
Fd×d be a matrix of the quotient endomorphism in Fn/S induced by M. If γ1| · · · |γn are the
invariant factors of M and α1| · · · |αd are those of N then
γi+n−d−1|αi |γi+n−d , i = 1, . . . , d.
Now we can prove the theorem of prescription of the invariant factors of M ′ whenS is cyclic.
Theorem 4.6. Let M =
[
A B
C D
]
∈ C(p+q)×(p+q) with γ1| · · · |γp+q and α1| · · · |αp as invariant
factors of M and [A B], respectively. Let γ ′1| · · · |γ ′p+q be monic polynomials. Suppose thatS is
a cyclic subspace. In every neighbourhood of M there exists a matrix
M ′ =
[
A B
C′ D′
]
with γ ′1, . . . , γ ′p+q as invariant factors if and only if the following conditions hold:
(i) γ ′i+q−1|αi |γ ′i+q, i = 1, . . . , p,
(ii) γ ′ ≺ γ.
Proof. The necessity of Condition (i) is a consequence of Theorem 4.5 and Lemma 4.3. Condition
(ii) follows from Theorem 2.5.
Now we are going to prove the sufficiency of both conditions.
By Lemma 2.3 we can suppose, without loss of generality, that [AB] is in Brunovsky canonical
form.
Let r be the dimension of the controllability subspace. At least r invariant factors of [sIp −
A − B] are equal to 1. Let s  r be the number of trivial invariant factors of (A,B). We have
that, taking into account Lemma 4.3, there exists an invertible matrix T , such that
T −1MT =
[
E F
0 N
]
=
⎡
⎣A0 B0 0C1 D1 C2
0 0 N
⎤
⎦ .
From (4.1), there exists a permutation matrix P such that,
[
P−1 0
0 Ip−r
] [
E F
0 N
] [
P 0
0 Ip−r
]
=
[
G L
0 N
]
=
⎡
⎣0 Iq+r−1∗ ∗ L
0 N
⎤
⎦ , (4.2)
where the invariant factors of N are αr+1| · · · |αp, and G is the companion matrix of the only
nontrivial invariant factor, ν, that E has, sinceS is cyclic.
By means of similarity transformations, with the identity of the upper block, all the elements
of L, but those in the last row, can be cancelled, that is to say, there exists a matrix Q such
that [
Iq+r −Q
0 Ip−r
] [
G L
0 N
] [
Iq+r Q
0 Ip−r
]
=
⎡
⎣0 Iq+r−1 0∗ ∗ ∗
0 0 N
⎤
⎦ = [G L0 N
]
. (4.3)
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Now let us consider the characteristic matrix of M , sIp+q − M , which is equivalent to
sIp+q −
⎡
⎣0 Iq+r−1 0∗ ∗ ∗
0 0 N
⎤
⎦ .
There exist unimodular matrices P(s) and Q(s) such that
P(s)
⎛
⎝sIp+q −
⎡
⎣0 Iq+r−1 0∗ ∗ ∗
0 0 N
⎤
⎦
⎞
⎠Q(s) = [Iq+s−1
M(s)
]
,
where
M(s) =
⎡
⎢⎢⎢⎣
ν ls+1(s) . . . lp(s)
αs+1
.
.
.
αp
⎤
⎥⎥⎥⎦
with d(ν) = q + r and d(lj (s)) < d(αj ) for j = s + 1, . . . , p.
Let us observe that γi = 1 for i = 1, . . . , q + s − 1 and that the invariant factors of the matrix
M(s) are γq+s | · · · |γq+p.
Now we proceed as we did in the proof of Theorem 2.7.
We perturb the polynomials lj (s), j = s + 1, . . . , p, in the first row of M(s) and we obtain a
matrix M ′(s), as close to M(s) as we want, such that
[
Iq+s−1
M ′(s)
]
has γ ′1, . . . , γ ′p+q as invariant
factors.
Now we make the similarity transformations that are inverse of those made on sIp+q − M in
order to obtain the matrix
[
Iq+s−1
M(s)
]
. That is to say,
P−1(s)
[
Iq+s−1
M ′(s)
]
Q−1(s) = sIp+q −
[
G′ L′
0 N
]
.
Here G′ is the companion matrix of a polynomial and L′ only has nonzero elements in the last
row.
Now we make on
[
G′ L′
0 N
]
the transformations that are inverse of those made previously on
the matrix T −1MT (see equations (4.2) and (4.3)):[
P 0
0 Ip−r
] [
Iq+r Q
0 Ip−r
] [
G′ L′
0 N
] [
Iq+r −Q
0 Ip−r
] [
P−1 0
0 Ip−r
]
=
[
E′ F ′
0 N
]
.
In this way we have that [E′ F ′] =
[
A′0 B′0 
C′1 D′1 C′2
]
and ‖[E′ F ′] − [E F ]‖ is as small as we
want.
Since E =
[
A0 B0
C1 D1
]
and (A0, B0) is completely controllable, by means of Remark 3.6 we
have that any matrix obtained from E by making additive perturbations, as small as desired,
in all the rows is similar to another one obtained from E by making additive perturbations,
as small as desired, in the last q rows. That is to say, there exists an invertible matrix R such
that
E
′′ := RE′R−1 = R
[
A′0 B ′0
C′1 D′1
]
R−1 =
[
A0 B0
C
′′
1 D
′′
1
]
and ‖[C ′′1 D
′′
1] − [C1 D1]‖ is as small as we want.
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Henceforth[
E
′′
F
′′
0 N
]
:=
[
R 0
0 Ip−r
] [
E′ F ′
0 N
] [
R−1 0
0 Ip−r
]
=
[
R 0
0 Ip−r
]⎡⎣A′0 B ′0 C′1 D′1 C′2
0 0 N
⎤
⎦[R−1 0
0 Ip−r
]
=
⎡
⎣A0 B0 ′C ′′1 D′′1 C ′′2
0 0 N
⎤
⎦ .
By means of similarity transformations with the ones of A0 and B0 we can cancel the matrix ′.
In this process we obtain a matrix C ′′′2 as close as we want to C
′′
2 and thus to C2. That is to say,
there exists a matrix U such that[
E
′′
F
′′′
0 N
]
:=
[
Iq+r U
0 Ip−r
] [
E
′′
F
′′
0 N
] [
Iq+r −U
0 Ip−r
]
=
[
Iq+r U
0 Ip−r
]⎡⎣A0 B0 ′C ′′1 D′′1 C ′′2
0 0 N
⎤
⎦[Iq+r −U
0 Ip−r
]
=
⎡
⎣A0 B0 0C ′′1 D′′1 C ′′′2
0 0 N
⎤
⎦ .
Now we have finished because we can define
M ′ := T
[
E
′′
F
′′′
0 N
]
T −1 = T
⎡
⎣A0 B0 0C ′′1 D′′1 C ′′′2
0 0 N
⎤
⎦ T −1 =
⎡
⎣A0 0 B00 N 0
C
′′
1 C
′′′
2 D
′′
1
⎤
⎦
and
∥∥[C ′′1 C ′′′2 D′′1]− [C1 C2 D1]∥∥ is as small as we want. 
Analogously, we can solve the underlying inverse problem forS cyclic, if we want to prescribe
the Weyr characteristic.
Theorem 4.7. Let M ∈ C(p+q)×(p+q) and let (M) = {λ1, . . . , λv} be its spectrum. Let ρ > 0
be suitable for M. For i = 1, . . . , v, let ti  1 be given integers, and for j = 1, . . . , ti , with i =
1, . . . , v, let m′ij be given partitions. Suppose thatS is a cyclic subspace. In every neighbourhood
of M there exists a matrix
M ′ =
[
A B
C′ D′
]
such that
(1) (M ′) ⊂Vρ(M),
(2) M ′ has ti − 1 eigenvalues μi2, . . . , μiti different from λi in B(λi, ρ),m′i1 = w(λi,M ′),
and m′ij = w(μij ,M ′), j = 2, . . . , ti , i = 1, . . . , v,
if and only if the following relations hold:
(i) 0  m
′
i1k − w(λi, [A B])k  1, k = 1, . . . , p, i = 1, . . . , v,
0  m′ijk  1, k = 1, . . . , p, j = 2, . . . , ti , i = 1, . . . , v,
(ii) ⋃tij=1 m′ij ≺ w(λi,M), i = 1, . . . , v.
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Proof. Condition (i) is necessary as a consequence of Theorem 4.5 and Lemma 2.9. Condition
(ii) follows from Theorem 2.6.
In order to see that they are sufficient we proceed as we did in the proof of Theorem 2.8.
For i = 1, . . . , v, let m˜i := ⋃tij=1 m′ij and let us define w(λi, γ˜ ) := m˜i .
As in the proof of Theorem 4.6, there are polynomials l′s+1(s), . . . , l′p(s) such that if M˜(s) =⎡
⎢⎣
ν l′
s+1(s) . . . l′p(s)
αs+1
.
.
.
αp
⎤
⎥⎦, then [Iq+s−1 M˜(s)] has γ˜1| · · · |γ˜p+q as invariant factors.
As in the proof of Theorem 2.8 we can slightly modify the polynomial ν so that the roots of the
invariant factors of M ′(s) =
⎡
⎢⎣
ν′ l′
s+1(s) · · · l′p(s)
αs+1
.
.
.
αp
⎤
⎥⎦, γ ′q+s , . . . , γ ′q+p, satisfy (1) and its Weyr
characteristic satisfy (2).
Now we proceed as we did in Theorem 4.6 in order to obtain a matrix M ′ satisfying (1) and
(2). 
Acknowledgments
We would like to thank our colleagues of the Linear Algebra Group of the Basque Country
University for the discussions that were sustained in its seminars.
References
[1] J. Barría, D.A. Herrero, Closure of similarity orbits of nilpotent operators I. Finite rank operators, J. Operator Theory,
1 (1979) 177–186.
[2] M.A. Beitia, I. de Hoyos, I. Zaballa, The change of the Jordan structure under one row perturbations, Linear Algebra
Appl. 401 (2005) 119–134.
[3] H. den Boer, G.Ph.A. Thijsse, Semi-stability of sums of partial multiplicities under additive perturbation, Integral
Equat. Operator Theory 3 (1) (1980) 23–42.
[4] D. Carlson, Inequalities for the degree of elementary divisors of modules, Linear Algebra Appl. 5 (1972) 293–298.
[5] M. Dodig, M. Stošic´, The change of feedback invariants under one row perturbation, Linear Algebra Appl. 422
(2007) 582–603.
[6] A.S. Markus, E.É. Parilis, The change of the Jordan structure of a matrix under small perturbations, Linear Algebra
Appl. 54 (1983) 139–152.
[7] A.W. Marshall, I. Olkin, Inequalities: Theory of Majorization and Its Applications, Academic, New York, 1979.
[8] E. Marques de Sá, Imbedding conditions for λ-matrices, Linear Algebra Appl. 24 (1979) 33–50.
[9] E.D. Sontag, Mathematical Control Theory, Springer-Verlag, New York, 1990.
[10] R.C. Thompson, Interlacing inequalities for invariant factors, Linear Algebra Appl. 24 (1979) 1–31.
[11] I. Zaballa, Matrices with prescribed rows and invariant factors, Linear Algebra Appl. 87 (1987) 113–146.
[12] I. Zaballa, Matrices with prescribed invariant factors, Linear and Multilinear Algebra 27 (1990) 325–343.
