Abstract. Invariant cubature formulae for a class of weight functions on the simplex T d are derived using combinatorial methods, extending the formulae in [Grundmann and Möller, SIAM J. Numer Anal., 15 (1978), pp. 282-290] for the unit weight function on T d . These formulae are used to derive cubature formulae on the surface of the sphere S d and on the unit ball B d using connections between cubature formulae on T d , B d and S d .
In [3] , Grundmann and Möller constructed a family of cubature formulae of arbitrary odd degree for the unit weight function on T d using combinatorial methods. Recently in [8, 9] we showed that cubature formulae on The formulae in [3] and some of their extensions in the following section are invariant under the symmetric group on T d ; that is, invariant under the affine transforms of T d onto itself. The corresponding formulae on S d are invariant under the octahedral group, which we denote by B d+1 since it is the Weyl group of type B d+1 . This is the symmetric group of the unit cube {±1, ±1, ±1} in R 3 . It contains permutations of coordinates and the sign changes (the group B d+1 is semiproduct of the symmetric group S d+1 and the abelian group Z d+1 2 ). We can write
where the sum is over all possible sign changes and all permutations σ = (σ 0 , . . . , σ d ) of (0, 1, . . . , d). A cubature formula invariant under B d+1 is a linear combination of the above sums at distinct nodes; such a formula is called fully symmetric (cf. [7, p. 128] ). Recall that a cubature formula is of degree M if it gives the exact values of integrals for polynomials of degree up to M . Throughout this paper, we use the notation
, for α, β ∈ R d+1 and we adopt the convention that
One of the main results of the paper is the following fully symmetric cubature formula for the surface measure on S d . Theorem 1.1. Let s ∈ N 0 and n = 2s+1. Then the following is a fully symmetric cubature formula of degree 2n + 1 on S d :
We will also give an analogous formula for the unit weight function on B d (Theorem 2.5). The cubature formulae in Theorem 1.1 form the first family of formulae that are given explicitly for all d and for higher degrees. Among them all formulae for s ≥ 3 appear to be new. See section 4 for further discussion. For results on cubature formulae on S d , T d , and B d in general, we refer to [2, 4, 6, 7] and the references therein; more recent references are also collected in [1] .
The paper is organized as follows. The preliminary and main results are given in section 2. The proof of the combinatorial identity that yields the formulae is presented in section 3. Examples and further comments are given in section 4.
Preliminary and main results. Throughout this section we write
In the following we shall write |β| instead of |β| 1 for β ∈ N 
where k(u) denote the number of nonzero elements in the node u; moreover, there is a cubature formula of degree 2n + 1 for W µ on S d given by
where
This theorem is proved in [8, 9] for far more general classes of weight functions. It is also shown in [8, 9] that if a cubature formula of the form (2.2) on B d or a formula of the form (2.3) on S d is given, then we can use it to generate cubature formulae on the other two domains. The theorem as stated is precisely what is needed in this paper. We are now ready to state our main results, starting with formulae on T d . Theorem 2.2. Let s ∈ N 0 and n = 2s + 1. Then the following is a cubature formula of degree n with respect to W
, . . . ,
where the sum over β is over β = (β 0 , . . . ,
such that |β| = s − i. We note that only β0+µ0 β0
in the summation over β depends on β 0 . Hence, we can also write the summation over β as
The most interesting case of the above formula is when W T µ is symmetric. Let S d+1 (T ) denote the symmetric group of T d , which consists of all permutations among (x 0 , x 1 , . . . , x d ), where we write x 0 = 1−|x| 1 . We note that W T µ is invariant under S d+1 (T ) when µ 0 = µ 1 = · · · = µ d . In this case, the formula in Theorem 2.2 becomes symmetric under S d+1 (T ) as well. In order to state the symmetric cubature formulae, we follow the following notation in [3] .
We associate each x = (x 1 , . . . ,
We denote the equivalent class of all points y whose images φ(y) are in the orbit of X by ((x 0 , x 1 , . . . , x d )) or simply ((X)); that is,
Then all points in ((X)) are in T d . We then introduce an abbreviation for arbitrary f : R d → R, as in [3] :
Symmetric cubature formulae are linear combinations of the above sums for various nodes. Note that for symmetric W T µ , we have γ(µ) = (d + 1)µ. In the following, if µ = (µ 0 , . . . , µ d ) and all µ i are equal, we denote their common value also by µ.
Theorem 2.3. Let s ∈ N 0 and n = 2s + 1.
When µ = 0, this theorem was established in [3] . The number of nodes in this formula is exceptionally small; see the discussion in [3] 
Then the following is a fully symmetric cubature formula of degree 2n + 1 for W µ on S d : Theorem 2.5. Let s ∈ N 0 and n = 2s+1. Then the following is a fully symmetric cubature formula of degree 2n + 1 for the unit weight function on B d :
We shall need another convenient basis given in terms of
where we follow the notation in [3] . Using the multinormal formula, it follows that
} forms a basis of Π 
Since (2.4) is a cubature formula of degree 2s + 1, it is exact for all polynomials X α for |α| = 2s + 1, which is equivalent to the following identity:
Using the notation of binomial coefficients, the above formula can be written as
where α! = α 0 ! · · · α d ! and |α| = 2s + 1. Hence, the existence of the cubature formulae (2.4) is equivalent to the validity of (2.9), which we prove in the next section. Here is how this combinatorial formula was discovered. When µ = 0 the combinatorial identity (2.9) is due to Grundmann and Möller in [3] , which suggests the possible existence of the formula in general. However, the proof in [3] does not seem to extend to the general setting. We computed a number of examples using a computer algebra system, which confirmed the existence of a formula in the form of (2.9) up to some coefficients, which were determined by further calculations and judicious guessing and were later justified by the proof. The formula (2.6) follows from (2.4) or (2.9), as in [3] , from the fact that any equivalence class ((x 0 , . . . , x d ) ) contains exactly one point (x τ0 , . . . , x τ d ) with x τ0 ≥ · · · ≥ x τ d . Therefore, if µ 0 = · · · = µ d and their common value is denoted by µ, then
, from which the formula (2.6) follows. Both formula (2.7) in Theorem 2.4 and formula (2.8) in Theorem 2.5 follow from Theorem 2.1 and the formulae on T d in a straightforward manner. Since all nodes in the formulae (2.4) and (2.6) are nonzero, the corresponding number k(u i ) in using Theorem 2.1 is equal to d for the formula on the ball and equal to d + 1 for the formula on the sphere for every node.
A combinatorial identity.
In this section we prove the combinatorial identity (2.9). We start with finding a generating function that gives the right-hand side of (2.9).
Lemma 3.1.
For each nonnegative integer s and 0 ≤ r < 1, we have
Proof. Let a > −1. We start with the binomial series
Let k ∈ N 0 . Applying the operator r −a (d/dr)r 1+a to the series k times, we conclude that
Next we multiply the above identity with a replaced by µ i , n replaced by β i , and k replaced by α i for 0 ≤ i ≤ d to conclude that
The desired result follows from multiplying the above equation with the series
We note that if 2s + d + 1 + γ(µ) is an integer, then the above series is just a finite binomial sum. The result does not change, however, since we adopt the convention that a b = 0 whenever b ≥ a + 1. Let f be a real valued function and a be a real number. The kth forward difference of f based on the points (a + 1)/2, 1 + (a + 1)/2, . . . , k + (a + 1)/2, denoted by ∆ k f 0 , is defined via the finite difference by
Let a > −1 and n ∈ N 0 . Then for 0 ≤ r < 1, we have
as an operator applying on functions of r. We have for any nonnegative integer k,
Let I denote the identity operator. Then we can write the above identity as
Iterating the above identity for k = 0, 1, . . . , n − 1, we conclude that
What we need is the action of D n a which can be derived from the above formula as follows. Using the notation (3.1), the Newton form of the interpolation polynomial based on the points (a + 1)/2, 1 + (a + 1)/2, . . . , n + (a + 1)/2 can be written as
Since L n (f ) is the unique interpolation polynomial of degree n on those n+1 points, it follows that L n f = f if f is a polynomial of degree at most n. In particular, applying the formula to f (t) = t n and then set t = −x, we obtain that
Using this identity with D a in place of x, we can then conclude that
Proof. Multiplying the identity in Lemma 3.2 with a = µ i and n = α i for i = 0, 1, . . . , d, we get
Multiplying this equation by (1 − r 2 ) 2s+d+1+γ(µ) , the terms involving r in the summation become (1 − r 2 ) 2s−m . Hence, upon setting |α| = 2s + 1, we see that except the term with m = |α|, which contains (1 − r 2 ) −1 , all other terms become polynomials in r. We expand (1−r 2 ) −1 as a standard power series in r and (1−r 2 ) 2s−m , 0 ≤ m ≤ 2s, as a polynomial in r using the binomial formula. After exchanging the order of the summations, we conclude that for |α| = 2s + 1,
The left-hand side of the above formula is the same as the left-hand side of the formula in Lemma 3.1; both formulae give the power series of this function when |α| = 2s + 1. The desired formula is derived by comparing the coefficients of r 2s in the two expansions.
Let us denote the two sums in (3.2) by L-sum and R-sum, respectively. Then
Notice that L-sum is the same as the sum in (2.9); we see that the above equation is equivalent to (2.9) if either
holds. In fact, the first identity is exactly (2.9). Since R-sum is as complicated as L-sum, it seems that we do not gain much by switching from L-sum to R-sum. It turns out, however, that these two sums are in fact equal; that is, R-sum = L-sum. The proof of this fact will finish our proof of (2.9). Lemma 3.4. Let µ i > −1 and
Proof. Our objective is to prove R-sum = L-sum. We start with (3.1), which implies that
Multiplying this formula with k = k i and n = α i for i = 0, 1, . . . , d, we get
Substituting the above sum into R-sum and changing the order of summations, we get Using the following identity on the binomial coefficients
which can be easily verified, we further obtain R-sum = Proof. We prove this identity by the method of generating function. It is easy to verify that if n is a nonnegative integer and a > −1 is a real number, then ∞ k=0 k + a n + a r k = ∞ k=n k + a n + a r k = r n (1 − r) −n−a−1 , 0 ≤ r < 1.
Therefore, it follows that On the other hand, we also have The desired identity follows from comparing the coefficients of r s in these two series and using the fact that |β| = s − j.
The identity (2.9) is proved by Lemma 3.3, Lemma 3.4, and Lemma 3.5. This shows that the A d,s increases rapidly as s grows. A similar conclusion holds for the formula on B d .
