Abstract. This paper presents a new method to derive monthly averaged surface air temperature, Ta, from multiple data sets. Sea Surface Temperature (SST) from the National Centers for Environmental Prediction (NCEP) and total precipitable water (W)from the SSM/I sensor are used as inputs to Artificial Neural Networks (ANN). Surface air temperature (Ta) measurements from the Surface Marine Data (SMD) are used to develop and evaluate the methodology. When globally evaluated with SMD data, the bias of the new method is small (0.050 ø C + 0.26 ø C), and the accuracy expressed as root-mean square (rms) differences has a small global mean (0.73 ø C + 0.37 ø C).
monthly averaged T a over the ocean from multiple data sets o n a global basis and using an artificial neural network (ANN) approach.
Data
Monthly averages of Ta are obtained using two parameters best describing the lower atmosphere properties that are routinely available from satellite observations and numerical weather prediction analysis. Monthly averages of total precipitable water (W)are obtained from the Special Sensor Microwave Imager (SSM/I) data (Wentz, 1992) . The sea surface temperature (SST) field derives from the National Centers for Environmental Prediction (NCEP) operational analysis, which is based on the method of Reynolds and Smith (1994) . The data record spans from January 1988 through August 1997 (1 ø latitude x 1 ø longitude resolution). The development and testing of the new method are accomplished by using observations from the Surface Marine Data (hereafter SMD, da Silva et al., 1994). The SMD is obtained from ship and buoys (some of the TAO, see below) reports and extends from January 1988 through November 1993. Additional comparisons are performed with T a fields obtained from NCEP reanalyses at 2.5 ø x 2.5 ø, and TOVS data. In addition to ship observations, this study uses T a observations from the moored buoys array from the Tropical Ocean-Global Atmosphere Tropical Ocean-Atmosphere (TOGA-TAO) program (McPhaden, 1995) . Daily averages of T a measurements from the TAO array for the period January 1988-August 1997 are used to compute monthly averages. Since the number of available daily observations varies widely among the buoys during this period, we specified a cutoff criterion of at least 20 observations to compute monthly averages. Several studies have investigated the minimum number of observations necessary to obtain a reliable estimate of monthly averages. The results vary with parameters and there has not been any specific study for air temperature in the tropical Pacific, but 20 observations are consistent with the numbers chosen by other authors (e.g., da Silva, 1994, pp33).
Methodology
The methodology used in this paper to estimate T a is an extension of the study of Jones et al. (1998, hereafter JPG), which determines surface specific humidity and air temperature with artificial neural networks. The methodology involves two phases: data classification and artificial neural net (ANN) development.
a. Data Classification
The data classification requires some preliminary sorting and classification to ensure adequate observations for both development and testing analyses. First, the initial data sets of 
b. Artificial Neural Network (ANN) Approach
An artificial neural network (ANN) algorithm is applied to derive transfer functions relating the pairs of (W, SST) observations (inputs) to the surface marine observations of Ta (outputs). The type of ANN used in this paper, feed-forward multilayer perceptron with backpropagation, is completely described by its architecture and the value of the weighted connections between nodes. By presenting the neural network with known input-output patterns, it 'learns' a function which performs the mapping embedded in the presented patterns. Clearly, the quality of the input-output patterns used determine the performance of the final network. Ideally, this training set would be free of noise and span the expected range of both input and output parameters with a probability distribution similar to that found in nature. The derivation of the transfer functions is performed in two phases. In the first phase, the ANN used is a supervised fully connected feed-forward network employing a 2-6-2-lx architecture*. It consists of two inputs (W and SST), six nodes in the first hidden layer, two nodes in the second hidden layer and one output (Ta). The "x" indicates that there are additional connections between the input and utput layers. In order to "train" the ANN, a sub-set of 20 x 10 • triplets of (W, SST, and Ta) is randomly taken from the available data meeting the selection criterion described in the previous section. This sub-set is designated as "tr ining set" whereas another , randomly taken set of 10 x 10 triplets constitutes a "testing set". The training set is run through the network with the weights at each node of the ANN updated using a backpropagation algorithm (Riedmiller, 1994) . Conversely, the testing set is used to independently monitor the mean error between the observed and estimated T a values. 
