Forecasting correlations between stocks and commodities is important for diversification across asset classes and other risk management decisions. Correlation forecasts are affected by model uncertainty, the sources of which can include uncertainty about changing fundamentals and associated parameters (model instability), structural breaks and nonlinearities due, for example, to regime switching. We use approaches that weight historical data according to their predictive content. Specifically, we estimate two alternative models, 'time-varying weights' and 'time-varying window', in order to maximize the value of past data for forecasting. Our empirical analyses reveal that these approaches provide superior forecasts to several benchmark models for forecasting correlations.
Introduction
Variance and covariance (or correlation) estimates are important inputs for many decisions, including pricing derivatives, risk measurement, risk management and asset allocation or investment decisions. For instance, Andersen et al. (2007) discuss how the realized covariance matrix is useful in risk management applications. On the investment side, Fleming et al. (2003) study how using realized variance can improve a volatility-timing strategy, while Bandi et al. (2008) focus on the optimal portfolio choice problem using the realized covariance matrix. Furthermore, Corsi et al. (2013) and Christoffersen et al. (2014) show that using realized variance improves option pricing performance.
Therefore, accurate forecasting of the covariance matrix is important. Forecasting is fraught with potential biases and inefficiencies arising from model uncertainty, the sources of which can include uncertainty about changing fundamentals and associated parameters (model instability), structural breaks and nonlinearities due, for example, to regime switching. Applying a best-practice structural model from finance theory will usually require a long history of data for precise estimates of model parameters. Due to model instability, many forecasters use a nonparametric filter based on a fixed-length moving window of observable returns, for example, an exponentially-weighted moving average. However, the question remains: Over what historical sample should the sample average or the moving-average forecasts be computed? Given model uncertainty or instability, forecasters require some way of deciding what data sample to use.
The forecasting efficacy of time series models of realized variance has a very extensive literature. 1 In this paper, we focus on forecasting correlations of stock returns with commodities. Correlations mass for the submodel probability distribution. We redo our forecasts using this time-varying window length. This alternative approach provides a further interesting comparison with the fixed-length moving window benchmark, as well as with the time-varying weights approach, which assesses the usefulness of all data histories and weights them accordingly, period by period. It also allows a further analysis of the bias versus efficiency issue.
We compare our time-varying weights and time-varying window forecasts to standard benchmark forecasts. Our first benchmark, motivated by the conclusion of Welch and Goyal (2008) for forecasting returns, is the sample average of realized variances and realized correlations based on an expanding window as new data arrive. Our second benchmark, motivated by industry practice, is the moving average associated with a fixed-length moving window. Further, since our method is not dependent on any particular statistical model, but rather evaluates the usefulness of alternative samples of historical data, we provide several robustness checks for the forecasting efficacy of the time-varying weights and time-varying window approaches. These include long-horizon forecasts, as well as exponentially-weighted moving average and AR(1) forecasting models. Our approach is equally applicable to more advanced conditional forecasting models such as HAR (Heterogeneous Auto-Regressive) model (Corsi 2009 ). However, our focus is on the time-varying usage of the historical data rather than specific statistical models.
Our empirical analyses for forecasts of variances and correlations between stocks and commodities reveal that both the time-varying weights and time-varying window approaches provide much superior forecasts than fixed-length moving window and expanding window models that weight historical data equally. Our result is also strong for long-horizon forecasts. The time-varying weights model dominates for all cases according to the log-likelihood metric for forecasting the distributions of realized variances and realized correlations. On the other hand, the time-varying window-length model dominates when evaluating forecasts of realized variances and realized correlations using mean absolute error, average sum of squared errors and R 2 metrics from forecast regressions. Our comparisons with alternative benchmarks, in particular, exponentially-weighted moving-average and AR(1) forecasting models, show that optimizing with respect to historical data usage adds value relative to those alternatives, as well.
The rest of the paper is organized as follows. The next section describes the high-frequency data sources and construction of realized measures. Section 3 and our Appendix are devoted to detailed descriptions of our model, estimation and deriving forecasts. Estimation results and forecast accuracy are discussed in Section 4. Section 5 performs various robustness checks, and Section 6 concludes.
Data
In this section, we discuss the data and describe how we constructed the variables, which are the focus of our forecasts. We will focus on various realized variance RV and realized correlation RCorr measures in this paper, although our approach can be applied to general datasets.
For each period, assume that we have L number of intra-period returns available. Using the notation r i;t,l to denote continuously-compounded return of security i at time t and intra-period l, we construct the realized variance measure of security i over period t as follows. It is well known that empirically-observed intra-period returns exhibit serial autocorrelations. This violates the assumption that guarantees the consistent convergence of the above formula to the actual variance. Thus, we follow Hansen and Lunde (2006) to make a kernel adjustment: 
using the Bartlett scheme to define weights, so that ω j = 1 − j q+1 , j = 0, 1, . . . , q. Our first dataset consists of monthly realized variances from February 1885-December 2013 inclusive. The early part of the sample from 1885-1925 uses daily returns from Schwert (1990) . Daily returns from January 1926 forward were obtained from the Center for Research in Security Prices (CRSP) for the S&P500 index (and earlier representations of that index). The number of lags q used to adjust for intra-period serial autocorrelation was chosen to be three. This gives us 1543 months of RV data for the U.S. equity market.
Our next dataset uses intraday returns data from futures markets to construct daily RV measures. Starting from April 2007 and ending in February 2015, we obtained intraday futures prices for S&P 500 futures with trading symbol SP on the CME (Chicago Mercantile Exchange) , for COMEX (Commodity Exchange, Inc.) gold futures with trading symbol GC on the COMEX and for light crude oil futures with trading symbol CL on the NYMEX (New York Mercantile Exchange) . These intraday prices are from TickData at a 15-min frequency. 6 We will use the trading symbol of each futures price to denote them for the remainder of this paper.
The first measure of interest is the daily realized variance of these three futures. Using the same steps as above, we compute daily RV using the 15-min continuously-compounded returns. We again adjust for possible intraday autocorrelations using the Bartlett scheme. A 15-min grid was chosen to minimize any effect coming from microstructure noise. This yields 2050 observations of daily RV for each of the three futures.
Our next measure of interest is daily realized correlations, RCorr, for the three futures contracts. Using the cross-product of intraday returns at the same 15-min frequency, we first construct a daily realized covariance between security i and j, denoted by RCov i,j,t , as follows:
Then, the daily realized correlation between security i and j is constructed in the usual manner:
Lastly, for the ease of estimation, we will work with transformations of these realized measures. It is well-known that the log of realized variance closely follows a normal distribution (Andersen et al. 2001) . Similarly, the Fisher transformation of realized correlations also closely follows a normal distribution. Therefore, we will work with the following set of variables in the estimation section:
FisRCorr i,j,t = 0.5 log( 1 + RCorr i,j,t 1 − RCorr i,j,t )
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The COMEX gold futures (GC) intra-day prices are missing for June 2011 in the raw data. We have thus disregarded this period in the empirical analysis of the paper.
Three time series of daily realized correlations between futures pairs are plotted in Figure 1 . The plots illustrate the fact that these daily realized correlations are highly time-varying and nowhere close to being constant, thus making the effort to model and predict them worthwhile. To verify the validity of our normality assumptions, Table 1 reports descriptive statistics for logRV and Fis RCorr. Without loss of generality, we can safely make an assumption that these variables are normally distributed as evidenced by skewness and kurtosis values in the last two columns. Figure 2 also provides QQ-plots for FisRCorr, which again verifies that the normality assumption is not too strong for these transformed variables. We use symbols SP, GC and CL to denote the S&P500 index, gold and light crude oil futures, respectively. We apply the kernel adjustment of Hansen and Lunde (2006) .
Standard Normal Quantiles 
Model
Following Maheu and Gordon (2008) and Maheu and McCurdy (2009) , a key ingredient of our modelling approach is submodels that correspond to different data histories. In this section, we describe how submodels are defined for our application and discuss how we estimate them.
Submodels
As shown in the previous section, it seems reasonable to assume that the unconditional distributions of logRV and FisRCorr are Gaussian. Henceforth, we assume that the dataset of interest, denoted by x t from here on, follows a Gaussian distribution.
Suppose that one has a specific model in mind that she/he believes to describe x t . In order to make a forecast for next period t at time t−1, one needs to decide how much data history to use to calibrate the model parameters. Intuitively, it sounds reasonable to use the entire dataset available at time t−1. In other words, one can use all observed data points {x 1 , . . . , x t−1 }. However, one can also question whether information contained in early parts of the sample are useful, and sometimes even harmful, for forecasts. For example, the underling data-generating process may not be stable over time, but rather may experience frequent model changes with respect to its parameters. In this case, including the old observations will introduce a bias. Therefore, wisely choosing the optimal window of data history becomes a critical issue when there are possible frequent model changes throughout time.
This motivates us to define submodels indexed by the starting point of a data history for calibration. Let θ denote the set of parameters of the specific model we would like to estimate. The notation M τ denotes a submodel that uses data history starting from τ to the time t−1. Hence, at time t−1, M 1 denotes a submodel that uses the entire data history {x 1 , . . . , x t−1 }; M 2 denotes a submodel that disregards the first observation and uses {x 2 , . . . , x t−1 }; and M τ denotes a submodel that uses {x τ , . . . , x t−1 }. Each submodel represents a possible model change in the underlying data generating process. When a model change in the underlying data-generating process occurs, data prior to the change can introduce a bias to the estimation if included. Therefore, it becomes more informative to use a partial dataset starting from the date of the model change.
Obviously, we cannot identify exactly where the model change occurs. We can only infer the probability of each model being the right one based on its predictive content. This is the key intuition of our approach, which we discuss in the next subsection.
Combining Submodels
In this subsection, we discuss how to combine and estimate the probabilities associated with each submodel. As submodel probabilities are chosen to maximize the predictive density at each time t, we will follow a recursive procedure to update probabilities as time progresses.
For convenience, we first introduce the following notation for the information set generated by observations between time periods a and b:
Using this notation, we write the predictive density of x t at time t − 1 given the parameter vector
Recall that the submodel M τ assumes that any data prior to time τ contain no signal. Therefore, conditioning on the submodel M τ effectively becomes using the information set Ω τ,t−1 to build the predictive density.
To compute the predictive density associated with x t under the submodel M τ , we need to integrate out the uncertainty associated with the parameter vector θ as below:
We will discuss how to implement the first term inside the above integral in the next section. Meanwhile, the second term inside the above integral is effectively the posterior distribution of the parameter vector under the submodel M τ . Following the usual Bayes' rule with the notation p(θ|M τ ) to denote the prior distribution of the parameter vector associated with the submodel M τ , we have:
That is, if τ is less than t, we only use the data starting from time τ up to t − 1 to update our belief on the parameter vector. If τ is equal to t, then we have no information to rely on to update our belief, and thus, the posterior is equal to the prior.
Having established the predictive density associated with each submodel, we now turn to discuss how to combine the submodels recursively over time and how to estimate the submodel probabilities. Recall that our intuition builds upon the assumption that there is a chance at each time t that past data become uninformative. In order to rigorously model this intuition, we introduce the process λ t to describe the probability of past data becoming uninformative at each time t. In other words, at each time t, there is λ t probability that the data prior to time t are no longer useful and will only distort the prediction. As we discussed earlier, this can be due to many reasons including the model changes in the underlying data generating process.
To introduce the idea, we first limit our discussion to the case where λ t is deterministic and known. In the next section, we will extend to the case where λ t is stochastic and also needs to be estimated. For convenience, we use the notation Λ t = {λ 2 , . . . , λ t } to refer to the set of probabilities λ t up to time t. Note that since model change at Time 1 does not mean anything, we let Λ 1 be the empty set.
Let us begin from time t = 0. At this point, we do not have any observations so the predictive density of x 1 is simply its normally distributed prior belief p(x 1 |Ω 0,0 , M 1 ). We will discuss below how hyperparameters are set for the prior belief. Now, at time t = 1, we have one observation x 1 . We have two cases to consider now. That is, past data can either be useful or become uninformative at Time 2, which will happen with probability λ 2 . This allows us to write the predictive density of x 2 :
The first term on the right-hand side of the above equation is the product of the predictive density assuming that all available data are useful, times the probability of all data being still useful at Time 2. The second term is simply the predictive density given that past data have become uninformative at Time 2, times its probability of occurrence. In this latter case, the conditional predictive density is simply the prior distribution. Note that p(M 1 |Ω 1 , Λ 1 ) denotes the submodel probability associated with the submodel M 1 at Time 1. Since there is only one submodel at Time 1, M 1 , this term is simply equal to one.
Once we observe x 2 , we can update the submodel probabilities at time t = 2 using the above equation. Note that the above equation can be also interpreted as a decomposition of the predictive density into two terms, one conditional on the submodel M 1 and the other conditional on the submodel M 2 . Therefore, by dividing both sides of the equation with the left-hand side, we obtain the submodel probabilities for submodels M 1 and M 2 at Time 2:
Now, to illustrate how the recursive updating works, consider time t = 3. Again, the past data become uninformative with the probability λ 3 . Using the same intuition as in Equation (11), we can write the predictive density of x 3 as below:
This equation has exactly the same interpretation as the previous one, the first term being the product of the predictive density of x 3 , given that some data prior to time t = 3 are useful, and its probability. Similarly, the second term is the predictive density of x 3 , given that past data become uninformative at time t = 3, times its probability of occurrence. Once we observe x 3 , we can update the submodel probabilities for submodels M 1 , M 2 and M 3 in the same fashion as in the previous case. Updated submodel probabilities at time t = 3 are then given by:
Using the same method, submodel probabilities of following time periods can be computed recursively. The intuition behind this Bayesian updating of submodel probabilities is to allocate the highest probability to the submodel that gives the highest predictive power to the realized observation. Hence, if the newly-observed data point favours a specific submodel, the Bayesian updating procedure will allocate the highest probability to that specific submodel.
In general, the general predictive density at time t is written as:
Notice that elements inside the summation of the right-hand side require predictive densities from the past submodels. Thus, the equation needs to be computed recursively. Its decomposition has exactly the same intuition as before. General formulae for the submodel probabilities follow in the same manner:
Model Uncertainty
Given the series of submodels introduced in the previous section, we now need to model the process that governs model change. At each point of time, there is a certain probability that model change will occur, thus making past data uninformative. As before, we denote the probability of model change at time τ as λ τ . In other words, each λ τ is a probability associated with the Bernoulli distribution at time τ.
Estimation of λ also follows a Bayesian approach. We assume the prior distribution of λ to be a beta distribution. The estimation of the posterior distribution of λ is independent of submodel estimations, hence being less computationally intensive. Specifically, the posterior distribution of λ at time t given the information set Ω t−1 is:
Each predictive likelihood in the product can be computed using Equation (18) discussed in the previous section. Here, we have used the notation λ = Λ j = {λ, . . . , λ} for simplicity.
The only difference in building the predictive likelihood when λ is estimated is that we now need to integrate out the uncertainty associated with λ in Equation (18). Hence, the new equation for the predictive likelihood becomes:
where the integral can be computed by a Monte Carlo sampling from the posterior distribution of λ derived in Equation (20). Details of the estimation procedure are discussed in Appendix A.
Forecasts
We would like to emphasize that the modelling framework allows one to model the entire unconditional distribution. Therefore, we can make forecasts on any quantities of interest, not limited to the first two moments. We briefly discuss how the forecasts can be computed in this subsection.
Let g denote any function of the underlying process x t . We are interested in computing its expected value E[g(x t+1 )|Ω t ]. To compute this expectation, we need to consider all possible submodels up to time t and also the additional submodel that allows model change to occur at time t + 1. Given the probability of model change up to time t + 1, Λ t+1 , we can decompose the expectation as follows:
Each of the expectations need to be computed in the same MCMC manner as we discussed in the previous section. Then, each of the expectations are aggregated where the weights are given by posterior submodel probabilities computed using Equation (19) .
Computation of the posterior moments of the parameter vector θ is done in a similar manner, and the details are discussed in Appendix B.
Results
In this section, we report the forecasting performance of our model and compare it to the benchmark models. First, we use Mincer -Zarnowitz regressions from Mincer and Zarnowitz (1969) to assess each model's ability to forecast the first moment of the realized variances and correlations. We also conduct brief likelihood comparisons to assess the distributions of these realized variances and correlations. Then, we take a deeper look at other measures that speak to why our model is superior to the benchmark models. Overall, all results strongly support using time-varying weights as opposed to the benchmark special cases.
Model Comparisons
Recall that our model is designed in part to capture the optimal window of data history for model estimation. Therefore, benchmark models to compare can be those using fixed windows of data history. Without any possible model changes, statistical analysis suggests using all data available to improve the precision of the parameter estimation. On the other hand, it has been common practice in industry to use only a fixed number of recent observations for estimation; perhaps due to the same intuition about model change that we have discussed for our case of forecasting variances and correlations. That is, old data histories can be misleading when there are model changes and can introduce bias to forecasts. Therefore, following the commonly-used practitioner's approach, our second benchmark is to use a 60-period rolling window.
For ease of notation, we denote by M 1 the benchmark model using the entire available data history weighted equally. Subscript 1 references that data begin from Time Period 1. Similarly, we denote by M t−60 the alternative benchmark model, which following popular practitioner's practice, uses the most recent 60 observations. Lastly, we use the notation M * to denote our model that uses the time-varying weights of different submodels at each time.
Our approach is designed to forecast the entire unconditional distribution rather than focusing on specific moments of the distribution. Nevertheless, to compare how each model performs with respect to forecasting the first moment of our variables of interest (realized variances and realized correlations), we use the conventional Mincer-Zarnowitz regressions to assess forecast bias and the efficiency of each model. The Mincer-Zarnowitz regression is designed to assess a model's ability to fit the observed data point. Therefore, it only focuses on the model's ability to forecast the first moment of the data. Although the first moment may be the most interesting one to forecast, higher moments of the distributions will also matter depending on the application. As discussed further below, we also use tests for the fit of the entire distribution.
The following MZ regressions are used for each model to estimate the slope and intercept coefficients, as well as the proportion of the variability in the target that is explained by the forecasts (the R 2 of the regression). For model M 1 and M t−60 , the forecast is simply the sample average of the data history used, that is
For model M * , the forecast is computed using historical data with time-varying weights on each submodel following the approach described in the previous section. The detailed implementation is discussed in Appendix B (Equation (A.9)).
Analogous regressions are also run for FisRCorr. The top panel of Table 2 summarizes the results using monthly logRV from 1885-2013. The last column is a robustness check for the initial prior on λ, which is set to a much higher level to check whether the result is driven by the initial choice of the prior on the λ process. The intercept and slope coefficients estimate the bias of the forecasting model. Having an intercept equal to zero and slope equal to one corresponds to unbiased forecasts. Thus, we assess each model by comparing how close the intercept and slope coefficients are to zero and one, respectively. Moreover, the R 2 metric is used to assess the efficiency of model fit. Notes: Mincer-Zarnowitz regressions of realized logRV on forecasts from each model are reported. The top panel reports the regression result for monthly logRV of the S&P500 index. The bottom panel reports the regression results for daily logRV of three futures contracts written on the S&P index, gold and light crude oil. We use symbols SP, GC and CL to denote the S&P500 index, gold and light crude oil futures, respectively. t-statistics for the intercept being different than 0 and the slope being different than 1 are reported in parentheses. ***, **, and * indicate statistical significance at the 1%, 5%, and 10% confidence levels, respectively. R 2 associated with these forecast regressions indicates the proportion of variability in the out-of-sample realized variable that is predicted by the forecasts.
Note first that the performance of model M 1 is very disappointing. It only generates R 2 of 0.14% with heavily biased coefficients. It was somewhat expected as we anticipate frequent model changes for the monthly RV process as discussed in Section 2. Once we use the most recent 60 time periods, or five years of observation, as in the forecasting model M t−60 , the performance increases significantly, in that the R 2 is much higher (16.14%) and the forecasts are much less biased.
Figure 3 graphically illustrates these results by plotting the target logRV against model predictions. We see that using the entire data sample weighted equally as in the M 1 model generates forecasts that are too smooth, being unable to capture the frequently-occurring model changes of the logRV process. In contrast, taking the recent five years of observations allows forecasts to respond to the model changes in a better fashion. However, this M t−60 model still lacks the ability to react fast enough. Now, we turn our attention to the our model M * that uses data histories associated with submodels each period. Improvement in the forecasting performance is quite noticeable with respect to both the bias and efficiency metrics. The R 2 , that is the proportion of variability in out-of-sample RV explained by forecasts using the M * model, increases to 33.21%, which is more than double that of the M t−60 model, and the forecasts are much less biased than those for the other two models as indicated by the intercept and slope coefficients. Figure 3 illustrates these differences graphically. We see that the model M * is able to react faster to capture possible model change. Note again that all three models we compare are the same model in the statistical sense. They only differ in the data sample we use to estimate the parameters; thus, the difference in the performance should solely come from the difference in data samples used to estimate the parameters and generate the forecasts. Our results, even for the first moment of the monthly realized variance forecasts, illustrate the improvements originating from being able to select time-varying weights of different data histories at each point in time. That is, choosing a fixed-length moving window generates additional bias and forecasts that track our target less efficiently. Overall, this result confirms the importance of using the time-varying weights when making forecasts. We will discuss this in more detail in the next subsection. In each plot, the forecasts for monthly logRV from two alternative models are compared to realized logRV for the period 1885-2013. The top plot compares how well the equally-weighted expanding-window forecasts track the one-month-ahead realized logRV as compared to the forecasts from the equally-weighted moving-average model, which uses the past five years of observations. The middle plot compares the M * model's (time-varying weights) forecasts to the one-month-ahead realized logRV. The bottom plot is the same as the middle plot, except that we use a higher prior for lambda, the probability of model change.
In the bottom panel of Table 2 , we report the same analyses performed for forecasts of daily logRV from April 2007-February 2015 for three futures. The daily futures RV were constructed from 15-min intraday futures prices as discussed in Section 2 above. For all three SP, GC and CL futures, the model M 1 performs poorly as before, while the model M t−60 does a much better job. The model M * still remains dominant, particularly providing much less biased forecasts. However, a less dramatic increase in R 2 is observed when compared to the model M t−60 , perhaps indicating that 60 days is close to the best fixed window-length to use for daily realized variance data. It is not too surprising since 60 days has been found to be a good ad hoc number to use by many practitioners. Figures similar to Figure 3 for daily forecasts of three Futures' logRV exhibit similar findings and are omitted for brevity. More or less, we see the same pattern as for monthly data that the model M * is the best at reacting to model changes in the underlying data.
Next, we perform the same analyses of the Fisher transformed daily realized correlations for the three futures. Table 3 reports results using the same period of data from April 2007-February 2015 as for the realized variances. Again, the same broad conclusions can be drawn from the realized correlations forecasts. However, improvements in both the bias and the R 2 associated with the M * model are more pronounced. In particular, the estimated intercept and slope coefficients are such that forecasts are strikingly close to being unbiased. In addition, the M * model forecasts provide a much better fit in general compared to those for the log of realized variance. It is likely the case that the realized correlations exhibit more variation in the length between the occurrence of model changes. In that case, our model using the time-varying weights is better suited for capturing the realized correlation than the realized variance. We use symbols SP, GC and CL to denote S&P500 index, gold and light crude oil futures, respectively. t-statistics for the intercept being different than 0 and the slope being different than 1 are reported in parentheses. ***, **, and * indicate statistical significance at the 1%, 5%, and 10% confidence levels, respectively. R 2 associated with these forecast regressions indicates the proportion of variability in the out-of-sample realized variable that is predicted by the forecasts. So far, we have been focusing on assessing each model's ability to forecast the first moment of the underlying process. We now turn our attention to the statistical measure that can assess higher moments, as well, that is the distributions of log(RV)and FisRCorr. Given the normality assumption of the underlying process, the marginal predictive likelihood at each point of time only requires the forecasts of mean and variance of x t . For the case of model M * , we compute the forecasts of mean and variance using Equation (A.9), while the sample mean and sample variance of the corresponding data history are used for the benchmark models. Then, the sum of log marginal predictive likelihood is computed by the expression below. Table 4 summarizes these results. Cases with higher prior values on λ are again included to make sure our approach is robust to the initial choice of λ. The results again heavily favour the model M * over the two benchmark models. A dramatic increase in the log-likelihood is observed for all the datasets. The results here are not directly comparable to the MZ regression results discussed above, but they indicate that M * model has superior forecasts of the distributions of realized variance and correlation relative to the benchmark models. Using a Bayes factor criterion for comparison of the log(ML) across models indicates very strong or decisive evidence in favour of the M * model. Overall, all of the above statistical tests heavily support the model M * over the other two models. Again, the differences are purely coming from the fact that each model uses different data histories, thus highlighting the importance of having a flexible framework to capture model changes in the underlying data. Notes: This table reports the sum of the log-likelihoods over the sample periods (log(ML)) for the monthly and daily forecasts. We use Equation (23) to compute log(ML). The top panel reports the log(ML) for monthly logRV of the S&P index. The bottom panel reports log(ML) for daily FisRCorr between three futures contracts.
Submodel Probability Distributions
The submodel probability distribution at each point in time indicates how much weight the model M * allocates to each of the submodels available at that time; that is, for all of the submodels from the start of the sample to the current time. Although all available submodels are considered, the peak of the submodel distribution at each point of time identifies the submodel that receives the most weight from the perspective of maximizing the M * model's predictive content at that time. Optimal submodel weights are estimated for each period, and new submodels are added as we move through time. The top panel of Figure 5 provides a 3D plot of how the submodel probability distribution varies over time for the M * model's predictive density for monthly logRV from 1885-2013. The y-axis represents the index of each submodel M τ , that is the time τ that a submodel was introduced; the x-axis represents each time period; and the vertical axis represents the probability associated with submodel M τ at each time t. If the submodel distribution has a high peak, it means that most of the submodel probability weight is concentrated on that specific submodel, that is very few submodels, perhaps only one, have meaningful contributions to the model M * . In contrast, a lower peak and wider spread over the y-axis means that there are many submodels that contribute to the model M * forecasts. The bottom panel of Figure 5 is a 2D-plot representing the time-varying weight associated with some specific submodels over time. In other words, it is a slice from the plot in the top panel of Figure 5 when we fix the y-axis to be the specific submodel introduced at that time. The solid line represents the submodel probabilities associated with the submodel starting from year 1886. We observe that it has a weight almost equal to one at the beginning, then loses its weight significantly and rather quickly.
The other three dotted lines represent the submodels starting from 1926, 1976 and 2006, respectively , from left to right. These submodels get less weight over time, perhaps due to the changes in the fundamentals of the data-generating process. In particular, the submodel starting from 2006 has very little weight, and its contribution disappears almost immediately. This is in line with the fact that the financial crisis of 2008 made the past data almost useless as the realized variance shoots up during the crisis periods. Thus, it again confirms the ability of our model to learn in real time by assigning very little probability weight to submodels that provide no predictive content.
Time-Varying Window Length
Given the results in the previous section, we now turn to a the deeper analysis of why the model M * performs so well. In order to do so, we introduce the measure that we call time-varying window length (W * ), designed to suggest a length of data history to be used at each time period. Loosely speaking, we can think that the model M t−60 corresponds to the case where W * is equal to 60 in all time periods.
To construct W * , recall from Equation (19) that we have the posterior submodel probabilities for each submodel M τ . Since each submodel M τ corresponds to the model using the data window of length t + 1 − τ, we can compute the average length of the data window at time t by averaging these by the submodel probabilities. Thus, we define W * at time t as follows:
For example, consider the following artificial case. Suppose that t = 3 and the submodel probabilities are calibrated to be p(M 1 |Ω t ) = 0.2, p(M 2 |Ω t ) = 0.6 and p(M 3 |Ω t ) = 0.2. In this case, using the above formula, we have W * t = 2. Note that the model M * in this case not only uses the submodel M 2 , but also uses the submodels M 1 and M 3 with lower probability weights. However, since the highest weight is placed on the submodel M 2 , the W * t measure turns out to be two to represent that the average length of the data history is two at that point in time. Therefore, W * t , at each t, provides a convenient measure of a time-varying window length. Table 5 summarizes the descriptive statistics of the W * measures over the sample period. We see that the mean W * for monthly logRV is around 24, being much smaller than 60. Meanwhile, the mean W * for daily FisRCorr data are closer to 60 days for the (SP, GC) and (SP, CL) pairs and a bit larger than 60 days for the (GC, CL) pair. This provides an explanation as to the difference in performance for each dataset we observed using MZ regressions. If the mean W * is close to 60, the model M t−60 will perform much better relative to the M * model than the case for which the mean W * is far from 60, as in the case of monthly logRV. Table 6 provides two analyses of the characteristics of the underlying data that influence the mean W * . To have a valid comparison, we only present the results for FisRCorr as they have equal sample periods. We first observe that FisRCorr (GC, CL) has the smallest standard deviation of the three series and exhibits the longest length for the mean W * measure. Moreover, the levels of persistence, as measured by the first two autocorrelation coefficients, show that the less persistent time series have a longer mean window length. This is particularly pronounced for FisRCorr (GC, CL). 
In Panel B, we report the linear regression result of regressing the W * time series on VIX. t-statistics are reported in parentheses below coefficient estimates. ***, **, and * indicate statistical significance at the 1%, 5%, and 10% confidence levels, respectively.
We next examine potential sources of the time series variability of W * . Our forecasting approach was designed to capture probabilistic model change, such as regime switches, varying importance of economic fundamentals, etc., as revealed in the changing data generating process (DGP). We chose CBOE (Chicago Board Options Exchange) Volatility Index, VIX, as an indicator or representative variable to proxy the business conditions or economic regime at each point of time. Larger VIX values are interpreted as bad states, while smaller VIX values are viewed as good states. Panel B of Table 6 reports the results of simple linear regressions to test the relationship between the VIX index and three W * time series of interest. The estimated coefficients associated with the VIX index are all negative and statistically significant, indicating that high VIX periods are associated with low W * values, and vice versa. This finding suggests that our forecasting approach adjusts the length of data history to be used at each point of time (time-variation in the W * data), at least partly in response to changes in the DGP.
To observe how W * varies over time, we plot the time series of W * in Figure 6 . There is significant time variation revealed for the W * time series for all of our realized variance and correlation datasets. For the case of realized correlations, W * can be as small as a single digit and can be as large as almost 250 days, roughly a year, depending on the time period. Our forecasting approach was designed to learn about changes in the DGP and update the submodel probabilities accordingly. When the submodel probabilities change, the time-varying window W * measure will change. 
Time-Varying Window Model
Recall that our optimal data-use model, M * , generates forecasts using information from all of the submodels, appropriately weighted by their time-varying submodel probabilities that maximize the forecasting power. That is, M * assigns probability weights to the available submodels (data histories) where each submodel is estimated separately, then the resulting submodel forecast are aggregated by the submodel probability weights (in combination with the estimated model change probability). Thus, that approach uses the entire data history available from t = 1, but assigns different weights to each data history covered by each submodel.
Alternatively, we can truncate the data history, every period, at the point of most mass for the submodel probability distribution for that period, which we estimate as the time-varying window length (W * ). Then, we can fix the length of the data window, each period, using this W * measure and compute our forecasts using that data window. In other words, in contrast to M * , we switch the order of aggregation in that we aggregate the data histories to the length of the W * window first and then estimate the model and forecast using data corresponding to that window length. Of course, the length of this window will vary over time as W * varies period-by-period. We will write this W * model as M W * . Table 7 reports comparison between these two time-varying data-use models. Interestingly, we see that R 2 of the Mincer-Zarnowitz regression is higher using the M W * model in almost all datasets, but at the same time, as indicated by the intercept and slope coefficients, the forecasts are more biased than the M * forecasts, but still significantly less biased than in the two benchmark models. Notes: Mincer-Zarnowitz regressions of monthly logRV of the S&P index and daily FisRCorr of three futures contracts on forecasts from two time-varying models are reported. t-statistics for the intercept being different than 0 and the slope being different than 1 are reported in parentheses. ***, **, and * indicate statistical significance at the 1%, 5%, and 10% confidence levels, respectively. R 2 associated with the Mincer-Zarnowitz regressions indicates the proportion of variability in the out-of-sample realized variable that is predicted by the forecasts.
The only difference between the forecasts associated with model M W * and the forecasts from the benchmark models, M 1 and M t−60 , is the length of the data window. The fact that the M W * forecasts are better than the benchmark model with respect to both bias and R 2 (that is, the proportion of the variation in the target explained by the forecast) confirms that it uses the better length of data window, period-by-period, that drives the superior performance of our approach.
Note that when we compare the log-likelihoods across the two models in Table 7 , the time-varying weights model M * forecasts the distributions slightly better than the time-varying window model M W * . This is not surprising given that the M * model updates all submodel probabilities period-by-period based on their predictive content and uses those optimal weights to compute out-of-sample forecasts; whereas the M W * model first finds the submodel (data history) that has the most predictive content and then fixes the forecast estimation window at that value for that period.
It is clear from comparing the log-likelihood results reported in Table 7 to those for the benchmark models reported in Columns 2 and 3 of Table 4 , as well as from the Mincer-Zarnowitz forecast regression results presented in earlier tables and figures, the forecasts from both the time-varying weights model M * and the time-varying window model M W * are far superior to the conventional benchmark forecasts.
Robustness

Model Comparison with Alternative Metrics
This subsection revisits the model comparisons using alternative metrics. Recall that we have used two metrics, coefficients and R 2 from forecast regressions, to compare alternative models. We now compare our models using two additional metrics, mean absolute error (MAE) and sum of squared errors (SSE), both from the same Mincer-Zarnowitz forecast evaluation regressions. Two quantities are defined below in which we use the estimated coefficientsâ andb discussed in Section 4:
average Table 8 reports comparisons between our four models, M 1 , M t−60 , M * and M W * , using these two metrics. Overall, qualitatively, the same result holds for both metrics. As before, M * and M W * outperform the benchmark M 1 and M t−60 models significantly across all datasets. Interestingly, our time-varying window model M W * outperforms the time-varying weights model M * in all four datasets we consider and for both metrics. 
Long-Horizon Forecasting
So far, our main variable of interest to be forecasted was limited to one-day-ahead realized measures. One might question whether the forecasting power comes from high persistence associated with the time series of the realized measures rather than from superior forecasting models. We therefore check whether our proposed models also have superior forecasting power in the long-horizon, as well. Specifically, we replace the target measure (dependent variable in the Mincer-Zarnowitz forecast regression) with the average realized measures of the next 60 periods from t + 1-t + 60. For example, the Mincer-Zarnowitz regression for logRV using the forecasts from model M takes the following form: 7 1 60 60 ∑ j=1 logRV i;t−1+j = logRV i,t→t+60 = a + b × E t−1 [logRV i;t |Ω t−1 , M] + u t Table 9 summarizes the results from the long-horizon Mincer-Zarnowitz regressions. The overall results are largely consistent with Tables 2 and 3. The time-varying weights model always exhibits the highest R 2 compared to the two benchmark models, an expanding window weighting historical data equally and a constant fixed-length window, in all realized measures we consider. The improvement is not as large as the one-day-ahead forecast, but still relatively large for measures such as monthly logRV (S&P) and FisRCorr (SP, GC). Note that the time-varying weights model still outperforms the constant window model, which conditions on information from the past 60 periods, which is equal to the forecasting horizon. The reason behind the superior performance of the time-varying weights model is that it provides a forecast of the unconditional mean of the underlying data-generating process; thus, it should perform well in forecasting a long-horizon, which proxies the unconditional mean. We hence conclude that the time-varying weights approach is robust to long-horizon forecasting, outperforming using all of the historical data weighted equally or using a fixed-length moving window. Notes: Mincer-Zarnowitz regressions from each model are reported where the forecast variable of interest is the long-horizon (60 periods) average. t-statistics for the intercept being different than 0 and the slope being different than 1 are reported in parentheses. ***, **, and * indicate statistical significance at the 1%, 5%, and 10% confidence levels, respectively. We use the adjustment of Hansen and Hodrick (1980) for standard errors to compute t-statistics robust to overlapping data. R 2 associated with these forecast regressions indicates the proportion of variability in the out-of-sample realized variable that is predicted by the forecasts.
Alternative Forecasting Methods
Note that our approach is not dependent on a particular choice of statistical model as we do not impose any restrictions on the forecasting method itself. Rather, our approach addresses the issue of how many historical data to use and how to weight those data. All of the results we have shown so far have compared our time-varying weights and time-varying window approaches to two benchmark methods of computing a forecast of the sample average of the realized measures. A natural question that arises is whether more sophisticated forecasting models of realized measures can alter our findings.
We now show the robustness of our preferred time-varying window model, (M W * ), for two alternative statistical approaches: exponentially-weighted moving-average (ExpWMA) and AR(1) models. Specifically, we re-estimate the time-varying window model, as well as our two benchmark data usage models, expanding window and constant window, for the ExpW MA and AR(1) forecasting models. Table 10 reports results for an exponentially-weighted moving average model with a smoothing parameter of 0.97 for monthly data and 0.94 for daily data, following RiskMetrics . Since exponential weighting of the historical data already captures a portion of the forecasting power, the improvement in the R 2 using a time-varying window model is not as significant as it was in the results summarized in our previous sections. Nevertheless, we still see marginal improvements in R 2 associated with the forecasts for all the realized measures, with some notable improvements in the monthly logRV (S&P) forecast. Notes: Mincer-Zarnowitz regressions from each model are reported where the forecasts are generated using the exponentially-weighted moving-average method. For monthly frequency, a smoothing parameter of 0.97 was used, and for daily data, a smoothing parameter of 0.94 was used. t-statistics for the intercept being different than 0 and the slope being different than 1 are reported in parentheses. ***, **, and * indicate statistical significance at the 1%, 5%, and 10% confidence levels, respectively. R 2 associated with these forecast regressions indicates the proportion of variability in the out-of-sample realized variable that is predicted by the forecasts.
Next, in Table 11 , we report results using an AR(1) forecasting model. Those results are largely consistent with Table 10 . Interestingly, the constant window model now performs the best in forecasting the monthly logRV(S&P) . However, for all other realized measures, the time-varying window model still performs the best. Notes: Mincer-Zarnowitz regressions from each model are reported where the forecasts are generated from an AR(1) method. t-statistics for the intercept being different than 0 and the slope being different than 1 are reported in parentheses. ***, **, and * indicate statistical significance at the 1%, 5%, and 10% confidence levels, respectively. R 2 associated with these forecast regressions indicates the proportion of variability in the out-of-sample realized variable that is predicted by the forecasts.
Note that the time-varying window model, M W * , applied for these two tables was handicapped in the following sense. The time-varying window measure, W * , was constructed from the time-varying weights model that maximizes the forecasting power for an equally-weighted average forecast, In other words, the superior performance of the time-varying window model using ExpW MA or AR(1) forecasting methods is not obvious. If those alternative statistical forecasting methods were integrated into the time-varying weights estimation, the M W * approach would be expected to perform even better than the simple robustness results presented in this section. Therefore, we conclude that our method of combining data histories through time-varying weights is robust to the alternative forecasting methods.
Concluding Comments
In complex environments with material uncertainty about the future, almost all strategic decisions depend on good forecasts. Forecasting out-of-sample is fraught with potential biases and inefficiencies arising from model uncertainty. Sources of the latter include uncertainty about changing fundamentals and associated parameters (model instability), structural breaks and nonlinearities due, for example, to regime switching.
In this paper, we focus on forecasting correlations of stock returns with commodities. Correlations between stock returns and commodities are particularly important since they measure how much diversification benefit can be achieved by investing across different asset classes. The time series of variances and correlations between stocks and commodities exhibit frequent shifts. This feature makes forecasting challenging. Using a longer data sample does not necessarily lead to better forecasts and can possibly introduce additional bias. On the other hand, using a fixed-length moving window requires some method of selecting the best window length. Since forecasts are often sensitive to the data sample used to derive the forecast, an approach that weights historical data according to their predictive content at each point in time should provide superior real-time forecasts in the presence of uncertainty about changes in the data generating process.
We evaluate two alternative data usage models, which we compare to standard benchmarks. Our first alternative, a 'time-varying weights' model, uses all of the available data and estimates weights for data histories (submodels) according to their their out-of-sample predictive content. Bayesian model average forecasts for each period combine an estimated model change probability with a probability-weighted average of submodel forecasts, integrating out submodel uncertainty. Our second alternative, a 'time-varying window' model, builds on the 'time-varying weights' model by truncating the data history, every period, at the point of most mass for the submodel probability distribution. We redo our forecasts using this time-varying window length. Our empirical analyses reveal that these two alternative data usage models provide superior forecasts to several benchmark models for forecasting correlations.
We compare our time-varying weights and time-varying window models of data usage to standard benchmarks. Our first benchmark is the sample average of realized variances and realized correlations based on an expanding window as new data arrive. Our second benchmark, motivated by industry practice, is the moving average associated with a fixed-length moving window. Further, since our method is not dependent on any particular forecasting model, but rather evaluates alternative data usage models, we provide several robustness checks for the forecasting efficacy of the time-varying weights and time-varying window approaches. These include long-horizon forecasts, as well as exponentially-weighted moving average and AR(1) forecasting models.
Since the parameter vector θ consists of two parameters, we can use the standard Gibbs sampling technique to simulate θ using the above relationship. Gibbs sampling is an iterative MCMC procedure with minimal computing time to effectively simulate from the posterior distribution of the above type. Each iteration of Gibbs sampling is represented by the following two simulations, which only require random draws from the normal distribution.
1. Simulate µ k from p(µ|σ 2 k−1 , x τ , . . . , x j−1 ) 2. Simulate σ 2 k from p(σ 2 |µ k , x τ , . . . , x j−1 )
The above steps are repeated 5000 times after burning the initial 500 samples to minimize the initial value effect. Chib (2001) , Geweke (1997) and Robert and Casella (1999) provide detailed information regarding MCMC methods including Gibbs sampling. Furthermore, Johannes and Polson (2005) survey financial applications of the MCMC method. Now, given a set of simulated draws of {θ (s) } N s=1 , we can compute the integral in Equation (9) Now, the only remaining uncertainty is about λ. Recall that in Section 3.3, we derived the posterior distribution of λ. Again, we need a numerical technique to sample from this posterior distribution. We adapt the Metropolis-Hastings algorithm with a random walk to simulate λ. Specifically, given the most recent draw from the Markov chain λ (i) , we simulate λ = λ (i) + e where e is a normally-distributed noise term. We then compute the probability of acceptance by min{p(λ |Ω t−1 )/p(λ (i) |Ω t−1 ), 1}. With this probability, we accept the new λ and λ (i+1) , otherwise we keep λ (i) and continue. After a suitable number of simulated {λ (i) } N i=1 have been generated, we integrate out the uncertainty about λ to obtain the marginal likelihood of observing x j : 
