ABSTRACT In this paper, a massive multiple-input multiple-output (MIMO) channel measurement campaign with 256-element virtual rectangular array at the base station was conducted. The typical hotspot scenario, subway station, is considered, and the measurements were conducted at 6 GHz with a bandwidth of 100 MHz. A hybrid clustering approach is proposed to characterize the cluster evolution over the largescale array. In the hybrid approach, we apply the space-alternating generalized expectation maximization algorithm to estimate the multipath components (MPCs), and use the multipath component distance-based tracking algorithm and the KPowerMeans algorithm for MPCs tracking and clustering. A cluster partition algorithm is further proposed to adjudge the clusters association over the array, and output the final clustering results. Under such a scheme, cluster-based model parameters are provided with detailed analysis. The extracted parameters include overall angle distribution, global angular spread, inter-cluster parameters, and intra-cluster parameters. The obtained model parameters can be fed into the new channel simulator for massive MIMO. This is useful for the design and application of the practical massive MIMO system in the future.
I. INTRODUCTION
Massive multiple-input multiple-output (MIMO), as one of the candidate technologies of the fifth generation mobile communication systems (5G), has attracted extensive attention from both industrial and academia communities [1] . Massive MIMO can provide a higher spectral efficiency and power efficiency [2] . Huge improvements in throughput and radiated energy efficiency can be achieved by combining beamforming technologies with massive MIMO. Consequently, more and more researchers show interest in the channel modeling for massive MIMO. The channel model, which can accurately reflect propagation characteristics of signals in radio environments, plays an important role in providing supports for simulation and design of the massive MIMO communication system. However, channel modeling for massive MIMO is still an open topic. The accurate channel characterizations and modeling for massive MIMO channel are urgently needed.
A. RELATED WORK 1) RESEARCH ON MASSIVE MIMO CHANNEL MODELING
In order to study the propagation characteristics of massive MIMO channels, significant efforts have been provided in recent years. The initial measurements were carried out in [3] . An outdoor measurement campaign at 2.6 GHz with a bandwidth of 20 MHz was conducted, and a scalable virtual antenna array consisting of up to 112 elements was used. The results indicated that most of the theoretical benefits of massive MIMO could be observed over the measured channels. In [4] and [5] , the performance of massive MIMO system was evaluated based on the measurements. A virtual uniform linear array (ULA) and a practical uniform cylindrical array (UCA) were used, where the carrier frequency was 2.6 GHz and the bandwidth was 50 MHz. It was concluded that in the realistic propagation environments the theoretical advantages of massive MIMO can be harvested. In [6] and [7] , another outdoor measurement campaign was performed at 2.6 GHz with a 128-element ULA. The small-scale fading, channel gain, and angular power spectrum were analyzed. Additionally, the eigenvalue, correlation of BS antenna and user, and the performance of different linear precoders of massive MIMO were evaluated. Kristem et al. [8] , [9] conducted a measurement campaign in an outdoor-to-indoor environment. A hybrid switched/virtual cylindrical array with effectively 480 antenna elements at the BS was used. The elevation and azimuth spread statistics for different UE and BS heights were provided, and the performance of the elevation beamforming and the uplink capacity were evaluated based on the measurements. In [10] , the urban macro-cellular propagation channel was investigated using the same measurement system in [6] and [8] . A detailed clustering analysis of the propagation channel was performed therein. In addition to the above research works, some other measurements and primary analysis can be found in [11] - [13] . In our preliminary works of [14] - [17] , some typical channel parameters of massive MIMO channel, such as path loss, shadow fading, root-mean-square (RMS) delay spread, and coherence bandwidth were studied by measurements. The involved environment is a lecture hall environment, and the investigated frequencies include 2, 4, 6, 11, 15, 22 and 26 GHz. In [15] , comprehensive performance evaluations based on realistic channels were carried out. The entropy capacity, Demmel condition number, and channel ellipticity were analyzed. Our results show that, similar to the outdoor measurements in [4] , [5] , and [7] , the indoor channels can achieve performance fairly close to that in i.i.d. Rayleigh channels even in line-of-sight (LOS) condition. In [17] , the measurement data is utilized to calibrate a ray-tracing simulator, and the extensive ray-tracing simulations were performed. The simulation results agreed well with the measurement results.
2) CHANNEL MODEL STANDARDS
The several existing standardization projects, such as WINNER [18] , WINNER+ [19] , and IMT-Advanced [20] , do not have a available channel model for massive MIMO so far. Other standardization projects like 3GPP and COST 2100 [21] have made some progress toward the channel modeling for massive MIMO. The 3GPP technical report (TR 36.873) [22] was released for 3D MIMO channel model. However, in this model the number of supported antenna elements has not yet reached the generally accepted number for massive MIMO (e.g. 128, 256, or more); The COST 2100 has been developing its extension for massive MIMO, by extending its visibility region to the BS side. However this work is still in progress now; Other new channel models, such as QuaDRiGa model in mmMAGIC [23] and the hybrid model in METIS [24] , are evolutions from the WINNER+ channel model. Both of them can provide some limited support for massive MIMO channels, but more measurements and validations are needed.
B. DISCUSSION
Compared with the conventional MIMO, the massive MIMO uses more antenna elements. To circumvent the BS form factor limitation in reality, and to separate the UEs with different heights better, the antenna elements on the array are arranged both horizontally and vertically. Even so, the dimension of the array is still in the range of tens of wavelengths. Based on the observations of the existing measurements, a certain amount of clusters in the massive MIMO channel are only visible to part of the array. This phenomenon is illustrated in Fig. 1 . It is noted that a series of geometry-based stochastic models (GBSMs) for massive MIMO channels have been proposed in [25] - [30] , and all of them have taken the non-stationary property of clusters over the array into consideration. In general, two different modeling methods have been used, namely birth-death (BD) process and cluster visibility region (VR) method. These methods are capable to effectively characterize the nonstationarity. However, these methods have not been validated by measurements. There is still a gap between theoretical assumptions and realistic channels. 
C. MOTIVATION
The existing works still have some limitations. The channel measurements for massive MIMO in different hotspot scenarios (e.g. shopping mall [31] , airport [32] , railway station [33] and high-speed railway [34] - [38] ), are still limited. Further analysis on the channel characteristics and indepth evaluation for channel performance are the precondition for the massive MIMO techniques to move from theoretical study to practical application. The main contributions of this paper are as follows:
1) In order to fully study the channels of the typical hotspot scenarios for 5G, the measurement campaign is conducted in a subway station environment. To the authors' best knowledge, it is the first time to conduct massive MIMO channel measurements in such scenario. 2) A hybrid clustering approach, which consists of the MPCs estimation, the MPCs tracking and clustering, and the clusters partition over the array, is proposed. The multipath estimation and cluster extraction methodology is efficient since it is capable of reflecting the characteristics of massive MIMO channels.
3) The exhaustive model parameters based on measurements are provided. The obtained model parameters can be fed into the new channel simulator for massive MIMO. This is useful for the design and application of the practical massive MIMO systems.
D. OUTLINE
The rest of this paper is organized as follows. Section II presents the channel measurement campaign and the antenna measurements. The data processing scheme is presented subsequently in Section III. Section IV performs cluster-based channel characterization and modeling, and Section V draws the conclusions of the paper.
II. CHANNEL AND ANTENNA MEASUREMENT A. MEASUREMENT SYSTEM
The measurement campaign was conducted by using a wideband channel sounder system working in the frequency domain. The sounder system consists of the National Instruments' (NI) I/Q baseband signal generator, the Agilent's vector signal generator and the NI's vector signal analyzer. A 256-element virtual rectangular array (URA), which has 64 elements in each row and 4 elements in each column, is used. When constituting the virtual URA, the 3D turntable moves Tx antenna along the guide rail. The moving speed is adjustable, and the placement accuracy can reach a millimeter level. The turntable is controlled by an motion controller incorporated with Visual Basic 6.0 development environment. Before constituting the virtual URA, the user enters the antenna array configuration parameters such as the antenna array formation, turntable moving speed and center frequency. Automatic control of the turntable is used, which means that the route of the Tx antenna is preset once the antenna array configuration parameters are entered. It only took less than 10 minutes for the turntable to traverse all 256 subchannels during the measurements. The motion controller of the turntable communicates with the NI equipments through a serial port (RS-232) to keep in step with the sounding process. Using virtual array allows us to avoid the complex calibration procedure due to the mutual coupling of antenna array. Mutual coupling has an impact on the channel estimation and capacity [39] , and results in angle estimation errors [40] . Thus, it is not expected in our channel measurements. To obtain the pure channel transfer function, a back-to-back calibration is conducted and the single antenna pattern is obtained. Moreover, in order to eliminate the harmful reflection, electromagnetic absorbers were used to cover measurement equipments in the close vicinity of the antenna, such as the I/Q baseband signal generator, the vector signal analyzer, upconverter, amplifier, and the turntable, as seen in Fig. 2 . All the clocks and the sampling circuits in the sounder system were slaved to the calibrated rubidium clock at the Tx side, which is disciplined by the Global Positioning System (GPS) before the measurements. Table 1 summarizes the detail configurations of the measurement system.
B. MEASUREMENT ENVIRONMENT
The measurement campaign was conducted inside the 'Yongfeng' subway station at Subway Line NO. 16, Beijing, China. Rx locations are linear arranged along the subway platform, with a spacing of 0.4-0.6 m. The LOS condition helds in the most cases, and only few cases the obstructed-LOS (OLOS) condition appeared. It needs to be emphasized that, for clear display, the layout is not strictly shown in real scale. However, some important geometric parameters are given. The distance between platform screen doors on both sides of the platform is 11.60 m, and the height of the ceiling of the subway platform is 4.67 m. The height of Tx and Rx antenna is 3.00 m and 1.50 m, respectively. The distance between Tx and Rx ranges from 4.40 m to 50.00 m. The walls, pillars, and ceiling of the subway platform are made of concrete, and the platform screen doors are mainly made of glass, metal and rigid plastic.
Since the virtual array was used, the measurements were conducted in nighttime when the subway stopped operation. During the measurements, people are forbidden to enter the subway station, and there was no movement of any object during the measurements. For developing a channel model reflecting the suway station with dense crowds, a promising approach is to incorporate our static model with the influence of human motion (e.g. by measurements [41] or simulations [42] ).
C. ANTENNA CALIBRATION
System calibration inlcudes the back-to-back calibration and the antenna pattern calibration. The former is used to eliminate the impacts of the measurement system (i.e. transmitter, receiver, power amplifier, and cables) [43] . The later is for the SAGE algorithm [44] to provide reliable results in the MPCs estimation. The radiation patterns of the Tx and Rx antennas were measured in an anechoic chamber. Fig. 3 illustrates the measured co-polarized and crosspolarized 3D patterns for both Tx and Rx antennas. Landmann et al. [45] point out that for a high resolution MPC parameter estimation, two radiation patterns for both orthogonal polarized excitation must be used in case of supposedly linear polarized (single port) antennas. However, same as [46] , our measurements were performed only with vertical-vertical polarization. In this case, the accuracy of the SAGE estimates is depend on the cross-polarization discrimination ratio (XPD). The SAGE algorithm only produces accurate results for MPCs in directions where the XPDs of the Tx and Rx antennas are large [45] . The XPD of the antennas can be obtained using the measured co-and crosspolarized patterns, as follow,
where G co and G cross are the co-and cross-polarized antenna gains for a certain angular direction, respectively. Based on our antenna measurements, we found that in a wide angle range the XPDs are beyond 15-20 dB, so that the SAGE estimates are considered to be reliable.
III. MULTIPATH ESTIMATION AND CLUSTER EXTRACTION
MPCs are generally distributed as clusters in the realistic wireless channels [47] . In the data post-processing, MPC estimation is performed, and a hybrid clustering approach is further used to characterize the cluster evolution over the array. Fig. 5 illustrates the block diagram of the MPC estimation and cluster extraction. The raw data are firstly imported into the high resolution parameter estimation algorithm (e.g. the SAGE algorithm). The estimation results are simultaneously fed into the MPCs tracking algorithm (e.g. the MCD-based tracking algorithm) and the MPCs clustering algorithm (e.g. the KPowerMeans algorithm). A cluster partition algorithm makes a judgment and partitions the clusters over the array on the basis of previous MPCs tracking and clustering, and outputs the final processing results.
A. MPCs ESTIMATION
Since the measurements are carried out in the frequency domain, the FD-SAGE [48] , [49] is employed to extract the MPCs' complex amplitude, delay, azimuth of departure (AOD), and elevation of departure (EOD). In this paper we only investigate the MPCs' angles at the Tx side, since in the measurements only a small virtual array is available at the Rx side. In addition, we respectively choose the angle ranges of [−π/2, π/2) and [0, π] for AOD and EOD in the angle search operation in SAGE, due to the ambiguities of the URA. The reflections from the back of the URA is eliminated by the absorbers.
The SAGE is based on plane wave assumption, and requires the far field condition. In order to satisfy this, a sliding window of 4×10 neighboring array elements on the URA is used. This data processing scheme can also help to observe the MPCs variation over the larger-scale array, which reflects the spatial non-stationarity of massive MIMO channels. Fig. 6 illustrates two examples of estimated MPCs over the array at locations NO. 2 and NO. 9. It should be pointed out that for clarity the MPC of which the power is 17 dB below the strongest component is removed. However, for the MPCs clustering and clusters partition in the following subsection, a dynamic range of 25 dB is always guaranteed. the power of the MPCs changed over the array, along with the birth and death processes.
B. MPCs TRACKING AND IDENTIFICATION
The SAGE outputs the MPCs parameters for each window position. In order to characterize the MPC evolution over the array, and thus to characterize the cluster evolution, one should firstly identify each individual MPC. That is to say, the MPC association over the array should be performed initially. This can be easily done by the visual inspection. However, this method is impractical for a large amount of measurement data. Moreover, visual inspection lacks an accurate definition, especially when the evolution traces of the MPCs overlap with each other. There are many kinds of MPCs tracking algorithms in the existing literature [50] - [53] , and these methods all have been proved useful when being tested with real measurement data. In our approach we choose the MCD-based tracking algorithm in [50] , since it is easy implemented and efficient. The detailed definition of MCD can be found in the appendix of [50] . A specified threshold ε was used to judge whether the closest old MPC/cluster can be treated as a new MPC/cluster. This threshold is mainly determined by the resolution of measurement system in the angular and delay domain, as well as the data post-processing scheme. The value of ε was set to 0.05 by experience and was found to produce satisfying tracking results. The tracking result for the Rx location NO. 9 is shown in Fig. 7 as an example. Each identified MPC across the windows is represented with a unique color. In other words, the different colors indicate the different MPC evolutions, and connect them across the different observation windows. It is clear to see that the LOS component and the strong reflection components (i.e. marked by the ellipses in the figure) in Fig. 7 are successfully tracked.
C. MPCs CLUSTERING AND CLUSTERS PARTITION
A series of MPC clustering algorithms have been proposed [54] - [58] , and the KPowerMeans algorithm [54] is used in our preliminary clustering. A cutoff threshold of 25 dB below the strongest component is applied. The ensemble of all MPCs estimated from all sliding window positions are fed into the KPowerMeans. Such treatment has two advantages: (1) The KPowerMeans only needs to be applied only once, thus the computational complexity is low; and (2) the number of estimated MPCs is large enough to help the KPowerMeans to achieve a good clustering performance. Our hybrid clustering approach is similar to the method proposed in [53] , however, the clusters partition in the final step of our approach is different form the final step in [53] . From the data processing we found that the KPowerMeans sometimes can not partition the MPCs which have similar angles but are actually from different observation windows. In other words, some of the clusters can only be ''seen'' by part of the large-scale array. Obviously, the clusters ''seen'' by different parts of the array should not be merged into one cluster. Thus, a post-process is additionally needed to partition the clusters exported by the KPowerMeans algorithm.
Algorithm 1 Framework of Cluster Partition Approach Based on MCD-Based Tracking and KPowerMeans Results
For each KPowerMeans cluster
According to the tracking results, obtain the start and end indices (of the array) of p n : I ns , I ne 2) Obtain the index set of p n : A n = [I ns , I ns + 1, Assuming p n , n = 1, 2, 3, . . . , N . is the arbitrary identified MPC belonging to the cluster C k , k = 1, 2, 3, . . . , K . N is the total number of the identified MPCs and K is the total number of the clusters obtained by the original KPowerMeans. The MPC's information in arbitrary observation window can be expressed as
where α is the complex amplitude of p n , τ is the delay of p n , φ is the azimuth of departure of p n , and θ is the elevation of departure of p n . I n is the array index of p n . The α, τ , φ, θ can be regard as the functions of I n . I ns is the start index of p n , and I ne is the end index. In principle, the cluster partition algorithm judges whether the cluster is interrupted across the array dimension. The MPC tracking results can be utilized as the judgment indicator. The framework of the cluster partition algorithm is shown in Algorithm 1. The existence interval of p n in the array domain can be denoted by an index set, A n . U k can be considered as the possible existence interval of C k , and B k represents the actual existence interval of C k . We refer to the original KPowerMeans outputs as the KPowerMeans clusters in this paper. For each KPowerMeans cluster, the algorithm examines all of its identified MPCs, and records their ''birth'' and ''death'' indices. Thus, if any unrecorded index exists in the ''lifetime'' of the KPowerMeans cluster, the KPowerMeans cluster would be partitioned into two or more clusters. The KPowerMeans clusters at location NO. 1 are shown in Fig. 8 (a) , and the outputs of the partition algorithm are shown in Fig. 8 (b) for comparison. Taking the KPowerMeans cluster of which the mean AOD is approximately 50 • as an example (shown in green in Fig. 8 (a) ), this KPowerMeans cluster is partitioned into two clusters (shown in green and cyan in Fig. 8 (b) , respectively). These two clusters are visible to different parts of the array. If we go back to Fig. 1 , the sketch gives a visual representation of the clusters with the same colors in Fig. 8 except for the LOS component (shown in blue). The MPCs in these clusters actually interact with different physical scatterers in the environment.
IV. CLUSTER-BASED 3D CHANNEL CHARACTERIZATION AND MODELING
In this section, scatterer identification in the subway station is firstly performed. The overall angle distribution and global angular spread are subsequently investigated. They are used to characterize the overall directional dispersion of the channels. Further, LOS power factor and cluster decay factor are estimated, which are used to determine the power relationships among the LOS component and the clusters. Moreover, the conventional inter-cluster and intra-cluster parameters are extracted, which describe distribution, density, and shape of the clusters in the channels. Finally, to parameterize the cluster existence over the array and MPCs existence within the cluster, observed cluster length and MPC length within clusters are introduced; and to parameterize the cluster occurrence position over the array and MPC occurrence position within the cluster, cluster arrival interval and MPC arrival interval are introduced.
A. SCATTERER IDENTIFICATION
It is reported that the number, structure and distribution of the clusters can have an impact on the channel capacity [59] . For the subway station environment, the distinguishing features compared with other indoor environments are large area of the platform screen doors and a number of the pillars. Moreover, the subway station has a corridor-like construction, but has a larger size than the traditional corridors.
The dominant scatterers can be distinguished by directly relating the SAGE estimates to the physical environment. Taking the results in Fig. 6 (b) (Rx location NO. 9) as an example, the corresponding expected pathways connecting the Tx and the Rx based on geometrical optics are depicted by the dashed lines in Fig. 4 . The LOS path, which has the strongest power, is indicated by 1 . The corresponding azimuth is about −35
• . A path around 60
• is considered as the reflection path from the screen door as indicated by 2 . Meanwhile, the reflection path from the screen door on the other side of the platform is indicated by 3 , which has an azimuth of −75 • . Additionally, the paths interact with the escalator ( 4 ) and the pillars ( 5 and 6 ) are also respectively identified. It is shown that, the estimated MPCs can match well with the environment. After examining the SAGE estimates for all the Rx locations, we found that the dominant scatterers in the subway station environment are platform screen doors, walls, escalators, and pillars.
B. OVERALL ANGLE DISTRIBUTION
The AODs and EODs of the estimated MPCs for all the Rx locations are combined together when dealing with the overall angle distribution. We only need to consider the angle relative to the LOS direction, since the angles of the LOS component can be directly determined by the Tx and Rx locations. Our coordinate system is same to the one in 3GPP channel models (e.g. TR 36.873 V12.0.0 [22] ). The AOD/EOD relative to the LOS direction is the AOD/EOD of the MPC directly subtracts the AOD/EOD of the LOS component. The overall (relative) AODs are found to be uniformly distributed within the range of [−π/2, π/2], and the probability density function (PDF) of the overall (relative) EODs distribution can be fitted well with a Laplace density (shown in Fig. 9 ). The corresponding mean and standard deviation (STD) is found to be −5.14 • and 23.25
• , respectively. The small negative mean of EOD indicates that the proportion of the multipaths reflected from the ceiling is larger than that of multipaths reflected from the floor. The Laplace distributed elevation angle has been widely reported in the existing literature [60] - [62] . The STD of 25.5
• and 21.5
• were reported in [61] for two different buildings. The STD was found to be 38
• in [60] . In [62] , the hall and corridor scenarios with both LOS and non-LOS (NLOS) conditions were investigated. The STD was found to be 25.4
• and 27.9
• in the hall scenario for LOS and NLOS conditions, respectively. The STD in the narrow corridor was found to be 15.3
• and 15.2 • , for LOS and NLOS conditions respectively. Our obtained STD is smaller than that in the hall scenario but larger than that in the corridor scenario. This result is reasonable, since the platform of the subway staion is a corridorlike environment but with a larger scale compared with the conventional corridors.
C. ANGULAR SPREAD STATISTICS
Angular spread is defined by the second order moment of the angular power spectrum. It is a power-weighted spatial parameter widely used to indicate the angular dispersion of power departure/arrival. Taking the azimuth spread of departure (ASD) as example, it can be calculated as follow [63] , [64] ,
where φ AOD,l is the AOD of the lth path, α l is the complex amplitude of the lth path. L is the total number of the resolved paths. In our measurements L ranges from 100 to 120. µ APS is the mean of the angular power spectrum of departure and
The calculation of the elevation spread of departure (ESD) is in the same way. The global ASD and ESD can be modeled well with the Lognormal distributions. Similar observations have been reported in other (massive) MIMO measurements in literature [9] , [65] - [67] . Fig. 10 and Fig. 11 illustrate the cumulative distribution function (CDF) of ASD and ESD, respectively. We denote µ ASD , σ ASD and µ ESD , σ ESD as the parameters of these two Lognormal distributions. The fitting results show that µ ASD = 3.24, σ ASD = 0.16 and µ ESD = 1.86, σ ESD = 0.33.
For further analysis, our results together with results from other (massive) MIMO measurements in literature are summarized in Table 2 . To give a reasonable comparison, we make sure the differences between these investigated frequency bands would not be too significant (i.e. the maximum frequency is 10 GHz). However, some results in outdoor scenarios are selected, since we found that the available measurements for comparison are quite limited. In our measurements, a mean value of ASD is found to be 25.73
• , and the mean ESD is 6.74
• . This indicates that most of the paths propagated horizontally. The angular dispersion in the horizontal dimension is much larger than that in the vertical dimension. As shown in Table 2 , the ASD and ESD are much smaller in [9] , since the paths are more concentrated in one direction in the outdoor environment. Similar results can be observed in [67] . The investigated scenarios in [65] and [66] are expected to be similar to our scenario since they are both indoor scenarios. However, no similarity of these parameters is observed. The smaller angular spread in [66] is probably due to a higher frequency. The MPCs with larger angles relative to the LOS component have larger propagation distances. The power of these MPCs decay rapidly due to the high path loss and reflection loss, and thus lead to a small angular spread. In [65] , the smaller ASD is mainly due to the different environment. As mentioned before, the platform screen doors and the pillars acted as the dominant scatterers in the corridor-like subway station environment, which results in a large angular spread. Summarizing, for different environments and different frequencies, the massive MIMO channel could exhibit a significant different angular spread behavior.
D. INTER-CLUSTER PARAMETERS 1) NUMBER OF CLUSTERS
When employing the KPowerMeans for MPCs clustering, a combination of Caliñski-Harabasz and Davies-Bouldin validation indices [54] is used to determine the optimal number of clusters. However, the result is redetermined by a partition algorithm. The mean number of clusters is found to be 5.40, and the STD is 4.38. A minimum of 2 clusters were observed during the measurements. The maximum number of clusters reached 22, however in this situation most of the clusters had weak power. In [63] , the indoor hall and office corridor scenarios were considered. The mean number of clusters was found to be 3.69 for the indoor hall scenario, and 4.27 for the office corridor scenario. By comparison, our mean and STD of the number of clusters are larger. There are two main reasons: (1) There are more dominant scatterers in the subway station environment, compared with the indoor hall and the office corridor in [63] , and (2) massive MIMO system has a larger array aperture, which can observe more clusters compared with the conventional MIMO. However, in the MIMO measurements in [68] , a mean value of 7.6 for number of clusters was found, with a STD of 2.4. The measurement environments were indoor offices. In [69] , an outdoor-toindoor office MIMO measurement campaign was conducted. The mean number of clusters was found to be 6.4. In [70] , a mean value of 9.5 for number of clusters was reported. From the above research results, we can conjecture that the number of clusters heavily depends on the environments.
2) LOS POWER FACTOR
Same with the COST 2100 channel model, we use the LOS Power Factor and the Cluster Decay Factor to model the power relationships among the LOS component and the clusters. The LOS power factor K LOS is defined as the ratio of the power of the LOS component (or the first arriving MPC) and the power of all the other estimated MPCs [63] , as
where P LOS is the power of the LOS component and P tot is the total power. According to this definition, K LOS = 0 indicates that the LOS component contains half of the total power. From our measurements K LOS is found to be 0.75 dB, with a STD of 1.51 dB. A maximum of 0.37 dB for LOS power factor was reported in [63] for the indoor hall scenario. For the office corridor scenario the parameter was negative, since the NLOS condition always held. It is noticed that the STD in our measurement is smaller than those in [63] . The larger mean and smaller STD for K LOS in our measurements indicate that the LOS component (or the first arriving MPC) contains most of the power and is relatively stable. VOLUME 6, 2018 FIGURE 12. Cluster power decay factor. Scatter plots show the cluster power vs. the cluster delay.
3) CLUSTER DECAY FACTOR
The dB-scaled power of each cluster is considered to decrease with the cluster delay. The decay rate of the cluster power relative to cluster delay is so-called the Cluster Decay Factor. As shown in Fig. 12 , the cluster power decay factor is a result of linear regression analysis of the cluster power versus the cluster delay. The slope k τ in Fig. 12 describes our power decay factors, which is 20.47 dB/µs. Again, we compared our results with the those in the indoor scenarios in [63] . The k τ in the subway station scenario is smaller than those in the indoor hall scenarios (e.g. 54.23 dB/µs and 31.84 dB/µs), and it is larger than those in the office corridor scenarios (e.g. 5.87 dB/µs and 15.96 dB/µs). In [69] , the cluster delay factor was observed to be 25 dB/µs. In [70] , a value of 21.2 dB/µs was reported. Similar to the number of clusters, this parameter is related to the environment. Additionally, this parameter is considered to keep in line with the obtained LOS power factor mentioned above (K LOS = 0.75 dB). The clusters with larger delays do not carry too much power.
4) OBSERVED CLUSTER LENGTH
From the measurements, it is observed that the cluster evolution over the array dimension is one of the most important characteristic of the massive MIMO channel. Thus, this channel characteristic must be modeled precisely. Depending on our measurements data and the proposed hybrid clustering approach, we are able to capture the features of clusters in the array dimension. The statistics of length of clusters in the array dimension are firstly investigated. In the COST 2100 channel model [63] , the concept of visibility regions (VRs) was introduced. Gao et al. [71] extended the concept of cluster VR to the base station side (BS-VR), and modeled the true BS-VR length from the observed data. However, for generality, we only give the Observed Cluster Length here. The cluster length can be obtained as follow, where I s and I e are the start index and end index of the cluster in the array dimension, respectively. Since the index interval is half a wavelength, the cluster length is scaled in wavelength by the total indices separation distance dividing 2. It is noted that the observed clusters can be roughly divided into two groups according to their lengths: the clusters only visible for parts of the array and the clusters visible for the whole array. If no otherwise specified, the observed cluster length is referring to the length of the cluster only visible for parts of the array. In our measurements this kind of clusters account for 30.85% of the total clusters. Fig. 13 illustrates the CDF of the observed cluster length obtained in the measurements. The CDF of the observed cluster length can be modeled well with a Exponential distribution. The corresponding rate parameter λ is found to be 0.137. From Fig. 13 we can see that with a probability of 90% the observed cluster length is less than 20 wavelength, and with a probability of 50% the observed cluster length is less than 5 wavelength. This indicates that the spatial non-stationarity over the array of massive MIMO channel is significant. To the authors' best knowledge, it is the first time to give the statistical result about the cluster length in the array dimension. Although, in [71] a method for determining the true BS-VR length from the observed data was proposed, no measurement-based statistical result of BS-VR length was provided since the number of samples was limited.
Note that in the SAGE estimation a sliding window of 4×10 neighboring array elements on the URA was applied. The size of the sliding window is expected to have impact on the true cluster length. Intuitively, the smaller observation window, the more accurate cluster length would be obtained. However, it is found that for a stable SAGE estimation, the array aperture (i.e. the diagonal distance of the observation window) must not be too small. Unlike the conventional beamformer, the performance of the SAGE algorithm dose not depend on the numbers of the array elements, but it dose depend on the signal-to-noise ratio (SNR). For a given SNR, a larger array aperture can help to achieve a larger and more 6266 VOLUME 6, 2018 FIGURE 14. CDF of the cluster arrival interval. This interval is the distance from one end of the massive MIMO array to the beginning position of the newly observed cluster. stable correlation gain in the step of the maximization of the likelihood function in SAGE. Thus, there is a trade-off on choosing the size of the observation window, and a 4×10 window was found to provide satisfying results.
5) CLUSTER ARRIVAL INTERVAL
After modeling the observed cluster length, we use the Cluster Arrival Interval to describe the ''birth'' position of the cluster. More specifically, this interval is the distance from one end of the massive MIMO array to the beginning position of the newly observed cluster. Fig. 14 illustrates the CDF of the cluster arrival interval. It should be realized that this interval can be determined from both ends of the array. Hence, we calculate this interval from both directions of the array and compare them. As shown in Fig. 14 , either of these two calculated cluster arrival intervals follows a Uniform distribution in the sliding range. This implies that the clusters appear uniformly over the massive array. This result is useful for the cluster generation step in the model simulation.
E. INTRA-CLUSTER PARAMETERS 1) NUMBER OF MPCs WITHIN CLUSTERS
Different from conventional MIMO, the clusters evolve over the array for massive MIMO. The birth and death process of the MPCs exists within the clusters. Thus, we obtain the average number of MPCs within the clusters over the array. A mean value of 7.80 with a STD of 4.02 is found in our measurements. The result is summarized in Table 3 . In [74] , the MIMO measurements were conducted in several indoor 
2) CLUSTER ANGULAR AND DELAY SPREADS
Similar to the number of MPCs within clusters, the average cluster angular and delay spread are obtained. The averaging is done over the array. The calculation of cluster angular and delay spreads is similar with Section IV. B. The mean and STD of the estimated cluster angular and delay spreads are summarized in Table 3 . The cluster azimuth spread of departure (CASD), the clusters elevation spread of departure (CESD), and the cluster delay spread (CDS) are all found to follow well with the Lognormal distributions. Similar observations can be found in [10] , [72] , and [73] . Fig. 15 illustrates the CDFs of CASD, CESD and CDS, together with their corresponding Lognormal distribution fittings. For further comparison, the estimated parameters of these Lognormal distributions together with results from other (massive) MIMO measurements in literature are summarized in Table 4 . It is observed that measurements in [72] in the hall scenario and measurements in [73] in the office scenario generally have larger cluster angular spreads. The reason for smaller cluster angular spreads in our measurements is that, the strongest MPC within the cluster maintains most of the cluster power. It is found that the cluster delay spread in [72] is much smaller compared with our result. The possible reason for this is that the strong reflections occurred in the corridor-like subway station environment. Specifically, strong reflections occurred on the screen doors on both sides of the subway platform. Parts of the strong MPCs propagated through the screen doors and reflected back to the platform. These MPCs with larger delays can still be detected by the receiver, and further result in a small angular spread and a large cluster delay spread. The results in the urban environment in [10] are also summarized in Table 4 , since they are the only available results for comparison in massive MIMO channels. Our estimated angular spreads are generally larger. This is reasonable since the indoor environment is usually considered to be more rich-scattering compared with the outdoor environment.
3) MPC LENGTH WITHIN CLUSTERS
As mentioned before, the birth and death process of the MPCs exists within the clusters. Similar with the observed cluster length, we use MPC Length within Clusters to describe the observed MPC length over the array. Since the observed cluster length has been already modeled in wavelength, we only need to obtain the length proportion which the MPC occupies in the cluster, as follow,
where I sl and I el are the start index and end index of the lth identified MPC within the cluster, respectively. The calculated MPC length is normalized according to the observed cluster length L cluster . Fig. 16 illustrates the CDF of the observed MPC length within clusters. It is shown that the distribution of the MPC length within clusters can be modeled well with a Exponential distribution. The corresponding estimated rate parameter λ for this Exponential distribution is found to be 8.299. It can be seen that with a probability of 90% the MPC length is less than 0.3, and with a probability of 50% the MPC length is less than 0.1. This indicates that the MPCs appear and disappear frequently within the clusters. Compared with the cluster length, the MPC length is usually smaller. From the SAGE estimates (shown in Fig. 6 ), we found that the MPCs with larger lengths often had larger power, and acted as the dominant clusters. However, the MPC evolution with weaker power may not be directly omitted since the number of them is larger, especially in the richscattering indoor environments.
4) MPC ARRIVAL INTERVAL WITHIN CLUSTERS
Similar with cluster arrival interval, we use MPCs Arrival Interval within Clusters to describe the relative position of the MPC in the cluster. This interval is the distance from the beginning position of the cluster to the beginning position of the newly observed MPC. In fact, we do not need to care about the actual value of this interval, thus it is normalized according to the observed cluster length. Fig. 17 illustrates the CDFs of the cluster arrival interval for both viewing directions. As expected, this parameter follows a Uniform distribution in the sliding range. This implies that the MPCs appear uniformly within the clusters. When generating the MPCs in the clusters in the model validation, the arrival intervals of the MPCs can be uniformly distributed within the clusters. This helps us to approach the realistic channel as close as possible.
V. CONCLUSION
This paper presents a measurement-based study of the massive MIMO channel. To begin with, a channel measurement campaign for massive MIMO was conducted using a 256-element virtual URA, with a carrier frequency of 6 GHz and a bandwidth of 100 MHz. The subway station scenario was investigated for the first time. The measurement campaign was conducted at night, and no there was no movement of people and other obstacles during the measurements.
In the data post-processing, a hybrid clustering approach is proposed. The MPCs parameters at the Tx side were firstly estimated by the SAGE algorithm. The MCD-based tracking algorithm and the KPowerMeans algorithm were employed for MPCs tracking and preliminary clustering. Additionally, a cluster partition algorithm was proposed to adjudge the clusters association over the array. It is shown that our hybrid clustering approach can effectively cluster the MPCs, and capture all of the characteristics of the clusters in the massive MIMO channel.
The typical cluster-based model parameters, including overall angle distributions, angular spreads, inter-cluster and intra-cluster parameters, were extracted based on the final clustering results. Comprehensive comparison analysis between our results and the available measurements results in literature was presented. Most important of all, the MPC and cluster evolutions over the array were characterized and modeled. Observed cluster length and MPC length within clusters were introduced to describe the cluster existence over the array and MPCs existence within the cluster. Cluster arrival interval and MPC arrival interval were calculated to investigate the cluster occurrence position over the array and MPC occurrence position within the cluster.
The results in this paper are expected to be useful for the proposal of the finalized massive MIMO channel model, and have a practical guided significance for the design of massive MIMO system in the hotspots scenarios in the foreseeable future. Our recent work will mainly focus on the model validation for massive MIMO channel, based on our measurements results. Moreover, we will continue to push forward the massive MIMO channel measurements, characterizations, and 3D channel modeling for different hotspot scenarios. Beijing Jiaotong University, Beijing, where he is also the Deputy Director of the State Key Laboratory of Rail Traffic Control and Safety. He is also currently with the Engineering College, Armed Police Force, Xi'an. He has authored or co-authored six books and 270 scientific research papers, and holds 26 invention patents in his research areas. His interests include the research and applications of orthogonal frequency-division multiplexing techniques, high-power amplifier linearization techniques, radio propagation and channel modeling, global systems for mobile communications for railway systems, and long-term evolution for railway systems. 
