(1) p-aix,t)^+bix,t)p + cix,t)u = dix,t), 0 <x < 1,0 <t^T, a.t" at ox and the initial condition (2) uix,0) = f(x), 0 g x < 1.
Assume that aix, t) > 0. It is well known (Douglas [1] , Rose [5] ) that the Dirichlet problem (1 ), (2), with boundary conditions (3) (4) jtt ( The subscripts i and n indicate that the function is evaluated at the point iih, nk) where h = I~ ,k = TA7"1. The difference operators in (4) are defined bjr 2win + Wi+i,n), (1,0 = M0, then the solution win of equations (4) and (5) 
converges to «,•" , but the error is 0(A + fc) (Douglas [3] ). From the analysis, it is clear that the h (instead of h2) arises in the first order correctness of the boundary conditions. Recently, Isaacson [4] has shown that an approximation that is second order correct in h can be obtained by replacing conditions (11) This result is not entirely pleasing, however, for it requires the assumption that u can be extended to satisfy sufficient continuity conditions in
2. Interior Approximations. In the present paper, it is shown that if the centered differences in (12) are replaced by one-sided, second order correct differences, the error is O (A2 + k). This result applies (as do those mentioned above) if the Neumann conditions (10) are replaced by the mixed boundary conditions
It is necessary to assume that p, q, r, and s are non-negative, and that p + q and r + s are bounded away from zero. It is not necessary to assume, as do both Isaacson [4] and Rose [6] , that one or more of the coefficients p, q, r, s is bounded away from zero.
Assume that the quantities a, b, c, d, p, q, r, and s are bounded, and that Note that vin is non-negative only in the interior of the region. With little difficulty, one can construct examples for which (22) holds, but for which vo" < 0 and Vm < 0, for some n.
Proof. Suppose the lemma is false. Let (23) n0 = min{« | vin < 0 for some i, 1 ^ i = / -1}.
Then n0 = 1. Let io denote a value such that ^»0,no is a local negative minimum with respect to i. There are three cases. Case 1: io = 0. Since Vo,n<s < 0, (24) 0 = -Pn0Vo,na + ç"0Ax~V"0 ^ g,>0Ax+t>o,n(, .
If qna = 0, then p"0 > 0 and it follows that Vo,"" ^ 0, contradicting the hypothesis.
Thus q"" > 0, and by (24),
Therefore,
Ax+Vo.n0 = 0.
Ax Vi,no --iVo,n0 -2 fl,"0 + V2ln0) = h\2h ,n° ~ y°'»o) ~~ Ax y0,n0 = l Ax vi,na.
From the second of conditions (21), for all k sufficiently small; in particular for k < jay"1. Thus c*" < 0. Therefore, Theorem 1 applies to Çin , and, a fortiori, to zin . The arguments above can be extended to the problem, considered by Lotkin [5] and Isaacson [4] , of the parabolic equation (1) in two regions 0 < x < x0 and Xo < x < 1, with conditions (2), (13) (56) are identical with equations (19) (except that the coefficients now depend on u and w as well as x and 0 and that Theorem 1 holds. Thus the error is 0(ft2 + k).
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