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Abstract. We consider a linear model where the coefficients - intercept and slopes - are
random and independent from regressors which support is a proper subset. When the slopes
do not have heavy tails, the joint density of the random coefficients is identified. Lower bounds
on the supremum risk for the estimation of the density are derived for this model and a related
white noise model. We present an estimator, its rates of convergence, and a data-driven rule
which delivers adaptive estimators. The corresponding R package is RandomCoefficients.
1. Introduction
For a random variable α and random vectors X and β of dimension p, the linear random
coefficients model is
Y = α+ β>X,(1)
(α,β>) and X are independent.(2)
The researcher has at her disposal n observations (Yi,X
>
i )
n
i=1 of (Y,X
>) but does not observe
the realizations (αi,β
>
i )
n
i=1 of (α,β
>). α subsumes the intercept and error term and the
vector of slope coefficients β is heterogeneous (i.e., varies across i). For example, a researcher
interested in the effect of class size on pupils’ achievements might want to allow some pupils
to be more sensitive than others to a decrease in the size and to estimate the density of the
effect. (α,β>) correspond to multidimensional unobserved heterogeneity and X to observed
heterogeneity. Restricting unobserved heterogeneity to a scalar, as when only α is random,
can have undesirable implications such as monotonicity in the literature on policy evaluation
(see [24]). Parametric assumptions are often made by convenience and can drive the results
(see [29]). For this reason, this paper considers a nonparametric setup. Model (1) is also a
type of linear model with homegeneous slopes and heteroscedasticity, hence the averages of
the coefficients are easy to obtain. However, the law of coefficients, their quantiles, prediction
(1) Toulouse School of Economics, Toulouse Capitole University, 21 alle´e de Brienne, 31000
Toulouse, France
(2) CREST, 5 avenue Henry Le Chatelier, 91764 Palaiseau, France
E-mail addresses: christophe.gaillac@ensae.fr, eric.gautier@tse-fr.eu.
Keywords: Adaptation, Ill-posed Inverse Problem, Minimax, Random Coefficients.
AMS 2010 Subject Classification: Primary 62P20 ; secondary 42A99, 62C20, 62G07, 62G08, 62G20.
Eric Gautier acknowledges financial support from the grant ERC POEMH 337665 and ANR-17-EURE-0010.
1
2 GAILLAC AND GAUTIER
intervals for Y for X = x as in [3], welfare measures, treatment and counterfactual effects,
which depend on the distribution of the coefficients can be of great interest.
Estimation of the density of random coefficients fα,β when the support of X is Rp and X has
heavy enough tails has been studied in [4, 31]. These papers notice that the inverse problem is
related to a tomography problem (see, e.g., [11, 12]) involving the Radon transform. Assuming
the support of X is Rp amounts to assuming that the law of angles has full support, moreover
a lower bound on the density of X is assumed so that the law of the angles is nondegener-
ate. When p = 1 this is implied by densities of X which follow a Cauchy distribution. The
corresponding tomography problem has a nonuniform and estimable density of angles and the
dimension can be larger than in tomography due to more than one regressor. More general
specifications of random coefficients model are important in econometrics (see, e.g., [25, 30]
and references therein) and there has been recent interest in nonparametric tests (see [10, 19]).
This paper considers the case where the support of X is a proper (i.e., strict) subset. This
is a much more useful and realistic framework for the random coefficients model. When p = 1,
this is related to limited angle tomography (see, e.g., [20, 32]). There, one has measurements
over a subset of angles and the unknown density has support in the unit disk. This is too
restrictive for a density of random coefficients and implies that α has compact support, ruling
out usual parametric assumptions on error terms. Due to (2), the conditional characteristic
function of Y given X = x at t is the Fourier transform of fα,β at (t, tx
>)>. Hence, the
family of conditional characteristic functions indexed by x in the support of X gives access
to the Fourier transform of fα,β on a double cone of axis (1, 0, . . . , 0) ∈ Rp+1 and apex 0.
When α = 0, Sβ is compact, and X ⊆ SX is an arbitrary compact set of nonempty interior,
this is the problem of out-of-band extrapolation or super-resolution (see, e.g., [5] sections 11.4
and 11.5). Because we allow α to be nonzero, we generalize this approach. Estimation of
fα,β is a statistical inverse problem for which the deterministic problem is the inversion of a
truncated Fourier transform (see, e.g., [2] and the references therein). The companion paper
[23] presents conditions on the law of
(
α,β>
)>
and the support of X that imply nonparametric
identification. It considers weak conditions on α which could have infinite absolute moments
and the marginals of β could have heavy tails. In this paper, we obtain rates of convergence
when the marginals of β do not have heavy tails but can have noncompact support.
A related approach is extrapolation. It is used in [41] to perform deconvolution of compactly
supported densities while allowing the Fourier transform of the error density to vanish on a
set of positive measure. In this paper, the relevant operator is viewed as a composition of two
operators based on partial Fourier transforms. One involves a truncated Fourier transform and
we make use of properties of the singular value decomposition rather than extrapolation.
Similar to [26, 33], we study optimality in the minimax sense. We obtain lower bounds under
weak to strong integrability in the first argument for this and a white noise model. We present
an estimator involving: series based estimation of the partial Fourier transform of the density
with respect to the first variable, interpolation around zero, and inversion of the partial Fourier
transform. We give rates of convergence and use a Goldenshluger-Lepski type method to obtain
data-driven estimators. We consider estimation of fβ in Appendix B.5. We present a numerical
method to compute the estimator which is implemented in the R package RandomCoefficients.
32. Notations
N and N0 stand for the positive and nonnegative integers, (·)+ for max(·, 0), a ∧ b (resp.
a∨ b) for the minimum (resp. maximum) between a and b, and 1l {·} for the indicator function.
Bold letters are used for vectors. For all r ∈ R, r is the vector, which dimension will be
clear from the text, where each entry is r. The iterated logarithms are ln0(t) = t and, for
j ≥ 1 and t large enough, lnj(t) = ln(lnj−1(t)). | · |q for q ∈ [1,∞] stands for the `q norm
of a vector. For all β ∈ Cd, (fm)m∈N0 functions with values in C, and m ∈ Nd0, denote by
βm =
∏d
k=1 β
mk
k , |β|m =
∏d
k=1 |βk|mk , and fm =
∏d
k=1 fmk . For a differentiable function
f of real variables, f (m) denotes
∏d
j=1
∂mj
∂x
mj
j
f and supp(f) its support. C∞
(
Rd
)
is the space
of infinitely differentiable functions. The inverse of a mapping f , when it exists, is denoted
by f I . We denote the interior of S ⊆ Rd by
◦
S and its closure by S. When S is measurable
and µ a function from S to [0,∞], L2(µ) is the space of complex-valued square integrable
functions equipped with 〈f, g〉L2(µ) =
∫
S f(x)g(x)µ(x)dx. This is denoted by L
2(S) when
µ = 1. When WS = 1l {S}+∞ 1l {Sc}, we have L2 (WS) =
{
f ∈ L2 (Rd) : supp(f) ⊆ S} and
〈f, g〉L2(WS) =
∫
S f(x)g(x)dx. Denote by D the set of densities, by Π : L2(Rd) → L2(Rd)
such that Πf(x) = f(−x), and by ⊗ the product of functions (e.g., W⊗d(b) = ∏dj=1W (bj))
or measures. The Fourier transform of f ∈ L1 (Rd) is F [f ] (x) = ∫Rd eib>xf(b)db and F [f ]
is also the Fourier transform in L2
(
Rd
)
. For all c > 0, denote the Paley-Wiener space by
PW (c) :=
{
f ∈ L2(R) : supp (F [f ]) ⊆ [−c, c]}, by Pc the projector from L2(R) to PW (c)
(Pc[f ] = FI [1l{[−c, c]}F [f ]]), and, for all c 6= 0, by
(3)
Fc : L2
(
W⊗d
) → L2 ([−1, 1]d) and Cc : L2 (Rd) → L2 (Rd)
f → F [f ] (c ·) f → |c|df(c ·).
Abusing notations, we sometimes use Fc[f ] for the function in L2(R). Ext[f ] assigns the value
0 outside [−1, 1]d and F1st [f ] (t, ·) is the partial Fourier transform of f with respect to the first
variable. For a random vector X, PX is its law, fX its density, fX|X the truncated density
of X given X ∈ X , SX its support, and fY |X=x the conditional density. For a sequence of
random variables (Xn0,n)(n0,n)∈N20 , Xn0,n = OpU
(1) means that, for all  > 0, there exists M such
that P(|Xn0,n| ≥ M) ≤  for all (n0, n) ∈ N20 such that U holds. In the absence of constraint,
we drop the notation U . With a single index the Op(1) notation requires a bound holding for
all value of the index (the usual notation if the random variables are bounded in probability).
3. Preliminaries
Assumption 1. (H1.1) fX and fα,β exist;
(H1.2) fα,β ∈ L2 (w ⊗W⊗p), where w ≥ 1 and W is even, nondecreasing on [0,∞), such that
W (0) > 0 and limx→∞W (x) =∞,
∑
k∈NM
−1/k
k =∞ with Mk =
(∫
R b
2kW−1(b)db
)1/2
;
(H1.3) There exists x0 > 0 and X = [−x0, x0]p ⊆ SX and we have at our disposal i.i.d
(Yi,Xi)
n
i=1 and an estimator f̂X|X based on Gn0 = (Xi)0i=−n0+1 independent of (Yi,Xi)ni=1;
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(H1.4) E is a set of densities on X such that, for cX , CX ∈ (0,∞), for all f ∈ E , ‖f‖L∞(X ) ≤ CX
and ‖1/f‖L∞(X ) ≤ cX , and, for (v(n0, E))n0∈N ∈ (0, 1)N which tends to 0, we have
1
v(n0, E) supfX|X∈E
∥∥∥f̂X|X − fX|X∥∥∥2
L∞(X )
= Op (1) .
We maintain this assumption for all results presenting upper bounds. When w = 1, E
[
αk
]
,
for k ∈ N, might not exist. Due to Theorem 3.14 in [18], if there exist R > 0, (aj)j∈N0 ∈
(0,∞)N0 , and (pj)j∈N0 ∈ (−∞, 1]N0 equal to 0 for j large enough, such that
W (x) ≥ exp
(
x2∏∞
j=0 log
pj
j (aj |x|)
)
1l {|x| ≥ R}
(
e.g., W (x) = exp
( |x|
a0 log(a1|x|)
)
1l {|x| ≥ R}
)
,
for all x ∈ R, then ∑m∈N 1/∥∥x 7→ x2m/W (x)∥∥1/(2m)L∞(R) = ∞ which implies (H1.2). Marginal
distributions can have an infinite moment generating function hence be heavy-tailed and their
Fourier transforms belong to a quasi-analytic class but not be analytic. Now on, we use W[−R,R]
or cosh(·/R) for W . This rules out heavy tails and nonanalytic Fourier transforms. When
W = W[−R,R], integrability in b amounts to Sβ ⊆ [−R,R]p, but other W allow for non compact
Sβ. Though with a different scalar product, we have L2 (cosh(b·)) = L2
(
eb|·|
)
and (see Theorem
IX.13 in [45]), for a > 0,
{
f ∈ L2(R) : ∀b < a, f ∈ L2 (eb|·|)} is the set of square-integrable
functions which Fourier transform have an analytic continuation on {z ∈ C : |Im(z)| < a/2}.
In particular the Laplace transform is finite near 0. Equivalently, if f is a density, it does
not have heavy-tails. The condition X = [−x0, x0]p ⊆ SX in (H1.4) is not restrictive because
we can write (1) as Y = α + β>x + β>(X − x), take x ∈ Rp and x0 such that X ⊆ SX−x,
and there is a one-to-one mapping between fα+β>x,β and fα,β. We assume (H1.4) because the
estimator involves estimators of fX|X in denominators. Alternative solutions exist when p = 1
(see, e.g., [36]) only. Assuming the availability of an estimator of fX|X using the preliminary
sample Gn0 is common in the deconvolution literature (see, e.g., [15]). By using estimators of
fX|X for a well chosen X rather than of fX , the assumption that
∥∥fX|X∥∥L∞(X ) ≤ CX and∥∥1/fX|X∥∥L∞(X ) ≤ cX in (H1.4) becomes very mild. This is feasible because of (2).
3.1. Inverse problem in Hilbert spaces. Estimation of fα,β is a statistical ill-posed inverse
problem. The operator depends on w and W . Now on, the functions w and W are those of
(H1.2). We have, for all t ∈ R and u ∈ [−1, 1]p, Kfα,β(t,u) = F
[
fY |X=x0u
]
(t) |tx0|p/2, where
(4)
K : L2 (w ⊗W⊗p) → L2(R× [−1, 1]p)
f → (t,u) 7→ F [f ] (t, tx0u) |tx0|p/2 .
Proposition 1. L2 (w ⊗W⊗p) is continuously embedded into L2(Rp+1). Moreover, K is injec-
tive and continuous, and not compact if w = 1.
The case w = 1 corresponds to mild integrability assumptions in the first variable when
the SVD of K does not exist. This makes it difficult to prove rates of convergence even for
estimators which do not rely explicitly on the SVD such as the Tikhonov and Landweber
5method (Gerchberg algorithm in out-of-band extrapolation, see, e.g., [5]). Rather than work
with K directly, we use that K is the composition of operators which are easier to analyze
(5) for t ∈ R, K[f ](t, ?) = Ftx0 [F1st [f ] (t, ·)] (?) |tx0|p/2 in L2([−1, 1]p).
For all f ∈ L2 (w ⊗W⊗p), W either W[−R,R] or cosh(·/R), and t ∈ R, F1st [f ] (t, ·) belongs to
L2(W⊗p) and, for c 6= 0, Fc : L2(W⊗p) → L2([−1, 1]p) admits a SVD, where both orthonor-
mal systems are complete. This is a tensor product of the SVD when p = 1 that we denote
by
(
σW,cm , ϕ
W,c
m , g
W,c
m
)
m∈N0
, where
(
σW,cm
)
m∈N0
∈ (0,∞)N0 is in decreasing order repeated ac-
cording to multiplicity,
(
ϕW,cm
)
m∈N0
and
(
gW,cm
)
m∈N0
are orthonormal systems of, respectively,
L2(W ) and L2([−1, 1]). This holds for the following reason. Because Fc = FCc−1 = |c|−1CcF ,
ΠFc = FcΠ, F∗c = W−1ΠFcExt, and W is even, we obtain F∗c = Π
(
W−1FcExt
)
and
FcF∗c = ΠFc
(
W−1FcExt
)
= (2pi/|c|)FI (Cc−1 (W−1CcFExt)) = 2piFI (Cc−1 (W−1)FExt).
The operator QWc = (|c| /(2pi))FcF∗c is a compact positive definite self-adjoint operator (see
[44] and [49] for the two choices of W ). Its eigenvalues in decreasing order repeated according
to multiplicity are denoted by
(
ρW,cm
)
m∈N0
and a basis of eigenfunctions by
(
gW,cm
)
m∈N0
. The
other elements of the SVD are σW,cm =
√
2piρW,cm / |c| and ϕW,cm = F∗c gW,cm /σW,cm .
Proposition 2. For all c 6= 0,
(
ϕW,cm
)
m∈N0
is a basis of L2(W ).
The singular vectors
(
g
W[−1,1],c
m
)
m∈N0
are the Prolate Spheroidal Wave Functions (hereafter
PSWF, see, e.g., [44]). They can be extended as entire functions in L2(R) and form a complete
orthogonal system of PW (c) for which we use the same notation. They are useful to carry
interpolation and extrapolation (see, e.g., [40]) with Hilbertian techniques. In this paper, for
all t 6= 0, F1st [fα,β] (t, ·) plays the role of the Fourier transform in the definition of PW (c).
The weight cosh(·/R) allows for larger classes than PW (c) and noncompact Sβ. This is useful
even if Sβ is compact when the researcher does not know a superset containing Sβ. The useful
results on the corresponding SVD and a numerical algorithm to compute it are given in [22].
3.2. Sets of smooth and integrable functions. Define, for all (φ(t))t≥0 and (ωm)m∈N0
increasing, φ(0) = ω0 = 1, l,M > 0, q ∈ {1,∞}, t ∈ R, m ∈ Np0, k ∈ N0, and c(t) := tx0,
Hq,φ,ωw,W (l,M) :=
f : ∑
k∈N0
∫
R
φ2(|t|)θ2q,k(t)dt
∨∑
k∈N0
ω2k‖θq,k‖2L2(R) ≤ 2pil2, ‖f‖L2(w⊗W⊗p) ≤M

and Hq,φ,ωw,W (l) when we replace ‖f‖L2(w⊗W⊗p) ≤M by ‖f‖L2(w⊗W⊗p) <∞, where
bm(t) :=
〈
F1st [f ] (t, ·), ϕW,c(t)m
〉
L2(W⊗p)
, θq,k(t) :=
 ∑
m∈Np0: |m|q=k
|bm(t)|2
1/2 .(6)
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The first inequality in the definition of Hq,φ,ωw,W (l,M) defines the notion of smoothness for func-
tions in L2
(
1⊗W⊗p) analyzed in this paper. It involves a maximum of two terms, thus two
inequalities: the first corresponds to smoothness in the first variable and the second to smooth-
ness in the other variables. The additional inequality imposes integrability in the first variable.
The asymmetry in the treatment of the first and remaining variables is due to the fact that, in
the statistical problem, only the random slopes are multiplied by regressors which have limited
variation and we make integrability assumptions in the first variable which are as mild as possi-
ble. The use of the Fourier transform to express smoothness in the first variable is classical. For
the remaining variables, we choose a framework that allows for both functions with compact
and noncompact support and work with the bases
(
ϕ
W,c(t)
m
)
m∈Np0
for t 6= 0. For functions with
compact support, it is possible to use Fourier series and we make a comparison in Section B.4.
The use of different bases for different values of t is motivated by (5). Though the spaces are
chosen for mathematical convenience, we analyze all types of smoothness. The smoothness be-
ing unknown anyway, we provide an adaptive estimator. We analyze two values of q and show
that the choice of the `q norm matters for the rates of convergence for supersmooth functions.
Remark 1. The next model is related to (1) under Assumption 1 when fX is known:
(7) dZ(t) = K [f ] (t, ·)dt+ σ√
n
dG(t), t ∈ R,
where f plays the role of fα,β, σ > 0 is known, and (G(t))t∈R is a complex two-sided cylindrical
Gaussian process on L2([−1, 1]p). This means, for Φ Hilbert-Schmidt from L2([−1, 1]p) to a
separable Hilbert space H, (ΦG(t))t∈R is a Gaussian process in H of covariance ΦΦ∗ (see [17]).
Taking ΦG(t) =
∑
m∈Np0 Φ
[
g
W,c(t)
m
]
Bm(t), where Bm(t) = B
R
m(t) + iB
I
m(t), (B
R
m(t))t∈R and(
BIm(t)
)
t∈R are independent two-sided Brownian motions, the system of independent equations
(8) Zm(t) :=
∫ t
0
σ
W,c(s)
m bm(s)ds+
σ√
n
Bm(t), t ∈ R,
where, Zm(t) :=
〈
Z(t), g
W,c(t)
m
〉
L2([−1,1]p)
and m ∈ Np0, is equivalent to (7). Because σW,c(s)m is
small when |m|q is large or s is small (see Lemma B.4), the estimator of Section 4.1 truncates
large values of |m|q and does not rely on small values of |s| but uses interpolation.
Remark 2. [32] considers a Gaussian sequence model corresponding to (7), K is the Radon
transform, p = 1, G is a two-sided cylindrical Wiener process, and L2 (w ⊗W ) is a weighted
L2 space of functions with support in the unit disk of R2 for which K has a SVD with a known
rate of decay of the singular values.
3.3. Interpolation. Define, for all a,  > 0, the operator
Ia, [f ] :=
∑
m∈N0
ρ
W[−1,1],a
m(
1− ρW[−1,1],am
)

〈
f, C1/
[
g
W[−1,1],a
m
]〉
L2(R\(−,))
C1/
[
g
W[−1,1],a
m
]
(9)
on L2(R) with domain PW (a). For all f ∈ L2(R), Ia, [f ] is a distribution.
7Proposition 3. For all a,  > 0, we have Ia,
(
L2(R)
) ⊆ L2([−, ]) and, for all g ∈ PW (a),
Ia,[g] = g in L2(R) and, for C(a, ) = 4a/
(
pi
(
1− ρW[−1,1],a0
)2)
and all f, h ∈ L2(R),∥∥f − Ia, [h]∥∥2L2([−,]) ≤ 2(1 + C(a, ))∥∥f − Pa[f ]∥∥2L2(R) + 2C(a, ) ‖f − h‖2L2(R\(−,)) .(10)
If f ∈ PW (a), Ia,[f ] only relies on f1l{R \ (−, )} and Ia,[f ] = f on R \ (−, ), so (9)
provides an analytic formula to carry interpolation on [−, ] of functions in PW (a). Else, (10)
provides an upper bound on the error made by approximating f by Ia, [h] on [−, ] when h
approximates f outside [−, ]. We use interpolation when the variance of an initial estimator
f̂0 of f is large due to its values near 0 but
∥∥∥f − f̂0∥∥∥2
L2(R\(−,))
is small and work with
∀t ∈ R, f̂(t) = f̂0(t)1l{|t| ≥ }+ Ia,
[
f̂0
]
(t)1l{|t| < },
in which case, (10) yields
(11)
∥∥∥f − f̂∥∥∥2
L2(R)
≤ (1 + 2C(a, ))
∥∥∥f − f̂0∥∥∥2
L2(R\(−,))
+ 2(1 + C(a, ))
∥∥f − Pa[f ]∥∥2L2(R) .
When supp (F [f ]) is compact, a is taken such that supp (F [f ]) ⊆ [−a, a]. Else, a goes to infinity
so the second term in (11) goes to 0.  is taken such that a is constant because, due to (3.87)
in [44], lima→∞C(a, ) = ∞ and (10) and (11) become useless. Then C(a, ) is constant and
we set C = 2 (1 + C(a, )). When a = 1, we get ρ
W[−1,1],a
0 ≈ 0.3019 and C ≈ 7.2279.
3.4. Risk. The risk of an estimator f̂α,β is the mean integrated squared error (MISE)
RWn0
(
f̂α,β, fα,β
)
:= E
[∥∥∥f̂α,β − fα,β∥∥∥2
L2(1⊗W⊗p)
∣∣∣∣Gn0] .
When W = W[−R,R] and supp
(
f̂α,β
)
⊆ R× [−R,R]p, it is E
[∥∥∥f̂α,β − fα,β∥∥∥2
L2(Rp+1)
∣∣∣∣Gn0], else,
(12) E
[∥∥∥f̂α,β − fα,β∥∥∥2
L2(Rp+1)
∣∣∣∣Gn0] ≤ ∥∥W−1∥∥pL∞(R)RWn0 (f̂α,β, fα,β) .
We consider a risk conditional on Gn0 for simplicity of the treatment of the random regressors
with unknown law. We adopt the minimax approach and consider the supremum risk. The
lower bounds involve a function r (for rate) and take the form
(13) ∃ν > 0 : limn→∞ inf
f̂α,β
sup
fα,β∈Hq,φ,ωw,W (l)∩D
E
[∥∥∥f̂α,β − fα,β∥∥∥2
L2(Rp+1)
]
≥ νr(n).
When we replace fα,β by f , f̂α,β by f̂ , and consider model (8), we refer to (13’); when we
also replace Hq,φ,ωw,W (l) by Hq,φ,ωw,W (l) ∩ SU , we refer to (13”), where SU is the set of functions in
Hq,φ,ωw,W (l) such that t 7→ F1st [f ] (t, ·) is not arbitrarily concentrated close to 0: for all m ∈ Np0,
sup{|x|, x ∈ supp (bm)} ≥ U .
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4. Estimation
The sets of densities in the supremum risk and of estimators in this section depend on
q ∈ {1,∞}. The rates of convergence depend on q via kq := 1 + (p− 1)1l{q =∞}.
4.1. Estimator considered. For all q ∈ {1,∞}, 0 <  < 1 < T and N : R → N0 such that
N(t) = N() for t ∈ [−, ] and N(t) = N(T ) for |t| > T , a regularized inverse is obtained by:
(S.1) for all t 6= 0, obtain a preliminary approximation of F1(t, ·) := F1st [fα,β] (t, ·)
F q,N,T,01 (t, ·) := 1l{|t| ≤ T}
∑
|m|q≤N(t)
cm(t)
σW,tx0m
ϕW,tx0m , cm(t) :=
〈F [fY |X=x0·] (t), gW,tx0m 〉L2([−1,1]p),
(S.2) for all t ∈ [−, ], F q,N,T,1 (t, ·) := F q,N,T,01 (t, ·)1l{|t| ≥ }+Ia,
[
F q,N,T,01 (?, ·)
]
(t)1l{|t| < },
(S.3) f q,N,T,α,β (·1, ·2) := FI1st
[
F q,N,T,1 (?, ·2)
]
(·1).
To deal with the statistical problem, we carry (S.1)-(S.3) replacing cm by the estimator
(14) ĉm(t) :=
1
n
n∑
j=1
eitYj
xp0f̂
δ
X|X (Xj)
gW,tx0m
(
Xj
x0
)
1l {Xj ∈ X} ,
where f̂ δX|X (Xj) := f̂X|X (Xj) ∨
√
δ(n0) and δ(n0) is a trimming factor converging to zero
with n0. This yields the estimators F̂
q,N,T,0
1 , F̂
q,N,T,
1 , and f̂
q,N,T,
α,β . We use
(
f̂ q,N,T,α,β
)
+
as a
final estimator of fα,β which always has a smaller risk than f̂
q,N,T,
α,β (see [25, 48]). We use
ne = n ∧ (δ(n0)/v(n0, E)) for the sample size required for an ideal estimator where fX|X is
known to achieve the rate of the plug-in estimator. The upper bounds below take the form
(15)
1
r(ne)
sup
fα,β∈Hq,φ,ωw,W (l,M)∩D, fX|X∈E
RWn0
(
f̂ q,N,T,α,β , fα,β
)
= Op(1).
When we use instead the restriction fα,β ∈ Hq,φ,ωw,W (l) ∩ D, we refer to (15’).
4.2. Logarithmic rates when ω is a power. The first result below involves, for all t, u > 0
and R, x0 > 0, the inverse Qt,u of x ∈ (0,∞) 7→ x ln(1 ∨ (7e(2x + 1)/(2Rx0t))) + u ln(2x + 1)
which is such that, for all x, u ∈ (0,∞), t ∈ (0,∞) 7→ Qt,u(x) is increasing.
Theorem 1. Let q ∈ {1,∞}, φ = 1 ∨ |·|s, (ωk)k∈N0 = (kσ)k∈N0 , w = 1 ∨ |·|, l,M, s,R > 0, σ >
1/2, N(t) =
⌈
N(t)
⌉
for  ≤ |t| ≤ T , and a = 1/. (15) holds with r(ne) = (ln (ne) / ln2 (ne))−2σ
in the following cases
(T1.1) W = W[−R,R], Sβ ⊆ [−R,R]p, T = n1/(2(p+1))e ,  = (ln (ne) / ln2 (ne))−2σ, and N(t) =
Q|t|,(2σ+p)/4 (ln(ne)/(8kq)),
(T1.2) W = cosh(·/R), T = n1/(2(p+1+kq−1l{q=∞}))e ,  = ln(ne)−2σ, and
N(t) =
ln(ne)
2
 1l
{
|t| > pi4Rx0
}
2σ + p− kq + pikq (2+p1l{q=1})2Rx0|t|
+
1l
{
|t| ≤ pi4Rx0
}
2σ + p− kq + 2kq ln(7e2/(4Rx0 |t|))
 .
9Theorem 2. Let q ∈ {1,∞}, φ = 1∨|·|s, (ωk)k∈N0 = (kσ)k∈N0 , w = 1∨|·|, and 0 < l, s,R <∞.
(T2.1) Let W = W[−R,R], σ > 2 + kq/2, assume that fX is known, SX = X , and ‖fX‖L∞(X ) <
∞, (13) holds with r(n) = (ln(n)/ ln2(n))−2σ.
(T2.2) In model (8) withW = cosh(·/R) and σ > 1/2, (13’) holds with r(n) = (ln (n/ ln(n)))−2σ.
Theorem 2 shows the rate in (T1.1) is optimal when fX is known and SX = X . It is the same
rate as in [41] for deconvolution with a known characteristic function of the noise on a bounded
interval when the density of the signal has compact support, though for different smoothness.
The rate in (T1.2) is for when Sβ can be noncompact but
∫ ∫
fα,β(a, b)
2w(a)W⊗p(b)dadb <∞.
Similarly, the discussion after Theorem 2 in [41] considers densities with non compact support
but with a pointwise bound outside [−1, 1]. By (12) and (T2.2), we obtain a lower bound on
RWn0
(
f̂α,β, fα,β
)
for densities with unbounded support. The rates in Theorem 1 are independent
of p as common for severely ill-posed problems (see [14, 22]).
4.3. Polynomial and nearly parametric rates when ω is exponential. Here Qt,u is the
inverse of the increasing function x ∈ (0,∞) 7→ x ln (1 ∨ (7e(x+ 1)/(2Rx0t))) + ux ln(x+ 1).
Theorem 3. Let q ∈ {1,∞} and s, κ, γ, l,M,R, a > 0, r, ρ ≥ 1.
(T3.1) When W = W[−R,R], Sβ ⊆ [−R,R]p, φ(·) = 1 ∨ |·|s, (ωk)k∈N0 =
(
eκ(k ln(1+k))
r
)
k∈N0
,
κ > kq, N(t) =
⌊
N(t)
⌋
for  ≤ |t| ≤ T , N(t) = Q|t|,κ/kq(ln (ne) /(2kq)), and T =
7eeκN() ln(N()+1)/s/(2Rx0), we have
(T3.1.1) for r = ρ = 1, w = eγ(|·| ln(1∨|·|))
ρ
, γ > 1/(4kq), s > κ/(2kq), a = 7e/(2Rx0),
and  = 7e ln2(n)/(2 ln(n)Rx0), (15) holds with r(ne) = n
−κ/(κ+2kq)
e ln(ne)
2κ+2p+2
(T3.1.2) for r = 1, w = W[−a,a], Sα ⊆ [−a, a], s > κ/kq, and  = 7e/(2Rx0), (15’) holds
with r(ne) = n
−κ/(κ+kq)
e ln(ne)
2κ+2p+2.
(T3.2) When W = W[−R,R], Sβ ⊆ [−R,R]p, for r > 1, (ωk)k∈N0 =
(
eκ(k ln(1+k))
r
)
k∈N0
, w =
eγ(|·| ln(1∨|·|))
ρ
, ρ ≥ r, γ > κ, φ(·) = eν|·|, a = 1/, ν > 0 large enough (to satisfy (B.69)),
N(t) =
⌈
N
⌉
for  ≤ |t| ≤ T ,  = 7e/ (2Rx0 (1 +N)), T = exp (2N ln (1 +N)),
N = Q∞,1
( 1
2κ
(
ln (ne)−
k∑
i=0
di ln (ne)
(i+1)/r−i
))1/r ,
where k/(k + 1) ≤ 1/r ≤ (k + 1)/(k + 2), d0 = 4/(2κ)1/r and (di)ki=1 are such that
di :=
4(−1)k
(2κ)1/r
i∑
j=1
(1/r) . . . (1/r − j + 1)
j!
∑
p1+···+pj=i
dp1−1 . . . dpj−1,
and ϕ (·) = exp
(∑k
i=0 di ln (·)(i+1)/r−i
)
/ ln(·)4p/r, (15) holds with r(ne) = (ϕ (ne)ne)−1.
(T3.3) When W = cosh(·/R), φ(·) = 1∨|·|s, (ωk)k∈N0 = (eκk)k∈N0 , κ > kq(pi(s/(p+1)+1)/4−1)
and Rx0 > piκ/(2(p+ 1)), w = W[−a,a], Sα ⊆ [−a, a],  = pi/(4Rx0), N(t) =
⌊
N(t)
⌋
for
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 ≤ |t| ≤ T , N(t) = ln (ne) /(2κ+ pikq/(2Rx0 |t|)), and T = eκN()/s/(Rx0), (15’) holds
with r(ne) = n
−κ/(κ+kq)
e ln(ne)
2p+2−p1l{q=∞}.
In (T3.3), we relax the assumption that Sβ is compact maintained in (T3.1). The results of
Theorem 3 are related to those for “2exp-severely ill-posed problems” (see [13] and [47] which
obtains the same polynomial rates up to logarithmic factor as in (T3.1.2) when 1/v(n0, E) ≥ n
and p = 1). When 1/v(n0, E) ≥ n, the rate in (T3.1.2) matches the lower bound in model (8).
Theorem 4. Let q ∈ {1,∞} and consider model (8) with φ(·) = 1 ∨ |·|s, w(·) = 1 ∨ |·|,
s, κ, l, R > 0. (13”) holds with r(n) = n−κ/(κ+kq) when either
(T4.1) W = W[−R,R], U ≥ 4/(eRx0), and (ωk)k∈N0 =
(
eκk ln(1+k)
)
k∈N0 ,
(T4.2) W = cosh(·/R), U ≥ 2/(eRx0), and (ωk)k∈N0 =
(
eκk
)
k∈N0 .
4.4. Data-driven estimator. We use a variant of the Goldenshluger-Lepski method (see
[28]) proposed by [39]. Let , ζ0 > 0, Kmax := bζ0 log(n)/ log(2)c, Tmax := 2Kmax , Tn :={
2k : k = 1, . . . ,Kmax
}
, and, for N ∈ NR0 , T ∈ N0, t 6= 0, and q ∈ {1,∞},
B1 (t,N) := max
N≤N ′≤NWmax,q(t)
 ∑
N≤|m|q≤N ′
( |ĉm(t)|
σW,tx0m
)2
− Σ (t,N ′)

+
,
B2 (T,N) := max
T ′∈Tn,T ′≥T
∫
T≤|t|≤T ′
∑
|m|q≤N(t)
( |ĉm(t)|
σW,tx0m
)2
− Σ (t,N(t)) dt

+
,
Σ(t,N) :=
52(1 + 2((2 log(n)) ∨ 3))cX
3n
( |t|x0
2pi
)p
νWq (N, tx0);
(N.1) when W = cosh(·/R),
νWq (N, t) =
(N + p− 1)p−1
(p− 1)!
2p+1eR |t|
pi
exp
(
pi(N + p)
2R |t|
)
1l
{
|t| > pi
4R
}
1l{q = 1}
+
(
4eR |t|
pi
)p
exp
(
pip(N + 1)
2R |t|
)
1l
{
|t| > pi
4R
}
1l{q =∞}
+
(epi
2
)2p
2kq exp
(
2kq ln
(
7e2
4R|t|
)
N
)
1l
{
|t| ≤ pi
4R
}
,
NWmax,q(t) =
⌊
2R |t| ln(n)
pikq
− p
⌋
1l
{
|t| > pi
4R
}
+
⌊
ln(n)
2kq ln (7e2/(4R|t|))
⌋
1l
{
|t| ≤ pi
4R
}
;
(N.2) when W = W[−R,R] and W is the inverse of x ∈ [0,∞) 7→ xex,
νWq (N, t) = (N + 1)
kq
[
(N + p− 1)p−11l{q = 1}
(p− 1)! + 2
p1l{q =∞}
](
1
∨ 7e(N + 1)
2R |t|
)2Nkq
,
NWmax,q(t) =
⌊
ln(n)
2kq
(
1 ∨W
(
7e
R |t|
ln(n)
4kq
))−1⌋
.
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N̂ and T̂ are defined, using c1 ≥ 211/208 (c1 > 1 to handle the estimation of fX|X ), as
∀t ∈ R \ (−, ), N̂(t) ∈ argmin
0≤N≤NWmax,q(t)
(B1(t,N) + c1Σ(t,N)) ,(16)
T̂ ∈ argmin
T∈Tn
(
B2
(
T, N̂
)
+
∫
≤|t|≤T
Σ
(
t, N̂(t)
)
dt
)
.(17)
Let us present the heuristic when f̂ δX|X = fX|X (hence we simply write RW ). Denote by
N ∨N ′ : t 7→ N(t) ∨N ′(t). The Plancherel identity, (11), and Lemma B.1 yield
2pi
C
RW
(
f̂ q,N,T,α,β , fα,β
)
≤
∫
R\(−,)
E
[∥∥∥F̂ q,N,T,01 (t, ·)−F1st [fα,β] (t, ·)∥∥∥2
L2(W⊗p)
]
dt+
2piM2
w(a)
.
By (A.24), the first term on the right-hand side can be written as∫
R\(−,)
∥∥∥(F q,N,T,01 −F1st [fα,β]) (t, ·)∥∥∥2
L2(W⊗p)
+ E
[∥∥∥(F̂ q,N,T,01 − F q,N,T,01 ) (t, ·)∥∥∥2
L2(W⊗p)
]
dt
≤
∫
R\(−,)
(
sup
N ′
∥∥∥(F q,N∨N ′,T,01 − F q,N,T,01 ) (t, ·)∥∥∥2
L2(W⊗p)
+ Σ(t,N)1l{|t| ≤ T}
)
dt.
(18)
Proposition 2 yields
B1(t,N) = max
N≤N ′≤NWmax,q(t)
(∥∥∥(F̂ q,N∨N ′,T,01 − F̂ q,N,T,01 ) (t, ·)∥∥∥2
L2(W⊗p)
− Σ (t,N ′))
+
,
which, by concentration of measure, on an event of probability close to 1, is close to
(19) max
N≤N ′≤NWmax,q(t)
(
E
[∥∥∥(F̂ q,N∨N ′,T,01 − F̂ q,N,T,01 ) (t, ·)∥∥∥2
L2(W⊗p)
]
− Σ (t,N ′))
+
.
By E
[
|ĉm(t)|2 − |cm(t)|2
]
= E
[
|ĉm(t)− cm(t)|2
]
(see Lemma A.2) we can rewrite the expec-
tation so that the term in parentheses in (19) becomes
∥∥∥(F q,N∨N ′,T,01 − F q,N,T,01 ) (t, ·)∥∥∥2
L2(W⊗p)
+
∑
N≤|m|q≤N∨N ′
E
[
|ĉm(t)− cm(t)|2
]
(
σW,tx0m
)2 − Σ (t,N ′)
and, by (A.23)-(A.24), is less than
∥∥∥(F q,N∨N ′,T,01 − F q,N,T,01 ) (t, ·)∥∥∥2
L2(W⊗p)
. Hence (16) amounts
to minimizing an estimator of the integrand in (18). Similarly, (17) amounts to minimizing an
estimator of (18). Indeed, on an event of probability close to 1, B2(T,N) is close to
(20) max
T ′∈Tn,T ′≥T
(∫
T≤|t|≤T ′
E
[∥∥∥(F̂ q,N,T∨T ′,01 − F̂ q,N,T,01 ) (t, ·)∥∥∥2
L2(W⊗p)
]
− Σ (t,N(t)) dt
)
+
,
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the term in parentheses in (20) is equal to∫
T≤|t|≤T ′
∥∥∥(F q,N,T∨T ′,01 − F q,N,T,01 ) (t, ·)∥∥∥2
L2(W⊗p)
+
∑
|m|q≤N
E
[
|ĉm(t)− cm(t)|2
]
(
σW,tx0m
)2 − Σ(t,N(t))dt
and, by (A.23)-(A.24), is less than
∫
R\(−,)
∥∥∥(F q,N,T∨T ′,01 − F q,N,T,01 ) (t, ·)∥∥∥2
L2(W⊗p)
dt.
The upper bounds take the form
1
r(n)
sup
fα,β∈Hq,φ,ωw,W (l,M)∩D, fX|X∈E
RWn0
(
f̂ q,N̂ ,T̂ ,α,β , fα,β
)
= Op
v(n0,E)/δ(n0)≤n−(2+ζ), ne≥e
(1),(21)
and we refer to (21’) when we use instead the restriction fα,β ∈ Hq,φ,ωw,W (l) ∩ D.
Theorem 5. Take 0 < l,M, s,R, a <∞, H ∈ N, q ∈ {1,∞}, ζ > 1/12, φ(·) = 1 ∨ |·|s.
(T5.1) When (ωk)k∈N0 = (kσ)k∈N0 , σ > p/2, for all σ0 such that σ0 > σ, s > 1, w(·) = 1 ∨ |·|,
and  = (ln2 (n) / ln (n))
−2σ0 , (21) holds with r(n) = (ln (n) / ln2 (n))−2σ when either
(T5.1.1) W = W[−R,R], Sβ ⊆ [−R,R]p, and ζ0 = 1/(6p),
(T5.1.2) W = cosh(·/R),  = (ln2 (n))−2σ0 , and ζ0 = 1/(10p).
(T5.2) When W = W[−R,R], Sβ ⊆ [−R,R]p, (ωk)k∈N0 = (eκk ln(1+k))k∈N0 , w = W[−a,a], Sα ⊆
[−a, a],  = 7e/(2Rx0), κ > kq, s > 3p, and ζ0 = 1/(6p), (21’) holds with r(n) =
n−κ/(κ+kq) ln(n)2κ+2p+3.
(T5.3) When W = cosh(·/R), (ωk)k∈N0 = (eκk)k∈N0 , κ > kq(pi(s/(p + 1) + 1)/4 − 1), Rx0 >
piκ/(2(p + 1)), w = W[−a,a], Sα ⊆ [−a, a],  = pi/(4Rx0), s > 5pκ/(κ + kq), and
ζ0 = 1/(10p), (21’) holds with r(n) = n
−κ/(κ+kq) ln(n)2p+3−p1l{q=∞}.
The results in Theorem 5 are for v(n0, E)/δ(n0) ≤ n−(2+ζ) with ζ > 1/12, in which case
ne = n. Theorem 2 and (T5.1) (a) show that f̂
q,N̂ ,T̂ ,
α,β is adaptive. The rate in (T5.2) matches,
up to a logarithmic factor, the lower bound in Theorem 4 (1) for model (8). For the other
cases, the risk is different for the lower bounds and the upper bounds in Theorem 5, but using
(12) we obtain the same rate up to logarithmic factors for the risk involving the weight W .
5. Simulations
Let p = 1, q = ∞, and (α, β)> = ξ1D + ξ2(1 −D) with P(D = 1) = P(D = 0) = 0.5. The
law of X is a truncated normal based on a normal of mean 0 and variance 2.5 and truncated
to X with x0 = 1.5. The laws of ξ1 and ξ2 are either: (Case 1) truncated normals based on
normals with means µ1 =
( −2
3
)
and µ2 =
(
3
0
)
, same covariance
(
2 1
1 2
)
, and truncated
to [−6, 6]p+1 or (Case 2) not truncated. Table 1 compares E
[∥∥∥f̂∞,N̂ ,T̂ ,α,β − fα,β∥∥∥2
L2([−7.5,7.5]2)
]
and the risk of the oracle min
T∈Tn,N∈Nn,H
E
[∥∥∥f̂∞,N,T,α,β − fα,β∥∥∥2
L2([−7.5,7.5]2)
]
for cases 1 and 2. The
Monte-Carlo use 1000 simulations. Figure 1 (resp. Figure 2) displays summaries of the law
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(a) True density (b) Mean of estimates
(c) 97.5% quantile of estimates (d) 2.5% quantile of estimates
Figure 1. Case 1, W = W[−7.5,7.5]
W = W[−7.5,7.5], Case 1 W = cosh (·/7.5), Case 2
n = 300 n = 500 n = 1000 n = 300 n = 500 n = 1000
MISE (data-driven) 0.092 0.086 0.083 0.089 0.087 0.085
MISE (oracle) 0.091 0.086 0.082 0.088 0.087 0.085
Table 1. Risk
of the estimator for W = W[−7.5,7.5] (resp. W = cosh(·/7.5)) in Case 1 (resp. Case 2) and
n = 1000. f̂X|X∈X is obtained with the same data. The estimator requires the SVD of Fc.
By Proposition B.1, we have g
W (·/R),c
m = g
W,Rc
m for all m ∈ N0. When W = W[−1,1], the first
coefficients of the decomposition on the Legendre polynomials are obtained by solving for the
eigenvectors of two tridiagonal symmetric Toeplitz matrices (see Section 2.6 in [44]). When
W = cosh, we refer to Section 7 in [22]. We use F∗c
(
gW,Rcm
)
= σW,Rcm ϕ
W,Rc
m and that ϕ
W,Rc
m has
norm 1 to get the rest of the SVD. The Fourier inverse is obtained by fast Fourier transform.
APPENDIX - PROOFS
R and I denote the real and imaginary parts. We denote, for all m ∈ N0, by ψcm the function
g
W[−1,1],c
m and µcm = i
mσ
W[−1,1],c
m . Because ψcm = Fc(Ext[ψcm])/µcm in L2([−1, 1]), ψcm can be
extended as an entire function which we denote with the same notation. Using the injectivity
of Fc (see the proof of Proposition 1), we have ϕW[−1,1],cm = i−mExt[ψcm]. We make use of
(A.1) sup
t≥1
ln(t)a
tb
=
( a
eb
)a
, a, b > 0.
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(a) True density (b) Mean of estimates
(c) 97.5% quantile of estimates (d) 2.5% quantile of estimates
Figure 2. Case 2, W = cosh (·/7.5)
All expectations are conditional on Gn0 when fX|X is unknown and we rely on Gn0 to estimate
it. We remove the conditioning in the notations for simplicity.
A.1. Proofs of Proposition 1, 2 and 3.
Proof of Proposition 1. The first assertion comes from the fact that W is nondecreasing on
[0,∞) and W (0) > 0. For the rest, we use that, for every h ∈ L2(W⊗p), if we do not restrict
the argument in the definition of Fc[h] to [−1, 1]p, Fc[h] can be defined as a function in L2(Rp).
In what follows, for simplicity, we use Fc[h] for both the function in L2([−1, 1]p) and in L2(Rp).
Let us now show that, for all c 6= 0, Fc defined in (3) is injective. Take h ∈ L2 (W⊗p) ⊆ L2(Rp)
such that Fc[h] = 0 in L2 ([−1, 1]p). When W−1 vanishes at one point, h is compactly sup-
ported, thus, by the Paley-Wiener theorem its Fourier transform can be extended as an entire
function which restriction to Rp belongs to L2 (Rp). Because the Fourier transform vanishes
on a subset with nonempty interior, then F [h] = 0 on Rp, thus h = 0 in L2 (Rp). Now, con-
sider the case where W−1(x) > 0 for all x ∈ R. Fc[h] belongs to C∞(Rp) by the Lebesgue
dominated convergence theorem because, for all (k,u) ∈ Np0 × Rp,
∫
Rp
∣∣∣c|k|1bkeicbTuh(b)∣∣∣ db ≤
c|k|1 ‖h‖L2(W⊗p)
∏p
j=1Mkj and, for all (k,u) ∈ Np0×Rp,
∣∣Fc[h](k)(u)∣∣ ≤ c|k|1 ‖h‖L2(W⊗p)∏pj=1Mkj .
Theorem B.1 in [18] and the fact that, by the Cauchy-Schwarz inequality, for all j ∈ {1, . . . , p},
k ∈ Np0, Mkj ≤Mkj−1Mkj+1 yield that Fc[h] is zero on Rp. Thus, F [h] and h are zero a.e.
We now show that K is injective. Take f ∈ L2 (w ⊗W⊗p) such that K[f ] = 0. By the Plancherel
identity and the fact that w ≥ 1, we have∫
Rp+1
|F1st [f ] (t, b)|2W⊗p(b)dtdb ≤ 2pi
∫
Rp+1
|f(a, b)|2w(a)W⊗p(b)dadb <∞
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thus, there exists Ω1 ⊆ R of Lebesgue measure 1, such that, for all t ∈ Ω1, b 7→ F1st [f ] (t, b) ∈
L2 (W⊗p). Hence, by the above, for all t ∈ Ω1 and c ∈ R, u 7→ Fc [F1st [f ] (t, ·)] (u) is con-
tinuous. Also, because ‖K[f ]‖L2(R×[−1,1]p) = 0, there exists Ω2 ⊆ R of Lebesgue measure 1,
such that, for all t ∈ Ω2, ‖K[f ](t, ·)‖L2([−1,1]p) = 0. As a result, using (5), we have , for all
(t,u) ∈ Ω1∩Ω2× [−1, 1]p, K[f ](t,u) = 0. Using again (5) and the injectivity of Fc for all c 6= 0,
we obtain that for all t ∈ (Ω1 ∩ Ω2) \ {0}, F1st [f ] (t, ·) = 0 in L2 (W⊗p), thus F1st [f ] (?, ·) = 0
in L2 (1⊗W⊗p) and f = 0 in L2 (1⊗W⊗p), hence in L2 (w ⊗W⊗p).
We show that K is continuous at 0. Let f ∈ L2 (w ⊗W⊗p). By the change of variables, the
Plancherel identity, and the lower bounds on the weights, we have
‖K[f ]‖2L2(R×[−1,1]p) ≤
∫
Rp+1
|F [f ](t,v)|2 (t,v)dtdv ≤
(
2pi
W (0)
)p
‖f‖2L2(w⊗W⊗p) .
Let w = 1. We exhibit a bounded sequence (fk)k∈N0 in L
2(1 ⊗ W⊗p) for which there does
not exist a convergent subsequence of (K [fk])k∈N0 . Take v0 such that supp(v0) ⊂ [1, 2],
‖v0‖L2(R) = 1 and, for all k ∈ N0 and (a, b>)> ∈ Rp+1, vk(·) = 2−k/2v0(2−k·) and fk(a, b) =
FI
[
vk(·)ϕW,x0·0 (b)
]
(a). (fk)k∈N0 is bounded by the Plancherel identity and
‖fk‖2L2(1⊗W⊗p) =
1
2pi
∫
R
vk(t)
2
∫
Rp
∣∣∣ϕW,tx00 (b)∣∣∣2W⊗p(b)dtdb ≤ 12pi .
Using K [fk] (·, ∗) = σW,x0·0 vk(·)gW,x0·0 (∗) |x0·|p/2 and c ∈ (0,∞) 7→ ρW,c0 is nondecreasing (by
Lemma 1 in [22] which holds for all W which satisfy (H1.2)), and
‖K [fj ]−K [fk]‖2L2(R×[−1,1]p) ≥ ρW,2
jx0
0 (2pi)
p
∫
R
(
vj(t)
2 + vk(t)
2
)
dt ≥ 2(2pi)pρW,x00 > 0.
for all j ∈ N0, ‖vj‖L2(R) = 1, we obtain, for all (j, k) ∈ N20, j < k, so K is not compact. 
Proof of Proposition 2. This holds by Theorem 15.16 in [37] and the injectivity of Fc. 
Proof of Proposition 3. Take f ∈ L2(R) and start by showing that Ia,[f ] ∈ L2([−, ]).
The terms 1 − ρW[−1,1],am in the denominator of (9) are nonzero because
(
ρ
W[−1,1],a
m
)
m∈N0
is
nonincreasing and ρ
W[−1,1],a
0 < 1 (see (3.49) in [44]). Using that
(
g
W[−1,1],a
m (·/) /√
)
m∈N0
is a basis of L2([−, ]), that
(
ρ
W[−1,1],a
m
)
m∈N0
is nonincreasing, and the Cauchy-Schwarz in-
equality for the first display, using that
∑
m∈N0 ρ
W[−1,1],a
m = 2a/pi (see (3.55) in [44]) and∥∥∥gW[−1,1],am ∥∥∥2
L2(R)
= 1/ρ
W[−1,1],a
m (see (3) in [8]) for the second inequality, we obtain
∑
m∈N0
 ρW[−1,1],am(
1− ρW[−1,1],am
)

2 ∣∣∣∣〈f, gW[−1,1],am (?)〉L2(R\[−,])
∣∣∣∣2 ∥∥∥gW[−1,1],am ( ·)∥∥∥2L2([−,])
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≤
‖f‖2L2(R\[−,])(
1− ρW[−1,1],a0
)2 ∑
m∈N0
(
ρ
W[−1,1],a
m
)2 ∥∥∥gW[−1,1],am ∥∥∥2
L2(R)
≤
2a ‖f‖2L2(R\[−,])
pi
(
1− ρW[−1,1],a0
)2 .(A.2)
Let us now show the second statement. Take  > 0 and g ∈ PW (a). Let (αm)m∈N be the
sequence of coefficients of g(·) ∈ PW (a) on the complete orthogonal system
(
g
W[−1,1],a
m
)
m∈N0
.
Because
(
g
W[−1,1],a
m
)
m∈N0
is a basis of L2([−1, 1]), we have ∑m∈N0 αmgW[−1,1],am = g(·)1l{|·| ≥
1}+∑m∈N0 αmgW[−1,1],am 1l{|·| ≤ 1}. We identify the coefficients by taking the Hermitian product
in L2(R) with gW[−1,1],am and obtain Ia,[g] = g in L2(R) and, for all f, h ∈ L2(R),∥∥f − Ia, [h]∥∥2L2([−,]) ≤ 2(∥∥f − Pa[f ]∥∥2L2([−,]) + ∥∥Ia, [Pa [f ]− h]∥∥2L2([−,])) .(A.3)
Replacing f by Pa [f ]− h in (A.2) yields
(A.4)
∥∥Ia, [Pa [f ]− h]∥∥2L2([−,]) ≤ C(a, )2 ∥∥Pa [f ]− h∥∥2L2(R\[−,]) .
Using (A.3) and (A.4) for the first display, Pa [f ]− h =
(Pa[f ]− f)+ (f − h) and the Jensen
inequality for the second display, we obtain∥∥f − Ia, [h]∥∥2L2([−,]) ≤ 2 ∥∥f − Pa[f ]∥∥2L2([−,]) + C(a, ) ∥∥Pa[f ]− h∥∥2L2(R\[−,])
≤ 2(1 + C(a, ))∥∥f − Pa[f ]∥∥2L2(R) + 2C(a, ) ‖f − h‖2L2(R\[−,]) . 
A.2. Lower bounds. We denote by Pj,n the law of the data implied by fj,n and use
inf
f̂
sup
f∈H
E
[∥∥∥f̂ − f∥∥∥2
L2(Rp+1)
]
≥ inf
f̂
max
fj,n∈H, j∈{1,2}
E
[∥∥∥f̂ − fj,n∥∥∥2
L2(Rp+1)
]
and the next lemma (see Theorem 2.2, (2.5), and (2.9) in [48]).
Lemma A.1. If there exists ξ <
√
2 such that
(i) ∀j ∈ {1, 2}, fj,n ∈ H,
(ii) ‖f1,n − f2,n‖2L2(Rp+1) ≥ 4h2n > 0,
(iii) χ2(P2,n,P1,n) ≤ ξ2 or K(P2,n,P1,n) ≤ ξ2,
then we have
inf
f̂
max
fj,n∈H, j∈{1,2}
E
[∥∥∥f̂ − fj,n∥∥∥2
L2(Rp+1)
]
≥ e−ξ2
∨(
2− ξ
√
2
)
.
Proof of (T2.1). For j = 1, 2, fj,n is a possible fα,β,
(
bjm
)
m∈Np0
the sequence of its coefficients
(see (6)), and Pj,n have marginal fX|X . Steps 1-3 show (i)-(iii) in Lemma A.1 are satisfied with
f1,n := f0 and f2,n := f0 + γnHN , f0(a, b) :=
1
piτ
(
1 + (a/τ)2
) 1l{|b|∞ ≤ R}
(2R)p/2
,(A.5)
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∀(a, b) ∈ Rp+1, HN (a, b) := FI1st
[(
c(|·|)
2pi
)p/2
λ(·)ψRc(·)
N˜(q)
(
b
R
)]
(a)1l{|b|∞ ≤ R},(A.6)
∀U/2 ≤ |t| ≤ U, λ(t) := exp
(
1− 1
1− 16 (|t| − 3U/4)2 /U2
)
, else λ(t) := 0,(A.7)
N˜(1) :=
(
N,H1(U)
>
)>
, N˜(∞) := N ∈ Np, H1(U) = dH(Rc(U))e,
or H defined in Section B.1.2, R > 0, n large enough, N (odd), γn, τ , and U chosen in Step 4.
Step 1.1. We prove that f1,n and f2,n are nonnegative when N ≥ H1(U) and γn satisfies
γnU
(1 + p/2)
(
Ux0
2pi
)p/2(
N +
1
2
)kq/2
Ξq(U) ≤ 1
(2R)p/2τ(1 + (1/τ)2)
,(A.8)
τ2 ≤ 2τ
2p/2γnUC8(Rx0, p, U)Nkq/2+2
− 1,(A.9)
where Ξq(U) = (H1(U) + 1/2)
(p−1)/2+
(
1− (H1(U) + 1/2)(p−1)/2
)
1l{q =∞} and C8(Rx0, p, U)
is defined in Lemma B.10. Let N ≥ H1(U) and (a, b) ∈ R× [−R,R]p. We show that (A.8) and
(A.9) yield f0(a, b) ≥ |γnHN (a, b)| which ensures that f2,n(·) is nonnegative. By the discussion
before Lemma B.6, N ≥ Rc(U) and, by the third assertion in Lemma B.7, we obtain
|γnHN (a, b)| ≤γn
2pi
(x0
2pi
)p/2(
N +
1
2
)kq/2
Ξq(U)
∫
R
|t|p/2 λ(t)dt
≤ γnU
pi(1 + p/2)
(
Ux0
2pi
)p/2(
N +
1
2
)kq/2
Ξq(U)
(
because ‖λ‖L∞(R) ≤ 1
)
.
This and (A.8) yield the result when |a| < 1. Because t 7→ ψRc(t)
N˜(q)
(b/R) is analytic (see [21] page
320), t 7→ (c(|t|)/(2pi))p/2 λ(t)ψRc(t)
N˜(q)
(b/R) ∈ C∞(R) and its derivatives are square integrable
because their support is compact. By integration by parts, we obtain, when a 6= 0,
|HN (a, b)| ≤ 1
pia2Rp/2
∫ U
U/2
∣∣∣∣∣ ∂2∂t2
((
Rc(t)
2pi
)p/2
λ(t)ψ
Rc(t)
N˜(q)
(
b
R
)
1l{|b|∞ ≤ R}
)∣∣∣∣∣ dt.
The result when |a| ≥ 1 is obtained by Lemma B.10, which yields
(A.10) ∀(a, b) ∈ Rp+1, |HN (a, b)| ≤ UC8(Rx0, p, U)
2pia2Rp/2
Nkq/2+2
and (A.9), which yields, for all |a| ≥ 1, γnUC8(Rx0, p, U)Nkq/2+2/(2a2) ≤ 1/
(
2p/2τ(1 + (a/τ)2)
)
.
f1,n = f0 has integral 1 and so has f2,n by Fubini’s theorem and that ψ
c
N is odd when N is odd.
Step 1.2. We prove f1,n, f2,n ∈ Hq,φ,ωw,W (l). Clearly f1,n and f2,n, because, by the conclusion of
Step 1.1, for all (a, b) ∈ Rp+1, f2,n(a, b)2 ≤ 4f1,n(a, b)2, belong to L2
(
w ⊗W⊗p[−R,R]
)
. Let us
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show that f2,n, hence f1,n which is f2,n when γn = 0, satisfy the first condition in Hq,φ,ωw,W (l) if
2
(
Γ(2s+ 1)
(2τ)2s+1
+
1
2τ
+ γ2n
(
Rx0
2pi
)p (1 ∨ U2s)Up+1
p+ 1
)
≤ pil2(A.11)
C12(Rx0, σ, p)
τk2σq
+
2U
(
1l{q =∞}+ p2σ1l{q = 1}) γ2nN2σ
p+ 1
(
URx0
2pi
)p
≤ pil2.(A.12)
Let m ∈ Np0 and cPm(t) :=
〈
2−p/2, ψRc(t)m
〉
L2([−1,1]p)
. By Proposition B.1 (iii), change of vari-
ables, for all t ∈ R, F1st [f0(·, ?)] (t) = e−|t|τ1l{|?|∞ ≤ R}/(2R)p/2, we have
b2m(t) = i
−|m|1
(
e−τ |t|cPm(t) + γn1l{m = N˜(q)}
(
Rc(|t|)
2pi
)p/2
λ(t)
)
.(A.13)
Because
(
ψ
Rc(t)
m
)
m∈Np0
is an orthonormal basis, we have
∀t 6= 0,
∑
m∈Np0
∣∣b2m(t)∣∣2 ≤ 2(e−2τ |t| + γ2n(Rc(|t|)2pi
)p
λ(t)2
)
.(A.14)
The first part of the first condition in Hq,φ,ωw,W (l) holds by (A.11) and because, by (A.14),∑
m∈Np0
∫
R
(
1 ∨ t2s) ∣∣b2m(t)∣∣2 dt ≤ 4
(∫ ∞
0
1 + t2s
e2τt
dt+ γ2n
(
Rx0
2pi
)p ∫ U
U/2
(
1 ∨ t2s) tpλ2(t)dt) .
The second part of the first condition holds by (A.12) and because, by (A.13) and Lemma B.11,
for all τ ≥ (3eσ+p/2−1/4Rx0/8) ∨ (1/2) and N ≥ H1(U),∑
m∈Np0
|m|2σq
∫
R
∣∣b2m(t)∣∣2 dt
≤ 2
∫
R
e−2τ |t|
∑
m∈Np0
|m|2σq
(
cPm(t)
)2
dt+ γ2n
(
Rx0
2pi
)p ∣∣∣N˜(q)∣∣∣2σ
q
∫
R
λ2(t) |t|p dt

≤ 2
(
C12(Rx0, σ, p)
τk2σq
+
2U
(
1l{q =∞}+ p2σ1l{q = 1}) γ2nN2σ
(p+ 1) (2pi/(URx0))
p
)
,
Step 2. (ii) holds with 4h2n = γ
2
n (Rx0/(2pi))
p ∫ U
U/2 t
pλ(t)2dt/pi because
(A.15) ‖f1,n − f2,n‖2L2(Rp+1) =
γ2n
pi
(
Rx0
2pi
)p ∫ U
U/2
tpλ(t)2dt.
Step 3. By (ii) page 97 in [48], we have χ2(P2,n,P1,n) = (1 + χ2 (P2,P1))n − 1 so
χ2(P2,n,P1,n) = n
∫ χ2(P2,P1)
0
(1 + u)n−1du ≤ nχ2 (P2,P1) exp ((n− 1)χ2 (P2,P1)) .
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Thus, if χ2 (P2,P1) ≤ 1/n, we have χ2(P2,n,P1,n) ≤ enχ2 (P2,P1). Moreover, we have
χ2 (P2,P1) ≤
∫
SX
∫
R
fX|X (x)
(
f1Y |X(y|x)− f2Y |X(y|x)
)2
f1Y |X(y|x)
dxdy.
Because, under f0, α and β are independent for the first equation and using f
1
β>x (·) =∫
Rp−1 f
1
β1x1
(· −∑p−1j=1 wj)∏p−1j=1 f1βjxj (wj)dw for the second, we have, for all (y,x) ∈ R× SX ,
f1Y |X(y|x) =
∫
R
f1α (y − v) f1β>x (v) dv
=
∏p
j=1 1/ |xj |
piτ(2R)p/2
∫
Rp
∏p
k=1 1l{|uk| ≤ |xk|R}∣∣(y −∑pk=1 uk) /τ ∣∣2 + 1du ≥
(2R)p/2
piτ
inf
|u|≤|x|1R
1
(|y − u| /τ)2 + 1 .
This yields, using SX = [−x0, x0]p,
χ2 (P2,P1) ≤ piτCX
(2R)p/2
∫
[−x0,x0]p
∫
R
(
2y2
τ2
+
2(|x|1R)2
τ2
+ 1
)(
f1Y |X(y|x)− f2Y |X(y|x)
)2
dxdy
≤ (2pi)
2CX
τ(2R)p/2
∫
[−x0,x0]p
∫
R
(
|∂tF [f2,n − f1,n] (t, tx)|2 +
(
(x0pR)
2 +
τ2
2
)
|F [f2,n − f1,n] (t, tx)|2
)
dxdt
≤ (2pi)
2CXx
p
0γ
2
n
τ(2R)p/2
∫
[−1,1]p
∫
R
(
|∂tF [HN ] (t, tx0x)|2 +
(
(x0pR)
2 +
τ2
2
)
|F [HN ] (t, tx0x)|2
)
dxdt.
By lemmas B.4 and B.12, we have, for all U such that 4/(eRc(U)) ≥ 1 and N ≥ H1(U),
χ2 (P2,P) ≤ C18(H,U, x0, R, τ)γ2nN2 exp
(
−2Nkq ln
(
4N
eRc(U)
))
,(A.16)
C18(H,U, x0, R, τ) :=
(2pi)2(x0Rc(U))
pCXe
3p
(
C17(H,U) + UR
p((x0pR)
2 + τ2/2)/H1(U)
2
)
9pτ(2R)p/2(exp (2(p− 1)H1(U) ln (4H1(U)/(eRc(U)))) 1l{q = 1}+ 1l{q =∞})
.
As a result, (iii) is satisfied if
(A.17) C18(H,U, x0, R, τ)eγ
2
nN
2 exp
(
−2Nkq ln
(
4N
eRc(U)
))
n ≤ ξ2.
Step 4. We chose the parameters as follows. Let U := 4/(Rx0e), τ ≥ 1 such that
τ ≥
(
2
pil2
(
Γ(2s+ 1)
22s
+ 1
))1/(2s+1)∨ 2C12(Rx0, σ, p)
pil2k2σq
∨ 3Rx0eσ+p/2−1/4
8
∨ 1
2
,
where Q1 and Q2 are such that N
σ
/(N + 1/2)kq/2 ≤ Q1 and Nσ/N2+kq/2 ≤ Q2 (possible
because σ > 2 + kq/2), N :=
⌈
N
⌉
, where N := 3(ln(n)/ ln2(n))/(4kq), γn := CΓ/N
σ
, CΓ :=
M1 ∧
√
M2 ∧
√
M3, and
M1 :=
1
τ(1 + (1/τ)2)2p/2U
((
Ux0
2pi
)−p/2 Q1(1 + p/2)
Ξq(U)Rp/2
∧ 2Q2
C8(Rx0, p, U)
)
,
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M2 :=
pil2(p+ 1)U
4
(
2pi
URx0
)p( 1
1 ∨ U2s
∧ 1
1l{q =∞}+ p2σ1l{q = 1}
)
,
M3 := ξ
2/ (C18(H,U, x0, R, τ)e). Hence, (A.8)-(A.9) and (A.11)-(A.12) hold. This yields, for
all N ≥ H1(c(U)) (satisfied for n large enough),
nγ2nN
2 exp (−2kqN ln (N)) ≤ 2C
2
ΓnN
2
N
2σ exp
(−2kqN ln(N))
≤ 2C
2
Γ√
n
exp
(
3
2
ln(n) ln(4kq ln2(n)/3)
ln2(n)
− 2(σ − 1) ln
(
3 ln(n)
4kq ln2(n)
))
hence lim
n→∞nγ
2
n exp (−2kqN ln (N))N2 = 0. Thus, (A.17) holds for n large enough.
For this choice of γn, we have h
2
n = N
−2σ
C2Γ (Rx0/(2pi))
p ∫ U
U/2 t
pλ(t)2dt/(4pi). 
Proof of (T2.2). Equip L2(R)×L2(R) with 〈g,h〉2L2(R)×L2(R) = 〈g1,h1〉2L2(R)+〈g2,h2〉2L2(R). It
is a separable Hilbert space. Denote by Pmj,n the law of
(
R
(
Zjm(t)
)
, I
(
Zjm(t)
))
t∈R
in L2(R)×
L2(R) and by Pj,n the law on the space `2
(
L2(R)× L2(R)) of square summable sequences with
values in L2(R) × L2(R) of
(
Zjm(t)
)
m∈Np0, t∈R
=
(
R
(
Zjm(t)
)
, I
(
Zjm(t)
))
m∈Np0, t∈R
defined
using fj,n, hence
(
bjm(t)
)
m∈Np0, t∈R
, for j = 1, 2. Take f1,n = 0 and f2,n like (A.5) replacing
N˜(1) by N˜(1) := (N,0>)> ∈ Np0, where N is odd and N and γn are chosen in Step 4.
Using (A.13), this yields, for all m ∈ Np0, b2m(t) = γn1l{m = N˜(q)} (Rc(|t|)/2pi)p/2 λ(t). By
independence, we have, for j = 1, 2, Pj,n =
⊗
m∈Np0 P
m
j,n and
K(P2,n,P1,n) =
∫
L2(R)×L2(R)
ln
dPN˜(q)2,n
dPN˜(q)1,n
(y)
 dPN˜(q)2,n (y).
Step 1. Using (A.10), f2,n ∈ L2
(
w ⊗ cosh (·/R)⊗p) and, like (A.11)-(A.12), f2,n ∈ Hq,φ,ωw,W (l) if(
URx0
2pi
)p(
2γ2n
(
1 ∨ U2s)U
p+ 1
∨ 2U (1l{q =∞}+ p2σ1l{q = 1}) γ2nN2σ
p+ 1
)
≤ pil2.(A.18)
Step 2. It is the same as for (T2.1).
Step 3. Let ξ <
√
2. Denote by GW
N˜(q)
: s 7→
(
R
(
σ
W,c(s)
N˜(q)
b2
N˜(q)
(s)
)
, I
(
σ
W,c(s)
N˜(q)
b2
N˜(q)
(s)
))>
. We
start by proving, for all y ∈ L2(R)× L2(R) and PN˜(q)1,n a.s.,
dPN˜(q)2,n
dPN˜(q)1,n
(y) = exp
(〈
y,
√
n
σ
L
[
GW
N˜(q)
]〉
PN˜(q)1,n
− 1
2
∣∣∣∣√nσ L [GWN˜(q)]
∣∣∣∣2
PN˜(q)1,n
)
,
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where 〈, 〉
PN˜(q)1,n
is the scalar product on H
PN˜(q)1,n
, which is the image of
L :
L2(R)× L2(R) → L2(R)× L2(R)
h 7→ σ√
n
( ∫ ·
0 h1(s)ds∫ ·
0 h2(s)ds
)
,
with the norm of the image structure (i.e., ‖f‖2
PN˜(q)1,n
= ‖h1‖22+‖h2‖22, where f = L[h]), defined,
letting fj =
(∫ ·
0 hj1(s)ds,
∫ ·
0 hj2(s)ds
)>
, hj ∈ L2(R)× L2(R), j ∈ {1, 2} (the functions hj are
unique a.e. because they are the derivatives of fj in the sense of distributions), as
〈f1,f2〉2PN˜(q)1,n
=
n
σ2
(
〈h11,h21〉2L2(R) + 〈h12,h22〉2L2(R)
)
and using (2.12) page 41 in [17] when one function belongs to H
PN˜(q)1,n
and for PN˜(q)1,n a.e. other
function in L2(R) × L2(R). Indeed, the reproducing kernel Hilbert space H
PN˜(q)1,n
of PN˜(q)1,n on
L2(R)× L2(R) is the image of Q1/2 with the scalar product of the image structure and where
Q is its covariance operator. Using Corollary B.3 in [17], that Q = LL∗ and, by the Cameron-
Martin formula (Proposition 2.26 in [17]), we obtain
K(P2,n,P1,n) = E
[〈
Z2
N˜(q)
,
√
n
σ
L
[
GW
N˜(q)
]〉
PN˜(q)1,n
]
− n
2σ2
∫
R
∣∣∣σW,c(s)
N˜(q)
b2
N˜(q)
(s)
∣∣∣2 ds.
Because〈
Z2
N˜(q)
,
√
n
σ
L
[
GW
N˜(q)
]〉
PN˜(q)1,n
=
∣∣∣∣√nσ L [GWN˜(q)]
∣∣∣∣2
PN˜(q)1,n
+
〈(
BR
N˜(q)
BI
N˜(q)
)
,L
[
GW
N˜(q)
]〉
PN˜(q)1,n
,
and the second term in the right-hand side is a limit in quadratic mean of mean zero Gaussian
random variables, hence has mean zero (see the arguments page 41 in [17]), we have
K(P2,n,P1,n) =
n
2σ2
∫
R
∣∣∣σW,c(t)
N˜(q)
b2
N˜(q)
(t)
∣∣∣2 dt.(A.19)
By Proposition B.1 (ii) and
(
σcosh,c
N˜(q)
)2
(c/(2pi))p = ρcosh,c
N˜(q)
for all c 6= 0, we obtain
K(P2,n,P1,n) =
γ2nnR
p
2σ2
∫
R
(
σ
cosh,Rc(t)
N˜(q)
)2(Rc(|t|)
2pi
)p
λ(t)2dt =
γ2nnR
p
2σ2
∫
R
ρ
cosh,Rc(t)
N˜(q)
λ(t)2dt.
Using Theorem 3 in [22], we have, for all U/2 ≤ |t| ≤ U and 2/(Rx0U) ≥ 1,
ρ
cosh,Rc(t)
N˜(q)
≤
(
2Rx0Ue
pi(1− (Rx0U/2)2)
)p
exp
(
−2kqN log
(
2
Rx0U
))
Thus (iii) is satisfied if
(A.20)
(
2Rx0Ue
pi(1− (Rx0U/2)2)
)p Uγ2nn
2σ2
exp
(
−2kqN log
(
2
Rx0U
))
≤ ξ2.
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Step 4. Let N = dNe, where N := ln(n/ ln(n))/2kq, γn := CΓ,q,1/Nσ, U := 2/(Rx0e), and
C2Γ,q,1 :=
(
(p+ 1) (2pi)p pil2
2U(URx0)p
[
1
1 ∨ U2s
∧ 1
1l{q =∞}+ p2σ1l{q = 1}
])∧(2(σξ)2
U
(
pi(1− e−2)
2R2x0Ue
)p)
hence (A.18) is satisfied and f1,n and f2,n belong to Hω,φW (l). Moreover, (B.74) is satisfied as
γ2nn exp (−2kqN) ≤ C2Γ,q,1n exp(− ln(n) + ln2(n)− 2σ ln2(n) + 2σ ln3(n)) ≤ C2Γ,q,1 (using σ > 1/2) .
For such γn, we have h
2
n = C
2
Γ,q,1 ln(n/ ln(n))
2σ (Rx0/(2pi))
p ∫ U
U/2 t
pλ(t)2dt/(4pi). 
The proof of Theorem 4 is similar to (T2.1) so it is postponed to Section B.2.
A.3. Upper bounds. We use the notations
Zn0 := sup
fX|X∈E
∥∥∥∥∥∥1− fX|Xf̂ δX|X
∥∥∥∥∥∥
2
L∞(X )
; ∀m ∈ Np0, c˜m(t) :=
1
n
n∑
j=1
eitYjgW,tx0m (Xj/x0) 1l{Xj ∈ X}
xp0fX|X (Xj)
.
Lemma A.2. For allm ∈ Np0, we have E [c˜m(t)] = cm(t) and E
[
|c˜m(t)− cm(t)|2
]
≤ cX/(nxp0).
Proof. The first assertion comes from
E [c˜m(t)] =
1
xp0
E
[
eitY
fX|X (X)
gW,tx0m
(
X
x0
)
1l{X ∈ X}
]
(the observations are i.i.d.)
=
1
xp0
∫
X
E
[
eitα+itβ
>x
]
gW,tx0m
(
x
x0
)
dx (by (2)).
Similarly, the second assertion follows from
E
[
|c˜m(t)− cm(t)|2
]
≤ 1
nx2p0
E
[∣∣∣∣ eitYfX|X (X)gW,tx0m
(
X
x0
)∣∣∣∣2
∣∣∣∣∣X ∈ X
]
≤ 1
nx2p0
∫
X
1
fX|X (x)
∣∣∣∣gW,tx0m ( xx0
)∣∣∣∣2 dx ≤ cXnxp0
∫
[−1,1]p
∣∣∣gW,tx0m (u)∣∣∣2 du. 
Proofs of theorems 1, 3. Let K1 :=
∥∥∥1l {|·| ≥ }(F̂ q,N,T,01 −F1st [fα,β]) (·, ?)∥∥∥2
L2(1⊗W⊗p)
,
K2 :=
∥∥∥1l {|·| < }(Ia, [F̂ q,N,T,01 ]−F1st [fα,β]) (·, ?)∥∥∥2
L2(1⊗W⊗p)
, and fα,β ∈ Hq,φ,ωw,W (l,M). The
Plancherel and Chasles identities yield
∥∥∥f̂ q,N,T,α,β − fα,β∥∥∥2
L2(1⊗W⊗p)
≤ (K1 +K2)/(2pi).
Consider K2. For a.e. b, a 7→ fα,β(a, b) ∈ L2w(R) and for those b we have F1st [fα,β] (·, b) ∈
L2(R). Using (10) for the first display and Lemma B.1 for the second, we obtain
K2 ≤
∫
Rp
2(1 + C(a, ))
∥∥F1st [fα,β] (·, b)− Pa [F1st [fα,β] (?, b)] (·)∥∥2L2(R)W⊗p(b)db
+
∫
Rp
2C(a, )
∥∥∥1l {|·| ≥ }(F̂ q,N,T,01 −F1st [fα,β]) (·, b)∥∥∥2
L2(R)
W⊗p(b)db
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≤4pi(1 + C(a, ))
w(a)
∫
Rp
‖fα,β(·, b)‖2L2(w)W⊗p(b)db+ 2C(a, )K1
≤(1 + C(a, ))4piM
2
w(a)
+ 2C(a, )K1,(A.21)
hence
(A.22) K1 +K2 ≤ (1 + 2C(a, ))K1 + (1 + C(a, ))4piM
2
w(a)
.
Then, by the Jensen inequality, we have K1 ≤ 4
∑4
j=1 ‖Rj‖2L2(1⊗W⊗p) , where
R1(t, b) := 1l{ ≤ |t|}
(
F˜ q,N,T,0 − F q,N,T,0
)
(t, b), R2(t, b) := 1l{ ≤ |t|}
(
F̂ q,N,T,0 − F˜ q,N,T,0
)
(t, b),
R3(t, b) := 1l{ ≤ |t|}
(
F q,N,T,0 − F q,∞,T,0) (t, b), R4(t, b) := 1l{ ≤ |t|} (F q,∞,T,0 −F1st [fα,β]) (t, b),
F˜ q,N,T,01 is defined like F̂
q,N,T,0
1 replacing ĉm(t) by c˜m(t) (c.f. Lemma A.2), f˜
q,N,T,
α,β is defined
like f̂ q,N,T,α,β replacing F̂
q,N,T,0
1 by F˜
q,N,T,0
1 .
Term R1. Using Proposition 2 for the first display, Lemma A.2 for the second, and Lemma
B.2 for the third, we have
E
[
‖R1‖2L2(1⊗W⊗p)
]
≤
∫
R
1l{ ≤ |t| ≤ T}
∑
|m|q≤N(t)
E
[
|c˜m(t)− cm(t)|2
]
(
σW,tx0m
)2 dt(A.23)
≤ cX
(2pi)pn
∫
R
1l{ ≤ |t| ≤ T}
∑
|m|q≤N(t)
|t|p
ρW,tx0m
dt
≤ cX
(2pi)pn
∫
R
1l{ ≤ |t| ≤ T} |t|p νWq (N(t), tx0)dt.(A.24)
Term R2. Denoting by ∆f (x) :=
(
1/f̂ δX|X − 1/fX|X
)
(x) and
(A.25)
(
ω˜q,W,cN(t)
)2
:= sup
|m|q≤N(t)
1
ρW,cm
,
we have
‖R2‖2L2(1⊗W⊗p) =
∫
R
∫
Rp
1l{ ≤ |t| ≤ T}
∣∣∣F̂ q,N,T,01 (t, b)− F˜1q,N,T,0(t, b)∣∣∣2W⊗p(b)dtdb
=
∫
≤|t|≤T
∫
Rp
∣∣∣∣∣∣
∑
|m|q≤N(t)
ϕW,tx0m (b)
σW,tx0m
n∑
j=1
eitYj
nxp0
∆f (Xj)g
W,tx0
m
(
Xj
x0
)
1l{Xj ∈ X}
∣∣∣∣∣∣
2
W⊗p(b)dtdb
≤
∫
≤|t|≤T
|tx0|p
(
ω˜q,W,tx0N(t)
)2
(2pi)p
∑
|m|q≤N(t)
∣∣∣∣∣∣
n∑
j=1
eitYj
nxp0
∆f (Xj)g
W,tx0
m
(
Xj
x0
)
1l{Xj ∈ X}
∣∣∣∣∣∣
2
dt
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=
∫
≤|t|≤T
|tx0|p
(
ω˜q,W,tx0N(t)
)2
(2pi)p
∥∥SN0 (·, t)∥∥2L2([−1,1]p) dt,
where SN0 (·, t) :=
∑
m∈Np0: |m|q≤N g
W,tx0
m ∆m(t), ∆m(t) := (1/n)
∑n
j=1 Z
m,t
j , and, for all j =
1, . . . , n, Zm,tj := (e
itYj/xp0)∆f (Xj)g
W,tx0
m (Xj/x0)1l{Xj ∈ X}.
We have E
[∥∥SN0 (·, t)∥∥2L2([−1,1]p)] = E [∥∥SN1 (·, t)∥∥2L2([−1,1]p)] + E [∥∥SN2 (·, t)∥∥2L2([−1,1]p)], where
SN1 (·, t) :=
∑
|m|q≤N(t) g
W,tx0
m E [∆m(t)], SN2 (·, t) :=
∑
|m|q≤N(t) g
W,tx0
m (∆m(t)− E [∆m(t)]),
∥∥SN1 (·, t)∥∥2L2([−1,1]p) =
∥∥∥∥∥∥∥
∑
|m|q≤N(t)
gW,tx0m
〈
F [fY |X=x0·] (t)
fX|X
f̂ δX|X
(x0·)− 1
 , gW,tx0m
〉
L2([−1,1]p)
∥∥∥∥∥∥∥
2
L2([−1,1]p)
≤
∥∥∥∥∥∥F [fY |X=x0·] (t)
fX|X
f̂ δX|X
(x0·)− 1
∥∥∥∥∥∥
2
L2([−1,1]p)
≤ Zn0 ‖F [fα,β] (t, tx0·)‖2L2([−1,1]p) ≤ Zn0
(
2pi
|t|x0
)p
‖F1st [fα,β] (t, ·)‖2L2(Rp) ,(A.26)
and, by independence of Zm,tj for j = 1, . . . , n,
E
[∥∥SN2 (·, t)∥∥2L2([−1,1]p)] = ∑
|m|q≤N(t)
E
[
|∆m(t)− E [∆m(t)]|2
]
≤
∑
|m|q≤N(t)
1
n
E
[∣∣∣Zm,tj − E [Zm,tj ]∣∣∣2]
≤
∑
|m|q≤N(t)
Zn0
nx2p0
∫
X
1
fX|X (x)
∣∣∣∣gW,tx0m ( xx0
)∣∣∣∣2 dx ≤ (N(t) + 1)pcXZn0nxp0 ,(A.27)
where
∑
|m|q≤N 1 =
(
N+p
p
)
1l{q = 1}+ (N + 1)p1l{q =∞} ≤ (N + 1)p.
Collecting (A.26) and (A.27) with L2(t) := (2pi)p ‖F1st [fα,β] (t, ·)‖2L2(Rp), we obtain
E
[
‖R2‖2L2(1⊗W⊗p)
]
≤ Zn0
(2pi)p
∫
≤|t|≤T
(
L2(t) +
cX(N(t) + 1)
p |t|p
n
)(
ω˜q,W,tx0N(t)
)2
dt.(A.28)
Term R3. By Lemma B.3 and Proposition 2 for the first inequality and fα,β ∈ Hq,φ,ωw,W (l,M)
for the second, we obtain
‖R3‖2L2(1⊗W⊗p) ≤
∫
R
∑
k>N(t)
∑
|m|q=k
|bm(t)|2 dt ≤
∫
R
ω2k
ω2N(t)
∑
k>N(t)
θ2q,k(t) ≤ sup
t∈R
2pil2
ω2N(t)
.(A.29)
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Term R4. We obtain, by Proposition 2,
‖R4‖2L2(1⊗W⊗p) ≤
∑
k∈N0
∫
|t|≥T
∑
|m|q=k
|bm(t)|2 dt ≤
∑
k∈N0
∫
R
φ2(|t|)
φ2(T )
θ2q,k(t)dt ≤
2pil2
φ2(T )
.(A.30)
Thus, we have
sup
fα,β∈Hq,φ,ωw,W (l,M)∩D, fX|X∈E
RWn0
(
f̂ q,N,T,α,β , fα,β
)
≤ C
∫
≤|t|≤T
2
pi(2pi)p
(
cX |t|p
n
νWq (N(t), tx0) + Zn0
(
L2(t) +
cX(1 +N(t))
p |t|p
n
)(
ω˜q,W,tx0N(t)
)2)
dt
+ C
(
4l2
(
sup
t∈R
1
ω2N(t)
+
1
φ(T )2
)
+
M2
w(a)
)
.
(A.31)
The remaining of the proof is in Section B.2 particularising (A.31) to the different smoothness.
A.4. Data-driven choice of the parameters. Denote by Nn the set of functions N ∈ NR0
such that, for all t ∈ R \ (−, ), N(t) ∈ {0, . . . , NWmax,q(t)}. For all t ∈ R and N ∈ N0, let
R0,q(N, t) := E
[∥∥∥(F̂ q,N,T,01 −F1st [fα,β]) (t, ·)∥∥∥2
L2(W⊗p)
]
.
The upper bounds that we derive depend on the parameters of the class Hq,φ,ωw,W (l,M). For all
t ∈ [−T, T ] \ [−, ] and N ∈ N0, by convexity of x 7→ x2, we have
R0,q(N, t) ≤ E [Ξ(t,N)] + 3 (E [S1(t,N)] + E [S2(t,N)] + E [S3(t,N)]) ,(A.32)
∆m(t) := ĉm(t)− c˜m(t), ∆˜m(t) := c˜m(t)− cm(t),
Ξ(t,N) :=
∑
m∈Np0: |m|q>N
∣∣∣∣ cm(t)
σW,tx0m
∣∣∣∣2 , S1(t,N) := ∑
m∈Np0: |m|q≤N
∣∣∣∣E [∆m(t)]
σW,tx0m
∣∣∣∣2 ,
S2(t,N) :=
∑
m∈Np0: |m|q≤N
∣∣∣∣∆m(t)− E [∆m(t)]
σW,tx0m
∣∣∣∣2 ,
S3(t,N) :=
∫
Rp
∣∣∣F˜ q,N,T,01 (t, b)− F q,N,T,01 (t, b)∣∣∣2W⊗p(b)db = ∑
m∈Np0: |m|q≤N
∣∣∣∣∣∆˜m(t)σW,tx0m
∣∣∣∣∣
2
.
Lemma A.3. Let q ∈ {1,∞}, for all t ∈ [−T, T ] \ (−, ) with 0 <  < 1 < T < Tmax = 2Kmax ,
N̂(t) chosen from (16), and N ∈ {0, . . . , NWmax,q(t)}, the following inequalities hold
E
[
S1
(
t, N̂(t)
)]
≤ Zn0 ‖F1st [fα,β] (t, ·)‖2L2(Rp) |tx0|pE
[
νWq
(
N̂(t), tx0
)]
,(A.33)
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E
[
S2
(
t, N̂(t)
)]
≤ Zn0
( |tx0|
2pi
)p cXνWq (NWmax,q(t), tx0)
nxp0
,(A.34)
E
[(
S3(t,N)− Σ(t,N)
2(2 + c0)
)
+
]
≤ 48cX |t|
p νWq (N, tx0)
(2pi)pn
Ψ0,n(t),(A.35)
where pn := (2 ln(n)) ∨ 3, K1 := xp0
√
2cX/42, HW (t) is defined in Proposition B.2, and
Ψ0,n(t) := x
p
0 exp
(
−pn
6
)
+
294c2XK
2
n(t)
(2pix0)pn
exp
(
−K1
√
pnn
Kn(t)
)
, Kn(t) := HW (t)
(
NWmax,q(t) +
1
2
)p
.
Proof. Let t ∈ [−T, T ] \ (−, ) and N ∈ {0, . . . , NWmax,q(t)}.
Proof of (A.33). Let m ∈ Np0, we have, like in (A.26),
|E [∆m(t)]|2 =
∣∣∣∣∣∣
∫
[−1,1]p
F [fY |X=x0u] (t)
fX|X
f̂ δX|X
(x0u)− 1
 gW,tx0m (u)du
∣∣∣∣∣∣
2
≤
∥∥∥∥∥∥F [fY |X=x0·] (t)
fX|X
f̂ δX|X
(x0·)− 1
∥∥∥∥∥∥
2
L2([−1,1]p)
≤ Zn0(2pi)p ‖F1st [fα,β] (t, ·)‖2L2(Rp) .
(A.33) now follows because, by Lemma B.2,∑
m∈Np0: |m|q≤N
1(
σW,tx0m
)2 ≤ |tx0|p(2pi)p νWq (N, tx0).(A.36)
Proof of (A.34). Using (A.36) and (A.27) for the second display, we have
E
[
S2
(
t, N̂(t)
)]
≤
∑
|m|q≤NWmax,q(t)
m∈Np0
E
[
|∆m(t)− E [∆m(t)]|2
]
(
σW,tx0m
)2 ≤ cXZn0 |t|pνWq
(
NWmax,q(t), tx0
)
(2pi)pn
.
Proof of (A.35). We have
S3(t,N) =
∫
Rp
∣∣∣F˜ q,N,T,01 (t, b)− F q,N,T,01 (t, b)∣∣∣2W⊗p(b)db = sup
u∈U
∣∣νtn(u)∣∣2 ,(A.37)
where
νtn(u) :=
〈
F˜ q,N,T,01 (t, ·)− F q,N,T,01 (t, ·), u(·)
〉
L2(W⊗p)
=
1
n
n∑
j=1
(
f tu(Yj , Xj)− E
[
f tu(Yj , Xj)
])
,
f tu(?, ·) :=
∫
Rp
∑
|m|q≤N
eit?
xp0fX|X (·)
gW,tx0m
( ·
x0
)
ϕW,tx0m (b)
σW,tx0m
u(b)W⊗p(b)db,
and U is a countable dense class of functions of
{
u : ‖u‖L2(W⊗p) = 1
}
. We now check the
conditions of the Talagrand inequality given in Lemma B.16.
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Condition (B.79). For all u ∈ U , Proposition B.2, the Cauchy-Schwarz inequality, and setting
M(t,N) := Kn(t) |t|p/2 cX
(
νWq (N, tx0)
)1/2
/(2pix0)
p/2 yield
∥∥f tu∥∥L∞(R×X ) ≤
∥∥∥∥∥∥∥∥
∫
Rp
∑
|m|q≤N
|t|p
∣∣∣gW,tx0m (·/x0)∣∣∣2
(2pi)pf2X|X (·)ρW,tx0m xp0
∣∣ϕW,tx0m (b)∣∣2W⊗p(b)db

1/2
∥∥∥∥∥∥∥∥
L∞(X )
‖u‖L2(W⊗p)
≤ HW (t)
(
NWmax,q(t) + 1/2
)p |t|p/2 cX
(2pix0)p/2
 ∑
|m|q≤N
1
ρW,tx0m
1/2 ≤M(t,N).
Condition (B.80). Using (A.24) and c0 = 1/6, we have
E
[
sup
u∈U
∣∣νtn(u)∣∣2] ≤ E [sup
u∈U
∥∥∥F˜ q,N,T,01 (t, ·)− F q,N,T,01 (t, ·)∥∥∥2
L2(W⊗p)
‖u‖2L2(W⊗p)
]
≤ Σ(N, t)
8(2 + c0)(1 + 2pn)
=
cX |tx0|p
n(2pi)p
νWq (N, tx0) =: H
2.
Condition (B.81). We have, using the Cauchy-Schwarz inequality and that
(
ϕW,tx0m
)
m∈Np0
is
an orthonormal basis of L2 (W⊗p) for the second display and Lemma B.2 for the third display
Var
(
R(f tu(Yj , Xj))
) ∨Var (I(f tu(Yj , Xj))) ≤ ∫
R×X
∣∣f tu(y,x)∣∣2 fY,X(y,x)dydx
≤ cX
∑
|m|q≤N
|tx0|p
(2pi)pρW,tx0m
∫
[−1,1]p
∣∣gW,tx0m (x)∣∣2 dx
≤ cX |tx0|
p
(2pi)p
νWq (N, tx0).
The result follows because, by Lemma B.16 with η = pn and Λ(pn) ≥ 1,
E
[(
sup
u∈U
∣∣νtn(u)∣∣2 − Σ(t,N)2(2 + c0)
)
+
]
≤ 48ν
W
q (N, tx0)cX |t|p
(2pi)pn
Ψ0,n(t). 
Denote by
B˜
(
N̂
)
:= E
 sup
T ′∈Tn
∫
≤|t|≤T ′
 ∑
|m|q≤N̂(t)

∣∣∣∆˜m(t)∣∣∣
σW,tx0m
2 − Σ
(
t, N̂(t)
)
2(2 + c0)

+
dt
 .
Lemma A.4. Let ‖fα,β‖L2(1⊗W⊗p) ≤M , M,  > 0, q ∈ {1,∞}. For all T ∈ Tn, we have
RWn0
(
f̂ q,N̂ ,T̂ ,α,β , fα,β
)
≤C(5 + 2c0)
2pi
(
1 +
2
c0
)
E
[∥∥∥1l {|·| ≥ }(F̂ q,N̂ ,T,01 −F1st [fα,β]) (·, ?)∥∥∥2
L2(1⊗W⊗p)
]
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+
CM2
w(a)
+ C19Π(n,Zn0 , Tmax, N
W
max,q) +
C(2 + c0)
pi
∫
≤|t|≤T
E
[
Σ
(
t, N̂(t)
)]
dt,
where C19 := 2(2 + c0)
2C/pi, c0 := 1/6,
Π(n,Zn0 , Tmax, N
W
max,q) := Zn0
∫
≤|t|≤Tmax
Ψn(t)dt+ Π1(n, Tmax, Nmax,q)
Π1(n, Tmax, N
W
max,q) :=
96(1 + 2c0)cXKmax
(2pi)pn
∫ Tmax

NWmax,q(t)t
pνWq (N
W
max,q(t), tx0)Ψ0,n(t)dt,
Ψn(?) :=
(
2 +
1
c0
)
|?x0|p
(
cXν
W
q (N
W
max,q(?), ?x0)
n(2pix0)p
+ ‖F1st [fα,β] (?, ·)‖2L2(Rp) E
[
νWq
(
N̂(?), ?x0
))]
.
Proof. Let T ∈ Tn. Consider the term F̂ q,N̂ ,T̂ ,01 − F1st [fα,β] =
∑3
j=1R
T
j , where R
T
1 :=
F̂ q,N̂ ,T̂ ,01 − F̂ q,N̂ ,T∨T̂ ,01 , RT2 := F̂ q,N̂ ,T∨T̂ ,01 − F̂ q,N̂ ,T,01 , and RT3 := F̂ q,N̂ ,T,01 − F1st [fα,β]. Using
Proposition 3 and Lemma B.1 for the first inequality and using that for all c0 > 0 and a, b ∈ R,
ab ≤ a2/(2c0) + b2c0/2 for the second display, we have
RWn0
(
f̂ q,N̂ ,T̂ ,α,β , fα,β
)
≤ C
2pi
E
[∥∥∥1l {|·| ≥ }(F̂ q,N̂ ,T̂ ,01 −F1st [fα,β]) (·, ?)∥∥∥2
L2(1⊗W⊗p)
]
+
CM2
w(a)
≤ C(2 + c0)
2pi
2∑
j=1
E
[
‖RTj ‖2L2(1⊗W⊗p)
]
+
CM2
w(a)
+
C (1 + 2/c0)
2pi
E
[
‖1l {|·| ≥ }RT3 (·, ?)‖2L2(1⊗W⊗p)
]
.
Denote by Σ2(T,N) :=
∫
≤|t|≤T Σ(t,N(t))dt. Because
B2
(
T, N̂
)
= max
T ′∈Tn
(∫
≤|t|
∥∥∥(F̂ q,N̂ ,T∨T ′,01 − F̂ q,N̂ ,T,01 ) (t, ·)∥∥∥2
L2(W⊗p)
− Σ
(
t, N̂(t)
)
dt
)
+
,
we have
E
[∥∥RT1 ∥∥2L2(1⊗W⊗p)] ≤ E
[
max
T ′∈Tn
∫
≤|t|
(∥∥∥RT ′1 (t, ·)∥∥∥2
L2(W⊗p)
− 1l{|t| ≤ T ′}Σ
(
t, N̂(t)
))
+
dt
]
+ E
[∫
≤|t|≤T
Σ
(
t, N̂(t)
)
dt
]
≤ E
[
B2
(
T̂ , N̂
)]
+ E
[
Σ2
(
T, N̂
)]
and
E
[∥∥RT2 ∥∥2L2(W⊗p)] ≤ E
[
sup
T ′∈Tn
∫
≤|t|
(∥∥∥RT ′2 (t, ·)∥∥∥2
L2(1⊗W⊗p)
− 1l{|t| ≤ T ′}Σ
(
t, N̂(t)
))
+
dt
]
+ E
[
Σ2
(
T̂ , N̂
)]
≤ E
[
B2
(
T, N̂
)]
+ E
[
Σ2
(
T̂ , N̂
)]
.
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Thus, using the definition of T̂ we have
E
[∥∥∥1l {|·| ≥ }RT̂3 (·, ?)∥∥∥2
L2(1⊗W⊗p)
]
≤ 2(2 + c0)
(
E
[
B2
(
T, N̂
)]
+ E
[
Σ2
(
T, N̂
)])
+
(
1 +
2
c0
)
E
[∥∥1l {|·| ≥ }RT3 (·, ?)∥∥2L2(1⊗W⊗p)] .
Consider E
[
B2
(
T, N̂
)]
and let T ′ ∈ Tn. Using K1 := F̂ q,N̂ ,T∨T
′,0
1 − F q,N̂ ,T∨T
′,0
1 , K2 :=
F q,N̂ ,T,01 − F̂ q,N̂ ,T,01 , and K3 := F q,N̂ ,T∨T
′,0
1 − F q,N̂ ,T,01 , B2
(
T, N̂
)
is smaller than
∫
≤|t|
(2 + c0) 2∑
j=1
‖Kj(t, ·)‖2L2(W⊗p) +
(
1 +
2
c0
)
‖K3(t, ·)‖2L2(W⊗p) − 1l{|t| ≤ T ′}Σ
(
t, N̂(t)
)
+
dt.
Using that F q,∞,∞,01 = F1st [fα,β], we have, for all t ∈ R \ (−, ),
‖K3(t, ·)‖2L2(W⊗p) = 1l{T ≤ |t| ≤ T ∨ T ′}
∑
0≤|m|q≤N̂
∣∣∣∣ cm(t)
σW,tx0m
∣∣∣∣2 ≤ ∥∥∥(F q,N̂ ,T,01 −F1st [fα,β]) (t, ·)∥∥∥2L2(W⊗p)
hence
B2
(
T, N̂
)
≤ sup
T ′∈Tn
∫
≤|t|
(
2(2 + c0)
∥∥∥(F̂ q,N̂ ,T ′,01 − F q,N̂ ,T ′,01 ) (t, ·)∥∥∥2
L2(W⊗p)
− 1l{|t| ≤ T ′}Σ
(
t, N̂(t)
))
+
dt
+
(
1 +
2
c0
)∫
≤|t|
∥∥RT3 (t, ·)∥∥2L2(W⊗p) dt.
Finally, we have
E
[∥∥∥1l {|·| ≥ }RT̂3 (·, ?)∥∥∥2
L2(1⊗W⊗p)
]
≤ 4(2 + c0)2E
 sup
T ′∈Tn
∫
≤|t|
∥∥∥(F̂ q,N̂ ,T ′,01 − F q,N̂ ,T ′,01 ) (t,?)∥∥∥2
L2(W⊗p)
− 1l{|t| ≤ T ′}
Σ
(
t, N̂(t)
)
2(2 + c0)

+

+ 2(2 + c0)E
[
Σ2
(
T, N̂
)]
+
(
1 +
2
c0
)
(5 + 2c0)E
[∥∥1l {|·| ≥ }RT3 (·, ?)∥∥2L2(1⊗W⊗p)] .
By the Young inequality in the second display and Lemma A.3 for the third, we have
E
 sup
T ′∈Tn
∫
≤|t|
∥∥∥(F̂ q,N̂ ,T ′,01 − F q,N̂ ,T ′,01 ) (t,?)∥∥∥2
L2(W⊗p)
− 1l{|t| ≤ T ′}
Σ
(
t, N̂(t)
)
2(2 + c0)

+
dt

= E
 sup
T ′∈Tn
∫
≤|t|≤T ′
 ∑
|m|q≤N̂(t)
( |ĉm(t)− cm(t)|
σW,tx0m
)2
−
Σ
(
t, N̂(t)
)
2(2 + c0)

+
dt

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≤ (1 + 2c0)B˜
(
N̂
)
+
(
2 +
1
c0
)
E
[
sup
T ′∈Tn
∫
≤|t|≤T ′
S1
(
N̂(t), t
)
+ S2
(
N̂(t), t
)
dt
]
≤ (1 + 2c0)B˜
(
N̂
)
+ Zn0
∫
≤|t|≤Tmax
Ψn(t)dt.
We now focus on the first term of the last inequality. Using (A.35) for the third display,
B˜
(
N̂
)
≤ E
 ∑
T ′∈Tn
∫
≤|t|≤T ′
 ∑
|m|q≤N̂(t)

∣∣∣∆˜m(t)∣∣∣
σW,tx0m
2 − Σ
(
t, N̂(t)
)
2(2 + c0)

+
dt

≤
∑
T ′∈Tn
∫
≤|t|≤T ′
∑
0≤N≤NWmax,q(t)
E

 ∑
|m|q≤N(t)

∣∣∣∆˜m(t)∣∣∣
σW,tx0m
2 − Σ (t,N)
2(2 + c0)

+
 dt
≤
∑
T ′∈Tn
∫ T ′

∑
0≤N≤NWmax,q(t)
96cXt
pνWq (N, tx0)
(2pi)pn
Ψ0,n(t)dt
≤ 96cXKmax
(2pi)pn
∫ Tmax

NWmax,q(t)t
pνWq (N
W
max,q(t), tx0)Ψ0,n(t)dt. 
Lemma A.5. For W[−R,R] and cosh(·/R), q ∈ {1,∞}, and all T ∈ Tn and N ∈ Nn, we have∫
≤|t|≤T
R0,q
(
N̂(t), t
)
dt+ Cc0
∫
≤|t|≤T
E
[
Σ
(
T, N̂(t)
)]
dt
≤ 4(2 + c0)2Π(n,Zn0 , Tmax, Nmax,q) + Cc0,1
∫
≤|t|≤T
(R0,q (N(t), t) + Cc0c1E [Σ(t,N(t))]) dt,
Cc0 := 2(2 + c0)/((5 + 2c0)(1 + 2/c0)), and Cc0,1 := (5 + 2c0) (1 + 2/c0).
The proof of Lemma A.5 is similar to the one of Lemma A.4, hence postponed to Section B.2.
Proof of Theorem 5. Take E , η > 0, and c0 := 1/6. Let (n, n0) ∈ N2 such that v(n0, E)/δ(n0) ≤
n−(2+ζ). By Lemma B.14, there exists M1,E,η such that, for all n0 ∈ N, P (E (Gn0 , E)) ≥ 1− η,
where E (Gn0 , E) := {Zn0 ≤M1,E,ηv(n0, E)/δ(n0)}. We work on this event.
Proof of (T5.1). Let W = W[−R,R], q = 1, T ∈ Tn, and N ∈ Nn. The other cases can be
treated similarly. Use Cc0,2 := CCc0,1/(2pi) and Cc0,3 := C(2 + c0)/pi. Using Lemma A.4 and
(A.22) for the first display and Cc0 = Cc0,3/Cc0,2 for the second yield
RWn0
(
f̂ q,N̂ ,T̂ ,α,β , fα,β
)
≤ Cc0,2E
[∥∥∥1l {|·| ≥ }(F̂ q,N̂ ,T,01 −F1st [fα,β]) (·, ?)∥∥∥2
L2(1⊗W⊗p)
]
+ Cc0,3
∫
≤|t|≤T
E
[
Σ
(
t, N̂(t)
)]
dt+ C19Π(n,Zn0 , Tmax, Nmax,q) +
CM2
w(a)
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≤ Cc0,2
(∫
≤|t|≤T
R0,q
(
N̂(t), t
)
+ Cc0E
[
Σ
(
t, N̂(t)
)]
dt
)
+ C19Π(n,Zn0 , Tmax, Nmax,q) +
CM2
w(a)
≤ Cc0,2
∫
≤|t|≤T
(
2piCc0,2
C
R0,q (N(t), t) + 2(2 + c0)c1E [Σ(t,N(t))]
)
dt
+
(
C19 + 4(2 + c0)
2Cc0,2
)
Π(n,Zn0 , Tmax, Nmax,q) +
CM2
w(a)
(by Lemma A.5).
By Lemma (B.15), v(n0, E)/δ(n0) ≤ n−(2+ζ), the definition of Σ, and (B.41)-(B.43), we obtain
RWn0
(
f̂ q,N̂ ,T̂ ,α,β , fα,β
)
≤CM
2
w(a)
+
C25,E,η
n
+
2piC2c0,2
C
(
4l2 sup
t∈R
1
N(t)2σ
+
4l2
(1 ∨ T )2s
)
+
2piC2c0,2
C
∫
≤|t|≤T
∆˜2,q
(
t,N(t), n,
M1,E,ηv(n0, E)
δ(n0)
)
dt,(A.38)
∆˜2,q(t,N, n, z) :=∆3,q(t,N)
(
1 +
120(1 + 2pn)C(2 + c0)c1
piCc0,2
)
2pp−1cXN(t)p |t|p
(2pi)p(p− 1)!n
+
z∆3,q(t,N)
pip
(
L(t)2 +
cX(N(t) + 1)
p |t|p
n
)
,
C25,E,η :=
(
C19 + 4(2 + c0)
2Cc0,2
)(
C22,E,η
(
p− 1
e(ζ − ζ0)
)p−1
(1 ∨ l2) + C24
)
and ∆3,q(t,N) is given in (B.42). Let T
∗ := 2k∗ , where k∗ := bln(n)/(ln(2)6s(p + 1))c hence
n
1/(6s(p+1))
e /2 ≤ T ∗ ≤ n1/(6s(p+1))e , andN∗(t) := dN∗(t)e, whereN∗(t) := Q|t|,(2σ+p+1)/4 (ln(ne)/8)
and (2σ+p+1)/4 replaces (2σ+p)/4 in the definition ofN in (T1.1). We haveN∗(t) ≤ NWmax,q(t)
for all t ∈ R \ (−, ), thus N∗ ∈ Nn. We also have n1/(6s(p+1))e ≤ Tmax = nζ0 for all s > 1, thus
T ∗ ∈ Tn. We have
sup
fα,β∈Hq,φ,ωw,W (l,M)∩D, fX|X∈E
RWn0
(
f̂ q,N̂ ,T̂ ,α,β , fα,β
)
≤ CM
2
(ln(n)/ ln2(n))
2σ0
+
C25,E,η
n
+
2piC2c0,2
C
∫
≤|t|≤T ∗
∆˜2,q
(
t,N∗(t), n,
M1,E,ηv(n0, E)
δ(n0)
)
dt
+
2piC2c0,2
C
(
4l2 sup
t∈R
1
N∗(t)2σ
+
4l2
(1 ∨ T ∗)2s
)
.
Adapting the constants in the proof of (T1.1) to account for the new value of T , we obtain
RWn0
(
f̂ q,N̂ ,T̂ ,α,β , fα,β
)( ln(n)
ln2(n)
)2σ
≤M13,E,η,
M13,E,η := 2piC2c0,2
(
1
2τ4,1
∧ 1
2τ3,1
)−2σ (
4l2
(
1 + 2
(
6σ(p+ 1)
e
)2σ)
+M ′4,E,η +
M2
(4k1τ5,1)2σ
)
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M ′4,E,η :=
(
1 +
120(1 + 2pn)C(2 + c0)c1
piCc0,2
)
8
pi
τ2cXp
p
(2pi)p(p+ 1)!
+ 4M1,E,η
(
2pl2 +
cX
pip+1(p+ 1)
(p
e
+ 1
)p)
.
The other smoothness classes are treated in Section B.2.
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SUPPLEMENTAL APPENDIX
Appendix B.1. Harmonic analysis
B.1.1. Preliminaries. Pm is the Legendre polynomial of degree m with ‖Pm‖L2([−1,1]) = 1.
Lemma B.1. For all f ∈ L2w(R), w even, nondecreasing on [0,∞), and w(0), R > 0, we have∥∥PR [F [f ]]−F [f ]∥∥2L2(R) ≤ (2pi/w(R))‖f‖2L2(w).
Proof. The result uses the Plancherel identity and∥∥PR [F [f ]]−F [f ]∥∥2L2(R) = 2pi ∫
R
1l{|a| > R} |f (a)|2 da ≤ 2pi
w(R)
∫
R
|f (a)|2w(a)da. 
Proposition B.1. For all weighting function W , c ∈ R, R > 0, and m ∈ N0, we have
(i) g
W (·/R),c
m = g
W,Rc
m in L2([−1, 1]),
(ii) σ
W (·/R),c
m = σ
W,Rc
m
√
R,
(iii) ϕ
W (·/R),c
m = ϕ
W,Rc
m (?/R) /
√
R a.e.
Proof. (i) follows from QW (·/R)c = QWRc and (ii) from σW (·/R),cm =
√
2piρ
W (·/R),c
m / |c| =√
2piρW,Rcm / |c| (by the argument yielding (i)). Now, using (i) in the first display and (ii)
in the last display, we have, for a.e. t ∈ R,
σW,Rcm ϕ
W,Rc
m
(
t
R
)
= F∗Rc
[
gW (·/R),cm
]( t
R
)
(where F∗Rc : L2([−1, 1])→ L2(W ))
= F∗c
[
gW (·/R),cm
]
(t)
(
where F∗c : L2([−1, 1])→ L2(W (·/R))
)
= σW (·/R),cm ϕ
W (·/R),c
m (t) = σ
W,Rc
m
√
RϕW (·/R),cm (t),
hence (iii) when we divide by σW,Rcm which is nonzero. 
Proposition B.2. For all m ∈ Np0, R > 0, W = W[−R,R] or W = cosh(·/R), t 6= 0, we
have
∥∥∥gW,tx0m ∥∥∥
L∞([−1,1]p)
≤ HW (t)
∏p
j=1
√
mj + 1/2, where HW[−R,R](t) = H
p
0
(
1 + (|t|x0)2
)p
,
H0 = 2(1 + 1/
√
3), Hcosh(·/R)(t) = H
p
1 (1 ∨ (|t|x0)4)p, H1 > 0.
Proof. When W = W[−R,R], this is (66) in [9] else this is Corollary 1 in [22]. 
Lemma B.2. For all q ∈ {1,∞}, t 6= 0, R > 0, N ∈ N0, in cases (N.1) and (N.2) of Section
4.4, we have
∑
m∈Np0: |m|q≤N 1/ρ
W,t
m ≤ νWq (N, t).
Proof. Let R > 0. We use repeatedly, for all x > 0 and N ∈ N0,∑
k≤N
exp (kx) ≤ exp ((N + 1/2)x)
2 sinh (x/2)
≤ exp ((N + 1/2)x)
x
(because sinh(|x|) ≥ |x|),(B.1)
≤ exp (Nx)
1− exp(−x) ,(B.2)
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the cardinal of {m ∈ Np0 : |m|1 = k} is
(
k+p−1
p−1
)
, and (k + p− 1)!/k! ≤ (k + p− 1)p−1, and for
all m ∈ N0, ρcosh,Rtm = ρcosh(·/R),tm and ρW[−1,1],Rtm = ρW[−R,R],tm .
Start by case (N.1). Let |t| > pi/4 and q = 1. By (8) in [22] (there is difference of normalisations
for Qt by a factor 1/(2pi)), we have, for all m ∈ N0,
ρcosh,tm ≥
1
2
exp
(
−pi(m+ 1)
2 |t|
)
.(B.3)
The result is obtained from the above with (B.1) and∑
|m|1≤N
1
ρcosh,tm
≤2p
∑
k≤N
∑
|m|1=k
exp
(
pi(|m|1 + p)
2 |t|
)
≤2
p+1(N + p− 1)p−1e |t|
pi(p− 1)! exp
(
pi(N + p)
2 |t|
)
.(B.4)
Let |t| ≤ pi/4 and q = 1. By Theorem 1 in [22], we have, for all m ∈ N0,
ρcosh,tm ≥
(
2
epi
)2
exp
(
−2 ln
(
7e2
4|t|
)
m
)
.(B.5)
Let q = 1. The result is obtained from the above with (B.2) and∑
|m|1≤N
1
ρcosh,tm
≤
(epi
2
)2p ∑
k≤N
∑
|m|1=k
exp
(
2 ln
(
7e2
4|t|
)
|m|1
)
≤
(epi
2
)2p (N + p− 1)p−1
(p− 1)! exp
(
2 ln
(
7e2
4|t|
)
N
)
1
1− (pi/(14e2))2 .(B.6)
The results for q =∞ are obtained using (B.4) and (B.6) with p = 1 and
∑
m∈Np0: |m|∞≤N
1
ρcosh,tm
≤
p∏
j=1
 N∑
mj=0
1
ρcosh,tmj
 .(B.7)
Consider case (N.2). Let t 6= 0. Because 7e/pi ≥ 1 and by Lemma B.5, we have, for all m ∈ N0,
ρ
W[−1,1],t
m ≥ 1
2
(
2 |t|
7e(m+ 1)
∧
1
)2m
.(B.8)
When q = 1, the result follows from the following sequence of inequalities∑
|m|1≤N
1
ρ
W[−1,1],t
m
≤2p
∑
k≤N
∑
|m|1=k
p∏
j=1
exp
(
2mj ln
(
7e(mj + 1)
2 |t|
∨
1
))
≤2
p(N + p− 1)p−1(N + 1)
(p− 1)! exp
(
2N ln
(
7e(N + 1)
2 |t|
∨
1
))
.
When q =∞, we obtain the result using the above with p = 1 and (B.7).
Lemma B.3. Let fα,β ∈ Hq,φ,ωw,W (l,M). For all m ∈ Np0, t 6= 0, we have cm(t) = σW,tx0m bm(t).
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Proof. Letm ∈ Np0 and t 6= 0. We have cm(t) =
∫
[−1,1]p
∫
Rp e
itx0b
>uF1st [fα,β] (t, b)gW,tx0m (u)dudb,
hence, when W = cosh(·/R),
cm(t) =
∫
Rp
F1st [fα,β] (t, b)
(
(W⊗p)−1 (b)
∫
[−1,1]p
e−itx0b>ugW,tx0m (u) du
)
W⊗p(b)db
= σW,tx0m
∫
Rp
F1st [fα,β] (t, b)ϕW,tx0m (b)W⊗p (b) db = σW,tx0m bm(t),
while, when W = W[−R,R], because Sβ ⊆ [−R,R]p,
cm(t) =
∫
Rp
1l {|b|∞ ≤ R}F1st [fα,β] (t, b)F∗tx0
[
g
W[−R,R],tx0
m
]
(b)db = σ
W[−R,R],tx0
m bm(t). 
B.1.2. Properties of the PSWF and eigenvalues.
Lemma B.4. For all c 6= 0 and m ∈ N0, we have |µcm| ≤
√
2pie3/2 (e |c| /(4(m+ 1/2)))m /3.
Proof. By (69) in [46], 6.1.18 in [1], (7) in [27], (1.3) in [42], and supx≥0(x+1)1/2(x+1/2)x/(x+
3/2)x+1 ≤ 2/3, we obtain, for all c 6= 0 and m ∈ N0,
|µcm| ≤
√
pi |c|m (m!)2
(2m)!Γ(m+ 3/2)
≤ pi |c|
m
4mΓ (m+ 3/2)
Γ(m+ 1)
Γ (m+ 1/2)
≤ pi |c|
m
4mΓ(m+ 3/2)
(m+ 1)1/2
≤
√
pie3(e |c|)m(m+ 1)1/2
4m
√
2(m+ 3/2)m+1
≤
√
2pie3/2
3
(
e |c|
4(m+ 1/2)
)m
. 
Lemma B.5. For all c 6= 0 and m ∈ N0, we have
ρ
W[−1,1],c
m ≥ 1
2
(
1l
{
m ≤ 2 |c|
pi
− 1
}
+
2c
7e(m+ 1)
1l
{
m >
2 |c|
pi
− 1
})2m
.
Proof. When m ≥ 2 |c| /pi − 1, the result follows from the fact that, by Proposition 5.1 in
[6] and the Tura´n-Nazarov inequality (see [43] page 240), ρ
W[−1,1],c
m ≥ (2c/ (7e(m+ 1)))2m /2.
For all m ≤ 2 |c| /pi − 1, the result follows from Remark 5.2 in [6] and that, for all m ∈ N0,
c ∈ (0,∞) 7→ ρcm is nondecreasing (by the arguments in the proof of Lemma 1 in [22]). 
In the next proofs, we use Π(c) := 3c2 exp
(
2c2/
√
3
)
/16, H(c) :=
√
2Π(c) ∨ 2, r(c) :=(
1 + 4c2/33/2
) (
1 + 2c233/2
)
, ifN ≥ H(c) thenN ≥ c because, for all c ≥ 2, N ≥ c
√
3 exp(8/
√
3)/16 >
c and else N ≥ H(c) ≥ 2 > c, and f(x) := |x|/(1−x2), g(x) := |x| /(1−x)2, h(x) := |x|/(1−|x|),
cf := 4/3, cg := 4, ch := 2,
∀x ∈ [−1/2, 1/2], f(x) ≤ cf |x| , g(x) ≤ cg |x| , h(x) ≤ ch |x| ;(B.9)
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2
∑
k≡N [2], 0<k<N
2k + 1 = N(N − 1).(B.10)
(B.10) is obtained because for allN even the sum is 2
∑N/2−1
p=1 4p+1 and else 2
∑(N−1)/2−1
p=0 4p+3.
Lemma B.6. For all c 6= 0 and m ≥ 2, we have ∣∣µcm/µcm−2∣∣ ≤ Π(c)/m2.
Proof. Let c > 0 and m ∈ N0 (for c < 0, we use µcm = µ−cm ). By Theorem 8.1 in [44], we have
|µcm| =
√
picm(m!)2
(2m)!Γ(m+ 3/2)
eFm(c), Fm(c) =
∫ c
0
(
2
(
ψtm(1)
)2 − 1
2t
− m
t
)
dt.
Moreover, by (65) in [9], for all t > 0,(√
m+
1
2
− t
2
√
3
√
m+ 1/2
)2
≤ (ψtm(1))2 ≤
(√
m+
1
2
+
t2√
3
√
m+ 1/2
)2
which yields, if m ≥ 2,(
ψtm(1)
)2 − (ψtm−2(1))2 ≤
(√
m+
1
2
+
t2√
3
√
m+ 1/2
)2
−
(√
(m− 2) + 1
2
− t
2
√
3
√
(m− 2) + 1/2
)2
= 2 +
4t2√
3
+
t4
3
(
1
m+ 1/2
− 1
m− 3/2
)
≤ 2 + 4t
2
√
3
.(B.11)
Using supx≥2 x3(x− 1)/
(
(x2 − 1/4)(x− 1/2)(x− 3/2)) ≤ 3 and (B.11), for all m ≥ 2,∣∣∣∣ µcmµcm−2
∣∣∣∣ = c216 m(m− 1)(m2 − 1/4)(m− 1/2)(m− 3/2) exp (Fm(c)− Fm−2(c))
≤ 3c
2
16m2
exp
(∫ c
0
((
ψtm(1)
)2 − (ψtm−2(1))2
t
− 2
t
)
dt
)
≤ 3c
2
16m2
exp
(
2c2√
3
)
. 
Lemma B.7. For all c 6= 0 and k ∈ N, we have (ψck(1))2 ≤ (k + 1/2)
(
1 + 2c2/33/2
)2
and
‖ψck‖2L∞([−1,1]) ≤ (k + 1/2)
(
1 + 4c2/33/2
)2
. For all c 6= 0 and k ≥ c, we have ‖ψck‖2L∞([−1,1]) ≤
k + 1/2. We also have ‖ψc0‖2L∞([−1,1]) ≤ 2|c|/pi.
Proof. The first assertion follows from (65) in [9]. For the second, we use (66) in [9] in the first
display, 22.14.7 and 22.2.10 in [1], hence ‖Pk‖L∞([−1,1]) ≤
√
k + 1/2, in the second inequality,
‖ψck‖L∞([−1,1]) ≤ ‖Pk‖L∞([−1,1]) +
c2√
3(k + 1/2)
(
1 +
√
3/2√
k + 1/2
)
≤
√
k + 1/2
(
1 +
c2√
3(k + 1/2)
(
1 +
√
3/2√
k + 1/2
))
≤
√
k + 1/2
(
1 +
4c2
33/2
)
.
The third uses (3.4) and (3.125) in [44]. We obtain the last by the proof of Proposition 1 in
[35] which yields ‖ψc0‖2L∞([−1,1]) ≤ 2/(µc0)2 and Lemma B.5. For all c < 0, we use ψ−cm = ψcm.
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Lemma B.8. For all c 6= 0 and N ≥ H(c), we have∥∥∥∥∂ψcN∂c
∥∥∥∥
L∞([−1,1])
≤ 2cf (C1(c) + C2(c))C3(c)Π(c)|c|
√
N,
C1(c) :=
2H(c) + 9
(H(c) + 2)2
, C2(c) :=
2 |c|
piH(c)(H(c)− 1) +
r(c)
4
, C3(c) :=
√
1 +
1
2H(c)
.
Proof. Take c 6= 0, N ≥ H(c), and w ∈ [−1, 1]. Theorem 7.11 in [44] yields
(B.12)
∂ψcN
∂c
(w) =
2ψcN (1)
|c|
∑
k≡N [2], k 6=N
µcNµ
c
k(
µcN
)2 − (µck)2ψck(1)ψck(w).
Using µck/µ
c
N ∈ R if k ≡ N [2] and Lemma B.7, we obtain∣∣∣∣∂ψcN∂c (w)
∣∣∣∣ ≤ √4N + 2|c| C(f,N, c),
C(f,N, c) := f
(
µcN
µc0
)
2|c|1l{N ≡ 0[2]}
pi
+
∑
0<k<N
k≡N [2]
f
(
µcN
µck
)
r(c)
(
k +
1
2
)
+
∑
k>N
k≡N [2]
f
(
µck
µcN
)(
k +
1
2
)
.
Lemma B.6 yields, if k ≡ N [2],
(B.13)
∣∣∣∣µcNµck
∣∣∣∣ ≤ ∣∣∣∣ µcNµcN−2
∣∣∣∣ ≤ Π(c)N2 ≤ 12 if k < N and
∣∣∣∣ µckµcN
∣∣∣∣ ≤
(√
Π(c)
N + 2
)k−N
≤ 1
2
if k > N.
Using (B.10), (B.9), (B.13), and
∑
k∈N k2
−k = 2 in the third display, the result follows from
C(f,N, c) ≤ cf
(2 |c|
pi
+
r(c)N(N − 1)
4
)
Π(c)
N2
+
∑
k≡N [2], k>N
k + 1/2
2(k−N)/2
(√
2Π(c)
N + 2
)k−N
≤ cfΠ(c)
 2 |c|
piH(c)(H(c)− 1) +
r(c)
4
+
2
(N + 2)2
∑
l≡0[2], l≥2
(
l +N +
1
2
)
1
2l/2

≤ cfΠ(c)
(
C2(c) +
2
(N + 2)2
(
N +
9
2
))
≤ cfΠ(c) (C1(c) + C2(c)) . (B.14)
Lemma B.9. For all c 6= 0 and N ≥ H(c), we have∥∥∥∥∂2ψcN∂c2
∥∥∥∥
L∞([−1,1])
≤ Π(c)C3(c)
c2
(
C4(c)N
5/2 + C5(c)N
3/2 + C6(c)
√
N + C7(c)
)
,
C4(c) := cg (C2(c)− C1(c)) , C7(c) := cg
(H(c) + 2)1/2
(
85 +
246
H(c) + 2
)
,
C5(c) := 8 (cf (C1(c) + C2(c))C3(c))
2 Π(c) + (cg + 4cf )C2(c) + (8cf − cg)C1(c) + 2cg,
C6(c) := 8chcf (C1(c) + C2(c))
2Π(c) + (C1(c) + C2(c))
(
c2cg + 4cf
)
+ 19cg.
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Proof. For all c < 0, µcm = µ
−c
m and ψ−cm = ψcm, hence we only consider c > 0. Using
c ∈ (0,∞) 7→ ψcN (x) is analytic (see [21] page 320) and (7.99) in [44], we have by differentiating
µcNψ
c
N (x) =
∫ 1
−1
eicxtψcN (t)dt :(B.15)
µcN
∂ψcN
∂x
(x) =
∫ 1
−1
icteicxtψcN (t)dt,(B.16)
µcN
∂2ψcN
∂x2
(x) = −
∫ 1
−1
(ct)2eicxtψcN (t)dt,(B.17)
(
∂2µcN
∂c2
ψcN + 2
∂µcN
∂c
∂ψcN
∂c
+ µcN
∂2ψcN
∂c2
)
(x) =
∫ 1
−1
eicxt
(
∂2ψcN
∂c2
(t) + 2ixt
∂ψcN
∂c
(t)− (xt)2ψcN (t)
)
dt.
(B.18)
Multiplying (B.18) by ψck(x), integrating, and using (B.15)-(B.17), we obtain, for all k 6= N ,
2
∂µcN
∂c
∫ 1
−1
∂ψcN
∂c
(x)ψck(x)dx+ µ
c
N
∫ 1
−1
∂2ψcN
∂c2
(x)ψck(x)dx
= µck
∫ 1
−1
∂2ψcN
∂c2
(x)ψck(x)dx+ 2
µck
c
∫ 1
−1
x
∂ψcN
∂c
(x)
∂ψck
∂x
(x)dx+
µck
c2
∫ 1
−1
x2ψcN (x)
∂2ψck
∂x2
(x)dx.
Recombining and using that, for all k 6= N , µck 6= µcN (see (3.45) in [44]), we obtain∫ 1
−1
∂2ψcN
∂c2
(x)ψck(x)dx
=
1
µcN − µck
(
2
µck
c
∫ 1
−1
x
∂ψcN
∂c
(x)
∂ψck
∂x
(x)dx+
µck
c2
∫ 1
−1
x2ψcN (x)
∂2ψck
∂x2
(x)dx− 2∂µ
c
N
∂c
∫ 1
−1
∂ψcN
∂c
(x)ψck(x)dx
)
.
This yields, for all k 6≡ N [2], using (B.12), (7.69)-(7.70), and Theorem 7.11 in [44], ∫ 1−1 ∂2ψcN∂c2 (x)ψck(x)dx =
0, while, for all k ≡ N [2] and k 6= N , using (7.69)-(7.70), Theorem 7.11, (7.99) and the eigen-
values (χcN )N∈N0 of the differential operator in (1.1) in [44],∫ 1
−1
∂2ψcN
∂c2
(x)ψck(x)dx =
2
c
µck
µcN − µck
∫ 1
−1
x
∂ψcN
∂c
(x)
∂ψck
∂x
(x)dx+ ΞN,k,
ΞN,k :=
ψcN (1)ψ
c
k(1)
c2
(
µcNµ
c
k(χ
c
k − χcN )(
µcN − µck
)2 − 2 µcNµck(
µcN
)2 − (µck)2
(
2 +
µcN
(
2ψcN (1)
2 − 1)
µcN − µck
))
.
Differentiating (7.114) in [44] in c yields
∫ 1
−1
∂2ψcN
∂c2
(x)ψcN (x)dx = −
∫ 1
−1
(
∂ψcN
∂c (x)
)2
dx. Also, by
(B.13), for all k ≡ N [2],
(B.19)
|µcN |∣∣µcN − µck∣∣ ≤ 1 if k < N and else |µ
c
N |∣∣µcN − µck∣∣ ≤ 2.
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We obtain, using Lemma B.7 and N ≥ c for the first term,∥∥∥∥∂2ψcN∂c2
∥∥∥∥
L∞([−1,1])
≤
√
N +
1
2
∫ 1
−1
(
∂ψcN
∂c
(x)
)2
dx+
∑
k≡N [2], k 6=N
|ΞN,k| ‖ψck‖L∞([−1,1])
+
∑
k≡N [2], k 6=N
2 |µck|
c
∣∣µcN − µck∣∣
∣∣∣∣∫ 1−1 x∂ψ
c
N
∂c
(x)
∂ψck
∂x
(x)dx
∣∣∣∣ ‖ψck‖L∞([−1,1]).(B.20)
For the first term on the right-hand side of (B.20), using Lemma B.8, we obtain√
N +
1
2
∫ 1
−1
(
∂ψcN
∂c
(x)
)2
dx ≤ 8 (cf (C1(c) + C2(c))C3(c))2C3(c)
(
Π(c)
c
)2
N3/2.
For the second term in (B.20), using that for all k ≡ N [2], µcN/µck ∈ R and (B.13) we obtain
|ΞN,k| ≤ |ψ
c
N (1)| |ψck(1)|
c2
(
g (ρk) (χ
c
k − χcN ) + 2
(
2 +
∣∣2ψcN (1)2 − 1∣∣ |µcN |∣∣µcN − µck∣∣
)
f (ρk)
)
,
where ρk = µ
c
N/µ
c
k when k < N and ρk = µ
c
k/µ
c
N when k > N . Using N ≥ c, (B.19),
|χcN − χck| ≤ |N − k| (k + N + 1) + c2 (see (13) in [8]), (B.9), and
∣∣2ψcN (1)2 − 1∣∣ ≤ 2N (by
Lemma B.7) for the first inequality, (N − k)(k + N + 1) ≤ N(N + 1) for all 0 < k < N ,
(B.13), and (B.10) for the second, (k −N)(k +N + 1) = k(k + 1)−N2 −N for the third, the
computations in (B.14),
∑∞
k=1 k
22−k = 6 and
∑∞
k=1 k
32−k = 26, and Euclidean division for the
fourth, yield∑
k≡N [2], k 6=N
|ΞN,k| ‖ψck‖L∞([−1,1]) ≤
cg
√
4N + 21l{N ≡ 0[2]}
|c|pi
∣∣∣∣µcNµc0
∣∣∣∣ (N(N + 1) + c2 + 4cfcg (N + 1)
)
+
cg
√
4N + 2
2c2
∑
k≡N [2], 0<k<N
(
k +
1
2
)
r(c)
∣∣∣∣µcNµck
∣∣∣∣ ((N − k)(k +N + 1) + c2 + 4cfcg (N + 1)
)
+
cg
√
4N + 2
2c2
∑
k≡N [2], k>N
(
k +
1
2
) ∣∣∣∣ µckµcN
∣∣∣∣ (|N − k| (k +N + 1) + c2 + 4cfcg (2N + 1)
)
≤ cg
√
4N + 2
2c2
(
N(N + 1) + c2 +
4cf
cg
(N + 1)
)(
2 |c|
pi
+
r(c)N(N − 1)
4
)
Π(c)
N2
+
cg
√
4N + 2
2c2
∑
k≡N [2], k>N
k + 1/2
2(k−N)/2
(√
2Π(c)
N + 2
)k−N (
(k −N)(k +N + 1) + c2 + 4cf
cg
(2N + 1)
)
≤ cg
√
4N + 2Π(c)
2c2
(
N(N + 1) + c2 +
4cf
cg
(N + 1)
)(
2 |c|
piH(c)(H(c)− 1) +
r(c)
4
)
+
cg
√
4N + 2
2c2
2Π(c)
(N + 2)2
∑
l≡0[2], l≥2
l +N + 1/2
2l/2
(
c2 +
4cf
cg
(2N + 1)−N −N2
)
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+
cg
√
4N + 2
2c2
2Π(c)
(N + 2)2
∑
l≡0[2], l≥2
(
l +N +
1
2
)
(l +N)(l +N + 1)
1
2l/2
≤ cg
√
4N + 2Π(c)
2c2
[
C2(c)
(
N(N + 1) + c2 +
4cf
cg
(N + 1)
)
+ C1(c)
(
c2 +
4cf
cg
(2N + 1)−N −N2
)
+ 2N + 19 +
85
N + 2
+
246
(N + 2)2
]
≤ cgΠ(c)
c2
C3(c)
[
N5/2 (C2(c)− C1(c)) +N3/2
((
1 +
4cf
cg
)
C2(c) +
(
8cf
cg
− 1
)
C1(c) + 2
)
+
√
N
(
(C1(c) + C2(c))
(
c2 +
4cf
cg
)
+ 19
)
+
85
(H(c) + 2)1/2
+
246
(H(c) + 2)3/2
]
.
For the third term in (B.20), using (B.12), the triangle inequality, and (7.74) in [44] for the
first inequality and using |µcm| / |µcm + µck| ≤ 1 for the second, we obtain∣∣∣∣∫ 1−1 x∂ψ
c
N
∂c
(x)
∂ψck
∂x
(x)dx
∣∣∣∣ ≤ 4 |ψcN (1)| |ψck(1)||c| ∑
m 6=N, m≡N [2]
|µcN | |µcm| |ψcm(1)|2∣∣∣(µcm)2 − (µcN)2∣∣∣
|µcm|∣∣µcm + µck∣∣
≤ 4 |ψ
c
N (1)| |ψck(1)|
|c| C(f,N, c),
hence, using (B.14) for the first inequality and (B.9) and (B.14) replacing cf by ch for the third,∑
k≡N [2], k 6=N
2 |µck|
c
∣∣µcN − µck∣∣
∣∣∣∣∫ 1−1 x∂ψ
c
N
∂c
(x)
∂ψck
∂x
(x)dx
∣∣∣∣ ‖ψck‖L∞([−1,1])
≤ 4cf
√
4N + 2(C1(c) + C2(c))
Π(c)
c2
∑
k≡N [2], k 6=N
|µck|∣∣µcN − µck∣∣ |ψck(1)| ‖ψck‖L∞([−1,1])
≤ 4cf
√
4N + 2(C1(c) + C2(c))
Π(c)
c2
C(h,N, c)
≤ 4chcf
√
4N + 2(C1(c) + C2(c))
2 Π(c)
2
c2
≤ 8chcfC3(c)(C1(c) + C2(c))2 Π(c)
2
c2
√
N. 
Lemma B.10. For all N ≥ H(Rc(U)), t ∈ R, and U > 0, H1(U) := dH(Rc(U))e, φ from
(A.7), N˜(1) := (N,H1(U)) ∈ Np, N˜(∞) := N ∈ Np, we have
sup
b∈[−R,R]p
∣∣∣∣∣ ∂2∂t2
((
Rc(t)
2pi
)p/2
φ(t)ψ
Rc(t)
N˜(q)
(
b
R
))∣∣∣∣∣ ≤ 1l{U/2 ≤ |t| ≤ U}C8(Rx0, p, U)Nkq/2+2,
C8(Rx0, p, U) :=
(
URx0
pi
)p/2
C3(c(U))
p
(
(H1(U))
(p−1)/21l{q = 1}+ 1l{q =∞}
)
R0(Rx0, p, U),
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R0(Rx0, p, U) :=
(
p|p− 2|
U2
+ C9(U)
2p
U
+ C10(U)
)
1
H1(U)2
+
(
2p
U
+ 2C9(U)
)
pC16(U)
H1(U)2
+
p(p− 1)C16(U)
H1(U)2
+ pC11(U),
C9(U) := sup
t∈[U/2,U ]
∣∣φ′(t)∣∣ , C10(U) := sup
t∈[U/2,U ]
∣∣φ′′(t)∣∣ ,
C11(U) :=
(Rx0)
2 Π(Rc(U))
(Rc(U))2
(
C4(Rc(U)) +
C5(Rc(U))
H1(U)
+
C6(Rc(U))
H1(U)2
+
C7(Rc(U))
H1(U)5/2
)
,
C16(U) := 2cfRx0 (C1(Rc(U)) + C2(Rc(U)))C3(Rc(U))
Π(Rc(U))
Rc(U)
.
Proof. Let q = 1. By supp(φ) ⊆ [−U,−U/2] ∪ [U/2, U ] and symmetry, we only consider
t ∈ [U/2, U ] and b ∈ [−R,R]p. For such (t, b) and c > 0 we have
R(t, b) :=
∣∣∣∣∣ ∂2∂t2
((
Rc(t)
2pi
)p/2
φ(t)ψ
Rc(t)
N˜(q)
(
b
R
))∣∣∣∣∣
≤
(
Rx0
2pi
)p/2
tp/2
[(
p |p− 2|
4t2
φ(t) +
p
t
∣∣φ′(t)∣∣+ ∣∣φ′′(t)∣∣) ∣∣∣∣ψRc(t)N˜(q)
(
b
R
)∣∣∣∣
+Rx0
(p
t
φ(t) + 2|φ′(t)|
) ∣∣∣∣∣∣
∂ψc
N˜(q)
∂c
∣∣∣∣∣
c=Rc(t)
(
b
R
)∣∣∣∣∣∣+ (Rx0)2 φ(t)
∣∣∣∣∣∣∣
∂2ψc
N˜(q)
∂c2
∣∣∣∣∣∣
c=Rc(t)
(
b
R
)∣∣∣∣∣∣∣
]
,
∂ψc
N˜(q)
∂c
(
b
R
)
=
p∑
j=2
ψcN
(
b1
R
) ∂ψcH1(U)
∂c
(
bj
R
) p∏
l=2
l 6=j
ψcH1(U)
(
bl
R
)
+
∂ψcN
∂c
(
b1
R
) p∏
l=2
ψcH1(U)
(
bl
R
)
,
∂2ψc
N˜(q)
∂c2
(
b
R
)
=2
p∑
j=2
∂ψcH1(U)
∂c
(
bj
R
)
∂ψcN
∂c
(
b1
R
) p∏
l=2
l 6=j
ψcH1(U)
(
bl
R
)
+
p∑
k=2
p∑
j=2
j 6=k
ψcN
(
b1
R
) ∂ψcH1(U)
∂c
(
bj
R
) ∂ψcH1(U)
∂c
(
bk
R
) p∏
l=2
l 6=j,l 6=k
ψ
c(t)
H1(U)
(
bl
R
)
+
∂2ψcN
∂c2
(
b1
R
) p∏
l=2
ψcH1(U)
(
bl
R
)
+
p∑
j=2
ψcN
(
bl
R
) ∂2ψcH1(U)
∂c2
(
bj
R
) p∏
l=2
l 6=j
ψcH1(U)
(
bl
R
)
,
using that, by the discussion before Lemma B.6, N ≥ Rc(U), the third assertion of Lemma B.7,
and Lemma B.9, we obtain R(t, b) ≤ (URx0/pi)p/2C3(c(U))pN5/2(H1(U))(p−1)/2R0(Rx0, p, U).
The case q =∞ is obtained by replacing H1(U) by N above. 
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Lemma B.11. For all R, x0 > 0, σ > kq/2 + 2, q ∈ {1,∞}, τ ≥
(
3eσ+p/2−1/4Rx0/8
) ∨ (1/2),
we have∫
R
e−2τ |t|
 ∑
m∈Np0
|m|2σq
(
cPm(t)
)2 dt ≤ C12(Rx0, σ, p)
τk2σq
,
C12(Rx0, σ, p) :=
2p−1pΓ(2σ + p+ 1)
2σ + p
(
8
3
)2σ+p
+
pie3p2p
√
3
9τ
Γ(2σ + p+ 1/2)
(2σ + p− 1/2)2σ+p+1/2 .
Proof. When q = 1, we use |m|1 ≤ p |m|∞. Let q = ∞, R, x0 > 0, σ > kq/2 + 2, τ ≥(
3eσ+p/2−1/4Rx0/8
)∨(1/2). Because P0 = 1l{|·|∞ ≤ 1}/2p/2, for allm ∈ N0, ∣∣∣〈P0, ψcm〉L2([−1,1])∣∣∣ ≤
1, and, for all m > |c|,
∣∣∣〈P0, ψcm〉L2([−1,1])∣∣∣ ≤ |µcm| /√2 (see Proposition 3 in [8]), we obtain, for
all t 6= 0,
∑
m∈Np0
|m|2σ∞
(
cPm(t)
)2 ≤ ∑
|m|∞≤Rc(|t|)
|m|2σ∞1l{Rc (|t|) ≥ 1}+
∑
|m|∞>Rc(|t|)
|m|2σ∞
∣∣∣µRc(t)|m|∞∣∣∣2
2
.(B.21)
Using (B.21), Lemma B.4 and
∑
|m|∞=k 1 ≤ p(k+1)p−1 for the first inequality, m+1 ≤ 2m when
m ≥ 1 for the second, and 2m + 1 ≤ 3m, (Rc(t) + 1)2σ+p ≤ (2Rc(t))2σ+p when m,Rc(t) ≥ 1,
and (see (1.3) in [42])∫ ∞
0
e−2τtt2mdt =
Γ(2m+ 1)
(2τ)2m+1
≤ e−2me2m ln(2m+1)
√
2m+ 1
(2τ)2m+1
for the third, we have∫
R
e−2τ |t|
 ∑
m∈Np0
|m|2σ∞
(
cPm(t)
)2 dt
≤
∫ ∞
0
2pe−2τt
 ∑
m≤Rc(t)
(m+ 1)p−1m2σ1l{Rc(t) ≥ 1}+ pie
3
9
∑
m>Rc(t)
(m+ 1)p−1m2σ
(
eRc(t)
4m
)2m dt
≤
∫ ∞
0
2ppe−2τt
∫ Rc(t)+1
1
u2σ+p−1du1l{Rc(t) ≥ 1}dt+ pie
3p2p
9
∑
m≥1
m2σ+p−1
(
eRx0
4m
)2m ∫ ∞
0
e−2τtt2mdt
≤ 2
2(σ+p)p
2σ + p
∫ ∞
1/(Rx0)
(Rc(t))2σ+pe−2τtdt+
pie3p2p
√
3
9τ
∑
m≥1
m2σ+p−1/2e2m ln(3Rx0/(8τ))
≤ 2
p−1p
2σ + p
Γ(2σ + p+ 1)(Rx0)
2σ+p
τ2σ+p+1
+
pie3p2p
√
3
9τ
∑
m≥1
m2σ+p−1/2
e(2σ+p−1/2)m
≤ 2
p−1pΓ(2σ + p+ 1)
(2σ + p)τ
(
8
3
)2σ+p
+
pie3p2p
√
3
9τ
∫ ∞
0
t2σ+p−1/2
et(2σ+p−1/2)
dt ≤ C12(Rx0, σ, p)
τk2σq
. 
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Lemma B.12. For all N ≥ H(Rc(U)), R,U > 0, q ∈ {1,∞}, N˜(1) = (N,H1(U)) ∈ Np,
N˜(∞) = N ∈ Np, H and H1 are defined in Lemma B.8, and HN is defined in (A.6), we have
I1 :=
∫
[−1,1]p
∫
R
|∂tF [HN ] (t, tx0x)|2 dxdt ≤ C17(U)N2ρRc(U)
N˜(q)
(B.22)
I2 :=
∫
[−1,1]p
∫
R
|F [HN ] (t, tx0x)|2 dxdt ≤ RpUρRc(U)
N˜(q)
,(B.23)
C15(U) :=
25p2
8U
(
1 +
2(Rc(U))2
33/2
)4
+
UC9(U)
2
H1(U)2
+
5pC9(U) ln(2)
2H1(U)
(
1 +
2(Rc(U))2
33/2
)2
,
C17(U) := R
p
(
C15(U) +
2pUC16(U)
2
H1(U)
)
.
Proof. Let N ≥ H(Rc(U)). I1 is bounded using that, for all (t,x) ∈ R× [−1, 1]p,
F [HN ] (t, tx0x) =
(
c(|t|)
2pi
)p/2
λ(t)F
[
ψ
Rc(t)
N˜(q)
( ·
R
)
1l{|·|∞ ≤ R}
]
(tx0x)
=
(
c(|t|)
2pi
)p/2
λ(t)FRc(t)
[
ψ
Rc(t)
N˜(q)
]
(x)
= Rp/2i|N˜(q)|1λ(t)
√
ρ
Rc(t)
N˜(q)
ψ
Rc(t)
N˜(q)
(x)
(
because µRc(t)m = i
m
(
2pi
Rc(|t|)
)1/2√
ρ
Rc(t)
m
)
,(B.24)
which yields
I1
Rp
≤
∫
R
∫
[−1,1]p

d
√
ρ
Rc(t)
N˜(q)
dt
λ(t) + λ′(t)
√
ρ
Rc(t)
N˜(q)
ψRc(t)N˜(q)(x) +
√
ρ
Rc(t)
N˜(q)
λ(t)
∂ψ
Rc(t)
N˜(q)
(x)
∂t

2
dtdx.
Using (7.114) in [44], cross-products terms of the last inequality are zero hence we obtain
I1
Rp
≤
∫
R
λ(t)2
d
√
ρ
Rc(t)
N˜(q)
dt

2
dt+
∫
R
(λ′(t))2 ρRc(t)N˜(q) + 2λ(t)|λ′(t)|
√
ρ
Rc(t)
N˜(q)
d
√
ρ
Rc(t)
N˜(q)
dt
 dt
+
∫
R
∫
[−1,1]p
ψRc(t)N˜(q)(x)
∂t
2 dx
λ(t)2ρRc(t)
N˜(q)
dt.(B.25)
Then, using (7.100) in [44] for the second equality yields, for all |t| ≥ ,
d
√
ρ
Rc(t)
N
dt
=
x0R
2
√
ρ
Rc(t)
N
dρcN
dc
∣∣∣∣
c=Rc(t)
=
√
ρ
Rc(t)
N
|t|
(
ψ
Rc(t)
N (1)
)2
,
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hence, using the first and the last assertions of Lemma B.7, for all U/2 ≤ |t| ≤ U ,
d
√
ρ
Rc(t)
N
dt
≤ (N + 1/2)
√
ρ
Rc(t)
N
|t|
(
1 +
2(Rc(U))2
33/2
)2
1l{N > 0}+
√
ρ
Rc(t)
0
(
2x0R
pi
)
1l{N = 0}.
(B.26)
When q = 1 and using N ≥ H1(U) ≥ 2 and (N + 1/2) ≤ 5N/4 for allN ≥ 2, we have
d
√
ρ
Rc(t)
N˜(q)
dt
= (p− 1)
(√
ρ
Rc(t)
H1(U)
)p−2√
ρ
Rc(t)
N
d
√
ρ
Rc(t)
H1(U)
dt
+(√ρc(t)H1(U)
)p−1d
√
ρ
Rc(t)
H1(U)
dt

≤ 5pN
4 |t|
(
1 +
2(Rc(U))2
33/2
)2√
ρ
Rc(t)
N˜(q)
.(B.27)
Because N ≥ H1(U), (B.27) holds for q = ∞. Hence, using (B.26) and that for all m ∈ N0,
c ∈ (0,∞) 7→ ρW[−1,1],cm is nondecreasing (using an adaptation of Lemma 1 in [22]), we have
2
∫ U
U/2
λ(t)2
d
√
ρ
Rc(t)
N˜(q)
dt

2
+
(
λ′(t)
)2
ρ
Rc(t)
N˜(q)
+ 2
∣∣λ′(t)∣∣√ρRc(t)
N˜(q)
d
√
ρ
Rc(t)
N˜(q)
dt
dt
≤
(
25p2N2
8
∫ U
U/2
dt
t2
(
1 +
2(Rc(U))2
33/2
)4
+ UC9(U)
2 +
5pNC9(U)
2
(
1 +
2(Rc(U))2
33/2
)2 ∫ U
U/2
dt
t
)
ρ
Rc(U)
N˜(q)
≤ C15(U)N2ρRc(U)
N˜(q)
.
Then, using (7.114) in [44] for the first inequality and N ≥ H1(U) and Lemma B.8 for the
second inequality, we have, for all U/2 ≤ |t| ≤ U ,
∫
[−1,1]p
∂ψRc(t)N˜(q)(z)
∂t
2 dz
= (Rx0)
2
(p− 1)∫
[−1,1]
 ∂ψcH1(U)(z)
∂c
∣∣∣∣∣
c=Rc(t)
2 dz + ∫
[−1,1]
(
∂ψcN (z)
∂c
∣∣∣∣
c=Rc(t)
)2
dz

≤ 2pC16(U)2N (using N ≥ H1(U)).
Because N ≥ H1(U), the same holds for q = ∞. This and (B.25), yield (B.22) for all N ≥
H1(U).
By (B.24) and the fact that c ∈ (0,∞) 7→ ρW[−1,1],cm is nondecreasing, (B.23) follows from
I2 =
∫
R
∫
[−1,1]p
Rpρ
Rc(t)
N˜(q)
λ(t)2
∣∣∣ψRc(t)
N˜(q)
(z)
∣∣∣2 dtdz ≤ ∫
R
Rpλ(t)2dtρ
Rc(U)
N˜(q)
. 
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Lemma B.13. Assume that v(n0, E) ≤ n−(2+ζ) with ζ > 0. For the weights W of Section 4.4
and q ∈ {1,∞}, there exists CW,q20 independent of n such that, for all  ≤ |t| ≤ Tmax,( |t|x0
2pi
)p
νWq (Nmax,q, tx0) v(n0, E) ≤CW,q20 ln(n)p−1
(
1l{W = W[−R,R]} ln(n)
n1+ζ−pζ0
+
1l{W = cosh(·/R)}
n1+ζ−2pζ0
)
.
Proof. Let  ≤ |t| ≤ Tmax ≤ nζ0 . Let q = 1 and W = W[−R,R]. Using NW[−R,R]max,1 (t) ≤ ln(n)/2,(
(7e/(2 |t|Rx0))NWmax,1(t)
)2pNWmax,1(t) ≤ n, (B.29), and the definition of νW[−R,R]1 , we have( |t|x0
2pi
)p
νW1
(
NWmax,1(t), tx0
) ≤ (x0 |t|
2pi
)p 2pp−1(NWmax,1(t))p
(p− 1)!
(
7e(NWmax,1(t) + 1)
2 |t|x0
∨
1
)2NWmax,1(t)
≤ CW[−R,R]20 T pmax ln(n)pn ≤ C
W[−R,R]
20 ln(n)
pn1+pζ0 ,(B.28)
using C
W[−R,R]
20 := 2p
p−1(x0/2)p/(p− 1)!, hence the result.
Let q = 1 and W = cosh(·/R). Using the definition of N cosh(·/R)max,1 (t), we have
ν
cosh(·/R)
1
(
NWmax,1(t), tx0
) ≤ (22peRp ln(n)p−1 |t|p
pip
+ 2
(epi
2
)2p)
n,
hence, using C
cosh(·/R)
20 := (x0/(2pi))
p
(
pp−122peRp/pip + 2 (epi/2)2p
)
and ln(n)p−1npζ0 ≥ 1,( |t|x0
2pi
)p
νW1
(
NWmax,q(t), tx0
) ≤ Ccosh(·/R)20 ln(n)p−1T 2pmaxn ≤ Ccosh(·/R)20 ln(n)p−1n1+2pζ0 .
Similar computations yield the results when q =∞. 
Appendix B.2. Complements on the proofs of the main results
Lemma B.14. If f̂X|X satisfies (H1.4) then Zn0 = Op (v(n0, E)/δ(n0)).
Proof. For all n0 sufficiently large so that
√
δ(n0)cX ≤ 1, we have, for all x ∈ X ,∣∣∣(f̂ δX|X − fX|X) (x)∣∣∣ ≤ ∣∣∣(f̂X|X − fX|X) (x)∣∣∣ 1l{f̂X|X (x) ≥√δ(n0)}
+
∣∣∣√δ(n0)− fX|X (x)∣∣∣ 1l{f̂X|X (x)− fX|X (x) <√δ(n0)− fX|X (x)}
≤
∣∣∣(f̂X|X − fX|X) (x)∣∣∣ ,
hence δ(n0)Zn0 ≤ supfX|X∈E
∥∥∥f̂X|X − fX|X∥∥∥2
L∞(X )
. We conclude by (H1.4). 
We complete the proofs of theorems 1 and 3, considering (A.31) in all smoothness cases. We
use θ := 7e/(2Rx0), take E , η > 0, and work on E (Gn0 , E) defined in the proof of Theorem 5.
In the next proofs we use that for all k, l ≥ 0, N ≥ 1, and for fα,β ∈ Hq,φ,ωw,W (l,M)),
(B.29) (N + l)k ≤ ((l + 1)N)k,
∫
≤|t|≤T
L2(t)dt ≤ (2pi)p+1l2 (L2(t) defined above (A.28)).
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Proof of (T1.2). Let q = 1 and θ0 = pi/(4Rx0). By (B.3) and (B.5), we obtain the upper
bound on
(
ω˜1,W,tx0N(t)
)2
(see (A.25) and (A.28)),(
ω˜1,W,tx0N(t)
)2 ≤(epi
2
)2p
exp
(
2 ln
(
7e2
4Rx0|t|
)
N(t)
)
1l {|t| ≤ θ0}+ 2p exp
(
pi(N(t) + p)
2Rx0 |t|
)
1l {|t| > θ0} .
Use, for all z > 0, N ∈ N, and t 6= 0, if |t| > θ0
∆1(t,N, n, z) :=
4cX(N + p− 1)p−1 |t|p+1 eRx0
pip+1n(p− 1)! exp
(
pi(N + p)
2 |t|Rx0
)
(B.30)
+
2z
pip+1
(
L2(t) +
cX(N + 1)
p |t|p
n
)
exp
(
pi(N + p)
2 |t|Rx0
)
,
and, if |t| ≤ θ0,
∆1(t,N, n, z) :=
cX(N + p− 1)p−1 |t|p
n(p− 1)!
2e2ppip−1
8p
exp
(
2 ln
(
7e2
4Rx0|t|
)
N
)
+ z
(
L2(t) +
cX(N + 1)
p |t|p
n
)
2e2ppip−1
8p
exp
(
2 ln
(
7e2
4Rx0|t|
)
N
)
.
We have, using ∆1 to collect the bounds on E
[
‖R1‖2L2
1⊗W⊗p
]
and E
[
‖R2‖2L2
1⊗W⊗p
]
in (A.31),
RWn0
(
f̂ q,N,T,α,β , fα,β
)
≤ C
(∫
≤|t|≤T
∆1(t,N(t), n, Zn0)dt+ sup
t∈R
4l2
N(t)2σ
+
4l2
(1 ∨ T )2s +M
2
)
.
(B.31)
Step 1. We check that
∫
≤|t|≤T ∆1(t,N(t), n, Zn0)N(t)
2σdt ≤M2,E,η,1, where
M2,E,η,1 :=
4cXp
p−1
pi(p− 1)!
(
τ ′1(e2pi)p
8p
1 ∨ θ0
p+ 1
+
2τ1eRx0
pip
)
+ 2p+2pipM1,E,η
(
τ ′1(e2pi)p
8p
∨ τ1
pip
)
l2
+
(
τ ′1(e2pi)p
8p
∨ τ1
pip
)
4M1,E,ηcX
pi(p+ 1)
(p
e
+ 2
)p
,
τ1 := exp (2(p+ 1)) + 1, and τ
′
1 := (7e
2/(4Rx0))
2 (8σ/e)4σ + 1, from which we deduce
sup
fα,β∈Hq,φ,ωw,W (l,M)∩D
fX|X ∈E
RWn0
(
f̂ q,N,T,α,β , fα,β
)
≤ C
(
sup
≤|t|≤T
M2,E,η,1 + 4l2
N(t)2σ
+
4l2
(1 ∨ T )2s +M
2
)
.
(B.32)
Step 1.1. Let |t| > θ0. We have, using (B.29) with k = p− 1,
∆1(t,N(t), n, Zn0)N(t)
2σ ≤
(
4cXnep
p−1eRx0
pip+1(p− 1)!n
) |t|p+1N(t)2σ+p−1
ne
exp
(
pi(N(t) + p)
2 |t|Rx0
)
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+
(
2M1,E,ηv(n0, E)ne
pip+1
)
L2(t)
N(t)2σ
ne
exp
(
pi(N(t) + p)
2 |t|Rx0
)
+
(
2cX(N(t) + 1)
pM1,E,ηnev(n0, E)
npip+1
) |t|pN(t)2σ
ne
exp
(
pi(N(t) + p)
2 |t|Rx0
)
.(B.33)
Using that, when N(t) > 1, N(t) + p ≤ N(t)(p+ 2) and (B.29) with k = 2σ+ p− 1 for the first
display, using for the second display that, for all t > 0, ln(t) ≤ t− 1, and using that ne ≥ 1 and
the definition of N in the last inequality, we obtain, for all |t| ≥  ∨ θ0,
N(t)2σ+p−1
ne
exp
(
pi(N(t) + p)
2 |t|Rx0
)
≤ 1l{N(t) = 1}
ne
exp
(
pi(p+ 1)
2 |t|Rx0
)
+
1l{N(t) > 1}22σ+p−1
ne
exp
(
(2σ + p− 1) ln (N(t))+ pi(p+ 2)
2 |t|Rx0N(t)
)
≤ 1l{N(t) = 1}
ne
exp (2(p+ 1)) +
1l{N(t) > 1}
ne
exp
((
2σ + p− 1 + pi(p+ 2)
2 |t|Rx0
)
N(t)
)
≤ τ1
n
1/2
e
.
For the remaining terms we use
N(t)2σ
ne
exp
(
pi(N(t) + p)
2 |t|Rx0
)
≤ N(t)
2σ+p−1
ne
exp
(
pi(N(t) + p)
2 |t|Rx0
)
which holds when N(t) = 0 and N(t) ≥ 1.
Then, using that ne/n ≤ 1, nev(n0, E)/δ(n0) ≤ 1, we obtain
∫
∨θ0|t|≤T
∆1(t,N(t), n, Zn0)N(t)
2σdt
(B.34)
≤ τ18cXp
p−1eRx0T p+2
pip+1(p− 1)!(p+ 2)n1/2e
+
∫
∨θ0≤|t|≤T
2τ1M1,E,ηL2(t)
pip+1
+
τ14cXM1,E,η
pip+1n
1/2
e
|t|p (1 +N(t))p
n
dt.
Step 1.2. Let |t| ≤ θ0. We have, using (B.29) with k = p− 1
∆1(t,N(t), n, Zn0)N(t)
2σ
≤ 2cXp
p−1ne |t|p e2ppip
n(p− 1)!8ppi
N(t)2σ+p+1
ne
exp
(
2 ln
(
7e2
4Rx0|t|
)
N(t)
)
+
2M1,E,ηv(n0, E)neL2(t)(e2pi)p
8ppi
N(t)2σ
ne
exp
(
2 ln
(
7e2
4Rx0|t|
)
N(t)
)
+
2cXM1,E,ηnev(n0, E)(N(t) + 1)p(|t| e2pi)p
8ppin
N(t)2σ
ne
exp
(
2 ln
(
7e2
4Rx0|t|
)
N(t)
)
.
Using (B.29) when N(t) > 1 with k = 2σ + p − 1 and for all t > 0, ln(t) ≤ t − 1 for the first
display, and ne ≥ 1 and the definition of N for the second, we have, for all  ≤ |t| ≤  ∨ θ0,
N(t)2σ+p−1
ne
exp
(
2 ln
(
7e2
4Rx0|t|
)
N(t)
)
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≤ 1l{N(t) = 1}
ne
(
7e2
4Rx0
)2
+
1l{N(t) > 1}
ne
exp
((
2σ + p− 1 + 2 ln
(
7e2
4Rx0|t|
))
N(t)
)
≤ 1l{N(t) = 1}(7e
2)2 ln(ne)
4σ
(4Rx0)2ne
+
1l{N(t) > 1}
n
1/2
e
≤ τ
′
1
n
1/2
e
(by (A.1)) .
For the remaining terms, we use
N(t)2σ
ne
exp
(
2 ln
(
7e2
4Rx0|t|
)
N(t)
)
≤ N(t)
2σ+p−1
ne
exp
(
2 ln
(
7e2
4Rx0|t|
)
N(t)
)
which holds when N(t) = 0 and N(t) ≥ 1. Using ne/n ≤ 1, nev(n0, E)/δ(n0) ≤ 1, we get∫
≤|t|≤∨θ0
∆1(t,N(t), n, Zn0)N(t)
2σdt ≤
∫
≤t≤∨θ0
4τ ′1cXpp−1(e2pi)p+1tp
(p− 1)!8pn1/2e
+
2τ ′1(e2pi)pM1,E,ηL2(t)
8ppi
dt
+
4τ ′1M1,E,ηcX(e2pi)p
n
1/2
e 8ppi
∫
≤t≤∨θ0
tp(1 +N(t))p
n
dt.
(B.35)
Step 1.3. Conclusion. We have∫ T

|t|p (1 +N(t))p
n
dt ≤ T
p+1(ln(ne) + 2)
p
(p+ 1)n
(
because N(t) + 1 ≤ N(t) + 2 ≤ ln(ne) + 2
)
≤ T
p+1
p+ 1
(p
e
+ 2
)p
(because n ≥ ne and by (A.1)) ,(B.36)
hence, by (B.34) and (B.35), we obtain∫
≤|t|≤T
∆1(t,N(t), n, Zn0)N(t)
2σdt
≤ 4cXp
p−1
(p− 1)!pi
(
τ ′1(e2pi)p
8p
1 ∨ θ0
(p+ 1)n
1/2
e
+
2τ1eRx0
pip
T p+2
n
1/2
e
)
+
2M1,E,η
pi
(
τ ′1(e2pi)p
8p
∨ τ1
pip
)∫
≤|t|≤T
L2(t)dt+
(
τ ′1(e2pi)p
8p
∨ τ1
pip
)
4M1,E,ηcXT p+1
n
1/2
e (p+ 1)pi
(p
e
+ 2
)p
.
Then, using (B.29), φ ≥ 1, and that T p+2 = n1/2e , we have the result of Step 1 hence (B.32).
Step 2. Let ne ≥ n1, where n1 := exp
(
(2Rx0/e
2σ+p)1/2σ
) ∨ ee. Using sup|t|∈[,T ]N(t)−2σ =
N()−2σ ≤ N()−2σ and (B.32), we obtain
sup
fα,β∈Hq,φ,ωw,W (l,M)∩D, fX|X∈E
RWn0
(
f̂ q,N,T,α,β , fα,β
)
≤ C
N()2σ
(
M2,E,η,1 + 4l2 +
4l2N()2σ
(1 ∨ T )2s +M
2N()2σ
)
.
(B.37)
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Because,  = 1/ ln(ne)
2σ, we have 2σ + p− 1 + ln (7e2/(4Rx0)) ≥ 1 which yields
N()2σ = (ln(ne))
−2σ
(
ln(ne)
2 (2σ + p− 1 + ln (ln(ne)2σ7e2/(4Rx0)))
)2σ
≤ 1.
We also obtain, for all ne ≥ n1,
N()−2σ =
(
ln(ne)
2(2σ + p− 1) + 4σ ln2(ne) + 2 ln(7e2/(4Rx0))
)−2σ
≤
(
ln(ne)
ln2(ne)
)−2σ (
1 ∨
(
2
(
4σ + p− 1 + ln
(
7e2
4Rx0
)))2σ)
.
Thus, using, the definition of N(), T p+2 = n
1/2
e , and ne ≥ n1, we have
N()2σ
(1 ∨ T )2s ≤
1
22σ
ln(ne)
2σ
n
s/(p+2)
e
≤
(
σ(p+ 2)
se
)2σ
(by (A.1)) .
Finally, by (B.37), we obtain(
ln(ne)
ln2(ne)
)2σ
sup
fα,β∈Hq,φ,ωw,W (l,M)∩D, fX|X∈E
RWn0
(
f̂ q,N,T,α,β , fα,β
)
≤M3,E,η,1,(B.38)
where
M3,E,η,1 :=C
(
1 ∨
(
2
(
4σ + p− 1 + ln
(
7e2
4Rx0
)))2σ)(
M2,E,η,1 + 4l2 + 4l2
(
σ(p+ 2)
se
)2σ
+M2
)
.
Let q =∞. Similarly, using that(
ω˜∞,W,tx0N
)2 ≤(epi
2
)2p
exp
(
2p ln
(
7e2
4Rx0|t|
)
N
)
1l
{
|t| ≤ pi
4Rx0
}
+ 2p exp
(
pip(N + 1)
2Rx0 |t|
)
1l
{
|t| > pi
4Rx0
}
,
we obtain (B.38) in the case q =∞ with
M3,E,η,∞ :=C
(
1 ∨
(
2
(
4σ + 1 + p ln
(
7e2
4Rx0
))))2σ (
M2,E,η,∞ + 4l2 + 4l2
(
2pσ
se
)2σ
+M2
)
.
Proof of (T1.1). Let q = 1. Let t 6= 0, z > 0, and N ∈ N. Using (B.8), we have
(B.39)
(
ω˜1,W,tx0N
)2 ≤ 2p(1∨ 7e(N + 1)
2Rx0 |t|
)2N
.
and, using (A.28), we have
E
[
‖R2‖2L2(1⊗W⊗p)
]
≤ Zn0
pip
∫
≤|t|≤T
(
L(t)2 +
cX(N + 1)
p |t|p
n
)(
1
∨ 7e(N + 1)
2Rx0|t|
)2N
dt.
(B.40)
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We collect the upper bounds on E
[
‖R1‖L2(1⊗W⊗p)
]
and E
[
‖R2‖L2(1⊗W⊗p)
]
and use
∆2,q(t,N, n, z) :=
2∆3,q(t,N)
pip
(
pp−1cXNp |t|p
2p−1(p− 1)!n + z
(
L(t)2 +
cX(N + 1)
p |t|p
n
))
,(B.41)
∆3,q(t,N) :=
2
pi
(
1
∨ 7e(N + 1)
2Rx0 |t|
)2N
.(B.42)
By Lemma B.2, (A.31), and (B.29) with k = p− 1 we have, for all N ∈ N0,
RWn0
(
f̂ q,N,T,α,β , fα,β
)
≤ C
(∫
≤|t|≤T
∆2,q(t,N(t), n, Zn0)dt+ sup
t∈R
4l2
N(t)2σ
+
4l2
(1 ∨ T )2s +M
2
)
.
(B.43)
Step 1. We check, for all ne ≥ ee,
∫
≤|t|≤T ∆2,q(t,N(t), n, Zn0)N(t)
2σdt ≤M4,E,η, where
M4,E,η,1 :=
4τ2
pip+1(Rx0)p
(
cXp
p
2p−1(p+ 1)!
+
M1,E,ηcX
p+ 1
(p
e
+ 1
)p)
+ 2p+2τ2M1,E,ηl2
and τ2 := 1 + (8σ/e)
4σ(1 ∨ (7e/(2Rx0))2), from which we deduce
RWn0
(
f̂ q,N,T,α,β , fα,β
)
≤ C
(
sup
t∈R
N(t)−2σ
(
M4,E,η + 4l2
)
+
4l2
(1 ∨ T )2s +M
2
)
.(B.44)
Using that ne/n ≤ 1, nev(n0, E)/δ(n0) ≤ 1, and N(t) ≤ 2N(t) we obtain, for all t > 0,(
1
∨ 7e(N(t) + 1)
2Rx0t
)2N(t)
N(t)2σ+p
≤ 1l{N(t) = 1}
(
1
∨ 7e
Rx0
)2
+ 1l{N(t) > 1} exp
(
4
(
N(t) ln
(
1
∨ 7e(2N(t) + 1)
2Rx0t
)
+
2σ + p
4
ln
(
2N(t) + 1
)))
≤ 1l{N(t) = 1}
(
1
∨ 7e
Rx0
)2
n1/2e
(
ln(ne)
4σ
n
1/2
e
)
+ 1l{N(t) > 1}n1/2e
(
by definition of N(t)
)
,
≤ τ2n1/2e (by (A.1)) .
This yields, for all t 6= 0,
∆2,q(t,N(t), n, Zn0)N(t)
2σ ≤ 2
pip+1
τ2
n
1/2
e
(
cXp
p−1 |t|p
2p−1(p− 1)! +M1,E,η
(
L(t)2 +
cX(N(t) + 1)
p |t|p
n
))
.
Then, using ne/n ≤ 1, nev(n0, E)/δ(n0) ≤ 1, and (B.36) we obtain∫
≤|t|≤T
∆2(t,N(t), n, Zn0)N(t)
2σdt
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≤ 2τ2
pip+1n
1/2
e
(
4cXp
pT p+1
2p(p+ 1)!
+
2M1,E,η
pi
∫
≤|t|≤T
L(t)2dt+
4cXM1,E,ηT p+1
(p+ 1)pi
(p
e
+ 1
)p)
.
Using (B.29) and T p+1 = n
1/2
e we obtain the result of Step 1 hence (B.44).
Step 2. Using sup|t|∈[,T ]N(t)−2σ = N()−2σ ≤ N()−2σ and (B.44), we obtain
sup
f
α,β∈Hq,φ,ω
w,W
(l,M)∩D
fX|X∈E
RWn0
(
f̂ q,N,T,α,β , fα,β
)
≤ CN()−2σ
(
M4,E,η + 4l2 +
4l2N()2σ
(1 ∨ T )2s +M
2N()2σ
)
.
We first prove that
(B.45) N()−2σ ≤
(
1
2
(
1
τ4,1
∧ 1
τ3,1
)
ln(ne)
ln2(ne)
)−2σ
,
τ3,q := 4σkq
(
1 +
(
ln
(
(7e/(2Rx0))
1/2σ
)
∨ 1
))
> 0, and τ4,q := τ2,q(1 + ln(1 + τ2,q)). Because
 = (ln (ne) / ln2 (ne))
−2σ,
N() ln
(
7e(2N() + 1)
2Rx0
)
+
2σ + p
4
ln
(
2N() + 1
)
≤ N() ln
(
7e
2Rx0
)
+
(
2σ + p
4
+N()
)
ln
(
2N() + 1
)
≤ 2
((
2σN() ln
((
7e
2Rx0
)1/2σ ln (ne)
ln2 (ne)
))∨(
1 +
2σ + p
4
)
(2N() + 1) ln
(
2N() + 1
))
which yields N() ≥ N˜ ∧ N˜1 where N˜ and N˜1 are defined using the equations
2
(
1 +
2σ + p
4
)(
2N˜ + 1
)
ln
(
2N˜ + 1
)
=
ln(ne)
8kq
= 4σN˜1 ln
((
7e
2Rx0
)1/2σ ln (ne)
ln2 (ne)
)
.
Using τ2,q := 4kq(4 + 2σ + p), W the W-Lambert function (satisfying eW(z)W(z) = z for all
z > 0), and that W(x) ≤ ln(x+ 1) for all x > 0 (see Theorem 2.3 in [34]), we have, for ne ≥ ee,
2N˜ + 1 ≥ ln(ne)
τ2,1W
(
ln(ne)
τ2,1
) ≥ ln(ne)
τ2,1 ln (ln(ne) + τ2,1)
≥ ln(ne)
τ2,1 (1 + ln(1 + τ2,1)) ln2(ne)
.(B.46)
Moreover, we have
N˜1 ≥ ln(ne)
ln2 (ne)
1
4σkq
(
1 +
(
ln
(
(7e/(2Rx0))
1/2σ / ln2 (ne)
)
∨ 1
)
/ ln2 (ne)
) ≥ ln(ne)
τ3,1 ln2 (ne)
.
Thus, we have (
1 +N()
)−2σ ≤ ( ln(ne)
τ4,1 ln2(ne)
∧ ln(ne)
τ3,1 ln2 (ne)
)−2σ
.
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Then, using N() ≤ N(), hence 2−2σ(1∨N())−2σ ≤ (1 +N())−2σ, and N() ≥ 1, we obtain
(B.45). For ne ≥ 1, by (A.1), we have
N()2σ
(1 ∨ T )2s ≤
ln(ne)
2σ
n
s/(p+1)
e
≤
(
2σ(p+ 1)
se
)2σ
.
Moreover, there exists τ5,1 > 0 such that for all ne large enough we have N()
2σ ≤ 1/(4k1τ5,1)2σ.
Indeed, using
N() ln
(
7e
(
2N() + 1
)
2Rx0
)
+
2σ + p
4
ln
(
2N() + 1
) ≥ N() ln(7eN()
Rx0
)
,
we have, similarly to (B.46) and using that, for all x ≥ e, W(x) ≥ ln(x)− ln2(x) (see Corollary
2.4 in [34]), for all ne such that ne ≥ exp(2ek1(ln(ne)/ ln2(ne))−2σ/θ) ∨ ee
N() ≤ ln(ne)
4k1W (ln(ne)θ/(2k1)) ≤
ln(ne)
4k1 ln2(ne)
1
(1 + ln(θ/(2k1))/ ln2(ne)− ln2(ln(ne)θ/(2k1)/ ln2(ne)) .
Thus, we obtain(
ln(ne)
ln2(ne)
)2σ
sup
fα,β∈Hq,φ,ωw,W (l,M)∩D, fX|X∈E
RWn0
(
f̂ q,N,T,α,β , fα,β
)
≤ C
(
1
2τ4,1
∧ 1
2τ3,1
)−2σ (
4l2
(
1 +
(
2σ
se
)2σ)
+M4,E,η +
M2
(4k1τ5,1)2σ
)
(B.47)
which yields the result. Similar computations yield the result when q =∞ using
(
ω˜∞,W,tx0N
)2 ≤
2p (1
∨
7e(N + 1)/(2Rx0 |t|))2pN . 
Proof of (T3.1.1). Let q = 1. Using (A.31), (B.41), and (B.42), we obtain
RWn0
(
f̂ q,N,T,α,β , fα,β
)
≤ C
(∫
≤|t|≤T
∆2,q(t,N(t), n, Zn0)dt+ 4l
2 sup
t∈R
e−2κ(N(t) ln(1+N(t)))
r
+
4l2
(1 ∨ T )2s +
M2
w(a)
)
.
(B.48)
By (B.41), ne/n ≤ 1, nev(n0, E))/δ(n0) ≤ 1, and, for all t 6= 0,(
1
∨ 7e(1 +N(t))
2Rx0 |t|
)2N(t)
e2κN(t) ln(1+N(t))
≤ exp
(
2N(t) ln
(
1
∨ 7e(1 +N(t))
2Rx0 |t|
)
+ 2κN(t) ln
(
1 +N(t)
)) ≤ ne (by definition of N(t)),
we have
∆2,q(t,N(t), n, Zn0)e
2κN(t) ln(1+N(t))
(1 +N(t))p(((1 +N(T ))θ) ∨ |t|)p+2 ≤
2
pi(θ ∨ |t|)p+2
(
cX2p
p−1|t|p
(2pi)p(p− 1)! +
M1,E,η
pip
(
L(t)2 +
cX |t|p
n
))
.
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Then, using T ≥ θ ≥ ,∫ T

tp
(θ ∨ t)p+2dt ≤
∫ T

tp
(θ ∨ t)p+2dt ≤
(p+ 2)
θ(p+ 1)
and
∫
≤|t|≤T
L2(t)dt ≤ (2pi)p+1l2,
we obtain ∫
≤|t|≤T
∆2,q(t,N(t), n, Zn0)e
2κN(t) ln(1+N(t))
(1 +N(t))p
((
1 +N(T )
)
θ
) ∨ |t|)2 dt ≤M5,E,η,(B.49)
M5,E,η :=
4
θpi
cXp
p(p+ 2)
(2pi)p(p+ 1)!
+ 4M1,E,η
(
2pl2 +
cX(p+ 2)
pip+1θ(p+ 1)
)
.
By (B.48) and (B.49), we obtain
RWn0
(
f̂ q,N,T,α,β , fα,β
)
≤ C
(
sup
|t|∈[,T ]
(1 +N(t))p
(((
1 +N(T )
)
θ
) ∨ |t|)p+2
e2κ(N(t) ln(1+N(t)))
(
M5,E,η + 4l2
)
+
4l2
(1 ∨ T )2s +
M2
w(a)
)
.
(B.50)
We now show that
(B.51) sup
|t|∈[,T ]
(1 +N(t))p
(((
N(T ) + 1
)
θ
) ∨ |t|)p+2
4e2κN(t) ln(1+N(t))
≤ e
2κθ2(1 ∨ (ln(ne)/(2κ)))2κ+2p+2
4e2κN() ln(N()+1)
.
then
e2κN() ln(1+N()) ≥ nκ/(κ+2kq)e
(
1
∧
e exp
(
ln (ln2(ne)/(2(κ+ 2kq) ln(ln(ne)/ ln2(ne))))
ln(ln(ne)/ ln2(ne))
))
,
(B.52)
hence, by (B.50) and (B.51),
n
κ/(κ+2kq)
e
ln(ne)2κ+2p+2
sup
fα,β∈Hq,φ,ωw,W (l,M)∩D
fX|X∈E
RWn0
(
f̂ q,N,T,α,β , fα,β
)
≤ C
(
e2κθ2
(2κ)2κ+2p+2
(
4l2 +M6,E,η,q
)
+
e2κN() ln(1+N())
ln(ne)2κ+2p+2
(
4l2
(1 ∨ T )2s +
M2
e2γa ln(1+a)
))
.(B.53)
Proof of (B.51). Let t 6= 0, because N(t)− 1 ≤ N(t) ≤ N(t), we obtain, for all ne ∈ N,
exp (2κN(t) ln(1 +N(t)))
(1 +N(t))p
≥ exp
(
2κN(t) ln(1 +N(t))− 2κ ln(1 +N(t)))
(1 +N(t))p
≥ exp
(
2κN(t) ln
(
1 +N(t)
))
(1 +N(t))2κ+p
exp
(
−2κN(t) ln
(
1 +
1
N(t)
))
≥ exp
(
2κN(t) ln
(
1 +N(t)
))
e2κ(1 +N(t))2κ+p
(because ln(1 + x) ≤ x)
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≥ exp
(
2κN(t) ln
(
1 +N(t)
))
supt∈[,T ] e2κ(1 +N(t))2κ+p
.
Denoting by g(t) =
(((
1 +N(T )
)
θ
) ∨ |t|)p+2 e−2κ(N(t) ln(1+N(t))), we have
sup
|t|∈[,T ]
(1 +N(t))p
(((
1 +N(T )
)
θ
) ∨ |t|)p+2
e2κ(N(t) ln(1+N(t)))
≤
(
sup
t∈[,T ]
e2κ(1 +N(t))2κ+p
)
sup
|t|∈[,T ]
g(t)
=
(
sup
t∈[,T ]
e2κ(1 +N(t))2κ+p
)
g(),(B.54)
because we show below that ‖g‖L∞([,T ]) = g(). Indeed, for all x > 0, differentiatingQ−1t,u(Qt,u(x)) =
x with respect to t yields
∂Q−1t,u
∂t
(Qt,u(x)) +
∂Q−1t,u
∂x
(Qt,u(x))
∂Qt,u
∂t
(x) = 0.
Hence, for all t 6= 0 such that |t| < (1 +N(t))θ, we obtain
(B.55) N
′
(t) =
N(t)
|t| ((1 + κ/kq)N(t)/(1 +N(t)) + ln((1 +N(t))2θ/ |t|)) > 0,
while, for all |t| ≥ (1 +N(t))θ, N ′(t) = 0. Thus, we have, for all |t| ≤ (1 +N(T )) θ,
g′(t) = −2κN ′(t)
(
ln(N(t) + 1) +
N(t)
N(t) + 1
)((
1 +N(T )
)
θ
)2
e−2κN(t) ln(N(t)+1),
which yields that g is decreasing on |t| ≤ (1 + N(T ))θ, and increasing on |t| ≥ (1 + N(T ))θ,
N(·) being independent of |t|. This yields, because g is positive,
(B.56) ‖g‖L∞([,T ]) = g() ∨ g(T ).
Moreover, we have
kqN() ln
(
7e
(
N() + 1
)
2Rx0
)
+ κN() ln
(
N() + 1
) ≥ (kq + κ)N() ln (N() + 1)(B.57)
which yields that N() ≤ N1, where N1 ln (N1 + 1) = ln(ne)/(2kq(kq + κ)). Then, using
T ≥ (1 +N(T )) θ (by (B.62)) and the definition of N(T ), we have
(B.58) κN(T ) ln
(
N(T ) + 1
)
=
ln (ne)
2
and, with (B.57) and the definition of N(),
(B.59)
ln (ne)
2
≥ (kq + κ)N() ln
(
N() + 1
)
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hence, by (B.58)-(B.59) and because s > κ/kq,
−1
s
+
N(T ) ln
(
N(T ) + 1
)
N() ln
(
N() + 1
) ≥− 1
s
+
kq + κ
κ
≥ 1.(B.60)
Thus, we have
g(T ) = exp
(
−2κN() ln(N() + 1)
[
−1
s
+
N(T ) ln(N(T ) + 1)
N() ln(N() + 1)
])
(B.61)
≤ exp (−2κN() ln(N() + 1)) ≤ g(),
hence ‖g‖L∞([,T ]) = g().
Now, by definition of N , for all t ∈ [, T ], N(t) ≤ ln(ne)/(2κ), hence
sup
t∈[,T ]
(1 +N(t))2κ+p ≤
(
1
∨ ln(ne)
2κ
)2κ+p
,
by (B.54) this yields (B.51).
Proof of (B.52). Considering the cases ln(ne)/ ln2(ne) ≤ 1 + N() and ln(ne)/ ln2(ne) >
1 +N(), we have
kqN() ln
(
7e(N() + 1)
2Rx0
)
+ κN() ln
(
N() + 1
)
≤
(
(κ+ 2kq)N() ln
(
ln (ne)
ln2 (ne)
))∨(
(κ+ 2kq)N() ln
(
N() + 1
))
which yields N() ≥ N˜3 ∧ N˜4, where N˜3 and N˜4 are defined using the equations
(B.62) (κ+ 2kq)N˜3 ln
(
ln (ne)
ln2 (ne)
)
=
ln(ne)
2
, (κ+ 2kq)N˜4 ln
(
N˜4 + 1
)
=
ln(ne)
2
.
This yields (B.52) hence (B.53). Using a = 7e/(2Rx0), the definitions of  and N() for the
first display, and γ > 1/(4kq) for the second display, there exists M6,E,η such that
exp
(−2γa ln (1 + a) + 2κN() ln (1 +N()))
≤ exp
(
− γ7e
Rx0
ln
(
7e
2Rx0
)
+
ln(ne)
2kq
)
≤ exp
((
1
2kq
− 2γ
)
ln(ne) + 2γ
ln(ne) ln3(ne)
ln2(ne)
)
≤M6,E,η.
Denoting by M7,E,η := C
(
4l2 + e2κθ2(2κ)−(2κ+2p+2)
(
4l2 +M5,E,η
)
+M2M6,E,η
)
,
n
κ/(κ+2)
e
ln(ne)2κ+2p+2
sup
fα,β∈H1,φ,ωw,W (l,M)∩D, fX|X∈E
RWn0
(
f̂1,N,T α,β , fα,β
)
≤M7,E,η.
Similar computations are used to handle the case q =∞.
Proof of (T3.1.2). Let q = 1. Proceeding like in the proof of (T3.1.11) to obtain (B.50) and
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using that w = WA, we have,
sup
fα,β∈Hq,φ,ωw,W (l,M)∩D, fX|X∈E
RWn0
(
f̂ q,N,T,α,β , fα,β
)
≤ 2(1 + C(a, ))
(
sup
≤|t|≤T
(1 +N(t))p
(((
N(T ) + 1
)
θ
) ∨ |t|)p+2
e2κ(N(t) ln(1+N(t)))
(
M6,E,η,q + 4l2
)
+
4l2
(1 ∨ T )2s
)
.
(B.63)
Then, using (B.56-B.61), that N(T ) ln(1 +N(T )) = ln(ne)/(2κ), that
N() ln
(
1 +N()
)
=
ln(ne)
2 + 2κ
− N() ln(θ/)
1 + 2κ
,
θ/ = 1, and that s > κ/kq, we obtain ‖g‖L∞([,T ]) = g(). Thus, we have (B.51). Then, for
q = 1,∞, M8,E,η,q := 2(1+C(a, 1/θ))
(
4l2 + e2κθ2(2κ)−(2κ+2p+2)
(
M6,E,η,q + 4l2
))
, by definition
of N(), and using that (B.63) we have, for all ne,
n
κ/(κ+1)
e
ln(ne)2κ+2p+2
sup
fα,β∈H1,φ,ωw,W (l)∩D, fX|X∈E
RWn0,n
(
f̂1,N,T α,β , fα,β
)
≤M8,E,η,1.
Proceeding similarly for the case q =∞ yields
n
κ/(κ+p)
e
ln(ne)2κ+2p+2
sup
fα,β∈H∞,φ,ωw,W (M)∩D, fX|X∈E
RWn0
(
f̂∞,N,T α,β , fα,β
)
≤M8,E,η,∞.
Proof of (T3.2). Let q = 1 and n˜e := ne/ ln(ne)
p/r. We follow the arguments in [38]. Using
(B.48) and Φne := supt∈[,T ] exp (2N ln (1
∨
((1 +N)θ/t))) (1 ∨ (Rx0t))2, we have
RWn0
(
f̂ q,N,T,α,β , fα,β
)
≤ C
(∫
≤|t|≤T
∆2,q(t,N, n, Zn0)dt+ 4l
2e−2κ(N ln(1+N))
r
+
4l2
φ(T )
+
M2
w(a)
)
≤ C
(
Φne
n˜e
4l2n˜e
Φnee
2κ(N ln(1+N))r
+
4l2
eνT
+
Φne
n˜e
∫
≤|t|≤T
∆2,q(t,N, n, Zn0)n˜e
(1 ∨ (Rx0 |t|))2e2N ln((1+N)θ/|t|)
dt+
M2
e2γ(a ln(1+a))ρ
)
.
Now, we study Φne . Because g1 : t ∈ (0,∞) 7→ exp (2N ln (1
∨
(1 +N) θ/t)) (1 ∨ (Rx0t))2
is nonincreasing on
[
, (1 +N)θ
]
and increasing on
[
(1 +N)θ,∞), we have ‖g1‖L∞([,T ]) =
g1() ∨ g1(T ). Using N ≤ N + 1 and 1 +N ≤ 2
(
1 +N
)
for the first display and that θ/ |t| ≤
θ/ = (1 +N) and ln(1 + t) ≤ t for t ≥ 0 for the second display, we have, for all t 6= 0,
exp
(
2N ln
(
1
∨ (1 +N)θ
|t|
))
≤ exp
(
2N ln
(
1
∨ 2 (2 +N) θ
|t|
))(
1
∨ θ (1 +N)
|t|
)2
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≤ exp (4N ln (N + 1)) exp( 2N
N + 1
)(
1 +N
)3
.
Thus, using 2θ/ =
(
1 +N
)
, N ≤ (ln(ne)/(2κ))1/r, and T 2 = exp
(
4N ln
(
N + 1
))
, we have
(B.64) Φne ≤ exp
(
4N ln
(
N + 1
))
2e
(
1
∨ ln(ne)3p/r
(2κ)3p/r
)
(1 ∨ (Rx0))2.
Now, we show that there exists D˜ such that
(B.65) exp
(
2N ln
(
(N + 1)θ

))
exp (2κ(N ln(N + 1))r) ≥ D˜ne.
Define di by the equations D0 = D1 = · · · = Dk = 0, where D0 = −d0 + 4/(2κ)1/r,
(B.66) ∀1 ≤ i ≤ k + 1, Di = −di + 4(−1)
k
(2κ)1/r
i∑
j=1
1/r . . . (1/r − j + 1)
j!
∑
p1+···+pj=i
dp1−1 . . . dpj−1
and dk+1 = 0. We use une :=
∑k
i=0 di ln (ne)
(i+1)/r−(i+1) and, for all t 6= 0,
g (ne, d, r, t) := ln(ne)−
k∑
i=0
di ln (ne)
(i+1)/r−i .
Using θ/ = N + 1, that N ≥ N , and using the definition of N , we obtain
exp
(
2κ(N ln(N + 1))r + 2N ln
(
(N + 1) θ

))
≥ exp (2κ(N ln(N + 1))r + 4N ln (N + 1))
≥ h(ne, d, r),
where
h(ne, d, r) := exp
(
g (ne, d, r) +
4
(2κ)1/r
g (ne, d, r)
1/r
)
= ne exp
(
−
k∑
i=0
di ln (ne)
(i+1)/r−i
)
exp
(
4
(2κ)1/r
(ln (ne))
1/r (1− ν(n0, E , n))
)
,
ν(n0, E , n) := 1
r
une + · · ·+ (−1)k
1/r . . . (1/r − k)
(k + 1)!
uk+1ne + o
(
uk+1ne
)
.
Thus, denoting by τ4 := (k + 1)r − (k + 2), we have
h(ne, d, r) = ne exp
(
1 +
k+1∑
i=1
Di ln (ne)
(i+1)r−i + o ((ln (ne))τ4)
)
(B.67)
which yields (B.65) with D˜ depending only on (Di)
k+1
i=1 thus on r, κ, and p. We also have
∆2,q(t,N(t), n, Zn0)n˜e
(1 ∨ |t|)p+2e2N ln(1∨((N+1)θ/|t|))
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≤ 2
pi(1 ∨ |t|)p+2
(
cX2p
p−1|t|p
(2pi)p(p− 1)! +
M1,E,η
pip
(
L(t)2 +
cX(N(t) + 1)
p |t|p
n
))
.
Hence, we obtain ∫
≤|t|≤T
∆2,q(t,N(t), n, Zn0)n˜e
(1 ∨ |t|)p+2e2N ln(1∨((N+1)θ/|t|))dt ≤M9,E,η,q,
M9,E,η,1 :=
4
(2pi)p
(
1 +
1
p+ 1
)(
cX2p
p−1
(p− 1)! + 2
pM1,E,η
(
1 +
p
e
)p
cX
)
+ 2p+2M1,E,ηl2.
Thus, we obtain
RWn0
(
f̂ q,N,T,α,β , fα,β
)
≤ Ce
4N ln(1+N)
n˜e ln(ne)−3p/r
(
2e
(
1
∨ 1
(2κ)3p/r
)(
4l2
D˜
+M9,E,η,1 +M2
)
+
4l2 ln(ne)
−3p/rn˜e
eνT exp
(
4N ln(1 +N)
)) .
Then, using the definition of N for the first equality, the definition of h(ne, d, r), and (B.67)
for the inequality yield that there exists M10,E,η such that
n˜e
exp
(
4N ln(1 +N)
) = n˜e exp(− 4
(2κ)1/r
g (ne, d, r, t)
1/r
)
≥ M10,E,η
ln(ne)p/r
exp (g (ne, d, r, t)) =
M10,E,ηne
ln(ne)p/r
exp (−Σ(ne)) ,(B.68)
where Σ(ne) =
∑k
i=0 di ln (ne)
(i+1)/r−i. Then, because
n˜e
exp
(
4N ln(1 +N)
) ≤ exp ((2κ(N ln(1 +N))r)
D˜ ln(ne)p/r
(by (B.65))
≤ ne exp (−Σ(ne))
D˜ ln(ne)p/r
(by definition of N),
there existsD depending only on (di)
k
i=1 such that exp (Σ(ne)) ≥ exp
(
D ln(ne)
1/r
)
, supn≥e ln2(n)−
D ln(n)1/r = r
(
ln
(
r/D
)− 1), we obtain, for all ν such that
(B.69) ln(ν) ≥ r
(
ln
(
r
D
)
− 1
)
− ln
(
D˜
)
,
n˜e
eνT exp
(
4N ln(1 +N)
) 1
ln(ne)3p/r
≤ ne exp (−Σ(ne))
D˜ exp (νT )
1
ln(ne)4p/r
≤ ne exp (−Σ(ne))
D˜ exp
(
νD˜ exp (Σ(ne))
) 1
ln(ne)4p/r
≤ ne exp (−Σ(ne))
D˜ exp
(
νD˜ exp
(
D ln(ne)1/r
))
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≤ exp (−Σ(ne))
D˜ ln(ne)4p/r
≤ 1
D˜
.
Using (B.68), ρ ≥ r, γ > κ, and the aforementioned choice of a, we have, for all ne ≥ 1,
neRWn0
(
f̂ q,N,T,α,β , fα,β
)
ln(ne)4p/r exp (Σ(ne))
≤ C
M10,E,η
(
2e
(
1
∨ 1
(2κ)3p/r
)(
4l2 +M9,E,η,1 +M2
)
+
4l2
D˜
)
,
hence the result. Similar computations yield the result when q =∞.
Proof of (T3.3). Denote by θ1 := pi/(4Rx0). We start from equation (B.31), where, using
that w = WA, we have, for all N ∈ N0,
RWn0
(
f̂ q,N,T,α,β , fα,β
)
(B.70)
≤ 2(1 + C(a, ))
(∫
≤|t|≤T
∆q(t,N(t), n, Zn0)dt+ 4l
2 sup
t∈R
e−2κN(t) +
4l2
(1 ∨ T )2s
)
.
Let q = 1. By (B.33), for all |t| 6= 0,
1
ne
exp
(
pi(N(t) + p)
2 |t|Rx0 + 2κN(t)
)
≤ exp (pip/(2Rx0))
ne
exp
(
2
(
pi
4 |t|Rx0 + κ
)
N(t)
)
≤ exp (2pip) (by definition of N(t) and  = pi/4Rx0) ,
and using that N(t) ≤ ln(ne)/(2κ) and (B.30), we obtain, for |t| > ,
∆1(t,N(t), n, Zn0)e
2κN(t)
e2pip((ln(ne)/(2κ)) ∨ |t|)2p ≤
4eRx0cXp
p−1
pip+1(p− 1)! +
2M1,E,η
pip+1
L2(t) +
2p+1cXM1,E,η
pip+1n
.(B.71)
Thus, using (B.71) and
∫
≤|t|≤T L
2(t)dt ≤ (2pi)p+1l2, we obtain
(B.72)
∫
≤|t|≤T
∆1(t,N(t), n, Zn0)e
2κN(t)
(ln(ne)/(2κ) ∨ |t|)2(p+1)
dt ≤M11,E,η,
M11,E,η :=e2pip
(
16κ2eRx0cXp
p−1
pip+1(p− 1)! + 2
p+2l2(2κ)2M1,E,η +
2p+1(2κ)2ppcXM1,E,η
pip+1
)
.
Then, we have
RWn0
(
f̂ q,N,T,α,β , fα,β
)
≤ 2(1 + C(a, ))
(
sup
t∈[,T ]
(
e−2κN(t)
(
ln(ne)
2κ
∨
t
)2(p+1))(
4e2κl2 +M11,E,η
)
+
4l2
(1 ∨ T )2s
)
.
The next step consists in showing that, denoting by g : t 7→ e−2κN(t)(ln(ne)/(2κ) ∨ |t|)2(p+1),
we have ‖g‖L∞([,T ]) = e−2κN() (ln(ne)/(2κ))2(p+1). Indeed, using that, for all |t| ≥ , N
′
(t) =
θ1kq ln(ne)(κ |t|+ kqθ1)−2/2, where θ1 = pi/(4Rx0), we have, for all t ∈ R,
g′(t) =
1
|t|
(
2(p+ 1)1l
{
|t| ≥ ln(ne)
2κ
}
− κθ1 ln(ne) |t|
(κ |t|+ θ1)2
)
g(t).
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Using that t ∈ [0,∞) 7→ at/(bt+ c)2 for all a, b, c > 0 is decreasing when t > c/b and increasing
on (0, c/b) when t ≥ ln(ne)/(2κ), we have (1) if ln(ne)/(2κ) ≥ θ1/κ, then, because (p + 1) >
2κθ1, g
′(t) ≥ 2|t|
(
(p+ 1)− 4κθ1
(1+2θ1)2
)
g(t) > 0, else (2) if ln(ne)/(2κ) < θ1/κ, then, because
p + 1 > κθ1/4, g
′(t) ≥ 1|t|
(
2(p+ 1)− κθ12
)
g(t) > 0 hence g′ is positive when t ≥ ln(ne)/(2κ).
Thus, g is positive, decreasing on [, ln(ne)/(2κ)] and increasing on [ln(ne)/(2κ),∞). This
yields
‖g‖L∞([,T ]) =
(
e−2κN()
(
ln(ne)
2κ
)2(p+1))∨(
e−2κN(T )T 2(p+1)
)
.
Using that T 2s = e2κN()/(Rx0)
2s, we have
e−2κN(T )T 2(p+1) =
1
(Rx0)2(p+1)
e−2κN()e−2κN(T )+2(p+1)κN()/s+2κN()
and using N(t)−1 ≤ N(t) ≤ N(t), N(T ) = ln(ne)/(2(κ+kqθ1/T )), N() = ln(ne)/(2(κ+kq)),
 = θ1, and κ/kq > pi (1 + s/(p+ 1)) /4− 1 for the last inequality, we have
−2κN(T ) + 2(p+ 1)κN()/s+ 2κN() ≤ 2κ− 2κN(T ) + 2(p+ 1)κN()/s+ 2κN()
≤ 2κ+ κ ln(ne)
κ+ kq
(
p+ 1
s
+ 1
)
≤ 2κ+ κ ln(ne)
κ+ kq
(
p+ 1
s
+ 1− κ/kq + 1
κ/kq + pi/4
)
≤ 2κ.
This yields ‖g‖L∞([,T ]) = e−2κN() (ln(ne)/(2κ))2(p+1).
Using N(t)− 1 ≤ N(t) ≤ N(t), this yields
n
κ/(κ+1)
e
ln(ne)2(p+1)
sup
fα,β∈Hq,φ,ωw,W (l)∩D, fX|X∈E
RWn0
(
f̂1,N,T,α,β , fα,β
)
≤M12,E,η,
where M12,E,η := 2(1 + C(a, ))e2κ(2κ)−2(p+1)
(
4(e2κ + 1)l2 +M11,E,η
)
. Similar computations
yield the result when q =∞. 
Proof of (T4.1). Step 1. Unlike in the proof of Theorem 2, we do not have to ensure that
f1,n and f2,n are densities but only that f1,n and f2,n belong to Hq,φ,ωw,W (l) ∩ SU . Using (A.10),
we have f2,n ∈ L2
(
w ⊗W⊗p[−R,R]
)
. Clearly, f1,n and f2,n belong to SU . Like for (A.11)-(A.12),
we obtain (
Rx0U
2pi
)p
U
[
2γ2n
(
1 ∨ U2s)
p+ 1
∨ 2γ2ne2κN ln(N)
p+ 1
]
≤ pil2.(B.73)
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Step 2. It is the same as for Theorem 2.
Step 3. Let ξ <
√
2. Using (A.19) then Proposition B.1 (ii) we have
K(P2,n,P1,n) =
γ2nnR
p
2σ2
∫
R
(
σ
W[−1,1],Rc(t)
N˜(q)
)2(Rc(|t|)
2pi
)p
λ(t)2dt.
Using Lemma B.4, we have, for all U/2 ≤ |t| ≤ U such that 4/(eRc(U)) ≥ 1,(
σ
W[−1,1],Rc(t)
N˜(q)
)2
≤
(
2pie3
9
)p
exp
(
−2kqN ln
(
4N
eRc(U)
))
,
hence
K(P2,n,P1,n) ≤
(
R2x0e
3
9
)p
Up+1
(p+ 1)σ2
γ2nn exp
(
−2kqN ln
(
4N
eRc(U)
))
.
As a result, (iii) is satisfied if
(B.74)
(
R2x0e
3
9
)p
Up+1
(p+ 1)σ2
γ2nn exp
(
−2kqN ln
(
4N
eRc(U)
))
≤ ξ2.
Step 4. We take N =
⌈
N
⌉
, where N ln(N) = ln(n)/(2(κ + kq)), γn := CΓ,2 exp(−κN ln(N)),
U := 4/(Rx0e), and
C2Γ,2 :=
(
(p+ 1)pi (2pi)p l2
U(URx0)p
[
1
1 ∨ U2s
∧
1
])∧(
(σξ)2
(
9
Re3
)p)
which guarantee that (B.73) is satisfied and f1,n and f2,n belong to Hω,φW (l). Moreover, (B.74)
is also satisfied because
γ2nn exp (−2kqN ln (N)) ≤ C2Γ,2n exp(−2(κ+ kq)N ln(N)) ≤ C2Γ,2.
For this choice of γn, we have h
2
n = C
2
Γ,2n
−κ/(κ+kq) (Rx0/(2pi))p
∫ U
U/2 |t|p λ(t)2dt/(4pi).
Proof of (T4.2). Step 1. By (A.10), f2,n ∈ L2
(
w ⊗ cosh (·/R)⊗p) and f1,n and f2,n belong
to Hq,φ,ωw,W (l) if (
URx0
2pi
)p
U
[
2γ2n
(
1 ∨ U2s)
p+ 1
∨ 2γ2ne2κN
p+ 1
]
≤ pil2.(B.75)
Step 2. This is the same as for Theorem 2.
Step 3. Let ξ <
√
2. We can check that like for (T2.2), (iii) is satisfied if (A.20) holds.
Step 4. We takeN = dNe, whereN = ln(n)/(2(κ+kq)), γn := CΓ,3 exp(−κN), U := 2/(Rx0e),
C2Γ,3 :=
(
p+ 1
2U(URx0)p
[
pip+1l2
2 (1 ∨ U2s)
∧(
pi (2pi)p l2
)])∧(2(σξ)2
U
(
pi(1− e−2)
R2x0Ue
)p)
which guarantees (B.75). (A.20) is satisfied because γ2nn exp (−2kqN) ≤ C2Γ,3n exp(−2(κ +
kq)N) ≤ C2Γ,3 and, for such γn, h2n = C2Γ,3n−κ/(κ+kq) (Rx0/(2pi))p
∫ U
U/2 |t|p λ(t)2dt/(4pi). 
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Proof of Lemma A.5. Let t ∈ [−T, T ] \ (−, ), N ∈ {0, . . . , NWmax,q(t)}, and T ∈ Tn. Use(
F̂
q,N̂(t),T,0
1 − F q,∞,T,01
)
(t, ·) = ∑3j=1Rj(t, ·), whereR1(t, ·) := (F̂ q,N̂(t),T,01 − F̂ q,N̂(t)∨N,T,01 ) (t, ·),
R2(t, ·) :=
(
F̂
q,N̂(t)∨N,T,0
1 − F̂ q,N,T,01
)
(t, ·), and R3(t, ·) :=
(
F̂ q,N,T,01 − F q,∞,T,01
)
(t, ·) (for all
|t| ∈ [, T ], F [fα,β] (t, ·) = F q,∞,T,01 (t, ·)). Using the Young inequality for products yields
R0,q
(
N̂(t), t
)
≤ (2 + c0)
2∑
j=1
E
[
‖Rj(t, ·)‖2L2(W⊗p)
]
+
(
1 +
2
c0
)
E
[
‖R3(t, ·)‖2L2(W⊗p)
]
.
BecauseB1 (t,N) = max
N ′∈N0: N ′≤NWmax,q(t)
(∑
N≤|m|q≤N ′∨N
(
|ĉm(t)| /σW,tx0m
)2 − Σ (t,N ′))
+
, c1 ≥
1 + Cc0/(2(2 + c0)) = 211/208 with c0 := 1/6, and by definition of N̂ (see (16)), we have
R0,q
(
N̂(t), t
)
+ Cc0E
[
Σ
(
t, N̂(t)
)]
≤ 2(2 + c0)
(
E
[
B1
(
t, N̂(t)
)]
+ E
[
Σ
(
t, N̂(t)
)])
+
(
1 +
2
c0
)
E
[
‖R3(t, ·)‖2L2(W⊗p)
]
+ Cc0E
[
Σ
(
t, N̂(t)
)]
≤ 2(2 + c0) (E [B1(t,N)] + c1E [Σ(t,N)]) +
(
1 +
2
c0
)
E
[
‖R3(t, ·)‖2L2(W⊗p)
]
.
Consider E [B1(t,N)]. We obtain
B1(t,N) ≤ max
0≤N ′≤NWmax,q(t)
(2 + c0) 2∑
j=1
‖Kj(t, ·)‖2L2(W⊗p) +
(
1 +
2
c0
)
‖K3(t, ·)‖2L2(W⊗p) − Σ(t,N ′)

+
,
where K1(t, ·) :=
(
F̂ q,N∨N
′,T,0
1 − F q,N∨N
′,T,0
1
)
(t, ·), K2(t, ·) :=
(
F q,N,T,01 − F̂ q,N,T,01
)
(t, ·), and
K3(t, ·) :=
(
F q,N∨N
′,T,0
1 − F q,N,T,01
)
(t, ·). Using F q,∞,T,01 (t, ·) = F1st [fα,β] (t, ·), we have
‖K3(t, ·)‖2L2(W⊗p) =
∑
N<|m|q≤(N∨N ′)
∣∣∣∣ cm(t)
σW,tx0m
∣∣∣∣2 ≤ ∥∥∥(F q,N,T,01 −F1st [fα,β]) (t, ·)∥∥∥2L2(W⊗p) ,
B1(t,N) ≤ max
0≤N ′≤NWmax,q(t)
(
2(2 + c0)
∥∥∥(F q,N ′,T,01 − F̂ q,N ′,T,01 ) (t, ·)∥∥∥2
L2(W⊗p)
− Σ(t,N ′)
)
+
+
(
1 +
2
c0
)∥∥∥(F q,N,T,01 −F1st [fα,β]) (t, ·)∥∥∥2
L2(W⊗p)
.
Finally, we have
R0,q
(
N̂(t), t
)
+ Cc0E
[
Σ
(
t, N̂(t)
)]
≤ 4(2 + c0)2E
[
max
0≤N ′≤NWmax,q(t)
(∥∥∥(F̂ q,N ′,T,01 − F q,N ′,T,01 ) (t, ·)∥∥∥2
L2(W⊗p)
− Σ1(t,N
′)
2(2 + c0)
)
+
]
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+ 2(2 + c0)c1E
[
Σ
(
t, N̂(t)
)]
+ Cc0,1E
[∥∥∥(F̂ q,N,T,01 −F1st [fα,β]) (t, ·)∥∥∥2
L2(W⊗p)
]
.
Using Lemma A.3 for the third display, we obtain
E
[
max
0≤N ′≤NWmax,q(t)
∥∥∥(F̂ q,N ′,T,01 − F q,N ′,T,01 ) (t, ·)∥∥∥2
L2(W⊗p)
− Σ(t,N
′)
2(2 + c0)
]
≤E
 max
0≤N ′≤NWmax,q(t)
 ∑
|m|q≤N ′
( |ĉm(t)− cm(t)|
σW,tx0m
)2
− Σ(t,N
′)
2(2 + c0)

+

≤(1 + 2c0)E
 max
0≤N ′≤NWmax,q(t)
 ∑
|m|q≤N ′

∣∣∣∆˜m(t)∣∣∣
σW,tx0m
2 − Σ(t,N ′)
2(2 + c0)

+

+
(
2 +
1
c0
)
E
[
max
0≤N ′≤NWmax,q(t)
(
S1(N
′, t) + S2(N ′, t)
)]
≤(1 + 2c0)48N
W
max,q(t)cX |t|p νWq (NWmax,q(t), tx0)
(2pi)pn
Ψ0,n(t) + Zn0Ψn(t).
This yields the result because∫
≤|t|≤T
R0,q
(
N̂(t), t
)
dt+ Cc0
∫
≤|t|≤T
E
[
Σ
(
t, N̂(t)
)]
dt
≤ 4(2 + c0)2
∫
≤|t|≤T
(
(1 + 2c0)48N
W
max,q(t)cX |t|p νWq (NWmax,q(t), tx0)
(2pi)pn
Ψ0,n(t) + Zn0Ψn(t)
)
dt
+ Cc0,1
∫
≤|t|≤T
(
E
[∥∥∥(F̂ q,N(t),T,01 −F1st [fα,β]) (t, ·)∥∥∥2
L2(W⊗p)
]
+ Cc0c1E [Σ(t,N(t))]
)
dt. 
Lemma B.15. Let fα,β ∈ Hq,φ,ωw,W (l,M), l,M,  > 0, q ∈ {1,∞}. On the event E (Gn0 , E), we
have that there exists C22,E,η such that
∫
≤|t|≤Tmax C21,E,η(t)dt ≤ nζ0(1 ∨ l2)C22,E,η, where
C21,E,η(?) := M1,E,ηC
W,q
20
(
2 +
1
c0
)(
cX
xp0
+ (2pi)p ‖F1st [fα,β] (?, ·)‖2L2(Rp)
)
Zn0
∫
≤|t|≤Tmax
Ψn(t)dt ≤ C22,E,η ((p− 1)/(e(ζ − ζ0)))
p−1 (1 ∨ l2)
n
(B.76)
Π1(n, Tmax, Nmax,q) ≤ C24
n4/3
,(B.77)
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where KW,p :=
(
(p+ 1 + 1l{W = W[−R,R]})/(eζ0)
)p+1+1l{W=W[−R,R]},
C23 :=
√
2K1(pikq)
p(e(1− 6pζ0))p+3/2
Hp0 (4Rx0)
p(1 + x20)
p (2p+ 3)p+3/2
C24 :=
96(1 + 2c0)Rx0cXζ0C20(W, q)x
p
0
(2pi)ppikq log(2)
(
1 +
294c2Xe
1/C23
(2pi)p
((
4Rx0
pi
∨
1
)
H0(1 + x
2
0)
kq
)2p)
KW,p.
Proof of (B.76). By definition ofNmax,q, we have, for all t 6= 0,
(
7eNWmax,q(t)/(2 |t|Rx0)
)2NWmax,q(t) ≤
n. By Lemma B.13, we have
Zn0Ψn(t) ≤M1,E,η
(
2 +
1
c0
)
cX
nxp0
[( |tx0|
2pi
)p
νWq (N
W
max,q(t), tx0)
v(n0, E)
δ(n0)
]
+M1,E,η
(
2 +
1
c0
)
(2pi)p ‖F1st [fα,β] (t, ·)‖2L2(Rp) E
[( |tx0|
2pi
)p
νWq
(
N̂(t), tx0
)
v(n0, E)
]
≤ C21,E,η(t) ln(n)
p
n1+ζ
.
Then, using Tmax ≤ nζ0 ,
∫
≤|t|≤T ‖F1st [fα,β] (t, ·)‖2L2(Rp) dt ≤ 2pil2, and (A.1) yield the result.
Proof of (B.77). Let  ≤ |t| ≤ Tmax. Using Nmax,q(t) ≤ ((2 |t|Rx0/pi)∨1) ln(n)/kq, Tmax ≤ nζ0 ,
∀t :  ≤ |t| ≤ Tmax, Kn(t) ≤ T 3pmax
((
4Rx0
pi
∨
1
)
H0(1 + x
2
0)
kq
)p
,
we obtain
K1
√
pnn
Kn(t)
≥ K1(pikq)
p
√
2 log(n)n
Hp0 (4Rx0)
p(1 + x20)
p ln(n)pT 3pmax
≥
√
2K1(pikq)
pn(1−6ζ0p)/2
Hp0 (4Rx0)
p(1 + x20)
p ln(n)p−1/2
≥ C23 ln(n)2, (by (A.1)).(B.78)
By (A.24) and (B.28), we have
Π1(n, Tmax, Nmax,q)
≤ (1 + 2c0)8cXKmax
K1(2pi)pn
∫
≤|t|≤Tmax
NWmax,q(t) |t|p νWq (NWmax,q(t), tx0)dt sup
≤|t|≤Tmax
Ψ0,n(t)
≤ 16(1 + 2c0)Rx0cXζ0 log(n)
2
K1(2pi)ppikq log(2)n
∫
≤t≤Tmax
|t|p+1 νWq (NWmax,q(t), tx0)dt sup
≤|t|≤Tmax
Ψ0,n(t)
≤ 16(1 + 2c0)Rx0cXζ0C
W,q
20
K1(2pi)ppikq log(2)
log(n)p+1+1l{W=W[−R,R]}n(p+2)ζ0 sup
≤|t|≤Tmax
Ψ0,n(t)
≤ 96(1 + 2c0)Rx0cXζ0C
W,q
20
(2pi)ppikq log(2)
(
log(n)p+1+1l{W=W[−R,R]}
nζ0
)
n2
n2−(p+3)ζ0
sup
≤|t|≤Tmax
Ψ0,n(t),
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where 2− (p+ 3)ζ0 > 4/3 and, because T 6pmax ≤ n, (B.78), and supn>0
(
e−C23 ln(n)2n2
)
= e1/C23 ,
which yields (B.77). 
We complete the proof of Theorem 5 considering (A.38) in all smoothness cases.
Proof of (T5.2). Let q = 1, (n, n0) ∈ N2 such that v(n0, E)/δ(n0) ≤ n−(2+ζ), N ∈ Nn, and
T ∈ Tn. Start from (A.38), where, because w = WA, the term M2/w(a0) is zero and, using
(B.48) this yields
sup
fα,β∈Hq,φ,ωw,W (l,M)∩D, fX|X∈E
RWn0
(
f̂ q,N̂ ,T̂ ,α,β , fα,β
)
≤ C25,E,η
n
+
2piC2c0,2
C
(
sup
t∈R
4l2
e2κ(N(t) ln(N(t)+1)
∫
≤|t|≤T
∆˜2,q
(
t,N(t), n,
M1,E,ηv(n0, E)
δ(n0)
)
dt+
4l2
(1 ∨ T )2s
)
.
Denote by T ∗ the closest element in Tn to the choice of T in (T3.2) and N∗ the choice N in
(T3.2). This yields N∗(t) ≤ NWmax,q(t) hence N∗ ∈ Nn and that T ∗ ≤ n1/(2s)e ≤ Tmax = n1/(6p)
because s > 3p, hence T ∗ ∈ Tn. Thus, we obtain
sup
fα,β∈Hq,φ,ωw,W (l,M)∩D, fX|X∈E
RWn0
(
f̂ q,N̂ ,T̂ ,α,β , fα,β
)
≤ C25,E,η
n
+
2piC2c0,2
C
sup
t∈R
4l2
e2κ(N∗(t) ln(N∗(t)+1)
∫
≤|t|≤T ∗
∆˜2,q
(
t,N∗(t), n,
M1,E,ηv(n0, E)
δ(n0)
)
dt
+
8piC2c0,2l
2
C(1 ∨ T ∗)2s .
This yields the result, using (B.63) with (1 ∨N(t))ppn replacing (1 ∨N(t))p.
Proof of (T5.3). The proof is similar to that of (T5.2), using that with T ∗ the closest element
in Tn to the choice of T in (T3.3) and N∗ the choice N in (T3.3), T ∗ ≤ nκ/(2s(κ+kq))e ≤ Tmax =
n1/(10p) because s > 5pκ/(κ+ kq), where ζ0 ≤ 1/(10p), N∗ ∈ Nmax, and replace C23 by
C26 :=
√
2K1(pikq)
p(e(1− 10pζ0))p+3/2
Hp0 (4Rx0)
p
(
1 ∨ x40
)p
(2p+ 3)p+3/2
. 
Appendix B.3. Talagrand inequality for complex functions
Lemma B.16 is the Talagrand inequality (see Lemma 7.1 in [16]) for complex functions.
Lemma B.16. Let n ∈ N, η > 0, X1, . . . , Xn be independent random variables and νn(u) :=∑n
i=1 (u(Xi)− E [u(Xi)]) /n, for all u in a countable class U of complex measurable functions.
If there exist M1, H, v > 0 such that
sup
u∈U
‖u‖L∞(Rp) ≤M1,(B.79)
E
[
sup
u∈U
|νn(u)|
]
≤ H,(B.80)
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sup
u∈U
1
n
n∑
i=1
max (Var (R(u(Xi))) ,Var (I(u(Xi)))) ≤ v,(B.81)
then, with K2 := 1/6 and Λ(η) := (
√
1 + η − 1) ∧ 1, we have
E
[(
sup
u∈U
|νn(u)|2 − 4(1 + 2η)H2
)
+
]
≤ 8
K2
 v
n
e
−K2η
nH2
v +
49M21
K2Λ(η)2n2
e
−
√
2K2Λ(η)
√
η
7
nH
M1
 .
Proof. We use
E
[(
sup
u∈U
|νn(u)|2 − 4(1 + 2η)H2
)
+
]
≤ E
[(
sup
u∈U
R(νn(u))
2 + sup
u∈U
I(νn(u))
2 − 4(1 + 2η)H2
)
+
]
≤ E
[(
sup
u∈U
R(νn(u))
2 − 2(1 + 2η)H2
)
+
]
+ E
[(
sup
u∈U
I(νn(u))
2 − 2(1 + 2η)H2
)
+
]
and apply Lemma 7.1 in [16] to both terms. 
Appendix B.4. Relation to Sobolev ellipsoids.
Define, for q = 1,∞ and F [f ](·,k) := (2R)−p/2 ∫R ei·a ∫[−R,R]p eipik>b/R f(a, b)dadb,
Hq,σ,s(l) :=
{
f :
∫
R
∑
k∈Zp
|F [f ](t,k)|2 |k|2σq (1 ∨ t2)sdt ≤ 2pil2
}
.
Lemma B.17. For all σ, δ, l,M,R > 0, σ′ = σ + 1/2 + δ, (q′, q) ∈ {1,∞}2, φ = (1 ∨ |·|)s,
where s > σ′ + p/2, and (ωk)k∈N0 = (k
σ)k∈N0 , there exists A > 0 (see (B.87)) such that
Hq
′,s,σ′(l) ⊆ Hq,φ,ω1,W[−R,R]
(√
Al
)
.
Proof. In this proof, 〈·, ·〉 and ‖·‖ denote the Euclidian scalar product and norm in L2([−R,R]p).
Take f ∈ Hq′,s,σ′(l). The Plancherel identity for the second equation yields∫
R
∑
m∈Np0
|bm(t)|2
(
1 ∨ t2)s dt = ∫
R
‖F1[f ](t, ·)‖2
(
1 ∨ t2)s dt
=
∫
R
∑
k∈Zp
|F [f ](t,k)|2 (1 ∨ t2)s dt ≤ 2pil2.
Thus, f satisfies the first inequality in the definition of Hq,φ,ω1,W[−R,R]
(√
Al
)
. Let us now check
(B.82)
∫
R
∑
m∈Np0
|m|2σq |bm(t)|2 dt ≤ 2piAl2.
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To show (B.82) when q =∞, we show that there exists A′ such that
(B.83) ∀N ∈ N,
∫
R
∑
|m|∞≥N
|bm(t)|2 dt ≤ 2piA
′l2
N2σ′
,
which yields (B.82) using A := A′ (k∞/kq)2σ (1 + 1/(2δ)) because∫
R
∑
m∈Np0
|m|2σ∞ |bm(t)|2 dt =
∫
R
∑
m∈Np0,m 6=0
|m|2σ′∞
|m|1+2δ∞
|bm(t)|2 dt
=
∞∑
k=1
1
k1+2δ
∫
R
∑
|m|∞≥k
|bm(t)|2 k2σ′dt
 (by Fubini-Tonelli’s theorem)
≤ 2piA′l2
( ∞∑
k=1
1
k1+2δ
)
(by (B.83))
≤ 2piA′l2
(
1 +
1
2δ
)
(by integral test for convergence).(B.84)
We obtain the case q = 1 using |m|1 ≤ p |m|∞. (B.83) holds when N = 1 so we show it when
N ≥ 2. Denote, for all N ∈ N and c 6= 0, by PNc the projector in L2
(
W⊗p[−R,R]
)
onto the vector
space spanned by
(
ψcm (·/R) /(2R)p/2
)
|m|∞<N . Because
∥∥∥F1st [f ] (t, ·)− PNc(t)F1st [f ] (t, ·)∥∥∥2 =∑
|m|∞≥N |bm(t)|
2, (B.83) becomes∫
R
∥∥∥F1st [f ] (t, ·)− PNc(t)F1st [f ] (t, ·)∥∥∥2 dt ≤ 2piA′l2N2σ′ .(B.85)
We now prove (B.85). Denote by ENc the projector in L2
(
W⊗p[−R,R]
)
onto the vector space
spanned by (φm (·/R))m∈Zp :=
(
eipim
>·/R/(2R)p/2
)
m∈Zp
. Let N := bτNc for some τ > 0 and
t 6= 0. ϕ := F1st [f ] (t, ·) is such that∥∥∥ϕ− PNc(t)ϕ∥∥∥2 ≤ 2 [∥∥∥ϕ− ENϕ− PNc(t) (ϕ− ENϕ)∥∥∥2 + ∥∥∥ENϕ− PNc(t)ENϕ∥∥∥2]
≤ 2
[∥∥∥ϕ− ENϕ∥∥∥2 + ∥∥∥ENϕ− PNc(t)ENϕ∥∥∥2] .
KR := (2R)
p
∥∥∥ENϕ− PNc(t)ENϕ∥∥∥2 satisfies, using the Cauchy-Schwarz inequality in the fourth
display,
KR =
∥∥∥∥∥∥
∑
k∈Zp: |k|∞<N
〈
ϕ(·), φk
( ·
R
)〉
φk
( ?
R
)
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−
∑
m∈Np0: |m|∞≥N
∑
k∈Zp: |k|∞<N
〈
ϕ(·), φk
( ·
R
)〉〈
φk
( ·
R
)
, ψ
c(t)
m
( ·
R
)〉
ψ
c(t)
m
( ?
R
)∥∥∥∥∥∥
2
=
∥∥∥∥∥∥
∑
k∈Zp: |k|∞<N
〈
ϕ(·), φk
( ·
R
)〉 ∑
m∈Np0: |m|∞≥N
〈
φk
( ·
R
)
, ψ
c(t)
m
( ·
R
)〉
ψ
c(t)
m
( ?
R
)∥∥∥∥∥∥
2
=
∑
m∈Np0: |m|∞≥N
∣∣∣∣∣∣
∑
k∈Zp: |k|∞<N
〈
ϕ(·), φk
( ·
R
)〉〈
φk
( ·
R
)
, ψ
c(t)
m
( ·
R
)〉∣∣∣∣∣∣
2
≤
∑
m∈Np0: |m|∞≥N
 ∑
k∈Zp: |k|∞<N
∣∣∣〈ϕ(·), φk ( ·
R
)〉∣∣∣2
 ∑
k∈Zp: |k|∞<N
∣∣∣〈φk ( ·
R
)
, ψ
c(t)
m
( ·
R
)〉∣∣∣2

≤
 ∑
k∈Zp: |k|∞<N
∣∣∣〈ϕ(·), φk ( ·
R
)〉∣∣∣2
 ∑
m∈Np0: |m|∞≥N
∑
k∈Zp: |k|∞<N
∣∣∣〈φk ( ·
R
)
, ψ
c(t)
m
( ·
R
)〉∣∣∣2

≤
(∑
k∈Zp
|F [ϕ] (k)|2
)
IN,N (t),
IN,N (t) :=
∑
m∈Np0: |m|∞≥N
∑
k∈Zp: |k|∞<N
∣∣∣〈φk ( ·
R
)
, ψ
c(t)
m
( ·
R
)〉∣∣∣2 .
Denote, for all (n,m) ∈ N20, by βmn =
〈
ψ
c(t)
m , Pn
〉
L2([−1,1])
and by Jk the Bessel function of the
first kind and order k > −1. We have, using (74) in [7] for the third equality,
〈
φk
( ·
R
)
, ψc(t)m
( ·
R
)〉
=
(
R
2
)1/2 ∞∑
n=0
βmn
〈
eipikx, Pn
〉
L2([−1,1])
=
(
R
2
)1/2bm/Mc−1∑
n=0
βmn
〈
eipikx, Pn
〉
L2([−1,1])
+
∑
n≥bm/Mc
βmn
√
2
k
√
n+
1
2
Jn+1/2(kpi)

≤ (2R)1/2 (Im,k ∨ Jm,k) ,
Im,k :=
bm/Mc−1∑
n=0
βmn
〈
eipikx, Pn
〉
, Jm,k :=
∑
n≥bm/Mc
βmn
√
2/k
√
n+ 1/2Jn+1/2(kpi).
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Using, for all k ∈ N0,
∣∣〈eipikx, Pn〉∣∣ ≤ √2, Proposition 3 in [8] and 2√χc(t)m > c (|t|) for the
second inequality, we obtain, for all m ≥M ∨ (ec (|t|)) and M := 8/5,
|Im,k| ≤
√
2
bm/Mc−1∑
n=0
|βmn |
≤
√
5
2pi
∣∣∣µc(t)m ∣∣∣ ∫ bm/Mc
0
2
√
χ
c(t)
m
c (|t|)
x dx ≤
√
5/(2pi)
∣∣∣µc(t)m ∣∣∣
ln
(
2
√
χ
c(t)
m /c (|t|)
)
2
√
χ
c(t)
m
c (|t|)
bm/Mc .
Thus, for all m ≥ M ∨ (e2c (|t|))), using Lemma B.4 and (3.4) page 34 in [44] which yields
ln
(
2
√
χ
c(t)
m /c (|t|)
)
≥ ln(2) + 2 for the first inequality, and decomposing the exponent as
m = m/M + (1− 1/M)m for the third, we obtain
|Im,k| ≤
√
5e3
9
1
ln(2) + 2
(
2
√
m(m+ 1) + c(t)2
c (|t|)
)m/M (
ec (|t|)
4(m+ 1/2)
)m
≤
√
5e3
9
1
ln(2) + 2
(
2
√
1 + 1/e2(m+ 1)
c (|t|)
)m/M (
ec (|t|)
4m
)m
≤
√
5e3
9
1
ln(2) + 2
(√
e2 + 1(m+ 1)
(2m+ 1)
)m/M (
1
4
)(1−1/M)m
exp
(
−
(
1− 1
M
)
m ln
(
m
ec (|t|)
))
≤
√
5e3
9
√
e2 + 1(M + 1)
(ln(2) + 2)4M−1(2M + 1)
exp
(
−
(
1− 1
M
)
m ln
(
m
ec (|t|)
))
≤ αM exp
(
−
(
1− 1
M
)
m ln
(
m
ec (|t|)
))
,
αM :=
√
5e3/9
√
e2 + 1(M + 1)/
(
(ln(2) + 2)4M−1(2M + 1)
)
. Using, for all α > −1/2 and
x ∈ R, |Jα(x)| ≤ |x|α / (2αΓ(α+ 1)) (see 9.1.20 in [1]) and |βmn | ≤ 1 for the first display, and
m > M and n! ≥ (n/e)n√2pin for the third, we obtain, for all k ∈ N0,
|Jm,k| ≤
∑
n≥bm/Mc
1
n!
(
kpi
2
)n
≤ 1bm/Mc!
(
kpi
2
)bm/Mc
exp
(
kpi
2
)
≤
√
mθM/m
2piMe2
exp
(
−m
M
ln
(
2mθM/m
kpieM
))
exp
(
kpi
2
)
,
where θM/m := 1−M/m. We have, taking N = bτNc,
∀t : N ≥M ∨ (e2c (|t|)), IN,N (t) ≤(2R)p (I1(t) ∨ J1) ,
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where I1(t) :=
∑
k∈Zp: |k|∞<N
∑
m≥N m
pαpM exp (−2p (1− 1/M)m ln (m/(ec (|t|)))) and J1 :=∑
k∈Zp: |k|∞<N
∑
m≥N m
p
∏p
j=1
(
mθM/m/(2piMe
2) exp
(−2m ln (2mθM/m/(kjpieM)) /M) exp (kjpi)).
Then, denoting by γM := ln (2/(τpieM)) /M and using thatN−1 ≤ τN and that supt≥1m2pe−γMm =
e((2p − 1)/(pγMe))2p for the second display, taking τ = 2/(pie2M) for the last display, and
γ = γM − τpi > 3/4, we obtain, denoting by αM,J :=
(
2θM/m/
(
piMγ2Me
4
))p
/ (pγM ),
J1 ≤
∑
k∈Zp: |k|∞<N
∑
m∈N0: m≥N
(
m2θM/m
2piMe2
exp
(
−2m
M
ln
(
2m
NpieM
))
exp
(
Npi
))p
≤
∑
k∈Zp: |k|∞<N
(
θM/m exp (τNpi)
2piMe2
)p(
2
eγM
)2p ∫ ∞
N
exp (−pmγM ) dm
≤
∑
k∈Zp: |k|∞<N
αM,J exp (−pγN) ≤ (2τN + 1)p αM,J exp (−pγN) .
Denoting by κM (t) := −2 (1− 1/M) ln (ec (|t|) /N) and using supm≥1mpe−pκM (t)m = (κM (t)e)−p
for the second display, we obtain, for all N > M ∨ (e2c (|t|)),
I1(t) ≤ (2N + 1)pαpM
∑
m∈N0: m≥N
mp exp
(
−2p
(
1− 1
M
)
m ln
(
N
ec (|t|)
))
≤
(
(2N + 1)αM
κM (t)e
)p ∫ ∞
N
exp (−pκM (t)m) dm ≤
(
(2τN + 1)αM
κM (t)e
)p exp (−pκM (t)N)
pκM (t)
,
IN,N (t) ≤ (2R(2τN + 1))p
(
αM,Je
−pγN∨(( αM
κM (t)e
)p 1
pκM (t)
e−pκM (t)N
))
≤ Np (2R(2τ + 1))p
(
αM,J
∨(( αM
κM (t)e
)p 1
pκM (t)
))
e−p(γ∧κM (t))N ,
sup
t: |t|≤N/(e2x0)
IN,N (t) ≤ Np (2R(2τ + 1))p
(
αM,J
∨((αM/((1− 1/M)e))p
2p(1− 1/M)
))
e−p(γ∧(2(1−1/M)))N .
(B.86)
Denote by τ˜ := (2τ + 1)p
(
αM,J
∨(
((1− 1/M)e/αM )−p /(2p(1− 1/M))
))
and γ˜ := pγ∧ (2(1−
1/M)). Using, for all |t| > N/(e2x0), IN,N (t) ≤ R2p
∑
k∈Zp: |k|∞<N ‖φk (·)‖
2
L2([−1,1]p) ≤ R2p(2N+
1)p and f ∈ Hq′,s,σ′(l), s > σ′ + p/2 for the first display and (A.1) for the second, we have∫
R
∥∥∥F1st [f ] (t, ·)− PNc(t)F1st [f ] (t, ·)∥∥∥2 dt
≤ 2
(2R)p
sup
t: |t|≤N/(e2x0)
IN,N (t)
∫ N/(e2x0)
−N/(e2x0)
∑
k∈Zp
|F1st [f ] (t,k)|2 dt
+
2(2τ + 1)pNpRp
2p
1
(1 ∨ (N/(e2x0))2)s
∫
|t|>−N/(e2x0)
∑
k∈Zp
|F1st [f ] (t,k)|2 (1 ∨ t2)sdt
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+ 2
∫
R
∥∥∥F1st [f ] (t, ·)− ENF1st [f ] (t, ·)∥∥∥2 dt
≤ 4τ˜Npe−γ˜pNpil2 + 4(2τ + 1)
pRppil2
2p
Np
(1 ∨ (N/(e2x0))2σ′+p) +
4pil2τ2σ
′
(2R)pN2σ′
.
This yields (B.85) hence (B.83) and (B.82) with
(B.87)
A := 2
(
k∞
kq
)2σ (
1 +
1
2δ
)(
τ˜
(
p+ 2σ′
γ˜pe
)p+2σ′
+
(2τ + 1)pRp
2p
(e2x0)
2σ′+p +
τ2σ
′
(2R)p
)
.
Appendix B.5. Estimation of the marginal fβ
For all (ωm)m∈N0 increasing, ω0 = 1, l,M > 0, q ∈ {1,∞}, consider
Hq,φ,ωw,W (l,M) :=
f : ‖f‖L2(w⊗W⊗p) ≤M, ∑
k∈N0
ωk ‖θq,k‖2L2(R) ≤ 2pil2
 .
For the sake of brevity, we consider one of multiple sets of assumptions on the estimand and
the estimator f̂ q,N,β :=
∑
|m|q≤N() ĉm()ϕ
W,x0
m /σ
W,x0
m . It does not involve integration or inter-
polation and is based on fβ = F1st [fα,β] (0, ·). An alternative is to rely on
∫
R f̂
q,N,T,
α,β (a, ·)da.
Proposition B.3. Take q ∈ {1,∞}, W = W[−R,R], φ(·) = 1∨ |·|2s, (ωk)k∈N0 =
(
k2σ
)
k∈N0 , w =
1∨|·|3+δ1 , σ > 2, R, δ1, s > 0, 0 < l,M <∞,  = (ln(ne)/ ln2(ne))−σ, ne = n∧(δ(n0)/v(n0, E)),
N =
⌊
N
⌋
, and N = ln(ne)/(4kq(1 + σ) ln2(ne)), we have
sup
fβ∈Hq,φ,ωw,W (l,M)∩D, fX|X∈E
E
[∥∥∥f̂ q,N,β − fβ∥∥∥2
L2(Rp)
](
ln(ne)
ln2(ne)
)2σ
= Op(1).
Proof. We assume fX|X is known. The general case can be handled like in the proof of (T1.1).
Denote by f β := F1st [fα,β] (, ·) and define f q,,Nβ like f̂ q,,Nβ with c˜m(t) (see above Lemma
A.2) instead of ĉm(t). Use
∥∥∥f̂ q,N,β − fβ∥∥∥2
L2(Rp)
≤ 3∑3j=1 ‖Rj‖2L2(Rp), where R1 := f̂β − f q,N,β ,
R2 := f
q,N,
β − f β, and R3 := f β − fβ. Let q = 1. The case q =∞ can be treated similarly.
By (A.24) and (N + p− 1)p ≤ (pN)p−1, we have
E
[
‖R1‖2L2(Rp)
]
≤B
n
Np exp
(
2N ln
(
7e(N + 1)
2Rx0
∨
1
))
,(B.88)
where B := cX2p
p−1/ [(2pi)p(p− 1)!]. We clearly have ‖R2‖2L2(Rp+1) ≤ 2pil2/ωN ,
‖R3‖2L2(Rp) ≤
∫
[−R,R]p
∣∣∣∣∫
R
∣∣eia − 1∣∣ fα,β(a, b)da∣∣∣∣2 db
≤2
∫
[−R,R]p
∣∣∣∣∫
R
|a| fα,β(a, b)da
∣∣∣∣2 db ≤ 2M2(1 + 1δ1
)
.(B.89)
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The result follows from (B.45) and, by (B.88) and (B.89),
sup
fβ∈Hq,φ,ωw,W (l,M)∩D, fX|X∈E
E
[∥∥∥f̂ q,N,β − fβ∥∥∥2
L2(Rp)
]
≤ 3
N2σ
(
BNp
n
(
7e(N + 1)1+2σ
2Rx0
∨
1
)2N
+ l2 +M2
(
1 +
1
δ1
))
. 
