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Abstract
This article is devoted to answering several questions about the central configurations of the planar
(3 + 1)-body problem. Firstly, we study bifurcations of central configurations, proving the unique-
ness of convex central configurations up to symmetry. Secondly, we settle the finiteness problem in
the case of two nonzero equal masses. Lastly, we provide all the possibilities for the number of sym-
metrical central configurations, and discuss their bifurcations and spectral stability. Our proofs are
based on applications of rational parametrizations and computer algebra.
© 2005 Elsevier Inc. All rights reserved.
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1. Introduction
We consider the planar restricted four-body problem: four point masses on the plane,
one of which having zero mass, attracting each other according to the Newtonian gravita-
tional law. This problem is often referred to as the restricted (3 + 1)-body problem. The
zero-mass body is supposed to have no gravitational effect on the other three bodies. As
a consequence, the central configurations of the restricted (3 + 1)-body problem are the
solutions of a system of equations separated in two groups, one consisting of the central
configuration equations of the three body problem, and the other formed by the equations
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corresponding to the action of the three bodies on the one with zero mass. The solutions of
the first group of equations are the well-known Lagrange equilateral triangular configura-
tions and the Euler collinear configurations. Both configurations exist for all values of the
masses. We will consider the central configurations of the (3 + 1)-body problem which are
solutions of the central configuration equations for which the three bodies with nonzero
mass are at the vertices of an equilateral triangle (see Fig. 1). The other possibility, i.e.,
when the three nonzero masses form a collinear central configuration, was studied by Pal-
more [8], who proved that there are exactly two symmetrical planar central configurations
for all positive values of the masses.
The problem discussed in this article has been extensively studied in the past. Probably
the best known works about it are the two papers by Pedersen [9,10] and the one by Aren-
storff [1]. Pedersen applies a combination of numerical and analytical methods to provide
solutions to the problems of bifurcations and stability of the central configurations. The
main result in [9] is: for all choices of positive masses, there are 8, 9 or 10 central configu-
rations in the planar restricted four-body problem. Pedersen proves this result after showing
that the set of degenerate central configurations is a simple closed curve contained in the
interior of the triangle formed by the nonzero masses. Pedersen’s conclusions were drawn
from numerical calculations. His results were later confirmed by a numerical study done
by Simó [12].
In [1], Arenstorff sketches some analytical proofs of the main results contained in Ped-
ersen [9]. The missing details of his proofs were supposed to be found in the thesis of
Arenstorff’s Ph.D. student, J.R. Gannaway [4]. It turns out that Gannaway’s thesis con-
tains some interesting analytical proofs of particular claims. However, the most substantial
statements of Pedersen on degenerate central configurations, bifurcations and counting are
once again verified only numerically.
The present article contains proofs of some facts contained in Pedersen’s work. One of
the article motivations is an attempt to apply the method used in [3] to study bifurcations
of the central configurations of a problem described by variables subject to one constraint.
Thus we consider the central configurations of the restricted four-body problem in which
the zero mass lies outside the equilateral triangle formed by the nonzero masses. Next,
we set two nonzero masses equal and apply computer algebra to give a direct finiteness
proof for the number of central configurations. Finally, we apply the method of rational
E.S.G. Leandro / J. Differential Equations 226 (2006) 323–351 325parametrization to give a complete description of the symmetrical central configurations.
Below we state our main results.
Theorem 1.1. The number of central configurations of the planar restricted four-body
problem for which the zero mass lies outside the equilateral triangle formed by the nonzero
masses is 6 regardless of the values of the masses.
The works of previous authors mentioned above imply that the number of central con-
figurations in the interior of the triangle is 2, 3, or 4, depending on the values of the masses.
We shall not prove this claim.
We may assume that the equilateral triangle formed by the nonzero masses has unitary
side. Let x1 = ( 1√3 ,0), x2 = (−
1
2
√
3
, 12 ), x3 = (− 12√3 ,−
1
2 ) and (x, y) be the Cartesian
coordinates for the positions of m1,m2,m3 > 0 and m4 = 0, respectively. Let ri be the
distance from mi to m4, i = 1,2,3. Recall that a relative equilibrium is a restpoint of the
planar N -body problem in a uniformly rotating coordinate system. The relative equilibria
are given by the same set of equations as the central configurations.
Theorem 1.2. The planar restricted four-body problem with two equal masses m2 = m3
has only a finite number of central configurations off the axis of symmetry r2 = r3 for all
values of the masses.
We shall actually prove that number of such central configurations is at most 400 for all
values of the masses.
Theorem 1.3.
(1) For all positive values of the masses m1 and m2 = m3, there are only 2, 3 or 4 sym-
metrical (i.e., such that y = 0) central configurations of the PR4BP.
(2) There are only two values for the ratio m = m2/m1: m∗ < 1 and m∗∗ > 1 which
correspond to degenerate symmetrical configurations.
(3) A change in the number of symmetrical central configurations happens only when
m is increased beyond m∗. This change consists of the appearance of two central
configurations inside the equilateral triangle formed by the nonzero masses.
(4) All relative equilibria in x > − 1
2
√
3
, are spectrally unstable.
(5) There exists  > 0 such that all relative equilibria in x < −1 + 1√
3
− , are spectrally
unstable and all relative equilibria in −1 + 1√
3
−  < x < −1 + 1√
3
are spectrally
stable. The latter equilibria correspond to m< 0.03.
2. Preliminaries
Consider four masses m1, . . . ,m4 located at the points x1, . . . ,x4 of the Euclidean
plane R2. Let rij = ‖xi − xj‖ be their mutual distances. Let
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M
4∑
i=1
mixi
be the center of mass of m1, . . . ,m4, where M = ∑4i=1 mi is the total mass. A planar
central configuration (cc, for short) is a point (x1, . . . ,x4) (i.e., a configuration) of R8
which is a solution of the system of equations
∑
j =i
mj (xj − xi )
r3ij
+ω2(xi − c) = 0, i = 1, . . . ,4, (2.1)
for some constant ω2 = 0. Equations (2.1) are referred to as the central configuration equa-
tions or simply cc equations. They are invariant under isometries and homotheties of R8.
Thus, when counting cc’s, one only counts classes of solutions modulo these symmetries.
Central configurations give rise to simple explicit solutions of the n-body problem. If the
masses are at a cc and we release them with zero velocity, then they will collapse homo-
thetically to c. One can choose initial velocities for which the masses will rotate around c
with angular velocity ω.
Assuming that m4 = 0, the only solution of (2.1) for which x1, x2 and x3 span R2 is
the well-known Lagrange equilateral triangular configuration [6]. We can choose the mass
unit so that the total mass M is equal to 1 and the unit of length so that the side of the
triangle is equal to 1. These choices imply that the constant ω2 in the central configuration
equations (2.1) is equal to 1 (see [11]).
The central configuration equations for the mass m4 = 0 may be written as
∂Φ(x, y)
∂x
= ∂Φ(x, y)
∂y
= 0, (2.2)
where
Φ(x,y) = 1
2
‖x4 − c‖2 + m1‖x4 − x1‖ +
m2
‖x4 − x2‖ +
m3
‖x4 − x3‖ (2.3)
is the so-called reduced potential and x1, . . . ,x4 are as at the end of the previous section.
Since the three nonzero masses have fixed positions, we will abuse the terminology
slightly by saying that the central configurations are the solutions of (2.2).
Our study of stability and bifurcations relies ultimately on the determination of isolating
intervals for the positive real roots of polynomials in one variable. This will be achieved
by applying an important result from the theory of equations (see [13]).
Theorem 2.1 (Descartes rule of signs). The number of positive roots with multiplicity of
the equation
f (x) = anxn + · · · + a0 = 0
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and, if less, then always by an even number.
In particular, f (x) = 0 has exactly one positive root if the sequence of coefficients of
f (x) has only one variation of sign.
Descartes rule of signs can be made into a very efficient tool for isolating the roots of
f (x) = 0. Consider linear fractional transformations (LFTs) of the form
ψ(x;a, b) = bx + a
x + 1 , a = b.
If a < b, then ψ maps [0,∞) onto [a, b); otherwise, ψ maps [0,∞) onto (b, a]. Let
f (ψ(x;a, b)) be the numerator of the rational function f ◦ψ . This notation extends natu-
rally to polynomials in more than one variable.
Corollary 2.2. If f (ψ(x;a, b)), a < b, presents one or zero variation of signs, then f has
a single root or no roots, respectively, in the interval [a, b).
Therefore, if one can find the appropriate LFTs, it is possible to isolate the roots of the
equation f (x) = 0. It is a remarkable fact that, for equations without multiple roots, the
appropriate LFTs can always be found. A classical procedure used to construct the LFTs is
known as Vincent’s method [14]. However, in order to obtain our results, we will not use
Vincent’s method. Instead, we will make educated guesses for the suitable LFTs. All our
guesses are based on numerical experiments.
3. Mutual distance formulation of the problem
Let ri = ri4 mutual distance between mi and m4, i = 1,2,3. We can use the ri ’s as
coordinates to describe the position of m4. Since their number exceeds by one the number
of coordinates necessary to describe a position on the plane, it follows that r1, r2 and r3
must satisfy one relation. Indeed, if we write each rk as a function of x and y and then
solve for x and y, we obtain the expressions
x = 1
2
√
3
(
r22 + r23 − 2r21
)
, y = 1
2
(
r22 − r23
)
, (3.1)
and the relation
r41 + r42 + r43 −
(
r21 r
2
2 + r21 r23 + r22 r23
)− (r21 + r22 + r23 )+ 1 = 0. (3.2)
In a more general setting, it can be shown that Eq. (3.2) appears as a condition for the four
points x1, . . . ,x4 to lie on the same plane (see [5]).
In order to write cc equations in terms of r1, r2 and r3, we use the following lemma.
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I = ‖x4 − c‖2, I˜ =
3∑
k=1
mkr
2
k
then I − I˜ is independent of r1, r2, r3.
Proof. A direct calculation using the formulas for I and I˜ gives
I − I˜ = c · c −
3∑
k=1
mkxk · xk.
As long as M = 1, we have that
c = 1
M
4∑
i=1
mixi = 1
2
√
3
(
2m1 −m2 −m3,
√
3(m2 −m3)
)
,
which is a function only of the masses. Since x1, x2 and x3 are given constant vectors, the
desired conclusion follows. 
As a consequence of the lemma above, we obtain
Φ
(
r21 , r
2
2 , r
2
3
)= 1
2
3∑
k=1
mk
(
r2k +
2
(r2k )
1/2
)
+ constant.
The central configuration are the critical points of this function restricted to the surface
F
(
r21 , r
2
2 , r
2
3
)= 0.
Using the Lagrange multiplier technique, the critical points of Φ restricted to F = 0 are
the solutions of the system of equations
∂Φ
∂r2k
= ρ˜ ∂F
∂r2k
, k = 1,2,3, F = 0, (3.3)
where ρ˜ is the multiplier. These equations have the form
mk
(
1 − 1
r3k
)
+ ρ(−1 + 2r2k − r2i − r2j )= 0, (i, j, k) = (1,2,3), (3.4)
∑
r4k −
∑
r2j r
2
k −
∑
r2k + 1 = 0, (3.5)j<k
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and solving for ρ, we obtain
ρ = −1
3
∑(
1 − 1
r3k
)
mk. (3.6)
We will soon show that ρ is positive at a central configuration.
If we make an analogy with the first equation in (3.1), it seems reasonable to define
variables
xk = 1
2
√
3
(
r2i + r2j − 2r2k
)
, k = 1,2,3, (3.7)
which correspond to projections of each point (r1, r2, r3) on the plane onto the oriented
symmetry axes of the triangle formed by m1, m2 and m3. Next we use these variables and
the cc equations (3.4) to determine the regions of the plane whose points correspond to all
possible central configurations.
Lemma 3.2. For all positive m1, m2 and m3, the corresponding central configurations are
located either in the set defined by 1 + 2√3xk > 0, for all k, or in the sets ri , rj < 1 and
rk > 1, or in the sets ri , rj > 1 and rk < 1, for (i, j, k) a permutation of 1,2,3.
Proof. Using (3.7) we write Eq. (3.4) as
1 + 2√3xk =
(
mk
r3k
)(1 − r3k
ρ
)
.
We consider the four possibilities:
(A) For all k, rk > 1.
(B) ri , rj < 1 and rk > 1, for (i, j, k) a permutation of 1,2,3.
(C) ri , rj > 1 and rk < 1, for (i, j, k) a permutation of 1,2,3.
(D) For all k, rk < 1.
If (A) holds, then from (3.6) we conclude that ρ < 0 and so 1 + 2√3xk > 0, for all k,
which is not possible.
If (B) holds and ρ < 0, then 1 + 2√3xk > 0, 1 + 2
√
3xi < 0 and 1 + 2
√
3xj < 0, which
is not possible. If ρ > 0, then 1 + 2√3xk < 0, 1 + 2
√
3xi > 0 and 1 + 2
√
3xj > 0. Three
regions of the plane are determined by ri , rj < 1 and rk > 1, for (i, j, k) a permutation of
1,2,3.
If (C) holds and ρ < 0, then 1 + 2√3xk < 0, 1 + 2
√
3xi > 0 and 1 + 2
√
3xj > 0,
which is impossible. If ρ > 0, then 1 + 2√3xk > 0, 1 + 2
√
3xi < 0 and 1 + 2
√
3xj < 0.
Three regions of the plane are determined by these inequalities together with ri, rj > 1 and
rk < 1, for (i, j, k) a permutation of 1,2,3.
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If (D) holds, then ρ > 0 and so 1 + 2√3xk > 0, for all k, which corresponds to the
interior of the triangle formed by m1,m2 and m3.
We conclude from the discussion above that the central configurations must be located
in the union of regions corresponding to (B), (C) or (D). In addition, we observe that the
multiplier ρ must always be positive. 
We will concentrate our attention on the configurations that lie outside the equilateral
triangle.
Notice that the regions corresponding to (B) and (C) in the proof of the lemma are
symmetrical by rotations of 2π3 about the center of the triangle. For this reason, we will
restrict our study to the regions
ΠC =
{
(r1, r2, r3) ∈R3+ | r1 < 1, r2 > 1, r3 < 1
}∩ {F = 0},
ΠN =
{
(r1, r2, r3) ∈R3+ | 1 + 2
√
3x1 < 0, 1 + 2
√
3x2 < 0, r3 < 1
}∩ {F = 0},
where the subscripts stand for convex and nonconvex configurations, respectively (see
Fig. 2).
4. Bifurcations
Recall that the (x, y)-coordinates of the center of mass are
s = 1
2
√
3
(2m1 −m2 −m3), t = 12 (m2 −m3). (4.1)
Following Pedersen [9], we will study bifurcations of central configurations with respect
to the parameters s and t .
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r1, r2, r3 and ρ. From the relation
∑
mk = 1, we can write ρ as a function of r1, r2, r3.
Substituting into the expressions for m1, m2 and m3, the masses become functions of r1,
r2, r3. Using these functions and (4.1), we can express s and t as functions of r1, r2, r3. We
wish to consider the problem of counting the number of (classes of) central configurations
associated to a given pair (s, t). As a consequence of the implicit function theorem, the
number of central configurations can only change if a degeneracy condition is fulfilled.
Definition 4.1. A central configurations (r01 , r
0
2 , r
0
3 ) is degenerate if the rank of the matrix
∂(s, t)
∂(r1, r2, r3)
=
(
∂s
∂r1
∂s
∂r2
∂s
∂r3
∂t
∂r1
∂t
∂r2
∂t
∂r3
)
,
is not maximal at (r01 , r
0
2 , r
0
3 ).
In order to be degenerate, a central configuration must be a zero of the Jacobian deter-
minants
J12 =
∣∣∣∣ ∂(s, t)∂(r1, r2)
∣∣∣∣= 0, J13 =
∣∣∣∣ ∂(s, t)∂(r1, r3)
∣∣∣∣= 0, J23 =
∣∣∣∣ ∂(s, t)∂(r2, r3)
∣∣∣∣= 0.
Besides, it must satisfy (3.5), i.e., F = 0. Thus, we have that the degenerate central config-
urations are solutions of the system
J12 = J13 = J23 = 0, F = 0. (4.2)
The denominators of the rational functions Jkl do not vanish in ΠN or ΠC. Let us denote
again by Jkl the only factor of the numerator of Jkl which possibly vanishes at some point
of Π . We have that
J12(r1, r2, r3) = 1 + 11r21 r22 − 3r43 − 2r63 − 24r21 r22 r23 + 4r51 r52 − 4(r1 + r2)r41 r42
+ (r21 + r22 )(−2 + 3r23 + 5r43 + 5r21 r22 )− 6(r31 + r32 )r21 r22 (1 − r23 )
− 5(r41 + r42 )(1 − r23 )+ 2(r51 + r52 )(r21 r22 − r43 + 1)− 2(r61 + r62 )
+ 2(r71 + r72 )(1 − r23 ).
The polynomials J13 and J23 can be obtained from J12 by doing cyclic permutations of the
indices of the variables. We observe that Jkl is symmetric in the variables rk, rl .
Each equation Jkl = 0 determines an algebraic surface. Thus we can view a degener-
ate configuration as a point of intersection of these surfaces and F = 0. In order to study
the set of degenerate configurations, we apply basic elimination theory. Given two polyno-
mials P(r1, r2, r3) and Q(r1, r2, r3), their resultant with respect to r1, say, is a polynomial
Res(r2, r3) such that if (r01 , r
0
2 , r
0
3 ) is a root of the system P = Q = 0, then (r02 , r03 ) is a root
of Res= 0. Hence if we show that a certain region of the (r2, r3)-plane does not contain
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in that region.
Let us define
R
(j)
1 (rk, rl) = Res(J12, J13, rj ), R(j)12 (rk, rl) = Res(J12,F, rj ),
R
(j)
2 (rk, rl) = Res(J12, J23, rj ), R(j)13 (rk, rl) = Res(J13,F, rj ),
R
(j)
3 (rk, rl) = Res(J13, J23, rj ), R(j)23 (rk, rl) = Res(J23,F, rj ).
Fix j = 1. We verify that R(1)1 , R(1)2 and R(1)3 have some factors of small total degree and
have few monomials and a large common factor, denoted by R(r2, r3), of total degree 52,
which is a symmetrical polynomial with 1240 monomials. For instance, the nonconstant
factors of R(1)1 are
(r2 − r3)7, (r2 + r3)5,
(−1 + r22 + r23 ), (1 + r22 + r23 )2,(
1 − 3r22 + 2r52 + r23
)
,
(
7 + 4r22 + r42 + 4r23 + 2r22 r23 + r43
)
,
(
1 + r22 − 3r23 + 2r53
)
and
R(r2, r3) = 700r22 − 5130r42 − · · ·
− 1024(4r262 r263 − 2r272 r253 − r302 r223 − 2r312 r213 − r322 r203 ).
Concerning the polynomials R(1)12 , R
(1)
13 and R
(1)
23 , we observe that the latter has the
simplest form. R(1)23 turns out to be the square of the symmetric polynomial
S(r2, r3) = 27 − 117r22 + · · · + 16r102 r103 + · · · − 48r22 r163 + 12r183
of total degree 20 and 112 monomials.
4.1. Degenerate configurations
It turns out that the rectangular region

 =
{
(r2, r3) ∈R2+ | 1 < r2 <
9
5
, 0 < r3 < 1
}
is of particular interest, for two reasons. On one hand, it contains the projection of the
region ΠC on the (r2, r3)-plane. On the other, it contains a significant portion of the pro-
jection of ΠN on the (r2, r3)-plane.
We notice that, except possibly for R(r2, r3), none of the factors of R1(r2, r3) vanishes
in 
. Indeed, by inspection, we see that all factors except for the fifth and seventh can-
not vanish in 
. We verify that the function f (x) = −3x2 + 2x5 on R+ has a minimum
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−94/3/55/3 > −2 and is increasing on x > 3√3/5. Hence the fifth and seventh factors also
do not vanish in 
.
Next we study the intersection of the zero sets of the polynomials R(r2, r3) and S(r2, r3)
with 
. Let us introduce the notationR0 and S0 for the algebraic curves R(r2, r3) = 0 and
S(r2, r3) = 0, respectively.
4.1.1. Numerical results
We have plotted the curvesR0 ∩
 and S0 ∩
 with the help of the software Mathemat-
ica. The results are shown in Figs. 3 and 4.
Figure 5 suggests that, in the rectangle 
, the curves R0 and S0 are graphs over the
r2-axis which intersect at two points, P1 ≈ (1.2809,0.5600) and P2 ≈ (1.4574,0.6099).
We plug these approximate values into the expressions of J12, J13, J23 and F , and set
the resulting polynomials equal to zero. Solving these equations for r1, we observe that
the common root of J12(r1,Pi), J13(r1,Pi) is in the interval (−∞,− 12 ]. Therefore, the
surfaces J12 = 0 and J13 = 0 do not intersect in the regions of the plane corresponding
to convex central configurations. We conclude that such regions should not contain any
degenerate configurations.
4.1.2. Analytical study of the bifurcations of convex configurations
Notice that ΠC is contained in the intersection of (0,1)× 
 with the surface F = 0.
Let us partition 
 into three rectangles (see Fig. 6)
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1 = [1,11/10)× [0,4/5), 
2 = [1,9/5)× [4/5,1),

3 = [11/10,9/5)× [0,4/5)
and investigate the intersection of the curves R0, S0 with 
1, 
2 and 
3. We wish to
verify whether each point of the intersection of these curves can be extended to a point in
the (r1, r2, r3)-space corresponding to a convex cc. Recall that such a point necessarily has
r1 ∈ (0,1).
Let us consider the intersection of S0 with 
1. Using the notation introduced in Sec-
tion 2, we write
S
(
ψ(r2;1,11/10),ψ(r3;0,4/5)
)= S˜(r2, r3).
Our calculations show that S˜ = 50625000000000000r62 +· · ·+28147827348507184399 ×
r182 r
18
3 has 343 positive monomials. So we can conclude that S0 does not intersect 
1.
Next we consider the intersection of R0 with 
2. We compute
R
(
ψ(r2;1,9/5),ψ(r3;4/5,1)
)= R˜(r2, r3).
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1440601749138885229927905093955499411487466093896451r442 r443 has 2025 negative
monomials. Hence R0 does not intersect 
2.
Lastly we consider the polynomial J13(r1, r2, r3) over the the box [0,1)×
3. By com-
puting
J13
(
ψ(r1;0,1),ψ(r2;11/10,9/5),ψ(r3;0,4/5)
)
,
we obtain a polynomial 2597732352 + 19000177664r1 + · · · + 3034247125r61 r62 r73 +
433463875r71 r
6
2 r
7
3 whose 448 monomials are all positive. Thus we conclude that the points
in R0 ∩ 
3 do not extend to points in ΠC.
We have proved the
Proposition 4.1. The points of the box (0,1) × (1,9/5) × (0,1) in the (r1, r2, r3)-space
are nondegenerate. In particular, all the convex central configurations are nondegenerate.
Thus the number of such configurations is the same for all positive m1, m2, and m3.
It is proved by Lindow [7] that, when m1 = m2 = m3, the number of convex central
configurations is precisely three. Therefore we have:
Corollary 4.2. The number of convex central configurations in the planar restricted four
body problem is exactly three for all positive m1, m2, and m3.
4.1.3. Analytical study of the bifurcations of nonconvex configurations
Notice that ΠN is contained in the intersection of the box (1,2) × (1,2) × (0,1) with
F = 0.
We compute
J12
(
ψ(r1;109/100,2),ψ(r2;109/100,2),ψ(r3;0,1)
)
.
The resulting polynomial, 846167717792784501 + 20802589099499598552r1 + · · · +
56700000000000000000000r71 r
7
2 r
6
3 , has 448 positive monomials. We conclude that no de-
generate cc exists in the box B = [109/100,2)× [109/100,2)× [0,1).
Let us now consider rectangle 
4 = [1,59/50)×[0,1/5) in the (r1, r3)-plane. A simple
argument of planar geometry shows that 
4 corresponds to a small region of the plane
whose union with the region corresponding to B ∩ {F = 0} contains ΠN (see Fig. 7). We
verify that J13 and F do not have a common zero which projects into 
4.
The polynomial R(2)13 (r1, r3) = Resultant(J13,F, r2) is the square of S(r1, r3), where S
is the polynomial that was used in the proof of Proposition 4.1. We write
S
(
ψ(r1;1,59/50),ψ(r3;0,1/5)
)= S¯(r1, r3).
According to our calculations, S¯ = 262736334228515625000000000000r61 + · · · +
1659744365839749272554327679463r181 r
18
3 has 343 positive monomials. Thus it has no
zeros in R. We summarize our conclusions.
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Proposition 4.2. The points of the boxes [109/100,2) × [109,2) × [0,1) and [1,59/50)
×[1,59/50) × [0,1/5) in the (r1, r2, r3)-space are nondegenerate. In particular, all cen-
tral configurations for which m4 is outside the triangle formed by m1, m2, and m3 are
nondegenerate. Thus the number of such configurations is the same for all positive m1,
m2, and m3.
It is proved by Lindow [7] that, when m1 = m2 = m3, the number of central configura-
tions for which x4 is in the sector-like regions is precisely three. Therefore we have:
Corollary 4.3. The number of central configurations in the planar restricted four body
problem with m4 located in the sector-like regions is exactly three for all positive m1, m2,
and m3.
The statements of Corollaries 4.2 and 4.3 and Proposition 3.2 imply Theorem 1.1. No-
tice that we have not discussed the degeneracy of configurations such that x4 lies inside the
equilateral triangle.
5. Finiteness in the two equal mass case
We return to Eqs. (3.4) and (3.5).
The assumption mi = 0, i = 1,2,3 allows us to eliminate the multiplier ρ from (3.4).
Let us define
Gi(r1, r2, r3,mi) = mi(1 − 1/r
3
i )
(−1 + 2r2i − r2j − r2k )
, (i, j, k) = (1,2,3).
In terms of these functions, system (3.4), (3.5) writes
G1 −G2 = G1 −G3 = G2 −G3 = 0, F = 0. (5.1)
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2m2 = 1, which corresponds to a line 
 in the (m1,m2)-plane. Since the first three equa-
tions of (5.1) are homogeneous in the masses, it seems appropriate to parametrize 
 by
m1 = 11 + 2m, m2 =
m
1 + 2m,
where m is the mass ratio m2/m1.
After clearing denominators, we denote the left-hand sides of equations Gi − Gj = 0
by Hk , (i, j, k) = (1,2,3). Hence (5.1) becomes
H1 = H2 = H3 = 0, F = 0.
It turns out that the system H1 + H2 = H3 = F = 0 is simpler than H1 = H2 = H3 =
F = 0. Every solution of the latter system is clearly a solution of the former. So the finite-
ness of the number solutions of H1 = H2 = H3 = F = 0 for arbitrary m will follow from
the corresponding statement for H1 +H2 = H3 = F = 0.
The reflexive symmetry of the problem appears as a factorization of H3
H3 = m(r2 − r3)H˜3(r1, r2, r3).
Moreover, after dividing out the factors m and r2 − r3, the new system H1 + H2 = H˜3 =
F = 0 is symmetric in the variables r2 and r3. This motivates the change of variables
β = r2 + r3, γ = r2r3
in H1 +H2 = H˜3 = F = 0. We arrive at the system of equations
⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩
r41 + β4 − r21β2 + 2γ (r21 + β2 + 1)− r21 − β2 + γ 2 + 1 = 0,
β2(2β2 + r21 + 6γ + 1)+ γ (3βγ 2 − r21 + 1) = 0,
β3(r51 + r31 − r21 − 1 − 2r31β2 + 2β2)+ γβ(−3(r51 + r31 − r21 − 1)+ 10r31β2 − 9r31γ
− 10β2 + 9βγ )+mr31 (−β5 + 2r21β3 − 6r21βγ + 5β3γ − 6βγ 2 − β3 + 3βγ
+ 2β2 − 4r21 − 4γ + 2) = 0.
(5.2)
The left-hand sides of (5.2) are in the ring Q[m,r1, β, γ ] of polynomials in r1, β , γ
whose coefficients are in the field of rational functions of m. The question of whether
Eqs. (5.2) have finitely many solutions can be translated into the question of whether the
ideal that they generate has a Gröbner basis of a special form. In the next paragraphs
we provide a brief introduction to Gröbner basis, state the main results we need from
commutative algebra, and prove the finiteness theorem.
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is finitely generated, i.e., that there exist a basis for J formed by polynomials f1, . . . , fr ∈
k[x1, . . . , xn]. We write
J = 〈f1, . . . , fr 〉.
We can introduce an ordering in the set of monomials in k[x1, . . . , xn]. Fixing a monomial
order, we define the leading term of a polynomial f as the product of the leading monomial
of f by its coefficient. If we consider the ideal generated by the leading terms of polyno-
mials in J , call it LT(J ), with respect to some monomial ordering, it is not always true
that 〈
LT(J )〉= 〈LT(f1), . . . ,LT(fr)〉.
In fact, that is the defining property of a Gröbner basis. Explanations of the terminology
along with formal definitions can be found in [2].
Every ideal J = {0} has a Gröbner basis with respect to a given monomial order.
The following general results about Gröbner basis will be useful. Assume we have a
fixed monomial order.
Proposition 5.1. Let g1, . . . , gn ∈ k[x1, . . . , xn] be polynomials such that the leading
monomial of gi is equal to xdii , for some di  0. Then the system g1 = · · · = gn = 0 has at
most d1 · · ·dn solutions.
Proof. See [2]. 
Corollary 5.1. Let f1, . . . , fr be polynomials in x = (x1, . . . , xn) over some coefficient
domain R = k[t ], where t = (t1, . . . , tm) is a set of parameters. Let g1, . . . , gn be in the
ideal generated by f1, . . . , fr over R[x], such that the leading monomial of gi is equal
to xdii , for some di .
Let τ ∈ km be a point in k[t ] such that the leading coefficients of the gi ’s do not vanish
at τ . Then the system
f1(τ ) = · · · = fr(τ ) = 0
has only finitely many solutions.
Proof. By assumption, each gi can be written as
∑r
j=1 pijfj , with pij in R[x], for all
i = 1, . . . , n. In particular, we have
gi(τ ) =
n∑
j=1
pij (τ )fj (τ ).
Let τ be as in the statement and ξ be a solution of f1(τ ) = · · · = fr(τ ) = 0. So ξ
is a solution of g1(τ ) = · · · = gn(τ) = 0. But Proposition 5.1 implies that there are only
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Let J0 be ideal generated by the polynomials in (5.2). According to Corollary 5.1, the
finiteness of the number of solutions of (5.2) will be proven if we can find polynomials
g1, . . . , gn in J0 of a suitable form. For that we compute a Gröbner basis for J0 with
respect to a monomial order of a special type, called a block order.
Let x = (r1, β, γ ), t = (m) and consider the block order given by the weight matrix
W =
⎛
⎜⎝
1 1 1 0
0 0 1 0
0 1 0 0
0 0 0 1
⎞
⎟⎠ .
Using Maple, it is possible to compute a Gröbner basis for J0 with respect to W . The result
is a list of 20 polynomials whose leading monomials with respect to <x are
β4, βγ 3, γ 3r41 , r
5
1β
3, r71β
2, r71βγ, r
5
1β
3γ, r51β
2γ 2, r31γ
6, γ 7r21 , γ
8r1, r
10
1 , r
9
1β,
r81β
2, r71β
3, r91γ, r
7
1β
2γ, γ 7r31 , γ
8r21 , γ
10
and the leading terms of the 1st, 12th and 20th polynomials are
β4, 2592(2m+ 1)2r101 , 18
(
m2 +m+ 1)γ 10,
respectively. Proposition 5.1 and Corollary 5.1 thus imply that (5.2) has at most 4 × 10 ×
10 = 400 solutions for all values of m = − 12 . We have concluded the proof of Theorem 1.2.
It remains to consider the configurations on the axis r2 = r3.
Remark 5.1. A proof of the finiteness theorem for arbitrary positive masses seems still
out of reach for the Gröbner basis method discussed above. We have made many attempts
to calculate suitable Gröbner basis using different monomial orderings and the softwares
Maple and Singular on an average desktop computer. In all our attempts, the computer ran
out of memory. For the sake of comparison, if the assumption m2 = m3 is made, the same
computer takes less than 70 seconds to conclude the aforementioned calculations.
6. Symmetrical central configurations
A symmetrical configuration (r1, r2, r3) is one that lies on one of the axis of symmetry
of the equilateral triangle formed by the masses m1, m2 and m3, i.e., such that ri = rj , for
some i = j .
Lemma 6.1. A necessary condition for the existence of a central configuration on the axis
ri = rj is that mi = mj .
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as we did in Section 2, the central configuration equations are ∂Φ
∂x
= ∂Φ
∂y
= 0, where Φ is
the reduced potention (2.3). We have that
∂Φ
∂y
= y − 1
2
√
3
(m2 −m3)− m1
r31
y − m2
r32
(
y − 1
2
)
− m3
r33
(
y + 1
2
)
. (6.1)
Since r2 = r3 corresponds to y = 0, (6.1) reduces to (− 12√3 )(m2 −m3), hence the lemma
follows. 
From now on we will assume that r2 = r3. Thus the central configuration equations
reduce to ∂Φ
∂x
= 0, i.e.,
x − 1√
3
(m1 −m2)− m1
r31
(
x − 1√
3
)
− 2m2
r32
(
x + 1
2
√
3
)
= 0, (6.2)
where
r1 =
⎧⎨
⎩
x − 1√
3
, if x ∈ I1 =
( 1√
3
,∞),
−(x − 1√
3
)
, if x ∈ I2 =
(−∞, 1√
3
)
.
(6.3)
As before, let m be the mass ratio m2/m1.
Before stating the next lemma, we introduce a concept which allows us to simplify our
work.
Definition 6.1. A system of n point masses is rationally parametrizable if its configura-
tion (x1, . . . ,xn) and the mutual distances rij can be described by rational functions of
independent parameters, i.e., parameters subject to no constraints.
Lemma 6.2. Let s(α) = α2−12α and c(α) = α
2+1
2α be defined on [0,∞). Then
x(α) = 1
2
(
s(α)− 1√
3
)
and r2(α) = 12c(α)
provide a rational parametrization of the symmetrical configurations of the planar re-
stricted four-body problem.
Proof. Recall that the positions of the nonzero masses x1, x2 and x3 are fixed. At the
symmetrical configurations, y = 0 and r2 = r3. Thus it suffices to parametrize x, r1 and r2.
The relations
r22 =
(
x + 1√
)2
+
(
1
)2
, r1 = ±
(
x − 1√
)
,2 3 2 3
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Since we are splitting the x-axis into the intervals I1 and I2 (see (6.3)), we must split
the domain of s(α) and c(α) into
D1 =
(
2 + √3,∞), D2 = (0,2 + √3 ),
so that x(Di) = Ii . Using our previous discussion about the regions of positive masses
(Proposition 3.2), we conclude that the intervals
D′1 =
(
2 + √3,2 + √3 + 2
√
2 + √3 ), D′2 = (1,2 + √3)
and D′3 = (2 −
√
3,−2 + √3 + 2
√
2 − √3 ) correspond to m positive. The images of D′1,
D′2 and D′3 under the map x(α) will be called I ′1, I ′2 and I ′3, respectively. The previous
picture shows the location of these intervals on the x-axis.
After substituting the parametrization formulas and clearing denominators, (6.2) as-
sumes the forms
Pi(m,α) = fi(α)+mgi(α) = 0, on Di, i = 1,2, (6.4)
where
f1(α) = (1 + α2)3
(
1 + 6√3α + 33α2 + 4(16 + 3√3 )α3 − 33α4 + 6√3α5 − α6),
g1(α) = g2(α) = 2
(−1 + α2)(−1 − 2√3α + α2)(1 + 3α2 − 64α3 + 3α4 + α6),
f2(α) =
(
1 + α2)3(1 + 6√3α + 33α2 + 4(−16 + 3√3 )α3 − 33α4 + 6√3α5 − α6).
Our study of bifurcations and spectral stability considers the problem of symmetrical
configurations as embedded in the full planar problem. Notice that the degenerate cen-
tral configurations are the critical points (x0, y0) of the reduced potential Φ at which the
determinant of the Hessian of Φ , D∇Φ , vanishes as well. To see the equivalence with De-
finition 4.1, observe that both changes of variables x = x(r1, r2, r3), y = y(r1, r2, r3) and
mi = mi(s, t), i = 1,2,3, where ∑mi = 1, have maximal rank.
Definition 6.2. A relative equilibrium is spectrally stable if the roots of the corresponding
stability polynomial are real and nonpositive. If that is not the case, the configuration is
spectrally unstable.
The stability polynomial for the planar (3 + 1)-body problem is given by P(λ) =
Q(√λ), where
Q(λ) = Det(λ2I + 2λJ −D∇Φ), (6.5)
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characteristic polynomial associated to the linearized equations of motion in a frame which
rotates uniformly with angular velocity 1 about the origin of the (x, y)-plane.
After simplifications, P(λ) assumes the simple form
P(λ) = λ2 +A(m1,m2,m3, x, y)λ+B(m1,m2,m3, x, y), (6.6)
and we have:
Lemma 6.3. A relative equilibrium (x0, y0) of the planar restricted four-body problem with
fixed masses m1,m2,m3 is spectrally stable if and only if A0 = A(m1,m2,m3, x0, y0),
B0 = B(m1,m2,m3, x0, y0) and Δ = A02 − 4B0 are nonnegative.
6.1. Spectral stability in I ′1
From Eq. (6.2), r2 = r3 and the relation between r1 and r2 satisfied by the points on I ′1,
we deduce
m = −(r
3
1 − 1)r32
(r32 − 1)(
√
3 + 2r1)r21
. (6.7)
The 2 × 2 Hessian D∇Φ in the definition of the stability polynomial (see Eqs. (6.5)
and (6.6)) has diagonal entries equal to
∂2Φ
∂x2
= 1 + 2
(1 + 2m)r31
+ 6m(r1 +
√
3
2 )
2
(1 + 2m)r52
− 2m
(1 + 2m)r32
and
∂2Φ
∂y2
= 1 − 2
(1 + 2m)r31
+ 3m
2(1 + 2m)r52
− 2m
(1 + 2m)r32
,
and zero entries off the diagonal.
Proposition 6.1. For each m > 0, there corresponds precisely one central configuration
in I ′1.
Proof. In fact, we know from our previous work that the determinant of D∇Φ does
not vanish on I ′1. Thus
∂2Φ
∂x2
does not vanish on I ′1 and we conclude that the number of
symmetrical central configurations is the same for all m. But for m = 0, this number is
exactly 1. 
Proposition 6.2. The relative equilibria in I ′ are spectrally unstable.1
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polynomial is a nonvanishing negative function on I ′1. We have
B = Det(−D∇Φ(m, r1, r2))= B1B2
B3
,
where
B1(m, r1, r2) = 2r52
(
2 + r31 + 2mr31
)+mr31 (9 − 4r22 + 12r21 + 12√3r1),
B2(m, r1, r2) = −2r52
(
1 − r31 + 2mr31
)−mr31 (3 − 4r22 ),
B3(m, r1, r2) = 4(1 + 2m)2r61 r102 .
Observe that B3 is always positive. After substituting (6.7) in the first two expressions
above, we get
B1 = B11/B12, B2 = B21/B22,
where
B11(r1, r2) = r32
(−4√3r22 + 4√3r52 + r1(9 − 12r22 + 12r52 )+ 12√3r21 + 2r31 (6 − √3r22 )
− 9r41 − 12
√
3r51 − 12r61
)
,
B12(r1, r2) = B22(r1, r2) =
(√
3 + 2r1
)(
r32 − 1
)
,
B21(r1, r2) =
(
r31 − 1
)
r32
(−3r1 − 2√3r22 + 2√3r52 ).
Recall that on I ′1 we have r1 < 1 and r2 > 1. Thus both B12 and B22 are always positive
and
B < 0 ⇐⇒ B4 = B11B21
(r31 − 1)r62
> 0. (6.8)
Using the parametrization in Lemma 6.2, we can write B4 = B4(α), with domain D′1 =
(2 + √3,2 + √3 + 2
√
2 + √3 ). Let us define a new variable, υ = α − (2 + √3 ), so that
r1 = 0 corresponds to υ = 0. Substituting in B4, we obtain
B4(υ) = C1(υ)C2(υ)50331648υ2(υ + 2 + √3 )13 ,
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C1(υ) = 2575466496 + 1486946304
√
3 + (8064294912 + 4655923200√3 )υ
+ (11602182144 + 6698524672√3 )υ2 + (10171932672 + 5872771072√3 )υ3
+ (6076329984 + 3508166656√3 )υ4 + (2620512256 + 1512931328√3 )υ5
+ (844539904 + 487578112√3 )υ6 + (208364288 + 120313216√3 )υ7
+ (40256768 + 23259392√3 )υ8 + (6277888 + 3619456√3 )υ9
+ (823680 + 465888√3 )υ10 + (93040 + 50400√3 )υ11
+ (8704 + 4480√3 )υ12 + (608 + 300√3 )υ13 + (32 + 10√3 )υ14 + υ15
and
C2(υ) = 172032 + 99328
√
3 + (417024 + 240768√3 )υ + (425472 + 245504√3 )υ2
+ (243840 + 140288√3 )υ3 + (87552 + 50016√3 )υ4
+ (20464 + 11744√3 )υ5 + (3136 + 1840√3 )υ6 + (320 + 180√3 )υ7
+ (20 + 10√3 )υ8 + υ9.
All coefficients in C1(υ) and C2(υ) are positive. Since only positive values of υ are
meaningful, we conclude that C1(υ)C2(υ) and hence B4, are positive. Therefore, by the
equivalence (6.8), the claim in the first paragraph of this proof holds. 
6.2. Spectral stability and bifurcations on I ′2 and I ′3
On I ′2 ∪ I ′3 we have
m = (r
3
1 − 1)r32
(r32 − 1)(
√
3 − 2r1)r21
, (6.9)
and D∇Φ has diagonal entries
∂2Φ
∂x2
= 1 + 2
(1 + 2m)r31
+ 6m(−r1 +
√
3/2)2
(1 + 2m)r52
− 2m
(1 + 2m)r32
and
∂2Φ
∂y2
= 1 − 2
(1 + 2m)r31
+ 3m
2(1 + 2m)r52
− 2m
(1 + 2m)r32
,
and zeros off the diagonal.
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B and the discriminant Δ of the stability polynomial. Recall that the parametrization x(α)
takes the intervals D′2 = (1,2 +
√
3 ), D′3 = (2 −
√
3,−2 + √3 + 2
√
2 − √3 ) onto the
intervals I ′2, I ′3, respectively. For future use, we notice that D′3 ⊂ (2 −
√
3,3 −√3 ), which
can be easily verified.
Lemma 6.4. The coefficient A is negative on I ′2 and positive on I ′3.
Proof. We have that
A = 4 − Trace(D∇Φ) = A1/A2,
where
A1(m, r1, r2) = r52
(−1 + 2r31 + 4mr31 )+mr31 (−6 + 6√3r1 − 6r21 + 4r22 ),
A2(m, r1, r2) = r31 r52 (1 + 2m).
A2 is always greater than zero and so we only need to worry about the sign of A1. Substi-
tuting (6.9) in the first equation above, we obtain A1 = A11/A12, where
A11(r1, r2) = r32
(√
3r22
(
1 − r32
)+ 2r1(−3 + 3r22 − r52 )− 6√3r21
+ 2r31
(
3 − √3r22 +
√
3r52
)+ 2r41 (−3 + 4r22 )+ 6√3r51 − 6r61 ),
A12(r1, r2) =
(√
3 − 2r1
)(
r32 − 1
)
.
Notice that A12 is negative on I ′2 (since r1 <
√
3
2 and r2 < 1) and positive on I ′3 (since
r1 >
√
3
2 and r2 < 1). Hence all we must show that A11 is positive on I ′2 ∪ I ′3.
Using the parametrization in Lemma 6.2, it turns out that
A11
r32
= (α − (2 +
√
3 ))(1 + α2)2A2(α)
32768
√
3α8
,
where
A2(α) = −6 + 2
√
3 + (33 − 24√3 )α + (−78 + 27√3 )α2 + (33 − 48√3 )α3
+ (−492 + 270√3 )α4 + (5658 − 2784√3 )α5 + (756 − 666√3 )α6
+ (−558 − 144√3 )α7 + (−366 + 127√3 )α8 + (−75 + 56√3 )α9
+ (−6 + 15√3 )α10 − 3α11.
The compositions of A2 with the transformations ψ(α;1/2,2 +
√
3 ) and ψ(α;0,2/3)
yield two polynomials, −(5772 + 69601√3 ) − · · · − (89088 − 27648√3 )α11 and
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are all negative. Thus A2 does not vanish on [0,2 +
√
3 ), and the sign of A11 remains the
same as the sign of (α − (2 + √3 ))(1 + α2)2A2(α) at α = 0, which is positive. 
Corollary 6.3. For arbitrary m> 0, all symmetrical central configurations inside the equi-
lateral triangle are spectrally unstable.
Proof. This is a direct consequence of the above and Lemmas 6.3 and 6.4. 
Lemma 6.5. The coefficient B has exactly two roots in I ′2, one in x > 0 and the other in
x < 0. Moreover, B is positive on I ′3 regardless of the value of m> 0.
Proof. We will use the same notation as in Proposition 6.2. Recall that
B = Det(−D∇Φ(m, r1, r2)).
A simple computation gives B = B1B2/B3, where
B1(m, r1, r2) = 2r52
(
2 + r31 + 2mr31
)+mr31 (9 − 4r22 + 12r21 − 12√3r1),
B2(m, r1, r2) = −2r52
(
1 − r31 + 2mr31
)+mr31 (3 − 4r22 ),
B3(m, r1, r2) = 4(1 + 2m)2r61 r102 .
Observe that B3 is always greater than zero. Substituting (6.9) in the first two expressions
above, they become
B1 = B11/B12, B2 = B21/B22,
where
B11(r1, r2) = r32
(−4√3r22 + 4√3r52 + r1(−9 + 12r22 − 12r52 )+ 12√3r21
− 2r31
(
6 − √3r22
)+ 9r41 − 12√3r51 + 12r61 ),
B12(r1, r2) = B22(r1, r2) =
(√
3 − 2r1
)(
r32 − 1
)
,
B21(r1, r2) =
(
r31 − 1
)
r32
(
3r1 − 2
√
3r22 + 2
√
3r52
)
.
From r1 >
√
3
2 and r2 < 1, it follows that B12 and B22 are positive on I
′
3. Thus
B > 0 on I ′3 ⇐⇒ B4 =
B11B21
(r31 − 1)r62
> 0. (6.10)
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B11(α) =
√
3(α − (2 + √3 ))C1(α)
32768α8
, B21(α) =
√
3(α − (2 + √3 ))C2(α)
512α5
,
where
C1(α) = −2 +
√
3 + (11 − 8√3 )α + (−30 + 11√3 )α2 + (−1247 + 608√3 )α3
+ (198 − 595√3 )α4 + (−3073 + 1176√3 )α5 + (−11110 + 9055√3 )α6
+ (21389 − 10368√3 )α7 + (13338 − 12685√3 )α8 − (2223 + 1240√3 )α9
+ (−506 + 2385√3 )α10 + (−877 + 1568√3 )α11 + (−606 + 159√3 )α12
+ (−27 + 72√3 )α13 + (−2 + 5√3 )α14 − α15
and
C2(α) = −2 +
√
3 + (−7 + 4√3 )α + (−36 + 20√3 )α2 + (−4 + 12√3 )α3
+ (320 − 218√3 )α4 + (14 − 116√3 )α5 + (−28 + 20√3 )α6 + (12 + 4√3 )α7
+ (2 + √3 )α8 + α9.
The composition of C2(α) with the transformation ψ(α;2 −
√
3,
√
3 ) yields a polyno-
mial, −(512 + 768√3 )− · · ·− (−160512 + 92672√3 )α9 whose monomials are all nega-
tive. We verify that C2 has only one root α0 ∈ [
√
3,2+√3 ), for C2(ψ(α;
√
3,2+√3 )) =
−(512 + 768√3 ) − · · · + (172032 + 99328√3 )α9 has a single variation of sign. Since
α = √3 corresponds to x = 0, i.e., to the center of the equilateral triangle, and x(α) is
increasing, the root of C2 must be in x > 0. Also, a direct computation gives
C2(0) = −2 +
√
3 < 0 and C2(3) = 67504 − 15440
√
3 > 0,
i.e., C2 is negative on D′3 ∪ (1, α0) and is positive on (α0,2 +
√
3 ) ⊂ D′2.
We have that the polynomial C1(ψ(α;2 −
√
3,3 − √3 )) = −(9926000640 −
5730779136
√
3 ) − · · · − (178159312061 − 102860325032√3 )α15 has only negative
monomials. From (6.10), we conclude that B is positive on I ′3 for all m> 0.
The polynomial C1(ψ(α;3−
√
3,2+√3 )) = −(178159312061−102860325032√3 )
+ · · · + (2575466496 + 1486946304√3 )α15 has precisely one variation of sign. Thus,
according to Theorem 2.1, it vanishes at precisely one point in [3−√3,2+√3 ). We check
that C1(ψ(α;3−
√
3,
√
3 )) = −(178159312061− 102860325032√3 )+· · ·+ (409600+
49152
√
3 )α15 also has a single variation of sign. Thus C1(α) vanishes only once in D′2
and that its root lies on x < 0. 
Two consequences of the proof above are:
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Corollary 6.4. There are exactly two degenerate configurations in I ′2 (see Fig. 8). One
corresponds to the single root of ∂2Φ
∂x2
and lies on x < 0. The other corresponds to the
single root of ∂2Φ
∂y2
and lies on x > 0.
Corollary 6.5. For all m> 0, there correspond one, two or three central configurations on
I ′2 ∪ I ′3.
Proof. Let α1 be the root of C1(α) in D′2. From Corollary 6.4, it is not hard to see that there
is only one central configuration in I ′2 ∪ I ′3 corresponding to each m ∈ (0,m(α1)). Indeed,
a proposition analogous to 6.1 holds on I ′3 and for m = 0 there corresponds a single central
configuration in I ′2 ∪ I ′3.
Now, if we set m = 1 in (6.9), a direct computation shows that r1 = r2 =
√
3
3 is a solu-
tion. It lies at the center of equilateral triangle, hence in I ′2. Thus we must have m(α1) < 1.
We set m = 1 and replace r1 and r2 in (6.9) with their parametrizations given in
Lemma 6.2. After cross multiplication and elimination of the factor (α−√3 ) correspond-
ing to the center of the triangle, we obtain the equation
0 = √3 + 15α + 25√3α2 + (63 − 64√3 )α3 + (−576 + 58√3 )α4 + (102 − 640√3 )α5
+ (384 + 34√3 )α6 + (78 + 448√3 )α7 + (−64 − 11√3 )α8 + 27α9 − 11√3α10
+ 3α11.
We compute the composition of the polynomial above with the transformation
ψ(α;1,2 − √3 ). The resulting polynomial has a single variation of sign, so we conclude
that there exists one additional central configuration in I ′2 besides α =
√
3. Therefore the
number of central configurations in I ′2 ∪ I ′3 corresponding to m = 1 is precisely three. 
It remains to settle the issue of spectral stability of the relative equilibria in I ′3.
Lemma 6.6. The discriminant Δ of the stability polynomial has a single root x0 in I ′3. It is
negative if x < x0 and positive if x > x0.
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Δ = Δ1/Δ2, where
Δ1(m, r1, r2) = r52
(
9r52 − 8r31 r52 −m
(
16r31 r
5
2 + 32r61 r22 + 64mr61 r22 + 18r31 − 36
√
3r41
+ 36r51 − 48r61 + 48
√
3r71 − 48r81 − 96mr61 + 96
√
3mr71 − 96mr81
))
+m2r61
(
9 − 36√3r1 + 144r21 − 72
√
3r31 + 36r41
)
,
Δ2(m, r1, r2) = r61 r102 (1 + 2m)2.
Notice that Δ2(m, r1, r2) is always greater than zero. Substituting (6.9) in the first ex-
pression above, it turns out that
Δ1(r1, r2) = r
6
2Δ3(r1, r2)
(
√
3 − 2r1)2(r32 − 1)2
.
Using the parametrization in Lemma 6.2, we can write
Δ3(α) = (α − (2 +
√
3 ))2Δ4(α)
8388608α13
,
where
Δ4(α) = −84 + 48
√
3 + (636 − 375√3 )α + (−2316 + 1284√3 )α2
+ (2092 − 11844√3 )α3 + (−19332 + 11292√3 )α4 + (13884 − 7478√3 )α5
+ (817116 − 485300√3 )α6 + (−1967196 + 1067004√3 )α7
+ (302976 − 249868√3 )α8 + (6909240 − 3611777√3 )α9
+ (−28620232 + 17174504√3 )α10 − (1485240 + 94664√3 )α11
+ (36263160 − 22588264√3 )α12 + (24237476 − 12888724√3 )α13
+ (4276856 − 673704√3 )α14 + (−4055768 + 1954072√3 )α15
+ (−3556564 + 1267096√3 )α16 + (−935476 + 558807√3 )α17
+ (−118524 + 176468√3 )α18 + (−36364 + 11916√3 )α19
+ (−5044 + 4492√3 )α20 + (−1364 + 1770√3 )α21 + (−916 + 284√3 )α22
+ (−76 + 108√3 )α23 + (−24 + 4√3 )α24 + √3α25.
By computing Δ4(ψ(α,2−
√
3,3−√3 )) = 96468992(−261518437+150987740√3 )
− · · · + 3(−922908893571495865 + 532841698141475717√3 )α25, we verify that it has
only one variation of sign, with the coefficients becoming negative as the degrees of the
monomials increase. Hence, by Descartes rule of signs, Δ4(α) has at most one root α0
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in D′3. We calculate Δ4(ψ(α,
10
21 + 2 −
√
3, 200401 + 2 −
√
3 )) and verify that it has one
variation of sign. We can apply the classical algorithm for extracting square roots to obtain
the inequalities
0.7441 <
10
21
+ 2 − √3 < 200
401
+ 2 − √3 < 0.7667 < −2 + √3 + 2
√
2 − √3.
So α0 ∈ D′3. Therefore Δ has a root x0 = x(α0) in I ′3.
Notice that our computations also reveal that Δ4 is negative if α < α0 and positive if
α > α0. Since the signs of Δ4, Δ3 and Δ are the same, the lemma’s claims about the signs
and root of Δ follow. 
Corollary 6.6. All symmetrical relative equilibria corresponding to m > 0.03 are spec-
trally unstable.
Proof. We already know, from Corollary 6.3 and Lemma 6.2, that all relative equilibria in
I ′1 ∪ I ′2 are spectrally unstable. So we need only to worry about equilibria in I ′3.
The preceding proof shows that the only root of Δ is greater than α˜ = 0.7441. Moreover,
Δ< 0 if α < α˜.
We have that
d
dα
m
(
r1(α), r2(α)
)
< 0
on D′3, since m maps D′3 onto (0,∞) and D′3 contains no bifurcation points. A direct
computation gives
m
(
r1(α˜), r2(α˜)
)
< 0.03,
so we conclude that m> 0.03 if α < α˜. This proves the corollary for the relative equilibria
in I ′3. 
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stable symmetrical relative equilibrium.
Proof. Lemmas 6.3–6.5 imply that in order to have a spectrally stable symmetri-
cal configuration we need to find an interval contained in I ′3 on which Δ > 0. The
proof of Lemma 6.6 tells us that this actually happens if α is in (0.7667,−2 +√
3 + 2
√
2 − √3) ⊂ I ′3. But we have that m(r1(α), r2(α)) is continuous on I ′3 and
m(r1(α), r2(α)) = 0 for α = −2 +
√
3 + 2
√
2 − √3. See Fig. 9. 
The results of the previous sections are summarized in Theorem 1.3. From our previ-
ous discussion, we can certainly take  < |−1 + 1/√3 − x(0.7667)| in part (5) of the
theorem. Alternatively, since x(α) is increasing, we can pick  < length(x(I )), where
I = (0.7667,−2 + √3 + 2
√
2 − √3 ) (see the proof of Corollary 6.7).
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