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the convergence rates of the vanishing diffusivity limit are also
obtained.
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1. Introduction
This paper is mainly concerned with the vanishing diffusivity limit of the 2-D Boussinesq system
for incompressible ﬂows, the equations of which have the following form:
✩ This work was supported by NSFC (Grant Nos. 40890150, 10801111, 10971171), the National Basic Research Program (Grant
No. 2005CB321700), the Natural Science Foundation of Fujian Province of China (Grant No. 2010J05011), and the Fundamental
Research Funds for the Central Universities (Grant No. 2010121006).
* Corresponding author. Fax: +86 592 2580608.
E-mail address: jwzhang@xmu.edu.cn (J.W. Zhang).0022-0396/$ – see front matter © 2011 Elsevier Inc. All rights reserved.
doi:10.1016/j.jde.2011.01.002
3908 S. Jiang et al. / J. Differential Equations 250 (2011) 3907–3936uεt + uε · ∇uε + ∇pε = νuε + θεe2, (1.1)
θεt + uε · ∇θε = εθε, (1.2)
divuε = 0 (1.3)
in the half plane R2+ = {(x, y): x> 0, −∞ < y < ∞}, with initial and boundary conditions
uε(x, y,0) = u0(x, y), θε(x, y,0) = θ0(x, y), (x, y) ∈ R2+, (1.4)
uε(0, y, t) = 0, θε(0, y, t) = a(y, t), (y, t) ∈ R × (0, T ). (1.5)
Here, the unknowns are uε = (uε1,uε2), θε , and pε which respectively denote the vector velocity ﬁeld,
the scalar temperature, and the scalar pressure; ν > 0 and ε  0 are the viscosity and the diffusivity
coeﬃcients, respectively. As usual, e2 := (0,1), ∇ := (∂x, ∂y), and  := ∂2x + ∂2y .
The Boussinesq system plays an important role in atmospheric and oceanographic sciences (see
[30,31,35]), and has received signiﬁcant attention in the mathematical ﬂuid dynamics community be-
cause of its close connection to the 3-D incompressible ﬂows, see, for example, [4–8,10,11,19–23,
25,27,30–32,35,38,45] and the references therein for both the analytical and the numerical studies.
In particular, Chae [5] (see also [22]) obtained the global regularity and proved the global existence
of smooth solution to the Cauchy problem of the 2-D Boussinesq equations with “partial viscosity”,
that is, with either the zero diffusivity (ε = 0, ν > 0) or the zero viscosity (ν = 0, ε > 0). The
vanishing diffusivity/viscosity limit was also justiﬁed in [5]. Recently, Lai, Pan and Zhao [27] con-
sidered an initial-boundary value problem for the 2-D Boussinesq equations with zero diffusivity in
smooth bounded domains, and established the global well-posedness theory of classical solutions
with H3-initial data and non-slip boundary condition. Zhao [45] proved the global existence of clas-
sical solutions to the 2-D inviscid-diffusive Boussinesq equations with slip boundary conditions. On
the other hand, the global regularity/singularity question for the 2-D Boussinesq equations with both
zero diffusivity and zero viscosity, which possess many similarities to the 3-D axi-symmetric Euler
equations with swirl away from the symmetric axis r = 0, is still an outstanding open problem in
mathematical ﬂuid mechanics, see, for example, [6–8,11,23] for studies in this direction. It is worth
pointing out that if θε = 0, then the system (1.1)–(1.3) reduces to the Navier–Stokes equations for
incompressible ﬂuids, which have been extensively studied by a great number of mathematician in a
large variety of contexts, see, for example, [9,14,29,39], etc.
In the present paper, we are interested in the questions related to the vanishing diffusivity limit
of the initial and boundary value problem (1.1)–(1.5) in the half plane. As the diffusivity vanishes
(i.e. ε → 0), it is clear that Eq. (1.2) becomes hyperbolic (instead of parabolic), and the boundary
x = 0 is characteristic for the temperature due to the non-slip boundary condition u|x=0 = 0. Thus,
by the classical theory in [33], the boundary condition of temperature should be dropped when the
Boussinesq equations are of zero diffusivity coeﬃcient. Formally, when ε = 0, the 2-D Boussinesq
system (1.1)–(1.3) turns into:
u0t + u0 · ∇u0 + ∇p0 = νu0 + θ0e2, (1.6)
θ0t + u0 · ∇θ0 = 0, (1.7)
divu0 = 0 (1.8)
in R2+ × (0, T ), with the following initial and boundary conditions
u0(x, y,0) = u0(x, y), θ0(x, y,0) = θ0(x, y), (x, y) ∈ R2+, (1.9)
u0(0, y, t) = 0, (y, t) ∈ R × (0, T ). (1.10)
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the method of characteristics.
Our ﬁrst purpose is to justify the vanishing diffusivity limit from the problem (1.1)–(1.5) to the
problem (1.6)–(1.10), and to prove the convergence rates. Precisely, we shall prove
Theorem 1.1. Assume that the initial and boundary data (u0, θ0,a) satisﬁes
⎧⎨
⎩
u0 ∈ H2
(
R
2+
)
, θ0 ∈ H1
(
R
2+
)∩ W 1,∞(R2+),
a ∈ L∞(0, T ; H3(R)), at ∈ L∞(0, T ; H1(R)),
∇ · u0 = 0, u0(0, y) = 0, θ0(0, y) = a(y,0).
(1.11)
Then for each ﬁxed ε > 0, there is a unique global strong solution (uε, θε) to the initial-boundary value prob-
lem (1.1)–(1.5), such that for any given T > 0,
uε ∈ L∞(0, T ; H10(R2+)∩ H2(R2+)), θε ∈ L∞(0, T ; H1(R2+))∩ L2(0, T ; H2(R2+)).
Moreover, there exists a positive constant C , independent of ε, such that for any p  2,
sup
0tT
{∥∥uε(t)∥∥2L∞(R2+) + ∥∥uε(t)∥∥2H2(R2+) + ∥∥uεt (t)∥∥2L2(R2+)}
+
T∫
0
{∥∥∇uε(t)∥∥2L∞(R2+) + ∥∥∇uεt (t)∥∥2L2(R2+) + ∥∥∇2uε(t)∥∥2Lp(R2+)}dt  C, (1.12)
sup
0tT
{∥∥θε(t)∥∥2L2(R2+) + ∥∥θε(t)∥∥2L∞(R2+)}+ sup0tT
∫ ∫
R
2+
e−(x+|y|)
∣∣∇θε∣∣dxdy  C, (1.13)
and
ε1/2 sup
0tT
∥∥∇θε(t)∥∥2L2(R2+) + ε3/2
T∫
0
∥∥∇2θε(t)∥∥2L2(R2+) dt  C . (1.14)
As a result, there exists a subsequence of ε, still denoted by ε, such that as ε → 0,
uε → u0 strongly in L∞(0, T ; H10(R2+)), θε → θ0 strongly in L∞(0, T ; L2(R2+)),
where the pair of limit functions (u0, θ0) is a global weak solution of the problem (1.6)–(1.10) in the sense of
distributions. In particular, it holds that
sup
0tT
{∥∥(uε − u0)(t)∥∥2H1(R2+) + ∥∥(θε − θ0)(t)∥∥2L2(R2+)}
+
T∫
0
{∥∥∇2(uε − u0)(t)∥∥2L2(R2+) + ∥∥∇(pε − p0)∥∥2L2(R2+)}dt  Cε1/2. (1.15)
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tions Φ = (φ1, φ2) ∈ S(R2+1)2 such that Φ(0, y, t) = 0 in R × (0, T ), Φ(x, y, t) = 0 for t  T , and
divΦ = 0 in R2+ × (0, T ). Then, the global weak solution to (1.6)–(1.10) mentioned in Theorem 1.1 is
deﬁned in a way similar to that for the Navier–Stokes equations.
Deﬁnition 1.1. A pair of functions (u0, θ0) is said to be a global weak solution to the initial-boundary
value problem (1.6)–(1.10), if for every T > 0, it holds that
u0 ∈ L∞(0, T ; L2(R2+))∩ L2(0, T ; H10(R2+)), θ0 ∈ L∞(0, T ; L2(R2+)).
Moreover, it holds in the sense of distributions that
T∫
0
∫ ∫
R
2+
{
u0 · (Φt + u0 · ∇Φ + νΦ)+ θ0φ2}dxdy dt = −
∫ ∫
R
2+
u0(x, y) ·Φ(x, y,0)dxdy,
for any Φ = (φ1, φ2) ∈ S+T , and that
T∫
0
∫ ∫
R
2+
θ0
(
ψt + u0 · ∇ψ
)
dxdy dt = −
∫ ∫
R
2+
θ0(x, y)ψ(x, y,0)dxdy
for any ψ ∈ S(R2+1) satisfying ψ(0, y, t) = 0 and ψ(x, y, t) = 0 for t  T .
The global weak solution of problem (1.1)–(1.5) is deﬁned in the same way, but with additional
diffusive and boundary terms in the integral formulation. For a strong solution, it is a weak solution
with the derivatives in the equations at least belonging to L2(0, T ; L2(R2+)).
The proof of Theorem 1.1 will be completed in Section 3, using the estimates proved in Lem-
mas 2.1–2.5 and 3.1. The existence of global solutions to the problem (1.1)–(1.5) with ﬁxed ν , ε > 0
can be proved in the same manner as that used for the incompressible Navier–Stokes equations (see,
e.g. [14,29]). In order to take the limit as ε → 0 and to prove the convergence rates, we need to
obtain some uniform-in-ε estimates of (uε, θε), which are somewhat complicated due to the strong
nonlinearity, the coupling between the velocity and the temperature, and the boundary effects on the
temperature. The diﬃculties induced by the nonlinearity and the coupling will be circumvented by
using the estimates of the Stokes system and the Sobolev inequalities in a subtle way, so that, the
uniform estimates of the ﬁrst and second order derivatives of uε can be obtained step by step (see
Lemmas 2.2 and 2.3).
On the other hand, it is very diﬃcult to deal with the boundary effects on θε . As a result, the
method used in [5,22,27] to show the global regularity of θ0 for the problem (1.6)–(1.10) seems not
working for our problem. For example, if we apply the operator ∇⊥ := (−∂y, ∂x) to both sides of (1.7)
and take the L2-inner product with |∇⊥θ0|p−2∇⊥θ0, we easily see that ‖∇θ0‖Lp(R2+) is bounded for
any 2  p ∞ (cf. Lemma 3.1). However, the same procedure cannot be used any more to prove
the uniform estimates of ∇θε , since some of the boundary terms, for instance, εθxxθx|x=0, cannot be
uniformly bounded with respect to ε. Indeed, the uniform-in-ε estimates of θε are much fewer than
those of θ0, and we have only (1.14) and the weighted L1-estimate (1.13) for ∇θε , instead of the
uniform L2–L∞ estimates (see Lemmas 2.4 and 2.5).
As mentioned above, the presence of boundary will signiﬁcantly affect the behavior of θε when
the diffusivity coeﬃcient ε goes to zero. So, our second and main purpose in this paper is to study
the boundary-layer effects for the 2-D Boussinesq system (1.1)–(1.5) with vanishing diffusivity limit.
In fact, due to the disparity of boundary conditions in (1.5) and (1.10), we cannot expect that as
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up to the boundary x = 0. In other words, a (temperature) boundary layer appears near the bottom
boundary.
The theory of boundary layer is one of the most fundamental and important issues in ﬂuid dynam-
ics (cf. [28,36]) since it was proposed by Prandtl in 1904. The phenomenon of boundary layers usually
occurs when the inviscid limit of the Navier–Stokes equations near a boundary is considered (see, e.g.
[2,3,16,40–42,44]). It also arises in the theory of hyperbolic systems when the parabolic equations
with small viscosities are applied as perturbations, see, for example, [13,15,17,18,37,43] and the refer-
ences therein. Under the assumption of analytic initial data, Caﬂisch and Sammartino [2,3] constructed
a local in time solution, independent of the viscosity ε, for the Navier–Stokes equations, and proved
that the Navier–Stokes solution tends asymptotically (as ε → 0) to an Euler solution outside a bound-
ary layer and to a solution of Prandtl’s equations within the boundary layer. Grenier [16] showed that
there is a sequence of solutions to the Navier–Stokes equations, such that as ε → 0, the convergence
from the Navier–Stokes solution to the Prandtl solution does not hold in L∞(0, T ; H1loc) for arbitrary
small T > 0. The methods used in [3] and [16] are both the so-called “asymptotic expansion” method
which is based on the inner scaled variable Y = y/εq where y > 0 is the ﬂow domain and q > 0 is the
scaling exponent. As it was pointed out in [13] that the completely different results obtained in [3]
and [16] imply that, to apply the asymptotic expansion method, one should ﬁrst determine a suitable
choice of the inner scaled variable Y = y/εq or the value of boundary-layer thickness δ(ε) = εq . Thus,
in order to shed some light on the further mathematical analysis of boundary layers for the Boussi-
nesq equations, in this paper we try to estimate the boundary-layer thickness from the mathematical
aspect.
Similar to the relations among the Euler, Navier–Stokes and Prandtl equations (see, for example,
[28,36,34]), it is expected that as ε → 0, the solution of the problem (1.1)–(1.5) converges uniformly
to the one of the problem (1.6)–(1.10) away from the boundary, while there is a sharp change of
gradient near the boundary. Inspired by this, we introduce the concept of boundary-layer thickness
(BL-thickness) as follows.
Deﬁnition 1.2. A positive function δ(ε) is said to be a BL-thickness for the problem (1.1)–(1.5) with
vanishing diffusivity coeﬃcient ε, if δ(ε) ↓ 0 as ε ↓ 0 and
lim
ε→0
∥∥θε − θ0∥∥L∞(0,T ;W 1,1g (Ωδ(ε))) = 0, (1.16)
lim inf
ε→0
∥∥θε − θ0∥∥L∞(0,T ;W 1,1g (R2+)) > 0, (1.17)
where Ωδ := {(x, y) ∈ R2+: δ < x < ∞, −∞ < y < ∞} and W 1,1g (Ω) is a weighted Sobolev space
equipped with the norm:
‖v‖W 1,1g (Ω) = ‖v‖L1g (Ω) + ‖∇v‖L1g (Ω), ‖v‖L1g (Ω) =
∫ ∫
Ω
e−(x+|y|)|v|dxdy.
Remark 1.1. The deﬁnition of BL-thickness is only given for θε and θ0, since there is no boundary-
layer effect between uε and u0. This is mainly due to the smooth mechanism of uε , and it holds
that uε → u0 strongly in C(0, T ; H10(R2+)). Note that H1(R2+) ↪→ H1/2(∂R2+).
Remark 1.2. The above deﬁnition does not determine the BL-thickness uniquely, since any function
δ1(ε), satisfying δ1(ε) δ(ε) and δ1(ε) ↓ 0 as ε ↓ 0, is also a BL-thickness. Thus, there should exist a
minimal BL-thickness δ∗(ε) which may be considered as the true BL-thickness.
Remark 1.3. The BL-thickness for scalar conservation laws was also deﬁned by Frid and Shelukhin [13]
in a similar manner. The BL-thickness for the one-dimensional cylindrical compressible Navier–Stokes
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space W 1,1g (Ω) in (1.16) and (1.17) is replaced by L
∞(Ω). Here, the choice of the weighted space is
due to the unboundedness of the domain R2+ . In view of Deﬁnition 1.2, the violation of (1.17) would
imply that there is no boundary-layer effect on the temperature.
We shall prove that a function δn(ε) = ε1/2−1/n with any n > 2 is a BL-thickness in the sense of
Deﬁnition 1.2. This is in agreement with the Stokes–Blasius law for laminar boundary-layer thickness
(see, e.g. [36]), since it holds that lim infn→∞ δn(ε) = √ε. To make the analysis of BL-thickness simpler,
as that in [12,13,24], we restrict ourselves to the special case of vanishing initial data:
u0(x, y) = 0 and θ0(x, y) = 0, (x, y) ∈ R2+. (1.18)
Then, our second and main result in this paper can be stated in the following theorem.
Theorem 1.2. Let the conditions of Theorem 1.1 and (1.18) be satisﬁed. Then there exists only trivial solution
(0,0) to the problem (1.6)–(1.10). Furthermore, any positive function δ(ε) ∈ C((0,1]) is a BL-thickness in the
sense of Deﬁnition 1.2, such that
lim
ε→0
∥∥θε∥∥L∞(0,T ;W 1,1g (Ωδ(ε))) = 0, (1.19)
provided δ(ε) → 0 and δ(ε)/ε1/2 → ∞ as ε → 0, and that
lim inf
ε→0
∥∥θε∥∥L∞(0,T ;W 1,1g (R2+)) > 0, (1.20)
provided the boundary data a(y, t) is not identically zero.
Remark 1.4. The analogous results in Theorems 1.1 and 1.2 also hold for the domains of the form:
Ω = {(x, y) ∈ R2: x ∈ (−l, l), y ∈ (−∞,∞)}, where l > 0 is a ﬁxed positive constant, see Remark 4.2.
Remark 1.5. As that in [12,13,24], the special vanishing initial data is used to simplify the proof of
BL-thickness, but it is suﬃcient to show the boundary-layer effect and the boundary-layer thickness.
In fact, the same method can be applied to prove a weaker result (i.e. δ(ε) ∼ ε1/8) for general initial
data, provided the solutions of the limit system (1.6)–(1.10) are suﬃciently smooth, see Remark 4.3.
The proof of Theorem 1.2 is based on some weighted estimates established in Section 4, as well as
the uniform estimates proved in Sections 2 and 3. The inequality (1.20) is an immediate consequence
of non-zero boundary data, since the limit problem (1.6)–(1.10) has only trivial solution (0,0) under
the conditions of Theorem 1.2. So, to prove Theorem 1.2, it suﬃces to prove (1.19), which will be
shown in a much simpler manner than that in [12,13]. Roughly speaking, the method due to Frid and
Shelukhin strongly depends on a uniform pointwise bound of viscous solutions (cf. [12, Lemma 3.1]
and [13, Lemma 5.1]) and a boundary cut-off function which vanishes on the boundary. The pointwise
bounds in [12,13] were obtained by using the maximal principle which is not valid for our problem.
Moreover, the construction of a desired boundary cut-off function generally depends on the geometry
of the domain considered. In the present paper, unlike that in [12,13], the proof of (1.19) will be
circumvented by showing the following weighted estimate
∥∥x2e−(x+|y|)∇θε∥∥L1(R2 )  Cε,+
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∥∥e−(x+|y|)∇θε∥∥L1(Ωδ)  1δ2
∥∥x2e−(x+|y|)∇θε∥∥L1(Ωδ)  Cεδ2 → 0,
provided δ = δ(ε) satisﬁes the conditions in Theorem 1.2. This is the most important estimate in the
analysis of BL-thickness. We note here that the proof of this weighted estimate does not depend on
the pointwise bounds of uε , nor the special choice of boundary cut-off function. Indeed, as observed
in [24], it relies only on the t-integrability of ‖∇uε‖L∞(R2+) .
The rest of this paper is outlined as follows. By virtue of the estimates of the Stokes system and
the Sobolev inequalities, we ﬁrst derive some uniform-in-ε estimates of the solution (uε, θε) to the
problem (1.1)–(1.5) in Section 2. With the help of these uniform estimates we are able to pass the
limit as ε → 0 and prove the convergence rates (i.e. Theorem 1.1) in Section 3. Finally, in Section 4
we estimate the boundary-layer thickness and complete the proof of Theorem 1.2.
Notations. Let Wk,p(R2+) (Wk,2(R2+) = Hk(R2+), W 0,p(R2+) = Lp(R2+)) with k ∈ Z+ and p  1 be the
usual Sobolev space deﬁned over R2+ with the norm ‖·‖Wk,p(R2+) . For simplicity, throughout this paper
we use the following abbreviations:
‖ · ‖Wm,p := ‖ · ‖Wm,p(R2+), ‖ · ‖Hk := ‖ · ‖Hk(R2+), ‖ · ‖Lp := ‖ · ‖Lp(R2+).
The norms of Lp(R+) and Wk,p(R+) are respectively denoted by ‖ · ‖Lpx and ‖ · ‖Wk,px , i.e.,
‖v‖Lpx :=
( ∞∫
0
∣∣v(x, y, t)∣∣p dx
)1/p
, ‖v‖
Wk,px
:=
( ∑
0αk
∞∫
0
∣∣∂αx v(x, y, t)∣∣p dx
)1/p
.
Note that Wk,2x (R+) = Hkx(R+). The spaces of Lpy(R), Wk,py (R) (Wk,2y (R) = Hky(R)) and the norms are
deﬁned in a similar manner. Lp(I, B) (resp. ‖ · ‖Lp(I,B)) is used to denote the space of all strongly
measurable pth-power integrable functions (essentially bounded functions if p = ∞) from I to B
(resp. the norm), where I ⊂ R and B is a Banach space.
2. Uniform estimates
This section is devoted to the uniform estimates of the solution (uε, θε) to the initial-boundary
value problem (1.1)–(1.5). For simplicity, in this section we omit the index ε and denote the solution
by (u, θ). Moreover, throughout the rest of this paper, we shall use C to denote the generic positive
constant, which may change from line to line, but is independent of ε.
We start with the following uniform L2-estimate of (u, θ) and L∞-estimate of θ .
Lemma 2.1. Under the conditions of Theorem 1.1, it holds that
sup
0tT
{∥∥θ(t)∥∥2L2 + ∥∥u(t)∥∥2L2}+
T∫
0
(
ε
∥∥∇θ(t)∥∥2L2 + ∥∥∇u(t)∥∥2L2)dt  C .
Moreover, if we set M := max{‖θ0‖L∞ ,‖a‖L∞(0,T ;L∞y )}, then we have
‖θ‖L∞(Q¯ T )  M with Q T := R2+ × (0, T ).
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θ˜ (x, y, t) = θ(x, y, t)− a(y, t)e−x.
Then, it is clear that θ˜ = θ˜ (x, y, t) satisﬁes θ˜ |x=0 = 0 and
θ˜t + u · ∇ θ˜ − εθ˜ = ε
(
ae−x
)− u · ∇(ae−x)− ate−x. (2.1)
Taking the L2-inner product of (2.1) with θ˜ and integrating it by parts over R2+ , we have from the
Cauchy–Schwarz inequality that
1
2
d
dt
‖θ˜‖2L2 + ε‖∇ θ˜‖2L2 =
∫ ∫
R
2+
θ˜
{
ε
(
ae−x
)− u · ∇(ae−x)− ate−x}dxdy
 ε
2
‖∇ θ˜‖2L2 + C‖θ˜‖2L2 + C
∫ ∫
R
2+
e−2x
{(
1+ |u|2)(a2 + a2y)+ a2t }dxdy, (2.2)
where we have used the divergence-free condition (1.3) and the fact that θ˜ |x=0 = 0. By virtue of the
Sobolev type inequality:
∞∫
0
sup
y∈R
|u|2 dx C
∞∫
0
(‖u‖2
L2y
+ ‖u‖L2y‖uy‖L2y
)
dx C
(‖u‖2L2 + ‖∇u‖2L2),
we ﬁnd that
∫ ∫
R
2+
e−2x|u|2(a2 + a2y)dxdy  C‖a‖2H1y
∞∫
0
sup
y∈R
|u|2 dx C(‖u‖2L2 + ‖∇u‖2L2).
On the other hand, it is easy to see that
∫ ∫
R
2+
e−2x
(
a2 + a2y + a2t
)
dxdy 
∞∫
0
e−2x dx
∞∫
−∞
(
a2 + a2y + a2t
)
dy  C .
Hence, we infer from (2.2) that
d
dt
‖θ˜‖2L2 + ε‖∇ θ˜‖2L2  C
(
1+ ‖θ˜‖2L2 + ‖u‖2L2 + ‖∇u‖2L2
)
. (2.3)
Similarly, multiplying (1.1) by u in L2, we obtain after integrating by parts that
d
dt
‖u‖2L2 + ‖∇u‖2L2  C‖θ‖L2‖u‖L2  C
(
1+ ‖θ˜‖2L2 + ‖u‖2L2
)
. (2.4)
Thus, combining (2.3) and (2.4), by virtue of Gronwall’s lemma we easily obtain the L2-estimate
of (u, θ˜ ), which in turn completes the proof of the ﬁrst part of Lemma 2.1 due to the fact that
‖ae−x‖L∞(0,T ;H1) is uniformly bounded under the conditions of Theorem 1.1.
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v+ := max{v,0} and multiply (1.2) by (θ −M)+ in L2, we deduce after integrating by parts and using
the divergence-free condition (1.3) that
1
2
d
dt
∫ ∫
R
2+
(θ − M)2+ dxdy + ε
∫ ∫
R
2+
∣∣∇(θ − M)+∣∣2 dxdy = 0,
which, integrated in t , yields ‖(θ − M)+(t)‖L2  0. This implies θ  M for a.e. (x, y, t) ∈ Q T . Similarly,
if we take the L2-inner product of (1.2) with (θ + M)− := max{−(θ + M),0}, we then arrive at ‖(θ +
M)−(t)‖L2  0, which immediately gives θ  −M for a.e. (x, y, t) ∈ Q T . The proof of Lemma 2.1 is
therefore complete. 
The next lemma is concerned with the uniform L2-estimates of the ﬁrst and second order deriva-
tives of u, which will be achieved by using the estimates of the Stokes system and the Sobolev
inequalities.
Lemma 2.2. Under the conditions of Theorem 1.1, one has
sup
0tT
∥∥∇u(t)∥∥2L2 +
T∫
0
(∥∥ut(t)∥∥2L2 + ∥∥∇2u(t)∥∥2L2)dt  C . (2.5)
Furthermore, it also holds that
sup
0tT
{∥∥ut(t)∥∥2L2 + ∥∥∇2u(t)∥∥2L2}+
T∫
0
∥∥∇ut(t)∥∥2L2 dt  C . (2.6)
Proof. Keeping in mind that divu = 0 and divut = 0, by Cauchy–Schwarz inequality we obtain after
taking the L2-inner product of (1.1) with ut and integrating by parts that
ν
2
d
dt
‖∇u‖2L2 + ‖ut‖2L2 
1
2
‖ut‖2L2 + C
∫ ∫
R
2+
(|u|2|∇u|2 + θ2)dxdy,
which, together with Lemma 2.1 and the Hölder inequality, implies
d
dt
‖∇u‖2L2 + ‖ut‖2L2  C + C‖u‖2L4‖∇u‖2L4 . (2.7)
Thanks to the Gagliardo–Nirenberg inequality (cf. [1]):
‖u‖2L4  C‖u‖L2‖∇u‖L2 , ‖∇u‖2L4  C‖∇u‖2L2 + C‖∇u‖L2
∥∥∇2u∥∥L2 ,
we have from (2.7) and Lemma 2.1 that
d
dt
‖∇u‖2L2 + ‖ut‖2L2  C + C‖u‖L2‖∇u‖3L2 + C‖u‖L2‖∇u‖2L2
∥∥∇2u∥∥L2
 C + C‖∇u‖32 + C‖∇u‖22
∥∥∇2u∥∥ 2 . (2.8)L L L
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−νu + ∇p = θe2 − ut − u · ∇u, divu = 0 on R2+
with non-slip boundary condition u|x=0 = 0. Thus, owing to the estimates for the Stokes system (see,
for example, [26,39]), we ﬁnd
∥∥∇2u∥∥2L2 + ‖∇p‖2L2  C(‖θ‖2L2 + ‖ut‖2L2 + ‖u · ∇u‖2L2)
 C
(
1+ ‖ut‖2L2 + ‖u‖2L4‖∇u‖2L4
)
 C
(
1+ ‖ut‖2L2 + ‖∇u‖3L2 + ‖∇u‖2L2
∥∥∇2u∥∥L2), (2.9)
where we have also used the Gagliardo–Nirenberg inequality and Lemma 2.1. Thus, using the Cauchy–
Schwarz inequality, we immediately get from (2.9) that
∥∥∇2u∥∥2L2  C(1+ ‖ut‖2L2 + ‖∇u‖4L2),
that is,
∥∥∇2u∥∥L2  C(1+ ‖ut‖L2 + ‖∇u‖2L2). (2.10)
Thus, plugging (2.10) into (2.8), we obtain by the Cauchy–Schwarz inequality that
d
dt
‖∇u‖2L2 + ‖ut‖2L2  C + C‖∇u‖2L2‖∇u‖2L2 .
This, combined with Gronwall’s lemma, leads to the desired estimates in (2.5), since it follows from
Lemma 2.1 that ‖∇u(t)‖2
L2
∈ L1(0, T ). Note that, the estimate of ‖∇2u‖L2(Q T ) in (2.5) is an immediate
consequence of (2.10) and Lemma 2.1.
We now turn to the proof of (2.6). To do this, we differentiate (1.1) with respect to t , multiply the
resulting equation by ut in L2, and integrate by parts over R2+ to get
1
2
d
dt
‖ut‖2L2 + ν‖∇ut‖2L2 = −
∫ ∫
R
2+
ut · ∇u · ut dxdy +
∫ ∫
R
2+
θte2 · ut dxdy
:= I1 + I2. (2.11)
With the help of (2.5), the Hölder and Gagliardo–Nirenberg inequalities, we have
I1  ‖∇u‖L2‖ut‖2L4  C‖ut‖L2‖∇ut‖L2 
ν
4
‖∇ut‖2L2 + C‖ut‖2L2 ,
while the second term I2 can be estimated as follows, using (1.2), (1.3) and Lemma 2.1.
I2 =
∫ ∫
R
2+
(εθ − u · ∇θ)u2t dxdy =
∫ ∫
R
2+
(−ε∇θ · ∇u2t + θu · ∇u2t)dxdy
 ε‖∇θ‖L2‖∇ut‖L2 + ‖θ‖L∞‖u‖L2‖∇ut‖L2 
ν ‖∇ut‖2L2 + Cε‖∇θ‖2L2 + C .4
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d
dt
‖ut‖2L2 + ‖∇ut‖2L2  C‖ut‖2L2 + Cε‖∇θ‖2L2 + C,
which, together with Lemma 2.1 and (2.5), yields
∥∥ut(t)∥∥2L2 +
t∫
τ
∥∥∇ut(s)∥∥2L2 ds C + C∥∥ut(τ )∥∥2L2 , 0< τ < t  T . (2.12)
On the other hand, taking the L2-inner product of (1.1) with ut and integrating by parts, we ﬁnd
∫ ∫
R
2+
|ut |2 dxdy =
∫ ∫
R
2+
(θe2 − u · ∇u + νu) · ut dxdy
 1
2
∫ ∫
R
2+
|ut |2 dxdy + C
∫ ∫
R
2+
(
θ2 + |u|2|∇u|2 + |u|2)dxdy,
since
∫∫
R
2+ ∇p · ut dxdy = −
∫∫
R
2+ p divut dxdy = 0 due to (1.3). So, similar to the proof of (2.8), it
follows from Lemma 2.1 and (2.5) that
∥∥ut(τ )∥∥2L2  C(∥∥θ(τ )∥∥2L2 + ∥∥u(τ )∥∥2L4∥∥∇u(τ )∥∥2L4 + ∥∥∇2u(τ )∥∥2L2)
 C
(
1+ ∥∥u(τ )∥∥L2∥∥∇u(τ )∥∥3L2 + ∥∥u(τ )∥∥L2∥∥∇u(τ )∥∥2L2∥∥∇2u(τ )∥∥L2 + ∥∥∇2u(τ )∥∥2L2)
 C
(
1+ ∥∥∇2u(τ )∥∥2L2),
and hence,
limsup
τ→0+
∥∥ut(τ )∥∥2L2  C(1+ ∥∥∇2u0∥∥2L2) C .
Therefore, the proof of (2.6) is complete by letting τ → 0+ in (2.12). Note that, it follows readily from
(2.10) and (2.5) that ‖∇2u‖L∞(0,T ;L2) is uniformly bounded in ε. 
Using Lemmas 2.1 and 2.2, we can prove that ‖∇u(t)‖L∞ is integrable in t over (0, T ), which is
crucial for the analysis of BL-thickness. Indeed, by Lemmas 2.1 and 2.2 we have
Lemma 2.3. Under the conditions of Theorem 1.1, it holds that
‖u‖L∞(Q T ) + ‖∇u‖L∞(0,T ;Lr) + ‖ut‖L2(0,T ;Lr)  C, ∀r  2, (2.13)∥∥∇2u∥∥L2(0,T ;Lp) + ‖∇u‖L2(0,T ;L∞)  C, ∀p  2. (2.14)
Proof. As a result of Lemmas 2.1 and 2.2, the estimate (2.13) follows from the Sobolev embedding
inequality immediately. On the other hand, using (2.13) and the estimates of the Stokes system (see,
e.g. [26,39]), one gets that
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 C
(‖θ‖Lp + ‖ut‖Lp + ‖u‖L∞‖∇u‖Lp )
 C
(
1+ ‖θ‖Lp + ‖ut‖Lp
)
,
where the second term on the right-hand side can be easily bounded as follows, using the interpola-
tion inequality and Lemma 2.1.
‖θ‖Lp  C‖θ‖2/pL2 ‖θ‖
(p−2)/p
L∞  C, ∀p ∈ [2,∞),
so that,
T∫
0
∥∥∇2u(t)∥∥2Lp dt  C + C
T∫
0
∥∥ut(t)∥∥2Lp dt  C, ∀p ∈ [2,∞).
In view of this and the Sobolev embedding inequality, one can take p suitably large (e.g. p > 2) to
get that ‖∇u‖L2(0,T ;L∞) is uniformly bounded in ε. This ﬁnishes the proof of Lemma 2.3. 
In the next, we shall derive some estimates on the L2-norm of the derivatives of θ , which will be
used in the proof of convergence rates and the analysis of BL-thickness.
Lemma 2.4. Under the conditions of Theorem 1.1, there exists a positive constant C , independent of ε > 0,
such that for suﬃciently small ε,
ε1/2 sup
0tT
∥∥∇θ(t)∥∥2L2 + ε3/2
T∫
0
∥∥∇2θ(t)∥∥2L2 dt  C .
Proof. Differentiation of (2.1) with respect to x gives
θ˜xt + u · ∇ θ˜x − εθ˜x =
{
ε
(
ae−x
)− u · ∇(ae−x)− ate−x}x − ux · ∇ θ˜ .
Multiplying this by εθ˜x in L2 and integrating the resulting equation by parts over R2+ yield
ε
2
d
dt
∫ ∫
R
2+
|θ˜x|2 dxdy + ε2
∫ ∫
R
2+
|∇ θ˜x|2 dxdy
= ε
∫ ∫
R
2+
θ˜x
{
ε
(
ae−x
)− u · ∇(ae−x)− ate−x}x dxdy
− ε
∫ ∫
R
2+
θ˜xux · ∇ θ˜ dxdy − ε
∞∫
−∞
εθ˜xxθ˜x|x=0 dy, (2.15)
in which the right-hand side can be handled term by term as follows.
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ε
∫ ∫
R
2+
θ˜x
{
ε
(
ae−x
)− u · ∇(ae−x)− ate−x}x dxdy
= ε
∫ ∫
R
2+
θ˜x
{[
ε(a + ayy)+ (u1a− u2ay)− at
]
e−x
}
x dxdy
 ε‖θ˜x‖2L2 + Cε
(‖a‖2
H2y
+ ‖at‖2L2y
)+ Cε‖a‖2
H1y
(‖u‖2L∞ + ‖∇u‖2L∞)
 ε‖θ˜x‖2L2 + Cε
(
1+ ‖∇u‖2L∞
)
.
The second term on the right-hand side of (2.15) can be easily bounded by
∣∣∣∣ε
∫ ∫
R
2+
θ˜xux · ∇ θ˜ dxdy
∣∣∣∣ Cε‖∇u‖L∞‖∇ θ˜‖2L2 .
Finally, since θ˜ = u = 0 on x = 0, it follows from (2.1) that
−εθ˜xx|x=0 =
{
ε
(
ae−x
)− ate−x}∣∣x=0 = ε(a + ayy)− at,
which, combined with the Sobolev type inequality:
‖θ˜x‖2L∞x  ‖θ˜x‖2L2x + ‖θ˜x‖L2x‖θ˜xx‖L2x ,
implies that
∣∣∣∣∣ε
∞∫
−∞
εθ˜xxθ˜x|x=0 dy
∣∣∣∣∣ ε
∞∫
−∞
(|a| + |ayy| + |at |)(‖θ˜x‖L2x + ‖θ˜x‖1/2L2x ‖θ˜xx‖1/2L2x )dy
 ε
2
2
‖θ˜xx‖2L2 + Cε‖θ˜x‖2L2 + Cε1/2
(‖a‖2
H2y
+ ‖at‖2L2y
)
 ε
2
2
‖θ˜xx‖2L2 + Cε‖θ˜x‖2L2 + Cε1/2
for enough small ε > 0. Here, we have used the following Young inequality:
εab1/2c1/2 = (ε1/4a)(ε1/4b1/2)(ε1/2c1/2) C(ε1/2a2 + εb2 + ε2c2), ∀a,b, c ∈ R+.
Thus, putting the above estimates into (2.15), we obtain for enough small ε > 0 that
ε
d
dt
‖θ˜x‖2L2 + ε2‖∇ θ˜x‖2L2  Cε
(
1+ ‖∇u‖L∞
)‖∇ θ˜‖2L2 + Cε1/2(1+ ‖∇u‖2L∞). (2.16)
Similar to the proof of (2.16), differentiating (2.1) with respect to y and taking the L2-inner product
of the resulting equation with θ˜y , we get that (keeping in mind that θ˜y = 0 on x = 0)
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d
dt
‖θ˜y‖2L2 + ε2‖∇ θ˜y‖2L2  Cε
(
1+ ‖∇u‖L∞
)‖∇ θ˜‖2L2 + Cε(‖a‖2H3y + ‖at‖2H1y + ‖a‖2H1y‖∇u‖2L∞)
 Cε
(
1+ ‖∇u‖L∞
)‖∇ θ˜‖2L2 + Cε(1+ ‖∇u‖2L∞). (2.17)
Combining (2.16) and (2.17), we know that
ε1/2
d
dt
‖∇ θ˜‖2L2 + ε3/2
∥∥∇2θ˜∥∥2L2  Cε1/2(1+ ‖∇u‖L∞)‖∇ θ˜‖2L2 + C(1+ ‖∇u‖2L∞),
provided ε > 0 is small enough. This, together with (2.14) and Gronwall’s lemma, gives
ε1/2 sup
0tT
∥∥∇ θ˜ (t)∥∥2L2 + ε3/2
T∫
0
∥∥∇2θ˜ (t)∥∥2L2 dt  C,
from which and the facts that a ∈ L∞(0, T ; H2y) and ae−x ∈ L∞(0, T ; H2), we obtain the desired esti-
mate of Lemma 2.4. 
To be continued, let ϕη(r) = (r2 + η2)1/2. Then,
∣∣ϕ′η(r)∣∣ 1, ϕ′′η(r) 0, and lim
η→0ϕη(r) = limη→0 rϕ
′
η(r) = |r|.
Also let ρ ∈ C2(R+) be a non-increasing function such that ρ(y) = 1 for y ∈ [0,1/2], ρ(y) is a non-
negative polynomial for y ∈ [1/2,1], and ρ(y) = e−y for y  1. Deﬁne the even function g(y) =
ρ(|y|). Then, it is clear that g ∈ L2y(R) and there are positive constants k1, k2 such that
k1e
−|y|  g(y) k2e−|y| and |gy|, |gyy| k2g(y).
Lemma 2.5. Under the conditions of Theorem 1.1, we have
sup
0tT
∫ ∫
R
2+
e−(x+|y|)|∇θ |dxdy  C .
Proof. Differentiating (2.1) with respect to x, multiplying the resulting equation by e−xg(y)ϕ′η(θ˜x)
in L2, and integrating by parts over R2+ , we get
d
dt
∫ ∫
R
2+
e−xg(y)ϕη(θ˜x)dxdy + ε
∫ ∫
R
2+
e−xg(y)ϕ′′η(θ˜x)|∇ θ˜x|2 dxdy
=
∫ ∫
R
2+
e−xg(y)ϕ′η(θ˜x)
{
ε
(
ae−x
)− u · ∇(ae−x)− ate−x}x dxdy
−
∫ ∫
R
2+
e−xg(y)ϕ′η(θ˜x)ux · ∇ θ˜ dxdy +
∫ ∫
R
2+
ϕη(θ˜x)u · ∇
(
e−xg(y)
)
dxdy
− ε
∫ ∫
R
2
ϕ′η(θ˜x)∇ θ˜x · ∇
(
e−xg(y)
)
dxdy − ε
∞∫
−∞
g(y)
{
θ˜xxϕ
′
η(θ˜x)
}∣∣
x=0 dy. (2.18)+
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that |ϕ′η(r)| 1 and e−xg(y) ∈ L2, we have by (2.13) that
∫ ∫
R
2+
e−xg(y)ϕ′η(θ˜x)
{
ε
(
ae−x
)− u · ∇(ae−x)− ate−x}x dxdy

∫ ∫
R
2+
e−xg(y)
∣∣{[ε(a + ayy)+ (u1a− u2ay)− at]e−x}x∣∣dxdy
 C
(
1+ ‖a‖2
H2y
+ ‖at‖2L2y + ‖a‖
2
H1y
‖∇u‖2L∞
)
 C
(
1+ ‖∇u‖2L∞
)
.
It is easy to see that the second and the third terms are respectively bounded by
∣∣∣∣
∫ ∫
R
2+
e−xg(y)ϕ′η(θ˜x)ux · ∇ θ˜ dxdy
∣∣∣∣ ‖∇u‖L∞
∫ ∫
R
2+
e−xg(y)|∇ θ˜ |dxdy
and
∣∣∣∣
∫ ∫
R
2+
ϕη(θ˜x)u · ∇
(
e−xg(y)
)
dxdy
∣∣∣∣ C‖u‖L∞
∫ ∫
R
2+
e−xg(y)ϕη(θ˜x)dxdy
 C
∫ ∫
R
2+
e−xg(y)ϕη(θ˜x)dxdy,
since there holds |∇(e−x g(y))|  Ce−x g(y) ∈ L2. As for the fourth term, thanks to the Hölder and
Young inequalities, we ﬁnd that
∣∣∣∣ε
∫ ∫
R
2+
ϕ′η(θ˜x)∇ θ˜x · ∇
(
e−xg(y)
)
dxdy
∣∣∣∣ ε∥∥∇(e−xg(y))∥∥L2‖∇ θ˜x‖L2
 Cε1/2 + Cε3/2‖∇ θ˜x‖2L2 .
Finally, Eq. (2.1) implies that εθ˜xx|x=0 = at − ε(a+ayy) ∈ L2y , and thus, the last term on the right-hand
side of (2.18) is uniformly bounded in ε due to the fact that g ∈ L2y .
Thus, keeping in mind that ϕ′′η(r) 0 and the second term on the left-hand side of (2.18) is non-
negative, we obtain, after putting the above estimates into (2.18) and letting η → 0, that
d
dt
∫ ∫
R
2+
e−xg(y)|θ˜x|dxdy 
(
1+ ‖∇u‖L∞
)∫ ∫
R
2+
e−xg(y)|∇ θ˜ |dxdy
+ C(1+ ‖∇u‖2L∞ + ε3/2‖∇ θ˜x‖2L2). (2.19)
In a similar manner, differentiating (2.1) with respect to y and multiplying the resulting equation
by e−xg(y)ϕ′η(θ˜y) in L2, we obtain after integrating by parts that
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dt
∫ ∫
R
2+
e−xg(y)|θ˜y|dxdy 
(
1+ ‖∇u‖L∞
) ∫ ∫
R
2+
e−xg(y)|∇ θ˜ |dxdy
+ C(1+ ‖∇u‖2L∞ + ε3/2‖∇ θ˜y‖2L2). (2.20)
Due to Lemmas 2.3 and 2.4, it holds that
‖∇u‖2L∞ + ε3/2
∥∥∇2θ˜∥∥2L2 ∈ L1(0, T ),
and hence, it follows from (2.19), (2.20) and Gronwall’s lemma that
∫ ∫
R
2+
e−xg(y)|∇ θ˜ |dxdy  C,
which, together with the fact that g(y)  k1e−|y| , completes the proof of Lemma 2.5. Note that the
Hölder inequality and the conditions (1.11) imply that ‖e−(x+|y|)∇(ae−x)‖L1 is uniformly bounded
in ε. 
3. Vanishing diffusivity limit
By mollifying the initial-boundary data, the existence and uniqueness of global smooth solution to
the initial-boundary value problem (1.1)–(1.5) with positive coeﬃcients ν and ε can be proved in a
manner similar to that in [27] by the method used for the Navier–Stokes equations (see, for example,
[14,29]). Thus, by virtue of the estimates given in Lemmas 2.1–2.4 which can be considered as the
global a priori estimates, one can take the limit to obtain the global existence of strong solutions to
(1.1)–(1.5) under the conditions of Theorem 1.1.
In light of the uniform estimates stated in the previous section, it is not diﬃcult to see that there
exists a subsequence of ε, still denoted by ε, such that as ε → 0,
uε → u0 strongly in C(0, T ; H1), θε ⇀ θ0 weakly-∗ in L∞(0, T ; L2),
εθε → 0 strongly in L2(0, T ; L2), ε∇θε → 0 strongly in L∞(0, T ; L2),
where the limit functions u0, θ0 solve Eqs. (1.6)–(1.8) in the sense of distributions and satisfy the
initial condition u0|t=0 = u0 and the non-slip boundary condition u0|x=0 = 0. Moreover, for any φ ∈
C∞0 (R2+), one has
∫ ∫
R
2+
(
θ0 − θ0
)
φ dxdy = lim
ε→0
∫ ∫
R
2+
(
θε − θ0
)
φ dxdy = lim
ε→0
t∫
0
∫ ∫
R
2+
θεt φ dxdy ds
= lim
ε→0
t∫
0
∫ ∫
R
2+
(
εθε − uε · ∇θε)φ dxdy ds
= lim
ε→0
t∫
0
∫ ∫
R
2
(−ε∇θε · ∇φ + θεuε · ∇φ)dxdy ds
+
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t∫
0
∫ ∫
R
2+
θ0u0 · ∇φ dxdy ds t‖∇φ‖L∞
∥∥θ0∥∥L2∥∥u0∥∥L2 ,
which tends to zero as t → 0. This shows that θ0 satisﬁes the initial data in the sense of trace.
In order to show the convergence rates, we still need the estimate of ‖∇θ0‖L∞ .
Remark 3.1. It is worth pointing out that all the estimates derived in Lemmas 2.1–2.5 except
Lemma 2.4 also hold for the Boussinesq system (1.6)–(1.10) with zero diffusivity.
Lemma 3.1. Under the conditions of Theorem 1.1, one has
sup
0tT
{∥∥∇θ0(t)∥∥L2 + ∥∥∇θ0(t)∥∥L∞} C .
Proof. An application of the operator ∇⊥ = (−∂y, ∂x) to Eq. (1.7) results in
∇⊥θ0t +
(
u0 · ∇)∇⊥θ0 = ∇⊥θ0 · ∇u0.
Taking the L2-inner product of the above equation with |∇⊥θ0|p−2∇⊥θ0 (p  2), we see that
1
p
d
dt
∥∥∇θ0∥∥pLp =
∫ ∫
R
2+
∇⊥θ0 · ∇u0 · ∇⊥θ0∣∣∇⊥θ0∣∣p−2 dxdy

∥∥∇u0∥∥L∞∥∥∇θ0∥∥pLp ,
which in particular implies that
d
dt
∥∥∇θ0∥∥Lp  ∥∥∇u0∥∥L∞∥∥∇θ0∥∥Lp . (3.1)
Thanks to Lemma 2.3 and Remark 3.1, we have ‖∇u0(t)‖L∞ ∈ L1(0, T ). So, a direct calculation from
(3.1) yields
∥∥∇θ0∥∥Lp  ‖∇θ0‖Lp exp
{ t∫
0
∥∥∇u0(s)∥∥L∞ ds
}
 C‖∇θ0‖Lp .
Thus, choosing p = 2 in the above inequality gives the estimate of ‖∇θ0‖L2 . On the other hand, letting
p → ∞ yields the desired estimate of ‖∇θ0‖L∞ immediately. The proof of Lemma 3.1 is therefore
complete. 
Remark 3.2. From Lemma 3.1, we see that there indeed exists a strong solution (u0, θ0) to the prob-
lem (1.6)–(1.10) under the conditions of Theorem 1.1. Moreover, in addition to the estimates of (u0, θ0)
in Lemmas 2.1–2.3 and 3.1, one can prove more global regularity for (u0, θ0), and thus, show the
global existence of a classical solution to the problem (1.6)–(1.10) in the same manner as that in [27],
provided the given initial data (u0, θ0) are in H3.
The proof of Theorem 1.1 will be completed by the following proposition.
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(uε, θε, pε) and (u0, θ0, p0) are respectively the solutions of the problems (1.1)–(1.5) and (1.6)–(1.10) with
the same initial data and the same non-slip boundary condition. Then,
sup
0tT
{∥∥(uε − u0)(t)∥∥2H1 + ∥∥(θε − θ0)(t)∥∥2L2}
+
T∫
0
{∥∥∇2(uε − u0)(t)∥∥2L2 + ∥∥∇(pε − p0)∥∥2L2}dt  Cε1/2.
Proof. The proof is based on the standard L2-energy method. To this end, we set
v = uε − u0, ω = θε − θ0, q = pε − p0.
Then, it follows from the problems (1.1)–(1.5) and (1.6)–(1.10) that (v,ω,q) satisﬁes
vt + uε · ∇v + ∇q = νv − v · ∇u0 +ωe2, (3.2)
ωt + uε · ∇ω = εθε − v · ∇θ0, (3.3)
and div v = 0. Moreover, it also holds that v|t=0 =ω|t=0 = 0 and v|x=0 = 0.
First, taking the L2-inner product of (3.2) with v and integrating by parts, we obtain
1
2
d
dt
‖v‖2L2 + ν‖∇v‖2L2 = −
∫ ∫
R
2+
v · ∇u0 · v dxdy +
∫ ∫
R
2+
ωe2 · v dxdy

∥∥∇u0∥∥L∞‖v‖2L2 + ‖v‖L2‖ω‖L2

(
1+ ∥∥∇u0∥∥L∞)‖v‖2L2 + ‖ω‖2L2 , (3.4)
where we have used the condition divuε = 0 in (1.3).
Similarly, if we take the L2-inner product of (3.3) with ω and utilize Lemma 3.1, we obtain after
integrating by part that
1
2
d
dt
‖ω‖2L2 = ε
∫ ∫
R
2+
θεωdxdy −
∫ ∫
R
2+
v · ∇θ0ωdxdy
 ε
∥∥θε∥∥L2‖ω‖L2 + ∥∥∇θ0∥∥L∞‖v‖L2‖ω‖L2
 ε2
∥∥θε∥∥2L2 + C(‖v‖2L2 + ‖ω‖2L2). (3.5)
Summing up (3.5) and (3.4), we ﬁnd
d {‖v‖2L2 + ‖ω‖2L2}+ ‖∇v‖2L2  ε2∥∥θε∥∥2L2 + C(1+ ∥∥∇u0∥∥L∞)(‖v‖2L2 + ‖ω‖2L2).dt
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Gronwall’s lemma that
sup
0tT
{∥∥v(t)∥∥2L2 + ∥∥ω(t)∥∥2L2}+
T∫
0
∥∥∇v(t)∥∥2L2 dt  Cε1/2. (3.6)
Next, taking the L2-inner product of (3.2) with vt and integrating by parts, one gets
ν
2
d
dt
‖∇v‖2L2 + ‖vt‖2L2 =
∫ ∫
R
2+
(−uε · ∇v − v · ∇u0 +ωe2) · vt dxdy
 C
(∥∥uε∥∥L∞‖∇v‖L2 + ∥∥∇u0∥∥L∞‖v‖L2 + ‖ω‖L2)‖vt‖L2
 1
2
‖vt‖2L2 + C‖∇v‖2L2 + Cε1/2
(
1+ ∥∥∇u0∥∥2L∞),
where we have used (2.13) and (3.6). Consequently,
d
dt
‖∇v‖2L2 + ‖vt‖2L2  C‖∇v‖2L2 + Cε1/2
(
1+ ∥∥∇u0∥∥2L∞),
and it follows from (2.14) (for ‖∇u0‖L∞ ), (3.6) and Gronwall’s lemma that
sup
0tT
∥∥∇v(t)∥∥2L2 +
T∫
0
∥∥vt(t)∥∥2L2 dt  Cε1/2. (3.7)
Finally, similar to the derivation of (2.9), using (2.13), (3.6) and (3.7), we deduce from (3.2) and
the estimates of Stokes system that
∥∥∇2v∥∥2L2 + ‖∇q‖2L2  C(‖ω‖2L2 + ‖vt‖2L2 + ∥∥uε · ∇v∥∥2L2 + ∥∥v · ∇u0∥∥2L2)
 C
(‖ω‖2L2 + ‖vt‖2L2 + ∥∥uε∥∥2L∞‖∇v‖2L2 + ∥∥∇u0∥∥2L∞‖v‖2L2)
 Cε1/2
(
1+ ∥∥∇u0∥∥2L∞)+ C‖vt‖2L2 ,
from which and (3.7) we conclude that
T∫
0
(∥∥∇2v(t)∥∥2L2 + ∥∥∇q(t)∥∥2L2)dt  Cε1/2.
This, together with (3.6) and (3.7), ﬁnishes the proof of Proposition 3.1. 
4. Boundary-layer thickness
In this section, we study the boundary layer effects for the 2-D Boussinesq system with vanishing
diffusivity limit. As mentioned in the introduction, to simplify the analysis, we focus on the special
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can show that the limit problem (1.6)–(1.10) has only the trivial solution (0,0) (see Proposition 4.1),
which proves the ﬁrst part of Theorem 1.2.
Proposition 4.1. If the initial data u0 and θ0 are both zero, then the initial-boundary value problem (1.6)–
(1.10) has only trivial solution (0,0).
Proof. For the proof, it suﬃces to show the uniqueness of solutions to the problem (1.6)–(1.10). In-
deed, similar to the proof of (3.6), let
v = u0,1 − u0,2, ω = θ0,1 − θ0,2, q = p0,1 − p0,2,
where the pairs (u0,1, θ0,1, p0,1) and (u0,2, θ0,2, p0,2) are the solutions of (1.6)–(1.10) with the initial
data (u0,1, θ0,1) and (u0,2, θ0,2), respectively. Then,
vt + u0,1 · ∇v + ∇q = νv − v · ∇u0,2 +ωe2, (4.1)
ωt + u0,1 · ∇ω = −v · ∇θ0,2, (4.2)
and div v = 0. Multiplying (4.1) and (4.2) by v and ω in L2 respectively, integrating the resulting
equations by parts over R2+ , and summing them up, by Lemma 3.1 we obtain
1
2
d
dt
{‖v‖2L2 + ‖ω‖2L2}+ ν‖∇v‖2L2
=
∫ ∫
R
2+
(−v · ∇u0,2 · v +ωe2 · v − v · ∇θ0,2ω)dxdy
 C
(∥∥∇u0,2∥∥L∞‖v‖2L2 + ‖ω‖L2‖v‖L2 + ∥∥∇θ0,2∥∥L∞‖v‖L2‖ω‖L2)
 C
(
1+ ∥∥∇u0,2∥∥L∞)(‖v‖2L2 + ‖ω‖2L2),
which, together with Lemma 2.3, Remark 3.1 and Gronwall’s lemma, yields
∥∥v(t)∥∥2L2 + ∥∥ω(t)∥∥2L2  C(T )(∥∥v(0)∥∥2L2 + ∥∥ω(0)∥∥2L2).
This is equivalent to the following stability result:
∥∥(u0,1 − u0,2)(t)∥∥2L2 + ∥∥(θ0,1 − θ0,2)(t)∥∥2L2  C(T )(‖u0,1 − u0,2‖2L2 + ‖θ0,1 − θ0,2‖2L2).
As a result, we also obtain the uniqueness of solutions to (1.6)–(1.10), and hence, the proof of Propo-
sition 4.1 is complete. 
Remark 4.1. In view of the uniqueness theorem in Proposition 4.1, we see that the convergence results
established in the last section are actually valid for any sequence ε j → 0.
Now we turn to the proof of BL-thickness. As in Section 2, the index ε is omitted and the solution
(uε, θε) of the problem (1.1)–(1.5) with zero initial data (1.18) is still denoted by (u, θ) in the rest of
this section. The analysis of the BL-thickness is based on the following two lemmas. First, we aim to
prove
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sup
0tT
∫ ∫
R
2+
e−(x+|y|)|θ |dxdy  Cε1/2.
Proof. Let ϕη(θ) = (θ2 + η2)1/2 and g(y) be the same functions deﬁned in Section 2. Taking the
L2-inner product of (1.2) with e−xg(y)ϕ′η(θ) and integrating by parts, we deduce that
d
dt
∫ ∫
R
2+
e−xg(y)ϕη(θ)dxdy + ε
∫ ∫
R
2+
e−xg(y)ϕ′′η(θ)|∇θ |2 dxdy
= −ε
∫ ∫
R
2+
ϕ′η(θ)∇θ · ∇
(
e−xg(y)
)
dxdy − ε
∞∫
−∞
g(y)
{
θxϕ
′
η(θ)
}∣∣
x=0 dy
+
∫ ∫
R
2+
ϕη(θ)u · ∇
(
e−xg(y)
)
dxdy
:= I1 + I2 + I3. (4.3)
We now estimate each term on the right-hand side of (4.3). First, using Lemma 2.4 and the esti-
mate |∇(e−x g(y))| Ce−(x+|y|) ∈ L2, we have
|I1| ε‖∇θ‖L2
∥∥∇(e−xg(y))∥∥L2  Cε‖∇θ‖L2  Cε3/4.
Secondly, due to the Sobolev type inequality:
‖θx‖2L∞x  C
(‖θx‖2L2x + ‖θx‖L2x‖θxx‖L2x ),
it follows from Lemma 2.4 and the Hölder inequality that
|I2| Cε
∞∫
−∞
e−|y|
(‖θx‖L2x + ‖θx‖1/2L2x ‖θxx‖1/2L2x )dy
 Cε‖θx‖L2 + Cε‖θx‖1/2L2 ‖θxx‖
1/2
L2
 Cε3/4 + Cε7/8‖θxx‖1/2L2 .
Finally, by employing (2.13) and keeping in mind that |∇(e−xg(y))| Ce−xg(y), we ﬁnd
|I3| C‖u‖L∞
∫ ∫
R
2+
ϕη(θ)
∣∣∇(e−xg(y))∣∣dxdy
 C
∫ ∫
R
2
e−xg(y)ϕη(θ)dxdy.+
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above estimates of Ii into (4.3) and letting η → 0, we infer for small ε ∈ (0,1) that
d
dt
∫ ∫
R
2+
e−xg(y)|θ |dxdy  C
∫ ∫
R
2+
e−xg(y)|θ |dxdy + Cε3/4 + Cε7/8‖θxx‖1/2L2 . (4.4)
Using Lemma 2.4 again, we get from the Hölder inequality that
ε7/8
t∫
0
∥∥θxx(s)∥∥1/2L2 ds Cε1/2
{
ε3/2
t∫
0
∥∥θxx(s)∥∥2L2 ds
}1/4
 Cε1/2,
which, inserted into (4.4), immediately leads to the desired estimate of Lemma 4.1, using Gronwall’s
lemma and the fact that g(y) k1e−|y|. 
Lemma 4.2. Under the conditions of Theorem 1.2, it holds that
sup
0tT
∫ ∫
R
2+
x2e−(x+|y|)|∇θ |dxdy  Cε.
Proof. To prove this lemma, we introduce the function ζ(x) = x2e−x , which clearly satisﬁes
ζ(0) = ζ ′(0) = 0 and ζ(∞) = ζ ′(∞) = 0.
Then, by setting π = θx and differentiating (1.2) with respect to x, we get
πt + u · ∇π = επ − ux · ∇θ.
Multiplying this by ζ(x)g(y)ϕ′η(π) in L2 and integrating by parts over R2+ , we obtain
d
dt
∫ ∫
R
2+
ζ(x)g(y)ϕη(π)dxdy + ε
∫ ∫
R
2+
ζ(x)g(y)ϕ′′η(π)|∇π |2 dxdy
= −ε
∫ ∫
R
2+
ϕ′η(π)∇π · ∇
(
ζ(x)g(y)
)
dxdy −
∫ ∫
R
2+
ζ(x)g(y)ϕ′η(π)ux · ∇θ dxdy
+
∫ ∫
R
2+
ϕη(π)u · ∇
(
ζ(x)g(y)
)
dxdy
:= J1 + J2 + J3. (4.5)
By the deﬁnitions of ζ(x) and g(y), one sees from the Cauchy–Schwarz inequality that
∣∣(ζ(x)g(y))∣∣ C(x2 + 1)e−xg(y) ∈ L2,
so that, a direct computation gives
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∫ ∫
R
2+

(
ζ(x)g(y)
)
ϕη(π)dxdy  Cε
∫ ∫
R
2+
(
x2 + 1)e−xg(y)ϕη(π)dxdy
 Cε
∫ ∫
R
2+
ζ(x)g(y)ϕη(π)dxdy + Cε
∫ ∫
R
2+
e−xg(y)ϕη(π)dxdy.
The second term J2 on the right-hand side of (4.5) can be easily bounded by
| J2| C‖ux‖L∞
∫ ∫
R
2+
ζ(x)g(y)|∇θ |dxdy.
In order to deal with J3, we write it in the following form (noting that u = (u1,u2)):
J3 =
∫ ∫
R
2+
ζ(x)ϕη(π)u2∂y g(y)dxdy +
∫ ∫
R
2+
g(y)ϕη(π)u1∂xζ(x)dxdy
=
∫ ∫
R
2+
ζ(x)ϕη(π)u2∂y g(y)dxdy −
∫ ∫
R
2+
g(y)ϕη(π)u1
(
x2e−x
)
dxdy
+
∫ ∫
R
2+
g(y)ϕη(π)u1
(
2xe−x
)
dxdy
 C
∫ ∫
R
2+
ζ(x)g(y)ϕη(π)dxdy + C
∫ ∫
R
2+
x|u1|e−xg(y)ϕη(π)dxdy,
where we have used (2.13) and the fact that |gy|  k2g . To estimate the second term on the right-
hand side of the last inequality, we observe that u|x=0 = 0 and
∣∣u(x, y, t)∣∣
x∫
0
∥∥ux(·, y, t)∥∥L∞x dξ  x∥∥ux(t)∥∥L∞ , ∀x ∈ [0,∞),
from which and the deﬁnition of ζ(x) we deduce
∫ ∫
R
2+
x|u1|e−xg(y)ϕη(π)dxdy  ‖ux‖L∞
∫ ∫
R
2+
x2e−xg(y)ϕη(π)dxdy
 ‖∇u‖L∞
∫ ∫
R
2+
ζ(x)g(y)ϕη(π)dxdy,
and hence,
J3  C
(
1+ ‖∇u‖L∞
) ∫ ∫
R
2
ζ(x)g(y)ϕη(π)dxdy.+
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Lemma 2.5 we obtain that
d
dt
∫ ∫
R
2+
ζ(x)g(y)|θx|dxdy  C
(
1+ ‖∇u‖L∞
) ∫ ∫
R
2+
ζ(x)g(y)|∇θ |dxdy + Cε
∫ ∫
R
2+
e−xg(y)|θx|dxdy
 C
(
1+ ‖∇u‖L∞
) ∫ ∫
R
2+
ζ(x)g(y)|∇θ |dxdy + Cε. (4.6)
In exactly the same way, we also have
d
dt
∫ ∫
R
2+
ζ(x)g(y)|θy|dxdy  C
(
1+ ‖∇u‖L∞
)∫ ∫
R
2+
ζ(x)g(y)|∇θ |dxdy + Cε. (4.7)
Combining (4.6) and (4.7), we conclude that
d
dt
∫ ∫
R
2+
ζ(x)g(y)|∇θ |dxdy  C(1+ ‖∇u‖L∞)
∫ ∫
R
2+
ζ(x)g(y)|∇θ |dxdy + Cε.
This, together with (2.14) and Gronwall’s lemma, ﬁnishes the proof of Lemma 4.2. Note that, in view
of the deﬁnition of g(y) one has g(y) k1e−|y| . 
By virtue of Lemmas 4.1 and 4.2, we can complete the proof of Theorem 1.2.
Proof of Theorem 1.2. Indeed, it follows from Lemma 4.2 that
‖∇θ‖L1g (Ωδ) 
1
δ2
∥∥x2e−(x+|y|)∇θ∥∥L1(Ωδ)  1δ2
∥∥x2e−(x+|y|)∇θ∥∥L1  Cεδ2 ,
where Ωδ and L1g are the same as in Deﬁnition 1.2. Thus,
‖∇θ‖L1g (Ωδ) → 0 as ε → 0,
provided δ is chosen to be δ(ε) = εα with α ∈ (0,1/2). This, together with Lemma 4.1, completes the
proof of (1.19). On the other hand, due to the non-zero boundary data and the following inequality:
e−xθ(x, y, t)
∞∫
x
∣∣(e−xθ)x∣∣dx
∞∫
0
e−x
(|θ | + |θx|)dx,
we know that
0<
∞∫
−∞
e−|y|
∥∥e−xθ∥∥L∞x dy 
∫ ∫
R
2+
e−(x+|y|)
(|θ | + |θx|)dxdy = ‖θ‖W 1,1g (R2+).
This proves (1.20). So, the proof of Theorem 1.2 is complete. 
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diffusivity limit, which prove the claims stated in Remarks 1.4 and 1.5.
Remark 4.2. Let l > 0 be a given positive constant. Then, the above analysis of BL-thickness also holds
for the domains of the form: Ω := {(x, y): −l < x < l, −∞ < y < ∞}. To see this, we consider the
2-D Boussinesq equations (1.1)–(1.3) in the domain Ω × (0, T ) with the following initial-boundary
conditions:
⎧⎨
⎩
uε(x, y,0) = 0, θε(x, y,0) = 0,
uε(−l, y, t) = 0, uε(l, y, t) = 0,
θε(−l, y, t) = a(y, t), θε(l, y, t) = b(y, t).
(4.8)
Following the analogous arguments in Section 2 line by line, we ﬁnd that all the uniform estimates
in Lemmas 2.1–2.5 still hold for the problem (1.1)–(1.3) and (4.8). Indeed, the minor difference in
the proof is that, instead of the transformation θ˜ = θ − ae−x introduced for (2.1), we now should set
θ˜ = θ −[(x+ l)b− (x− l)a]/(2l) which also vanishes on the boundaries x = −l, l. Moreover, multiplying
(1.2) by g(y)ϕη(θ) in L2 and letting η → 0, we can prove in the manner similar to the proof of
Lemma 4.1 that
∞∫
−∞
l∫
−l
e−|y||θ |dxdy  C
∞∫
−∞
l∫
−l
g(y)|θ |dxdy  Cε1/2. (4.9)
To obtain the estimate analogous to that in Lemma 4.2, we set ξ(x) = (x − l)2(x + l)2 which satisﬁes
ξ(±l) = ξ ′(±l) = 0. After multiplying (1.2)x by ξ(x)g(y)ϕη(θx) in L2 and integrating by parts, we
obtain the same identity as the one in (4.5) with ζ(x) replaced by ξ(x). Due to the boundedness of
the x-interval (−l, l), one has |(ξ(x)g(y))|  C(ξ(x) + 1)g(y). Thus, the ﬁrst and the second terms
can be estimated in exactly the same way as in Lemma 4.2. Due to the non-slip boundary condition,
we observe that
∣∣u(x, y, t)∣∣
l∫
x
∥∥ux(·, y, t)∥∥L∞x dx ‖∇u‖L∞(l − x), ∀x ∈ (−l, l)
and
∣∣u(x, y, t)∣∣
x∫
−l
∥∥ux(·, y, t)∥∥L∞x dx ‖∇u‖L∞(x+ l), ∀x ∈ (−l, l),
and hence, the third term can be estimated as follows:
J3 =
∞∫
−∞
l∫
−l
ξ(x)ϕη(π)u2∂y g(y)dxdy +
∞∫
−∞
l∫
−l
g(y)ϕη(π)u1∂xξ(x)dxdy
=
∞∫
−∞
l∫
ξ(x)ϕη(π)u2∂y g(y)dxdy + 2
∞∫
−∞
l∫
g(y)ϕη(π)u1
(
(x− l)(x+ l)2)dxdy−l −l
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∞∫
−∞
l∫
−l
g(y)ϕη(π)u1
(
(x− l)2(x+ l))dxdy
 C‖u‖L∞
∞∫
−∞
l∫
−l
ξ(x)g(y)ϕη(π)dxdy + C‖∇u‖L∞
∞∫
−∞
l∫
−l
ξ(x)g(y)ϕη(π)dxdy
 C
(
1+ ‖∇u‖L∞
) ∞∫
−∞
l∫
−l
ξ(x)g(y)ϕη(π)dxdy,
where we have used (2.13) and the inequality |gy| k2g . Thus, by letting η → 0 and using Lemma 2.5,
we get that
d
dt
∞∫
−∞
l∫
−l
ξ(x)g(y)|θx|dxdy  C
(
1+ ‖∇u‖L∞
) ∞∫
−∞
l∫
−l
ξ(x)g(y)|∇θ |dxdy + Cε.
The same estimate also holds for θy . So, it follows from (2.14) and Gronwall’s lemma that
∞∫
−∞
l∫
−l
ξ(x)e−y|∇θ |dxdy  C
∞∫
−∞
l∫
−l
ξ(x)g(y)|∇θ |dxdy  Cε. (4.10)
Since it holds for any δ ∈ (0, l) that
δ2
∞∫
−∞
l−δ∫
−l+δ
e−|y||∇θ |dxdy
= δ2
∞∫
−∞
0∫
−l+δ
e−|y||∇θ |dxdy + δ2
∞∫
−∞
l−δ∫
0
e−|y||∇θ |dxdy

∞∫
−∞
0∫
−l+δ
(x+ l)2e−|y||∇θ |dxdy +
∞∫
−∞
l−δ∫
0
(x− l)2e−|y||∇θ |dxdy
 1
l2
∞∫
−∞
( 0∫
−l+δ
+
l−δ∫
0
)
(x− l)2(x+ l)2e−|y||∇θ |dxdy
= 1
l2
∞∫
−∞
l−δ∫
−l+δ
ξ(x)e−|y||∇θ |dxdy, ξ(x) = (x− l)2(x+ l)2,
we thus have from (4.10) that
∥∥e−|y|∇θ∥∥ 1  Cε/δ2 → 0 withΩδ = (−l + δ, l − δ)× (−∞,∞),L (Ωδ)
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thickness for the problem (1.1)–(1.3), (4.8). Note that, the BL-thickness for such domains is deﬁned in
the same way as that in Deﬁnition 1.2 with Ωδ = (−l + δ, l − δ)× (−∞,∞).
Remark 4.3. As claimed in Remark 1.5, by the same method we can also prove a weaker result (i.e.
δ(ε) ∼ ε1/8) than that in Theorem 1.2 on the BL-thickness for general initial data, the proof of which
requires more regularity of θ0. In the next, we sketch the proof. First, recalling that it has been shown
in Lemma 3.1 that
∥∥∇θ0(t)∥∥L2  C, ∀t ∈ [0, T ], (4.11)
we can thus use Lemmas 2.1–2.3 and Remark 3.1 to infer from (1.6) that
T∫
0
∥∥u0(t)∥∥2H3 dt  C
T∫
0
{∥∥θ0(t)∥∥2H1 + ∥∥(u0 · ∇u0)(t)∥∥2H1 + ∥∥u0t (t)∥∥2H1}dt  C, (4.12)
where Lemmas 2.2 and 2.3 were used to get
∥∥u0 · ∇u0∥∥2H1  C(∥∥u0∥∥2L∞∥∥∇u0∥∥2L2 + ∥∥∇u0∥∥2L∞∥∥∇u0∥∥2L2 + ∥∥u0∥∥2L∞∥∥∇2u0∥∥2L2)
 C
(
1+ ∥∥∇u0∥∥2L∞) ∈ L1(0, T ).
In addition to the conditions of Theorem 1.1, we now assume further that θ0 ∈ H3(R2+). Differenti-
ating (1.7) twice with respect to x yields
θ0xxt + u0 · ∇θ0xx + u0xx · ∇θ0 + 2u0x · ∇θ0x = 0,
which, multiplied by θ0xx in L
2, gives
1
2
d
dt
∥∥θ0xx∥∥2L2 = −
∫ ∫
R
2+
(
u0xx · ∇θ0 + 2u0x · ∇θ0x
)
θ0xx dxdy
 C
(∥∥∇θ0∥∥L∞∥∥∇2u0∥∥L2 + ∥∥∇u0∥∥L∞∥∥∇θ0x ∥∥L2)∥∥θ0xx∥∥L2
 C
(
1+ ∥∥∇2u0∥∥2L2)+ C(1+ ∥∥∇u0∥∥L∞)∥∥∇2θ0∥∥2L2 ,
where we have used Lemma 3.1. Similarly, we can also prove
1
2
d
dt
{∥∥θ0yy∥∥2L2 + ∥∥θ0xy∥∥2L2} C(1+ ∥∥∇2u0∥∥2L2)+ C(1+ ∥∥∇u0∥∥L∞)∥∥∇2θ0∥∥2L2 .
Thus, summing up and applying Lemmas 2.2, 2.3 and Remark 3.1, we deduce from Gronwall’s lemma
that
∥∥∇2θ0(t)∥∥2L2  C(1+ ∥∥∇2θ0∥∥2L2) C, ∀t ∈ [0, T ]. (4.13)
Following a procedure similar to that in the derivation of (4.13) and using the Sobolev embedding
inequality, we ﬁnd that
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dt
∥∥∇3θ0∥∥2L2  C∥∥∇u0∥∥L∞∥∥∇3θ0∥∥2L2 + C∥∥∇2u0∥∥L4∥∥∇2θ0∥∥L4∥∥∇3θ0∥∥L2
+ C∥∥∇θ0∥∥L∞∥∥∇3u0∥∥L2∥∥∇3θ0∥∥L2
 C
(
1+ ∥∥u0∥∥2H3)(1+ ∥∥∇3θ0∥∥2L2).
Hence, it readily follows from (4.12) and Gronwall’s lemma that
∥∥∇3θ0(t)∥∥2L2  C, ∀t ∈ [0, T ]. (4.14)
With the help of (4.11), (4.13) and (4.14), we can prove the estimates analogous to those in Lem-
mas 4.1 and 4.2 for general initial data. To do so, let v = uε − u0 and ω = θε − θ0. Then one has from
(1.2) and (1.7) that
ωt + uε · ∇ω = εθε − v · ∇θ0. (4.15)
Taking the L2-inner product of (4.15) with e−xg(y)ϕ′η(ω) gives
∫ ∫
R
2+
e−xg(y)ϕ′η(ω)
(
ωt + uε · ∇ω
)
dxdy =
∫ ∫
R
2+
e−xg(y)ϕ′η(ω)
(
εθε − v · ∇θ0)dxdy := R,
where the left-hand side can be handled in the same manner as in Lemma 4.1, while the right-hand
side can be bounded as follows, using (4.11), (4.13) and keeping in mind that ‖v‖L2  Cε1/4 due to
Proposition 3.1.
R  Cε
∥∥e−xg(y)∥∥L2∥∥θε∥∥L2 + C‖v‖L2∥∥∇θ0∥∥L2  Cε∥∥θε∥∥L2 + Cε1/4.
Thus, after letting η → 0 and integrating in t , one infers from Lemma 2.4 that
∫ ∫
R
2+
e−x+|y||ω|dxdy  C
∫ ∫
R
2+
e−xg(y)|ω|dxdy  Cε1/4. (4.16)
Similar to the proof of Lemma 4.2, by letting π = ωx and differentiating (4.15) with respect to x,
we ﬁnd
πt + uε · ∇π − επ = εθ0x − v · ∇θ0x − vx · ∇θ0 − uεx · ∇ω,
which, multiplied by ζ(x)g(y)ϕ′η(π) in L2, yields
∫ ∫
R
2+
ζ(x)g(y)ϕ′η(π)
(
πt + uε · ∇π − επ
)
dxdy
=
∫ ∫
R
2+
ζ(x)g(y)ϕ′η(π)
(
εθ0x − v · ∇θ0x − vx · ∇θ0 − uεx · ∇ω
)
dxdy. (4.17)
The left-hand side of (4.17) can be estimated in exactly the same way as in Lemma 4.2. For the terms
on the right-hand side, using (4.11), (4.13), (4.14) and Proposition 3.1, we have
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∥∥θ0x ∥∥L2 + C‖v‖L2∥∥∇θ0x ∥∥L2 + C‖vx‖L2∥∥∇θ0∥∥L2
+ C∥∥uεx∥∥L∞
∫ ∫
R
2+
ζ(x)g(y)|∇ω|dxdy
 Cε1/4 + C∥∥uεx∥∥L∞
∫ ∫
R
2+
ζ(x)g(y)|∇ω|dxdy,
and hence, it follows from (4.17) that
d
dt
∫ ∫
R
2+
ζ(x)g(y)|ωx|dxdy  C
(
1+ ∥∥∇uε∥∥L∞)
∫ ∫
R
2+
ζ(x)g(y)|∇ω|dxdy
+ Cε
∫ ∫
R
2+
e−xg(y)|π |dxdy + Cε1/4
 C
(
1+ ∥∥∇uε∥∥L∞)
∫ ∫
R
2+
ζ(x)g(y)|∇ω|dxdy + Cε1/4,
since ε‖π‖L2 = ε‖θεx − θ0x ‖L2  Cε3/4 due to Lemma 2.4 and (4.11). The same estimate also holds
for ωy . So, an application of Gronwall’s lemma leads to∫ ∫
R
2+
x2e−(x+|y|)|∇ω|dxdy  C
∫ ∫
R
2+
ζ(x)g(y)|∇ω|dxdy  Cε1/4. (4.18)
Following a procedure similar to the proof of Theorem 1.2, we can use (4.16) and (4.18) to show
that any positive function δ(ε) = εβ with β ∈ (0,1/8) is a BL-thickness in the sense of Deﬁnition 1.2
for the 2-D Boussinesq system with general initial data, provided the given boundary data a(y, t) is
not equivalent to the determined value of θ0|x=0. Note that, the boundary value of θ0|x=0 is uniquely
determined by u0 and θ0, using Eq. (1.7) and the method of characteristics.
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