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Abstract—Bayesian optimization (BO) is a powerful paradigm
for derivative-free global optimization of a black-box objective
function (BOF) that is expensive to evaluate. However, the
overhead of BO can still be prohibitive for problems with highly
expensive function evaluations. In this paper, we investigate how
to reduce the required number of function evaluations for BO
without compromise in solution quality. We explore the idea
of posterior regularization to harness low fidelity (LF) data
within the Gaussian process upper confidence bound (GP-UCB)
framework. The LF data can arise from previous evaluations
of an LF approximation of the BOF or a related optimization
task. An extra GP model called LF-GP is trained to fit the LF
data. We develop an operator termed dynamic weighted product
of experts (DW-POE) fusion. The regularization is induced by
this operator on the posterior of the BOF. The impact of the
LF GP model on the resulting regularized posterior is adaptively
adjusted via Bayesian formalism. Extensive experimental results
on benchmark BOF optimization tasks demonstrate the superior
performance of the proposed algorithm over state-of-the-art.
Index Terms—Bayesian optimization, Gaussian process, Upper
confidence bound, multi-fidelity modeling
I. INTRODUCTION
In this paper, we consider a maximization problem
max
x∈χ
f(x), (1)
where f : χ → R is a continuous real-valued function, χ a
Euclidean solution domain defined in Rd, d the dimension of
x. Suppose that there exists an x∗ ∈ χ such that f(x) ≤ f(x∗),
∀x ∈ χ. The task is to find x∗ based on a limited number
of evaluations of f . An evaluation consists of sampling an x
in χ, inputting it to f , and then obtaining the corresponding
output y = f(x)+ ǫ, where ǫ ∼ N (0, σ2), at the expense of a
certain amount of computational resources. We focus on cases
wherein f is an expensive-to-evaluate black-box function with
no access to its gradient. We also assume that f is smooth and
can be modeled by a Gaussian process (GP). Such derivative-
free expensive function optimization problems arise in many
fields such as the industrial design in complex engineered
systems, model selection in statistics, the hyper-parameter
configuration for complex machine learning systems. BO is
well recognized as a powerful framework for addressing such
type of problems.
Of particular interest here is how to find or obtain a
satisfactory estimate of x∗ with BO using as less as possible
evaluations of f . In particular, we explore the idea of posterior
regularization to accelerate the GP-UCB method of [1] by
harnessing LF data. The accelerated BO algorithm (ABO) can
be used for cases wherein the objective function is extremely
expensive to evaluate and there is a fixed related LF data
set available for exploitation. The regularization is induced
by an expert fusion operator on the posterior of the BOF
at each iteration of the BO procedure. An extra GP model,
termed LF-GP, is trained to fit the LF data and then gets
involved in the fusion operation. The impact of LF-GP on
the resulting regularized posterior is dynamically adapted via
Bayesian formalism.
The basic idea underlying the proposed ABO algorithm
is illustrated in Fig.2. It depicts the result obtained at an
iteration of ABO when applied for a 1D pedagogical case
presented in subsection IV-A. We see that ABO suggests a
better next point to query than the baseline GP-UCB method
whose result is plotted in Fig.1. This is due to the posterior
regularization operation embedded into the ABO algorithm
that helps to reveal more structural information of the BOF f
through exploiting LF data points. In Fig.2, we see that the
presence of the LF point at x = 3 makes the uncertainty band
of the posterior significantly shrank at the local area of x = 3.
The UCB of the predicted f therein is reduced accordingly.
In contrast, the baseline GP-UCB, which is trained with only
three high fidelity (HF) points, suggests evaluating f at one
query point near x = 3. The resulting UCB curve of the
baseline method is somewhat misleading because of the high
uncertainty of the posterior estimate around x = 3 and the
structural information missing near x = 4.
1) Related work: Multi-fidelity optimization has recently
attracted considerable research interests. Techniques such as
hierarchical partitioning [2], hierarchical modeling [3] and
ensemble methods [4], are used to incorporate multiple fideli-
ties/cheap approximations of the BOF. Most relevant to this
paper is the line of work on Bayesian optimization with multi-
fidelity data such as the MF-GP-UCB method in [5] and the
multi-fidelity BO (MFBO) algorithm in [6]. Research topics
that are close to MFBO in concept include multi-information
source optimization [7, 8], multi-task BO [9], multi-output GP
[10, 11], meta-learning based BO [12, 13].
The success of the aforementionedmethods requires specific
Fig. 1: An illustrative show of the baseline GP-UCB method
on a 1D pedagogical example: the upper panel shows the
GP posterior mean and the two standard deviations band; the
bottom panel shows the UCB curve obtained based on the GP
posterior.
Fig. 2: An illustrative show of the proposed ABO algorithm
on the same example as depicted in Fig.1 with 3 HF points
and 3 LF points. fl is an LF approximation of f . The upper
panel plots the regularized posterior mean and the two standard
deviations band. The bottom panel shows two UCB curves
obtained before and after the posterior regularization (PR),
respectively.
assumptions to be satisfied. For instance, MFBO methods in
[6, 14, 15] work under a basic assumption that the relationship
between f(x) and fl(x) satisfies f(x) = ρfl(x) + n, where
fl(x) denotes an LF approximation of f(x) and n a noise
item. Extra operations or assumptions are usually needed
to determine the value of the correlation parameter ρ. The
hierarchical modeling approach of [3] requires that the data
points selected for HF evaluations come from a subset of
those used for LF evaluations. The MF-GP-UCB algorithm
in [5] assumes that ‖f(x)− fl(x)‖∞ is bounded and a priori
known.
In contrast, the application of the proposed ABO algorithm
does not require any of the aforementioned assumptions to
be satisfied. In ABO, a flexible expert fusion operator is
embedded that automatically grasps and exploits the intrinsic
correlation between the BOF and its LF counterpart. Besides,
we consider a fixed LF data set Dlf for use. That said,
only the HF BOF is allowed to be evaluated after starting
the BO process. In contrast, in settings of most existent
MFBO methods, e.g. in [5], new LF evaluations are allowed
to perform and thus the set Dlf will be expanded accordingly.
See details on the problem setup in subsection II-A.
II. PRELIMINARY
A. Problem setup
The task is to maximize the BOF f over the domain χ,
as formulated in Eqn.(1). We search the maximizer x∗ or the
maximum value f∗ = f(x∗) using an algorithm that evaluates
a sequence of points x1:t , {x1, . . . , xt}, t > 0. An evaluation
of f at x ∈ χ yields an observation y = f(x) + ǫ, where ǫ ∼
N (0, σ2). There are J LF query points Dl = {xl,j , yl,j}Jj=1
that can be exploited, where xl ∈ χ, yl = fl(xl)+ε, ε denotes
a zero-mean noise item. At time t, the algorithm chooses to
query at xt+1 based on {xi, yi}ti=1 and {xl,j , yl,j}
J
j=1. The
goal of the algorithm is to achieve as small as possible simple
regret, which is defined as below
St = min
i=1,...,t
(f∗ − f(xi)). (2)
Note that we do not put any constraint on the relationship
between f and fl here, while our algorithm will discover
and then make use of their relationship automatically and
implicitly in a data-driven manner.
B. Gaussian process (GP)
A GP is a stochastic process. It is often used as a Bayesian
nonparametric prior for a function f defined over a space
χ. A GP is determined by its mean function µ : χ → R
and covariance function κ : χ2 → R. Suppose that our prior
belief on f is modeled by a GP, denoted by f ∼ GP(µ, κ).
This is equivalent to say that in our prior knowledge, f(x)
is distributed normally N (µ(x), κ(x, x)), ∀x ∈ χ. Given n
observations Dn = {(xi, yi)}ni=1 drawn from this GP, the
posterior belief on f is also a GP with an updated mean and
covariance as follows
µn(x) = k
T (K + σ2I)−1Y, (3)
κn(x, x
′) = κ(x, x′)− kT (K + σ2I)−1k′, (4)
where Y = y1:n, k, k
′ ∈ Rn with ki = κ(x, xi), k′i = κ(x, xi).
A common choice of the covariance function κ is the squared
exponential (SE) kernel, written as κ(x, x′) = κ0 exp(−(‖x−
x′‖)2/(2h2)). Here κ0 is the scale parameter that determines
Algorithm 1: The GP-UCB Algorithm
1: for t=1,2,. . . do
2: Train a GP to fit Dt = {(xi, yi)}ti=1;
3: Find xt+1 ∈ χ by optimizing the acquisition function
defined in Eqn.(5).
4: Sample yt+1 = f(xt+1) + ǫt+1.
5: Augment the data Dt+1 = {Dt, (xt+1, yt+1)}.
6: end for
the extent to which f could deviate from µ. The bandwidth
parameter h ∈ R+ determines the smoothness of the GP. The
larger h is, the smoother the samples drawn from the GP tend
to be. See [16] for more information on the GP.
C. The baseline GP-UCB method
The GP-UCB algorithm of [1] is a typical BO method,
which assigns a GP prior to f and uses a UCB acquisition
function to recommend new query points for evaluating f . At
time t, the next point to query, xt+1, is chosen via two steps.
First, calculate a UCB of the GP as follows
φt(x) = µt(x) + β
1/2
t σt(x), (5)
where µt and σt are respectively the posterior mean and stan-
dard deviation of the GP conditional on Dt = {(xi, yi)}ti=1.
Next, choose the next query point by maximizing φt, i.e.,
xt+1 = max
x∈χ
φt(x). This optimization can be dealt with
by off-the-shelf optimization techniques, e.g., the CMA-ES
method [17]. The composites of the acquisition function,
namely µt and σt in φt, promote exploitation and exploration,
respectively. The baseline GP-UCB method is summarized
in Algorithm 1. For more details on GP-UCB and other
alternatives of BO methods, see [18].
III. THE PROPOSED ABO ALGORITHM
The ABO algorithm is built on the basis of GP-UCB [1].
Compared with GP-UCB, ABO is expected to be capable of
employing less expensive BOF evaluations to find a satisfac-
tory solution. The basic strategy to achieve search acceleration
is to exploit an LF dataset Dlf = {(xlf,j , ylf,j)}Jj=1 that is
assumed to be pre-available. To implement the above strategy,
the key idea we adopt here is to adjust the posterior of f
by letting it respect predictions made by running another GP
regression that uses Dlf as the training data, as shown in
Fig.2. That says we construct two GP models in total. One
is embedded in the traditional GP-UCB framework, and the
other, which we term LF-GP, is trained to fit the LF data and
then used for making predictions of f based on the LF data.
In spirit, the ABO algorithm can be regarded as an application
of the posterior regularization strategy [19, 20] to the GP-UCB
method. We develop a dynamic weighted product of experts
(DW-POE) fusion operator, which generalizes the POE model
of [21] by using a technique termed dynamic model averaging
[22–24]. The regularization is induced by the DW-POE fusion
operator on the posterior. The impact of the LF-GP model on
Algorithm 2: The Proposed ABO Algorithm
1: Train an LF GP to fit Dlf = {(xlf,j , ylf,j)}Jj=1;
2: for t=1,2,. . . do
3: Train an HF GP to fit Dt = {(xi, yi)}
t
i=1;
4: Posterior regularization: adjust the posterior of f ,
given by the HF GP, using Eqns.(10)-(11).
5: Find xt+1 ∈ χ by optimizing the acquisition function
defined in Eqn.(12).
6: Sample yt+1 = f(xt+1) + ǫt+1.
7: Augment the data Dt+1 = {Dt, (xt+1, yt+1)}.
8: Update weights of the GP models using
Eqns.(13)-(14).
9: end for
the resulting regularized posterior is adaptively adjusted via
Bayesian formalism.
A. The implementation of the ABO algorithm
An implementation of the ABO is shown in Algorithm
2. First, we train an LF GP model to fit the LF data Dlf .
This operation is carried out off-the-shelf. Then, given any
query x ∈ χ, we invoke the LF GP model to get an LF
posterior mean and standard derivation of f(x), denoted by
µlf (x) and σlf (x), respectively. In the main loop of ABO,
we first train an HF GP model to fit Dt at time t. We call
it HF GP to discriminate it from the LF GP model. This
HF GP model gives a posterior estimate of f(x), with mean
µt(x) and variance σt(x). We adjust this posterior via the DW-
POE operator, which will be described in detail in subsection
III-B. Then, based on the adjusted posterior, we construct
a UCB acquisition function as shown in Eqn.(12) and find
xt+1 by optimizing the acquisition function using the CMA-
ES algorithm. As shown in Eqn.(9), a time-evolving weight
0 ≤ wlf,t < 1 is assigned to the LF GP model when carrying
out the DW-POE operator. The weight wlf will be adjusted
along time by Eqns.(13)-(14). We give an analysis of the above
algorithm design in subsection III-C.
B. Dynamically weighted POE (DW-POE)
We start by briefly describing the POE model of [21], which
is the basis of the DW-POE operator proposed for GP posterior
regularization.
POE: Given multiple probability densities, pi(x), i =
1, . . . , I , a POE models a target probability distribution p(x)
as the product of pi(x)’s as follows,
p(x) =
1
Z
Πipi(x), (6)
where Z is a normalizing constant that makes p(x) a
probability distribution that integrates to 1. When pi(x) ∼
N (µi(x), σ2i (x)), i = 1, . . . , I , p(x) is still Gaussian, with
mean and variance:
µ(x) =
(∑
i
µi(x)(σ
2
i (x))
−1
)(∑
i
(σ2i (x))
−1
)−1
(7)
σ2(x) =
(∑
i
(σ2i (x))
−1
)−1
. (8)
DW-POE for GP posterior regularization: We general-
ize the POE model for GP posterior regularization. This
generalized POE is termed DW-POE. The regularization is
induced by the DW-POE on the posterior of f given by
the HF GP model. Define p1,t(x) ∼ N (µt(x), σ2t (x)) and
p2(x) ∼ N (µlf (x), σ2lf (x)). That says we use p1,t(x) and
p2(x) here to denote the posterior of f given by the HF
GP model and the LF GP model at time t, respectively. The
regularized posterior is specified to be
preg,t(x) ∝ p1,t(x)
1−wlf,tp2(x)
wlf,t , (9)
where 0 ≤ wlf,t < 1 denotes a time-evolving weight assigned
to the LF GP model. The time-evolving rule is specified by
Eqns.(13)-(14), which will be introduced later. Since p1,t(x)
and p2(x) are both Gaussian, the mean and the variance of
the regularized posterior can be calculated as below [25]
µreg,t(x) =
µt(x)w1P1 + µlf (x)w2P2
w1P1 + w2P2
, (10)
σ2reg,t(x) = (w1P1 + w2P2)
−1. (11)
where w1 = 1 − wlf,t, w2 = wlf,t, P1 = (σ2t (x))
−1, P2 =
(σ2lf (x))
−1. The UCB of the regularized GP is
φreg,t(x) = µreg,t(x) + β
1/2
t σreg,t(x). (12)
The weight wlf is used to control the influence of the LF
GP model on the regularized posterior. The dynamic feature
of wlf makes the DW-POE adaptable for use for different
cases. Suppose a case in which the LF GP model produces
a biased mean prediction with an erroneously low predicted
variance. If the combination rule specified by the original POE
is under use, then it can lead to a detrimental prediction of f ,
while a down-weighting of the LF GP model is beneficial for
avoiding that detrimental prediction. On the other hand, when
the HF GP more is more unreliable due to lack of enough
training data in Dt, an up-weighting of the LF GP model
can be beneficial for providing a better prediction. The key is
how to adapt the value of wlf smartly. We propose a data-
driven approach to adapt it based on Bayesian formalism. The
adaptation procedure consists of two steps. Given wlf,t, the
first step gives a prior prediction of wlf,t+1 as follows
wˆlf,t+1 =
wαlf,t
wαlf,t + (1− wlf,t)
α
, (13)
where α is called the forgetting factor. If we let α = 1, then
Eqn.(13) reduces to wˆlf,t+1 = wlf,t, corresponding to case in
which the posterior probability of the LF GP model at iteration
t is adopted as the predictive prior probability at iteration t+1.
We set α = 0.9, instead of 1, in our experiments, to increase
the impact of the new HF evaluation observation in generating
the posterior at iteration t + 1. Upon the arrival of the new
observation yt+1, we update wlf,t+1 as below
wlf,t+1 =
{
wˆlf,t+1·llf
wˆlf,t+1·llf+(1−wˆlf,t+1)·lhf
, if yt+1 > max(y1:t)
wˆlf,t+1, otherwise
(14)
where llf = N (yt+1|µlf (xt+1), σ2lf (xt+1)) and lhf =
N (yt+1|µt(xt+1), σ2t (xt+1)) are likelihoods of the GP models
conditional on the observation yt+1. Note that the first line
in Eqn.(14) is just the Bayes equation. We hope to only
take advantage of high quality queries for updating weights
of the GP models to avoid misleading given by low-quality
queries, so we assign a prerequisite, yt+1 > max(y1:t), for
updating wlf,t+1. As we known, a BO algorithm repeatedly
executes two alternated sub-tasks: (a) approximate the objec-
tive function by a GP (exploration); (b) Search the optimum
based on the learnt GP (exploitation). Eqns.(13)-(14) bias the
computation to the latter sub-task. This is in spirit like the
annealing mechanism adopted in simulated annealing methods.
C. Computational complexity analysis
We analyze the computational complexity of ABO from a
completely algorithmic perspective. We do not consider the
computational complexity of the BOF evaluation in this analy-
sis. Two GP models get involved in ABO, while, one of them,
the LF GP model, can be trained off-the-shelf. All required
predictions given by the LF GP model can also be obtained off-
the-shelf before running the main loop of the algorithm. Within
the main loop, the ABO algorithm has two additional oper-
ations compared with the baseline GP-UCB method, namely
the posterior regularization operation (Eqns.(10)-(11)) and the
weights updating operation (Eqns.(13)-(14)). They contribute
a tiny amount of computation complexity. Through the above
analysis, we see that ABO has the same level of computational
complexity as the GP-UCB method per iteration. As will be
shown in Section IV, ABO requires less iterations than the
GP-UCB method to find a good enough solution, which means
that, in real applications, ABO will have smaller computational
complexity in total than the baseline GP-UCB method.
IV. EXPERIMENTS
We compare ABO with the GP-UCB algorithm and two
MFBO methods, termed MFBO-I and MFBO-II here. We con-
sidered four function optimization cases. Among the objective
functions under consideration, three of them are benchmark
functions used for multi-fidelity simulation in the literature.
For each case, the objective function is treated as a BOF, and
the maximum number of allowed evaluations of the BOF is
restricted at 20. Several LF data are generated via evaluating
an LF version of the BOF at query points randomly chosen
from χ. The performance metric adopted here is the simple
regret, as defined in Eqn.(2).
The GP-UCB method is included here as a baseline for
algorithm performance comparison. MFBO-I is adapted from
[26], in which the HF GP model is initialized with the best
query point suggested by the LF GP model that is trained
to fit the LF data. MFBO-II is obtained by slightly adjusting
the MF-GP-UCB method of [5]. The only difference between
MF-GP-UCB and MFBO-II lies in that the former needs to
select a fidelity level for next query at each iteration, while the
latter restricts the fidelity level of next query to be the highest
one to fit the settings considered here. We treat MFBO-II as
a competitive posterior regularization based method, which
uses a different way to regularize the posterior given by the
HF GP model. Through empirical tests, we show that our
proposed posterior regularization operator outperforms that
used in MFBO-II.
We start by introducing the objective functions under use.
We consider four functions in total. In the design of these
functions, many practical issues, e.g., different relationships
between the LF and the HF functions, have been considered.
Therefore, we expect that experimental results revealed here
can be generalized to real-life cases.
A. Function optimization cases under consideration
Here, with a slight abuse of notation, we use xi to denote
the ith element of the vector x.
Case I: First, we considered a 1D pedagogical case in which
the BOF f and its LF counterpart fl are specified as below
f(x) = 2x1.2 sin(2x) + 2,
fl(x) = 0.7f(x)+(x
1.3−0.3) · sin(3x−0.5)+4 cos(2x)−5,
where x ∈ [0, 6].
Case II: We then considered a 2D benchmark function used
in [27]. It is defined as
f(x) =
[
1− exp
(
−
1
2x2
)]
×
2300x31 + 1900x
2
1 + 2092x1 + 60
100x31 + 500x
2
1 + 4x1 + 20
,
where xi ∈ [0, 1], for all i = 1, 2. Following [28], we
considered an LF approximation of f as below
fl(x) =
A+B + C +D
4
,
where A = f(x1 + 0.05, x2 + 0.05), B = f(x1 +
0.05,max(0, x2 + 0.05)), C = f(x1 − 0.05, x2 + 0.05),
D = f(x1 − 0.05,max(0, x2 − 0.05)), and xi ∈ [0, 1], for
all i = 1, 2.
Case III: Next we considered a 4D benchmark function,
termed Park (1991) Function 1 [28]:
f(x) =
x1
2
[√
1 + (x2 + x23)
x4
x21
− 1
]
+(x1 + 3x4) exp[1 + sin(x3)],
where xi ∈ [0, 1), for all i = 1, 2, 3, 4. Following [28], we set
its LF approximation to be:
fl(x) =
[
1 +
sin(x1)
10
]
f(x)− 2x1 + x
2
2 + x
2
3 + 0.5.
where xi ∈ [0, 1), for all i = 1, 2, 3, 4.
Case IV: The final function considered here is Park (1991)
Function 2 [28]:
f(x) =
2
3
exp(x1 + x2)− x4 sin(x3) + x3.
where xi ∈ [0, 1], for all i = 1, 2, 3, 4. Its LF approximation
is [28]:
fl(x) = 1.2f(x)− 1.
Note that, in Cases I and III in Sec.4.1, the LF data is
actually far from the HF data. We can see from Fig. 3 that the
advantage of our method is more obvious for Cases I and III.
B. Experimental results
In the experiments, we adopted the SE kernel function
and the constant mean function for GP regression, and the
“minimize.m” function in the GPML toolbox [16] for hyper-
parameter optimization of GP models. For all algorithms
considered, we adopted CMA-ES of [17] for optimizing the
acquisition function. Each algorithm is run 100 times inde-
pendently to get a Monte Carlo estimate of the algorithm’s
performance for each case considered. The weight of the LF
GP model wlf is initialized at 0.5 for ABO. Using Case I,
we validated the mechanism of ABO for harnessing LF data
to accelerate searching by visualizing an intermediate result,
as shown in Figs.1-2. Fig.3 plots simple regrets. It is shown
that ABO outperforms the other methods significantly in terms
of the searching speed in the first three cases. For the last
case, ABO is much faster than the baseline GP-UCB method
and MFBO-II, and it achieves a much smaller simple regret
than MFBO-I. Fig.4 shows that the influence of the HF GP
model increases along time as more HF evaluations of f are
performed, which conforms to our expectation.
V. CONCLUSION
In this paper, we demonstrated that LF data, which may
arise from previous evaluations of an LF approximation of the
BOF or a related optimization task, can be a valuable resource
for use in accelerating BO. In particular, we presented a novel
algorithm design, namely ABO, for harnessing LF data to
accelerate the GP-UCB algorithm of [1]. Experimental results
demonstrate that our algorithm outperforms existent state-of-
the-art methods consistently over all cases under consideration.
The basic idea underlying our method is to enable the LF
data to influence the GP posterior in an automatic, data-driven
and theoretically sound way. We implemented this idea by
generalizing the POE model of [21] via Bayesian dynamic
model averaging in the context of GP-UCB. In principle,
our algorithm can be regarded as an efficient approach to
warm start GP-UCB by making use of related LF data.
Compared with related existent methods, the presented ABO
algorithm has three major features. First, it requires no specific
assumptions on the correlation structure between the BOF and
its LF approximation. Second, the impact of the LF data is
adaptively adjusted online. Specifically, the more informative
are the LF data, compared with the HF data that have already
Fig. 3: The mean and two standard derivation band of the
simple regrets over iterations. Every algorithm runs 100 times
repeatedly for each case. The four panels from top to down
corresponds to Case I to Case IV, respectively.
Fig. 4: The mean and two standard derivation band of the HF
GP model’s weight over 100 independent runs of the ABO
algorithm. The four panels from top to down corresponds to
Case I to Case IV, respectively. Note that the sum of weights
of the LF GP model and the HF GP model is always 1. So
the traces of the LF GP model’s weight wlf are not plotted
here.
been observed, the greater is the impact of the LF data for
suggesting the next HF data point to evaluate. Lastly, the
computation complexity per iteration of ABO is roughly the
same as that of GP-UCB, provided that the LF GP model has
been built up beforehand.
Throughout, we make use of GP-UCB as a running example
of BO methods, while the ideas presented may not be restricted
to GP-UCB. A possible future work following this line is to
investigate the applicability of such ideas to accelerate other
types of BO methods and develop corresponding algorithms.
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