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Abstract
Let f be a regular non-constant symbol defined on the d-dimensional torus Td with values on
the unit circle. Denote respectively by κ and L, its set of critical points and the associated Laurent
operator on l2(Zd). Let U be a suitable unitary local perturbation of L. We show that the operator
U has finite point spectrum and no singular continuous component away from the set f(κ). We
apply these results and provide a new approach to analyze the spectral properties of GGT matrices
with asymptotically constant Verblunsky coefficients. The proofs are based on positive commutator
techniques. We also obtain some propagation estimates.
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1 Introduction
The spectral analysis of unitary operators on Hilbert spaces is naturally related to the study of dynamical
systems [16], periodic time-dependent quantum dynamical systems [7] and the theory of orthogonal
polynomials on the unit circle e.g. [21], [22]. That analysis can be achieved by means of commutation
relations techniques. We refer to the introduction of [3] for a bibliographical discussion.
In this paper, we apply such techniques to analyze the effects of local and regular perturbations on
the spectral properties of some unitary Laurent operators defined on l2(Zd) (Theorems 2.1 and 2.2).
These results allows to recover the spectral properties of GGT matrices with asymptotically constant
Verblunsky coefficients (Theorem 3.1). This is the first time these techniques are applied within the
field of orthogonal polynomials on the unit circle. An extension of this approach to a wider class of
Verblunsky coefficients in the spirit of [18], [19], [20] remains to be done. In order to provide a dynamical
interpretation to those results, we have also explicited some related propagation estimates (Propositions
5.2 and 5.3)
The manuscript is structured as follows. The main spectral results are introduced in Section 2 and
applied in Section 3. The proofs are developed in Section 4. The propagation estimates are considered
in Section 5. Some complementary tools are gathered in Section 6.
Notations: H denotes a infinite-dimensional (complex) Hilbert space and B(H) the algebra of bounded
operators acting on H. The resolvent set of an operator B ∈ B(H) is denoted by ρ(B) and its spectrum
by σ(B) := C \ ρ(B). The unit circle, the open unit disc and the one-dimensional torus R/2πZ are
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denoted by ∂D, D and T respectively. To any bounded Borel function Φ on ∂D is associated a unique
function φ defined on T by: φ(θ) = Φ(eiθ), for all θ ∈ T. If U is a unitary operator defined on H and if
its spectral family is denoted by (E∆)∆∈B(T), where B(T) stands for the family of Borel sets of T, we will
have that:
Φ(U) =
∫
T
φ(θ)dEθ =
∫
T
Φ(eiθ)dEθ .
The continuous and point subspaces of the operator U are respectively denoted by Hc(U) and Hpp(U).
In this paper, we deal mostly with the Hilbert spaces L2(Td) and l2(Zd), where d ∈ N. L2(Td) is the
Hilbert space of square integrable complex functions with inner product
〈f, g〉 = 1
(2π)d
∫
Td
f(θ)g(θ) dθ ,
while l2(Zd) denotes the Hilbert space of square summable complex functions defined on the lattice Zd,
(ϕα)α∈Z, with inner product 〈(ϕα)α∈Zd , (ψα)α∈Zd〉 =
∑
α∈Zd ϕα ψα. Given β ∈ Zd, we define the function
eβ on Z
d by (eβ)α = δαβ . (eβ)β∈Zd is the canonical orthonormal basis of l
2(Zd). With these notations,
the Fourier transform F : L2(Td) → l2(Zd) is defined by: Ff = (fˆα)α∈Zd where fˆα is the α-Fourier
coefficient of the function f ∈ L2(Td):
fˆα =
1
(2π)d
∫
Td
e−iθ·αf(θ) dθ . (1)
The shift operators (Tj)j∈{1,...,d} are examples of unitary operators defined on l
2(Zd). Their action on the
orthonormal basis of l2(Zd) is given by: for all β ∈ Zd, Tjeβ = eSj(β), where Sj(β) = (β1, . . . , βj−1, βj +
1, βj+1, . . . , βd). For all (i, j) ∈ {1, . . . , d}2: T ∗j = T−1j and [Ti, Tj] = 0. For any α = (α1, . . . , αd) ∈ Zd,
we write Tα = Tα11 . . . T
αd
d .
The spaces L∞(Td), C0(Td) and Ck(Td) (k ∈ N) stand respectively for the linear spaces of essentially
bounded complex functions, continuous complex functions and k-th continuously differentiable complex
functions defined on Td. The Wiener algebra is defined by: A(Td) := {f ∈ L∞(Td); (fˆα)α∈Zd ∈ l1(Zd)}
[6], [23].
2 Preliminaries and Abstract Results
Let d ∈ N and denote by (Xj)dj=1 the family of linear operators defined on the canonical orthonormal
basis of l2(Zd) by: Xjeβ = βjeβ . The operators (Xj)
d
j=1 are essentially self-adjoint on the linear span of
(eβ)β∈Zd . Their self-adjoint extensions are also denoted by Xj. For all j ∈ {1, . . . , d}, F∗XjF = −i∂θj .
We define the set
DX = {ϕ ∈ l2(Zd);
∑
α∈Zd
(1 + α21 + . . .+ α
2
d)|ϕα|2 <∞} .
Note that DX = ∩dj=1D(Xj) = D(〈X〉) where 〈X〉 :=
√
X21 + . . .+X
2
d + 1. In Sections 2.1, 2.2 and 2.3,
we introduce the ingredients which allows to state Theorems 2.1, 2.2 and Proposition 2.1.
2.1 Laurent Operators
Let f be a function in L∞(Td) and denote the sequence of its Fourier coefficients by (fˆα)α∈Zd . The
Laurent operator Lf associated to the symbol f is the bounded discrete convolution operator defined for
all ψ ∈ l2(Zd) by
Lfψ := F(f) ∗ ψ ,
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that is for any β ∈ Zd,
(Lfψ)β =
∑
α∈Zd
fˆαψβ−α =
∑
α∈Zd
fˆα(T
αψ)β .
The bounded linear operator Lf is unitarily equivalent to the operator multiplication by f on L
2(Td),
denoted by Mf or f(·): Lf = Ff(·)F∗. If the symbol f belongs to the Wiener algebra A(Td), then Lf
rewrites as the following norm convergent series:
Lf =
∑
α∈Zd
fˆαT
α .
For any functions f and g in L∞(Td) and any c ∈ C, we have that: Lf+g = Lf + Lg, Lfg = LfLg,
Lcf = cLf , L
∗
f = Lf¯ . In particular, [Lf , Lg] = 0 and L1 = I. For a real-valued function f in L
∞(Td),
the Laurent operator Lf is self-adjoint. If f ∈ L∞(Td) has values on ∂D (|f | = 1), Lf is unitary.
Remark: If f is a continuously differentiable function with values in ∂D, then for all j ∈ {1, . . . , d},
ℜ(f∂θj f¯) = 0. In other words, the Laurent operators (Lif∂θj f¯ )j∈{1,...,d} are self-adjoint.
It is also well-known that the spectral properties of Lf are related to the properties of the function f
(see e.g. paragraph 7.1.4 in [1]). If f ∈ L∞(Td), |f | = 1, we have that:
• the spectrum of Lf coincides with the essential range of f . If in addition f is continuous on Td, we
have that σ(Lf ) = f(T
d) = Ran f , which is a connected and compact subset of ∂D.
• λ is an eigenvalue of Lf if and only if f−1({λ}) has non zero Lebesgue measure.
• Lf has purely absolutely continuous spectrum in a subset eiΘ of ∂D (Θ ⊂ T) if and only if for any
Borel set N ⊂ eiΘ of zero Lebesgue measure, f−1(N) is also of measure zero.
• Lf has non-trivial singular continuous spectrum if and only if there exists a Borel set N ⊂ ∂D of
zero Lebesgue measure, such that f−1(N) has non-zero measure but f−1({λ}) is of zero measure
for each λ ∈ N .
Lastly, we denote the set of critical points of the symbol f by: κf = {θ ∈ Td; f is not differentiable at
θ or ∇f(θ) = 0}. If f belongs to C1(Td) with values on ∂D, the sets κf and f(κf ) are compact subsets
of Td and σ(Lf ) = Ranf ⊂ ∂D respectively.
2.2 Commutators and Regularity
Let H be a Hilbert space, B ∈ B(H) and A be a self-adjoint operator (densely) defined on H with domain
D(A). The operator B is of class C1 with respect to A if the sesquilinear form defined on D(A)× D(A)
by (ϕ, ψ) 7→ 〈Aϕ,Bψ〉−〈ϕ,BAψ〉 is continuous for the topology induced by H×H i.e: there exists C > 0
such that for all (ϕ, ψ) ∈ D(A) ×D(A),
|〈Aϕ,Bψ〉 − 〈ϕ,BAψ〉| ≤ C‖ϕ‖‖ψ‖ . (2)
The form extends continuously as a bounded sesquilinear form on H×H. The bounded linear operator
associated to that extension is denoted by adA(B) = [A,B]. We also write: C
1(A) := {B ∈ B(H);B is
of class C1 w.r.t A}.
Remark: For practical purposes, it is enough to check estimate (2) on S × S where S is a core for A.
For alternative characterizations of the class C1(A), see Section 6.2.
With the convention that C0(A) := B(H) and ad0AB := B, higher order commutation relations are
characterized inductively for n ∈ N as follows: B ∈ B(H) is of class Cn with respect to A if B ∈ Cn−1(A)
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and adn−1A B ∈ C1(A). Accordingly, we write adnAB := adA(adn−1A B), Cn(A) := {B ∈ B(H);B is of class
Cn w.r.t A} and C∞(A) := ∩n∈NCn(A) (see Section 6.1 for more references).
Fractional regularity scales can also be considered (see [1], [4] and also Definition 6.1). For the
moment, let us just mention that for B ∈ B(H) we say that:
• B ∈ C0,1(A) if: ∫ 1
0
‖eiAτBe−iAτ −B‖ dτ
τ
<∞ .
• B ∈ C1,1(A) if: ∫ 1
0
‖eiAτBe−iAτ + e−iAτBeiAτ − 2B‖ dτ
τ2
<∞ .
Clearly, C0,1(A) and C1,1(A) are linear subspaces of B(H), stable under adjunction ∗. It is also know that
if B ∈ C1(A) and adAB ∈ C0,1(A), then B ∈ C1,1(A) and that C2(A) ⊂ C1,1(A) ⊂ C1(A) (see inclusions
5.2.19 in [1]).
Remark: The regularity hypotheses on the symbol f introduced in Section 2.1 can be reinterpreted in
terms of some regularity properties of Lf w.r.t. some suitable commutation operations. For example,
(Ti)
d
i=1 ⊂ ∩dj=1C∞(Xj): given any (i, j) ∈ {1, . . . , d}2 and any nonnegative integer l, adlXj (Ti) = δijTi
and adlXj (T
∗
i ) = (−1)lδijT ∗i . By Fourier transform (1), we deduce that for h ∈ Cn(Td), Lh ∈ ∩dj=1Cn(Xj)
and
adXjLh = L−i∂θjh = −iL∂θjh . (3)
In this paper, we shall also relate the commutation conditions described above with some regularity
properties of the resolvent of unitary operators. We say that a limiting absorption principle (LAP) holds
for a unitary operator U on some open subset Θ ⊂ T, w.r.t. a self-adjoint operator A, when:
• For any compact subset K ⊂ Θ
sup
|z|6=1,arg z∈K
‖〈A〉−1(1 − zU∗)−1〈A〉−1‖ <∞ .
• If z tends to eiθ ∈ eiΘ (non-tangentially), then 〈A〉−1(1 − zU∗)−1〈A〉−1 converges in norm to a
bounded operator denoted R+(θ) (resp. R−(θ)) if |z| < 1 (resp. |z| > 1). This convergence is
uniform on any compact subset K ⊂ Θ.
• The operator-valued functions defined byR± are continuous on Θ, with respect to the norm topology
of B(H).
Remark: If eiΘ ⊂ ρ(U), the properties described above are trivially satisfied. In this case, R+(θ) =
R−(θ) = (1− eiθU∗)−1 for all θ ∈ Θ.
2.3 Conjugate Operators
Let g = (gj)
d
j=1 ⊂ C2(Td) a family of real-valued functions and denote Lg = (Lgj )dj=1. Since Lgj ∈
∩di=1C1(Xi), LgjDX ⊂ DX for all j ∈ {1, . . . , d}. To such a family g, we associate a symmetric operator
Ag defined on DX by:
Ag :=
1
2
(Lg ·X +X · Lg) = 1
2
d∑
j=1
LgjXj +XjLgj (4)
=
1
2
F (g · (−i∇) + (−i∇) · g)F∗
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where we have used that F∗LgjF = gj(·) = Mgj and F∗XjF := −i∂θj , j in {1, . . . , d}. Following the
proof of Proposition 7.6.3 (a) in [1], we can show that the operator i(g · ∇ + ∇ · g) is (defined and)
essentially self-adjoint on C2(Td). As FC2(Td) ⊂ DX , we have obtained that:
Lemma 2.1 Let g = (gj)
d
j=1 ⊂ C2(Td) a family of real-valued functions. Then, the operator Ag defined
on DX by (4) is essentially self-adjoint. Moreover, Ag〈X〉−1 and A2g〈X〉−2 are bounded.
The self-adjoint extension of Ag defined in Lemma 2.1 is also denoted Ag.
Remark: For the canonical projections (pj)
d
j=1 defined on T
d by pj(θ) = θj , we have that: Apj = Xj .
As a direct application of the Fourier transform (1), we have also that:
Lemma 2.2 Let f ∈ C0(Td) and (n1, n2) ∈ N2 with n2 ≥ 2. Consider g = (gj)dj=1 ⊂ Cn2(Td) a family
of real-valued functions. Suppose that there exists an open set Θ ⊂ Td, which contains the support of
g, on which f is of class Cn1 . Then Lf ∈ C1(Ag) and adAgLf = L−ig·∇f . It follows that adAgLf ∈
Cmin(n1−1,n2)(Ag). In particular, if n1 ≥ 3, Lf ∈ Cn1(Aif∇f¯ ) and adAif∇f¯Lf = Lf |∇f |2 .
Remark: In Lemma 2.2, g · ∇f denotes by extension the function which vanishes outside the support of
g and coincides with g · ∇f inside (where ∇f is well-defined).
2.4 Abstract results
Let f ∈ C0(Td), |f | = 1 and consider a unitary operator U defined on l2(Zd). If L∗fU − I is compact (or
equivalently if U −Lf compact), we know from Weyl Theorem that σess(U) = σess(Lf ) = Ran f . Under
some additional assumptions, we have that:
Theorem 2.1 (Global version) Consider a non-constant symbol f ∈ C3(Td) with |f | = 1. Let U ∈
C1,1(Aif∇f¯ ) be a unitary operator defined on l2(Zd) such that L∗fU − I is compact. Then, σess(U) = Ran
f and
(a) Given any Borel set Λ ⊂ T such that eiΛ ⊂ Ran f \ f(κf ), U has at most a finite number of
eigenvalues in eiΛ. Each of these eigenvalues has finite multiplicity.
(b) A LAP holds for U on Ran f \ σpp(U) ∪ f(κf ) w.r.t Aif∇f¯ and U has no singular continuous
spectrum in Ran f \ f(κf ).
In particular, if f(κf ) has a finite number of accumulation points, U has no singular continuous spectrum.
Remark: Consider a non-constant symbol f ∈ C3(Td) with |f | = 1 and let U be defined as a multi-
plicative perturbation of Lf , U = W1LfW2 where W1 and W2 are unitary operators defined on l
2(Zd).
We already know that Lf ∈ C3(Aif∇f¯ ) ⊂ C1,1(Aif∇f¯ ) by Lemma 2.2. So, if W1 and W2 belong to
C1,1(Aif∇f¯ ), then U ∈ C1,1(Aif∇f¯ ) by Proposition 6.4.
The strategy behind the proof of Theorem 2.1 can also be applied to derive local spectral results.
Before stating Theorem 2.2, let us introduce the following language shortcut:
Definition 2.1 Let f ∈ C0(Td) with |f | = 1 and Λ ⊂ T be a Borel subset. We say that Λ is Mf -good if
• eiΛ ⊂ Ran f \ f(κf ),
• there exists an open set Θ ⊂ Td on which f is of class C3 and f−1(eiΛ) ⊂ Θ.
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If η is a smooth real-valued function compactly supported on Θ such that η ↾ f−1(eiΛ) ≡ 1, we say that η
is (Mf ,Λ)-adapted.
Remark: Let f ∈ C0(Td) with |f | = 1. If the Borel set Λ ⊂ T is Mf -good, then Λ ⊂ Ran f = σess(Lf).
Theorem 2.2 (Local version) Consider a non-constant symbol f ∈ C0(Td) with |f | = 1. Let Λ
be an open subset of T, which is Mf -good and η a (Mf ,Λ)-adapted smooth real-valued function. Let
U ∈ C1,1(Aiηf∇f¯ ) be a unitary operator defined on l2(Zd) such that L∗fU −I is compact. Then, σess(U) =
Ran f and
(a) Given any Borel subset Λ′ ⊂ T such that Λ′ ⊂ Λ, U has at most a finite number of eigenvalues in
eiΛ
′
. Each of these eigenvalues has finite multiplicity.
(b) A LAP holds for U on eiΛ \ σpp(U) w.r.t Aiηf∇f¯ and U has no singular continuous spectrum in
eiΛ.
The proof of Theorems 2.1 and 2.2 are postponed to Sections 4.3 and 4.4 respectively. Let us point out
that a generalized form of the LAP also holds for U in Theorems 2.1 and 2.2 (see e.g. [3]). The fine
distribution properties of the point spectrum are not covered by our results.
The case of the translations on the lattice Zd deserves a special treatment. If the function f is defined
on Td by f(θ) = eiα·θ for some α ∈ Zd \ {0}, then Lf = Tα and Aif∇f¯ =
∑d
j=1 αjXj . Theorem 2.1
rewrites:
Proposition 2.1 Let α ∈ Zd \ {0}. Let U ∈ C1,1(∑dj=1 αjXj) be a unitary operator defined on l2(Zd)
such that ad∑d
j=1 αjXj
T−αU is compact. Then,
(a) U has at most a finite number of eigenvalues in ∂D and each of these eigenvalues has finite multi-
plicity.
(b) A LAP holds for U on ∂D \ σpp(U) w.r.t.
∑d
j=1 αjXj and U has no singular continuous spectrum.
The proof of Proposition 2.1 is postponed to Section 4.5.
3 GGT Matrices
GGT matrices appeared first in the theory of orthogonal polynomials on the unit circle [9]. For an
introduction to this subject in general and the model in particular, the reader is referred to [21]. The
spectral analysis of such matrices has been undertaken in the contexts of periodic and random Verblunsky
coefficients [10], [12], [13], [14], [15], based on the theory of orthogonal polynomials and the associated
transfer matrices formalism. In this section, we reconsider those GGT matrices with asymptotically
constant Verblunsky coefficients and show how some existing spectral results can be recovered as a
corollary of Theorem 2.1.
Our description of the model follows [10]. In this section, (ek)k∈Z denotes the canonical orthonormal
basis of l2(Z). We denote by T , X the linear operators defined by:
Tek = ek+1 (5)
Xek = kek . (6)
for all k ∈ Z. If γ = (γk)k∈Z is a sequence of complex numbers, we define the sequences Sγ and ∆γ by:
(Sγ)k = γk+1 and (∆γ)k = γk − γk+1 for all k ∈ Z. We also write ξ = (k)k∈Z.
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Consider a sequence (αk)k∈Z ∈ DZ such that:
∞∑
k=0
|αk|2 =∞ =
−∞∑
k=−1
|αk|2 ,
and define the sequence (ak)k∈Z ∈ [1,∞)Z by: a−2k + |αk|2 = 1 for all k ∈ Z. It follows from Lemma 2.2
[10] that the linear operator H(α) (’H ’ for Hessenberg) defined by:
H(α)ek =
1
ak
ek−1 − αk
∞∑
l=k
αl+1
(
l∏
m=k+1
1
am
)
el
is unitary on l2(Z). The operator H(α) is the GGT representation associated to the sequence of
Verblunsky coefficients (αk). For simplicity, we assume throughout this section that 0 < infk∈Z |αk| ≤
supk∈Z |αk| < 1. Under this assumption, the operator can be rewritten as follows:
H(α) = T ∗D2(α)− T ∗D1(α)T (I −D2(α)T )−1D1(α)∗ , (7)
where D1(α) and D2(α) are the bounded diagonal operators defined on l
2(Z) by: D1(α)ek = αkek and
D2(α)ek = a
−1
k ek for all k ∈ Z.
We start with the spectral analysis of such matrices, when the sequence of Verblunsky coefficients is a
constant α∞ with modulus different from 0 and 1 and define a ∈ (1,∞) via: |α∞|2+ a−2 = 1. The GGT
representation associated to such a sequence is actually the Laurent operator associated to the function
fa:
Lfa =
1
a
T ∗ − |α|2
∞∑
l=0
(
T
a
)l
, (8)
where the smooth complex-valued function fa is defined on T by:
fa(θ) = −e
−iθ − a
eiθ − a . (9)
Lfa is clearly purely absolutely continuous. We also have that:
ifaf¯a
′
(θ) = −2− 2a cos θ|1− aeiθ|2 = 2ℜ(
1
aeiθ − 1) =
∑
m 6=0
a−|m|eimθ .
for all θ ∈ T. In view of Section 2.3, we define the conjugate operator for Lfa by:
Aa := Aifa f¯a′ =
1
2
(
Lifaf¯a′X +XLifaf¯a′
)
=
1
2
∑
m 6=0
a−|m|(TmX +XTm) . (10)
According to Lemma 2.1, DX = D(X) is a core for Aa.
Now, we consider some local perturbations H(α) of Lfa through local fluctuations of the sequence
(αk). These fluctuations are measured by the family of norms (qn)n≥0 defined on C
Z by:
q0(γ) = ‖γ‖∞ := sup
k∈Z
|γk| (11)
qn+1(γ) = qn(γ) + ‖ξn+1∆n+1γ‖∞ . (12)
Theorem 3.1 Let α∞ ∈ D \ {0} and define a ∈ (1,∞) such that: |α∞|2 + a−2 = 1. Let (αk) ∈ DZ such
that: 0 < infk∈Z |αk| ≤ supk∈Z |αk| < 1. Assume that for all k ∈ Z, αk = α∞(1 + uk + vk + wk) where
(uk), (vk) and (wk) are complex valued sequences such that:
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• ∫ ∞
1
sup
b1r≤|k|≤b2r
|uk| dr <∞ ,
for some 0 < b1 < b2 <∞,
• q1(v) <∞, lim|k|→∞ vk = 0 and∫ ∞
1
sup
b1r≤|k|≤b2r
|vk+1 − vk| dr <∞
for some 0 < b1 < b2 <∞,
• q2(w) <∞ and lim|k|→∞ wk = 0.
Then, taking arguments in [0, 2π), we have that:
• σess(H(α)) = σess(Lfa) = Θa := {eiθ; arg fa(−θa) ≤ θ ≤ arg fa(θa)}, with θa = cos−1(a−1),
• any subset Θ of Θa whose closure does not contain any endpoints of Θa contains at most a finite
number of eigenvalues. Each of these eigenvalues has finite multiplicity.
• A LAP holds for H(α) on Θa\{fa(±θa)}∪σpp(H(α)) w.r.t Aa and H(α) does not have any singular
continuous spectrum.
Remark: The eigenvalues may accumulate at the endpoints of the arc Θa. The reader is referred to [12],
[13] for further results.
The proof of Theorem 3.1 is carried out in three steps. We translate the properties of the sequence
α in terms of the diagonal operator D1(α) (Section 3.1) and then in terms of the unitary operator H(α)
(Section 3.2). These results are combined with Theorem 2.1 in Section 3.3.
3.1 From α to D1(α)
Let us adopt some local notations. To any bounded sequence γ := (γk)k∈Z in C
Z, we associate the bounded
linear operator Dγ defined by its action on the canonical orthonormal basis of l
2(Z): Dγek = γkek, k ∈ Z.
The operator Dγ is normal and we recall that ‖Dγ‖ = supk |γk| = q0(γ). Note that if γ and β are two
bounded sequences in CZ and c ∈ C, then Dγ+β = Dγ+Dβ, Dγ·β = DγDβ , Dcγ = cDγ and [Dγ , Dβ] = 0.
In addition, if the sequence ξ · γ is bounded, then Dξ·γ = XDγ = DγX .
For any bounded sequence γ, Dγ ∈ C∞(X) and adXDγ = 0. Along the next lines, we also apply
the following identities without further comments: for all m ∈ Z and any bounded sequence γ in CZ,
TmDγ = DS−mγT
m, DγT
m = TmDSmγ .
Lemma 3.1 Let γ be a bounded sequence of CZ.
(a) If q1(γ) <∞, then there exists C > 0 such that q0(ξ(γ − Smγ)) ≤ Cm2q1(γ), for all m ∈ Z,
(b) If q2(γ) <∞, then there exists C > 0 such that q1(ξ(γ − Smγ)) ≤ C|m|3q2(γ), for all m ∈ Z.
Proof: We recall that if γ is a bounded sequence, ‖Smγ‖∞ = ‖γ‖∞ for any m ∈ Z and ‖∆γ‖∞ ≤ 2‖γ‖∞.
If ξpγ is a bounded sequence for some p ∈ N, then ‖ξlγ‖∞ ≤ ‖ξpγ‖∞ for any l ∈ {1, . . . , p}. We restrict
our discussion to the case m > 0 (the case m < 0 can be carried out similarly):
ξ(γ − Smγ) =
m−1∑
l=0
Sl(ξ − l)∆γ
8
which proves statement (a), and
ξ∆(ξ(γ − Smγ)) =
m−1∑
l=0
Sl(ξ − l)2∆2γ −
m∑
l=1
Sl(ξ − l)∆γ ,
which allows to get (b). 
Proposition 3.1 Let a ∈ (1,∞). If q1(γ) <∞, then Dγ ∈ C1(Aa).
Proof: We recall that: [Tm, Dγ ] = T
mD(γ−Smγ) = D(S−mγ−γ)T
m for all m ∈ N. Assume first that
q1(γ) <∞. As a sesquilinear form on D(X)×D(X), one has that
AaDγ−DγAa = 1
2
∑
m 6=0
a−|m| ([Tm, Dγ ]X +X [T
m, Dγ ]) =
1
2
∑
m 6=0
a−|m|
(
TmD(γ−Smγ)ξ −D(γ−S−mγ)ξTm
)
.
Using Lemma 3.1 and the fact that T is unitary, the RHS of the previous identity defines a norm
convergent series of bounded operators (|a| > 1). Since D(X) is a core for Aa, this implies that Dγ ∈
C1(Aa) with
adAaDγ =
1
2
∑
m 6=0
a−|m|
(
TmD(γ−Smγ)ξ −D(γ−S−mγ)ξTm
)
,
and that ‖adAaDγ‖ ≤ Caq1(γ) for some positive constant Ca which depends only on a. 
Proposition 3.2 Let a ∈ (1,∞). If q2(γ) <∞, then Dγ ∈ C2(Aa).
Proof: If q2(γ) < ∞, then q1(γ) < ∞ and Dγ ∈ C1(Aa) by Proposition 3.1. It remains to prove that
adAaDγ belongs to C
1(Aa). By Lemma 2.2, we have that for all m ∈ Z, Tm ∈ C∞(Aa), adAaTm =
mTmLifa f¯ ′a (recall that T commutes with Lifaf¯ ′a) hence ‖adAaTm‖ ≤ Ca|m| for some Ca > 0. By Lemma
3.1 and Proposition 3.1, we have also that for all m ∈ Z, q1((γ − Smγ)ξ) < ∞, D(γ−Smγ)ξ ∈ C1(Aa)
and ‖adAaD(γ−Smγ)ξ‖ ≤ Ca|m|3q2(γ) for some Ca > 0. It follows that for all m ∈ Z, the operators
TmD(γ−Smγ)ξ −D(γ−S−mγ)ξTm ∈ C1(Aa) (see e.g. Proposition 6.3) and that the series∑
m 6=0
a−|m|adAa(T
mD(γ−Smγ)ξ −D(γ−S−mγ)ξTm)
is norm convergent. The conclusion follows from Lemma 6.1. 
The next result provides a practical criterion to deal with fractional order regularities. See e.g.
Theorem 6.1 in [4] for a proof.
Theorem 3.2 Let s ∈ {0, 1} and Q be a self-adjoint operator in H bounded from below by a strictly
positive constant such that AlQ−l is continuous for some integer l ∈ N, s < l. Then, a bounded symmetric
operator B is of class Cs,1(A) if there exists a function χ ∈ C∞0 (R) which is positive on some interval
(b1, b2), 0 < b1 < b2 <∞, such that: ∫ ∞
1
‖rsχ(Q/r)B‖dr
r
<∞ (13)
In the following, the roles of A and Q are endorsed by Aa and 〈X〉 respectively (see Lemma 2.1). In
order to obtain estimates (13), it is enough to prove that:∫ ∞
R
‖rsχ(Q/r)B‖dr
r
<∞
for some R > 0.
9
Proposition 3.3 Let γ be a bounded sequence of complex numbers.
(a) If ∫ ∞
1
sup
b1r≤|k|≤b2r
|γk| dr <∞ (14)
for some 0 < b1 < b2 <∞, then Dγ ∈ C1,1(Aa).
(b) If q1(γ) <∞ and ∫ ∞
1
sup
b1r≤|k|≤b2r
|γk+1 − γk| dr <∞ (15)
for some 0 < b1 < b2 < ∞, then Dγ ∈ C1(Aa) and adAaDγ ∈ C0,1(Aa). In particular, Dγ ∈
C1,1(Aa).
Proof: We first establish Proposition 3.3 for bounded sequences of real numbers and then extend it to
the complex case:
Real case. We start with statement (a) by assuming (14). Let χ be any smoothed characteristic function
supported on (b1 + ǫ, b2 − ǫ) with 0 < ǫ < (b2 − b1)/2. We have that for R > 1 big enough,∫ ∞
R
‖χ(〈X〉/r)Dγ‖ dr ≤
∫ ∞
R
sup
b1r≤|k|≤b2r
|γk| dr <∞ ,
and the conclusion follows from Theorem 3.2. Now, we prove statement (b) assuming (15). According to
Proposition 3.1 , if q1(γ) <∞, then Dγ ∈ C1(Aa) and we can rewrite:
adAaDγ =
1
2

∑
m 6=0
a−|m|TmD(γ−Smγ)ξ −
∑
m 6=0
a−|m|D(γ−Smγ)ξT
−m

 .
It remains to prove that adAaDγ ∈ C0,1(Aa). C0,1(Aa) is a linear subspace which is stable under adjunction
∗ (see e.g. Proposition 6.4). Since γ is real-valued, we observe that (
∑
m 6=0 a
−|m|TmD(γ−Smγ)ξ)
∗ =∑
m 6=0 a
−|m|D(γ−Smγ)ξT
−m. So, it is enough to prove that the norm convergent series
S :=
∑
m 6=0
a−|m|D(γ−Smγ)ξT
−m
belongs to C0,1(Aa). Let χ be any smoothed characteristic function supported on (b1 + 2ǫ, b2 − 2ǫ) with
0 < ǫ < (b2 − b1)/4. In view of Theorem 3.2, we will prove that the map r 7→ r−1‖χ(〈X〉/r)S‖ is
integrable on [R,∞) for some R > 1. For any r ≥ 1, we define Nr = [ǫ ln r]. We observe that for all
r > 1, ‖χ(〈X〉/r)S‖ ≤ S1(r) + S2(r) where
S1(r) =
∑
|m|<Nr
a−|m|‖χ(〈X〉/r)Dξ(γ−Smγ)‖
S2(r) =
∑
|m|≥Nr
a−|m|‖χ(〈X〉/r)Dξ(γ−Smγ)‖
By Lemma 3.1, there exists C > 0 such that for all r > 1,
S2(r) ≤ C
∑
|m|≥Nr
a−|m| sup
k∈Z
|k(γk − γk+m)| ≤ C
∑
|m|≥Nr
a−|m|m2q1(γ) ≤ C ln
2 r
rβ
,
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where β = ln |a|, |a| > 1, which implies the integrability of the map r 7→ r−1S2(r). Now, for r ≥ R,
R > 1 large enough, we have that:
S1(r) ≤
∑
|m|<Nr
a−|m| sup
(b1+ǫ)r≤|k|≤(b2−ǫ)r
|k(γk+m − γk)| ≤ b2r
∑
|m|<Nr
a−|m| sup
(b1+ǫ)r≤|k|≤(b2−ǫ)r
|γk+m − γk| .
Combining the facts that |m| ≤ ǫ ln r < ǫr and (b1+ǫ)r ≤ |k| ≤ (b2−ǫ)r, we have that: sup(b1+ǫ)r≤|k|≤(b2−ǫ)r |γk−
γk+m| ≤ |m| supb1r≤|k|≤b2r |γk − γk+1| for all |m| ≤ Nr. We deduce that for all r ≥ R,
S1(r) ≤ b2r
(∑
m∈Z
|m|a−|m|
)
sup
b1r≤|k|≤b2r
|γk − γk+1| .
Due to the hypotheses, this implies the integrability of the map r 7→ r−1S1(r) and concludes the discus-
sion for bounded real sequences.
Complex case. Now, assume that γ is a bounded sequence of complex numbers which satisfies
(14). The integrability of the map r 7→ supb1r≤|k|≤b2r |γk| is equivalent to the joint integrability of
r 7→ supb1r≤|k|≤b2r |Reγk| and r 7→ supb1r≤|k|≤b2r |ℑγk|. It follows from the real case that Dℜγ and Dℑγ
belongs to C1,1(Aa). Since C1,1(Aa) is a linear space and Dγ = Dℜγ + iDℑγ , statement (a) follows. The
proof of statement (b) is similar. 
In the next section, we show how the properties of the diagonal and normal operatorD1(γ) are related
to those of the unitary operator H(γ).
3.2 From D1(α) to H(α)
In this section, γ and β stand for two generic sequences of DZ such that: 0 < b := infk(|βk|2, |γk|2) and
B = supk(|βk|2, |γk|2) < 1. Let ǫ ∈ (0, 1 − B). There exists Φ ∈ C∞0 (R,R) with compact support in
(−∞, 1− ǫ) such that:
D2(γ) =
√
1− |D1(γ)|2 = Φ(|D1(γ)|2) and D2(β) = Φ(|D1(β)|2)
where |D1(γ)|2 = D1(γ)∗D1(γ) and |D1(β)|2 = D1(β)∗D1(β) (the operators D1(γ) and D1(β) are nor-
mal). It follows that:
Lemma 3.2 If D1(γ)−D1(β) is compact, so are D2(γ)−D2(β) and H(γ)−H(β).
Proof: The operators D1(γ)
∗−D1(β)∗ and |D1(γ)|2−|D1(β)|2 are compact. The first statement follows
from the Stone-Weierstrass Theorem. We have that:
H(γ)−H(β) = T (D2(γ)−D2(β)) − T ∗(D1(γ)−D1(β))T (1−D2(γ)T )−1D1(γ)∗
+ T ∗D1(β))T (1 −D2(γ)T )−1(D2(γ)−D2(β))T (1 −D2(γ)T )−1D1(γ)∗
− T ∗D1(β)T (1−D2(β)T )−1(D1(γ)−D1(β))∗ . (16)
Each term on the RHS is the product of bounded operators with at least one compact operator, which
concludes the proof. 
In other words, the difference H(γ)−H(β) is compact whenever:
lim
|k|→∞
(γk − βk) = 0
In this case, we conclude from Weyl’s Theorem that: σess(H(γ)) = σess(H(β)).
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Lemma 3.3 Let n ∈ N and (s, p) ∈ [0,∞)× [1,∞). If D1(γ) belongs to Cn(Aa) (resp. Cs,p(Aa)), then
D2(γ) and H(γ) also belong to C
n(Aa) (resp. Cs,p(Aa)).
Proof: The operators D1(γ)
∗ and |D1(γ)|2 also belong to Cn(Aa) (resp. Cs,p(Aa)). The fact that D2(γ)
belongs to Cn(Aa) (resp. Cs,p(Aa)) follows from Theorem 6.2.5 and Corollary 6.2.6 in [1]. According to
Lemma 2.2, T and T ∗ belong to C∞(Aa). Therefore, the last part of the proof follows from formula (7)
by using the properties of the classes Cn(Aa) and Cs,p(Aa) (see e.g. Propositions 6.3 and 6.4). 
The proof of Lemma 3.3 can also be carried out by means of the Helffer-Sjo¨strand functional calculus.
3.3 Proof of Theorem 3.1
The function fa belongs to C
∞(T) and |fa| = 1. We also observe that D1(α) − α∞I is compact.
Gathering Propositions 3.2, 3.3, Lemmata 3.2, 3.3, we have that H(α) ∈ C1,1(Aa) and that L∗faH(α)−I =
L∗fa(H(α) − Lfa) is a compact operator. The conclusions follow by applying Theorem 2.1, once noted
that fa(T) = Ran fa = Θa and fa(κfa) = {fa(±θa)}.
4 Technicalities
The proofs of Theorems 2.1, 2.2 and Proposition 2.1 rely on a suitable application of the regular Mourre
Theory, which is summed up in Section 4.1. We recall that to any bounded Borel function Φ on ∂D is
associated a unique function φ defined on T by: φ(θ) = Φ(eiθ), for all θ ∈ T.
4.1 Regular Mourre Theory for Unitary Operators
We refer the reader to [3] for the proofs of the abstract results presented here. Throughout this section, H
is an infinite dimensional Hilbert space and A denotes a self-adjoint operator (densely) defined on H with
domain D(A). If U is a unitary operator acting on H, its spectral measure is denoted by (E∆(U))∆∈B(T).
We use the following notations: if (S, T ) ∈ B(H) × B(H), we write S ≃ T if S − T is a compact
operator and S . T (resp. S & T ) if S ≤ T +K (resp. S ≥ T +K) for some compact operator K.
Let us start with a reformulation of Lemma 2.1 in [3]. We note that a unitary operator U belongs to
C1(A) iff U∗ = U−1 belongs to C1(A). Then, for all n ∈ Z, Un ∈ C1(A) and UnD(A) = D(A) (see e.g.
Propositions 6.2 and 6.3).
Lemma 4.1 Let U be a unitary operator defined on H. U (or equivalently U∗) belongs to C1(A) if and
only if one of the following statements is satisfied.
(a) UD(A) ⊂ D(A) and the sesquilinear form F+ defined on D(A)×D(A) by F+(ϕ, ψ) := 〈Uϕ,AUψ〉 −
〈ϕ,Aψ〉 is continuous for the topology induced by H×H.
(b) There exists a core for A, denoted S, such that US ⊂ S and the sesquilinear form G+ defined on
S × S by G+(ϕ, ψ) := 〈Uϕ,AUψ〉 − 〈ϕ,Aψ〉 is continuous for the topology induced by H×H.
(c) U∗D(A) ⊂ D(A) and the sesquilinear form F− defined on D(A)×D(A) by F−(ϕ, ψ) := 〈ϕ,Aψ〉 −
〈U∗ϕ,AU∗ψ〉 is continuous for the topology induced by H×H.
(d) There exists a core for A, denoted S, such that U∗S ⊂ S and the sesquilinear form G− defined on
S × S by G−(ϕ, ψ) := 〈ϕ,Aψ〉 − 〈U∗ϕ,AU∗ψ〉 is continuous for the topology induced by H×H.
12
If (U∗AU − A)o (resp. B+, resp. (A − UAU∗)o, resp. B−) denotes the (unique) bounded operator
associated to the continuous extension of F+ (resp. G+, resp. F−, resp. G−) to H × H, then we have
that: (U∗AU −A)o = B+ = U∗adAU and (A− UAU∗)o = B− = −UadAU∗.
Proof: Statement (a) implies obviously (b), while (c) implies (d) (by taking S = D(A)). U ∈ C1(A)
implies (a) and (c) by Lemma 6.5. By Lemma 6.6, (b) implies that U ∈ C1(A). By Lemma 6.8, (d)
implies U∗ ∈ C1(A), hence the result. 
For more details, we refer to Section 6.2. In the following, we drop the superscript o and write
(U∗AU −A) (resp. (A−UAU∗)) to refer to the bounded operator associated to the continuous extension
of the sesquilinear forms F+, G+ (resp. F−, G−).
Remark: If U ∈ C1(A) is a unitary operator, U∗U = I = UU∗ hence U∗(adAU) + (adAU∗)U =
0 = U(adAU
∗) + (adAU)U
∗. We deduce from Lemma 4.1 that (U∗AU − A) = U∗(A − UAU∗)U ,
(U∗AU − A) = U∗(adAU) = −(adAU∗)U and that (A − UAU∗) = −U(adAU∗) = (adAU)U∗. We will
use these identities without any further comments.
Next we introduce the concept of Mourre estimates in the context of unitary operators:
Definition 4.1 Let U be a unitary operator which belongs to C1(A). For a given Θ ∈ B(T), we say that
• U is propagating w.r.t. A on Θ if there exist c > 0 such that: EΘ(U)(U∗AU −A)EΘ(U) & cEΘ(U)
• U is strictly propagating w.r.t. A on Θ if there exist c > 0 such that: EΘ(U)(U∗AU −A)EΘ(U) ≥
cEΘ(U).
• U is weakly propagating w.r.t. A if (U∗AU−A) > 0, i.e. 〈ϕ, (U∗AU−A)ϕ〉 > 0 for all ϕ ∈ H\{0}.
Remark: Since the spectral projectors associated to U commute with U and U∗, Definition 4.1 can be
equivalently stated by substituting the operator (A− UAU∗) to (U∗AU −A).
Now, let us state the main conclusions of the regular Mourre Theory for unitary operators. We start
with the Virial Theorem (see e.g. Theorem 5.1 in [3] for a proof):
Theorem 4.1 Let U be in C1(A). Then, E{θ}(U)(U
∗AU −A)E{θ}(U) = 0 for all θ ∈ T.
As immediate consequences, we have that:
• If U is strictly propagating w.r.t A on some Borel set Θ ⊂ T, then U has no eigenvalue in eiΘ.
• If U is weakly propagating w.r.t A, then U has no eigenvalue.
The next two results are also proved in [3] (Corollary 4.1 and Theorem 2.3 respectively):
Corollary 4.1 Assume that U is propagating w.r.t A on the Borel subset Θ ⊂ T. Then, U has at most
a finite number of eigenvalues in eiΘ. Each of these eigenvalues has finite multiplicity.
Theorem 4.2 Let Θ ⊂ T be an open set. Assume that U is propagating w.r.t A on Θ and U ∈ C1,1(A).
Then, a LAP holds for U on Θ \ σpp(U) w.r.t A and U has no singular continuous spectrum in Θ.
As a final remark, we observe that Mourre estimates are preserved under compact perturbations:
Lemma 4.2 Let U and V be two unitary operators defined on H, which belong to C1(A), (c, C) ∈ R2
and B ∈ B(H).
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• If adAU∗V ≃ 0 and B commutes with U∗V , then (U∗AU −A) ≃ B if and only if (V ∗AV −A) ≃ B.
• If U∗V ≃ I and adA(U∗V ) ≃ 0, then (U∗AU −A) ≃ (V ∗AV −A). In addition, for any real-valued
Φ ∈ C0(σ(U) ∪ σ(V )) (e.g. φ ∈ C0(T)),
Φ(U)(U∗AU −A)Φ(U) & cΦ(U)2 iff Φ(V )(V ∗AV −A)Φ(V ) & cΦ(V )2
Φ(U)(U∗AU −A)Φ(U) . CΦ(U)2 iff Φ(V )(V ∗AV −A)Φ(V ) . CΦ(V )2
Proof: Since U and V belong to C1(A), W := U∗V belongs to C1(A) (see e.g. Proposition 6.3). We
can split the commutator (V ∗AV −A) as follows (V = UW ):
(V ∗AV −A) = W ∗(U∗AU −A)W + (W ∗AW −A) (17)
= (U∗AU −A) + (W ∗(U∗AU −A)W − (U∗AU −A)) + (W ∗AW −A) , (18)
where the terms between parentheses are bounded. Now, we prove the first statement. Note that
adAU
∗V ≃ 0 iff adAV ∗U ≃ 0 since adAV ∗U = adA(U∗V )∗ = −(adAU∗V )∗. Since U∗V is unitary,
U∗V commutes with B iff V ∗U commutes with B. Indeed, since W ∗W = I = WW ∗, we have that
[B,W ]W ∗ +W [B,W ∗] = 0, which implies our claim. So, due to the symmetry of the problem, it is
enough to prove one implication. The conclusion follows directly from identity (17) and the fact that
(W ∗AW − A) = W ∗adAW . Let us prove the second statement. By hypothesis, we have that the terms
W ∗(U∗AU − A)W − (U∗AU − A) = W ∗ad(U∗AU−A)W = W ∗ad(U∗AU−A)(W − I) and (W ∗AW − A) =
W ∗adAW are compact. So (U
∗AU − A) ≃ (V ∗AV − A) in view of identity (18). Turning to the proof
of the last equivalences, we note that due to the symmetry of the problem (U∗V ≃ I iff V ∗U ≃ I), it is
again enough to prove one implication. We already know that for any real-valued Φ ∈ C0(σ(U) ∪ σ(V )),
the operator Φ(V )(V ∗AV − A)Φ(V ) ≃ Φ(V )(U∗AU − A)Φ(V ). Since U ≃ V , Φ(U) ≃ Φ(V ) (by Stone-
Weierstrass Theorem). Combined with the fact that U belongs to C1(A) this implies that Φ(V )(U∗AU −
A)Φ(V ) ≃ Φ(U)(U∗AU −A)Φ(U). So far, we have proven that Φ(V )(V ∗AV −A)Φ(V ) ≃ Φ(U)(U∗AU −
A)Φ(U). The conclusion follows once noted that Φ(V )2 ≃ Φ(U)2 since Φ2 ∈ C0(σ(U) ∪ σ(V )). 
Remark: Since U∗V − I = U∗(V − U), we have that U∗V ≃ I iff U ≃ V . If the operators U
and V belong to C1(A) and if U∗V ≃ I, then adAU∗V ≃ 0 iff adA(V − U) ≃ 0. This follows from
the fact that: adA(U
∗V ) = adA(U
∗V − I) = (adAU∗) (V − U) + U∗adA(V − U) and adA(U − V ) =
(adAU) (I − U∗V )− UadA(U∗V ).
4.2 Mourre estimates
In this section, we establish some Mourre estimates for unitary Laurent operators (Proposition 4.1) and
for suitable perturbations of them (Propositions 4.2 and 4.3).
Notations. Let f ∈ C0(Td) with values in ∂D and g ∈ C0(Td) be a real-valued function. Given any
Borel set Λ ⊂ T such that eiΛ∩ Ran f 6= ∅, we define:
cΛ,f,g := min
θ∈f−1(eiΛ)
g(θ) , CΛ,f,g := max
θ∈f−1(eiΛ)
g(θ) .
If IΛ denotes the collection of all open sets Λ′ ⊂ T such that Λ ⊂ Λ′, we also write:
c♯Λ,f,g := sup
Λ′∈IΛ
cΛ′,f,g , C
♭
Λ,f,g := inf
Λ′∈IΛ
CΛ′,f,g .
Remark: We note that f−1(eiΛ) is a compact subset of Td. Clearly, c♯Λ,f,g ≤ cΛ,f,g ≤ CΛ,f,g ≤ C♭Λ,f,g.
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Proposition 4.1 Consider a non-constant symbol f ∈ C0(Td) with |f | = 1 and g = (gj)dj=1 ⊂ C2(Td) a
family of real-valued functions. Suppose there exists an open set Θ ⊂ Td, which contains the support of g
and on which f is continuously differentiable. Let Λ ⊂ T be a Borel set such that eiΛ∩ Ran f 6= ∅. Then,
CΛ,f,(−if¯∇f ·g)EΛ(Lf ) ≥ EΛ(Lf )(L∗fAgLf −Ag)EΛ(Lf ) ≥ cΛ,f,(−if¯∇f ·g)EΛ(Lf ) .
In particular, for any real-valued function φ ∈ C0(T) vanishing outside Λ,
CΛ,f,(−if¯∇f ·g)Φ(Lf )
2 ≥ Φ(Lf )(L∗fAgLf −Ag)Φ(Lf ) ≥ cΛ,f,(−if¯∇f ·g)Φ(Lf )2 .
Proof: Note that EΛ(Lf ) = χf−1(Λ)(Lf ) for any Borel set Λ ⊂ R. By Lemma 2.2, Lf ∈ C1(Ag) and
(L∗fAgLf −Ag) = (Lf¯AgLf −Ag) = L−if¯∇f ·g, hence the result. 
Proposition 4.2 Consider a non-constant symbol f ∈ C3(Td) with |f | = 1 and g = (gj)dj=1 ⊂ C2(Td)
a family of real-valued functions. Suppose there exists an open set Θ ⊂ Td, which contains the support
of g and on which f is continuously differentiable. Let Λ ⊂ T be a Borel set such that eiΛ∩ Ran f 6= ∅.
Let U ∈ C1(Ag) be a unitary operator defined on l2(Zd) such that L∗fU − I and adAgL∗fU are compact.
Then, for any real-valued function φ ∈ C0(T) vanishing outside Λ,
CΛ,f,(−if¯∇f ·g)Φ(U)
2 & Φ(U)(U∗AgU −Ag)Φ(U) & cΛ,f,(−if¯∇f ·g)Φ(U)2 . (19)
We also have that for any open set Λ′ such that Λ ⊂ Λ′,
CΛ′,f,(−if¯∇f ·g)EΛ(U) & EΛ(U)(U
∗AgU −Ag)EΛ(U) & cΛ′,f,(−if¯∇f ·g)EΛ(U) . (20)
Proof: (19) follows from the combination of Lemma 4.2 with Proposition 4.1. Now, fix an open set Λ′
such that Λ ⊂ Λ′. Apply (19) to Λ′ and any real-valued function φ ∈ C0(T) vanishing on T \ Λ′, such
that φ ↾ Λ ≡ 1 (Urysohn Lemma). After multiplying the corresponding inequalities on the left and right
by EΛ(U), we deduce (20). 
Let us reformulate Proposition 4.2 in our context.
Corollary 4.2 Consider a non-constant symbol f ∈ C3(Td) with |f | = 1. Let Λ be a Borel set such
that eiΛ ⊂ Ran f . Let U ∈ C1(Aif∇f¯ ) be a unitary operator defined on l2(Zd) such that L∗fU − I and
adif∇f¯L
∗
fU are compact. Then, for any real-valued function φ ∈ C0(T) vanishing outside Λ,
CΛ,f,|∇f |2Φ(U)
2 & Φ(U)(U∗Aif∇f¯U −Aif∇f¯ )Φ(U) & cΛ,f,|∇f |2Φ(U)2 . (21)
We also have that for any open set Λ′ such that Λ ⊂ Λ′,
CΛ′,f,|∇f |2EΛ(U) & EΛ(U)(U∗Aif∇f¯U −Aif∇f¯ )EΛ(U) & cΛ′,f,|∇f |2EΛ(U) . (22)
If eiΛ ⊂ Ran f \ f(κf), then cΛ,f,|∇f |2 > 0 and there exists an open set Λ′ containing Λ such that
cΛ′,f,|∇f |2 > 0.
Proof: (21) and (22) follow respectively from (19) and (20) by choosing g = −if∇f¯ . Now, assume eiΛ ⊂
Ran f \ f(κf). Since |∇f |2 is a continuous function on Td and f−1(eiΛ) ⊂ f−1(eiΛ) ⊂ Td \ f−1(f(κf )) ⊂
Td \κf , we deduce that cΛ,f,|∇f |2 > 0. Moreover, we can pick an open set Λ′ such that Λ ⊂ Λ′ and eiΛ′ ⊂
Ran f \ f(κf). According to what we have just proved, cΛ′,f,|∇f |2 > 0. 
Corollary 4.3 Consider a non-constant symbol f ∈ C0(Td) with |f | = 1. Let Λ ⊂ T be a Borel set
which is Mf -good and η a (Mf ,Λ)-adapted smooth real-valued function. Let U ∈ C1(Aiηf∇f¯ ) be a unitary
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operator defined on l2(Zd) such that L∗fU − I and adiηf∇f¯L∗fU are compact. Then, for any real-valued
function φ ∈ C0(T) vanishing outside Λ,
CΛ,f,η|∇f |2Φ(U)
2 & Φ(U)(U∗Aiηf∇f¯U −Aiηf∇f¯ )Φ(U) & cΛ,f,η|∇f |2Φ(U)2 (23)
where cΛ,f,η|∇f |2 > 0.
Proof: (23) follows from (19) by choosing g = −iηf∇f¯ . The function η|∇f |2 is continuous on Td. Since
eiΛ ⊂ Ran f \ f(κf), then f−1(eiΛ) ⊂ f−1(eiΛ) ⊂ Td \ f−1(f(κf )) ⊂ Td \ κf and cΛ,f,η|∇f |2 > 0. 
4.3 Proof of Theorem 2.1
By Lemma 2.2, Lf ∈ C3(Aif∇f¯ ) ⊂ C1,1(Aif∇f¯ ). Since U ∈ C1,1(Aif∇f¯ ), (L∗fU − I) ∈ C1,1(Aif∇f¯ ).
Because (L∗fU − I) is compact, adAif∇f¯L∗fU = adAif∇f¯ (L∗fU − I) is also compact by Lemma 6.4. Due to
Corollary 4.2, U is propagating w.r.t. Aif∇f¯ on any Borel set Λ such that e
iΛ ⊂ Ran f \f(κf ). Statement
(a) follows from Corollary 4.1. By requiring Λ to be an open set in this discussion, we deduce (b) from
Theorem 4.2.
4.4 Proof of Theorem 2.2
By Lemma 2.2, Lf ∈ C3(Aiηf∇f¯ ) ⊂ C1,1(Aiηf∇f¯ ). Since U ∈ C1,1(Aiηf∇f¯ ), (L∗fU − I) ∈ C1,1(Aiηf∇f¯ ).
Because (L∗fU − I) is compact, adAiηf∇f¯L∗fU is also compact by Lemma 6.4. Let Λ′ ⊂ T be a Borel
set such that Λ′ ⊂ Λ. Apply (23) to any real-valued function φ ∈ C0(T), vanishing outside Λ such that
φ ↾ Λ′ ≡ 1. Multiplying the corresponding inequalities on the left and right by EΛ′(U) entails
CΛ,f,η|∇f |2EΛ′(U) & EΛ′(U)(U∗Aiηf∇f¯U −Aiηf∇f¯ )EΛ′(U) & cΛ,f,η|∇f |2EΛ′(U)
where cΛ,f,η|∇f |2 > 0. Statement (a) follows from Corollary 4.1. Now, by requiring Λ
′ to be an open set
in this discussion, we deduce (b) from Theorem 4.2.
4.5 Proof of Proposition 2.1
We note that the symbol f is analytic and has no critical point (κf = ∅). According to Lemma 2.2,
Lf = T
α belongs to C∞(
∑d
j=1 αjXj) and (T
−α(
∑d
j=1 αjXj)T
α−(∑dj=1 αjXj)) = |α|2 (|α|2 =∑dj=1 α2j).
Since U ∈ C1(∑dj=1 αjXj) (recall that C1,1(∑dj=1 αjXj) ⊂ C1(∑dj=1 αjXj)) and ad∑dj=1 αjXjT−αU is
compact we deduce from Lemma 4.2 that:
U∗( d∑
j=1
αjXj)U − (
d∑
j=1
αjXj)

 ≃ |α|2 . (24)
Since α 6= 0, the conclusions are deduced by applying Corollary 4.1 and Theorem 4.2.
5 Propagation estimates
The commutator formalism also allows to derive some propagation estimates. In this section, f belongs
to C3(T), |f | = 1. We will also use freely the notations introduced in Section 4 and write for any ϕ ∈ DX ,
‖ϕ‖X =
√√√√‖ϕ‖2 + d∑
j=1
‖Xjϕ‖2 . (25)
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We consider first the propagation properties generated by the iterations of the unitary operator Lf :
Proposition 5.1 Consider a non-constant symbol f ∈ C3(Td) with |f | = 1. Then, for any (ϕ, ψ) ∈
H ×D(Aif∇f¯ ),
lim
n→±∞
n−1〈Lnfϕ,Aif∇f¯Lnfψ〉 = 〈ϕ,L|∇f |2ψ〉 ≥ 0 , (26)
and for any ψ ∈ DX ,
lim
n→±∞
|n|−1‖Lnfψ‖X =
√
〈ψ,L|∇f |2ψ〉 = ‖L|∇f |ψ‖ . (27)
For a similar result in the Hamiltonian case, see e.g. [2]. These estimates are preserved in a weaker form
when considering suitable unitary perturbations U of Lf . We have that:
Proposition 5.2 Consider a non-constant symbol f ∈ C3(Td) with |f | = 1. Let U ∈ ∩dj=1C1(Xj) ∩
C1(Aif∇f¯ ) be a unitary operator defined on l
2(Zd) such that L∗fU ∈ ∩dj=1C1(X2j ). Then, for any ψ ∈ DX ,
lim sup
n→±∞
|n|−1‖Unψ‖X ≤
√
‖adAif∇f¯U‖‖ψ‖ . (28)
See Section 5.3 for the proof.
Proposition 5.3 Consider a non-constant symbol f ∈ C3(Td) with |f | = 1. Let U ∈ ∩dj=1C1(Xj) ∩
C1(Aif∇f¯ ) be a unitary operator defined on l
2(Zd) such that L∗fU ∈ ∩dj=1C1(X2j ). Assume that adAif∇f¯L∗fU
and L∗fU − I are compact. Let Λ ⊂ T be a Borel set such that eiΛ ⊂ Ran f .
• For any ψ ∈ H, such that EΛ(U)ψ ∈ Hc(U) ∩DX ,√
c♯Λ,f,|∇f |2‖EΛ(U)ψ‖ ≤ lim infn→±∞ |n|
−1‖UnEΛ(U)ψ‖X
lim sup
n→±∞
|n|−1‖UnEΛ(U)ψ‖X ≤
√
C♭Λ,f,|∇f |2‖EΛ(U)ψ‖ . (29)
• Let φ ∈ C1(T) be real-valued, vanishing outside Λ with φ′ ∈ A(T). For any ψ ∈ Hc(U) ∩DX ,
√
cΛ,f,|∇f |2‖Φ(U)ψ‖ ≤ lim inf
n→±∞
|n|−1‖UnΦ(U)ψ‖X
lim sup
n→±∞
|n|−1‖UnΦ(U)ψ‖X ≤
√
CΛ,f,|∇f |2‖Φ(U)ψ‖ . (30)
• If eiΛ ⊂ Ran f \ f(κf ), then cΛ,f,|∇f |2 ≥ c♯Λ,f,|∇f |2 > 0.
See Section 5.4 for the proof. We note that if U ∈ C1,1(Aif∇f¯ ) and if L∗fU is compact, then adAif∇f¯L∗fU
is compact (see Lemma 6.4).
Remark: The construction of a non trivial vector ϕ satisfying the condition EΛ(U)ϕ ∈ Hc(U) ∩ DX in
Proposition 5.3, can be easily performed in the following situation. Let Λ ⊂ T be an open interval such
that eiΛ ⊂ Ran f \ f(κf ). If U ∈ C1(Aif∇f¯ ), it follows from Corollaries 4.1 and 4.2 that σpp(U) ∩ eiΛ
is finite. Moreover U ∈ ∩dj=1C1(Xj), so Φ(U) belong to ∩dj=1C1(Xj) for any φ ∈ C1(T) with φ′ ∈ A(T)
(see e.g. Proposition 6.5). By considering such a function φ, real-valued and vanishing outside Λ′ where
eiΛ
′
= eiΛ \ σpp(U), we define ϕ = Φ(U)ψ with ψ ∈ DX and have that EΛ(U)ϕ = ϕ ∈ DX ∩Hc(U).
In the translation case, Proposition 5.3 can be simplified as follows:
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Proposition 5.4 Let α ∈ Zd \{0}. Let U ∈ ∩dj=1C1(Xj)∩C1(
∑d
j=1 αjXj) be a unitary operator defined
on l2(Zd) such that T−αU ∈ ∩dj=1C1(X2j ). Assume that ad∑d
j=1 αjXj
T−αU is compact. Then for any
ψ ∈ Hc(U) ∩DX ,
lim
n→±∞
|n|−1‖Unψ‖X = |α|‖ψ‖ . (31)
See Section 5.5 for the proof.
Sections 5.1 and 5.2 allow to articulate the proofs of Propositions 5.2, 5.3 and 5.4 with Mourre Theory.
5.1 Preliminaries
In this section, we build on the contents of Section 4.1. H denotes a fixed infinite dimensional Hilbert
space while A is a fixed self-adjoint operator (densely) defined on H with domain D(A).
If a unitary operator U defined on H belongs to C1(A), Un ∈ C1(A) for any n ∈ Z. So for any
ψ ∈ D(A) and any n ∈ Z, Unψ ∈ D(A). Thus, according to Proposition 6.6, we have that for any
(ϕ, ψ) ∈ H×D(A) and any n ∈ N,
〈Unϕ,AUnψ〉 − 〈ϕ,Aψ〉 =
n−1∑
m=0
〈Umϕ, (U∗AU −A)Umψ〉 (32)
〈U∗nϕ,AU∗nψ〉 − 〈ϕ,Aψ〉 = −
n∑
m=1
〈U∗mϕ, (U∗AU −A)U∗mψ〉 (33)
We recall that (U∗AU − A) is the (unique) bounded operator associated to the sesquilinear form F o+
defined in Lemma 4.1 and that (U∗AU −A) = U∗adAU . Similar formulas can be drawn where the RHS
of (32) and (33) are expressed in terms of (A− UAU∗) instead of (U∗AU −A). It follows that:
Proposition 5.5 Let U be a unitary operator in C1(A). Then, for any (ϕ, ψ) ∈ H×D(A),
lim sup
n→±∞
|n|−1|〈Unϕ,AUnψ〉| ≤ C‖ϕ‖‖ψ‖ ,
where C = ‖(U∗AU −A)‖ = ‖adAU‖ = ‖adAU∗‖ = ‖(A− UAU∗)‖.
Proof: According to Lemma 6.5 (recall that ‖U‖ = ‖U−1‖ = 1), if U belongs to C1(A), then for all
n ∈ N, |〈Unϕ,AUnψ〉 − 〈ϕ,Aψ〉| ≤ Cn‖ϕ‖‖ψ‖ and |〈ϕ,Aψ〉 − 〈U∗nϕ,AU∗nψ〉| ≤ Cn‖ϕ‖‖ψ‖, which
proves the result. 
Remark: If a unitary operator U belongs to C1(A) and commutes with (U∗AU −A), then
〈Unϕ,AUnψ〉 = 〈ϕ,Aψ〉 + n〈ϕ, (U∗AU −A)ψ〉 (34)
for any (ϕ, ψ) ∈ H ×D(A) and for all n ∈ Z.
Remark: Let U ∈ C1(A). We claim that U commutes with (U∗AU −A) if and only if it commutes with
adAU . Note that given any B ∈ B(H): 0 = [B,U−1U ] = U−1[B,U ] + [B,U−1]U . This means that if the
unitary operator U belongs to C1(A), [(U∗AU −A), U ] = 0 if and only if [(U∗AU −A), U∗] = 0. On the
other hand, U is normal and (U∗AU −A) = U∗(adAU) (see e.g. Lemma 4.1), which implies our claim.
Let U be a unitary operator acting onH and ϕ ∈ Hc(U) whereHc(U) denotes the continuous subspace
of U . It follows from RAGE Theorem (see e.g. Theorem 3.2 in [7]) that:
lim
n→∞
1
n
n−1∑
m=0
‖KUmϕ‖ = lim
n→∞
1
n
n∑
m=1
‖KU∗mϕ‖ = 0 . (35)
for any compact operator K. This allows us to prove that:
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Lemma 5.1 Let U be a unitary operator which belongs to C1(A) such that: (U∗AU −A) = B+K where
B is a bounded operator that commutes with U and K is compact. Let (ϕ, ψ) ∈ H × D(A) and assume
that either ϕ or ψ belong to Hc(U). Then,
lim
n→±∞
n−1〈Unϕ,AUnψ〉 = 〈ϕ,Bψ〉 .
Proof: First note that (32) and (33) rewrite: for all n ∈ N,
〈Unϕ,AUnψ〉 − 〈ϕ,Aψ〉 = n〈ϕ,Bψ〉+
n−1∑
m=0
〈Umϕ,KUmψ〉
〈U∗nϕ,AU∗nψ〉 − 〈ϕ,Aψ〉 = −n〈ϕ,Bψ〉 −
n∑
m=1
〈U∗mϕ,KU∗mψ〉 .
The conclusion follows from (35) since K and K∗ are simultaneously compact. 
In a more general setup, let U ∈ C1(A) and let us assume there exist two operators B and K,
respectively bounded and compact such that (U∗AU − A) R B + K. Since for all n ∈ Z, Un leaves
Hc(U) ∩ D(A) invariant, it follows from (32), (33) and (35) that for all ϕ ∈ Hc(U) ∩ D(A),
lim inf
n→∞
n−1〈Unϕ,AUnϕ〉 R lim inf
n→∞
n−1
n−1∑
m=0
〈Umϕ,BUmϕ〉
lim inf
n→−∞
n−1〈Unϕ,AUnϕ〉 R lim inf
n→−∞
|n|−1
|n|∑
m=1
〈U∗mϕ,BU∗mϕ〉
lim sup
n→∞
n−1〈Unϕ,AUnϕ〉 R lim sup
n→∞
n−1
n−1∑
m=0
〈Umϕ,BUmϕ〉
lim sup
n→−∞
n−1〈Unϕ,AUnϕ〉 R lim sup
n→−∞
|n|−1
|n|∑
m=1
〈U∗mϕ,BU∗mϕ〉 .
Following the same idea, we have also that:
Proposition 5.6 Let Θ ⊂ T be a Borel set, φ ∈ C0(T) and U ∈ C1(A).
• If cEΘ(U) . EΘ(U)(U∗AU − A)EΘ(U) for some c ∈ R, then for any ϕ ∈ H such that EΘ(U)ϕ ∈
Hc(U) ∩D(A),
c‖EΘ(U)ϕ‖2 ≤ lim inf
n→±∞
n−1〈UnEΘ(U)ϕ,AUnEΘ(U)ϕ〉 .
• If EΘ(U)(U∗AU −A)EΘ(U) . CEΘ(U) for some C ∈ R, then for any ϕ ∈ H such that EΘ(U)ϕ ∈
Hc(U) ∩D(A),
lim sup
n→±∞
n−1〈UnEΘ(U)ϕ,AUnEΘ(U)ϕ〉 ≤ C‖EΘ(U)ϕ‖2 .
• If cΦ(U)2 . Φ(U)(U∗AU − A)Φ(U) for some c ∈ R, then for any ϕ ∈ H such that Φ(U)ϕ ∈
Hc(U) ∩D(A),
c‖Φ(U)ϕ‖2 ≤ lim inf
n→±∞
n−1〈UnΦ(U)ϕ,AUnΦ(U)ϕ〉 .
• If Φ(U)(U∗AU − A)Φ(U) . CΦ(U)2 for some C ∈ R, then for any ϕ ∈ H such that Φ(U)ϕ ∈
Hc(U) ∩D(A),
lim sup
n→±∞
n−1〈UnΦ(U)ϕ,AUnΦ(U)ϕ〉 ≤ C‖Φ(U)ϕ‖2 .
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5.2 Preliminaries. Continued
We come back to the context and notations of Section 2.
Proposition 5.7 Let U be a unitary operator defined on l2(Zd). Assume that U belongs to ∩dj=1C1(Xj)
and write: Cj := (Xj − UXjU∗), j ∈ {1, . . . , d}. Then, for any ψ ∈ DX and all n ∈ N,
‖Unψ‖2X − ‖ψ‖2X = 2
n∑
m=1
d∑
j=1
ℜ〈CjUmψ,XjUmψ〉 −
n∑
m=1
d∑
j=1
‖CjUmψ‖2 (36)
‖U∗nψ‖2X − ‖ψ‖2X = −2
n−1∑
m=0
d∑
j=1
ℜ〈CjU∗mψ,XjU∗mψ〉+
n−1∑
m=0
d∑
j=1
‖CjU∗mψ‖2 . (37)
If lim supn→±∞ |n|−1|
∑d
j=1ℜ〈CjUnψ,XjUnψ〉| <∞, then
lim sup
n→±∞
|n|−1‖Unψ‖X ≤

lim sup
n→±∞
|n|−1|
d∑
j=1
ℜ〈CjUnψ,XjUnψ〉|


1
2
.
If 0 ≤ lim infn→±∞ n−1
∑d
j=1 ℜ〈CjUnψ,XjUnψ〉 ≤ lim supn→±∞ n−1
∑d
j=1 ℜ〈CjUnψ,XjUnψ〉 < ∞,
then √√√√lim inf
n→±∞
n−1
d∑
j=1
ℜ〈CjUnψ,XjUnψ〉 ≤ lim inf
n→±∞
|n|−1‖Unψ‖X
lim sup
n→±∞
|n|−1‖Unψ‖X ≥
√√√√lim sup
n→±∞
n−1
d∑
j=1
ℜ〈CjUnψ,XjUnψ〉 .
Proof: If U ∈ ∩dj=1C1(Xj) then for any vector ψ ∈ DX , the vectors Unψ also belong to DX for all n ∈ Z.
The operators Cj are bounded for all j ∈ {1, . . . , d}. Now, fix j ∈ {1, . . . , d} and ψ ∈ DX . One has that
for all n ∈ N,
‖XjUnψ‖2 − ‖Xjψ‖2 =
n∑
m=1
‖XjUmψ‖2 − ‖UXjU∗Umψ‖2
= 2
n∑
m=1
ℜ〈CjUmψ,XjUmψ〉 −
n∑
m=1
‖CjUmψ‖2
‖XjU∗nψ‖2 − ‖Xjψ‖2 =
n−1∑
m=0
‖UXjU∗U∗mψ‖2 − ‖XjU∗mψ‖2
= −2
n−1∑
m=0
ℜ〈CjU∗mψ,XjU∗mψ〉+
n−1∑
m=0
‖CjU∗mψ‖2 .
Note that supm∈Z ‖CjUmψ‖2 ≤ ‖Cj‖2‖ψ‖2. The conclusions follow after summing over j ∈ {1, . . . , d} in
the previous identities. 
Corollary 5.1 Let U be a unitary operator defined on l2(Zd). Assume that U belongs to ∩dj=1C1(Xj)
and that U commutes with Cj := (Xj − UXjU∗) (or equivalently with adXjU) for all j ∈ {1, . . . , d}.
Then, for any ψ ∈ DX and all n ∈ Z,
‖Unψ‖2X − ‖ψ‖2X = n2
d∑
j=1
‖Cjψ‖2 + 2n
d∑
j=1
ℜ〈Cjψ,Xjψ〉 . (38)
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Proof: For all j ∈ {1, . . . , d}, all ψ ∈ DX and all m ∈ Z, we have that: ‖CjUmψ‖ = ‖Cjψ‖ and
〈CjUmψ,XjUmψ〉 = 〈UmCjψ,XjUmψ〉 = 〈Cjψ,Xjψ〉+m〈Cjψ,U∗(Xj − UXjU∗)Uψ〉
= 〈Cjψ,Xjψ〉+m‖Cjψ‖2 .
The result follows by plugging the former identity into (36) and (37). 
The proofs of Propositions 5.2 and 5.3 require also the following result:
Lemma 5.2 Let H be a Hilbert space and A a self-adjoint operator with domain D(A) ⊂ H. Let U be a
unitary operator defined on H. If U belongs to C1(A) ∩C1(A2), then the sesquilinear forms Q+ and Q−
defined on D(A) ×D(A) by
Q+(ϕ, ψ) = 〈(U∗AU − A)ϕ,Aψ〉+ 〈Aϕ, (U∗AU −A)ψ〉
Q−(ϕ, ψ) = 〈(A− UAU∗)ϕ,Aψ〉+ 〈Aϕ, (A − UAU∗)ψ〉
extend as bounded forms on H×H.
Proof: First, we observe that D(A2) is a core for A (see [24] for details). Second, UD(A) = D(A) and
UD(A2) = D(A2). So, it is enough to see that for all (ϕ, ψ) ∈ D(A2)×D(A2)
Q+(ϕ, ψ) = 〈ϕ, (U∗A2U −A2)ψ〉 − 〈[A,U ]ϕ, [A,U ]ψ〉
= 〈ϕ, (U∗A2U −A2)ψ〉 − 〈(U∗AU −A)ϕ, (U∗AU −A)ψ〉
Q−(ϕ, ψ) = 〈ϕ, (A2 − UA2U∗)ψ〉 − 〈[A,U∗]ϕ, [A,U∗]ψ〉
= 〈ϕ, (A2 − UA2U∗)ψ〉 − 〈(A− UAU∗)ϕ, (A − UAU∗)ψ〉 .

This allows us to prove that:
Lemma 5.3 Let f ∈ C1(T), |f | = 1. Let U ∈ ∩dj=1C1(Xj) be a unitary operator defined on l2(Zd)
such that W := L∗fU ∈ ∩dj=1C1(X2j ). Then, W ∈ ∩dj=1C1(Xj) and the sesquilinear form Q0 defined on
DX ×DX by:
Q0(ϕ, ψ) :=
d∑
j=1
〈(Xj −WXjW ∗)L∗fϕ,L∗fXjψ〉
is continuous for the topology induced by H×H.
Proof: It follows from Lemma 2.2, that Lf (and L
∗
f) belongs to ∩dj=1C1(Xj). In particular, L∗fDX ⊂ DX
(Proposition 6.2) and W ∈ ∩dj=1C1(Xj) (Proposition 6.3). This allows us to define for j ∈ {1, . . . , d}
the bounded operators Cj,W := (Xj − WXjW ∗) according to Lemma 4.1 and we have that for all
(ϕ, ψ) ∈ DX ×DX ,
Q0(ϕ, ψ) =
d∑
j=1
〈Cj,WL∗fψ,XjL∗fψ〉 −
d∑
j=1
〈Cj,WL∗fψ, [Xj , L∗f ]ψ〉 ,
where [Xj , L
∗
f ] = [Xj , Lf¯ ] = L−i∂f¯ for j ∈ {1, . . . , d}. The fact that W and Lf belong to ∩dj=1C1(Xj)
implies that the modulus of the last sum on the RHS is bounded by ‖ϕ‖‖ψ‖ up to some multiplicative
constant which depends on f and W . Since W ∈ ∩dj=1C1(X2j ), the modulus of the first sum on the RHS
is also bounded by ‖ϕ‖‖ψ‖ up to some multiplicative constant which depends on W by Lemma 5.2. This
proves the lemma. 
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5.3 Proof of Proposition 5.1
For f ∈ C3(Td), it follows from Lemma 2.2 that Lf ∈ C1(Aif ·∇f¯ ) and (L∗fAif ·∇f¯Lf −Aif ·∇f¯ ) = L|∇f |2 .
L|∇f |2 commutes with Lf . By (34), we have that for all (ϕ, ψ) ∈ H ×D(A),
〈Lnfϕ,Aif ·∇f¯Lnfψ〉 = 〈ϕ,Aif ·∇f¯ψ〉+ n〈ϕ,L|∇f |2ψ〉
which proves (26). As shown in Section 2.2. we also have that Lf ∈ ∩dj=1C1(Xj) and Cj := (Xj −
LfXjL
∗
f) = −Lf(adXjL∗f) = iLfL∂j f¯ for all j ∈ {1, . . . , d}. So, Cj commutes with Lf for j ∈ {1, . . . , d}.
Since |f | = 1, we have that for any ψ ∈ H,
d∑
j=1
‖Cjψ‖2 =
d∑
j=1
‖iLfL∂j f¯ψ‖2 =
d∑
j=1
〈ψ,L|∂jf |2ψ〉 = 〈ψ,L|∇f |2ψ〉 .
Statement (27) follows from (38).
5.4 Proof of Proposition 5.2
Let us adopt some local notations: if V is a unitary operator defined on l2(Zd), which belongs to C1(Xj)
for some j ∈ {1, . . . , d}, we write Cj,V = (Xj − V XjV ∗), according to Lemma 4.1.
Since U ∈ C1(Aif∇f¯ ), we deduce from Proposition 5.5 that for any (ϕ, ψ) ∈ H×D(Aif∇f¯ ),
lim sup
n→±∞
|n|−1|〈Unϕ,Aif∇f¯Unψ〉| ≤ ‖adAif·∇f¯U‖‖ϕ‖‖ψ‖ . (39)
By Lemma 2.2 (resp. by hypothesis), Lf (resp. U) belongs to ∩dj=1C1(Xj). So, W := L∗fU and Un
also belong to ∩dj=1C1(Xj) for any n ∈ Z. For j ∈ {1, . . . , d}, we can split Cj,U as follows: Cj,U =
Cj,Lf +LfCj,WL
∗
f , where Cj,Lf = Lif∂j f¯ . For any n ∈ Z and any ψ ∈ DX , one has that Unψ ∈ DX and
d∑
j=1
ℜ〈Cj,UUnψ,XjUnψ〉 − 〈Unψ,Aif∇f¯Unψ〉 = ℜ (Q0(Unψ,Unψ)) .
According to Lemma 5.3, there exists C > 0, such that for all ψ ∈ DX and all n ∈ Z, |Q0(Unψ,Unψ)| ≤
C‖ψ‖2. It follows from (39) that for any ψ ∈ DX (DX ⊂ D(Aif∇f¯ )),
lim sup
n→±∞
|n|−1
∣∣∣∣∣∣
d∑
j=1
ℜ〈Cj,UUnψ,XjUnψ〉
∣∣∣∣∣∣ ≤ ‖adAif·∇f¯U‖‖ψ‖2 .
This concludes the proof in view of Proposition 5.7.
5.5 Proof of Proposition 5.3
Since U ∈ C1(Aif∇f¯ ), we deduce from the hypotheses, Corollary 4.2 and Proposition 5.6 that for all
ψ ∈ H such that EΛ(U)ψ ∈ Hc(U) ∩ D(Aif∇f¯ ),
c♯Λ,f,|∇f |2‖EΛ(U)ψ‖2 ≤ lim infn→±∞ n
−1〈UnEΛ(U)ψ,Aif∇f¯UnEΛ(U)ψ〉
≤ lim sup
n→±∞
n−1〈UnEΛ(U)ψ,Aif∇f¯UnEΛ(U)ψ〉 ≤ C♭Λ,f,|∇f |2‖EΛ(U)ψ‖2 .(40)
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Now, we follow the proof and notations of Proposition 5.2. By Lemma 2.2 (resp. by hypothesis), Lf
(resp. U) belongs to ∩dj=1C1(Xj). The operators W := L∗fU and Un also belong to ∩dj=1C1(Xj) for any
n ∈ Z. So, for j ∈ {1, . . . , d}, we split Cj,U as before: Cj,U = Cj,Lf + LfCj,WL∗f , where Cj,Lf = Lif∂j f¯ .
For any n ∈ Z and any ψ ∈ H such that EΛ(U)ψ ∈ DX , one also has that UnEΛ(U)ψ ∈ DX and
d∑
j=1
ℜ〈Cj,UUnEΛ(U)ψ,XjUnEΛ(U)ψ〉−〈UnEΛ(U)ψ,Aif∇f¯UnEΛ(U)ψ〉 = ℜ (Q0(UnEΛ(U)ψ,UnEΛ(U)ψ)) ,
where |Q0(UnEΛ(U)ψ,UnEΛ(U)ψ)| ≤ C‖ψ‖2 for some C > 0 according to Lemma 5.3. It follows from
(40) that for any ψ ∈ H such that EΛ(U)ψ ∈ Hc(U) ∩ DX (DX ⊂ D(Aif∇f¯ )),
c♯Λ,f,|∇f |2‖EΛ(U)ψ‖2 ≤ lim infn→±∞ n
−1
d∑
j=1
ℜ〈Cj,UUnEΛ(U)ψ,XjUnEΛ(U)ψ〉
≤ lim sup
n→±∞
n−1
d∑
j=1
ℜ〈Cj,UUnEΛ(U)ψ,XjUnEΛ(U)ψ〉 ≤ C♭Λ,f,|∇f |2‖EΛ(U)ψ‖2 .
We deduce (29) from Proposition 5.7. Now, consider φ ∈ C0(T) vanishing outside the Borel set Λ ⊂ T.
By substituting c♯Λ,f,|∇f |2 to cΛ,f,|∇f |2 , C
♭
Λ,f,|∇f |2 to CΛ,f,|∇f |2 and EΛ(U)ψ to Φ(U)ψ in the proof of
(29), we can also prove (30) along the same lines but for any ψ ∈ H such that Φ(U)ψ ∈ Hc(U) ∩ DX .
The last step consists in using Proposition 6.5 and noting that Φ(U) belongs to ∩dj=1C1(Xj) whenever
U ∈ ∩dj=1C1(Xj), φ ∈ C1(T) and φ′ ∈ A(T). For any such function φ, we have that for any n ∈ Z,
Φ(U)Unψ ∈ DX if ψ ∈ DX . This completes the proof of (30). The last statement follows from the last
comment in Corollary 4.2.
5.6 Proof of Proposition 5.4
According to (24), if U ∈ C1(∑dj=1 αjXj) and ad∑dj=1 αjXjT−αU is compact, then (U∗(∑dj=1 αjXj)U −
(
∑d
j=1 αjXj)) ≃ |α|2. Let (ϕ, ψ) ∈ H × D(
∑d
j=1 αjXj). If either ϕ or ψ belongs to Hc(U), then we get
from Lemma 5.1,
lim
n→±∞
n−1〈Unψ, (
d∑
j=1
αjXj)U
nψ〉 = |α|2〈ϕ, ψ〉 . (41)
Combining statement (41) with the strategy developed in Sections 5.4 and 5.5, we obtain that for any
ψ ∈ DX ∩Hc(U),
lim
n→±∞
n−1
d∑
j=1
ℜ〈Cj,UUnψ,XjUnψ〉 = |α|2‖ψ‖2 ,
which proves (31) in view of Proposition 5.7.
6 On Regularity Classes
We have gathered some elementary properties of the regularity classes Ck(A) and Cs,p(A) that are used
throughout the paper. For more details see Chapter 5 in [1] or [4]. In the following, H denotes a fixed
infinite dimensional Hilbert space, while A is a fixed self-adjoint operator (densely) defined on H with
domain D(A). S denotes a dense linear subspace of H.
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6.1 Main Properties
In section 2.2, the regularity of a bounded operator defined on H w.r.t A is expressed in terms of the
derivation defined on B(H) by the operation adA. From a theoretical point of view, it is often convenient
to have in mind the equivalence described by Proposition 6.1. Given B ∈ B(H), we define the strongly
continuous function WB by:
WB : R → B(H)
t 7→ eiAtBe−iAt .
Proposition 6.1 Let k ∈ N. The following statements are equivalent:
• B ∈ Ck(A)
• The map WB is Ck with respect to the strong topology on B(H).
• The map WB is Ck with respect to the weak topology on B(H).
Moreover, W(k)B (0) = ikadkAB.
See Proposition 5.1.2 and Lemma 6.2.9 in [1]. Alternative characterizations are developed in Section 6.2.
According to the notations of Proposition 6.1, B(H) = C0(A) and for anyB ∈ B(H),WB(0) = B = ad0AB.
For all nonnegative integers k, Ck(A) is clearly a vector subspace of B(H) and Ck+1(A) ⊂ Ck(A). We
have that:
Proposition 6.2 If B ∈ C1(A), then B(D(A)) ⊂ D(A).
Proposition 6.3 Let k ∈ N and (B,C) ∈ Ck(A)× Ck(A). then,
• B∗ ∈ Ck(A) and for all j ∈ {0, . . . , k}, adjAB∗ = (−1)j(adjAB)∗
• BC ∈ Ck(A) and for all j ∈ {1, . . . , k},
adjABC =
∑
l1+l2=j
j!
l1!l2!
(adl1AB)(ad
l2
AC) .
In particular, adABC = (adAB)C +B(adAC)
• for all j ∈ {0, . . . , k}, adjAB ∈ Ck−j(A).
• If B is invertible (i.e B−1 ∈ B(H)) and B ∈ C1(A), then B−1 ∈ C1(A): adAB−1 = −B−1(adAB)B−1.
See Propositions 5.1.2, 5.1.5, 5.1.6, 5.1.7 in [1] for a proof. Combining the last statements of Proposition
6.3, we deduce that if an invertible bounded operator B belongs to Ck(A), then its inverse B−1 also
belongs to Ck(A).
As anticipated in Section 2, it also possible to deal with intermediate scales of regularity:
Definition 6.1 Given a Hilbert space H, let B ∈ B(H) and A be a self-adjoint operator, densely defined
on H. For s > 0, p ∈ [1,∞), we say that B belongs to the class Cs,p(A) if there exists l > s such that:
∫ 1
−1
‖
l∑
m=0
(−1)m
(
l
m
)
eimAτBe−imAτ‖p dτ|τ |sp+1 <∞ . (42)
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The classes Cs,p(A)(s > 0, p ∈ [1,∞)) are also vector subspaces of B(H). In addition, we have that:
Proposition 6.4 Let (s, p) ∈ N and (B,C) ∈ Cs,p(A)× Cs,p(A). then,
• B∗ ∈ Cs,p(A)
• BC ∈ Cs,p(A)
• If s = k + σ with k ∈ N, σ ∈ (0, 1] and j ∈ {0, . . . , k}, adjAB ∈ Cs−j,p(A).
• If B is invertible, i.e B−1 ∈ B(H), then B−1 ∈ Cs,p(A).
See Propositions 5.2.2, 5.2.3, 5.2.4 in [1] for a proof.
The relationships between these regularity classes with the self-adjoint functional calculus are deeply
analyzed in [1] (Theorem 6.2.5, Corollary 6.2.6) and [11]. In the unitary context, we also have that:
Proposition 6.5 Let k ∈ N and φ ∈ C0(T). Assume that U ∈ Ck(A) and that (mkφˆm)m∈Z ∈ l1(Z)
where (φˆm)m∈Z denotes the sequence of Fourier coefficients of φ. Then, Φ(U) ∈ Ck(A) and for all
j ∈ {0, . . . , k},
adjAΦ(U) =
∑
m∈Z
φˆmad
j
AU
m .
Remark: If φ ∈ Ck(T) and φ(k) ∈ A(T), then (mkφˆm)m∈Z ∈ l1(Z) [6].
The proof of Proposition 6.5 is based on the following lemmata whose proofs can also be found in [8]:
Lemma 6.1 Let (Bn)n∈N ⊂ C1(A). Assume that the sequences (Bn) and (adABn) converge weakly to
some (bounded) operators C0 and C1 respectively. Then, C0 = w − limBn belongs to C1(A) and
adAC0 = C1 .
Proof: It follows from the hypotheses that the sequences (Bn)n∈N and (adABn)n∈N are uniformly
bounded. In particular, there exists C > 0 such that for all (ϕ, ψ) ∈ D(A) ×D(A) and all n ∈ N,
|〈Aϕ,Bnψ〉 − 〈Bnϕ,Aψ〉| ≤ C‖ϕ‖‖ψ‖ . (43)
On the other hand, for all (ϕ, ψ) ∈ D(A) ×D(A),
〈Aϕ,C0ψ〉 − 〈C0ϕ,Aψ〉 = lim
n→∞
〈Aϕ,Bnψ〉 − 〈Bnϕ,Aψ〉
= lim
n→∞
〈ϕ, adABnψ〉 = 〈ϕ,C1ψ〉 .
By taking the limit in (43), we deduce that the operator C0 ∈ C1(A) and adAC0 = limn→∞ adABn. 
By induction, we get:
Lemma 6.2 Let k ∈ N, (Bn)n∈N ⊂ Ck(A). Assume that for all j ∈ {0, . . . , k}, the sequences (adjABn)
converge weakly to some (bounded) operator Cj respectively. Then, C0 = w − limn→∞Bn belongs to
Ck(A) and for all j ∈ {0, . . . , k},
adjAC0 = Cj .
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Lemma 6.3 Let k ∈ N. Assume that U ∈ Ck(A). Then, for all n ∈ Z, Un ∈ Ck(A). Moreover, there
exists C > 0 such that for all j ∈ {0, . . . , k} and all |n| ≥ j,
‖adjAUn‖ ≤ Cj |n|j ,
where C :=
√∑k
j=0 ‖adjAU‖2 ≥ ‖ad0AU‖ = ‖U‖ = 1.
Proof: The first part is a consequence of Proposition 6.3. To prove the second part, it is enough to
consider the case of positive n (see again Proposition 6.3). We have that:
adjAU
n =
∑
(j1,...,jn)∈{0,...,j}n,j1+...+jn=j
(
j
j1 . . . jn
)
(adj1AU) . . . (ad
jn
A U) .
Let n ≥ j. For each term involved in the sum on the RHS, at least (n − j) indices jn’s are zero. Since
‖ad0AU‖ = ‖U‖ = 1, each one of these terms can be estimated by Cj . Since the sum on the RHS involves
nj terms, the estimate follows. 
Proof of Proposition 6.5: We have that: Φ(U) =
∑
m∈Z φˆmU
m where the series on the RHS is norm
convergent. Since (mkφˆm)m∈Z ∈ l1(Z), it follows from Lemma 6.3 that for all j ∈ {0, . . . , k}, the series∑
m φˆmad
j
AU
m is norm convergent. The conclusion follows by applying Lemma 6.2. 
Lemma 6.4 If B is a compact operator defined on H which belongs to C1,1(A), then adAB is also
compact.
The proof is the remark (ii) made in the proof of Theorem 7.2.9 in [1]. Due to the inclusions (5.2.10) noted
in [1], adAB can be expressed as the norm-limit of the family of compact operators (−iε−1(eiAεBe−iAε−
B))ε>0 when ε tends to 0.
6.2 Some Equivalences
We conclude this paper by various characterizations of the class C1(A) for invertible operators. These
results build over Lemma 2.1 in [3]. We say that V ∈ B(H) is invertible if V is boundedly invertible, i.e.
its inverse V −1 belongs to B(H).
As a general remark, we recall that a bounded invertible operator V belongs to C1(A) if and only if
V −1 belongs to C1(A). Then, for any n ∈ Z, V n ∈ C1(A) and V nD(A) = D(A) (see e.g. Propositions
6.2 and 6.3).
Lemma 6.5 Let V ∈ C1(A) be a bounded invertible operator and consider the sesquilinear forms (Fn)n∈Z
defined on D(A) × D(A) by Fn(ϕ, ψ) := 〈ϕ, V −nAV nψ〉 − 〈ϕ,Aψ〉 if n ≥ 0 and Fn(ϕ, ψ) := 〈ϕ,Aψ〉 −
〈ϕ, V −nAV nψ〉 if n < 0. Then, the forms (Fn)n∈Z are continuous for the topology induced by H × H:
namely, for all (ϕ, ψ) ∈ D(A) ×D(A) and all n ∈ Z,
|Fn(ϕ, ψ)| ≤ C|n|B2|n|−1‖ϕ‖‖ψ‖ ,
where B := max ‖V ±1‖ and C := max ‖adAV ±1‖. Each form Fn extend continuously as a bounded
sesquilinear form F on on H × H. For n ≥ 0 (resp. n < 0), denote by (V −nAV n − A)o (resp. (A −
V −nAV n)o) the (unique) bounded linear operator associated to F on . Then, we have that: (V
−nAV n −
A)o = V −n(adAV
n) (resp. (A− V −nAV n)o = −V −n(adAV n)).
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Proof: If V belongs to C1(A), then for any n ∈ Z, (V n)∗ = (V ∗)n also belong to C1(A) and (V n)∗D(A) =
D(A). The proof for the case n = 0 is clear. The proofs for n > 0 and n < 0 are similar. We restrict our
discussion to the case n > 0. Given any (ϕ, ψ) ∈ D(A)× D(A),
Fn(ϕ, ψ) = 〈(V −n)∗ϕ,AV nψ〉 − 〈(V n)∗(V −n)∗ϕ,Aψ〉
= 〈A(V −n)∗ϕ, V nψ〉 − 〈(V −n)∗ϕ, V nAψ〉 = 〈(V −n)∗ϕ, (adAV n)ψ〉
|Fn(ϕ, ψ)| ≤ ‖adAV n‖B|n|‖ϕ‖ ‖ψ‖ .
Given n ∈ N, adAV n =
∑n−1
k=0 V
k (adAV )V
n−1−k. It follows that ‖adAV n‖ ≤ C|n|B|n|−1, hence the first
statement of the lemma. We have that for all (ϕ, ψ) ∈ D(A)×D(A), Fn(ϕ, ψ) = 〈(V −n)∗ϕ, (adAV n)ψ〉 =
〈ϕ, V −n(adAV n)ψ〉. Extending this identity by continuity on H × H implies the second part of the
Lemma. 
Remark: The continuity property introduced in Lemma 6.5 also implies that for any (ϕ, ψ) ∈ H×D(A):
F on(ϕ, ψ) = 〈ϕ, (V −nAV n − A)oψ〉 = 〈ϕ, V −nAV nψ〉 − 〈ϕ,Aψ〉 if n ≥ 0 and F on(ϕ, ψ) = 〈ϕ, (A −
V −nAV n)oψ〉 = 〈ϕ,Aψ〉 − 〈ϕ, V −nAV nψ〉 if n < 0. We deduce that:
Proposition 6.6 Let V ∈ C1(A) be invertible. Then, for any (ϕ, ψ) ∈ H ×D(A) and any n ∈ N,
〈ϕ, V −nAV nψ〉 − 〈ϕ,Aψ〉 =
n−1∑
m=0
〈ϕ, V −m(V −1AV −A)oVmψ〉
〈ϕ, V nAV −nψ〉 − 〈ϕ,Aψ〉 = −
n∑
m=1
〈ϕ, V m(V −1AV −A)oV −mψ〉
A similar result can be drawn replacing (V −1AV −A)o by (A− V AV −1)o in Proposition 6.6.
Now, we establish various converse statements to Lemma 6.5.
Lemma 6.6 Let V ∈ B(H) be invertible and S be a core for A. Assume that V S ⊂ S and that the
sesquilinear form G+ defined on S × S by G+(ϕ, ψ) := 〈ϕ, V −1AV ψ〉 − 〈ϕ,Aψ〉 is continuous for the
topology induced by H ×H. Then, V (and V −1) belongs to C1(A). If we denote by Go+ the continuous
extension of G+ to H ×H and by B+ the (unique) bounded operator associated to Go+, we get V B+ =
adAV .
Proof: Note first that for any (ϕ, ψ) ∈ H × S, Go+(ϕ, ψ) = 〈ϕ,B+ψ〉 = 〈ϕ, V −1AV ψ〉 − 〈ϕ,Aψ〉. We
have that for all (ϕ, ψ) ∈ S × S,
〈Aϕ, V ψ〉 − 〈ϕ, V Aψ〉 = 〈(V −1)∗V ∗ϕ,AV ψ〉 − 〈V ∗ϕ,Aψ〉 = 〈V ∗ϕ, V −1AV ψ〉 − 〈V ∗ϕ,Aψ〉
= Go+(V
∗ϕ, ψ) . (44)
This implies that: |〈Aϕ, V ψ〉 − 〈ϕ, V Aψ〉| ≤ C‖ϕ‖‖ψ‖ for some C > 0 and all (ϕ, ψ) ∈ S × S. Since
S is a core for A, these estimates extend over D(A) × D(A) hence V ∈ C1(A). So, (44) rewrites:
〈ϕ, (adAV )ψ〉 = 〈V ∗ϕ,B+ψ〉 = 〈ϕ, V B+ψ〉 for all (ϕ, ψ) ∈ D(A) × D(A). Extending this identity by
continuity on H×H concludes the proof. 
Remark: Under the hypotheses of Lemma 6.6, we also deduce that adAV
−1 = −V −1(adAV )V −1 =
−B+V −1 (see e.g. Proposition 6.3).
If S = D(A) in Lemma 6.6, the form G+ coincides with the form F1 defined in Lemma 6.5. In this
case, we would recover the identity V (V −1AV −A)o = adAV . Actually, we have that:
Lemma 6.7 Let V ∈ B(H) be invertible and S be a core for A. Assume that V S ⊂ S and that the
sesquilinear form G+ defined on S × S by G+(ϕ, ψ) := 〈ϕ, V −1AV ψ〉 − 〈ϕ,Aψ〉 is continuous for the
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topology induced by H ×H. Let us denote by Go+ the continuous extension of G+ to H ×H and by B+
the bounded operator associated to Go+. Then,
• V (and V −1) belongs to C1(A),
• VD(A) ⊂ D(A) and the sesquilinear form F1 defined on D(A)×D(A) by F1(ϕ, ψ) := 〈ϕ, V −1AV ψ〉 −
〈ϕ,Aψ〉 is continuous for the topology induced by H×H,
• if F o1 and (V −1AV − A)o denote respectively the continuous extension of F1 to H × H and the
bounded operator associated to F o1 , we get: F
o
1 = G
o
+ and B+ = (V
−1AV −A)o.
In particular, V B+ = V (V
−1AV −A)o = adAV .
Proof: The first statement quotes Lemma 6.6. The remaining parts follow from Lemma 6.5 once observed
that G+ = F1 ↾ S × S and that S × S is dense in H×H. 
Permuting the roles of V and V −1, we also have that:
Lemma 6.8 Let V ∈ B(H) be invertible and S be a core for A. Assume that V −1S ⊂ S and that the
sesquilinear form G− defined on S × S by G−(ϕ, ψ) := 〈ϕ,Aψ〉 − 〈ϕ, V AV −1ψ〉 is continuous for the
topology induced by H ×H. Then, V −1 (and V ) belongs to C1(A). If we denote by Go− the continuous
extension of G− to H × H and by B− the (unique) bounded operator associated Go−, we get V −1B− =
−adAV −1.
Remark: Under the hypotheses of Lemma 6.8, we also deduce that adAV = −V (adAV −1)V = B−V .
If S = D(A) in Lemma 6.8, the form G− coincides with F−1 defined in Lemma 6.5. In this case, we
would recover the identity V −1(A− V AV −1)o = −adAV −1. Actually, we have that:
Lemma 6.9 Let V ∈ B(H) be invertible operator and S be a core for A. Assume that V −1S ⊂ S and
that the sesquilinear form G− defined on S × S by G−(ϕ, ψ) := 〈ϕ,Aψ〉 − 〈ϕ, V AV −1ψ〉 is continuous
for the topology induced by H×H. Let us denote by Go− the continuous extension of G− to H×H and
by B− the bounded operator associated to G
o
−. Then,
• V −1 (and V ) belongs to C1(A),
• V −1D(A) ⊂ D(A) and the sesquilinear form F−1 defined on D(A)×D(A) by F−1(ϕ, ψ) := 〈ϕ,Aψ〉−
〈ϕ, V AV −1ψ〉 is continuous for the topology induced by H×H,
• if F o−1 and (A − V AV −1)o denote respectively the continuous extension of F−1 to H ×H and the
bounded operator associated to F o−1, we get: F
o
−1 = G
o
− and B− = (A− V AV −1)o.
In particular, V −1(A− V AV −1)o = V −1B− = −adAV −1.
Remark: Assuming that V ∈ C1(A) is invertible, we have that V −1V = I = V V −1, (adAV )V −1 +
V (adAV
−1) = 0 = (adAV
−1)V +V −1(adAV ). We deduce from Lemma 6.5 that: V
−1(A−V AV −1)oV =
(V −1AV −A)o.
The next characterization of the class C1(A) is proved in Proposition 2.2 [8]:
Lemma 6.10 An operator B ∈ B(H) belongs to C1(A) if and only if BD(A) ⊂ D(A) and the operator
AB − BA : D(A) → H extends to a bounded operator on H. In this case, AB = BA + adAB as an
identity on D(A).
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For invertible operators, we also have that:
Lemma 6.11 If V ∈ C1(A) is invertible, then VD(A) ⊂ D(A) and the operator V −1AV −A : D(A)→ H
extends (uniquely) to a bounded operator on H. In this case, V −1AV = A + (V −1AV − A)o = A +
V −1adAV = A− (adAV −1)V as an identity on D(A).
Proof: The first statement quotes Proposition 6.2. We deduce from the remark following Lemma 6.5
that: for all (ϕ, ψ) ∈ H × D(A), 〈ϕ, V −1AV ψ〉 − 〈ϕ,Aψ〉 = 〈ϕ, (V −1AV − A)oψ〉 where (V −1AV − A)o
is bounded. This implies our claim. 
Lemma 6.12 Let S be a core for A such that V S ⊂ S. Assume that the operator V −1AV −A : S → H
extends to a bounded operator on H and denote by C+ this extension. Then, V (and V −1) belongs to
C1(A) and adAV = V C+.
Proof: For all (ϕ, ψ) ∈ S×S, 〈Aϕ, V ψ〉−〈ϕ, V Aψ〉 = 〈(V −1)∗V ∗ϕ,AV ψ〉−〈V ∗ϕ,Aψ〉 = 〈V ∗ϕ, V −1AV ψ〉−
〈V ∗ϕ,Aψ〉 = 〈V ∗ϕ,C+ψ〉 = 〈ϕ, V C+ψ〉. The identity extends continuously over D(A) × D(A). This
clearly shows that V ∈ C1(A) and that: adAV = V C+. 
Since a bounded invertible operator and its inverse belong simultaneously to the class C1(A), we have
that:
Lemma 6.13 If V ∈ C1(A) is invertible, then V −1D(A) ⊂ D(A) and the operator A − V AV −1 :
D(A)→ H extends (uniquely) to a bounded operator on H. In this case, V AV −1 = A− (A−VAV −1)o =
A+ V adAV
−1 = A− (adAV )V −1 as an identity on D(A).
Lemma 6.14 Let S be a core for A such that V −1S ⊂ S. Assume that the operator A−V AV −1 : S → H
extends to a bounded operator on H and denote by C− this extension. Then, V −1 (and V ) belongs to
C1(A) and adAV
−1 = −V −1C−.
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