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RESUMO 
Foi proposto um modelo de estruturação de células do Núcleo Genicu 
lado Lateral (NGL) para explicar a propriedade de orientação seletiva de cê-
lulas do COrtex Visual. Este modelo baseia-se na correlação dos padrões de 
impulsos de células do NGL de mesmo tipo funcional e campos receptivos deslQ 
cados relativ~mente. No desenvolvimento formal deste modelo foi utilizada a 
Teoria dos Conjuntos como recurso bã"sico para a formalização dos aspectos 
funcionais e estruturais do modelo. Concluiu-se, matematicamente, que o mode 
lo proposto é uma condição suficiente' para â':...l-gumas--ãas caracterl s ti c as da 
propriedafe de orientação seletiva. Outras caracter1sticas desta propriedade 
são most~.adas através da aplicação do modelo formal. Para esta aplicação e 
feita uma interpretação Neurofisiolôgica de certas características formais 
do modelo e o desenvolvimento de um método para correlacionar histogramas de 
células corticais com os de células do NGL. 
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l - INTRODUÇAO 
Desde as descobertas de Kuffler (1953) sobre a organização funcio-
nal dos campos receptivos de cêlulas ganglionares na retina, o sistema vi-
sual tem sido extensivamente explorado através de métodos neurobiolÕgicos. 
Como resultado destas pesquisas, temos hoje uma descrição surpreendente da 
organização do sistema visual. Entretanto. apesar destes 
conhecimentos, funcionalmente o sistema visual permanece relativamente 
desconhecido. Esta situação deve-se, em grande parte, a falta de recursos 
formais para abordar a estrutura funcional do sistema visual. Neste trabalho 
contribuiremos com o desenvolvimento de uma abordagem,axiomãtica, para a 
formalização de certos aspectos funcionais locais do sistema visual, usando 
a Teoria dos Conjuntos como recurso bãsico. Antes de considerarmos especifi-
camente o problema que abordaremos, serão introduzidas algumas noções gerais 
da organização do sistema visual. Começaremos com uma descrição sucinta do 
método experimental normalmente usado nas investigações neurofisiolÕgicas. 
A preparaçao experimental consiste no posicionamento de um animal 
anestesiado de frente para uma tela de projeção. Os olhos são fixos e dire-
cionados sobre a tela. Por meio de um eletrodo, introduzido na região do sis 
tema visual escolhido, é feito o registro da atividade celular. Através da 
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correlação entre as condiçües estimulatõrias projetadas sobre a tela 
e a atividade celular, são estabelecidas as propriedades funcionais das ce-
lulas ao longo do sistema visual. Consideraremos apenas a atividade celular 
registrada na forma de descargas de impulsos. 
Na figura 1 estão esquematizados os centros de processamento e as 
vias de informações do sistema visual ate o nlvel do cOrtex. Na retina ocor-
rem a captação dos estlmulos visuais e os primeiros processamentos das infor 
mações visuais. Da retina as informações visuais são enviadas, via o nervo 
e o tracto Õptico, ao núcleo geniculado lateral (NGL). No NGL as infor-
mações visuais sao retransmitidas. através da radiação õptica, ao 
RETI~ 








tex visual, onde sao novamente processadas. Especificamente, as vias de 
transmissão sao constituldas pelos axônios de células dos centros de-
processamento. As conexões entre as células se dão atravês de sinapses, 
que sao areas da membrana celular especializadas na transmissão de sinais 
neuronais. As sin'apses podem ser de dois tipos, excitatõrias ou inibitõrias. 
Nas sinapses excitatõrias o efeito de um impulso e no sentido de aumentar a 
frequência de impulso da célula põs-sinãptica, enquanto que nas inibitOrias 
o efeito e no sentido contrãrio. O processamento das informações trans-
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mitidas a uma célula, consiste na integração dos efeitos excitatõrios e ini-
bitõrios. O resultado desta integração ê expresso pela geração ou não de um 
impulso. Portanto, os impulsos enviados pelas células ganglionares da reti-
na, através de seus axônios, atuam sobre as células do NGL por meio das 
sinapses. Apõs o processamento nestas células, os impulsos gerados são envia 
dos ãs células corticais, que estão conectadas sinapticamente aos axõnios 
das cêlulas do NGL. Uma propriedade importante das projeções dos axÔnios ê a 
preservaçao da topografia dos centros de processamento, isto e. células vi-
zinhas de um centro de processamento projetam seus axônios sobre cêlulas 
vizinhas do outro centro de processamento (Daniel e Whitteridge, 1961; 
Sanderson, 1971). A partir destas condições, não e surpreendente que cada 
célula ao longo do sistema visual possua um campo de influências, isto -e, 
uma ãrea na tela de projeções, sobre a qual as condições estimulatôrias sao 
capazes de influenciar a atividade celular. Este campo de influência em uma 
forma mais restrita ê conhecido como campo receptivo (Derrington et al., 
1979). Uma vez que as condições estimulatõrias são correlacionadas com o ni-
vel da atividade celular, que no caso de padrões de impulsos ê a frequência 
de impulsos, a organização do campo receptivo e dada basicamente em termos 
de regiões de excitação e de inibição (Hubel e Wiesel, 1959; Kuffler, 1953; 
Stevens e, Gerstein, 1976). De uma maneira geral, as propriedades funcionais 
de uma cêolula -são uma caracterização da função desta cêlula no processamento 
das informações visuais, a partir da correlação entre parâmetros estimu-
latõrios sobre seu campo receptivo e a atividade celular. 
No NGL, cêlulas das classes X e Y possuem tipicamente campos receR 
tivos circulares, com uma ãrea excitatõria central concêntrica a uma area 
inibitÕria periférica, ou vice-versa. Estas células podem ainda serem clas-
sificadas de acordo com a sensitividade cromãtica do campo receptivo, ca~ac­
terlstica da atividade celular em resposta a certas condições estimulatõ -
rias, etc (Dreher et al., 1976; Marroco, 1976; Wiesel e Hubel, 1966). Entre-
tanto, para nossos propõsitos, serã suficiente enfatizar a organização dos 
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campos receptivos quanto as suas regiões de excitação e inibição. 
No nivel cortical, consideraremos especificamente células do tipo 
simples bipartidas (Hubel e Wiesel, 1962). O campo receptivo destas células 
possuem, ao invés de regiões concêntricas, duas regiões, uma 
outra inibitõria, dispostas lado a lado. Esta transformação 




transformações funcionais significativas. Ao contrário das células do NGL, 
estas células possuem pouca ou nenhuma atividade espontânea, apresentam se-
letividade quanto a orientação do estimulo e muitas vezes mostram uma compl~ 
ta preferência quanto a direção de movimento das condições estimulatOrias s~ 
bre seu campo receptivo. Neste trabalho trataremos da propriedade de orienta 
çao seletiva. 
A orientação seletiva se caracteriza pelo fato de que célu-
las simples respondem com um aumento da frequência de impulsos, quando con-
dições estimulatürias - tais como: uma borda reta formada pela justaposição 
de uma ãrea clara e outra escura, fendas luminosas ou barras escuras - sao 
movidas sobre o campo receptivo destas células em uma direção especifica 
(Bishop et al., 1971). Mudando a direção de movimento, existe uma redução na 
frequência de impulsos, até que, em uma direção 90°em relação a direção de 
resposta mãxima, a cêlula deixa dé responder, isto é, o padrão de impulsos 
mantêm as mesmas caracterlsticas da atividade espontânea (Henry et al., 1973; 
Shiller et al., 1976). Células simples, com seletividade quanto ao sentido 
de movimento dos estimulas, respondem preferencialmente a um dos sentidos da 
direção de movimento (Campbell et al., 1968). Cêlulas do NGL nao apresentam 
estas caracteristicas devido a simetria do campo receptivo. Sob as mesmas 
condições esitimulatõrias especificadas acima, estas células respondem da mes 
ma forma, qualquer que seja a direção de movimento (Bullier et al ., 1982). 
Alguns modelos foram propostos para explicar estas propriedades. 
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O primeiro modelo proposto foi dado por Hubel e Weisel (1962). A conjectura 
deles é de que células simples estão conectadas diretamente a células doNGL 
através de sinapses excitatõrias. A região excitatõria da célula simples se-
ria o resultado do alinhamento dos centros de um grupo de células do NGL, 
enquanto que a região inibitória fonnada pelas regiões inibitórias perifêri-
cas destas células. A seletividade estimulatõria ê explicada pelo formato 
alongado das regiões excitatõrias e inibitõrias devido ao alinhamento das cê 
lulas do NGL. Este modelo tem sido criticado com base em dados experimentais 
obtidos desde então (Lee et al., 1977; Silito et al., 1980). 
No modelo de Bishop et al. (1971) é proposta uma estruturação neu 
ronal para células do tipo simples, com seletividade quanto ao sentido do mo 
vi menta de estímulos. Basicamente. este modelo consiste na disposição dos ca~ 
pos receptivos de quatro grupos de células do NGL, do mesmo tipo funcional, 
sequencialmente ao longo de uma direção. A propriedade de orientação seleti-
va ê o resultado das ações inibitÕria, desinibitõria, excitatOria e inibitO-
ria, de cada um dos grupos celulares, respectivamente, conforme as condições 
estimulatOrias. A ação excitatOria é feita diretamente sobre a célula corti-
cal, enquanto que, as ações inibitõria e desinibitõria indiretamente através 
de células corticais intermediãrias. A desinibição corresponde a uma inibi-
çao das células inibitórias. Este modelo possui algumas caracterlsticas bãs~ 
cas em comum com o modelo que desenvolveremos nos capltulos subsequentes. 
Outro modelo que mencionaremos, foi proposto por Marr e Hildreth 
(1980). baseado em uma teoria computacional de detecção de bordas. Este mode 
lo é inconsistente com novos dados experimentais (Shiller, 1982). 
No prõximo capltulo desenvolveremos a parte formal do modelo que 
, 
proporemos. Na secção 2.1, definiremos a unidade funcional do NGL, que repr~ 
senta as propriedades funcionais de uma célula genérica do NGL. Na secçao 
2.2, introduziremos a relação de similaridade entre os padrões de impulsos da 
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unidade funcional. Esta relação é a idéia fundamental para a concepçao de es 
truturações de unidades do NGL, que definiremos na secção 2.3. Ainda nesta 
secção, daremos uma demonstração parcial da propriedade de orientação seleti 
va destas estruturações. Nas aplicações do capitulo 3, mostraremos que o mo-
delo de estruturação, que proporemos neste capitulo, representa uma b~se es-
trutural para a propriedade de orientação seletiva das células corticais do 
tipo simples. No capitulo 4, faremos uma breve discussão a respeito da apli-
cabilidade e generalidade do modelo proposto. 
2 - DESENVOLVIMENTO FORMAL 
2.1. A Unidade Funcional do NGL 
O estimulo visual pode ser definido em termos da distribuição luml 
nosa sobre um plano P que intercepta os raios luminosos que incidem sobre a 
retina. Este plano substituira a tela de projeção mencionada na introdução. 
Por uma distribuição luminosa sobre p em um dado instante t. entendemos uma 
descrição f da densidade espectral de energia sobre o plano P no instante t. 
Designaremos por~ o conjunto de todas estas descrições. Assim, as condições 
estimulatõrias sobre P durante um intervalo de tempo I poderão ser especifi-
cadas associando-se a cada tE I uma descrição f E- (p. Então, seja IR o conJun-
to dos números reais. Um estimulo visual é uma função s de R em ~. tal que, 
para cada t~IR, s(t) representa uma descrição da distribuição luminosa sobre 
P. Denominaremos o conjunto dos estlmulos visuais pelo slmbolo~. 
A seguir. introduziremos uma operaçao de composição em~. Começar~ 
mos definindo a restrição de um estlmulo a um subconjunto não vazio A de P. 
Dado um estlmulo s, a restrição de s ao conjunto A e uma função s]lÍ,tal que, 
para todo te:\R, siA(t) ::= s(t)]A, onde s(t)\A é a descrição da distribuição 
luminosa dada por s(t) restrita ao conjunto A. Agora, sejam s' e s" dois 
e 1 ementas quaisquer de ~- Defini remos a campos i ção de s' e s '1 em relação ao 
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conjunto .4 como sendo o estlmulo (s' .. s".,A), tal que, (s 1_,s 11_,A)jA = s'IA e 
(s'_,s"_,A)IP- A= s~riP- A, onde P- A é o complemento de A em p. 
Consideraremos uma resposta como o padrão de descarga de impulsos 
de uma célula em correlação com as condições estimulatOrias. Para simplifi-
car, admitiremos que a ocorrência de um impulso pode ser determinada exata-
mente e que qualquer dois impulsos são indiscriminâveis entre si. Por outro 
lado, considerando-se que a atividade de impulsos de uma célula esta associa 
do com as condições estimulatOrias durante um intervalo finito, da definição 
de estlmulo visual. segue que a atividade celular deverã ser especificadas~ 
bre todo IR. Nestas condições, o padrão de impu 1 sos de uma resposta poderá" 
ser representado por uma função caracteristica rx• onde o conjunto caracte-
ristico X especifica todos os tempos nos quais ocorreram impulsos. Agora, s~ 
ja R' o conjunto de todas as funções caracteristicas rx, tais que. o conjun-
to caracteristico X satisfaz a seguinte condição: para quaisquer t' .. t"E.X, 
se t' f t" então ]t'- t'1[>À, onde a constante À corresponde ao perlodo re-
fratá"rio absoluto. Então, para qualquer padrão de impulsos existe um elemen-
to de R' que representa este padrão. Portanto, uma resposta ê uma função ca-
< 7J' 
ractenstica de n._. 
A fim de definirmos a caracterist-ica funcional de uma célula, ob-
servaremos dois aspectos associados ao processo de geração de impulsos. Por 
um lado, considerando-se as propriedades funcionais desta célula; o padrão 
de impulsos de uma resposta será" considerado uma função das condições esti-
mulatõrias. Por outro lado, devido aos fatores de natureza probabilistica 
responsãveis pela variabilidade dos padrões de impulsos {Barlow, 1964; 
Barlow e Levick, 1969), consideraremos a resposta como um evento probabilis-
tic_d. Para ilustrar a superposição dos aspectos funcional e probabilistico 
dos padrões de impulsos, a figura 2 mostra uma sequência de padrões obtidos 
de uma célula ganglionar, pela repetição das mesmas condições estimulatõrias. 
Levando-se em conta estes dois aspectos de uma resposta, definiremos a carac 
' 
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teristica funcional como uma função que para cada est1mu1o especifica um con 
junto de possibilidades em R'. Portanto, seja PCR'l o conjunto de todos os 
subconjuntos de R1 • A caracteristica funcional de uma célula do NGL -e uma 
função r de 1J em f'(J('), tal que, para todo s.:il, J"(s) e o conjunto de todos 
os padrões de impulsos que podem ser gerados pela célula com relação ãs con-
dições estimulatõrias dadas pelo estimulo s. 
200 ms 
FIGURA 2. Variação dos padrDes de impulsos de respostas com a repetição das 
condições estimulatõrias. A seta indica o momento da ocorrência de um flash 
de luz de 2 ms de duração. [Baseado na figura 8 de Levick e Zackas (1970)]. 
Para definir o campo receptivo de uma cêlula vamos, inicialmente, 
ver o que se entende por dominio de influência. Um subconjunto não vazio D 
de P ê um dominio de influência de uma c€1ula com caracterlstica funcional Y 
se e somente se, para quaisquer dois estimulas s' e s", se s'!D = s"[D 
então'J{s') =:f(s 11 ). E fá"cil de se ver que o plano P satisfaz esta ·condiç3o 
qualquer que seja 2r. Portanto, pé um dominio de influência para qualquer c~ 




conjunto de todos os seus domlnios de influência.Note que, seDe um domlnio 
de influência então as condições estimulatõrias sobre o conjunto complemen-
tar de D não tem qualquer influência sobre a atividade.da cêlula correspon-
dente. Consequentemente, a restrição de um estímulo a qualquer um dos doml-
nios de influência desta célula serã suficiente para especificar o C?njunto 
de respostas possíveis da cêlula ao estimulo dado. 
Nas proposições que se seguem consideraremos duas propriedades dos 
campos receptivos com relação ã intersecção de seus elementos. 3 e e repre-
sentarão a característica funcional e o campo receptivo, respectivamente, de 
uma mesma célula. 
Proposição 1. ~ê uma função constante se e somente se existem De G perten-
centes a f tal que a intersecção D n G ê vazia. 
Demonstração. SejaJ' uma função constante. Então, dados s'"s 11 E:J8, temos que 
'J(s') = ::f(srr). Nestas condições, qualquer subconjunto de P satisfaz a condi-
ção de dom'-ínio de influência para esta célula. Portanto sejam A e P - A dois 
conjuntos complementares não vazios. Então A e P- A pertencem a 'é: e 
A n p- A = 0. o que demonstra a primeira parte da proposição. Suponhamos, 
agora, que a intersecção D ('] G ê vazia. Dados dois estlmulos quaisquer s' e 
s", 8 = (s 1"s 11"D) ê por-definição, tal que, s]D = s'ID e sJP D = s 11 ]P D. 
Desta Ultima igualdade e do fato que G cP- D segue que sJG = S 11 IG. Como D 
e G são dom1nios de influencia temos queJ\s) =J'(s') e3'(s) =J'(s"). Portan 
to, J(s '_)_ __ = Jls:_'). Como sI e 8 11 são estimulas arbitrãrios, conclulmos que r 
ê constante. 
Células com caracterlstica funcional constante não tem nenhuma fun 
çao processual, e portanto, suporemos que ôrnão e constante. 
Proposição 2. Sejam De G dois elementos de~. Então a intersecção D n C pe~ 
tence a e.. 
Demonstração. Sejam s 1 e s" dois estimulas~ tais que, s'IDnc:: s")Dnc. Nes 
tas condições, o estimulo s definido por (s',s'',D) também poderá" ser expres-
so por (srr,s',GU(P- D)). Da primeira destas expressões, temos por defini-
ção que sJD = s'JD. Da segunda delas, temos que sJGU(P- D) = s"JGU(P- D) 
e consequentemente s]G = s''IG. Como D e G pertencem a f, segue que 
J(s) =';f(s') = J'(s"). Portanto, a intersecção Dnc tambem e um dom1nio de 
i nfl uênci a pertencente a e. 
Para concluir esta secção, observaremos ainda, que se G e um 
subconjunto de P que contêm algum DE.'E então Ge:L. 
2.2. A Correlação Entre os Padrões de Impulsos 
De acordo com a secçao anterfor, células do NGL podem ser especifj_ 
cadas através de seu campo receptivo f e de sua caracterlstica funcional 3. 
Nas considerações que se seguirão, focalizaremos uma cêlula arbitrãria do 
NGL que serã" identificada atravês do par f= (L ,J'). Nos referi remos a 
esta célula por unidade f, ou simplesmente por f. O espaço de resposta desta 
unidade serã dado pelo conjunto R= U:f{s). Reservaremos o termo •resposta• 
SE..\ 
para designar os elementos deste conjunto. 
Usando o campo receptivo ·e a caracterlstica funcional da uni 
dade f, pode-mos formular, mais especificamente, que uma resposta de f é uma 
função das condições estimulatõrias sobre qualquer um de seus dominios 
de i nfl uênci a. Em outras palavras, diremos que uma resposta de f -e a 
caracterização das condições estimulatõrias sobre -e, de acordo com a 
caracteristica funcional Y desta unidade. Conforme esta Última formulação, 
para cada estimulo s, as condições estimulatôrias dadas por s sobre um do-
minio de influência D de f, possue as mesmas caracterlst/cas estimulatõrias 
qualquer que seja n~f. Entretanto, esta caracterização diz respeito apenas 
ãs condições estimulatõrias que influem na atividade da unidade f. Assim, 
as condições estimulatõrias sobre o complemento P - D de qualquer DE'f, 
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não participam desta caracterização. AlEm disto, se a' e s" são est1mulos p~ 
ra os quais J'(s ') = J'(s") então, para todo D€f, as restrições s 'i D e s"ID 
possuem as mesmas caracterlsticas estimulatõrias. Isto -porem, na o implica 
que s 'I D = s"ID para algum D€e. Agora, uma vez que, para todo rxe:J(s), 
rx caracteriza as mesmas condições estimulatOrias dadas por s, diremos que 
qualquer duas respostas em 'J(s) são similares entre si. Neste caso, podemos 
definir uma relação de similaridade em R da seguinte forma: duas respostas 
rxerysao similares se e somente se existe um estlmulo s, tal que, 
rx, rye'J(s). Se as respostas rX e ry nao são similares, diremos que são di~ 
similares. Usaremos as notações rx- ry e rx + ry para designar, respectiva-
mente, a similaridade ou dissimilaridade destas respostas. Obviamente que a 
relação de similaridade e reflexiva e simétrica sobre R. Além disto, para to 
do st.l;. esta relação e transitiva sobre J'(s). Quanto a transitividade da 
relação de similaridade sobre R faremos a seguinte afirmação. 
Suposição 1. Seja !f. o conjunto de todos os subconjuntos de 12: sobre os quais 
a relação de similaridade e transitiva. Então, AcRe maximal em :!f.. se e 
somente se existe sc.l, tal que, A = J(s). 
Um conjunto em fté maximal se e somente se não estã contido propriamente em 
nenhum outro conjunto de::ft:. Consequentemente, dados dois estimulas s r e s 11 , 
seJ'(s')c"J"(s") entãoJ"(s') =Jis"), ou ainda, se:f(s') tJ'(s") então exis-
te rX' ry€J(s')UJ'(s"), tal que, "x t"y-
-Note que similaridade diz respeito as respostas como um todo. 
Caracterlsticas particulares entre os padrões de duas respostas dissimilares 
são inacessiveis com esta definição. Entretanto, é posslvel estender a defi-
nição de similaridade de forma que poderemos comparar duas respostas com re-
lação a padrões de impulsos destas respostas limitados a intervalos finitos. 
Para isto, vamos primeiro introduzir as seguintes definições. Seja I c !R um 
intervalo qualquer, a restrição de uma resposta rx ao intervalo I serã defi-
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nida por rxli = rx{t) para te.I. Observe que a restrição rxli especifica um 
padrão de impulsos de comprimento I . Por outro lado, dado uma restrição 
rx]I, diremos que ruE:Re uma extensão de rxii se e somente se rx(t) = ru{t) 
para t EI, ou seja~ se e somente se o padrão de impulsos definido pela res-
trição rxli esta contido em ru sobre o intervalo I c IR. Definiremos agora, a 
similaridade de duas respostas rX e ry com relação a um intervalo qualquer. 
Seja I um intervalo contido em R- As restrições rxii e ry]I são similares se 
e somente se existem extensões rue rv de rxli e ry]I, respectivamente, tal 
que ru,..., rv. Portanto, para que os padrões de impulsos especificados pelas 
restrições rxJI e ryJI sejam similares e necessãrio que estes padrões este-
jam contidos, respectivamente, em duas respostas similares ru e rv sobre o 
intervalo I. No que segue, usaremos as mesmas notações introduzidas para 
expressar a similaridade e dissimilaridade de duas respostas com relação as 
restrições de respostas. 
A similaridade entre padrões de impulsos de mesmo comprimento deve 
depender apenas da existência destes padrões em posições correspondentes so-
bre respostas similares. Neste caso, a condição de similaridade, na defini-
çao acima, pode parecer restrita quanto a sua generalidade. Entretanto, ob-
servaremos que se ru é uma resposta possivel da unidade f a um estimulo s 
então ru', definido por rv'(t) = ru(t + l), le:IR, serâ uma resposta possivel 
desta unidade ao estimulo s' definido por s'(t) = s(t + t). Consequentemen-
te, se rv' e rv' são respostas similares, tais que, para algum intervalo J, 
as restrições ru'lJ e rv'IJ especificam os mesmos padrões de impulsos que 
rxfi e ry[I, respectivamente, então existem respostas rv e rv satisfazendo a 
condição de similaridade entre as restrições rxii e ry[I. 
Considerando-se a similaridade de duas respq;stas quaisquer, com 
relação a intervalos de comprimento menor do que o perlodo refratãrio abso-
luto, apenas os fatores de natureza aleatõria das respostas serão evidencia-
dos. Consequentemente, restrições especificadas por estes intervalos sempre 
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serao similares. Para justificar estas afirmaçües, considere um intervalo I, 
tal que, III<À.. Da definição deÀ, segue que o padrão de impulsos especifi-
cada por cada restrição poderã: conter no mãximo um impulso, em algum tei. 
~ Condições deste tipo são puramente probabilisticas sob certas condições estl 
mulatOrias, como por exemplo, durante o registro da atividade espontânea, e 
portanto sempre existirão respostas similares satisfazendo as condições esp! 
cificadas pelas restrições com relação a I. 
Por outro lado, considerando-se restrições com relação a interva-
los suficientemente grandes, os fatores determinantes da similaridade ou dis 
similaridade destas restrições serão as caracterlsticas dos padrões de impul 
sos que sao função das condições estimulatõrias. Quanto a isto, admitiremos 
que se duas respostas são similares sobre qualquer intervalo suficientemente 
grande, então estas respostas poderão ser atribuldas a um mesmo estimulo. 
Formalizaremos esta suposição da seguinte forma. 
Suposição 2. Dadas duas respostas rx e ry• se para todo intervalo finito 
Ic:IR, rx!I ,... r_yii então r X,... ry-
Obviamente que se duas respostas sao similares então qualquer par 
de restrições correspondentes destas respostas serão similares. Portanto, te 
mos que para duas respostas quaisquer rx e r_y• rx '"'ry se e somente se, para 
todo intervalo finito IciR, Y'X)I -Y'y)I. Assim, se Y'X e Y'y são duas respos-
tas dissimilares então existe um intervalo finito I, tal que, rxii + r_y)I. 
Observaremos ainda, que se Y'X)I + Y'y!I então, para todo intervalo J que 
contêm I, rX)J + ryiJ. Daqui por diante, a menos de referência explicita ao 
contrârio, consideraremos somente restrições com relação a intervalos fe-
chados. 
No desenvolvimento que se segue, fixaremos duas respostas rX e r_y 
e suporemos que estas respostas são dissimilares. Designaremos por J o con-
junto de todos os intervalos fechados sobre os quais Y'X e r_y são dissimila-
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res. Das observações que fizemos no parãgrafo anterior, segue que j é um 
conjunto não vazio e que, se It:Jentão todo intervalo Jc\R, tal que, J-::>I, 
também pertence a j. Diremos que um subconjunto f de j E um encaixe de inter 
r valos se, para qualguer dois intervalos J, xr:.f., uma das seguintes condições 
é satisfeita: JCK ou J=>K. Pelo Principio Maximal de Hausdorff, para todo 
encaixe ê:c:f existe um encaixe maximal-e' de j' que contEm f, ou seja, f' e 
tal que, se f:;lE' então f== f'. Antes de mostrarmos que todo encaixe maximal 
de j' define um intervalo minimal em j', isto e, um intervalo r e ;f, tal que, 
se I~J, para algum Jej, então I"' J, demonstraremos o seguinte lema. 
Lema 1. Seja I= [a~ h] um intervalo qualquer. Se rxJI- ryJI então existe um 
intervalo aberto J contendo I, tal que, rxiJ -ryiJ. 
Demonstração. Sejam ru e rv duas extensões similares das restrições rxii e 
ryii, respectivamente. O conjunto A definido pela intersecção do intervalo 
aberto {a -)__,a) com a união dos conjuntos caracterlsticos X, Y, U e v, pos-
sue no mãximo quatro elementos. Isto porque, cada uma das respostas rx' ry' 
ru e r v poderâ conter no mãximo um impulso durante o intervalo {a - À,a), o~ 
de À ê o periodo refratãrio absoluto. Da mesma forma, o conjunto B definido 
pela intersecção (b,b +À) n (XUYUUUV) contém no mâximo quatro elementos. 
Agora, sejam a' e b' definidos por: a' =mim {la- xlf XE:A,} se A ~ ~ ou en-
tão a =À se A= ,0; b' ê obtido substituindo-Se a e A por h e B, respectiva-
mente, nestas expressões. Então, o intervalo aberto J =(a- a',b + b') con-
tem I e e tal que, para todo tEJ, rX(t) = rU(t) e ry(t) = rV(t). Consequen-
temente, rxiJ - ryiJ. 
Proposição 3. Seja f' um encaixe maximal de intervalos em :f. Então 
e um intervalo minimal em .1. 
Demonstração. Como a intersecção de intervalos fechados ê um intervalo fecha 
do, temos que I = n J ê um intervalo fechado. Da definição de encaixe e da 
JEf' 
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condição IJi;>)._para todo Jr;_;J, segue que li!" À. Supondo-se que rxlr -ryii, 
pelo lema 1, existe um intervalo aberto J contendo I tal que rxiJ- ry[J. Mas 
neste caso, pode ser demonstrado que J tambêm contém algum intervalo L€ r 1 • 
Isto implica que rxiL- ry!L, o que ê uma contradição. Consequentemente, I d~ 
v e pertencer a j, Da definição de encaixe max i ma 1 e da definição de I, segue 
que I ê um intervalo minimal em j_ 
Agora, seja l) o conjunto de todos os intervalos minimais de á'. 
Como veremos a seguir, o conjunto J) dã uma descrição da dissimilaridade en-
tre as respostas rx e ry. Seja I um intervalo pertencente a $). Pelo fato de 
que I<;J, temos que rxlr t ryii. Por outro lado, pela propriedade de ser mi-
nimal em d', para qualquer Jci, rxiJ ...-- ry!J, ou seja, qualquer restrição adi-
cional dos padrões de impulsos especificados pelo intervalo I sobre as respo~ 
tas rX e ry resulta em padrÕes de impulsos que são similares. Devido a estas 
condições, concluimos que o intervalo minimal I especifica sobre rX e ry um 
par de padrões dissimilares elementar. Diremos simplesmente que I especifica 
uma dissimilaridade entre rx e ry. Assim, .f) e o conjunto que especifica todas 
as dissimilaridades entre as respostas r e r . Outra caracterização dos in-X y 
tervalos minimais diz respeito ao comprimento destes intervalos. Sejam I e J 
dois intervalos de 5), tais que, JII</Jj. Como qualquer intervalo L contido 
em J e tal que jL·J =Ir I especifica padrões de impulsos similares, devemos 
concluir que a dissimilaridade entre os padrões de impulsos de rx e ry sobre 
I é maior do que sobre J. Portanto, interpretaremos o comprimento de um inter 
valo I € j) como uma medida do grau de dissimilaridade dos padrões de impulsos 
das respostas r e r sobre este intervalo. Quanto menor for o comprimento do X y 
intervalo I, maior sera o grau de dissimilaridade dos padrões de impulsos es-
pecificados por este intervalo sobre r e r X' y· 
Em geral, designaremos por á)(rX,rY) o conjunto de intervalos mi-
nimais das respostas rX e ry. Obviamente que se rx e r1 forem respostas simi-
lares, .[}(r ,r ) € um conjunto vazio. J)(A,B} representará" o conjunto X y 
., 
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{_fl(rX'"xll ("X'"Y) <AXB}, onde A e B sao dois subconjuntos nao vazios de R. 
2.3. A Estruturação Funcional no NGL 
Seja T uma transformação bicontlnua de P em P. Para cada sE~, de-
signaremos por sT o estlmulo resultante da aplicação da transformação T 
sobre P, ou seja, sT!{P} = si{T(p)} para todo pEP. Dadas duas unidades 
f = ("e, ::f"l e f' o (e',3'') do NGL, diremos que f' e T - equivalente a f se e 
somente se existe uma transformação bicontinua T, tal que, J'(s) =':f'(sT) para 
todo s€.0. Podemos mostrar que os campos receptivos destas unidades também 
estão relacionados pela transformação T. Observe que a transformação inversa 
T-1 de T também é bicontinua. Alêm disto, a composição de Te T-tê uma trans-
formação identidade. 
-Proposição 4. Os campos receptivos das unidades f e f' sao tais que 
Demonstração. Sejam s, s'€J8, tais que, siT(D) = s'!T(D) para DE.e. Da obse..!::_ 
vação acima, segue que siT(D) = s'[T(D) se e somente se s1 _,jD = sJ._,[D. Uma 
vez que n~e. esta Ultima igualdade implica que :f(sp-,) = :f(sJ._1). Usando a 
T - e qui v a l enci a entre f' e f, obtemos que 3''(s) <f(sT_,) "'Y(sd-.,) oêf'(s '), e 
portanto, T(D)ee'. Agora, demonstraremos que para todo GE:e'existe DE:e, tal 
que, c= T(D). Para isto, basta mostrar que se cte 1 então T-1(G)E.e. Se-
jam s, s'E.J, tais que, s!T"'(G) o s'!T-'(G). Porem, s!T"'(G) "s'JT"'(G) se e 
somente se sTIG = splc. Por um racioclnio anãlogo ao que fizemos a pouco 
obteremos que'Y(s) ":f'(sT) <f(sT) <f(s'). Portanto, T"'(G)dO>, o que compl_e_ 
ta a demonstração da proposição. 
Daqui por diante, T designara uma translação do plano P, definida 
por um vetor V em P. Nestas condições, os campos receptivos das unidades f e 
f' são tais que, para todo Gt.'é''exíste um DEL, tal que, G coincide com o 




de que, para todo s~JÕ. s!D e sTjT(D) representam as mesmas condições esti-
mulatõrias com relação ãs unidades f e f', respectivamente, e da igualdade 
J(s) =:ftsT), concluimos que f e f' possuem as mesmas características funcio 
nais. Portanto, f e f' são duas unidades equivalentes a menos de um desloca-
menta V entre seus campos receptivos. Suporemos explicitamente que lVI# O, 
uma vez que para Jiil = o, e =-e' e consequentemente :'f(s) =3\s) para todo sc.l. 
Isto implicaria que, em termos de similaridade entre as respostas das unida-
des f e f', estas unidades seriam indiscriminãveis. Agora, como para qual-
quer estimulo s, sTE.r8, temos que, para todo estimulo s existe s 'E~, tal 
que, :f(•) =":f\s '). Portanto, o espaço de respostas~ e o mesmo para ambas as 
unidades, bem como as relações de similaridade definidas sobreJC. Consequen-
temente, serã posslvel aplicar o desenvolvimento da secção anterior conjun-
tamente com relação ãs unidades f e f'· 
Como veremos, uma condição suficiente para que exista algum esti-
mulo para o qual as unidades f e f' possam eventualmente ter respostas dissi 
milares, e a existência de domlnios de influência que não sao comuns a ambas 
as unidades. Esta condição pode ser garantida, supondo-se que todo campo 
receptivo tem pelo menos um dominio de influência limitado. Diremos que um 
subconjunto A de P e limitado, se A pode ser circunscrito por um círculo de 
raio finito, sobre P. 
Suposição 3. Qualquer unidade do NGL possui um domlnio de influência limita-
do. 
Proposição 5. Os conjuntos t: e e' são di f e rentes. 
Demonstração. Vamos supor que .-f=f'. Com; e'= {T(D)IDE'E}. segue que, para 
todo DEf:., T(D)E:e. Agora, seJa GE-L um domlnio de influência limitado. 
Então G, T(G)Ef e pela proposição 2 a intersecção Gl = cnT(G) tambem per-
tencente a e. Da mesma forma c2 = G nT(Gl) c-e. Este procedimento pode ser 
repetido indefinidamente. Entretanto, como G ê limitado por um circulo c e 
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Para a iteração de ordem m, G = cnT(G ..,) também deverã estar circunscrito m m-1 
por um c1rculo c' definido pelo deslocamento de c a uma distâncialm!IV'I na di-
reção V, apOs um nUmero finito de iterações obteremos uma intersecção vazia. 
Pela proposição 1, J'e constante, ao contrãrio do que supomos. Logo, e f:l-1• 
Com os argumentos desta demonstração pode ser mostrado que a desigualdade 
e f "C' deve-se ao fato de que cada campo receptivo contém elementos que nao 
pertencem ao outro. 
Proposição 6. Existe um estlmulo s para o qual éf(s) ;13'\s). 
Demonstração. Vamos supor que, para todo sE0, :f(s) =3'\s). Agora, sejam 
s', s"E.JÓ, tal que, s')D = s")D para DEf... Da definição de domlnio de influ-
ência e da suposição inicial, segue que3'\s•) = 3'\s') =3'(s") =J1s"). Isto 
imp 1 i c a que D tambêm pertence a -e: Consequentemente, é: c f; Permutando-se t: 
e "f1 no que esta acima, obteremos que 'f1c'C. Portanto, segue que f= ·e, em 
contradição com a proposição anterior. Logo, a hipÕtese inicial e absurda. 
Como consequência da suposição 1, ;f(s) ~:Yis) implica que existe um par de 
respostas (rx,ry)e:J"(s)XJ"ts), tal que, rx -rry. Por outro lado, esta desi-
gualdade deve-se ao fato de que com o deslocamento dos campos receptivos, as 
caracteristicas estimulatõrias-do estimulo s em relação as unidades f e f' 
nao são as mesmas, isto é, para todo DE:L:, sjD e siT(D) nao possuem as mes-
mas caracteristicas estimulatürias de acordo com a caracterlstica funcional 
destas unidades. Portanto, conclulmos que o deslocamento entre os campos re-
ceptivos f." e "f1 ê uma condição necessãria e suficiente para a existência de 
dissimilaridades entre as respostas das unidades f e f'· Com esta conclusão, 
estamos vi abi 1 i zando a formulação de uma estrutura funcional (f ,f') composta 
pelas unidades f e f'. A base lõgica desta estruturação estã fundamentada na 
correlação entre os padrões de impulsos das unidades f e f', e portanto. con 
sideraremos suas propriedades nestes termos. 
• 
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Começaremos observando que, dado um estlmulo s, a resposta de 
(f,f') ao esHmulo se um par de respostas (rx,ry)€J(s)X:f(s). Neste caso, 
J"(s)X:fts) representarâ o conjunto de todas as respostas possiveis desta es-
" trutura ao estlmulo s. Diremos que um subconjuntO H de Pé um domlnio de 
influência para (f,f') se e somente se, para todo s 1 , s"E&5, se s '/H == s"/H 
então J)(J'(s'),J'(s')) = .J)(;f(s"),}''(s")). Designaremos por~ o campo re-
ceptivo da estrutura funcional (f,f'). A seguinte proposição estabelecerã a 
relação entre ~ e as campos receptivos das unidades componentes. 
Proposição 7. SeDe G são dominios de influencia das unidades f e f', res-
pectivamente, então DUGE: ~-
Demonstração. Sejam s' e s 1' estimulas tais que s'IDUG = s"IDUG. Como D es-
tã contido em DUG, s'/D = s"ID e portanto'J(s') =:f(s"). Fazendo o mesmo 
para G obteremos queJ(s') =:f'(s"). Consequentemente, 
= ;!)( J'(s"),J''(s")), o que demonstra a proposição. 
!D( 3'(s'),J'1(s')) = 
Portanto, o conjunto i!= {DUG/(D,G)e:t:Xe'}estã contido em <Ir,. Por outro 
lado, se s' e s" forem tais que J'(s') =:f'( s') e J'(s") = .Í1(s") então 
:D('J(s'),J''(s')) "j)(J'(s"),J''(s")). Entretanto, isto nao implica em 
:f(s') =J'(s") ouJ'(s') =J'(s"). Consequentemente, não e verdade que todo 
-
HEfl!:. é necessariamente uma união dé elementos de "é' e "(1 . 
Antes de considerarmos a propriedade de seletividade estimulatõria 
da estrutura (f,f 1 ), vamos ver o que se entende por um estlmulo orientado. 
Seja A um subconjunto de p e W um vetor em P. Diremos que as condições es-
timulatõrias s(t) têm orientação W sobre A se e somente se, para todo ptA, 
s(t)I[P'} = s(t)i[P"} para quaisquer dois pontos p', p"€AnL;;;(p), onde L;;;(P) 
e uma reta na direção W pà"ssando sobre o ponto p. Se s é tal que, para todo 
tE.!R, s(t) satisfaz as condições acima, diremos que se um estimulo com ori-
entação W sobre A. 
',;, •"-.J 
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Proposição 8. SeBe um estlmulo com orientação v sobre algum HE:ff.S então 
I 
.!J( J'(s),Y(s)) = 0. 
'--- ---
Demonstração. Sejas' um estlmulo orientado na direção V sobre P, tal que, 
siH = s'IH. Definindo-se E= DUG, onde (D,G)d':Xe'. teremos que T(E)=oT(D), 
e portanto, E e T(E) pertencem a f.'. Isto implica que E'= EnT(E) também pei_ 
tence a 'f_1• Da definição de s' segue que s' = sp. Assim, s'IE' = sp/E',eco_Q_ 
sequentemente, J'(s') = 'f'(sT)- Da equivalência entre f e f' segue que 
J'(s') = J'1(s'). Portanto, .!J(J'(s'),J'(s')) =~·Como s' e tal que, s/H = 
= s'IH para H<'!f:,, segue que $J(:f(s),J'1(s)) = fJ, como quer1amos demonstrar. 
Para que J'(s) ='Sts), é suficiente que s tenha as mesmas caracte-
rlsticas estimulatôrias em relação as unidades f e f'. Por outro lado, 
:f(s) <f'(s) se e somente se $l(J'(s),:f1(s)) = 0. Portanto, a condição 
j)(J'(s),J''(s)) = 0 não implica que se um estlmulo com orientação v sobre 
algum HEilf,. 
3 - APLICAÇDES 
O mecanismo de descarga de impulsos em uma célula neuronal e uma 
função do nlvel do potencial de membrana celular (Rodieck, 1973). Em células 
corticais, com a propriedade de orientação seletiva, este nivel de potencial 
e regulado pela integração de efeitos excitatõrios e inibitõrios que atuam 
sobre a membrana celular através das sinapses (Creutzfeldt e Ito, 1968). Cé-
lulas do NGL atuam diretamente sobre células corticais através de impulsos 
monosinâpticos excitatõrios ou indiretamente, por meio de células intermedi-
arias do cõrtex, através de impulsos disinâpticos inibitórios (Toyama et al., 
1974). De acordo com a estruturação básica que desenvolvemos no capitulo an-
terior, faremos as seguintes suposições com relação a uma célula cortical es 
pecífica: 
i. O mecanismo de descarga de impulsos da célula cortical esta ba 
seado em uma correlação entre os padrões de impulsos monosinãpticos excitatõ 
rios e disinãpticos inibitõrios. 
ii. Os impulsos monosinãpticos excitatõrios e disinãpticos inibitõ 
rios provém de duas células vizinhas do NGL, com as mesmas propriedades fun-
cionais e campos recéptivos com um deslocamento relativo. 
Através destas suposições, associaremos a célula cortical uma 
estrutura do tipo (f,f'), na qual as componentes f e f' corresponderão as ce 
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lulas com impulsos monosinãpticos excitatôrios e disinãpticos inibitórios~ 
respectivamente. Também nos referiremos a estas células como as componentes 
excitatõria e inibitória. Para fins de argumentação, usaremos as notações e 
~ especificações dadas no capltulo anterior, aplicadas a estas componentes. 
Considerando-se que cada impulso deve ter um efeito pÕs-sinãptico 
temporalmente limitado sobre a célula cortical, conclui-se que o período de 
integração dos efeitos excitatõrios e inibitórios sobre a membrana celular 
tambem e temporalmente limitado (cf Creutzfeldt e !to, 1968). Isto implica 
que, a cada instante t, existe um intervalo de tempo correspondente á(t). 
tal que, somente os impulsos que tiverem chegado ã célula cortical durante 
este intervalo, terão seus efeitos pÕs-sinãpticos integrados de forma a in-
fluir no mecanismo de descarga de impulsos no instante t. Definiremos ã(t) 
como o periodo de integração dos efeitos pÕs-sinapticos no instante t. Assim, 
se para cada PX€1(, interpretarmos te:X como sendo o tempo de chegada do im-
pulso correspondente a célula cortical, dadas duas respostas 1'x e 1'y das com 
ponentes f e f', respectivamente, somente os impulsos contidos nas restri-
ções rx/a(t) e ry/a(t), terão qualquer influência sobre o mecanismo de impu_l_ 
sos no instante t. Se I <.l)(rX,rY) e tal que I4á(t) para todo tE IR, 
então a dissimilaridade entre rx e ry, correspondente a I, não terã influ 
ência sobre o' mecanismo de impulsos em qualquer; instante t. Portanto, conclui 
. 
mos que o periodo de integração §(t) estã associado com a resolução de dissi 
milaridades entre as respostas das componentes f e f' pela célula cortical. 
\ A seguir, estabeleceremos uma correlação entre a atividade de im-
pulsos da célula cortical e os padrões de impulsos das componentes f e f'. 
Células corticais do tipo simples não alteram a caracteristica de seus pa-
drões de impulsos espontâneos quando estimuladas com estimulas uni formes 
(Hubel e Wiesel, 1962). Para formalizar as condições estimulatOrias corres-
pondentes a esta estimulação, sera suficiente definir s como um estimulo, 
tal que, para todo tE:IR, s(t) é uniforme sobre H, para algumHc.~. Definido 
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desta forma, s satisfaz a condição de estlmulo orientado para qualquer dire-
ção, em particular, na direçãoii. Pela proposição 8, segue que o conjunto 
,j)(J'(s),J''(s)) é vazio. Assim, quaisquer que sejam as respostas das compo-
nentes f e f' ao estlmulo s, não existirã dissimilaridades entre elas. Por-
tanto, suporemos que na ausência de dissimilaridades entre as respostas das 
componentes f e f', o padrão de descarga de impulsos da célula cortical terã 
a caracterlstica de atividade espontânea. Consequentemente, o aumento ou dimi 
nuição da frequência de impulsos desta célula, em relação a atividade espont~ 
nea, deverã estar associado com as dissimilaridades entre os padrões de impu} 
sos das componentes f e f'. Vamos atribuir o aumento ou diminui.ção da frequê_12 
cia de impulsos a efeitos excitatOrios ou inibitórios, respectivamente, sobre 
o mecanismo de descarga da célula. Então, se supusermos que adição de impul-
sos monossinãpticos excitatOrios ou dissinãpticos inibitõrios sobre padrões 
de impulsos similares resultam em efeitos excitatõrios ou inibitõrios sobre 
o mecanismo de descarga e que as dissimilaridades entres duas respostas se ca 
racterizam por impulsos adicionais com relação a padroes de impulsos simila-
res, poderemos concluir que o aumento ou diminuição da frequência de impulsos 
da célula cortical estão associados com as dissimilaridades dos padrões de i~ 
pulsos das componentes f e f', que forem resolvidas, de acordo com a frequên-
cia relativa de impulsos destas componentes. 
Agora, com relação 3 intensidade das açoes excitatõrias e inibitó-
rias das dissimilaridades sobre o mecanismo de impulsos, uma vez que cada di~ 
similaridade representa um par de padrões de impulsos que são apenas dissi-
milares, deveremos supor que toda dissimilaridade, independentemente de seu 
grau de dissimilaridade, exerce uma ação de mesma intensidade sobre este me-
canismo. Entretanto, quanto maior for o grau de uma dissimilaridade, menor 
serão espaço dê tempo para que esta dissimi1aridade exerça sua açao. Canse 
quentemente, serã possi"vel exercer um nUmero maior de efeitos sobre o meca-
nismo de impulsos, durante um certo intervalo de tempo, quanto maior for o 
grau das dissimilaridades. Portanto, concluiremos que o grau de dissimilari 
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dade entre os padrões de impulsos das componentes f e f' estã assoei a do 
com a razao das alterações da descarga de impulsos, ~ consequentemente, com 
a amplitude da frequência de impulsos da célula cortical. 
Devido a irregularidade dos padrões de impulsos, poderã ser difi-
cil detectar, em uma Ünica resposta, as características dos padrões de impul 
sos que são função das condições estimulatorias. Para superar esta dificul-
dade, a técnica usada em neurofisiologia consiste na elaboração de histogra-
mas (Gerstein, 1960}. Um histograma é elaborado a partir das respostas de 
uma série finita de repetições do mesmo est'ímulo e representa a trequência 
média de impulsos das respostas componentes, durante cada intervalo de tempo 
em que e subdividido. No caso da atividade espontânea ou de repouso, que se 
caracteriza por padrões de impulsos aleatórios (Barlow e Levick, 1969), o gri 
fico de frequência de impulsos do histograma apresenta as mesmas caracterls-
ticas durante os periodos correspondentes a esta atividade. Isto porque, p~ 
drões aleatôrios não contribuem consistentemente quando combinados em um his 
tograma. Por outro lado, as caracterlsticas dos padrões de impulsos,que são 
consistentes entre si, contribuem cumulativamente. Assim, excitações e inibl 
coes da descarga de impulsos de uma célula, que são consequências das condi-
çoes estimulatõrias, resultam em um aumento ou diminuição, respectivamente, 
da amplitude da frequência de impulsos dada pelo histograma, em relação a 
frequência da atividade de repouso. 
A partir das considerações que fizemos nos paragrafos acima, desen 
volveremos o seguinte método para especificar as caracteristicas gerais do 
histograma da célula cortical através dos histogramas das componentes f e 
f'. Sejam H1 e H2 os histogramas das respostas de f e f' , respectivamente. 
Como a amplitude do grâ.fico de um histograma, sobre cada uma das suas subdi:-
visões, representa a frequência média de impulsos das respostas componentes 
durante o intervalo correspondente, com a sobreposição de H1 e H2 obteremos 
uma estimativa da frequência relativa dos padrões de impulsos entre as res-
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postas de f e f' . Vamos então, atribuir as diferenças entre os grãti cos 
de H1 e H2 ãs dissimilaridades entre as respostas que compõem estes histogr~ 
mas. Desta forma, o grãtico da diferença entre H1 e H2 poderã ser interpr~ 
tado como o grãfico das dissimi1aridades entre as respostas de f e f' . Ag_Q_ 
ra, considerando-se os efeitos dos impulsos das componentes f e f' sobre a 
célula cortical, periodos em que a amplitude do grãtico de H1 for caracteri-
zadamente maior do que a de H2 , representarão periodos de efeitos excitatõ-
rios sobre o mecanismo de impulsos desta célula, caso contrãtio, representa-
rao periodos de efeitos inibitórios. Além disso, a amplitude da diferença 
entre estes grãticos pode ser interpretada como uma medida do grau das dissi 
mi1aridades entre as respostas que compõem H1 e H2. Assim, quanto maior for 
esta diferença maior serã o efeito excitatõrio ou inibitõrio dos peri o dos 
correspondentes. Consequentemente, a amp 1 i tu de do grãfi co da diferença en-
tre H1 e H2 deverã estar associada com a amplitude da frequêncía de impulsos 
do histograma da célula cortical. Portanto, através da soma algébrica dos gr~ 
ficas de H1 e H2, deveremos obter uma caracterização do perfil do histograma 
da célula cortícal sob as mesmas condições estimulatõtias. Na prãti c a, a 
aplicação deste método possui certas restrições, uma vez que os histogramas 
obtidos experimentalmente não satisfazem necessariamente ãs condições de es-
truturação implÍcitas neste método. Entretanto, ê possível encontrar algu-
mas situações bastante favorãveis. 
Para as aplicações abaixo, faremos uso dos diagramas dados na fig~ 
ra 3. Estes diagramas são esquematizações dos perfis de histogramas da célu-
la cortical do tipo simples com relação aos estimulas mOstrados aCima ddsdi~ 
gramas. Os estimulas, consistem em barras luminosas movidas sobre o campo 
receptivo destas células, localizadas pelos círculos, na direção e sentido 
indicados ~elos vetores. Embora o método que desenvolvemos diga respeito a 
células do NGL, o fato de usarmos células ganglionares não implicara em al-
terações significativas no resultado deste método. Isto porque, histogramas 
de células da retina e do NGL, com as mesmas propriedades funcionais, pos-
suem caracterlstica similares sob condições estimulatõrias e·quiva-lentes. 
Além disto, via de regra, a projeção celular da retina sobre o NGL é tal que. 
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FIGURA 3. A-D Diagramas esquemãticos dos histogramas de uma célula cortical 
(Diagramas superiores) e de uma célula ganglionar (Diagramas inferiores) co_e 
respontes aos movimentos de uma barra luminosa sobre seus campos receptivos. 
A direção dos movimentos em A e C é perpenti cul ar a dos movimentos em 8 e D. 
[Baseado na figura 2 de Lee et a1. (1977)] 
apenas células com as mesmas propriedades funcionais estão ligadas si~aptic~ 
mente. Em geral, três (±2) células ganglionares convergem sabre cada célula 
do NGL (Cleland et al., 1971). Por outro lado, estes histogramas são partic~ 
larmente apropriados para aplicar o método considerando-se que 63% dos impul 
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sos da célula cortical podem ser associados a impulsos da célula ganglionar. 
Antes de passarmos ãs aplicações faremos algumas considerações teóricas. 
Definiremos por s_ o estímulo que descreve uma barra luminosa des-
w 
locando-se sobre P com velocidadehl. Durante um intervalo I- a barra atraves 
w 
sa um domínio de influência limitado H da estrutura (f,f'). Vamos supor que 
o comprimento desta barra e suficientemente grande para que sw satisfaça as 
condições de um estímulo orientado sobre H. A orientação da barra e 
perpendicular ao vetor W. Agora, seja b.t = p.iJ!Wicos(e), onde e ê o ângulo 
do vetorW em relação a V. Se supusermos, sem perda de generalidade, que 
H= D UT(D) para v<e, então as restrições swfv e "<J[T(D) são tais que, para 
todo tE IR, sw(t)[D = sw(t +b.t) [T(D) (Observe que estamos usando a componen-
te f como referência). Em outras palavras, o estimulo sW representa as mes-
-
mas condições estimulatõrias em relação as componentes f e f' a menos de uma 
defasagem temporal D,t. Consequentemente, o conjunto de respostas posslveis 
destas componentes, ,J'"(s ..... ) e 'r'(s ... ), são tais que, para todo rxd\, 
w w 
rxE~(sw) se e somente se existe r.YE:Ytsw) satisfazendo a condição rx(t) "' 
= ry(t +L\t) para todo te:IR. Ou seja, as respostas em J"(sw) e 3'(sw) sao 
as mesmas a menos de uma defasagem Ê:Jt. Nestas condições, poderemos supor 
que os histogramas H1 e H2, co~respondentes aos conjuntos de respostas 
J="(siJ) e J 1(sw), respectivamente, são identicos a menos de uma defasagem 
6t. Hz estarã deslocado ã direita ou esquerda de H1 , conforme fj.t for maior 
ou menor do que zero. Se e for igual a 90Dou -90°então6.t =O. Nestes casos, 
:f(s;;) = :f(sw) e portanto j)(J"(sw),J"'(sw)) = 0. Este resultado tambem pode 
ser obtido usando-se a proposição 8, uma vez que para aqueles valores de e, 
sw satisfaz a condição de estimulo com orientação V sobre H. Naturalmente 
que para !:J t =O os grãficos de H1 e H2 coincidem, e portanto, o grãfico da 
diferença é nulo/ Assim, para estes casos o histograma da célula cortical se 
rã caracterizado por uma atividade de repouso, o que esta de acordo com a in 
terpretação de j)( J'(sw) ,J"1(sw)) = ~- Por outro lado, a desafagem entre as 
respostas deJ"(sw) eJ'(s;;r) serã mãxima quando e= o"ou 180~ Nestes casos, a 
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direção de movimento da barra estã na direção do deslocamento entre os cam-
pos receptivos das componentes f e f'. Dado que W é constante pa:ra todo W, 
as defasagens estarão entre os extremos -fij/]VJ e]WJJVJ. Nas considerações que 
se seguirão, denominaremos a amplitude miixirna do grãfico de um histograma 
por amplitude do histograma. 
Especificamente, uma cêlula cortical com orientação seletiva, se 
caracteriza pela existência de um ou dois picos no grãfico da amplitude 
do histograma em função do vetor deslocamento da barra. No caso de dois pi-
cos com pontos de máximo bem caracterizados, os vetores correspondentes as 
amplitudes mãximas destes picos formam um ângulo de l80oentre si. Vamos deno 
minar estes vetores de vetores de mãximo. A largura de cada pico, hã 1/2 do 
valor da amplitude mãxima, pode variar entre ±10oe ±50oem torno do vetor de 
mãximo. Para vetores por volta de 90°em relação aos vetores de mã:xi mo, os 
histogramas representam a atividade de repouso da cêlula cortical (Campbell 
et a 1. , 1968). Agora, fazendo-se a suposição de que, para qualquer direção e 
sentido do movimento da barra, o histograma da componente f é o mesmo. pod~ 
mos demonstrar que os vetores de mãximo coincidem com os vetores par a os 
quais a defasagem 6t é mãxima. Em vista da suposição e do fato que cos(a) = 
= cos(-e), se"W' eW" são dois vetores formand9 ãngulos a• e 8 11 = -a• em re-
lação a V então os grãficos das diferenças entre os histogramas das compone.!:!_ 
tes f e f', correspondentes aos estlmulos s--, e s , são identicos. Então , 
w W" 
considerando-se que a amplitude mãxima do grãfico da diferença estã assoei~ 
do ã amplitude do histograma da cêlula cortical sob as mesmas condições esti 
~ o - -
mulatõrias, sehl' ê um vetor de mãximo e e' f O ou 180, entaoW" tambem e um 
vetor de mãximo e forma um ãngulo de 2e' ou 360•- 2e 1 com w'. Entretanto, o 
ângulo entre vetores de mãximo ê de 180", e portanto, devemos ter • e' = 90 ou 
-90". Mas, para estes casos f::::.t =O, e consequentemente, o histograma corres-
pondente a sW, representa a atividade de repouso da célula cortical. Conclui 
mos que, se W corresponde a um vetor de mãximo então seu ângulo com o vetor 
Vê de o" ou 180". Com relação ã. suposição acima, observaremos que, em geral, 
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células do NGL possuem campos receptivos com simetria radial (Bullieretal., 
1982). Isto garante uma aproximação razoãve1 desta suposição. A seguir, mos-
traremos que as propriedades da célula cortical, na figura 3, podem ser 
explicadas a partir das condições de estruturação postuladas no inlcio deste 
capltulo. Especificamente, mostraremos que os campos receptivos das componen 
tes desta estruturação estão dispostos conforme a figura 40. Neste esquema, 
estã representado o deslocamento do campo receptivo da componente inibitória 
em relação ao da componente excitatõria. O vetor V corresponde ã direção as-
cendente do movimento da barra na figura 3C. Uma vez que a célula ganglionar 
estã ligada excitatõriamente ã célula cortical, atribuiremos seus diagra-
mas a componente excitatõria da estruturação, e de acordo com as considera-
c/ ções teõricas, suporemos que, para cada estimulo da figura 3, os diagramas 
~ das componentes são i denti cos a menos de uma defasagem. 
r0 
O Como a direção dos movimentos da barra, nas figuras 3A e C, corre~ 
lo h pende a direção para a qual as amplitudes dos histogramas atingem seus mãxi-
mos, a direção do deslocamento deve coincidir com esta direção. Agora, supo.!:!_ 
do-se que o sentido deste deslocamento é o de V, no caso em que o movimento 
da barra ê no sentido contr"ârio, a defasagem do histograma da componente in.!_ 
bitÕria em relação ao da componente excitatõria deverã ser negativa. Assim, 
na figura 4A,--·o diagrama deslocado para esquerda representa os efeitos inibi 
tõrios sobre a célula cortical. Por outro lado, quando o sentido do movimen-
to da barra coincide com o sentido de V, a defasagem serâ positiva. Portan-
to, na figura 4E, o diagrama da componente inibitória estã deslocado para a 
direita. Abaixo, nas figuras 48 e F, estão mostrados os grâficos das diferen 
ças entre os diagramas correspondentes. As partes positivas dos grãficos re-
presentam períodos excitatOrios sobre a célula cortical, enquanto que as neg~ 
t/vas representam períodos inibitÜrios. Para comparação, as figuras 4C e G 
reproduzem os diagramas da célula cortical das figuras 3A e C. Como pode ser 
visto, existe uma estreita correlação entre os grãficos das diferenças e 
estes diagramas. As dicrepãncias podem ser atribuídas a pelo menos dois fato 
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res: Provaveis simplificações do mêtodo de caracterização do histograma da 
célula cortical e a desvios da estruturação neuronal em relação ãs suposi-









FIGURA 4. Aplicação do método de caracterização de histogramas. A Perfis do 
diagrama da célula ganglionar da figura 3A deslocados de 0,4 s. E O mesmo com 
relação a figura 3C. B e F Grãficos das diferenças entre os perfis em A e E, 
respectivamente. Os perfis deslocados no sentido da seta contribuem negativ~ 
mente para o grãfico das diferenças. C e G Perfis dos diagramas da célula cor 
ti cal das figuras 3A e C. O Esquema do deslocamento do campo receptivo da 
componente inibitõria em relação ao da componente excitatõria. As defasagens 
em A e E foram obtidas a parti r deste esquema para moviment9s da barra nos 
sentidos ascendente e descendente, respectivamente, na direção do deslocamen 
to. H Grãfico da amplitude positiva mãxima do grãfico da diferença entre os 
perfis em E para l::.t variando entre -2 e O segundos. 
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grãficos das dife~nças podem corresponder no mínimo com períodos de frequê~ 
cia de impulsos zero. As defasagens usadas nas figuras 4A e E sao de 0,4 s 
em mõdulo e representam as melhores aproximações dos gráficos das diferenças 
aos diagramas. Se tivéssemos optado por um deslocamento no sentido contrãrio 
a V, te riamos obtido grãficos inversos e deslocados de 0,4 s para a direita 
e esquerda em relação aos da figura 48 e F, respectivamente. Portanto, o ve-
to r V especifl c a o des 1 ocamento dos campos receptivos das células componen-
tes do modelo estrutural. Agora, como D.t = O para movimentos da barra na di 
reção perpendicular a V, os grãficos das diferenças são nulos para ambos os 
sentidos de movimento nesta direção. Isto representa uma caracterização razo 
ãvel dos diagramas correspondentes das figuras 38 e D. A pequena elevação da 
frequência de impulsos da célula cortical na figura 30, durante a passagem 
da barra sobre seu campo receptivo, provavelmente estã associada ao segundo 
dos fatores mencionados acima. 
Na figura 4H estã representado o grãfico da amplitude positiva mã-
xima da diferença entre os diagramas na figura 4E para /:).t variando entre -2 
e O segundos. Através deste grã:fico, podemos ver que se a defasagem mãxima 
negativa for maior ou igual a -1 s, ela corresponderã: a um m'áximo da amplitu 
de do histograma. Neste caso, o pico do grãfico da amplitude do histograma 
em função do;-vetor desloCamento da barra estarã distribuido simetricamente 
em torno do vetor na direção e sentido de V. Considerando-se a defasagem usi 
da na figura 4 e os dados relativos a excentricidade do campo receptivo da cé 
-lula cortical e velocidade da barra, podemos estimar que, em termos de angu-
los visuais, os centros dos campos receptivos das células componentes possuem 
aproximadamente 0,6D de diâmetro e estão deslocados de 0,5Dentre si. 
Baseado nos resultados obtidos nas aplicações acima, concluimos que 
as propriedades funcionais do modelo estrutural proposto, corresponde a uma 
célula cortical do tipo simples, sem seletividade quanto ao sentido do movi-
mento da barra. Devido a simplicidade do modelo, estas células devem repre-
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sentar o tipo funcional mais geral. Outros tipos funcionais de células corti 
cais com orientação seletiva~ que recebem projeções diretas do NGL, deverão 
ser obtidos a partir deste modelo estrutural bãsico através de condições es-
truturais adicionais. 
4 - D!SCUSS~O 
Embora, as condições i e iido modelo proposto no capltulo 3 tenham 
sido aplicadas sobre uma célula de tipo funcional especifico, estas condi-
çoes devem representar as condições bãsicas para a orientação seletiva nas 
areas do cõrtex visual que recebem projeções do NGL. Através de uma exten-
sao do desenvolvimento formal do capitulo 2, deverã ser posslvel demonstrar 
que a estruturação do tipo (f,f') e uma condição suficiente para a propried~ 
de de orientação seletiva. Isto está parcialmente demonstrado na secçao 2.3 
através da proposição 8. Quanto as condições estruturais do modelo proposto, 
recentemente foi mostrado (Shiller, 1982) que a ,propriedade de orientação se 
letiva esta condicionada a células do mesmo tipo funcional. A condição de e-
quivalência, definida na secção 2.3, entre as componentes estruturais poderâ 
ser aproximadamente satisfeita por células vizinhas do NGL. Na retina, é po~ 
sivel constatar uma tendência para a uniformidade das caracteristicas dos cam 
pos receptivos de células de mesma classe funcional, localizadas em uma area 
restrita (De Monasterio e Gouras, 1975; Levick e Thibos. 1982; Peichel e 
Wassle, 1979). Obviamente que as condições formais de estruturação introduzi 
das no capltulo 2 não precisam ser satisfeitas estritamente para a aplicabi-
lidade do modelo. Como jã observamos, desvios em relação a estas condições 
implicarão em desvios com relação as propriedades funcionais dedutiveis des-
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te modelo. Por outro lado, quanto aos efeitos inibitórios intracorticais, 
Silito et al. (1980) mostraram que o bloqueio destas inibições resulta no 
desaparecimento da propriedade de orientação seletiva das células corticai"s. 
Entretanto, a presença de células corticais mediando os efeitos inibitõrios, 
implica em um atraso dos impulsos da componente inibitória da ordem de 1 ms 
(Toyama et al., 1974), e provavelmente, uma distorção de seus padrões de im-
pulsos. Portanto, serã mais adequado pensar na seletividade da orientação e~ 
timulatõria em termos de uma unidade cortical, envolvendo mais de uma célu-
la, e da correlação de impulsos de componentes estruturais do NGL. Dentro des 
ta concepção é perfeitamente possivel a sobreposição de estruturas celulares 
de tipos funcionais diferentes, associados a mesma unidade cortical. Alémdis 
to, não deverã ser difícil uma generalização do modelo estrutural, em que c~ 
da componente é formada por um conjunto de células do mesmo tipo funcional. 
Entretanto, considerando-se que o nümero de células do NGL que convergem so-
bre uma célula cortical pode ser de apenas duas (Creutzfeldt e Ito, 1968; 
Bull i e r et a 1. , 1 982), o mo de lo do capitulo 3 severã ser representativo de 
uma porcentagem das células corticais simples, particularmente na região do 
cõrtex que corresponde ã ãrea do campo visual de maior acuidade. 
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