Abstract This study investigates spatial cross-correlation models for two sets of vector intensity measures (IMs) considering the influence of regional site conditions. The first set of the vector IM consists of the peak ground acceleration, Arias intensity, and the peak ground velocity; the second set is for spectral accelerations at multiple periods. Geostatistics analyses are performed using 2686 strong-motion data from 11 recent earthquakes that occurred in California, Japan, Taiwan, and Mexico. The results indicate that the spatial cross correlations of the vector IMs are strongly influenced by the spatial distribution of regional site conditions, which can be quantified using R V S30 , the correlation range of shear-wave velocity in the top 30 m. The linear model of coregionalization is proposed to construct a permissible spatial correlation model, and the short-range and long-range coregionalization matrices is specified to vary linearly with R V S30 . The proposed model demonstrated excellent performance in quantifying the influence of regional site conditions on the spatial cross correlations for the vector IMs, meanwhile the model guarantees a positive-definite covariance matrix for any reasonable value of R V S30 , a mathematical condition required for stochastic generation of the spatially correlated random fields. The spatial cross-correlation models proposed in this study can be conveniently used in regional-specific seismic risk analysis and loss estimation of spatially distributed infrastructure using vector IMs.
Introduction
Modeling spatial distribution of ground-motion intensity measures (IMs) is essential for the seismic-hazard analysis and risk assessment of spatially distributed infrastructure, such as lifelines, transportation systems, and structure portfolios (e.g., Jeon and O'Rourke, 2005; Wang and Takada, 2005; Lee and Kiremidjian, 2007; Sokolov and Wenzel, 2011) . Over the years, ground-motion prediction equations (GMPEs) have been actively developed to estimate the probability distribution (e.g., the median and variance) of the IMs at a single location. However, GMPEs do not estimate the spatial correlation of ground motion IMs. In recent years, several spatial correlation models have been proposed for some IMs (e.g., Goda and Hong, 2008; Jayaram and Baker, 2009; Sokolov et al., 2010; Iervolino, 2011, 2012; Goda, 2011; Du and Wang, 2013a) . In particular, Jayaram and Baker (2009) developed an intraevent spatial correlation model for spectral accelerations (SAs). Iervolino (2011, 2012 ) studied the spatial correlations of peak ground acceleration (PGA), peak ground velocity (PGV), and SA using European earthquake data. The spatial correlation of the ground-motion IMs is usually strong if two sites are close together, and the correlation gradually decreases as the sites are separated father apart. More recently, it has been observed that the spatial correlations of some scalar IMs are closely related to regional site conditions. In general, the spatial correlations appear to be stronger if the regional site conditions are more homogeneous (Jayaram and Baker, 2009 ). The spatial homogeneity of a region can be indicated by the spatial correlation of shear-wave velocity in the top 30 m (V S30 ), as a larger correlation range of V S30 implies a more homogeneous site condition (Du and Wang, 2013a) . Relationships between the spatial correlations of PGA and V S30 were investigated using earthquake data in Taiwan (Sokolov et al., 2012) . Predictive models were also developed to quantify the spatial correlations of cumulative absolute velocity (Electrical Power Research Institute, 1988) , Arias intensity (I a ; Arias, 1970) , and SAs based on the correlation range of V S30 (Du and Wang, 2013a) . These findings have significant implications in developing spatial correlation models for regional-specific applications.
Many earthquake engineering problems require the use of multiple IMs (termed as vector IM) to represent different attributes of the ground-motion characteristics. To date, only a few studies have been conducted regarding the spatial cross correlations of vector IMs. Among these few examples, Loth and Baker (2013) investigated the spatial cross correlations of SAs at multiple periods for the analysis of structural portfolios with various types of buildings. Yet, the influence of regional site conditions on the spatial correlation structure of vector IMs has not been fully investigated.
Following the authors' previous work (Du and Wang, 2013a) , the spatial cross correlation of two sets of vector IMs and their dependency on regional site conditions are studied in this paper. As have been widely used in earthquake engineering applications, PGA, I a , and PGV are combined as the first set of vector IM. The PGA, I a , and PGV represent the amplitude and energy attributes of the ground motions. A combination of these IMs can be effectively used to predict the earthquake-induced sliding displacements of earth structures (e.g., Rathje and Saygili, 2008) or cyclic structural response (Iervolino et al., 2010) . SAs at nine different periods are chosen as the second set of vector IM to characterize the frequency content of ground motions.
Mathematically, a permissible spatial correlation model for the vector IM must yield a positive semidefinite spatial correlation matrix (Goovaerts, 1997, p. 108) . The requirement is challenging but necessary for the random realization of jointly distributed vector IMs in space, a process known as stochastic simulation. For this purpose, a geostatistical approach, the linear model of coregionalization (LMC; Journel and Huijbregts, 1978) , is adopted in this study to derive the spatial cross correlations of these vector IMs using strongmotion recordings from 11 earthquakes that occurred in different regions. A simple permissible spatial correlation model for two sets of vector IMs will be proposed by taking into account the influence of regional site conditions, which is parameterized by the correlation range of V S30 of the recording stations. The proposed correlation matrices are guaranteed to be positive definite for any finite number of site locations and all reasonable correlation ranges of V S30 . Finally, an illustrative example is provided to highlight the model's capability in generating spatially distributed vector IMs and its possible applications in regional-specific hazard analysis of spatially distributed structures.
Strong-Motion Data
In this study, a large number of strong-motion data from different regions are systematically compiled and analyzed to develop the spatial cross-correlation models for PGA, I a , PGV, and SAs. The selected earthquake events satisfy the following criteria: (1) ground-motion data are densely populated, a sizable number (greater than 30) of recordings must be available within each separation distance bin in order to get a statistically reliable sample size; (2) necessary seismological and geological information must be available for these events, this information includes source parameters, site-to-source distance and site conditions (V S30 values), etc., so that the median IMs and their residuals can be estimated from GMPEs; (3) the moment magnitudes of events are greater than 5, and the rupture distances of recordings are within 200 km. Following these criteria, 2686 records from 11 earthquake events are selected. These earthquakes occurred in California (1994 Northridge earthquake, 2004 Taiwan (1999 Chi-Chi earthquake) . The recorded time histories for these events are obtained from the Center for Engineering Strong-Motion Data (CESMD), Consortium of Organizations for Strong Motion Observation Systems (COSMOS) for U.S. earthquakes, and K-NET and KiK-net for Japan earthquakes. The raw ground-motion data are uniformly processed by the authors following the Pacific Earthquake Engineering Research Center (PEER) procedure (Darragh et al., 2004) . The seismic information and site conditions are obtained from the PEER's strong-motion database and the table S1 database provided by Kaklamanos and Baise (2011) . For the Chi-Chi event, the V S30 data of recording stations are updated according to the Taiwan Strong Motion Instrumentation Program (TSMIP; Kuo et al., 2012) . The moment magnitude versus rupture-distance distribution of the data is illustrated in Figure 1 . The detailed information for each event is summarized in Table 1 .
Geostatistical Analysis of Ground-Motion Residuals

Ground-Motion Residuals
Given an earthquake event i, a ground-motion IM at site j can be written as ln Y ij ln Y ij M; R rup ; θ η i ε ij ; 1 in which Y ij is the recorded IM of earthquake event i at site j; ln Y ij M; R rup ; θ is the predicted mean value by GMPE as a function of magnitude (M), rupture distance (R rup ), and other parameters (θ); η i and ε ij denote the interevent and intraevent residuals, respectively. The residual terms are assumed to follow normal distributions with a zero mean and a standard deviation of τ i and σ ij , respectively (Abrahamson and Youngs, 1992; Joyner and Boore, 1993; Jayaram and Baker, 2008) , which are also provided by GMPEs. The total standard deviation is given by σ T σ 2 ij τ 2 i q . Throughout the study, some recently developed GMPEs are used to calculate the ground-motion residuals for PGA, PGV, SAs (Campbell and Bozorgnia, 2008) , and I a (Campbell and Bozorgnia, 2012) . It should be noted that most of these earthquake events (except for the Chi-Chi and the Northridge earthquakes) are not used in developing these GMPEs. Accordingly, it is not surprising that the ground-motion residuals are biased against the rupture distances (R rup ) and V S30 because the GMPEs are not calibrated by these data. For example, Figure 2 shows significant biases of the intraevent residuals of PGA with respect to R rup for 11 earthquake events. Similar biases are also observed for other IMs. If not corrected, the biased residuals would inevitably result in inaccurate estimate of the spatial correlation (Sokolov et al., 2010; Foulser-Piggott and Stafford, 2012) . Therefore, the computed residuals need to be corrected to remove the bias as follows (Du and Wang, 2013a) :
in which φ 1 , φ 2 , and φ 3 are the coefficients obtained by linear regression for each event. As expected, the corrected residuals are not biased against R rup and V S30 , and they will be used in the following semivariogram analysis. For better comparison between different earthquakes, the corrected intraevent residuals are normalized as follows:
3 in which ε ′ ij is the normalized intraevent residual and σ ij can be obtained either from sample variances or from GMPEs. Throughout this paper, estimates of σ ij from the sample variances are adopted because the values provided by GMPEs may not be appropriate for all events considered. The above approximation equation (3) neglects the interevent residual term η i because it is constant for each site during an earthquake and therefore does not contribute to the intraevent spatial correlation.
It is worth mentioning that there exists apparent inconsistency of using current GMPEs for the estimation of spatial correlation because they usually assume the IM residuals are uncorrelated. Considering spatial correlation of residuals in GMPEs, the interevent standard deviation would decrease and the intraevent standard deviation would increase; however, the predicted median IMs and their total residuals would not be significantly affected (Jayaram and Baker, 2010) . By equation (3), the intraevent standard deviation will not affect the spatial correlation of the normalized residuals. The inconsistency in GMPEs is not expected to significantly influence the estimated spatial correlations presented in this study.
Univariate Analysis
Semivariogram analysis is a widely used geostatistical tool to analyze the spatial correlation of a univariate random field. If it is assumed that a random field Z is second-order stationary, the semivariogram formulation can be written as (Goovaerts, 1997) 
in which h is the separation vector, Zu h is the random variable at a position separated by h from the position u. In this paper, the random variable refers to the normalized intraevent residual ε ′ ij . The second-order stationary assumption implies that the mean value of the random field is constant over the entire domain, and the semivariogram γh (as well as the covariance function introduced later) does not depend Only recorded data within rupture distance of 200 km are included for the earthquakes in Japan.
on the site location u, but only on the separation vector h. Furthermore, the stationary semivariogram is said to be isotropic if it is independent of direction such that the separation vector h in equation (4) can be replaced by the separation distance h khk (Goovaerts, 1997) . It is worth pointing out that the isotropic assumption for the spatial distribution of the intraevent residuals have been verified for some events, such as the Northridge earthquake (Jayaram and Baker, 2009 ). However, comprehensive validation is still needed in future studies. Similar to the semivariogram function, the covariance function Ch is defined as
Finally, the correlation function is defined as ρh Ch C0 :
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Under the assumption that the random field is isotropic and second-order stationary, it is straightforward to relate the semivariogram function to the correlation function as follows:
Several basic functional forms can be used to approximate the empirical semivariogram data, such as the exponential, Gaussian, and spherical model (Goovaerts, 1997) . In particular, the exponential model assumes γh a1 − exp−3h=r and ρh exp−3h=r; 8 in which a is the sill of the semivariogram and also the population variance of empirical data and r is the range of the semivariogram, defined as the separation distance h at which γh equals 95% of the sill. Several approaches can be used to estimate the model parameters, such as the least square fit and weighted least square (WLS) fit. The weight for WLS is chosen as 1=h k (in which h k is the center of each distance bin) so that the empirical data in close separation distances can be better approximated. separation distance range than other models. Therefore, the exponential model using WLS fit will be employed throughout this study. It is worth mentioning that the exponential, Gaussian, and spherical model are all permissible models for a univariate field by construction. The resulted correlation matrix will always be positive definite regardless of number of the sites and their locations.
Multivariate Analysis
Cross-semivariogram analysis is an extension of the above univariate case to the multivariate random field (Journel and Huijbregts, 1978; Goovaerts, 1997) . Assuming that a multivariate random field consists of n isotropic secondorder stationary random variables Z 1 ; Z 2 ; …; Z n , the crosssemivariogram γ ij h measures the average dissimilarity between two variables Z i and Z j separated by distance h via the equation
in which Z i u and Z i u h refer to the values of Z i evaluated at locations u and u h, respectively. In this paper, Z i refers to the normalized intraevent residual of the ith component of the vector IM. The empirical cross semivariogram γ ij h can be estimated as
in which Nh is the number of data pairs within this distance bin, z i u α h and z i u α represent the αth data pair in this bin for ith component of the vector IM. On the other hand, the covariance function C ij h measures the similarity between data as follows:
For an isotropic and stationary field, lim h→∞ γ ij h CovZ i u; Z j u C ij 0. Therefore, the relationship between covariance function and cross-semivariogram function can be established as (Goovaerts, 1997, pp. 72-74 )
The spatial correlation coefficient between Z i and Z j is defined as
which is a multivariate analogy of equation (6). Accordingly, the cross-semivariogram matrix Γh, the covariance matrix Ch, and the correlation matrix Rh for a vector IM with n components are n × n matrices defined as follows:
Rh ρ ij h:
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The correlation matrix Rh contains the directcorrelation coefficients along its major diagonal (i j) and the cross-correlation coefficients off that diagonal (i ≠ j). As the normalized intraevent residuals of the vector IM can be reasonably assumed to follow a multivariate normal distribution, their spatial distribution for an earthquake event k can be fully characterized by the mean (zero vector in this case) and the covariance matrix. Given an n-component vector IM distributed at J sites from an earthquake event k, the total covariance matrix Σevent k can be obtained by assembling the n × n submatrix Ch as follows: 15 in which h ij represents the separation distance between site i and site ji; j 1; …; J. The dimension of the total covariance matrix Σevent k is J × n; J × n. in which a ij and r ij are fitting parameters (i; j 1; …; n). However, the resulted covariance matrix Ch usually cannot guarantee positive definiteness for all h values, and the model is not permissible.
The LMC is used in this study to build a permissible cross-semivariogram model for multivariate analysis (Goovaerts, 1997 ). The LMC model decomposes a crosssemivariogram matrix into a combination of L linearly independent components using
17 in which g l h forms a set of permissible basic models (l 1; 2; …; L), B l b l ij (i; j 1; …; n; l 1; 2; …; L) is termed as the coregionalization matrix, which is an n × n matrix associated with each g l h and shall be determined by fitting the empirical semivariogram data. By the LMC construction, all direct and cross semivariograms share the same set of basic structures g l h. For example, using two exponential functions with range values of r 1 and r 2 as the basic functions, the cross-semivariogram matrix equation (17) can be expressed as
Following equation (12), the covariance matrix becomes
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The total covariance matrix in equation (15) is guaranteed to be positive semidefinite regardless of the number of sites considered, if the coregionalization matrices B l are all positive semidefinite (Goovaerts, 1997) . The coregionalization matrices B l can be obtained using the WLS method by minimizing the weighted sum of squares of the difference between the estimated and the empirical cross semivariograms between n IMs within K distance bins as follows (Goulard and Voltz, 1992) :
20 in which γ ij h k is the estimated cross semivariogram by the LMC model,γ ij h k is the empirical cross semivariogram,σ i is the standard deviation of Z i , and wh k refers to the weight for distance h k , taking as 1=h k to improve the goodness of fit to data at close separation distances. An efficient algorithm has been developed to achieve the positive semidefiniteness of B l by eliminating their negative eigenvalues during a minimization process (e.g., Goulard and Voltz, 1992; Loth and Baker, 2013) . The algorithm is implemented in this study to obtain B l for each event. Based on observation from selected earthquake events, a combination of a short-range and a long-range exponential function is proposed to approximate the cross semivariogram of the vector IM [PGA, I a , PGV]:
60 ;
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in which h is the separation distance in kilometers, the correlation ranges of 10 and 60 km are specified for the shortrange and long-range function, respectively. The correlation ranges 10 and 60 km are chosen because this combination provides best overall fit to the empirical data than other combinations of functions we have experimented. The fitted cross semivariograms by the above equation generally agree well with the empirical data for all earthquake events. Furthermore, the covariance matrix Ch and the crosscorrelation matrix Rh become
22
Rh P 1 exp −3h
23
in which P l p l ij (l 1; 2) is the coregionalization matrix, which can be obtained by standardizing the matrix B l as follows:
The above expression can be readily derived using ρ ij h C ij h= C ii 0 × C jj 0 p (equation 13) and
. Again, the coregionalization matrices P 1 and P 2 must be positive semidefinite to guarantee the total covariance matrix equation (15) to be positive semidefinite. Figure 4 shows an example of the LMC fitting for the Niigata event data. Two groups of GMPEs are used to generate the empirical cross-semivariogram data for intraevent residuals for PGA, I a , and PGV. The first group uses Borzorgnia (2008, 2012) GMPEs and the other group uses Boore and Atkinson (2008) model for PGA, PGV, and Foulser-Piggott and Stafford (2012) model for I a . In general, very similar results can be derived by using different GMPEs, indicating that spatial correlations are not dependent on specific GMPEs. The influence of using different GMPEs is also insignificant for the spatial correlation of spatial accelerations (Du and Wang 2013a) . Unless indicated otherwise, the Borzorgnia (2008, 2012) GMPEs are used throughout this study.
LMC Model Considering Regional Site Conditions Spatial Correlations of V S30 for Different Regions
The influence of regional geological conditions on the spatial correlation of IMs has been investigated recently (e.g., Jayaram and Baker, 2009; Sokolov et al, 2012; Du and Wang, 2013a) . Because the regional geological conditions strongly affect the travel path and frequency contents of earthquake waves during propagation, the spatial correlations of the intraevent residuals of IMs are dependent on the spatial distribution of site conditions. For example, the spatial correlation of the intraevent residuals of IMs over a heterogeneous region usually decays faster than that of a homogeneous region. Because V S30 values are commonly used in GMPEs to represent local site conditions, it is chosen as an indicator to describe the regional site features. Figure 5 shows empirical semivariograms obtained using the normalized V S30 (the set is normalized to zero mean and unit standard deviation for easy comparison) of the Niigata and Northridge earthquake, respectively. An exponential model is used to fit the empirical semivariogram data, such that γh a1 − exp−3h=R V S30 , in which R V S30 is the correlation range of V S30 . A larger value of R V S30 implies a more homogeneous regional site condition, such as the case for the Niigata earthquake (R V S30 21:8 km). For the Northridge event, the empirical cross semivariograms for V S30 imply an almost independent distribution of V S30 values in this region (R V S30 0 km). Based on our previous work (Du and Wang, 2013a) , the ranges of V S30 are estimated for each event and are summarized in Table 2 . The R V S30 value varies from 0 to 26 km from event to event, and the median V S30 value ranges from 348 to 425 m=s with a standard deviation from 101 to 218 m=s.
Coregionalization Matrices for the Vector IM [PGA, I a , PGV]
In this study, coregionalization matrices for the vector IM [PGA, I a , PGV] for 11 events are computed. The influence of regional site conditions on the correlation structure can be further revealed by plotting each entry of the coregionalization matrices P 1 and P 2 against R V S30 , as shown in Figure 6 . In general, each of the 3 × 3 components of the short-range matrix P 1 decreases as R V S30 increases, while an opposite trend can be observed for the long-range matrix P 2 . This is not unexpected as the spatial correlation of IMs usually becomes stronger when R V S30 increases (the site condition becomes more homogeneous). Accordingly, the contribution from the short-range function diminishes while the contribution from the long-range function becomes more pronounced as R V S30 increases.
Based on Figure 6 , the components of P 1 and P 2 matrices can be assumed to vary linearly with R V S30 through the following relationships:
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in which R V S30 is in the unit of km; P 0 and K are fitting matrices to be determined. In order to construct a permissible correlation model, both P 0 and K must be positive semidefinite, which is a necessary condition to guarantee the positive semidefiniteness of P 1 and P 2 . First, linear regression analysis is performed to determine P 0 and K from the empirical data. If the resulted matrices are not positive semidefinite, they can be adjusted manually by slightly increasing the diagonal terms and decreasing the off-diagonal terms.
The manual adjustment usually does not change the matrices significantly. Finally, the following positive-definite P 0 and K matrices are obtained as follows: 
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It is obvious that P 2 is always positive definite for any value of R V S30 because it is simply K multiplying by a positive factor. However, P 1 may not be positive definite for all values of R V S30 . It is easy to check that for R V S30 25 km, In view of that P 1 P 1 R V S30 25 K25 − R V S30 =10, P 1 is guaranteed to be positive definite for all R V S30 ≤ 25 km following the mathematical theorem that the summation of two positivedefinite matrices is always positive definite. For the cases where R V S30 is greater than 25 km, it is recommended that R V S30 25 km should be used to evaluate the matrices for practical purposes. As is also shown in Figure 6 , the linear model equations (25) and (26) can reasonably approximate the general trend of each of the 3 × 3 components of P 1 and P 2 . Finally, the spatial correlation matrix is expressed as a function of h and R V S30 as follows:
10
: 27
Because the coefficient exp
10 is always positive for h > 0, the correlation coefficients will increase 
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The intrinsic structure of the proposed model can be further explored by considering several special cases. If h 0, the spatial correlation matrix is reduced to the local correlation matrix R0, that is, the correlation matrix for the vector IM [PGA, I a , PGV] at an individual site, as follows: The above local correlation does not depend on R V S30 by construction. In fact, the above matrix is consistent with that obtained by Campbell and Bozorgnia (2012) (the difference is within 0:04) using the PEER-Next Generation Attenuation (NGA) database, which reads Furthermore, for a heterogeneous site condition (R V S30 approaches zero), the spatial correlation matrix further reduces to a simple form:
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The above equation implies that all the components of the local correlation R0 of the vector IM decays exponentially with increasing separation distance h at a constant rate, which can be described using an exponential model with a correlation range of 10 km. The results are consistent with our previous study (Du and Wang, 2013a) .
Considering the influence of site conditions, equation (25) assumes that both P 1 and P 2 vary linearly with R V S30 by the same rate factors designated by K. This assumption is proposed due to its mathematical simplicity and its consistency with empirical data shown in Figure 6 . A larger K value implies the spatial correlation is more strongly influenced by the site conditions. In general, the site condition has the strongest influence on the direct correlations of PGA and PGV, followed by the direct and cross correlations of I a . The site condition has less influence on the cross correlations related to PGV. In the cases that the local site information is not available, the following P 1 and P 2 matrices averaged over 11 events can be used in equation (23) 
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Finally, the accuracy of the model prediction is examined using the empirical cross-semivariogram data for all 11 events. Figures 7 and 8 show the predicted cross semivariograms of the vector IM [PGA, I a , PGV] using equations (25) and (26) for the Northridge and Chi-Chi earthquakes, respectively. These two events are selected to represent a heterogeneous and a homogeneous region, whose R V S30 values are estimated as 0 km (Northridge) and 26 km (Chi-Chi), respectively. Compared with the predicted curves using the averaged coregionalization matrices equation (32), the regional-dependent model using equations (25) and (26) better matches the empirical data for most cases in both events, demonstrating the model's capability in capturing the influence of regional site conditions on the spatial correlation of the vector IM. It is also to be noted that the site-dependant LMC model does not always provide the best fit to the empirical data, which can be observed in some plots (e.g., PGA-PGV cross semivariograms for the Chi-Chi earthquake in Fig. 8) . Because of considerable scatter of data shown in 
Empirical semivariograms Predicted using site-dependent matrices Predicted using averaged matrices Figure 7 . Comparison between the empirical cross semivariograms and model predictions for the Northridge earthquake. The color version of this figure is available only in the electronic edition. Figure 6 , it is difficult to precisely fit the empirical data using the proposed model for each event.
Coregionalization Matrices for Spectral Acceleration at Multiple Periods Similar analysis is also performed to study the influence of regional site conditions on the spatial cross correlations for SAs at multiple periods. First, empirical cross semivariograms of SAs at nine periods (namely, 0.01, 0.1, 0.2, 0.5, 1, 2, 5, 7.5, and 10 s) are obtained. Based on the empirical data, the following LMC structure is proposed:
70 ;
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in which h is in kilometers, the correlation ranges are chosen as 10 and 70 km, the combination provides an overall best fit to the empirical data. Considering the influence of regional site conditions, it is further postulated that the components of P 1 and P 2 matrices vary linearly with R V S30 through the following relationships:
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in which R V S30 is in the unit of kilometers; the matrices P 01 SA , P 02 SA , K SA need to be determined from the empirical data. Similar to the previous discussion, matrices P Tables 3-5 . It is easy to verify that all these matrices are positive definite. Furthermore, P 1 and P 2 are guaranteed to be positive definite for R V S30 ≤ 25 km. Similar to the previous case, it is recommended that if R V S30 > 25 km, the results for R V S30 25 km should be used. Finally, the regional-dependent LMC model becomes
It is worthwhile to discuss some interesting features of the proposed model. First, all spatial cross-correlation coefficients increase with an increased R V S30 value. The diagonal element in P 01 SA matrix generally decreases as the period becomes longer and vice versa for P block of P
01
SA and P
02
SA matrices, implying that the cross correlations between SA at the short periods (T ≤ 0:5 s) and long periods (T > 1 s) are relatively weak. K SA matrix controls the rate of influence of the regional site conditions. In general, SA at the short periods is more influenced by the regional site condition than that at the long period range. As observed through empirical data, R V S30 will not significantly influence the cross correlations between SA at short periods and those at long periods. Therefore, the corresponding elements of K SA are assigned to zeros for simplicity.
The current model is different from the previous study (Loth and Baker, 2013) in a couple of ways. First, the Loth and Baker model does not consider the influence of site conditions. Second, three basic exponential functions have been used to construct the LMC model for SA in Loth and Baker (2013) , in which the correlation ranges of the basic functions are chosen as 0 km (i.e., the nugget effect), 20 km, and 70 km. In our study, a relatively small correlation range (i.e., 10 km) is specified for the short-range basic function based on trials of several combinations. We found that inclusion of the nugget effect component is not particularly advantageous. On the other hand, the relative nugget effect may be associated with lack of data. It may decrease as more and better data become available (Goovaerts, 1997) . Therefore, the current LMC model is adopted due to its simplicity and ability to capture the major spatial features of the vector IMs. Finally, Loth and Baker (2013) used the GMPE proposed by Boore and Atkinson (2008) to compute the predicted SA values, while the Campbell and Bozorgnia (2008) model is adopted in this study. As stated before, Table 4 P 02
SA Matrix
Period ( the choice of GMPEs would not influence the spatial correlation significantly. Figures 9 and 10 show the performance of model prediction for the Northridge and the Chi-Chi earthquake, respectively, compared with the empirical crosssemivariogram data and model prediction by Loth and Baker (2013) . Because regional site conditions usually have relatively strong influence on SAs at short periods, the proposed model improves the cross-semivariogram prediction especially at the short-period range (0.01-0.5 s, the upper left subplots). However, the improvement is rather limited for SAs at long periods. For a number of cases, the model does not give improved performance over Loth and Baker model, especially for the correlations at the long-period range of the Chi-Chi earthquake.
Discussions and Conclusions
This study investigates a new spatial cross-correlation structure for two sets of vector IMs. The first set includes the PGA, I a , and PGV, while the second set consists of the SA at nine different periods. Eleven recent earthquakes that occurred in California, Japan, Taiwan, and Mexico are used to obtain the empirical cross semivariograms of the vector IMs. The LMC model is utilized to construct a permissible spatial correlation model, which is the combination of a short-range and a long-range exponential function with different decaying rate. The correlation range of V S30 , R V S30 , is a good indicator to characterize the regional geological conditions. Although some other geological features such as the azimuthal path may also influence the spatial correlation structure, they are reserved for a future study.
The study found that the coregionalization matrices P 1 and P 2 vary significantly with R V S30 . Specifically, a linear model has been proposed such that the short-range matrix P 1 increases and the long-range matrix P 2 decreases linearly with R V S30 , as shown in equations (25) 25 km)-a mathematical condition required for stochastic generation of the spatially correlated random fields. Compared with the averaged model, the site-dependent LMC model can better approximate the empirical cross semivariograms for the vector IM [PGA, I a , PGV], although it does not always provide the best fit to the empirical data. On the other hand, the site-dependent LMC model only improves the cross-semivariogram prediction of SAs at the short-period range (0.01-0.5 s) compared with Loth and Baker model, and the improvement is rather limited for SAs at long periods. Although the LMC matrices for SAs are provided only for nine periods, these matrices can be linearly interpolated to derive the spatial cross correlations for other periods. In the case that the interpolated coregionalization matrix are not positive definite, the negative eigenvalues of the coregionalization matrix should be set to zero in order to obtain an admissible model. One may refer to Loth and Baker (2013) for more details. The above modification usually does not change the coregionalization matrix significantly. For a majority of cases we have experimented using three or four interpolating periods, the maximum absolute change in the components of the coregionalization matrix is less than 0.05, which is insignificant for practical purposes.
Finally, an example is presented to illustrate the performance of the spatial correlation model. Considering a 30 km × 30 km hypothetical region divided into 900 1 km × 1 km cells, a point source is located at the origin. For simplicity, it is assumed that a scenario earthquake with moment magnitude 7 occurs at the point source. A heterogeneous and a homogeneous site conditions are considered for this region. The V S30 values follow a normal distribution with a mean value of 400 m=s and a standard deviation of 150 m=s over the region. The spatial correlation of V S30 follows the exponential model with correlation ranges assumed as 0 and 25 km, respectively, for each case. Bozorgnia (2008, 2012) GMPEs are used to calculate the median predicted PGA, PGV, and I a fields for this earthquake scenario. Then, the intraevent residuals are generated by Copula functions (Nelson, 2006) at each site given the mean (zero) and the covariance matrix. Figure 11 compares two realizations of the jointly distributed fields of PGA, I a , and PGV. Apparently, the spatial correlation of ground-motion residuals affects the distribution of vector IM fields, as a larger R V S30 corresponds to more uniformly distributed IM fields. The spatial correlation model and realization of vector-IM fields such as Figure 11 can be conveniently used in regional-specific seismic-hazard analysis and loss estimation of spatially distributed infrastructure. Recently, many empirical models have been developed to predict the earthquake-induced slope displacements using a single or a combination of PGA, I a , and PGV. Using the proposed spatial correlation model for the vector IM [PGA, I a , PGV], a fully probabilistic seismic-hazard analysis framework has been developed for spatially distributed slopes (Du and Wang, 2013b) . It is also interesting to mention that the vector IM [PGA, I a , PGV] can be used to develop useful proxy for characterizing cyclic structural response. For example, the spatial correlation model will be useful in conditional hazard analysis of spatially distributed structures by extending the methodology developed by Iervolino et al. (2010) . All these examples demonstrate that the spatial cross-correlation models proposed in this study can be conveniently used in regional-specific seismic-risk analysis and loss estimation of spatially distributed infrastructure using vector IMs.
Data and Resources
Strong-motion data used in this study are obtained from resources in the public domain, including the CESMD strongmotion database (http://strongmotioncenter.org/; last accessed September 2011), the COSMOS strong-motion database (http://www.cosmos-eq.org/; last accessed September 2011), the K-NET strong-motion database (http://www .kyoshin.bosai.go.jp/; last accessed September 2011), and the PEER NGA database (http://peer.berkeley.edu/nga/; last accessed September 2011). The V S30 values for Taiwan sites are obtained from TSMIP (http://egdt.ncree.org.tw/; last accessed August 2012). PGA, I a , and PGV are in the unit of g, m=s, and cm=s, respectively; V S30 is in the unit of m=s. The color version of this figure is available only in the electronic edition.
