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MODEL FORMAL ALGORITMA TERDISTRIBUSI  
MUTUAL EXCLUSION MENGGUNAKAN OTOMATA INPUT/OUTPUT 




Sistem terdistribusi memungkinkan komponen komputasi untuk saling berkordinasi dan saling bekerja sama dalam melakukan 
aktivitas secara lebih efisien dan lebih efektif. Dalam menyelesaikan masalah sistem terdistribusi yang dihadapi dibutuhkan suatu 
algoritma terdistribusi dalam bentuk protokol yang sesuai. Salah satu masalah yang utama adalah masalah mutual exclusion yang 
dimodelkan dalam algoritma terdistribusi asinkron. Namun, dalam memodelkan algoritma tersebut bukanlah hal yang mudah. 
Oleh karena itu, untuk memecahkan masalah algoritma mutual exclusion terdistribusi diperkenalkan model Otomata Input/Output 
sebagai model komputasi yang digunakan dalam sistem terdistribusi asinkron. Model Otomata Input/Output tersebut 
diimplementasikan kedalam algoritma circulating tokeni. Secara formal model algoritma circulating tokeni membuktikan bahwa 
model tersebut dapat menyelesaikan masalah mutual exclusion dalam algoritma terdistribusi asinkron. 
Kata kunci : sistem terdistribusi, algoritma terdistribusi asinkron, Otomata Input/Output, mutualexclusion, algoritma 
circulatingtokeni. 
Abstract 
Distributed computing system allows components to coordinate and cooperate with each other in their daily activities more 
efficiently and more effectively. In resolving problems faced by the distributed system requires a distributed algorithm in the form 
of appropriate protocol. One of the main problems is the problem of mutual exclusion that is modeled in asynchronous distributed 
algorithms. However, in modeling algorithms are not easy. Therefore, the problem solving of distributed mutual exclusion 
algorithm introduced automata Input/Output model as a computational model used in asynchronous distributed systems. Automata 
Input/Output model is implemented into circulating tokeni algorithms. Formally the circulating tokeni algorithm models proved 
that the model can solve the problem of mutual exclusion in a distributed asynchronous algorithm. 
Keywords : distributed system, asynchronous distributed algorithms, Input/Output automata, mutual exclusion, circulating tokeni 
algorithm. 
I. PENDAHULUAN 
Dengan berkembangnya teknologi informasi 
diharapkan dapat menjadi media yang paling efektif 
untuk mencari dan menyebarkan informasi. 
Perkembangan teknologi sejak akhir tahun 1990 
telah mencapai tahap suatu komputasi atau sistem 
yang berbasis web yang juga merupakan suatu 
sistem terdistribusi. Sistem terdistribusi merupakan 
sistem yang terdiri dari beberapa komponen yang 
saling berhubungan melalui jaringan (kanal) 
komunikasi. Sistem  terdistribusi memungkinkan  
komponen untuk  saling mengkordinasi dan saling 
bekerja sama dalam melakukan aktifitas secara lebih 
efisien dan lebih efektif. Dalam suatu sistem 
terdistribusi terdapat banyak jenis algoritma, 
tergantung dari sistem komputasi dan masalahnya. 
Misalnya masalah pada sistem komputasi 
terdistribusi diselesaikan menggunakan algoritma 
terdistribusi. Algoritma terdistribusi adalah 
rancangan  algoritma yang dijalankan  pada 
beberapa proses atau prosesor terpisah yang saling 
berhubungan. (Nancy A. Lynch, 1996). Algoritma 
dan hasilnya diatur sesuai dengan tingkatan asumsi 
dasar sistem komputasi terdistribusi yang dihadapi. 
Tingkatan asumsi yang pertama adalah model waktu 
sinkron, asinkron, atau sinkron parsial, kemudian 
tingkat kedua adalah model mekanisme komunikasi 
interprocess memori bersama (shared memory) atau 
pertukaran pesan (message passing). Dalam 
pemodelan waktu asinkron dengan mekanisme 
komunikasi pertukaran pesan diperkenalkan model 
Otomata Input/Output (Otomata I/O) sebagai model 
matematika untuk menggambarkan sistem tersebut. 
Otomata Input/Output pertama kali diperkenalkan 





Salah satu masalah dalam sistem terdistribusi 
adalah masalah tentang mutual exclusion (mutex). 
Kondisi dimana pada saat yang bersamaan terdapat 
lebih dari satu proses menggunakan  resource 
(sumber daya) yang sama dalam eksekusi prosesnya 
dan kondisi tersebut tidak diperbolehkan. 
II. TINJAUAN PUSTAKA 
A. Sistem Terdistribusi 
 Sistem terdistribusi merupakan sistem yang 
terdiri dari beberapa komponen atau proses yang 
saling berhubungan melalui jaringan (kanal) 
komunikasi. Sistem  terdistribusi memungkinkan 
suatu sistem untuk  saling mengkordinasikan dan 
saling bekerja sama dalam melakukan aktifitas 






Gambar 1.Sistem terdistribusi secara umum 
 
B. Algoritma Terdistribusi 
 Algoritma terdistribusi adalah rancangan  
algoritma yang dijalankan  pada beberapa proses 
atau prosesor terpisah yang saling berhubungan. 
(Nancy A. Lynch, 1996). Berdasarkan atributnya, 
algoritma terdistribusi dimodelkan dengan beberapa 
kategori : 
1. Model komunikasi interproses (Interprocess 
Comunication-IPC) : algoritma terdistribusi 
dijalankan pada kumpulan prosesor yang 
saling berkomunikasi 
2. Model waktu yang dibagi menjadi tiga jenis : 
 Model waktu sinkron (Synchronous) : Suatu 
model algoritma terdistribusi yang 
memperhatikan waktu yaitu bahwa hasil 
eksekusi berada dalam putaran sinkron. 
 Model waktu asinkron (Asynchronous) : 
Disini diasumsikan bahwa komponen 
algoritma terdistribusi mengambil langkah-
langkah pada kecepatan tidak diketahui dan 
dalam waktu tak tentu 
 Model waktu sinkron sebagian (Partial 
Synchronous) : Algoritma terdistribusi yang 
memiliki informasi parsial tentang waktu 
kejadian. 
3. Model kegagalan (Failure Model) : algoritma 
yang dapat mentolerir kesalahan secara 
terbatas.  
4. Model berdasarkan masalah yang ditangani :  
Algoritma juga berbeda dalam masalah yang 
seharusnya diselesaikan. 
C. Model Otomata Input/Output 
Salah satu model formal dari distribusi asinkron 
menggunakan model Otomata Input/Output. (Sistem 
terdistribusi dapat dimodelkan menjadi Otomata 
Input/Output yang lengkap, dimana setiap 
komponen dan kanalnya dimodelkan menjadi 
otomata tunggal. Model otomata ini merupakan tipe 
sederhana dari state mesin di mana transisi yang 
berhubungan disebut aksi. Aksi diklasifikasi 
kedalam 3 jenis: aksi Input, aksi Output, dan aksi 
internal. Aksi Input dan Output digunakan pada 
lingkungan Otomata, sementara aksi internal hanya 
terlihat oleh Otomata itu sendiri. 
1. Komponen Otomata Input/Output 
Sebuah Otomata Input/Output A, yang juga 
disebut dengan sebuah Otomata, terdiri dari lima 
komponen, yaitu : 
a) Sig(A), sebuah signature 
b) States(A), sebuah himpunan state (tidak harus 
terbatas) 
c) Start(A), subhimpunan tak kosong dari 
state(A) yang dikenal sebagai state awal atau 
state inisial 
d) Trans(A), state-transition relation, dimana 
trans(A) ⊆ state(A) × acts(sig(A)) ×
 states(A). 
e) Tasks(A), sebuah partisi-task 









Gambar 2. Otomata Input/Output proses 
Hubungan dari proses otomata dengan 
lingkungannya digambarkan pada Gambar 2. Proses 
Pi digambarkan sebagai lingkaran, dengan anak 
panah masuk berlabel aksi Input dan anak panah 
keluar berlabel aksi Output. Aksi  internalnya tidak 
ditunjukkan. Otomata digambarkan menerima 
masukan dalam bentuk init(v)i dari luar lingkungan 
yang mewakili penerimaan dari sebuah nilai Input v 
dan mengeluarkan Output dalam  bentuk decide(v)i, 
yang dianggap mewakili keputusan dari v. Dalam 
mencapai keputusan, proses Pi berkomunikasi 
dengan proses lain menggunakan suatu sistem 
P1 P2 Pn P3 






pertukaran pesan (message passing). Hal ini 
menghubungkan sistem pesan yang terdiri dari aksi 
Output berbentuk send(m)i,j yang merupakan proses 
Pi dengan mengirim pesan berisi m ke proses Pj, dan 
aksi Input berbentuk receive(m)j,i, yang merupakan 
proses Pi menerima pesan berisi rn dari proses Pj . 
Signature: 
Input :  
init(v)i ,v ϵ V 
decide(v)i , v ϵ V 
Output : 
receive(v)j,i , v ϵ V, 1≤ j ≤ n, j ≠ i  
send(v)i,j v ϵ V, 1≤ j ≤ n 
States : 
 val, sebuah vektor yang diindekskan dengan 
(1,2,...,n) dari elemen dalam 𝑉 ⋃  {𝑛𝑢𝑙𝑙}, semuanya 
memiliki nilai awal null. 
Transisi : 
init(v)i , v ϵ V 
efek: 
val(i)∶= v  
receive(v)j,i , v ϵ V 
efek: 
val(j)∶= v 
send(v)i,j , v ϵ V    
syarat: 
 ∀𝑗, 1≤ j ≤ n : val(j) ≠ null 
efek: 
tidak ada    
decide(v)i , v ϵ V 
syarat: 
val(i)∶= v 
v = f (val(1)... val(n)) 
efek: 
tidak ada  
Tasks : 
untuk setiap j ≠ i : 
{send(v)i,,j : v ϵ V} 
{decide(v)i, : v ϵ V} 
Gambar 3. Contoh Otomata Input/Output proses 




Gambar 4. Otomata Input/Output pada kanal 
Dimisalkan suatu kanal seperti Gambar 4, Ci,j 
adalah model kanal pesan antrian yang 
menghubungkan antara proses Pi dan Pj, yang 
memiliki aksi Input berupa send(m)i,j dan aksi 
Outputnya berupa receive(m)i,j. Kanal juga dapat 
dikatakan sebagai suatu penghubung antara satu 
proses dengan proses lainnya. 
Signature 
  Input :  
  send(m)i,j m ϵ M 
  Output: 
  receive(m)i,j , m ϵ M 
States : 
  queue, sebuah antrian FIFO dari elemen M, 
awalnya kosong 
Transisi : 
  send(m)i,j 
  efek: 
  tambahkan m ke queue  
  receive(m)i,j 
  syarat: 
  m ada di awal queue  
  
  efek: 
 hapus elemen pertama dari queue 
Tasks : 
 {received(m)i,j  : m ϵ M}  
Gambar 5. Contoh Otomata Input/Output pada 
kanal 
4. Eksekusi 
Sebuah fragmen eksekusi A adalah salah satu 
barisan terbatas, 𝑠0 , 𝜋1 , 𝑠1 , 𝜋2, . . . , 𝜋𝑟 , 𝑠𝑟 , atau 
barisan tak terbatas, 𝑠0 , 𝜋1 , 𝑠1 , 𝜋2, . . . , 𝜋𝑟 , 𝑠𝑟 , … dari 
pertukaran state dan aksi A sedemikian rupa 
sehingga (𝑠𝑘  , 𝜋𝑘+1 , 𝑠𝑘+1) adalah transisi dari A 
untuk setiap 𝑘 ≥  0. Jika barisan terbatas, harus 
diakhiri dengan sebuah state. Sebuah fragmen 
eksekusi dimulai dengan start state disebut eksekusi. 
Himpunan eksekusi dari A dinyatakan dengan 
execs(A). Sebuah state dikatakan dicapai dalam A 
jika state akhir dari eksekusi terbatas A. 
Jika 𝛼 adalah eksekusi fragmen terbatas dari A 
dan 𝛼′ adalah setiap fragmen eksekusi dari A yang 
diawali dengan state terakhir dari 𝛼, maka menulis 
𝛼 ∙ 𝛼′  mewakili barisan yang diperoleh dengan 
konkatenasi 𝛼 dan 𝛼′, menghilangkan kejadian 
ganda state terakhir dari 𝛼. Jelas, 𝛼 ∙ 𝛼′ juga 
merupakan fragmen eksekusi A. 
Dengan demikian, trace eksekusi 𝛼 dari A 
dilambangkan dengan trace(a) adalah subbarisan 
dari 𝛼 terdiri dari semua aksi eksternal dan 𝛽 adalah 
trace A jika 𝛽 adalah trace eksekusi A. Himpunan 






D. Operasi pada Otomata Input/Output 
1. Komposisi Otomata 
Operasi komposisi memungkinkan otomata 
mewakili suatu sistem kompleks yang akan 
dibangun dengan menyusun otomata yang mewakili 
sistem individual komponen. Dalam melakukan 
komposisi diberlakukan pembatasan tertentu pada 
otomata. 
(i) Aksi internal otomata A dimaksudkan agar 
tampak oleh otomata B, otomata A tidak 
dapat dikomposisikan dengan B kecuali 
aksi internal A terpisah dari aksi B 
(ii) Agar operasi komposisi bisa memenuhi 
sifat baik, otomata membuat ketentuan 
yang mana hanya paling banyak satu 
komponen automata ‘kontrol’ sebagai 
kinerja dari setiap aksi yang diberikan, 
yaitu otomata A dan B dapat  tersusun 
kecuali himpunan aksi Output A dan B 
saling lepas. 
(iii) Tidak menutup kemungkinan dalam 
menyusun koleksi otomata dalam jumlah 
tak terbatas, tapi ini dibutuhkan pada aksi 











Gambar 6. Komposisi otomata Pi dan Ci,j 
Definisi 2.1 Koleksi {𝑆𝑖}𝑖𝜖𝐼 dari signature menjadi 
cocok jika untuk semua 𝑖, 𝑗𝜖𝐼 , 𝑖 ≠ 𝑗, sehingga: 
1. 𝑖𝑛𝑡(𝑠𝑖)  ∩ 𝑎𝑐𝑡𝑠(𝑠𝑗)  =  ∅ 
2. 𝑜𝑢𝑡(𝑠𝑖)  ∩ 𝑜𝑢𝑡(𝑠𝑗)  =  ∅ 
3. Tidak ada aksi yang terkandung dalam 
banyaknya himpunan  tak terhingga 𝑎𝑐𝑡𝑠(𝑠𝑖) 
Dalam  koleksi otomata, aksi Output dari 
komponen menjadi aksi Output komposisi, aksi 
internal dari komponen menjadi aksi internal 
komposisi , dan aksi Input untuk beberapa 
komponen tapi Output tidak ada, menjadi aksi Input 
komposisi.  
Definisi 2.2 Komposisi 𝑆 = ∏ 𝑆𝑖  𝑖∈𝐼 koleksi 
kompatibel terhitung dari signaturenya {𝑆𝑖}𝑖𝜖𝐼  
didefinisikan sebagai signature dengan 
1. 𝑜𝑢𝑡(𝑆) = ⋃ 𝑜𝑢𝑡(𝑆𝑖)𝑖∈𝐼  
2. 𝑖𝑛𝑡(𝑆) = ⋃ 𝑖𝑛𝑡(𝑆𝑖)𝑖∈𝐼  
3. 𝑖𝑛(𝑆) = ⋃ 𝑖𝑛(𝑆𝑖) − ⋃ 𝑜𝑢𝑡(𝑆𝑖)𝑖∈𝐼𝑖∈𝐼  
 
Definisi 2.3 Komposisi 𝐴 = ∏ 𝐴𝑖𝑖∈𝐼  koleksi 
kompatibel terhitung Otomata Input/Output {𝐴𝑖}𝑖∈𝐼 
dapat didefinisikan sebagai berikut: 
1. 𝑠𝑖𝑔(𝐴) = ∏ 𝑠𝑖𝑔(𝐴𝑖)𝑖∈𝐼  
2. 𝑠𝑡𝑎𝑡𝑒(𝐴) = ∏ 𝑠𝑡𝑎𝑡𝑒(𝐴𝑖)𝑖∈𝐼  
3. 𝑠𝑡𝑎𝑟𝑡(𝐴) = ∏ 𝑠𝑡𝑎𝑟𝑡(𝐴𝑖)𝑖∈𝐼  
4. 𝑡𝑟𝑎𝑛𝑠(𝐴) adalah himpunan dari (𝑠, 𝜋, 𝑠′) 
sedemikian sehingga untuk semua 𝑖 ∈ 𝐼, jika 
𝜋 ∈ 𝑎𝑐𝑡(𝐴𝑖), maka (𝑠𝑖 , 𝜋, 𝑠
′
𝑖) ∈ 𝑡𝑟𝑎𝑛𝑠(𝐴𝑖),  
sebaliknya 𝑠𝑖 = 𝑠′𝑖  
5. 𝑡𝑎𝑠𝑘𝑠(𝐴) = ⋃ 𝑡𝑎𝑠𝑘𝑠(𝐴𝑖)𝑖∈𝐼  
2. Penyembunyian 
Sebuah operasi yang ‘menyembunyikan’ 
didefinisikan sebagai operasi yang mereklasifisikan 
aksi Output dari Otomata Input/Output sebagai aksi 
internal. Hal ini untuk mencegah aksi Output 
digunakan untuk komunikasi lebih lanjut dan berarti 
tidak lagi termasuk dalam trace. Jika S adalah 
signatur dan Φ ⊆ 𝑜𝑢𝑡(𝑆), maka ℎ𝑖𝑑𝑒Φ(𝑆) 
didefinisikan sebagai signatur baru S', dimana: 
1. in(S') = in(S), 
2. out(S') = out(S) – Φ, 
3. int(S') = int(S) ∪ Φ. 
Operasi penyembunyian untuk Otomata 
Input/Output dapat ditentukan, jika A adalah 
otomata dan Φ ⊆ 𝑜𝑢𝑡(𝐴), maka ℎ𝑖𝑑𝑒Φ(𝐴) adalah 
otomata A' yang diperoleh dari A dengan mengganti 
sig(A) dengan sig(A') =ℎ𝑖𝑑𝑒Φ(𝑠𝑖𝑔(𝐴)). 
E. Fairness 
Dalam sistem terdistribusi, eksekusi dari 
komposisi di mana pada semua komponen 
mendapatkan giliran fairness (keadilan) untuk 
melakukan step. Secara formal, eksekusi fragmen 
dari Otomata Input/Output A dikatakan fair jika 
kondisi berikut berlaku untuk setiap kelas C dari 
tasks(A) : 
1. Jika α terbatas , maka C tidak diaktifkan di 
state akhir α. 
2. Jika α tak terbatas, maka α memuat lebih 
banyak event dari C atau tak terhingga 
































Gambar 7. Bentuk umum masalah mutual 
exclusion 
Mutual exclusion (mutex) merupakan salah satu 
masalah mendasar dalam sistem terdistribusi dimana 
sistem terdiri atas beberapa proses yang saling 
berkomunikasi satu sama lain melalui jaringan 
dengan sebuah sumber daya yang dipakai bersama 
yang disebut critical section. Dalam sistem ini 
mungkin saja terjadi dua proses atau lebih 
mengakses sumber daya dalam interval waktu yang 
bersamaan dan hal ini tidak diperbolehkan karena 
akan mengakibatkan konflik antara proses. Oleh 
karena itu, algoritma mutual exclusion berperan 
untuk mengatur proses satu persatu yang akan 
mengakses sumber daya pada interval waktu 
tertentu.  
III.HASIL DAN PEMBAHASAN 
1. Algoritma Mutual exclusion berbasis Token 
Dalam algoritma berbasis token, sebuah 
proses dapat memasuki critical section, hanya jika 
proses memiliki token. Token tersebut dapat dikirim 
untuk digunakan proses lain agar dapat memasuki 
critical section hanya jika proses sebelumnya selesai 
menggunakannya. 
2. Model Formal Masalah Mutual exclusion 
Berbasis Token 
Dalam sistem jaringan asinkron berbasis 
token, setiap proses Pi  memiliki user Ui. Setiap user 
Ui, 1 ≤ 𝑖 ≤ 𝑛, dimodelkan sebagai sebuah Otomata 
Input/Output yang berkomunikasi dengan proses Pi 
menggunakan aksi tryi, criti, exiti dan remi. Signatur 
eksternal dari Ui digambarkan pada Gambar 8. 
Dalam jaringan send/receive, proses Pi 
berkomunikasi melalui kanal Ci,j, seperti yang 





















Gambar 9. Interaksi antara komponen dalam 
masalah mutual exclusion. tanda panah dalam sistem 
oval mewakili kanal send/receive. 
Secara formal, urutan tryi, criti, exiti dan remi 
merupakan aksi yang harus well-formed untuk user i 
dimana user berada dalam protokol siklik dengan 









Gambar 10. Siklus daerah dari user tunggal 
Sistem jaringan asinkron A dikatakan 
memecahkan masalah mutual exclusion jika proses 
dan user dalam sistem memenuhi sifat-sifat dalam 
definisi berikut: 
Definisi 3.1 
Masalah mutual exclusion adalah masalah 
sinkronisasi user-user yang bersaing dalam 
mengakses sebuah sumber daya tidak terbagi yang 
memenuhi syarat: 
1. Safety: Tidak akan ada lebih dari satu user 
yang berada di critical section C secara 
bersamaan. 
2. Progress: Setiap eksekusi yang fair dalam 
suatu proses memenuhi: 
a) (Progress untuk wilayah trying) Jika 
setidaknya satu user dalam T dan tidak 
ada user dalam C, kemudian pada suatu 



































b) (Progress untuk wilayah exit) Jika 
setidaknya satu user dalam E, maka pada 
suatu waktu beberapa user memasuki R. 
3. Lockout-freedom: Setiap eksekusi yang fair 
dalam suatu proses memenuhi: 
a) (Lockout-freedom untuk wilayah trying) 
Jika semua user selalu mengembalikan 
token, maka setiap user yang mencapai T 
akhirnya memasuki C. 
b) (Lockout-freedom untuk wilayah exit) 
Jika setiap user yang mencapai E 
akhirnya memasuki R. 
 
3. Algoritma Circulating Tokeni 
Algoritma Circulating Tokeni secara informal 
yaitu sebuah token direpresentasikan sebagai 
penanda sumber daya yang beredar secara terus 
menerus di sekitar jaringan cincin asinkron. Ketika 
proses Pi menerima token, ia memeriksa ada 
tidaknya permintaan dari user Ui untuk mengakses 
sumber daya. Jika tidak ada permintaan, token 
diteruskan dari Pi ke Pi+1. Sedangkan jika ada 
permintaan, Pi memberikan kesempatan Ui untuk 
mengakses sumber daya dan mempertahankan token 
sampai Ui selesai mengakses sumber daya. Ketika 
Ui selesai mengakses sumber daya Pi mengirim 











Gambar 11. Mekanisme pengiriman token 
Pada penulisan algoritma ini, digunakan nama 
Circulating Tokeni sebagai nama untuk proses Pi. 
Untuk lebih sederhana digunakan nama proses i, 
sedangkan untuk user dari proses i dilambangkan 
dengan Ui. Pada signaturnya, otomata Pi memiliki 
aksi Input dan aksi Output. Aksi tryi dan exiti 
merupakan aksi Input antara  Ui ke Pi sedangkan 
receive(“token”)i-1,i merupakan aksi Input dimana 
proses Pi menerima token dari proses Pi-1. Aksi criti 
dan remi merupakan aksi Output dari Pi ke Ui. 
Sedangkan send(“token”)i,i+1 merupakan aksi 
Output dimana proses Pi mengirim token ke proses 
Pi+1. State Pi terdiri atas  dua variabel, yaitu : 
 









 send("token") i,i+l 
States:  
token-status ϵ {not-here, available, in-use, used}, 
initially available jika i ≠ 1, not-here  otherwise 




 region∶= 𝑇  
criti 
 Syarat: 
 region = T 
 token-status = available  
 Efek: 




 region∶= E  
remi 
 syarat: 
 region = E 
 Efek: 
 region∶= 𝑅 
 token-status∶= 𝑢𝑠𝑒𝑑 
receive(“token”)i-1,i 
 Efek:  
 token-status∶= 𝑎𝑣𝑎𝑖𝑙𝑎𝑏𝑙𝑒 
send(“token”)i,i+1 
 Syarat: 
 token-status = used or 
 (token-status=available and region = R) 
 Efek:   
 token-status∶= not-here  
Tasks:  
Setiap aksi terkendali lokal menjadi sebuah task 
dengan sendirinya. 
Gambar 12. Model Proses Otomata Circulating 
Tokeni 
Pertama, token-status (TS) menyatakan status dari 
token tersebut yang dijelaskan sebagai berikut: 










 available (AV) ketika token telah tersedia dalam 
proses, 
 in-used (IU) ketika token sedang digunakan 
proses (proses berada pada wilayah C),atau 
 used (US) ketika token telah digunakan (telah 
keluar dari wilayah C). 
Kedua, region (RE) menyatakan daerah dari proses 
Pi yang dijelaskan sebagai berikut:  
 wilayah R dimana proses berada dalam wilayah 
remainder, 
 wilayah T dimana proses berada dalam wilayah 
trying, 
 wilayah C dimana proses berada dalam critical 
section, dan 
 wilayah E dimana proses berada dalam wilayah 
exit. 
Pada bagian transisi, terdapat enam tugas yaitu 
 aksi tryi mengakibatkan proses memasuki 
wilayah T, 
 aksi criti dilakukan dengan syarat proses berada 
dalam wilayah T dan token status available dan 
menyebabkan proses beralih ke wilayah C dan 
token status menjadi in-use, 
 aksi exiti menyebabkan proses keluar dari 
wilayah C dan masuk ke wilayah E, 
 aksi remi terjadi jika proses berada pada wilayah 
E dan mengakibatkan proses beralih ke wilayah 
R serta token status menjadi use, 
 aksi receive(“token”)i-1,i mengakibatkan token 
status dari proses beralih menjadi available, 
 aksi send(“token”)i.i+1 dilakukan dengan syarat 
proses berada dalam wilayah R dan token status 
used atau available 
Setiap aksi terkendali lokal menjadi sebuah task 
dengan sendirinya. Dengan demikian, proses i 
memiliki tiga task. 
4. Pembuktian Algoritma Circulating Tokeni dapat 
Menyelasaikan Masalah Mutual exclusion dan 
Jaminan Lockout-Freedom 
Teorema 3.1 Algoritma Circulating Tokeni 
memecahkan  masalah Mutual exclusion dan 
jaminan lockout-freedom. 
Untuk membuktikan Algoritma Circulating Tokeni 
dapat menyelesaikan masalah mutual exclusion, 
ditunjukkan dengan memenuhi syarat-syarat pada 
Definisi 3.1 yaitu syarat safety, progress dan 
lockout-freedom dijamin, yaitu; 
 Jika hanya ada satu token dan hanya user yang 
memiliki token yang dapat berada di C maka 
sifat Safety dijamin, 
 Jika token terus beredar sampai menemukan 
permintaan maka sifat Progress dijamin, 
 Jika tidak ada proses yang memenuhi dua 
permintaan secara berturut-turut tanpa 
membiarkan token beredar di sekitar cincin 
untuk sementara, sehingga memberikan setiap 
proses lain kesempatan maka sifat Lockout-
freedom dijamin. 
Sifat-sifat tersebut diatas dijabarkan dalam 
Lemma 3.1, Lemma 3.2, dan Lemma 3.3 berikut 
yang akan digunakan untuk membuktikan Teorema 
3.1. 
Lemma 3.1 
Jika hanya ada satu token dan hanya user yang 
memiliki token yang dapat berada di C maka sifat 
Safety dijamin.  
Bukti. Dalam suatu sistem, Pi nerupakan proses 
yang memiliki user sendiri Ui. Dalam algoritma 
berbasis token, sebuah proses dapat memasuki 
critical section hanya jilka proses memiliki token. 
Ketika proses Pi berada dalam wilayah remainder 
RGi= R dan token status TSi= AV maka Pi akan 
melakukan aksi send(token)i,i+1. Namun ketika 
proses Pi berada dalam wilayah trying RGi = T dan 
token status TSi = AV, proses Pi akan mengeksekusi 
critical section dan pada saat itu token status pada 
proses lain yaitu not-here maka proses lain tidak 
akan mengakses critical section karena tidak 
memiliki token. Sehingga terbukti bahwa sifat 
Safety pada Definisi 3.1 dipenuhi dan dijaminkan. 
Lemma 3.2 
Jika token terus beredar sampai menemukan 
permintaan maka sifat Progress dijamin.  
Bukti. Dalam sistem, sebuah token beredar secara 
terus menerus di jaringan cincin. Misalkan Pi 
merupakan  proses dengan indeks {Pi,Pi+1, Pi+2, ... , 
Pi-1}, dimana token beredar dimulai dari Pi yang 
diurutkan searah jarum jam ke Pi+1 lalu ke Pi+2 lalu 
ke Pi+3 dan seterusnya. Untuk setiap Pi yang berada 
dalam wilayah remainder RGi= R dan token status-
nya available TSi= AV maka Pi akan melakukan aksi 
send(token)i,i+1 yaitu mengirim token ke proses 
selanjutnya dan seterusnya. Token akan berhenti 
beredar setelah menemukan permintaan artinya pada 
saat proses Pi berada dalam wilayah trying RGi = T 
dan token status-nya available TSi= AV maka Pi 
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akan mengeksekusi critical section RGi = C dan 
token status menjadi in use TSi= IU. Setelah proses 
Pi menggunakan token maka proses Pi berada dalam 
wilayah exit RGi = E dan token status-nya use TSi= 
US maka proses Pi akhirnya melakukan aksi 
send(token)i,i+1yang membuatnya kembali berada 
dalam wilayah remainder RGi = R. Pada saat Pi 
berada dalam wilayah trying RGi = T dan token 
status-nya available TSi= AV maka token status dari 
proses Pi, Pi+1, Pi+2, ... , Pi-1 yaitu not-here yang 
berarti berarti tidak ada user dalam critical section 
sehingga Pi memasuki critical section dan proses 
lainnya berada dalam wilayah R. Sehingga terbukti 
bahwa sifat Progress pada Definisi 3.1 dipenuhi dan 
dijaminkan. 
Lemma 3.3 
Jika tidak ada proses yang memenuhi dua 
permintaan secara berturut-turut tanpa membiarkan 
token beredar di sekitar cincin untuk sementara, 
sehingga memberikan setiap proses lain kesempatan 
untuk mengakses token maka sifat Lockout-freedom 
dijamin. 
Bukti. Dalam suatu sistem, token terus menerus 
beredar dalam jaringan asinkron. Diketahui tidak 
ada proses yang memenuhi dua permintaan secara 
berturut-turut artinya pada saat t1, misalkan Pi 
berada dalam wilayah trying RGi= T dan TSi = AV 
sehingga Pi memasuki critical section yang 
membuatnya berada dalam  wilayah RGi= C dan TSi 
= IU. Setelah token digunakan, Pi akan melakukan 
aksi send(token)i,i+1 ke proses Pi+1 yang 
membuatnya proses Pi berada dalam wilayah exit 
RGi= E dengan TSi = NH dan akhirnya berada dalam 
wilayah exit RGi = R. Pada saat t2, proses Pi+1 berada 
dalam wilayah remainder RGi+1= R dan token status 
TSi+1 = AV sehingga token diteruskan ke Pi+2. Pada 
saat t3, Pi+2 berada dalam wilayah trying RGi+2 = T 
dan Pi berada dalam wilayah trying RG = T. Namun, 
TSi+2 = AV sehingga Pi+2 akan terlebih dahulu 
memasuki critical section. Setelah token digunakan, 
Pi+2 melakukan dengan aksi send(token)i+2,i+3 ke 
proses Pi+3 dan terus mengirim ke Pi+4, Pi+5, ... , Pi-1, 
... lalu kembali ke Pi sampai menemukan kembali 
permintaan. Sehingga setiap proses-proses lain  
memperoleh kesempatan untuk mengakses token. 
Pada saat token kembali pada proses Pi, proses 
berada dalam wilayah trying RGi = T dan TSi = AV 
sehingga Pi akhirnya kembali memasuki critical 
section. Hal ini menunjukkan bahwa sifat lockout-
freedom pada Definisi 3.1 dapat dipenuhi dan 
dijaminkan.  
Berdasarkan Lemma 3.1, Lemma 3.2 dan 
Lemma 3.3 membuktikan bahwa sifat Safety, 
Progress dan Lockout-freedom dijamin untuk 
algoritma circulating tokeni yang menunjukkan 
bahwa Teorema 3.1 terbukti benar. Dengan 
demikian, dapat dinyatakan bahwa algoritma 
circulating tokeni dapat menyelesaikan masalah 
mutual exclusion dalam sistem terdistribusi berbasis 
jaringan asinkron. 
IV. KESIMPULAN 
Berdasarkan hasil dan pembahasan yang telah 
diperoleh, dapat disimpulkan bahwa: 
1. Sistem komputasi terdistribusi berbasis 
jaringan asinkron dapat  dimodelkan dengan 
menggunakan Otomata Input/Output, dimana 
setiap komponen digambarkan sebagai 
sekumpulan Otomata proses sedangkan 
jaringan sebagai saluran komunikasi antar 
proses digambarkan sebagai Otomata kanal. 
2. Algoritma Circulating Tokeni sebagai 
implementasi dari model Otomata 
Input/Output terbukti dapat menyelesaikan 
masalah mutual exclusion berbasis token pada 
sistem komputasi terdistribusi dengan metode 
komunikasi message passing asinkron 
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