Abstract. We show that the number of relative equilibria, equilibria, and rigidly translating configurations in the problem of four point vortices is finite. The proof is based on symbolic and exact integer computations which are carried out by computer. We also provide upper bounds for these classes of stationary configurations.
Introduction
This paper began its life as a companion paper to [13] , in which we prove similar results for relative equilibria in the Newtonian four-body problem. The details of the methods which are common to both problems are described in [13] . There are interesting differences as well in both the results and techniques used between the vortex problem and the Newtonian case, which we will explain.
A system of n planar point vortices with vortex strengths Γ i = 0 and positions x i ∈ R 2 evolves according to
(1) Γ jẋj = J∇ j H 1 ≤ j ≤ n where J = 0 1 −1 0 , H = i<j Γ i Γ j log r ij , and ∇ j denotes the two-dimensional partial gradient vector with respect to x j . This system was introduced by Helmholtz [15] to model a two-dimensional slice of columnar vortex filaments, with some refinements by Lord Kelvin [32] and Kirchhoff [18] . In general the n-vortex system is simpler than the n-body problem of point masses governed by Newtonian gravity for a given n. For example the three-vortex system is always integrable, whereas in the Newtonian three-body problem there are chaotic regimes [22] . Somewhat offsetting this relative simplicity is the larger set of parameter values that we must investigate (since Γ i < 0 is allowed). It is sometimes more convenient to consider the vortex positions as complex numbers z i , in which case the dynamics are given byż i = V i where (2) V i = I j =i Γ j z i −z j where the overbar denotes complex conjugation and I 2 = −1.
Following O'Neil [26] we will call a configuration stationary if the relative shape remains constant, i.e., if the ratios of intervortex distances remain constant (such solutions are often called homographic). In [26] it is shown that the only stationary configurations of vortices are relative equilibria (uniformly rotating configurations), equilibria, rigidly translating configurations, and collapse configurations. We will not discuss collapse configurations here.
Equilibria are solutions of the equations V i (z 1 , . . . , z n ) = 0, i = 1, . . . , n. Rigid translations satisfy V i (z 1 , . . . , z n ) = V , where V = 0 is a common velocity. Both of these equations involve only the conjugate variables,z i . Alternatively, we can take the conjugate equations which are rational functions of z i . After clearing denominators, these equations can be handled directly with the methods of complex algebraic geometry, as in [26] . We are able to use symbolic computation to settle a few questions not handled by O'Neill in the case n = 4.
Relative equilibrium solutions are more complicated. If we set z i (t) − c = e −Iλ t (z i (0) − c), where c ∈ C is a center of rotation and −λ ∈ R is a constant angular veloctiy, we find that the initial positions must satisfy (3) λ(z i − c) = −I V i = i =j
where r 2 ij = |z i − z j | 2 = (z i − z j )(z i −z j ). These equations can also be viewed as describing central configurations of point masses attracted by a logarithmic potential. These equations involve both z i andz i and so do not admit such a direct attack. However, as noted by O'Neill, the collinear case can be formulated in terms of real polynomial equations.
The three-vortex case was extensively studied by Gröbli [12] , although much of that work was unwittingly repeated by Synge [31] and Novikov [25] . Equilateral triangles are always relative equilibria. There are also collinear equilibria and/or relative equilibria, which are determined by a cubic equation in a shape parameter with coefficients which are linear in the vortex strengths. There can be one to three collinear relative equilibria. These results are nicely summarized in [5] .
It turns out that Γ = n i=1 Γ i = 0 is a necessary condition on the vorticities for the existence of rigidly translating solutions. O'Neil [26] proved that for almost every such choice of vorticities, there are exactly (n − 1)! rigidly translating configurations. He shows that for almost every choice of vortex strengths satisfying the necessary conditions L = i<j Γ i Γ j = 0 there are (n − 2)! equilibria. For the four-vortex case, the equilbria can be found explicitly (cf. Section 2). O'Neil also provides an upper bound of n!/2 collinear relative equilbria for almost every choice of vortex strengths. He gives simple conditions for finiteness of the number of collinear relative equilibria: it suffices to assume that for i, j, and k distinct elements of {1, 2, 3, 4} that
Relative equilibria of the four-vortex problem are solutions of the algebraic equations (3). It is easy to see that the solution set is invariant under rotations, translations and dilations in the plane. Call two configurations of four points in R 2 equivalent if they are related by these symmetry operations. However, we do not view reflected configurations as equivalent. A configuration will be called strictly planar if it is planar but not collinear. Then our main result is: Theorem 1. If the vorticities Γ i are nonzero then the four-vortex problem has: i. exactly 2 equilibria when the necessary condition L = 0 holds ii. at most 6 rigidly translating configurations the necessary condition Γ = 0 holds iii. at most 12 collinear relative equilibria iv. at most 14 strictly planar relative equilibria when Γ = 0 v. at most 74 strictly planar relative equilibria when Γ = 0 provided Γ i +Γ j = 0
and
We are currently unable to handle relative equilibriam problem when Γ = 0 but one or more of the mass sums Γ i + Γ j , Γ i + Γ j + Γ k vanishes. Thus, it is possible that such vorticities lead to a continuum of equivalence classes of relative equilibria. This seems unlikely but it is worth noting that in the case of five vortices this phenomenon does indeed occur for certain choices of the vorticities. Namely, four vortices of strength Γ 1 arranged in a rhombus with a fifth vortex of strength −Γ 1 /2 at the center always form a relative equilibrium, no matter the shape of the rhombus [28] . Recently, O'Neill has developed a different proof of finiteness for relative equilibria which works for generic vorticities [27] . His genericity assumptions include the nonvanishing mass sum conditions we use.
The technique of proof will vary for the different cases. For strictly planar relative equilbria with a total vorticity Γ = 0 we will closely follow the ideas of [13] , which are described in much more detail there. These ideas can also be applied to some of our remaining cases but the alternatives seem simpler. For strictly planar relative equilibria with Γ = 0 and for collinear relative equilibria, a direct attack with resultants succeeds after an appropriate choice of variables and equations. The collinear problem and the cases of equilibria and rigidly translating configurations were already studied by O'Neil [26] for n generic vorticities. We use a different approach for n = 4 and only need to assume Γ i = 0.
The case of collapse configurations will not be studied in this paper as it possesses a different character than the other types of stationary configurations. There are no collapse configurations unless L = 0, but if that condition is satisfied it appears that there is usually a one-dimensional set of equivalence classes of collapse configurations [26] .
The proofs below are based on symbolic computations. Details of these can be found in an accompanying Mathematica notebook [14] .
Equilibria
It is considerably easier to analyze the equilibria of vortices compared to relative equilibria. O'Neil argues that there are generically (n−2)! equilibria for the n-vortex problem. For four vortices, he derived explicit formulae for the two equilibria [26] . We will derive similar formulas and also verify that the resulting equilibrium points are always finite, non-collision configurations.
To derive these results note that the equilibria are the common zeros of velocities or equivalently of their complex conjugates
Here we are assuming that Γ i ∈ R. Dropping the factor of −I and clearing denominators gives n polynomial equations F i (z 1 , . . . , z n ) = 0 where
These are homogeneous polynomials of degree n − 2 in the complex variables z i . The complex conjugate variables do not appear. There are two simple relations among these equations. First
since the terms cancel in pairs. Also
Thus L = 0 is a necessary condition on the vorticities in order that they admit equilibria. Assuming L = 0 we can use any n−2 of the equations to determine the equilibria. We are only interested in the solutions of this system with z ∈ C n \ ∆ where z = (z 1 , . . . , z n ) and ∆ is the generalized diagonal: ∆ = {z : z i = z j for some i = j}. Using translation symmetry we may set z n = 0. Homogeneity implies that we may view ζ = (z 1 , . . . , z n−1 ) as homogeneous coordinates of a point [ζ] ∈ CP n−2 . If z / ∈ ∆, then z i = 0, i = 1, . . . , n − 1. Then we can always find a representative for [ζ] with z n−1 = 1.
For n = 4 we are reduced to n − 2 = 2 equations for [ζ] ∈ CP 2 and we may assume ζ = (z 1 , z 2 , 1). For example, we could use the equations
The resultant of these two equations with respect to z 2 is
where the relation L = 0 has been used to simplify the coefficients. The roots of this quadatic equation are easily found and then z 2 is uniquely determined. The equilibria are:
.
Note that these are always distinct for nonzero vorticities. We will now verify that they are finite and do not lie in the diagonal. Both of these questions can be reduced to a simple lemma.
and since Γ 4 = 0, the first statement holds. We will show that Γ 1 , Γ 2 , Γ 3 are the cube roots of some complex number and so are not all real. Indeed, the vanishing quantities are just two of the elementary symmetric functions of Γ 1 , Γ 2 , Γ 3 so
QED
Of course a similar result holds when 1, 2, 3 are replaced by any three of the four subscripts.
It follows that for real, nonzero vorticities, the denominators in the expressions for z 1 , z 2 cannot vanish. Also, we cannot have z i = 0, 1. To see this note that
Since these do not vanish, z 1 = 0, 1. A similar argument applied to the resultant r(z 2 ) with respect to z 1 shows z 2 = 0, 1. Thus there are always exactly two equilibria and theorem 1i. is proved.
Rigidly translating solutions
For rigidly translating solutions, all velocities must be nonzero and equal, so there is some complex number V = 0 such thatV i =V , i = 1, . . . , n. From (4) we haveV
Thus Γ = n i=1 Γ i = 0 is a necessary condition for rigid translations to be possible.
We can eliminate V by taking differences to get n − 1 equations
Clearing denominators gives equations
These are homogeneous polynomials of degree 2n − 4. If we assume Γ = 0 only n − 2 of these equations will be independent. As before we can normalize by setting z n = 0, z n−1 = 1. When n = 4 we have two polynomial equations for z 1 , z 2 :
Their resultant is r(z 1 ) = z 3 1 (1 − z 1 )P 6 (z 1 ) where P 6 (z 1 ) a complicated 6-th degree polynomial
. . , Γ 4 ) are polynomials in the vorticities. For example, after using Γ = 0 to simplify, we have:
Although the individual coefficients may vanish for certain choices of the vorticities, they never vanish simultaneously when Γ i = 0. To show this we appended a normalization condition Γ 1 Γ 2 Γ 3 Γ 4 = 1 to the list of coefficients and found a Gröbner basis for the resulting polynomial ideal. The basis consists of the constant polynomial 1 which shows that under the normalization condition, the coefficients cannot all be zero.
The following lemma allows us to conclude that there can never be more than 6 rigidly translating solutions.
is not identically zero. If ζ is a root of r(z 1 ) of multiplicity µ then there at most µ complex solutions z 2 to the system of equations f (ζ, z 2 ) = g(ζ, z 2 ) = 0.
We will omit the proof since this is a variant of a classical result about intersections of algebraic curves which will now be described. The equations f = 0 and g = 0 define affine curves C and D in C 2 . The common solutions of the form (ζ, z 2 ) are just the points of C ∩ D which project to ζ. The homogenized equations F (z 0 , z 1 , z 2 ) = 0 and G(z 0 , z 1 , z 2 ) = 0 define curves in CP 2 which will also be denoted by C and D. Applying the lemma to the polynomials defining rigid translations shows that there are at most 6 solutions which project to roots of the polynomial P 6 (z 1 ). Any other solutions must project to z 1 = 0, 1 and so lie in ∆. This proves theorem 1ii.
For certain vorticities, there will be fewer than 6 rigidly translating solutions. For example, if Γ 3 + Γ 4 = 0 or Γ 2 Γ 3 + Γ 2 Γ 4 + Γ 3 Γ 4 = 0 the leading coefficient C 6 = 0 and there will be fewer than 6 roots. In addition, we have
which shows that for certain vorticities, some of the 6 solutions project to z 1 = 0, 1 and so lie in ∆.
Collinear relative equilibria
Collinear relative equilibria can also be handled in a comparatively simple way. The equations for relative equilibria are V i = Iλ(z i − c) where λ = 0 ∈ R and c ∈ C are constants. Multiplying by Γ i and summing gives the relation
If Γ = 0 we can solve for the center of rotation c, but we do not want to make this assumption. We get another relation by multiplying Γ izi and summing:
is the moment of inertia with respect to the rotation center. Now the relative equilibrium equations involve both the positions z i and their conjugates. However, for collinear relative equilibria we may assume that all the positions are real, so z i =z i . Following O'Neill [26] we can replace V i byV i and study the equationsV i = Iλ(z i −c). We continue to view the z i as complex variables, but only the real solutions will represent collinear relative equilibria.
Since the equations are not independent, we may subtract the n-th equation from the others to obtainV i −V n = Iλ(z i − z n ). Clearing denominators leads to polynomial equations H i (z 1 , . . . , z n ) = 0, i = 1, . . . , n − 1 where
and G i are as in (6) . The terms involving λ have degree 2n − 2 in the z i . We are still free to normalize by setting z n−1 = 1 and z n = 0. Then we have n − 1 non-homogeneous equations for z 1 , . . . , z n−2 , λ.
When n = 4 we have
Using the third equation to eliminate λ from the other two gives two equations for z 1 , z 2 :
The resultant of K 2 and K 3 with respect to z 2 is of the form
where P 12 (z 1 ) is a polynomial of degree 12 with coefficients C i (Γ 1 , . . . , Γ 4 ) depending on the vorticities. As before, a Gröbner basis of the ideal generated by the C i together with the normalization condition Γ 1 Γ 2 Γ 3 Γ 4 = 1 consists of the constant polynomial 1, so the resultant is never identically zero. Then lemma 2 gives theorem 1iii.
Strictly Planar Relative Equilibria
In this case the defining equations involve both the complex variables z i and their conjugates. It is necessary to find some other way to put the equations into polynomial form.
5.1.
Strictly planar relative equilibria with Γ = 0. When Γ = 0 there is a particular elegant way to do this due to Albouy and Chenciner [1, 13] . The result is the system (9)
This is a polynomial system after clearing the denominators in the S ij terms. We will also impose the normalization λ = −1.
We supplemented the Albouy-Chenciner equations with some additional constraints that are specialized to the strictly planar case (the Dziobek equations). The Dziobek equations [10] , [2] for vortices, in terms of s ij = r 2 ij , are (11) (s
We now apply the methods employed in [13] to our polynomial system. The approach is based on the BKK theory which is concerned with finding solutions of algebraic equation with all variables nonzero complex numbers. This is particularly appropriate here since the variables are the six squared mutual distances s ij .
Here is a sketch of the main idea. If there were infinitely many such solutions to our system then there would be at least an algebraic curve of solutions. This curve of solutions can be expanded in a Puiseux series, i.e., each variable is given by a series of the form
The initial term must be nonzero (a 0 = 0).
Consider the general setting of a system of m polynomial equations in n complex variables:
where the exponent vector k = (k 1 , . . . , k n ) runs over a finite set S i ⊂ Z n (called the support of f i ). We seek solutions in the algebraic torus T = (C \ 0) n . A Puiseux series solution would take the form x(t) = (x 1 (t), . . . , x n (t)) where x j (t) = a j t αj + . . ., j = 1, . . . , n. Such a solution will be said to have order α = (α 1 , . . . , α n ) (α is the rational vector of exponents of the leading terms of the series). Then to prove that V is finite, it suffices to show that for every nonzero rational vector α there is no Puiseux series solution of order α.
Substituion of these series into the system of equations and looking at the leading terms leads to a reduced systems of equations for the leading coefficients. A reduced system for a vector α consists of (14) f iα (a 1 , . . . , a n ) :
where µ i = min l∈Si α · l. There is a nice geometric interpretation of the reduction process. The Newton polytope of f i is defined as the convex hull of its support. Then the exponent vectors l which minimize α · l lie on a face of the Newton polytope for which α is an inward-pointing normal vector.
The following proposition allows us to ignore some of the directions in exponent space: Proposition 1. Let H be the half-space c · α ≥ 0 where c = (c 1 , . . . , c n ) is an arbitrary, nonzero integer vector. If system (13) has no Puiseux series solutions of order α for all α ∈ H, then it has finitely many solutions in T.
Our main tool is the following: Proposition 2. Let α be a nonzero rational vector. If the reduced system (14) has no solutions in T then there does not exist a Puiseux series solution of the full system (13) of order α.
We now apply the above techniques to our equations. There are six variables s ij = r 2 ij . The six Albouy-Chenciner equations are rational functions in these variables. Since we are looking for solutions with s ij = 0 we can clear denominators to obtain polynomial equations. Similarly, the three Dziobek equations are equivalent to polynomial equations in the s ij . Here is one of the Albouy-Chenciner equations expanded out: 34 ) then the vector of exponents of the first term of the polynomial above is k = (1, 1, 1, 1, 1 , 0) ∈ R 6 and this point will be one of the vertices of the Newton polytope.
Recall that we are adding the Dziobek equations (Eq. 11) to our system. Once denominators are cleared these appear as follows: Each of their Newton polytopes has six vertices. The Minkowski sum polytope, P ⊂ R 6 , of these nine Newton polytopes was computed by adding the vertices and then finding a minimal set of vertices and facets with the program Porta 1.3.2 [8] . It turns out that P has 4608 vertices and 442 facets. The Minkowski sum of the Newton polytopes of the Albouy-Chenciner equations alone has 943 vertices and 129 facets.
The second step of our procedure is to analyze the reduced systems corresponding to the various faces of P . The simplest faces are those whose reduced systems contain a monomial, i.e., one or more of the reduced equations consists of a single term. We will refer to such a face or reduced system as trivial. A trivial reduced system can have a solution with all variables nonzero only if the coefficient of the monomial vanishes. Since the monomial is one of the terms of the original equations, (−1,
(−1, −1, 0, 0, −1, −1) Table 1 . Nontrivial facet normal representatives for the vortex Minkowski sum polytope all possible trivial reduced systems will have no nonzero solutions provided that all of the original coefficients are nonzero. For the equations above, this amount to assuming that the vorticities Γ i = 0 and that the sum of the vorticities Γ = 0. These are standing assumptions in this subsection. Using Mathematica [34] we found that all but 35 of the 442 facets of the polytope P are trivial. Up to the S 4 symmetry of our system, there are 9 representatives of the 35 nontrivial facets. The inward-pointing normals to these facets are listed in Table 1 .
For example, for the facet normal 6, we obtain the reduced equations by selecting from each of the nine polynomials f i of our system, those monomials whose exponent vectors minimize α · k = −k 1 − k 6 among all the monomials in f i . After cancelling out factors which are powers of the variables s ij , the result is the following system of nine reduced equations f iα : To see this note that under the rescaling above, the product of the s ij changes by a factor for t |α| , where |α| = α 1 + . . . + α 6 . As long as |α| = 0 and s ij = 0, we can rescale to make the product be 1.
Now the goal is to show that the reduced systems have no solutions s ∈ T. To do this we append the normalization condition (15) to get ten equations and then use the Gröbner basis method to eliminate the variables s ij . The equations define an ideal in the polynomial ring with variables s ij and Γ i . If this ideal contains polynomials in the vorticity variables alone, then these polynomials give necessary conditions on the vorticities for the existence of values s ij ∈ C making the equations valid. In particular if these mass polynomials are not zero for a given choice of Γ i then for those Γ i , the reduced equations have no solutions s ∈ T as required. Such polynomials in the vorticities alone can be found by computing a Gröbner basis for the ideal with an appropriately chosen monomial ordering (for an introduction to Gröbner basis theory, see [9] ). Our Gröbner basis calculations were carried out using Mathematica and checked using Macaulay 2 [11] and/or Magma [21] .
Using proposition 1 we can restrict attention to facets and lower-dimensional faces having an inward normal vector such that c · α ≥ 0 where c = − (1, 1, 1, 1, 1, 1 ). This means that we only need to check facets 6-9 in the table. For facets 8 and 9 the Gröbner basis computation shows that the polynomial ideal in the last paragraph is generated by the constant polynomial 1. This means that the system of equations has no solutions. Facets 6 and 7 are more complicated and will be treated in the next subsection.
5.1.1. Facets 6 and 7. For the planar four-vortex system there are only two reduced systems which have non-zero solutions for real Γ i = 0. The first is that of the exponent vector 6 from Table 1 , i.e., α = (−1, 0, 0, 0, 0, −1). A Gröbner basis for the normalized reduced equations consists of the polynomial Γ 1 Γ 2 − Γ 3 Γ 4 . Thus if this polynomial vanishes, the reduced system is solveable. This means that we can find the leading terms of a possible Puiseux series solution. However, as in [13] , if we attempt to continue the series we obtain a contradiction at the next order of the expansion.
The other reduced system with nonzero solutions is that of the exponent vector 7 from Table 1 , i.e., α = (−1, −1, −1, 0, 0, 0) . From the Gröbner basis described above we find the following requirements for the vorticities:
It is not hard to see that the only real, nonzero vorticities satisfying both of the polynomials above are of the form (Γ 1 , Γ 2 , Γ 3 , Γ 4 ) = k (−1, 1, 1, 1) where k = 0. This particular case can be solved directly by computing a Gröbner basis (done with the program MAGMA [21] ). For its possible independent interest we include the Gröbner basis below: {−316 + 369s 12 + 1813s 34 From the Gröbner basis it is easy to compute that besides the spatial regular tetrahedron (s 12 , s 13 , s 14 , s 23 , s 24 , s 34 ) = (1, 1, 1, 1, 1, 1 ) there are 12 other solutions, all of which possess a symmetry of the form s 1i = s ij , s 1k = s jk for distinct (i, j, k) = (1, 2, 3 ). Only six of these are entirely positive and real. Note that these do not include the equilibrium with s 12 = s 13 = s 14 = s 23 = s 34 = s 24 since we normalized the rotation rate.
Lower Dimensional Faces.
We also need to examine the reduced systems arising from lower-dimensional faces of the Minkowski sum polytope. These can be found by intersecting adjacent facets. Such a face determines infinitely many inward normal vectors obtained by convex combinations of the inward normals of the intersecting facets. However, all these normal vectors α determine the same reduced system. If this reduced system has no solutions then all of the corresponding normal vectors α are eliminated as possible orders of Puiseux series solutions.
In testing these lower-dimensional faces, we again exploit permutation symmetry to cut down the number of cases which need to be tested. Also, we only have to test faces which have at least one normal vector α satisfying c · α ≥ 0.
As for the facets, it turns out that there are three kinds of reduced systems arising from these faces. For most of the faces, the corresponding reduced system is trivial. For many of the remaining faces, the reduced system is nontrivial but the Gröbner basis computation shows that it nevertheless has no solutions. Finally, there are a few lower dimensional faces for which the reduced system is indeed solveable.
For example, among the 35 nontrivial facets are two with internal normal vectors α = (0, 0, 0, 1, 1, 1) and α = (−1, −1, −1, 0, 0, 0). These intersect in a face whose internal normal could be chosen as α = kα + lα for any k, l > 0. To get a rational normal vector, we just need to take rational k, l. As long as l ≥ k, we will have c · α ≥ 0. A Gröbner basis for the normalized reduced equations is the polynomial Γ 2 + Γ 3 + Γ 4 . It follows that if this quantity is nonzero, the reduced system has no solutions.
If Γ 2 + Γ 3 + Γ 4 = 0 the reduced system is solveable and it is necessary to look at higher order terms in the Puiseux series. Unfortunately, we were unable to show that such a series was impossible. One difficulty is that, unlike the case of facet 6 in the last subsection, one does not even know the exponent vector α of the leading terms unambiguously.
In theorem 1 we have assumed that Γ i + Γ j + Γ k = 0 to eliminate this case and other similar cases obtained from permutation symmetry. Other combinations of facets yield faces whose reduced systems are solveable when Γ i + Γ j = 0 and so we have also eliminated these by hypothesis. No other polynomials in the vorticities arise. Difficulties with such lower-dimensional faces were avoided in our study [13] of the Newtonian four-body problem because the masses are positive.
5.1.3. Upper Bounds. To obtain an upper bound for the strictly planar relative equilibria with Γ = 0, we can use an argument identical to that in [13] . Namely we construct an auxiliary system of ten equations and ten variables and use the mixed volume of its Newton polytope for our bound.
Consider the following 11 equations 
As described in [13] , every strictly planar relative equilibrium determines a solution of (16) where each z i is proportional to the area of the triangles formed by the vortices other than Γ i and the s ij are the squared mutual distances. For such a solution, all of the variables z i , s ij are must be nonzero. If, for example, z 4 = 0 then the vortices Γ 1 , Γ 2 , Γ 3 would be collinear because they span a triangle of zero area. But the equations S i4 = 0 imply that s i4 = 1, so Γ 1 , Γ 2 , Γ 3 also lie on a unit circle around Γ 4 . Clearly this is geometrically impossible. Now eliminate k by replacing f 1 , . . . , f 4 with the differences f 1 −f 4 , f 2 −f 4 , f 3 −f 4 to obtain 10 equations in 10 unknowns. It suffices to find an upper bound for the number of solutions of this system with all variables nonzero. First it will be shown that the number of solutions is finite by showing that there is a 2 to 1 mapping from solutions of these equations to solutions of the Albouy-Chenciner and Dziobek equations.
First it is clear that the equations S ij = z i z j imply Dziobek's equations (11) . Now the Albouy-Chenciner equation (9) with (i, j) = (1, 2) and S ij = z i z j reads:
This agrees with the expression
The other Albouy-Chenciner equations can be written in a similar way. Hence our system of 10 equations implies the Albouy-Chenciner and Dziobek equations.
On the other hand, given any solution s ij of the Albouy-Chenciner and Dziobek equations, it is easy to see that the equations
determine the z i up to a common factor of ±1, hence the 2 to 1 mapping. Since the number of solutions of the Albouy-Chenciner and Dziobek equations has been shown to be finite, so is the number of solutions of the system of 10 equations. Now for systems with equal numbers of equations and unknowns, the mixed volume of the Newton polytope provides an upper bound for the number of solutions with all variables nonzero, provided this number is finite. Our system of 10 equations has a Newton polytope with a mixed volume of 74 (computed using PHCpack [33] ). This proves theorem 1v.
5.2.
Strictly planar relative equilibria with Γ = 0. Finally we consider planar relative equilibria with vanishing total vorticity, i.e., Γ = 0. Equation 7 shows that λC = 0 where C = n i=1 Γ i z i . Since we want genuine relative equilibria rather than equilibria, we will look for solutions with λ = 0. Therefore we have C = 0. This condition leads to some very simple equations in mutual distance coordinates, as shown in a recent study of the n-body problem with zero total mass by Celli [7] .
When Γ = 0, the formula for C is translation invariant, i.e., C = n i=1 Γ i (z i − c) for any c ∈ C. Celli observes that for configuations with C = 0, the second moment S = n i=1 Γ i |z i − c| 2 is also independent of c. Taking c to be the position of one of the four particles shows that the four quantities are equal:
S i = Γ j s ij + Γ k s ik + Γ l s il {i, j, k, l} = {1, 2, 3, 4} where s ij = |z i − z j | 2 . Taking differences gives three linear equations in the squared mutual distances, allowing us to eliminate s 12 , s 13 , s 23 , for example. Celli shows that the remaining three squared distances can be used as coordinates on the set of non-collinear configurations with C = 0.
These relations hold simply by virtue of the equations Γ = C = 0. Celli also obtains simple equations for relative equilibria. In the vortex problem relative equilibria can be viewed as critical points of U = i<j Γ i Γ j log s ij subject to the constraint S = n i=1 Γ i |z i − c| 2 = s 0 where c is the center of rotation of the relative equilibrium and s 0 is a constant. The discussion above shows that all of the critical points will automatically satisfy the constraints (18) S 1 = S 2 = S 3 = S 4 = s 0 .
So one can impose these as independent constraints without changing the critical points. Using s ij as coordinates and introducing four Lagrange multipliers ξ i leads to six equations:
Eliminating the ξ i leads to the relations: 24 . After dropping constant factors and powers of the Γ i , their pairwise resultants with respect to s 24 are of the form: (Γ 1 − Γ 2 − Γ 3 + Γ 4 )P 7 (s 14 ) and (Γ 1 + Γ 2 − Γ 3 − Γ 4 )P 7 (s 14 ), where P 7 (s 14 ) is a polynomial of degree 7 in s 14 with coefficients depending on the Γ i .
The only vorticities which satisfy
are multiples of (1, −1, 1, −1). For these vorticities one can explicity solve the equations and one finds two solutions for the squared mutual distances. Hence there are at most 4 relative equilibria in this case. In all other cases the relative equilibria must satisfy P 7 (s 14 ) = 0. It is possible that the polynomial P 7 vanishes identically for some non-zero vorticities. To find them we first eliminated factors of the Γ i from the coefficients of P 7 . Taking these eight polynomials together with Γ 1 + Γ 2 + Γ 3 + Γ 4 and the normalization Γ 1 Γ 2 Γ 3 Γ 4 = 1 gives a polynomial ideal which has the Gröbner basis:
4 − 1. The only real solutions are multiples of (1, −1, 1, −1). In this case P 7 vanishes identically, but we have already seen that there are at most 4 relative equilibria.
In all other case, lemma 2 shows that we then have at most 7 values for the squared mutual distances s ij and therefore at most 14 relative equilibria. This completes the proof of theorem 1.
