A Biased Random Key Genetic Algorithm (BRKGA) is proposed to find solutions for the unit commitment problem. In this problem, one wishes to schedule energy production on a given set of thermal generation units in order to meet energy demands at minimum cost, while satisfying a set of technological and spinning reserve constraints. In the BRKGA, solutions are encoded by using random keys, which are represented as vectors of real numbers in the interval [0, 1]. The GA proposed is a variant of the random key genetic algorithm, since bias is introduced in the parent selection procedure, as well as in the crossover strategy. Tests have been performed on benchmark large-scale power systems of up 100 units for a 24 hours period. The results obtained have shown the proposed methodology to be an effective and efficient tool for finding solutions to large-scale unit commitment problems. Furthermore, form the comparisons made it can be concluded that the results produced improve upon the best known solutions.
INTRODUCTION
The Unit Commitment (UC) problem is well known in the power industry and adequate solutions for it have the potential to save millions of dollars per year in fuel and related costs. Therefore, the UC problem plays a key role in planning and operation of power systems. The UC problem is a complex decision making process since it entails the schedule of the turn-on and turn-off of the thermal generation units, as well as the amount of power to be generated by each on-line unit for each period of the generation horizon. In addition, there are multiple technological constraints and spinning reserve constraints that must be satisfied. Due to its combinatorial nature, multi-period characteristics, and nonlinearities this problem is highly computational demanding and, thus, no exact optimization method is capable of solving the UC problem for real-sized systems. In the past, several traditional heuristic approaches based on exact methods have been used, see e.g. [Lee, 1998 , Cohen and Yoshimura, 1983 , Merlin and Sandrin, 1983 . However, more recently most of the developed methods are metaheuristics, evolutionary algorithms, and hybrids of the them, see e.g. [Arroyo and Conejo, 2002 , Valenzuela and Smith, 2002 , Jenkins and Purushothama, 2003 , Dudek, 2004 , Simopoulos et al., 2006 , Chen and Wang, 2007 , Maturana and Riff, 2007 , Senjyu et al., 2008 , Viana et al., 2008 , Abookazemi et al., 2009 . These latter types have, in general lead to better results than the ones obtained with the traditional heuristics.
Comprehensive and detailed surveys can be found in [Padhy, 2001 , Salam, 2007 , Raglend and Padhy, 2008 .
In this paper we focus on applying Genetic Algorithms (GAs) to find good quality solutions for the UC problem. The majority of the reported GA implementations to address the UC problem are based on the binary encoding. However, studies have shown that other encoding schemes such as real valued random keys [Bean, 1994] can be efficient when accompanied with suitable GA operators, specially for problems where the relative order of tasks is important. In the proposed algorithm a solution is encoded as a vector of n real random keys in the interval [0, 1], where n is the number of generation units. The Biased Random Key Genetic Algorithm (BRKGA) proposed in this paper is based on the framework provided by Resende and Gonçalves in [Gonçalves and Resende, 2009] . BRKGAs are a variation of the Random key Genetic Algorithms (RKGAs), first introduced by Bean [Bean, 1994] . The bias is introduced at two different stages of the GA. On the one hand, when parents are selected we get a higher change of good solutions being chosen, since one of the parents is always taken from a subset including the best solutions. On the other hand, the crossover strategy is more likely to choose alleles from the best parent to be inherited by offspring. In [Gonçalves and Resende, 2009 ] is presented a tutorial on the implementation and use of biased random key genetic algorithms for solving combinatorial optimization problems and many successful applications are reported in the references therein.
This paper is organized as follows. In Section 2, the UC problem is described and formulated, while in Section 3 the genetic algorithm proposed is explained. Section 4 presents the set of benchmark systems used in the computational experiments and reports on the results obtained. Finally, in Section 5 some conclusions are drawn.
UC PROBLEM FORMULATION
In the UC problem one needs to determine the turnon and turn-off times of the power generation units, as well as the generation output subject to operational constraints, while satisfying load demands at minimum cost. Therefore, we have two types of decision variables. The binary variables, which indicate the status of each unit in each time period and the real variables, which provide the information on the amount of energy produced by each unit in each time period. The choices made must satisfy two sets of constraints: the demand constraints, regarding the load requirements and the spinning reserve requirements and the technical constraints, regarding generation units constraints. The costs are made up two components: the fuel costs, i.e. production costs, and the start-up costs.
Let us now introduce the parameters and decision variables notation. 
Objective Function
As already said, there are two cost components: generation costs and start-up costs. The generation costs, i.e. the fuel costs, are conventionally given by a quadratic cost function as in equation (1), while the start-up costs, that depend on the number of time periods during which the unit has been off, are given as in equation (2).
where a j , b j , c j are the cost coefficients of unit j.
where SU H, j and SUS C, j are the hot and cold start-up costs of unit j, respectively. Therefore, the cost incurred with an optimal scheduling is given by the minimization of the total costs for the whole planning period, as in equation (3).
Constraints
The constraints can be divided into two sets: the demand constraints and the technical constraints.
Regarding the first set of constraints it can be further divided into load requirements and spinning reserve requirements, which can be written as follows:
1) Power Balance Constraints The total power generated must meet the load demand, for each time period.
2) Spinning Reserve Constraints The spinning reserve is the total amount of real power generation available from on-line units net of their current production level.
The second set of constrains includes unit output range, minimum number of time periods that the unit must be in each status (on-line and off-line), and the maximum output variation allowed for each unit.
3) Unit Output Range Constraints
Each unit has a maximum and minimum production capacity.
Y th min
for t ∈ {1, 2, ..., T } and j ∈ {1, 2, ..., N} .
4) Ramp rate Constraints
Due to the thermal stress limitations and mechanical characteristics the output variation levels of each online unit in two consecutive periods are restricted by ramp rate limits.
5) Minimum Uptime/Downtime Constraints
The unit cannot be turned on or off instantaneously once it is committed or uncommitted. The minimum uptime/downtime constraints indicate that there will be a minimum time before it is shut-down or startedup, respectively.
BIASED RANDOM KEY GENETIC ALGORITHM
Genetic Algorithms (GAs) are a global optimization technique based on natural genetics and evolution mechanisms such as survival of the fittest law, genetic recombination and selection [Holland, 1975 , Goldberg, 1989 . GAs provide great modeling flexibility and can easily be implemented to search for solutions of combinatorial optimization problems. Several GAs have been proposed for the unit commitment problem, see e.g.
[ Kazarlis et al., 1996 , Cheng et al., 2000 , Swarup and Yamashiro, 2002 , Arroyo and Conejo, 2002 , Xing and Wu, 2002 , Dudek, 2004 , Abookazemi et al., 2009 , the main differences being the representation scheme, the decoding procedure, and the solution evaluation procedure (i.e. fitness function).
Many GA operators have been used; the most common being copy, crossover, and mutation. Copy consists of simply copying the best solutions from the previous generation into the next one, with the intention of preserving the chromosomes corresponding to best solutions in the population. Crossover produces one or more offsprings by combining the genes of solutions chosen to act as their parents. The mutation operator randomly changes one or more genes of a given chromosome in order to introduce some extra variability into the population and thus, prevent premature convergence.
The GA proposed here, i.e. the BRKGA, uses the framework proposed by Resend and Gonçalves in [Gonçalves and Resende, 2009] . The algorithm evolves a population of chromosomes that are used to assign priorities to the generation units. These chromosomes are vectors, of size N (number of units), of real numbers from the interval [0, 1] (called random keys). A new population is obtained by joining three subsets of solutions as follows: the first subset is obtained by copying the best solutions of the current population; the second subset is obtained by using a (biased) parameterized uniform crossover; the remaining solutions, termed mutants, are randomly generated as was the case for the initial population. The BRKGA framework is illustrated in Figure 1 , which has been adapted from [Gonçalves and Resende, 2009] .
Specific to our problem is the decoding procedure, that is how solutions are constructed once a population of chromosomes is given. The decoding procedure is performed in two main steps, as it can be seen in Figure 2 . Firstly, a solution satisfying the load demand, for each period is obtained. In this solution the units production is proportional to their priority, which is given by the random key value. Then, these solutions are checked for constraints satisfaction.
Decoding Procedure
Given a vector of numbers in the interval [0, 1],
Then an output generation matrix Y th is obtained, where each element Y th (t, j) gives the production level of unit j for time period t and is computed as in equation (9).
Y th(t, j)
The production level of unit j for each time period t however, may not be admissible and therefore, the solution obtained may be unfeasible. Hence, the decoding procedure also incorporates a repair mechanism. This mechanism forces constraints satisfaction, except for the minimum uptime/downtime constraints, which are handled implicitly by using a penalty function, as already mentioned.
The repair mechanism starts by forcing the output level of each unit to be in its output range as given in At the same time that the ramp constrains are ensured for a specific time period t, new output limits (Y th max t, j and Y th min t, j upper and lower limits, respectively) must be imposed, for the following period t + 1, since their value depends on the output level of the current period t. Equations (11) and (12) 
Since to ensure that the unit output range constraints and the ramp rate constraints are verified the output level of the units may have been changed, it is no longer guaranteed that load demands are satisfied. Furthermore, for each period, it may happen that the production is either not enough or excessive. If there is excessive production, the on-line units production is decreased to its minimum allowed value, one at the time, until either all are set to the minimum production or the production reaches the load demand value. In doing so, units are considered in descending order of priority, i.e. random key value. It should be notice that by reducing production at time period t the production limits at time period t + 1 change, and the new values must be respected. Therefore, the minimum allowed production is given by max Y th min t, j ,Y th t+1, j − ∆ up j . This is repeated no more than N times. If there is lack of production, the on-line units production is increased to its maximum allowed value, one at the time, until either all are set to the maximum production or the production reaches the load demand value. In doing so, units are considered in ascending order of priority, i.e. random key value. It should be notice that by increasing production at time period t the production limits at time period t + 1 change, and the new values must be respected. Therefore, the maximum allowed production is given by min Y th max t, j ,Y th t+1, j + ∆ dn j . Again, this is repeated no more than N times.
At the end of the procedures just explained it may happen that the production matches, is larger than or lesser than the demand. Both in the first and second cases, the procedure moves onto the spinning reserve constraints phase, while in the latter case units are turned on-line at least at the required output level (or more if the ramp constraints require so).
Once the spinning reserve phase is reached the production either matches or is larger than the load demand. Therefore, the spinning reserve requirements can be decreased on the amount of the excessive production. This new value is then compared to the unused production capacity. If larger, then units will be turned on-line, in descending order of priority, at minimum output level until their cumulative capacity satisfies the spinning reserve requirements.
Once these four repairing stages have been performed the solutions obtained may not satisfy the uptime or the downtime constraints. If they are not satisfied then a penalty function is applied. This penalty function is explained in Section 3.3i when the fitness function is described.
GA operators
In order to obtain a new population • 20% of the best solutions (elite set) of the current population are copied;
• 20% of the new population is obtained by introducing mutants, that is by randomly generating new sequences of random keys, which are then decoded to obtain mutant solutions. Since they are generated using the same distribution as the original population, no genetic material of the current population is brought in;
• Finally, the remaining 60% of the population is obtained by biased reproduction, which is accomplished by having both a biased selection and a biased crossover.
The selection is biased since, one of the parents is randomly selected from the elite set of solutions (of the current population), while the other is randomly selected from the remainder solutions. This way, elite solutions are given a higher chance of matting, and therefore of passing on their characteristics to future populations. Genes are chosen by using a biased uniform crossover, that is, for each gene a biased coin is tossed to decide on which parent the gene is taken from. This way, the offspring inherits the genes from the elite parent with higher probability (0.7 in our case).
Fitness Function
The fitness function used for the evaluation of the solutions is composed of two terms. The first term TC represents the total thermal system operating cost, while the second term is the penalty associated with the violation of the uptime and downtime constraints. Recall that the total thermal system operating cost is given by the cost of the fuel needed to produce the energy and the units startup costs, see equation (13).
The penalty function is proportional to the number of violated uptime and downtime constraints, as well as to the magnitude of the violation, and is computed as follows (equation (14)).
where µ 1 and µ 2 are penalty multipliers associated with minimum uptime and minimum down time constraints, respectively.
Therefore, the fitness function is given by:
NUMERICAL RESULTS
A set of benchmark systems has been used for the evaluation of the proposed algorithm. Each of the problems in the set considers a scheduling period of 24 hours. The set of systems comprises six systems with 10 up to 100 units. A base case with 10 units was initially chosen, and the others have been obtained by considering copies of these units. The base 10 units systems and corresponding 24 hours load demand are given in [Kazarlis et al., 1996] . To generate the 20 units problem, the 10 original units have been duplicated and the load demand doubled. An analogous procedure was used to obtain the problems with 40, 60, 80, and 100 units. In all cases, the spinning reserve requirements were set to 10% of the load demand. Several computational experiments were made in order to choose the parameter values. The results obtained have shown no major differences. Nevertheless, the results reported here refer to the best obtained ones, for which the number of generations was set to 10N, the population size was set to 2N and the scaling factor χ = 0.4. Due to the stochastic nature of the BRKGA, each problem was solved 20 times. The BRKGA has been implemented on Matlab and executed on a Pentium IV Core Duo personal computer T 5200, 1.60GHz and 2.0GB RAM. We compare the results obtained with the best results reported in literature. In tables 1, 2, and 3, we compare the best, average, and worst results obtained, for each of the six problems, with the best of each available in literature. As it can be seen, for four out of the six problems solved our best results improve upon the best known results, while for the other two it is within 0.15% and 0.27% of the best known solutions.
For each type of solution presented (best, average, and worst) we compare each single result with the best respective one (given in bold) that we were able to find in the literature. The results used have been taken from a number of works as follows: MRCGA [Sun et al., 2006] , LRGA [Cheng et al., 2000] , SM [Simopoulos et al., 2006] , and GA [Senjyu et al., 2002] .
Another important feature of the proposed algorithm is that, as it can be seen in Table 4 , the variability of the results is very small. The difference between the worst and best solutions found for each problem is always below 0.65%, while if the best and the average solutions are compared this difference is never larger than 0.25%. This allows for inferring the robustness of the solution since the gaps between the best and the worst solutions are very small. Furthermore our worst solutions, when worse than the best worst solutions reported are always within 0.6% of the latter, see Table 4 . This is very important since the industry is reluctant to use methods with high variability as this may lead to poor solutions being used.
CONCLUSION
A Biased Random Key Genetic Algorithm, following the ideas presented in [Gonçalves and Resende, 2009] , for finding solutions to the unit commitment problem has been presented. In the solution methodology proposed real valued random keys are used to encode solutions, since they have been proved to perform well in problems where the relative order of tasks is important. be able of the UC problem. The proposed algorithm was applied to systems with 10, 20, 40, 60, 80, and 100 units with a scheduling horizon of 24 hours. The numerical results have shown the proposed method to improve upon current state of the art, since only for two problems it was not capable of finding better solutions. Furthermore, the results show a further very important feature, lower variability. It should be notice that the difference between the worst and best solutions is always below 0.65%, while the difference between the best and the average solutions is always below 0.25%. This is very important since methods to be used in industrial applications are required to be robust, therefore preventing the use of very low quality solutions. 
