ABSTRACT: Temperature recordings from exploration boreholes for hydrocarbons and geothermal energy are evaluated to select the best-suitable data for determining formation temperature and heat flow in the Northeast German Basin. Repeated temperature logs measured in several boreholes allow a classification into equilibrium logs and perturbed logs. For the latter, a simple empirical correction is proposed based on mean annual ground-surface temperature, the estimated amount of temperature correction at total depth of log, and the depth-dependent cross-over point of temperature perturbation due to drilling. Analysis of bottom-hole temperatures (BHTs) showed that the uncorrected values deviate, on average, by as much as 22.2 10.2 C (1 ) from the formation temperature. BHTs corrected using the Horner-plot method are systematically too low by 1-2 C compared to values corrected using the exact solution to the full line-source equation. Both correction methods yield values that underestimate formation temperatures by as much as 9 C and 8 C, respectively. The large standard deviation (1 ) of about 8 C indicates that a corrected BHT reflects (with 96% confidence, 2 ) formation temperature not better than 16 C. However, using temperature logs in conjunction with the corrected BHTs allowed a prediction of formation temperatures with an error less than 10 C at somewhat deeper depths than the log in several boreholes. The availability of continuous temperature logs as a prerequisite for a reduction of error of BHTs significantly reduced the quantity of useable corrected BHTs in the basin.
INTRODUCTION
Thermal modelling in sedimentary basins focuses on concepts and techniques useful to construct or constrain quantitatively the temperature history of the contained sediments, which is the basis for an assessment of hydrocarbon potential of source rocks. To obtain a sophisticated insight into the thermal evolution it is necessary (a) to investigate the internal thermal properties of the basin and (b) assess the external thermal influences in the context of the geodynamic evolution of the lithosphere. This paper focuses on the analysis of the present-day temperature data that serve as a basis for studying the thermal structure of a basin. Knowing the quality of these data is important when investigating whether thermal conditions are entirely influenced by heat flow from the underlying basement and the thermal conductivity of the sedimentary cover or overprinted by other processes, such as fluid flow. Knowledge about the temperature-depth distribution at well locations also is one prerequisite for calibrating thermal-history models and thus contributes to our understanding of hydrocarbon generation processes.
Typically, in basins that have undergone hydrocarbon exploration, temperature data are available as single values recorded at the bottom of a borehole during petrophysical well logging (bottom-hole temperatures, BHTs) or temperatures recorded during drill-stem tests (DSTs). Although high-precision temperature logs usually are preferred in thermal studies, especially in heat-flow analysis, they are subordinate in comparison to the number of single temperature recordings. Although a generalized temperature-depth distribution and an average temperature gradient can be computed using two end-member temperature anchor points provided by surface temperature and BHT or DST, the information content is much less compared to temperature logs. In addition, BHT data are usually only available over a limited depth range in a given area because most of the boreholes bottom, and are logged, at similar depths (Blackwell & Steele 1989) . In general, given the uncertainties with single temperature values from petrophysical well logging or from well testing, the more data points that are available in a well, the better will be the estimate of a temperature-depth profile or temperature gradient (Doveton et al. 2001) . There are numerous thermal history and heat-flow studies in which BHTs were extensively used and where, to compensate for the lack of a temperature log, BHTs were plotted versus depth and a temperature gradient was determined (Majorowicz & Jessop 1981a, b; Majorowicz et al. 1984 Majorowicz et al. , 1999 Chapman et al. 1984; Deming & Chapman 1988; McPherson & Chapman 1996; Funnell et al. 1996) . However, recent work has shown that it is impossible to determine unequivocally formation temperature gradients with BHT data Förster & Merriam 1999; Majorowicz et al. 1999) and that even on kilometre scales the gradients rarely can be determined to better than 5-14% (Lee et al. 1996) .
One of the major problems of using BHTs in basin analysis is that the values are often recorded shortly after the drilling has ceased and thus reflect the mud temperature rather than the true formation temperature. Several methods have been developed to correct the BHTs to formation temperature (for a summary see Deming 1989 and Hermanrud et al. 1990 ). Hermanrud et al. (1990) pointed out that the correction methods available may contain large errors attributed to poor quality data and to physical effects that are not taken into account properly in the temperature calculations.
The Northeast German Basin (NEGB) has been a target for hydrocarbon exploration for the past four decades. Recently, the area was investigated for geothermal energy and additional wells were drilled. As a consequence, there is an abundance of deep exploration wells including some that penetrate almost the entire sedimentary sequence. Here, in contrast to other exploration areas where BHTs outnumber continuous temperature profiles, a database is available that contains a large number of both types of temperature data. This unusual wealth of continuous temperature logs allows an investigation of (1) the character of the logs and the shut-in times that were necessary for them to retain thermal equilibrium after drilling, (2) the random error of the BHTs by comparison with these logs measured in the same borehole in a better way than by comparison with a few DST values, and (3) the validity of correction methods applied to the BHTs.
GEOLOGICAL SETTING
The NEGB formed in post-Variscan time as part of the Central European Depression (Ziegler 1990) . It is bordered on the north by the Tornquist-Teisseyre Zone and the Caledonian deformation front and on the south by the Flechtingen High (Fig. 1) . The basin shows a marked asymmetry (Fig. 2) with a shallow northern flank and steep reverse faults in the south (DEKORP-BASIN Research Group 1999) . It is comprised of Carboniferous to Quaternary sediments that are underlain by a basement of varying composition and age (Katzung & Ehmke 1993 , and references therein). The basement is subdivided into the Variscan belt (folded Namurian and older units) in the south and the Variscan foredeep in the north. Whereas in the southern part of the foredeep Namurian to Westphalian rocks were deformed during the Variscan orogeny, in its northern part the Namurian to Stephanian sediments remained unaffected. In the Variscan foredeep, Carboniferous and Devonian rocks discordantly overlie older basement units that were either folded in Caledonian time (northern part) or consolidated in earlier times (southern part) (Katzung & Ehmke 1993) . Meissner et al. (1994) termed the northern part of the Variscan foredeep south of the Caledonian Front, the Avalonia Microcontinent. It accreted with the Precambrian Baltic Shield during the Caledonian orogenic cycle. Interpretation of the DEKORP BASIN 9601 profile (Krawczyk et al. 1999) shows the presence of Baltica crust along the profile probably as far south as the depocentre of the basin. Franke et al. (1989) postulated a Precambrian basement for much of the area along the Variscan deformation front and its northern foredeep. Tectonic movements in the Upper Stephanian have caused activation of preferentially NNE and subordinately NNW-to NW-trending fault systems associated with the emplacement of up to 2000 m thick Permo-Carboniferous volcanic sections in pull-apart basins (Benek et al. 1996) .
Main subsidence of the basin occurred from early Permian (Rotliegend) to late Triassic time (Schwab et al. 1979; Scheck & A A A l l l p p R R R h h h e e e n n n o o o h h h e e e r r r c c c y y y n n n i i i a a a n n n
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Rügen Rügen Rügen C C C a a a l l l e e e d d d o o o n n n i i ia a a n n n F F F ro o o n n nt V V V a a a r r r i i i s s s c c c a a a n n n F F F r r r o o o n n n t t t N N N o o o r r rt t th h he e ea a as s st t t G G Ge e er r rm m ma a an n n B B B a a a s s s i i in n n Bayer 1999). With the opening of the Atlantic Ocean in postTriassic time, the basin first underwent extension followed by compression, which complicated the structural patterns by faulting and initiated salt movements, locally leading to salt diapirs. The origin and multifaceted development of the basin in post-Variscan time is still a subject of discussion (see Scheck & Bayer 1999; Bachmann & Hoffmann 1997 and references therein) . Scenarios that may apply are lithospheric pure-and simple-shear extension and rifting, wrench models, or lithosphere contraction resulting from cooling processes after magmatic underplating. The entire sequence from the Namurian to the Quaternary in the basin centre (west of profile A-A in Fig. 1 ) reaches a thickness of at least 7 km (wells Parchim 1, Schwerin 1 and Grevesmühlen 1, Hoth et al. 1993) .
BACKGROUND ON THERMAL CONDITIONS
In the NEGB, heat flow and the deep thermal regime are not well understood. Surface heat flow is heterogeneous, with minimum values between 40 and 60 mW m 2 and maximum values between 80 and 90 mW m 2 . Locally, heat flow may be as high as 100 mW m 2 (Hurtig et al. 1992) . Heat-flow anomalies >80 mW m 2 are high compared to values known from other basins of comparable age and tectonic setting (50 15 mW m 2 , Allen & Allen 1990 ). The latter value concurs with the general continental surface heat flow determined for provinces older than 250 Ma (Sclater et al. 1980) .
Questions are raised whether the heat-flow values and machine-contoured anomalies, in general, are correct for the areas where they were delineated. Given the time constant of heat flow, which is of the order of several tens to hundreds of millions of years, it is assumed that the present-day thermal field of the basin is under static conditions and that heat transfer has no transient component caused either by mass transport during young tectonic movements or by a thermally active mantle. However, thermal anomalies are anticipated for basins such as this one because of the existence of salt diapirs and thus, sharp contrasts in thermal conductivity (Jensen 1990; Petersen & Lerche 1995 and references therein) . It also remains to be investigated whether the observed heat flow can be attributed to other factors, such as fluid-flow perturbations in the borehole or in the formation, different amounts of radiogenic heat production provided by a sedimentary veneer of variable composition, or contrasts in heat production in the underlying crust.
Unfortunately, previous heat-flow studies lack detailed description of the basic data used, such as the borehole temperature logs, the depth interval for which a geothermal gradient was computed and the thermal conductivity determined for the depth range of geothermal gradient calculation. Also, it is not known which methodology of determining surface heat flow was applied and whether corrections for lateral heat transfer in the vicinity of salt structures were made. Although not explicitly stated in previous studies, it can be assumed that heat flow was determined from cored intervals in the deeper units (Triassic to Permian) probably using generalized thermal conductivities for special rock types or formations without correcting for local porosity and temperature. In addition, it is not known whether temperature logs were evaluated for transient effects from drilling or whether perturbed logs were corrected for thermal equilibrium before used for heat-flow calculation. The only information about measured subsurface temperatures used for determining heat flow can be indirectly gained from a set of basin-wide temperature maps (Diener et al. 1984; Hurtig et al. 1992) . Obviously, single temperature values (BHTs, DSTs) were not included in the previous analyses.
Recently, for the purpose of geothermal resources exploration, additional basin-wide temperature maps were generated (Katzung et al. 1992; Schellschmidt et al. 1999; Hurter & Haenel in press) , and one map for a part of the basin covering the State of Brandenburg was published (Beer 1996) . However, these maps comprise data to depth levels of only 2000 m. Beer (1996) also published a tentative empirical correction for temperature logs used in his study. Scheck (1997) and Bayer et al. (1997) generated large-scale thermal models for the basin comprising the entire crust and parts of the upper mantle, based on a 3D finite-element approach. A similar model later was used to define the thermal conditions for a geothermal production site (Ondrak et al. 1998 ). These models showed regional temperature trends that coincide with the temperature maps by Hurtig et al. (1992) . Later, the thermal models were slightly modified and their local resolution and validity investigated using measured temperature profiles from five wells (Ondrak et al. 1999a, b) .
With regard to the present state of knowledge it seems appropriate to revisit the heat flow and the thermal situation in the NEGB. The analysis of a large amount of temperature data available in the basin as reported in this paper constitutes the first step towards this goal and will be the basis to select the best suitable data for this task.
THERMAL WELL-LOG ANALYSIS
Data analysed in this study are (1) BHTs obtained in wells shortly after cessation of drilling, thus representing perturbed borehole temperatures; and (2) continuous temperature logs mostly measured after the boreholes were cased. Figure 3 gives an overview of the spatial distribution of boreholes from which temperature data were used.
Continuous temperature logs
The continuous temperature logs from oil and gas exploration were obtained with analog-reading thermistor probes. The accuracy of the measurements was 1 C (see Fricke & Schlosser 1980) . However, it is likely that during the long period of using different thermistor tools, calibration errors occurred affecting the absolute temperatures, but not the overall geothermal gradient. For all temperature-depth profiles temperature is available and plotted in 50 m intervals. Logs from geothermal resources exploration (Förster 1997; Schellschmidt et al. 1999 ) are obtained with a tool resolution of 0.001 C and a precision of 0.02 C.
Some of the continuous temperature logs reflect true formation temperatures, because the time prior to the logging was long enough that the borehole regained thermal equilibrium after drilling, but some logs were perturbed because of insufficient shut-in time. In several boreholes temperature logging was performed repeatedly at different shut-in times.
Two examples of temperature recovery in a well as a function of shut-in time are shown in Figure 4 . The deep hydrocarbon exploration well Friedland 1/71 ( Fig. 4a ) was drilled to a depth of 6500 m into Permian volcanic rocks and left open for several years. Six temperature logs were obtained during that time. However, the history of temperature adjustment to thermal equilibrium is complicated, as is the situation in other wells. Prior to some of the logging runs, repeated fluid circulation again perturbed the thermal conditions. Thus, the shut-in time listed refers to time after the last circulation and therefore differs from time since drilling stopped, which certainly was longer. The last temperature log in the Friedland well was measured in 1980, obviously after a shut-in time of about 20 000 hours according to the readings on file. The intersection of the log with the x-axis at surface temperature of 8 C (ambient surface temperature, Diener et al. 1984) indicates that the borehole was under thermal equilibrium at that time. In contrast to the Friedland 1/71 well, the shallower Rheinsberg 1/95 well (Fig. 4b) , drilled for hydrothermal energy use, was left undisturbed after cessation of drilling so that on the basis of repeated high-precision temperature logs (Förster 1997) , an ideal temperature adjustment to thermal equilibrium is observed.
In both wells, rocks at shallow depth were heated by mud circulation whereas the deeper formations near the bottom were cooled. This situation is typical in rotary drilling where the effect of heat exchange with the drilling fluid is substantial (Jaeger 1961) . Subsequent to completion, during temperature relaxation, temperatures decrease in the shallow subsurface and increase in the deeper parts of the borehole. Also it is observed that the difference between perturbed and equilibrium temperature is higher at shallow depths than it is in the lower part of the wells, so that for the latter, temperature recovery is achieved faster. The different quantities of temperature relaxation observed in the two wells at different depths are given in Table 1 . Sass et al. (1992) report comparable results of a slow temperature adjustment after a period of fast wall-rock temperature relaxation.
The bulk of the temperature logging data shows that the time of temperature adjustment after drilling depends on the duration of temperature disturbance (time of drilling and circulation), which is greater for deeper wells than for shallower ones, and on the temperature difference between the drilling mud and geological formation. From the analysis of temperature logs in this study and shut-in times listed it was inferred that the perturbed conditions of shallower wells (total depth <2000 m) required an average shut-in time of about 1000 hours (about 40 days) to recover, for example, formation temperature as close as 1.5 C at the bottom of the well. For wells >2000 m, this time was about 4000-6000 hours (160-250 days).
Boreholes from which temperature logs were analysed in this study are listed in the Appendix. The data comprise logs under thermal equilibrium (as indicated by the intercept of the upper part of the temperature log at ambient surface temperature), as well as logs reflecting disturbed thermal conditions. For the latter, an empirically corrected temperature at total depth of the log is provided in the Appendix. For details on the correction see the section on results of temperature correction.
Bottom-hole temperatures
For several areas in the NEGB, the BHTs constitute the only source of information on the thermal conditions and, at some borehole locations, the only information from the deeper part of the basin so that an estimation of error is necessary before using these data for basin analysis purposes. In the analysis of the BHTs care was taken to discard obviously erroneous values, for example values that do not increase with increasing time of temperature relaxation and probably are the result of incorrect recordings. These problems are not unusual and have been reported in other studies (Speece et al. 1985; Jessop 1990 ).
BHTs were corrected by two different approaches: (1) the logarithmic method known as the Horner-plot correction (Horner 1951) and (2) the exponential integral method based on a model simulating the temperature build-up during shut-in time of a well (Bullard 1947; Lachenbruch & Brewer 1959) . The temperature disturbance caused by the circulating mud is modelled as a line heat sink in a homogeneous borehole medium. Furthermore, it is assumed a certain temperature is maintained during drilling that is different from the true formation temperature.
The equations used are based on works by Horner (1951) and Dowdle & Cobb (1975) and Funnell et al. (1996) , respectively, and are:
(Logarithmic equation) (1) where T`is the formation equilibrium temperature, T(t s ) is the BHT measured at shut-in time t s , t c is the circulation time, Q is a modified line source strength, and k is the combined borehole mud and formation thermal conductivity. By plotting a set of multiple BHTs versus ln [(t indicate the equilibrium temperature at infinite shut-in time (Horner plot) .
where Ei is the exponential integral, r 2 is the drilling bit radius, and s is 5 10 7 m 2 s 1 for average diffusivity (according to Luheshi 1983) . Lacking information on circulation time (t c ), the widely accepted value of 5 hours was used in both equations (see Deming 1989 ; also for a discussion on the sensitivity of this parameter). Figure 5 shows the thermal recovery curves for two boreholes using Equation (2). The intercept of a curve with the y-axis denotes the corrected temperature, which is usually assumed to be the equilibrium formation temperature.
Equation (1) is a simplification of Equation (2) A drawback to this simplification is that longer shut-in times have to be used for larger diameter wells. For the boreholes in the basin, shut-in times ranged from 1 to 74 hours, and in two situations the values were exceptionally high (288 hours and 308 hours). The drilling-bit size for the wells from which BHTs were used ranged from 64 to 445 mm. According to the results of Funnell et al. (1996) , who showed the effect of increasing bottom-hole diameter on the minimum shut-in time necessary to linearly extrapolate BHTs to true equilibrium temperature, only the multiple BHTs with shut-in times >7 hours for 445 mm diameter wells and >5 hours for 311 mm diameter and smaller wells were used. Shen & Beck (1986) showed that the Horner plot is inaccurate unless the well has been shut-in at least as long as the time of mud circulation, which might be, according to many studies, 5-6 hours on average. If this circulation time applies to the boreholes in the NEGB, then the BHTs selected (>5 hours and >7 hours) should be reasonably well corrected to formation temperature.
The shut-in time restrictions because of well diameter and circulation time resulted in a reduction of the original BHT database containing a total of 135 multiple BHT readings (more than three BHT values at the same depth) from 45 boreholes to 119 multiple BHTs from 37 boreholes.
Results of temperature correction
Because of a lack of information about the timing of drilling (circulation), a numerical correction of perturbed temperature profiles as described by Lachenbruch & Brewer (1959) could not be made. In order to make use at least of temperature logs with minor perturbation, an empirical correction was made to infer the distribution of formation temperatures within some error limits. To correct temperature profiles knowledge about the pivot point (cross-over point) of temperature perturbation from the hotter (upper) part of the borehole to the cooler (lower) part is required. By plotting the cross-over points known from thirteen sets of repeated temperature logs versus the total depth of the boreholes in which the logs were measured (Fig. 6) , an empirical relation of the two variables was determined. Using this relation, the cross-over points then were determined for perturbed logs in those wells where no repetition temperature logging was performed. Temperature profiles were then adjusted to thermal equilibrium using the cross-over depth and the surface temperature as anchor points. The value of temperature change required at total depth of the profile was assumed based on observations made on the set of repeated temperature logs. There it was observed that the amount of temperature adjustment to thermal equilibrium in the lowermost part of the well was always less than the comparable amount in the upper part. According to the particular situation of shut-in time and temperature adjustment in the upper part of each well, the error of the inferred formation temperature at the total depth of log (Appendix) was assumed to be 1 C, 3 C or 5 C. The amount of correction made for those depths ranges between 1 C and 16 C for wells listed in the Appendix. For wells >3000 m, in which temperature profiles were measured to total depth of the well, correction was in the order of 3-12 C. These quantities of temperature correction are small compared to what was originally expected from the rather short shut-in times listed. This indicates that, at least for some wells, the listed shut-in time (time since last circulation, TSC) was not identical with the time after drilling ceased so that prior to this circulation the well was shut in for some time and a large portion of temperature relaxation was already completed. BHTs corrected using the exact solution to Bullard's linesource equation (the exponential integral [Ei] plot, see section on BHTs) were compared with the Horner-plot results from 37 wells. It was observed that the Horner temperatures were somewhat lower than the Ei-plot temperatures, however, yielding statistically the same average temperature gradient (Fig. 7) . The observed temperature differences cluster in four main categories: 0-1 C (about 74% of the compared values), 1.1-2 C (15%), 2.1-3 C (6%), and >3.1 C (5%). Some exceptionally large temperature differences (3.7 C, 4.8 C and 6.3 C observed in two boreholes for which there is no explanation) were discarded. Figure 8 shows, as an example, temperature differences for three selected classes of borehole diameters c311 mm. In all these classes the highest percentage of temperature difference is in the 0-1 C category. Although the percentage of differences >1.1-3 C increases with increasing borehole diameter, it is obvious that for the boreholes used in this study, which almost all have diameters c311 mm, the error of using either one of the correction methods is small. For this reason, further discussion on BHT error is concentrated on the Ei-plot-corrected BHTs.
Comparison of corrected BHTs and raw BHTs has shown that the amount of correction was variable at different depths in a well, for example, 9-28 C in Friedland 1/71 (Fig. 4) , 8-25 C in Loissin 1/70 (Fig. 9) , 7-25 C in Schwerin 1/87 (Fig. 9) , 5-42 C in Wesenberg 1/72 (Fig. 9) , 10-44 C in Penkun 1/71 (Fig. 9) , 5-21 C in Grevesmühlen 1/78 (Fig. 9 ) and 7-26 C in Pudagla 1/86 (Fig. 9) . There is no depth dependence of temperature difference, which was also confirmed from a plot comprising the entire dataset (Fig. 10) . The observed temperature difference shows a large scatter of values that may increase, if not a relic of data sampling, at depths >3000 m. Figure 11 shows that the first times since circulation (TSC) of BHTs are sufficiently large over the entire depth interval with regard to typical borehole diameters. Although there might be a tendency for BHTs from deeper boreholes to be recorded at slightly larger first TSC, this relation is statistically insignificant. Thus it cannot be expected that BHTs from greater depths are more adjusted to formation temperature because of longer shut-in times than BHTs from shallower depth and that, consequently, the temperature difference between corrected and raw BHTs is smaller.
Comparison with equilibrium temperatures from 58 depths in 17 wells has shown that 74% of the corrected BHTs underestimate the formation temperature. An increase of temperature difference with depth is suggested from Figure 12 , pointing to an increase in underestimation of formation temperature with depth; however, linear regression of the data has shown that this relation is not significant statistically.
As expected from the comparison of corrected temperatures, both the Horner-plot correction and the Ei-plot correction yield about the same average temperature deviation (1 ) from the formation temperature (9.4 8.3 C and 8.0 8.6 C). Analysis of subsets of data has shown that these values are robust estimates. Thus, statistically, 66% of all Ei-plotcorrected BHTs deviate between 0.6 and 16.6 C from the formation temperature. In comparison, the uncorrected BHTs deviate, on average, by as much as 22.2 10.2 C (1 ) from the formation temperature. From the comparison of standard deviations it is obvious that the systematic BHT error that was caused by drilling-mud circulation is reduced, but remains large. With respect to the observed range of error, boreholes in which temperature information is entirely based on only a few corrected BHTs were discarded from providing formation temperature or a temperature-depth distribution for further basin analysis purposes. An exception was made with the borehole Pudagla 1/86 (Fig. 9) , where nine BHT sets are available from different depths and an average temperaturedepth distribution can be inferred with a greater confidence. In general, for the boreholes listed in the Appendix, corrected BHTs are used only for providing temperature information for depths greater than the depths of a continuous temperature log measured in the same borehole. With such a restriction on the use of BHTs and additional information provided by a temperature log from shallower depth, it was then possible to predict for 20 wells formation temperatures from BHTs as close as about 3 C or, in some situations, to some larger error of about 10 C (Appendix).
DISCUSSION
In the analysis of the temperature data, it became obvious that the continuous temperature logs are of different quality because of different tool resolution and different shut-in times before logging. However, the abundance of temperature logs repeatedly logged at different shut-in times made it possible to study the temperature adjustment to thermal equilibrium in different parts of the wells. The estimated average shut-in time of about 1000 hours was required for wells <2000 m and from 4000 to Fig. 9 . Comparison of temperature-depth log (heavy line) with first recorded BHT of a multiple BHT set (plus) and Ei-plot corrected BHT (dot) from different boreholes. The Schwerin 1*/87 log is in thermal equilibrium and used for comparison. Shut-in time of logs is given in hours. The inferred trend of the equilibrium temperature-depth distribution is shown as a thin line. Note that the estimation of equilibrium temperature for the Loissin and Grevesmühlen boreholes is complicated. The curvature of the lower part of the log could be interpreted as intra-borehole fluid flow and not as temperature perturbation from drilling. 6000 hours for wells >2000 m to recover formation temperatures as close as 1.5 C at the bottom of the well. These values are higher than those used in earlier studies in the basin. Schlosser (1968) concluded that at least 120 hours for a 1000 m deep well was needed for thermal recovery, 240 hours for wells up to 3000 m deep, and at least 340 hours for wells >3000 m. Fricke & Schlosser (1980) recommended for wells several kilometres deep that they should have shut-in times of at least about 250-500 hours to attain equilibrium in the near-bottom part.
It was shown in this study that the location of the pivot point for thermal recovery is related to the total depth drilled. Knowing the location of this point is necessary to adjust disturbed logs to thermal equilibrium. The empirical relation delineated from repeated temperature logs in several wells suggests that this cross-over point is, depending on the local drilling and temperature regimes, somewhere in the upper half of the borehole and not in the middle of a well (log) as suggested by Beer (1996) . Also it was observed that the depth of the temperature logs does not always coincide with the total borehole depth, which in case of misidentification would result in erroneous temperature log correction.
BHT analysis has shown that the raw data need to be corrected to infer formation temperatures. The correction of BHTs using (1) the Horner plot and (2) the Ei plot confirmed the results by Funnel et al. (1996) that larger borehole diameters need the Ei-plot correction if underestimates in the BHTs are to be avoided. However, depending on the diameters of the boreholes used in this study, the underestimate of Horner values is small (<2 C for 94% of the observations).
The correction of BHTs reduced the systematic error of raw BHTs significantly (Fig. 13) . This systematic error (underestimation of the true rock temperature by raw BHTs) averages 22 C in the NEGB (1000 to 7000 m depth). This value is on the same order as predicted for the Anadarko Basin in the US Fig. 10 . Difference between Ei-plot-corrected BHTs and measured BHTs versus depth (n=119). Data fitted by linear regression; y is temperature difference in C, x is depth in metres; r 2 is goodness of fit. Fig. 11 . First time since circulation (TSC, shut-in time) versus depth (n=119). Data fitted by linear regression; y is TSC in hours, x is depth in metres; r 2 is goodness of fit.
Fig. 12.
Difference between formation temperature and Ei-plotcorrected BHTs versus depth (n=58). Data fitted by linear regression; y is temperature difference in C, x is depth in metres; r 2 is goodness of fit. (21 C, 500 to 9000 m; Gallardo & Blackwell 1999 ) but significantly larger than that assumed in previous studies for similar depth intervals (c. 10-15 C, Kehle 1972; Ben Dhia 1988; Deming 1989 ). There is a number of potential reasons for these discrepancies, the combined effect of which is difficult to assess precisely and impossible to investigate in the frame of this study.
Corrected BHTs underestimate the formation temperatures in the NEGB, on average, by 8 C (Ei plot) and 9 C (Horner plot) . These values are in agreement with the error of 8 C that Hermanrud et al. (1990) determined from comparisons of Horner-corrected BHTs and DSTs in the Norwegian North Sea, and roughly coincide with the estimate made for the Taranaki Basin using Ei-plot values (5-10 C; Funnell et al. 1996) . It remains to be investigated whether it is possible to reduce the difference to the formation temperature any further (for example to c. 2-3 C; Lee et al. 1996) by using special correction procedures in addition to the Horner-plot or Ei-plot method.
Moreover, it should be emphasized that the average difference between true rock temperatures and corrected BHTs is only a poor constraint as demonstrated by its relatively large standard deviation of c. 8 C (1 ). For example, a corrected BHT of 100 C can only guarantee (with 66% confidence) that the formation temperature ranges between 92 C and 108 C. As already emphasized by Hermanrud et al. (1990) , this range of error is large enough to alter predictions of hydrocarbon generation that are based on thermal-history basin models and in which present-day temperatures are used as calibrators.
This study confirms that corrections based on the line-source method (Horner plot, Beck & Balling 1988) underestimate the true rock temperature (see Fig. 12 ). This observation was made even though the BHTs analysed in the NEGB had sufficiently long shut-in times (in many wells >10 hours). An increase of error with decreasing shut-in time (Beck & Balling 1988) was not observed, which might be attributed to the discarding of BHTs with critical shut-in times in the analysis. Also there is seemingly no relation as such that the error increases with increasing initial temperature anomaly (usually a function of depth) (Beck & Balling 1988) .
In the NEGB, parameters implemented in the correction algorithms (shut-in time, circulation time, modified line-source strength, combined borehole mud and formation conductivity, drilling bit radius, average diffusivity) only account for about 60% (13 C out of 22 C) of the average discrepancy between corrected BHTs and the true rock temperature. The remaining discrepancy either reflects that one or more of the parameters used were incorrect or additional factors (e.g. Beck & Balling 1988) require consideration in BHT correction. However, Hermanrud et al. (1990) established only insignificant improvement of the BHT quality even by applying more sophisticated correction methods implementing a variety of parameters not accounted for in the line-source method.
CONCLUSIONS
Thermal analysis of the NEGB encompasses a variety of problems that can only be solved in an integrative effort. The first step in investigating the influences on the thermal conditions should be a detailed analysis of the origin and quality of measured values. This paper investigated a database of borehole temperatures and analysed the quality of data. Whereas the equilibrium temperature logs are best suited for thermal studies, lower quality data such as perturbed logs and single-depth temperature data (BHTs) after correction can add useful information on the temperature conditions. This study has shown that the empirical correction of perturbed temperature logs in conjunction with corrected BHTs from deeper depths allows the inference of formation temperature and an average temperature trend in a more reliable fashion than using only a single or a few corrected BHT values. Future work incorporating laboratory measurements of thermal conductivity will allow partitioning of the temperature gradient according to the thermal properties observed in a well and thus refine the accuracy of the inferred temperature-depth distribution.
The results of this study may alter the view on the quality of heat-flow data that entirely originates from corrected BHTs. Because of the systematic underestimation of formation temperature accompanied by a large variability at convenient confidence levels, the use of single corrected BHTs may cause serious misinterpretation in the determination of an average temperature gradient. However, it remains to be studied whether averaging techniques really can reduce the random error of a cluster of BHTs compiled from several wells to improve the data distribution. This can only be satisfactorily accomplished by comparison with true formation temperature.
The limited resolution of corrected BHTs and the underestimation of formation temperature using the full line-source approach provides new light on the reliability of studies made in the petroleum industry, where the Horner plot is used widely to correct BHTs for predictions of hydrocarbon generation.
Better protocols for collecting single temperature data may be one of the solutions to eliminate much of the poor quality data that prohibit, to a large extent, more accurate estimates of true formation temperature (Hermanrud et al. 1990 ). However, despite those improvements using single BHTs or DSTs will never approach the quality of information associated with the employment of precise temperature logs. As discussed by Wisian et al. (1998) and Blackwell et al. (1999) , there are types of wells that can be successfully logged for temperatures, and advanced temperature logging systems that are readily available in the commercial petroleum exploration and production setting.
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