When multidimensional scaling of n cases is derived from dissimilarities that are functions of p basic continuous variables, the question arises of how to relate the values of the variables to the configuration of n points. We provide a methodology based on nonlinear biplots that expresses nonlinearity in two ways: (i) each variable is represented by a nonlinear trajectory and (ii) each trajectory is calibrated by an irregular scale. Methods for computing, calibrating and interpreting these trajectories are given and exemplified. Not only are the tools of immediate practical utility but the methodology established assists in a critical appraisal of the consequences of using nonlinear measures in a variety of multidimensional scaling methods.
Introduction
The following notation is used: {a ij } denotes a matrix A with typical element a ij .
The rows (columns) of A, and vectors related to them, will be represented by row (column) vectors. 1 denotes a column-vector of ones, whose length is determined by context; e k denotes a unit row-vector of length p, zero except for a unit kth element.
The multidimensional scaling (MDS) of a given n×n dissimilarity matrix with elements {d ij } gives a graphical representation Z of n points in an r-dimensional space, usually, but not necessarily, Euclidean. The distance between two of these points approximates a function of d ij . When the dissimilarities are derived from a datamatrix X of n rows, representing samples, and p columns, representing variables, the question arises of how to associate values of the variables with the MDS representation of the samples. When d ij refer to Pythagorean distances (see below)
linear biplots (Gabriel [3] ), suitably calibrated, may be used. The directions of linear biplots may be found as the columns of B that minimise ||X -ZB|| 2 (see e.g. Kruskal and Wish [11] or Gower and Hand [9] ). This, so-called, regression method is often used, even when the d ij are not Pythagorean and hence linearity assumptions are inappropriate or, at least, questionable. This paper provides a methodology for investigating the effects of nonlinearity in interpreting MDS analyses. We begin by reviewing the main ideas first presented by Gower and Harding [6] , starting with what may be an unfamiliar perspective of classical linear biplots. Then, in section 2, we show how the underlying notions may be generalized for nonlinear methods. A detailed account of these basic ideas, with extensions, is available in Gower and Hand [9] . Further extensions are given in section 3. Finally, in section 4, an example demonstrates how nonlinearity manifests itself in MDS. . This operation of placing a point in R r is termed interpolation by Gower and Hand [9] .
The converse operation of associating a set of values with a given point in R p , and particularly in its subspace R r , is termed prediction and is given by projection onto the the axes e k (k = 1,2,…,p). For any point x in R r we have that x = x r r V V ′ . For the kth variable the value x k is given by projection onto e k . Thus:
For projection onto the kth biplot axis we have:
where the normalising factor 
shows that for interpolation, the point b k may be labelled as a unit marker on the kth biplot axes and that z i may be placed in R r by vector summation, just as x i can be placed in R p . Similarly, we have seen that projection onto b k , apart from the scaling factor λ, gives correct predictions. It follows that, if the scaling factor is taken into account, the biplot axis may be calibrated to give correct predictions, again just as with the original Cartesian axes. In R p we have that V r is an orthogonal matrix, giving λ k = 1, so that the calibrations for interpolation and prediction coincide, but in R r they differ.
Non-Pythagorean distances
Although Pythagorean distances are often used explicitly or implicitly, as in principal components analysis, for data analysis, many other types of distance or dissimilarity are also used (see e.g. Gower and Legendre [4] ). Then, many methods of MDS allow the samples to be exhibited by coordinates Z but the representation of the variables is less straightforward. The regression method may always be used to superimpose linear axes on the MDS but its performance with non-Pythagorean relative to r orthogonal axes in a subspace R r spanned by the columns of V r .
distances is questionable and needs examination. The methodology described below gives tools that help explore the effects of non-Pythagorean distances.
An exact representation for Euclidean embeddable distances
Methods for generalizing the linear Pythagorean case can be very general indeed but explicit algebraic results are available only when certain assumptions are made.
We consider more general considerations in the discussion of section 5, but in the following we assume:
(i) Additive squared distance: Squared distance (written ddistance) between samples i and j is given by:
where d k (x ik ,x jk ) is a non-negative symmetric function applicable to the kth variable.
(ii) Euclidean embeddability.
d ddistances may be generated by the Euclidean ddistances between all pairs of n points whose coordinates are given as the rows of some matrix Y.
The additivity assumption imposes some restrictions on the choice of distance but encompasses many distances in common use (see e.g. Gower and Legendre, [4] ). In the example of section 4 we examine the case where
The embeddability assumption implies that the points Y lie in a Euclidean space Writing N for the matrix 11'/n and D = {-½ 2 ij d } for the n×n ddistance matrix, Schoenberg [11] showed that:
is positive-semi-definite. Thus, Y is centred at the centroid of the n points and coordinate representations of its different orientations may be derived from any decomposition satisfying (2) . In practice, the orientation given by the spectral Gower and Harding [6] showed that the column-vector of ddistances of the mapped-pseudo sample from the points given by Y are:
where c h = {d h (0,x ih )}, d k = {d k (µ,x ik )} and then, the coordinates of the mapped pseudosample are:
The coordinate y m+1 (µ) in an extra (m + 1) th dimension, needed to accommodate the new point, is potentially an embarrassment, because this extra dimension is needed for every value of µ, leading to an infinite dimensional space. Arguments given by Gower and Hand [9, p262] show that, for our purposes, we may proceed as if there were only one extra dimension; this enlargement of R m we label In two dimensions, (r = 2), with which we are mainly concerned, L∩N µ . becomes a line:
where the dependence of the coefficients on µ is emphasised. The actual functional forms of l 1 (µ), l 2 (µ) and m(µ) are given by (A4) in the appendix. For simplicity we write the above as:
where l 1 and l 2 are direction cosines of the normal to L(µ) in L satisfying:
Thus, if we have a point (a 1 ,a 2 ) in L, the corresponding predicted value for the kth variable is given by the solution for µ of the non-linear equation:
Gower [7] and Gower and Hand [9] show that a graphical solution to this equation may be provided by circular projection which is described next; section 4 includes the first practical illustration of the method.
Circular projection. The projection of the origin, O, onto L(µ) is the point
(ml 1 , ml 2 ) with which we associate the marker µ. Circular projection is defined by the locus of this point, as µ varies on ξ k , giving a trajectory β k for the kth variable.
Suppose P is a point in L for which we wish to predict the value of its kth variable. β k is used by drawing the circle on OP as diameter and reading off the marker at the point(s) where this circle intersects β k ; if there is more than one solution, take the one nearest to P. This is what is termed circular projection and it gives the correct prediction because diameters of circles subtend right angles on the circumference so ensuring that L(µ) is orthogonal to the line joining O to the marker for µ. The geometry of circular projection is shown in Figure 1 for markers µ 1 and µ 2 . The intersection of the circle with all p trajectories gives simultaneous predictions for all variables associated with P. When β k is linear through the origin, as with classical biplots, circular projection is the same as orthogonal projection and circular projection then gives a convenient method for simultaneously obtaining and exhibiting all p and it was shown above that prediction in m R + is also based on normal projection onto
. It is therefore natural to ask if predictive biplot trajectories based on normal projection might also be constructed in L. This requires the construction of a trajectory β k that is normal to all the spaces L∩N µ ..
Normal projection in two dimensions.
When r = 2, a trajectory normal to all the lines L(µ) of (5) is required. Suppose such a trajectory is defined by:
and that it passes through the point z 1 = α 1 , z 2 = α 2 . This requires that:
which has root(s) µ = µ 0 , say, and hence (α 1 ,α 2 ) is associated with the marker µ 0 . We could start with any other point on L(µ 0 ) and obtain a different trajectory. Although we present the results in general, for simplicity it will often be convenient to choose (α 1 ,α 2 ) to be the origin.
Writing
.
f for df dµ , the tangent to the trajectory at µ has directions proportional to
2 f ) and the normality condition therefore requires:
Also (7) lies on L(µ) and therefore:
For a diagram, the reader may refer ahead to that part of Figure 2 that shows the normal projection trajectory labelled N(µ). The point where this trajectory crosses L(µ) has coordinates (f 1 (µ) ,f 2 (µ)) and the direction of the tangent at this point is given by ( ) (
) which, by definition, is normal to L(µ), as shown.
Differentiating (9) with respect to µ and substituting for f 2 from (9) and for . 2 f from (8) gives, after some rearrangement, the differential equation:
which on using (6) simplifies to: 
Integrating (12) gives:
where k is a constant of integration determined by the requirement that the trajectory passes through f 1 (µ 0 ) = α 1 , f 2 (µ 0 ) = α 2 , giving:
Thus finally:
gives the equation of a normal projection trajectory in two dimensions. Thus z 1 and z 2 are collinear on a line passing through (α 1 , α 2 ) that is orthogonal to l 1 z 1 + l 2 z 2 = κµ for all κ. This is as required for the classical linear biplot. µ 0 is given by l 1 α 1 + l 2 α 2 = κµ 0 and hence:
gives the coordinates of the marker µ on the linear trajectory; usually, we set α 1 = α 2 = 0. We require a trajectory that is normal to all these radii and we shall suppose it passes through α 1 = 1, α 2 = 0 which corresponds to µ 0 = 0. From (13), or directly from (8),
we have that:
and the boundary condition gives k = 1. Thus, the trajectory (16) One of the two integrals in (14) always has a determinate constant of integration so that f 1 (µ), say, may be found and then (9) may be used to determine f 2 (µ). Indeed, computationally, this approach is always to be preferred because it needs only one integration for every value of µ.
Normal projection in more than two dimensions.
When r = 3, (8), (9) and (6) become:
and
Differentiating (19) and using (17) gives:
The boundary condition that the trajectory passes through (α 1 ,α 2 ,α 3 ) gives:
where µ o is determined as a root of the equation:
With these preliminaries we proceed as in the two-dimensional case by differentiating (18) to give: . . . (24)
Differentiating (24) and using (20) gives:
.. . . .. .. (25)
Equations (18), (24) and (25) may be put into the following matrix form: which may be abbreviated to:
with solution
Clearly (28) defines three equations, the first of which is a non-homogeneous second order differential equation in f 1 . The solution of this equation, subject to the boundary conditions (21), may be substituted into the second and third equations to obtain f 2 and
For general values of r we may proceed as above and arrive at (28) with: 
remains a function of we are nearly always concerned with the two-dimensional case, which requires only the integrals (14). While more complicated than the simple equations for circular projection, the computation of trajectories for two-dimensional normal-projection is perfectly feasible. Figure 2 . The arrowed lines illustrate trajectories for three kinds of predictive biplot.
B(µ) is the marker for µ at the nearest point (the back-projection of µ) on L(µ) to µ on ξ k . C(µ) is the marker for µ to be used for circular projection. N(µ) is the marker for µ to be used for normal projection. The loci of these points with varying µ defines the three trajectories. 
Comparison of predictive biplots.
where α α α α' is the r-dimensional fixed point (α 1 , α 2 ,...,α r ) and l' = (l 1 , l 2 ,...,l r ).
The coordinates of N(µ) are the concern of section 4 and are given by the solution to (14) when r = 2 and, in general, by (28).
The back projection B(µ) is the point on L(µ) that is nearest to the marker µ on ξ k . This is the same as the projection onto L(µ) of the projection z µ of y µ (given by (4)) onto L and has coordinates: B(µ): ml + (I r -ll')z µ .
The back-projection of a point on ξ k is unique so, unlike the other two trajectories B(µ) cannot be made to pass through any point α α α α in L. That it is shown in Figure 2 [1] , which has some popularity in studies in plant ecology and which defines ddistance by setting in (1):
Example.
giving,
Gower and Legendre [4] showed that this distance is Euclidean embeddable (assumption ii) when, as in Table 1 , the values of X are all non-negative. It is a distance that gives more weight to differences between two small-sized sample-units than to the same difference between two large-sized sample-units. Standardising variables has no effect but translating the origin does and therefore with intervalscales (32) should be used with caution. Note that when µ = 0 then d ik = 1 irrespective of the value of x ik , so some unusual behaviour can be expected in the vicinity of zero on any variable -see the variable PLF for aircraft labelled g and r in Table 1 .
( Table 1 here)
The coordinates Z in r = 2 dimensions were determined by principal coordinates For circular projection, the trajectories through the origin are the loci of the point 1,2,3,4) . These are shown in Figure 3 for a series of values of µ together with the positions of the samples as given by the two-dimensional principal coordinates analysis which accounts for 62.7% of the total ddistance. (Figure 3 here)
The effect of the choice of distance is striking. The aircraft of Table 3 are listed in chronological order so most values of the variables increase with time. In general. the aircraft get more powerful (SPR), can travel further (RGF), have increased payload (PLF), which they can carry for longer times (SLF). The result of using (32) is that distances between pairs of the earlier aircraft tend to be greater than the distances between pairs of the later aircraft -which bunch on the right-hand-side of the figure.
Aircraft g and r are anomalous, but the others show the expected trend with time. Both g and r have very low values of PLF while r is also low on SPR and, as stated above, the effect of a zero (low) value in a variable is a unit (close to unit) contribution to distance from all other aircraft. Thus, because a unit value is maximal, aircraft with low values can be expected to be peripheral in the overall display. As µ →∞ we also have that d k (x ik , µ) →1, which we conjecture is conducive to the formation of horseshoe effects for the higher values of scales but as we do not extrapolate beyond the range of data-values we do not encounter this phenomenon. The discussion of the trajectories in Figure 3 is deferred until we have the corresponding figure for normal projection. Table 2 .
From Table 2 we see that µ 0 is near the mean for each variable; in the linear case the two coincide. The functional forms of l 1 , l 2 and m remain as for circular projection but for normal projection must be substituted into (14) to determine f 1 and f 2 . However, only one integral need be evaluated, say the first, because:
allows f 2 to be derived when f 1 is known. The resulting trajectories for normal projection are shown in Figure 4 . (Figure 4 here)
We discuss the trajectories of Figures 3 and 4 simultaneously. First, recall that the predictions derived from both diagrams must be the same because they give alternative methods for constructing the same lines L(µ). The trajectories for circular and normal projection have much in common but those for normal projection tend to be less curved at the ends of their ranges. In both cases the variable RGF turns out to have a trajectory very close to linearity and with little departure from regular calibration. In both cases, the trajectory for PLF is close to being linear but its calibrations are irregular and become crowded as zero is approached. This is the result of the special effect of zero values in (32). Indeed, with PLF, Table 1 Table 3 and it can be seen that the graphical results agree with these values as well as can be expected, given the restricted accuracy of visual inspection. (Table 3. here) It can be seen that the predicted values have the right orders of magnitude, and have an accuracy consistent with the 66.7% fit of the two-dimensional representation. Other choices of distance would do better. For example, the principal components analysis given by Gower and Hand [9] , equivalent to the Eckart-Young [2] approximation, gives much better predictions in the least-squares sense. The essential difference is that with the current analysis it is the distance (32) that has priority in determining the approximation. As we have seen, this choice of distance effectively downweights large values of a variable relative to low values and if that is deemed desirable then the Eckart-Young theorem, at least in its usual unweighted form, is no longer relevant.
Indeed, we may view our predictions as one of a family of matrix approximations, starting with the Eckart-Young approximation which gives the rank r approximation
with the generalization which minimises
"in the metric W", where W is positive definite (see e.g.
Gower and Hand, [9] ) and in statistical applications is typically a within-groups dispersion matrix, with the further generalization which gives the approximation D X described above. D X may be said to minimise in the Euclidean embeddable distance D. Note that although our representations are r-dimensional, generally rank( D X ) > r. all the nonlinear trajectories discussed here but also to linear non orthogonal classical biplots. All that can be said is that if a point lies on a back-projection trajectory then it is closer to the marker µ on ξ k than is any other point on L(µ).
Conclusion.
We have presented a general methodology for investigating the consequences of We have noted the relationship of this work with generalisations of the leastsquares rank r approximation of the matrix X. To simplify notation, we take m = n -1. If m < n -1, terms like y n should be replaced by y m+1 but there is no substantive effect.
We shall write the normal plane N µ as t'y + t n y n = t'y µ + t n y n (µ) where y' = (y 1 ,y 2 ,...,y n-1 ) are variables in the first n -1 dimensions, y n refers to the nth dimension in m R + and y µ are the coordinates at µ given by (4). The coefficients t' = (t 1 ,t 2 ,...,t n-1 ) are in the directions of the tangent to ξ k at y µ and hence are obtained by differentiating the first part of (4) to give:
. . 
which using the second part of (4) allows t n to be calculated. In establishing (A2) we have used the result that the Moore-Penrose inverse B -is given by B -= Y(Λ Λ Λ Λ − ) 2 Y' (see Gower and Hand [ 9, p248] ).
(A1) and (A2) give the directions of the tangent and hence the plane N µ normal to the trajectory at µ. From the second part of (4), we have the constant term: 
