Research and Improvement of Naive Bayesian Classifier by 周艳
学校编码：10384 分类号 密级
学号：19020141152624 UDC
硕 士 学 位 论 文
朴素贝叶斯分类器的研究与改进
Research and Improvement of Naive Bayesian
Classifier
周艳
指导教师姓名： 谭 忠 教授
专 业 名 称： 概率论与数理统计
论文提交日期： 年 月
论文答辩日期： 年 月
学位授予日期： 年 月
答辩委员会主席：
评 阅 人：
2017年 月
厦
门
大
学
博
硕
士
论
文
摘
要
库
厦门大学学位论文原创性声明
本人呈交的学位论文是本人在导师指导下,独立完成的研究成果。本
人在论文写作中参考其他个人或集体已经发表的研究成果，均在文中以
适当方式明确标明，并符合法律规范和《厦门大学研究生学术活动规范
（试行）》。
另外，该学位论文为（ ）课题（组）的研究
成果，获得（ ）课题（组）经费或实验室的资助，
在（ ）实验室完成。（请在以上括号内填写课题
或课题组负责人或实验室名称，未有此项声明内容的，可以不作特别声
明。）
声明人（签名）：
年 月 日
厦
门
大
学
博
硕
士
论
文
摘
要
库
厦门大学学位论文著作权使用声明
本人同意厦门大学根据《中华人民共和国学位条例暂行实施办法》
等规定保留和使用此学位论文，并向主管部门或其指定机构送交学位论
文（包括纸质版和电子版），允许学位论文进入厦门大学图书馆及其数
据库被查阅、借阅。本人同意厦门大学将学位论文加入全国博士、硕士
学位论文共建单位数据库进行检索，将学位论文的标题和摘要汇编出版，
采用影印、缩印或者其它方式合理复制学位论文。本学位论文属于：
（ ）1.经厦门大学保密委员会审查核定的保密学位论文，于
年 月 日解密，解密后适用上述授权。
（ ）2.不保密，适用上述授权。
（请在以上相应括号内打“√”或填上相应内容。保密学位论文应
是已经厦门大学保密委员会审定过的学位论文，未经厦门大学保密委员
会审定的学位论文均为公开学位论文。此声明栏不填写的，默认为公开
学位论文，均适用上述授权。）
声明人（签名）：
年 月 日
厦
门
大
学
博
硕
士
论
文
摘
要
库
中文摘要
中文摘要
分类是数据挖掘领域中进行预测性建模的一类非常有效的方法。它通过构建一
个目标函数(又称分类器或者分类模型)，将数据集中的类标号未知的样例映射到某个
已知类别。在实际生活中也有着广泛的应用，包括欺诈检测，目标营销，风险评估，
医疗诊断。现有阶段分类的方法较多，其中，朴素贝叶斯分类器凭借其特有的不确
定性知识表述形式、扎实的统计理论基础、综合先验知识的增量学习方式以及简单
高效等特性成为现有分类算法的一个研究热点。
根据分类算法的对比研究可知，基于类条件独立性假设的朴素贝叶斯分类模
型能与决策树和神经网络等分类模型相提并论，甚至可以在某些领域表现出更好
的分类性能。但是在多数情况下，类条件独立性假设是违背现实的，假设的违背
会显著降低分类精度。基于此事实，可提出这样的一个问题：放松朴素贝叶斯分
类器严格的类条件独立性假设可否能进一步改善其分类性能。本文将朴素贝叶
斯分类模型作为基本对象，研究分析了四种常见的改进模型。同时本文针对类
条件独立性假设提出了结合奇异值分解与主成分分析的改进方法，将奇异值分
解、主成分分析和朴素贝叶斯模型结合，达到改进分类效果的目的。又在上述方
法的基础上，考虑到各个变量对分类效果不同程度的影响，提出了结合奇异值分
解与主成分分析的加权改进方法。最后仿真实验结果证实了本文改进方法的有效性。
关键词：朴素贝叶斯分类器；奇异值分解；主成分分析。
I
厦
门
大
学
博
硕
士
论
文
摘
要
库
Abstract
Abstract
Classification is an effective method for predictive modeling in data mining. By
constructing a target function (also called a classifier or classification model), the model
can map the data in the database to one of the given categories. In the real life it has
a wide range of applications, including fraud detection, target marketing, risk assess-
ment and medical diagnosis. There are many methods to classify, among them, Naive
Bayesian classifier has became one of the hot research topics of the current classification
algorithms with such characteristics: its unique uncertain knowledge expression form,
solid statistical theory foundation, integrated incremental learning of prior knowledge
as well as simple and efficient.
According to the research, we found that the Naive Bayesian classification model
based on conditional independence assumption can be compared with the decision
tree and the neural network classification model, what’s more, sometimes it can even
perform better in some fields. However, in most cases, the conditional independence
assumption is contrary to the reality, that will significantly reduce the classification
accuracy. Based on this fact, we might raise the question that whether to relax the
conditional independence assumption of the Naive Bayesian classifier can improve the
classification performance. In this paper, we use Naive Bayesian classification model
as the basic object, also, the four kinds of improved models are introduced. At the
same time, the improved method based on singular value decomposition and principal
component analysis is proposed for the independence assumption in this paper. Finally,
we combine singular value decomposition and principal component analysis with Naive
Bayesian model to improve the effect. On the basis of the above analysis, taking
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Abstract
into account that the different attributes have different effects on the classification
results, the paper puts forward another improved method-weighted Naive Bayesian
classification model based on singular value decomposition and principal componen-
t analysis. Finally, the simulation results show the effectiveness of the improved method.
Key words: Naive Bayesian Classifier, Singular Value Decomposition, Principal Com-
ponent Analysis.
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第一章 绪论
1.1 论文研究背景与意义
数据的爆炸式增长，使得我们的时代成为真正的数据时代。人们渴望运用强有
力的数据分析工具，从海量的数据中提取感兴趣的规则或有趣的模式，把它们转变
为有组织的知识。这种需求导致了数据挖掘的诞生。
数据挖掘 [1]也被表示为数据中的知识发现(𝐾𝐷𝐷)，是从海量的数据中发掘潜在
的有趣模式和知识的高级处理过程。通常，数据挖掘的任务主要分为两个方面：预
测任务和描述任务。预测性挖掘任务在当前数据上进行归纳，是根据其他属性的值，
预测特定属性的值；描述性挖掘任务对目标数据的一般性质进行刻画，其主要目标
是发现数据中隐藏的且有趣的关联模式。所需发掘的知识不同，则对应的挖掘任务
也就存在差异。当前比较典型的数据挖掘任务主要包括分类、回归、时间序列分析、
聚类分析、关联规则、离群点分析等。
在数据挖掘中，分类是进行预测性建模的一类有效的方法，它在所给类别已知
的情况下，利用已知训练样本集学习生成所需要的模型或函数，将未知的待分类样
本通过训练所获得的模型或函数映射到某个类别，从而提供有力的决策支持。例如，
在银行信贷业务中，可通过对客户数据构造分类模型来对银行贷款风险进行评估；
根据邮件的标题与内容等信息检测出垃圾邮件等。现有阶段实现分类的方法诸多，
典型的有贝叶斯、支持向量机(𝑆𝑉𝑀)、K-最近邻、关联分类、遗传算法、粗糙集方
法、模糊集方法等等 [2]。其中，朴素贝叶斯分类器凭借其诸多优良特性成为目前分类
算法的一个研究热点。
朴素贝叶斯分类器(𝑁𝑎𝑖𝑣𝑒 𝐵𝑎𝑦𝑒𝑠 𝐶𝑙𝑎𝑠𝑠𝑖𝑓𝑖𝑒𝑟,𝑁𝐵𝐶)假设任意一个属性的值在已
知类别上的影响独立于其余属性的值，这一假定称为类条件独立性 [2]。并且根据分类
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算法的对比研究发现，基于类条件独立性假设的𝑁𝐵𝐶可与决策树和神经网络等分类
器相提并论，甚至能在某些领域表现出更好的性能 [3,4]。然而这一条件独立性假设在
实践中往往是不成立的，在一定程度上会影响分类器的性能，如果能消除或者减轻
这一假设的影响，是否可以进一步提高分类器的性能。因此，考虑借助其他算法或
思想改进𝑁𝐵𝐶的讨论就就具有明显的现实意义。如何弱化𝑁𝐵𝐶的类条件独立性假
设从而提高𝑁𝐵𝐶的分类效果，已成为当前的一个研究方向，为此学者们也提出了诸
多改进方法：如𝑇𝐴𝑁算法，模糊集算法等等。本文针对独立性假设前提提出了基于
奇异值分解和主成分分析的改进方法，将朴素贝叶斯模型与奇异值分解加主成分分
析的特征提取方法相结合；并在此基础上，提出了结合奇异值分解与主成分分析的
加权改进方法，以达到改进分类效果的目的。
1.2 国内外研究现状
贝叶斯统计起源于英国学者贝叶斯(𝑅.𝑇.𝐵𝑎𝑦𝑒𝑠)于1763年发表的一篇论文：“关
于几率性问题求解的评论” [5]，论文里提出了一种归纳推理方法以及有名的贝叶斯公
式。人们开始理解并重视贝叶斯的方法与理论，是在数学家拉普拉斯(𝐿𝑎𝑝𝑙𝑎𝑐𝑒.𝑃.𝑆)用
贝叶斯提出的方法推导出重要的“相继律”之后。虽然一些问题可以借助贝叶斯方法
得到答案，但彼时理论体系还并不成熟，且贝叶斯方法在实际使用时也确实存在较
多问题，因此在十九世纪该方法还是未被大众普遍认可。二十世纪初，意大利的菲纳
特(𝐵.𝑑𝑒.𝐹 𝑖𝑛𝑒𝑡𝑡𝑖)从科尔莫哥洛夫的公式中得到启发，发现互斥事件之和的概率等于
各事件的概率和，这一发现有利于贝叶斯学派的理论形成与发展。费舍尔(𝐹𝑖𝑠ℎ𝑒𝑟)的
似然推理则在某种程度上进一步加速了它的发展。英国的杰弗莱(𝐽𝑒𝑓𝑓𝑟𝑒𝑦𝑠.𝐻)提出
的杰弗莱准则是在无信息先验分布方面的极大突破，而他的代表作《概率论》也表
明了贝叶斯学派的形成。二十世纪五十年代，以罗宾斯(𝑅𝑜𝑜𝑏𝑏𝑖𝑛𝑠.𝐻)为代表的学者提
出的结合经典与经验贝叶斯的方法，受到了统计界学者们的普遍关注，这一方法也
凭借它的优越性，迅速成为了一个活跃的研究领域。在1958年，贝叶斯的论文被英
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国颇具影响力的统计杂志𝐵𝑖𝑜𝑚𝑒𝑡𝑟𝑖𝑘𝑎再次全文发布。二十世纪八十年代之后，数据
挖掘、深度学习逐渐成为当今社会的主流研究方向，这就使得贝叶斯理论有了更为
广阔的发展和应用空间。尤其是近年来，更是凭借其诸多优良的特性成为解决实际
问题的核心算法之一。
𝑁𝐵𝐶的严格类条件独立性假设虽然在一定程度上限定了该模型的应用范围，但
在诸多领域中，即便类条件独立性假设不能被满足，朴素贝叶斯仍在降低结构复杂
性的同时，体现出了相当的高效性与健壮性，故而该方法已经成功应用到与分类有
关的各个领域中。针对𝑁𝐵𝐶所表现出来的某些不足，许多学者正致力于研究如何克
服这些限制因素，以提高分类性能。大致可以归纳为如下几个主要方面：
1、结构扩展
结构扩展方法的主要思想是通过寻找属性间的相关性来达到扩展模型结构的目
的。𝐾𝑜𝑛𝑜𝑛𝑒𝑛𝑘𝑜 [6]给出的半朴素贝叶斯分类模型(𝑆𝑁𝐵𝐶)，使用穷尽搜索的方法将
属性分成几个组，同组的属性之间具有相关性，而不同组的属性之间满足独立性，
由此可知，原始的独立性假设被弱化。𝐹𝑟𝑖𝑒𝑑𝑚𝑎𝑛和𝐺𝑒𝑖𝑔𝑒𝑟 [3]等提出了一种树扩展的
朴素贝叶斯分类器(𝑇𝐴𝑁)，在𝑇𝐴𝑁中，类变量作为根是没有父节点的，而其他条件
变量除类节点之外最多还有一个父节点，𝑇𝐴𝑁模型能部分地利用变量之间的依赖
信息，依赖关系可由条件互信息度量，所有的变量构成的网络结构是树形结构。之
后，𝐹𝑟𝑖𝑒𝑑𝑚𝑎𝑛 [3,7]等人又给出了一种网络扩展的朴素贝叶斯分类模型(𝐵𝐴𝑁)，该模
型同𝑇𝐴𝑁一样规定类节点为根，但同时容许任意属性之间可以形成有向图来代表属
性间的关联关系，与𝑇𝐴𝑀相比，𝐵𝐴𝑁更大程度地弱化了𝑁𝐵𝐶的独立性假设。石洪
波和王志海 [8]提出了双层贝叶斯分类模型(𝐷𝐿𝐵𝐴𝑁)，该模型利用互信息表示属性
之间的依赖关系，并通过计算各属性的互信息均值将属性集分为强属性集𝐺1和弱
属性集𝐺2，𝐺1中的属性之间可以存在依赖关系，𝐺2中的属性之间则是条件独立的，
之后在属性之间构建表示属性间依赖关系的弧。𝑍ℎ𝑎𝑛𝑔和𝐿𝑖𝑛𝑔 [9]提出了一种树桩网
络(𝑆𝑡𝑢𝑚𝑝 𝑁𝑒𝑡 𝑤𝑜𝑟𝑘)模型。该模型的基本思想是当数据集中存在较多属性时，则属
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性之间往往会聚集成组，也就是”树桩”。因此该算法首先利用某些方法对属性分组
得到树桩集合，然后在树桩之间构建连接。
2、属性选择
属性选择方法包含两个方向：属性删除与属性新构。属性删除的主要思想是当
属性间存在冗余时，通过一定的规则剔除原数据集中的冗余属性，然后剩下的属性
可以用来训练分类器。𝑆𝑎𝑔𝑒和𝐿𝑎𝑛𝑔𝑙𝑒𝑦 [10]构造了一种基于属性删除策略的选择性贝
叶斯分类模型，该方法利用贪婪搜索算法和前向搜索方式实现对属性的选择，删除
冗余属性能有效地降低算法的复杂度。𝑅𝑎𝑡𝑎𝑛𝑎𝑚𝑎ℎ𝑎𝑡𝑎𝑛 [11]给出的选择性朴素贝叶斯
分类算法对属性的选择是通过决策树实现的，最终得到的属性子集就是决策树的前
几层结点。𝑃𝑒𝑛𝑔等人 [12]提出了基于互信息的属性选择方法，按照高相关性及低冗余
性来选择属性，实现对属性集的精简。属性新构的主要思想是当数据集属性之间存
在相互依赖关系时，就可以把这些相互依赖的属性集使用一定的方法构造为新的属
性，新的属性替代原属性子集且能在一定程度上满足独立性要求，从而提高分类性
能。𝑃𝑎𝑧𝑧𝑎𝑛𝑖𝑚.𝑀.𝐽 [13]提出了用属性联合的方法构造属性，即构造的新属性替代原
数据集中相关性较强的属性子集。
3、构造局部的分类器技术
局部策略的主要思想就是全局单一的𝑁𝐵𝐶被多个局部的𝑁𝐵𝐶取代，此时原始
的独立性假设就弱化为每个局部分类器的属性之间的独立性假设。𝐾𝑜ℎ𝑎𝑣𝑖.𝑅 [14]给出
了一种结合了决策树和朴素贝叶斯分类器的混合模型(𝑁𝐵𝑇𝑟𝑒𝑒)，在该模型中整个
数据空间被一棵树分割，而算法的目的在决策树的各个叶结点上构造局部的𝑁𝐵𝐶。
𝑍ℎ𝑒𝑛𝑔和𝑊𝑒𝑏𝑏 [15] 等提出了一种将懒惰式学习策略融合到局部朴素贝叶斯模型中的
懒惰式贝叶斯规则(𝐿𝑎𝑧𝑦 𝐵𝑎𝑦𝑒𝑠𝑖𝑎𝑛 𝑅𝑢𝑙𝑒, 𝐿𝐵𝑅)方法，该学习方法在很大程度上提高
了分类的准确率，进一步改进了局部朴素贝叶斯分类模型。但是𝐿𝐵𝑅模型仍存在一
个缺点，即效率较低，为了弥补该模型的不足，𝑊𝑎𝑛𝑔和𝑊𝑒𝑏𝑏 [16]提出了一种启发式
的𝐿𝐵𝑅算法称为𝐻𝐿𝐵𝑅。
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4、属性加权
该算法的主要思想是根据各个属性的重要程度相对应地为其添加一个权重，因
此属性权值的选取是关键。𝐻𝑎𝑟𝑟𝑦𝑍ℎ𝑎𝑛𝑔 [17]等给出了一种加权的朴素贝叶斯分类模
型(𝑊𝑒𝑖𝑔ℎ𝑡𝑒𝑑 𝑁𝑎𝑖𝑣𝑒 𝐵𝑎𝑦𝑒𝑠,𝑊𝑁𝐵)，提到了几种不同的属性权值选择方法，并通过
实验证明了基于这几种方法的加权模型的分类性能明显优于朴素贝叶斯分类器的性
能。刘启和等 [18] 给出了一种基于新的条件信息熵的方法，通过使用新的条件信息
熵，属性重要程度的度量方法被重新定义，并用新的度量方法约简算法。张明卫，
王波等人 [19]提出一种基于相关系数的加权模型，该改进模型的权重由属性之间的相
关系数决定。
5、与其他算法相结合
数据量的激增，所处理的数据结构的不同，数据规模的差异，导致不同的应用
需求很难被单一的分类器所满足。故而，许多学者尝试将𝑁𝐵𝐶和其他方法融合，实
现优势互补以达到改进算法的目的。𝐻𝑎𝑙𝑙 [20]给出了一种基于决策树的朴素贝叶斯分
类算法。闭乐鹏等人 [21]给出了基于支持向量机(𝑆𝑉𝑀)的朴素贝叶斯集成方法，该模
型的核心思想是属性的类条件概率由一类𝑆𝑉𝑀的解估计得到。马光志等人 [22]使用关
联规则中的算法改进朴素贝叶斯分类器。彭兴媛等人 [23]将朴素贝叶斯分类器与聚类
算法相融合，使用聚类方法将属性分组，从而放松了属性条件独立的假设。
这些改进极大地丰富朴素贝叶斯的方法论，在实际中也表现出较好的性能。
1.3 论文研究内容与组织结构
本文以朴素贝叶斯分类器为研究对象，详细介绍了𝑁𝐵𝐶，分析比较了几种常见
的改进算法。针对𝑁𝐵𝐶存在的属性间条件独立性不足的情况，介绍了基于奇异值分
解和主成分分析改进方法，该方法首先利用奇异值分解对数据进行降噪并重建数据
矩阵，之后根据主成分分析的原理，对重构数据集提取主成分构造新的属性集，新
的属性在保留了原始数据集大量信息的前提下，又近似满足了𝑁𝐵𝐶所要求的属性条
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