Abstract. Let A be a matrix and λ 0 be one of its eigenvalues having g elementary Jordan blocks in the Jordan canonical form of A. We show that for most matrices B satisfying rank (B) ≤ g, the Jordan blocks of A + B with eigenvalue λ 0 are just the g − rank (B) smallest Jordan blocks of A with eigenvalue λ 0 . The set of matrices for which this behavior does not happen is explicitly characterized through a scalar determinantal equation involving B and some of the λ 0 -eigenvectors of A. Thus, except for a set of zero Lebesgue measure, a low rank perturbation A + B of A destroys for each of its eigenvalues exactly the rank (B) largest Jordan blocks of A, while the rest remain unchanged.
Introduction.
It is well known [1, 4] that the multiple eigenvalues of a matrix split typically under perturbation into simple, distinct eigenvalues. If A is the unperturbed matrix, then each Jordan block of dimension k of A gives rise to a socalled ring or cycle [4, section II.1.2] of k different simple eigenvalues of the perturbed matrix, say A + B. This typical behavior takes place for sufficiently small B provided a certain genericity condition is satisfied by the perturbation (see [12, 5, 7] for more details).
In this paper we study a class of perturbations B which are only able to break some, but not all, of the Jordan blocks of A, namely perturbations with low rank.
To be more precise, let λ 0 be an eigenvalue of A with geometric multiplicity g, i.e., g = dim ker(A − λ 0 I), where ker denotes the null space and I is the identity matrix. By "low" rank we will mean in what follows that the rank of B satisfies rank (B) ≤ g. Since every Jordan block corresponds to one independent eigenvector, the previous inequality implies that the perturbation B can destroy at most rank(B) of the Jordan blocks of A and can create at most rank(B) new Jordan blocks associated with each eigenvalue of A. This constraint still allows for a great deal of freedom as to the number and dimensions of the Jordan blocks of A + B. The purpose of this paper is to find out which is the most usual behavior in this respect.
The following naive argument sheds light on the question: for most B's, the equality rank(A + B − λ 0 I) = rank(A − λ 0 I) + rank(B) holds, and consequently dim ker(A + B − λ 0 I) = g − rank(B). Hence, in most cases A + B will have exactly rank (B) fewer Jordan blocks with eigenvalue λ 0 than A. Furthermore, the larger the size of a Jordan block, the more algebraic conditions are needed to ensure its existence, so the largest Jordan blocks should be more sensitive to perturbation than the smaller ones. According to this argument, the generic behavior one would expect for most perturbations B is that, for each eigenvalue λ 0 of A satisfying (1.1), precisely the rank (B) largest Jordan blocks of A corresponding to that eigenvalue are destroyed in the Jordan form of A+B, and the other Jordan blocks of A persist as Jordan blocks of A + B.
Of course this hand-waving argument does not always hold true, as shown in the following examples. An appropriately chosen "nontypical" rank one perturbation can increase the size of the Jordan blocks corresponding to λ 0 = 1 in 
However, we will see that, in both cases, very special structures of the perturbation are needed to produce these unusual behaviors.
The main contribution of this paper is to obtain, for any matrix A and each eigenvalue λ 0 , a simple, explicit characterization of the set of perturbations B for which the previously described typical behavior occurs. The necessary and sufficient condition for this is simply that a single scalar quantity, denoted by C 0 , is not equal to zero. The scalar C 0 is defined through a sum of determinants of matrices involving B and some of the λ 0 -eigenvectors of A. As a trivial consequence, the set of perturbations B for which the generic behavior does not happen, i.e., those fulfilling C 0 = 0, is an algebraic manifold of zero Lebesgue measure in the set of n × n complex matrices of given rank. This precise mathematical formulation allows us to term properly the expected behavior described above as generic.
The problem we address here was solved when the perturbation B has rank equal to one by Savchenko [9] . In fact, Savchenko conjectured without proof in [9] the generic behavior for perturbations of arbitrary rank. This conjecture motivated our work, leading first to the partial answer given in [8, section 3.2.1] and ultimately to the present paper. Recently, Savchenko [10] has found an independent (and different) proof of the results we present here. Both in [9] and in [10] , the proofs rely on functional analytic techniques based on spectral resolvents. Our approach, based only on elementary linear algebra results, is probably better suited for the matrix analysis community. However, the approach in [9, 10] might be more amenable to extend results of this nature to infinite-dimensional operators.
An important point to be made is that all theorems below are valid for perturbations B of any size, i.e., they are by no means first-order perturbation results. This makes especially surprising the prominent role of the scalar C 0 , a quantity which closely resembles the quantities defining the genericity conditions in first-order eigenvalue perturbation theory [5, 7] . In this respect, the results we present below are related to previous contributions in the context of first-order perturbation theory, dealing with perturbations restricted to some nongeneric manifold. Some preliminary results for nongeneric perturbations may be found in [7, section 3] as an extension of Lidskii's [5] classical results for generic perturbations, but the first systematic description of a class of structured perturbations was obtained by Ma and Edelman [6] for upper k-Hessenberg perturbations of Jordan blocks. More recently, Jeannerod [3] has extended Lidskii's results by obtaining explicit formulas for both the leading exponents and leading coefficients of the Puiseux expansions of the eigenvalues of analytic perturbations J + B(ε) of a Jordan matrix J, provided the powers of ε in the perturbation matrix B(ε) conform in a certain way to the Jordan structure given by J. However, in both cases [6, 3] the particular structure of the perturbations to the Jordan blocks is not preserved by undoing the change of basis leading to the Jordan form. Hence, not much information is provided for nongeneric perturbations of arbitrary matrices. The rank of the perturbation, on the other hand, does not change by undoing the Jordan change of basis. Therefore, to our knowledge, this work is a first contribution in this respect.
Another remarkable feature of the characterization via the scalar C 0 is that, taking into account the properties of the Jordan canonical form (see, for instance, Finally, although in this paper we only pay attention to which Jordan blocks are destroyed under a low rank perturbation, and which ones are preserved for each eigenvalue of A, another question which naturally arises is, What happens with the eigenvalues of the destroyed blocks? As stated before, classical first-order eigenvalue perturbation results answer the question for small perturbations: for each destroyed Jordan block of dimension k, a ring of k different simple eigenvalues of A + B appears, and there are explicit formulas for the first-order corrections [5, 7] . For perturbations of arbitrary size, however, the information available is much more limited, and reduces to fairly general (and usually pessimistic) bounds on the variation of the eigenvalues [11] .
The paper is organized as follows. In the second section, after setting the appropriate notation, we study in Theorem 2.1 the algebraic multiplicity, as an eigenvalue of A + B, of each eigenvalue λ 0 of A for which condition (1.1) holds. This multiplicity turns out to depend crucially on C 0 , and C 0 = 0 is the necessary and sufficient condition for the algebraic multiplicity of λ 0 to be compatible with the predicted generic behavior, i.e., the Jordan blocks of A + B with eigenvalue λ 0 are just the g − rank(B) smallest Jordan blocks of A with eigenvalue λ 0 , where g is the number of λ 0 -Jordan blocks of A. However, the algebraic and geometric multiplicity of an eigenvalue do not determine by themselves the corresponding part of the Jordan structure. In the third section, we prove in Theorem 3.1 that C 0 = 0 ensures the generic behavior by explicitly constructing the corresponding Jordan chains of A + B starting from those of A. This will show that C 0 = 0 is a necessary and sufficient condition for the generic behavior, a fact we summarize in a final, concluding theorem.
Counting algebraic multiplicities.
Throughout this section we follow the notation in [7] : let A be an arbitrary n × n complex matrix and
The matrix J contains all Jordan blocks associated with the eigenvalue of interest λ 0 , while J is the part of the Jordan form containing the other eigenvalues. Let
where, for j = 1, . . . , q,
is a Jordan block of dimension n j repeated r j times and ordered so that
The n j are called the partial multiplicities for λ 0 . The eigenvalue λ 0 is semisimple (nondefective) if q = n 1 = 1 and nonderogatory if q = r 1 = 1. Set .4) i.e., we denote by a the algebraic multiplicity of λ 0 as an eigenvalue of A, and by g its geometric multiplicity.
We further partition 
for i = 1, . . . , q, and we define square matrices Φ i of dimension
Note that, due to the cumulative definitions of W i and
Take, for instance, the unperturbed matrix
and set λ 0 = 0, i.e., g = 3, a = 7, n 1 = 3, n 2 = 2, r 1 = 1, r 2 = 2. Then, since the right Jordan vectors of A are columns of the identity matrix, any given perturbation matrix 
gives rise to the two matrices
with dimensions f 1 = 1 and f 2 = 3.
As announced in the introduction, we want to determine the most likely Jordan structure for the eigenvalue λ 0 of a low rank perturbation A + B of A, where by low we mean that B and λ 0 satisfy (1.1). Let n s be the smallest one among the sizes of the rank(B) largest Jordan blocks of A associated with λ 0 , i.e., s ∈ {1, . . . , q} is the index such that
where we have set f 0 = 0 for convenience. In the 8 × 8 example above, if we consider perturbations with rank (B) = ρ = 2, then ρ = f 1 + β with β = 1 < r 2 = 2, i.e., s = 2 since the two largest Jordan blocks of A are the single 3 × 3 block, together with either one of the two 2 × 2 blocks.
We have already seen in formula (1.2) that the geometric multiplicity of λ 0 can decrease at most by ρ under the perturbation B. The following result shows how much the algebraic multiplicity usually decreases. If only the ρ largest Jordan blocks of A with eigenvalue λ 0 disappear, then the algebraic multiplicity of
It is shown in Theorem 2.1 that the algebraic multiplicity of λ 0 in A + B is always larger than or equal to a, and the necessary and sufficient condition for equality is C 0 = 0. Theorem 2.1. Let A be an n × n matrix with Jordan form (2.1), i.e., having an eigenvalue λ 0 with Jordan blocks of dimensions n 1 > n 2 > · · · > n q repeated r 1 , r 2 , . . . , r q times and algebraic and geometric multiplicities a and g given by (2.4). Let B be an n×n matrix with rank given by (2.9), and let the matrices Φ i , i = 1, . . . , q, be given by (2.6) . Then the characteristic polynomial of A + B is of the form
where a is given by (2.10) and t(λ − λ 0 ) is a monic polynomial of degree n − a. Proof. We begin by writing the characteristic polynomial of A + B as
Moreover, the constant coefficient of t(·) is
For the sake of simplicity we defineλ ≡ λ − λ 0 and p 0 (λ) ≡ p(λ), so the coefficient of
Notice that all principal minors whose corresponding submatrices have more than ρ = rank (B) rows (equivalently, columns) containing only elements of B are zero, since rank( B) = rank(B). This simple observation is the key to proving the theorem.
To find the lowest power ofλ in p 0 (λ) we can just look for the largest possible dimension of a principal submatrix of diag(J − λ 0 I, J − λ 0 I) + B containing at most ρ rows with only elements of B. If we denote by k max the maximal dimension we are looking for, then
with t a monic polynomial of degree k max . Notice first that, since we are looking for the largest dimension, we can restrict ourselves to principal submatrices containing 
and consequently a = n − k max with a given by (2.10). Now we prove (2.11). Recall that t(0) is (−1) kmax times the sum of all k maxdimensional principal minors of diag(J − λ 0 I, J − λ 0 I) + B. Moreover, the only nonzero k max -dimensional principal minors correspond to the submatrices described in the previous paragraph. Consider one of these minors and call it M . Set h = k max − (n − a) − ρ and denote by 1 = j 1 < j 2 < · · · < j h the indices of rows of the principal submatrix corresponding to M , where J − λ 0 I has superdiagonal 1's. The j k th row of this submatrix is the sum of two rows: one is the (j k +1)st row e j k +1 of the identity matrix, the other is a piece of a row of B. Using this fact, we can expand M as a sum of 2 h determinants whose j k th row, with 1 ≤ k ≤ h, is either e j k +1 or a row with only elements of B. With the exception of the determinant with all the vectors e j1+1 , e j2+1 , . . . , e j h +1 , the rest of these determinants are zero because each contains more than ρ rows with elements of B. A similar argument on the last n−a rows of the submatrix corresponding to M allows us to replace every element of B in these rows by zero without changing the value of M . The cofactor expansion of the remaining determinant along the rows 1 = j 1 < j 2 < · · · < j h leads to a value for M equal to (−1) h det( J − λ 0 I) times a minor of Φ s corresponding to a principal submatrix of dimension ρ containing the upper left block Φ s−1 . Extending this argument to all nonzero k max -dimensional principal minors of diag(J − λ 0 I, J − λ 0 I) + B leads to (2.11).
In example (2.7)-(2.8) above, with a perturbation B with rank (B) = ρ = 2, the quantity C 0 is given by
According to Theorem 2.1, any perturbation with C 0 = 0 is such that λ 0 = 0 is an eigenvalue of A + B with algebraic multiplicity two and, according to (1.2), geometric multiplicity at least one. Hence, the Jordan form of A + B can either have just one 2 × 2, or have two 1 × 1 Jordan blocks corresponding to λ 0 . We shall prove in the next section that C 0 = 0 actually implies the first possibility.
Building Jordan chains.
In this section we prove that the genericity condition C 0 = 0 actually implies that the rank (B) largest Jordan blocks of A disappear for each eigenvalue, and the rest of the Jordan blocks of A remain as Jordan blocks of A + B. If rank (B) is given by (2.9), we will construct, for the eigenvalue λ 0 of A + B, r s − β Jordan chains of length n s and r k chains of length n k for k = s + 1, . . . , q. Due to Theorem 2.1, these are the only Jordan chains of A + B for λ 0 , since C 0 = 0 implies that the algebraic multiplicity of λ 0 is given by (2.10). Although the construction is more involved for perturbations of arbitrary rank, the crucial step in the proof is the recursive formula (3.5), a multidimensional analogue of the one employed by Savchenko [9] for the case of rank one perturbations.
In order to give a concise proof of the results in this section we need to introduce some further notation. Recall that each column of the matrix P in decomposition (2.1) is a Jordan vector of A associated with λ 0 . Furthermore, the set of columns of each P k j , j = 1, . . . , q, k = 1, . . . , r j , in (2.5) forms a right Jordan chain with length n j of A associated with λ 0 , and the lth column of P k j is a right Jordan vector of order l.
For each l ∈ {1, . . . , n s } we consider all right Jordan vectors of order l of A associated with λ 0 and denote by X l (resp., Y l ) the submatrix of P containing all right Jordan vectors of order l corresponding to the ρ largest (resp., the g −ρ smallest) Jordan blocks in J. Both the columns of X l and of Y l are assumed to appear in the same relative order as in P. Notice that whenever β < r s in (2.9), the ρ largest Jordan blocks in J are not uniquely determined: we need to further specify which β of the r s Jordan blocks of size n s contribute to the X l , and this fixes which blocks contribute to the Y l . We do this with the aid of the genericity condition C 0 = 0: recall that C 0 is the sum of all ρ-dimensional principal minors of Φ s containing Φ s−1 , where Φ s = W s BZ s and the columns of Z s are right eigenvectors, i.e., right Jordan vectors of order 1. If C 0 = 0, then one or more of these principal minors of Φ s must be different from zero. Let γ be the set of indices corresponding to the ρ rows and columns of Φ s in any of the nonzero principal minors, and denote, as before, by Φ s (γ, γ) the corresponding principal submatrix of Φ s . Then γ must be of the form
and we define X 1 as the n × ρ submatrix of Z s containing the columns indexed by γ. The r s − β remaining columns of Z s are assigned to Y 1 . Once X 1 (and therefore Y 1 ) is fixed, the columns of the remaining X l (resp., Y l ) are chosen from the same set of Jordan blocks as the eigenvectors in X 1 (resp., Y 1 ). This implies that equations (3.3) below are satisfied.
In the example (2.7)-(2.8), with rank (B) = 2, there are only two principal minors of Φ 2 containing Φ 1 , namely
If the first (resp., the second) minor is different from zero, then the two columns of X 1 ∈ C 8×2 are the first and second (resp., first and third) columns of Z 2 ∈ C 8×3 , which are the first and fourth (resp., the first and sixth) columns of P ∈ C 8×7 . In that case, Y 1 reduces to the third (resp., second) column of Z 2 .
Note that all matrices X l ∈ C n×ρ , l = 1, . . . , n s , have the same dimensions, while Y l ∈ C n×d l , with d l the number of Jordan blocks of dimension larger than or equal to l among the g − ρ smallest Jordan blocks contributing to Y 1 . Hence,
The fact that both the X l and the Y l are constituted by consecutive pieces of Jordan chains is reflected by the conditions After all these conventions we are in the position to obtain the main result of this section. Proof. As commented in the beginning of this section, it suffices to explicitly construct Jordan chains of the appropriate length for A+B. This amounts to constructing matrices Y l ∈ C n×d l for l = 1, . . . , n s such that
where Y We will construct these matrices recursively through the formula
where, at the lth step, the
is chosen in such a way that B Y l = 0, (3.6) and we denote by C (l) j for j < l, the leftmost ρ×d l submatrix of the ρ×d j matrix C (j) j already chosen at the jth step. The fact that condition (3.6) uniquely determines the matrix C (l) l at each step is a consequence of our previous choice of the last β columns of the matrix X 1 : since B has rank ρ, one can write B = UV * with U, V ∈ C n×ρ of full rank and, accordingly, rewrite (3.6) as
where the right-hand side is already known. Hence, the solution C In the example (2.7)-(2.8) with rank (B) = 2, we would need to construct a Jordan chain of length two. If we assume that C 0 = 0, then one of the two minors in (3.2) is nonzero. Once X 1 is chosen accordingly, the construction of a new Jordan chain of length two for A + B goes as follows: if we write X i , Y i , i = 1, 2, columnwise as 
1 . Again, the scalars c 21 and c 22 are chosen in such a way that B η 2 = 0.
We may summarize the discussion throughout the paper by writing the conclusion of both Theorems 2.1 and 3.1 as a final, summarizing theorem.
Concluding Theorem. Let A be a complex n × n matrix and λ 0 an eigenvalue of A with geometric multiplicity g. Let B be a complex n×n matrix with rank (B) ≤ g and C 0 be as in the statement of Theorem 2. 
