A model reference adaptive control law is defined for nonlinear distributed parameter systems. The reference model is assumed to be governed by a strongly coercive linear operator defined with respect to a Gelfand triple of reflexive Banach and Hilbert spaces. The resulting nonlinear closed-loop system is shown to be well posed. The tracking error is shown to converge to zero, and regularity results for the control input and the output are established. With an additional richness, or persistence of excitation assumption, the parameter error is shown to converge to zero as well. A finite-dimensional approximation theory is developed. Examples involving both firstand second-order, parabolic and hyperbolic, and linear and nonlinear systems are discussed, and numerical simulation results are presented. Key words. model reference adaptive control, parameter convergence, persistence of excitation, distributed parameter systems, infinite-dimensional systems, finite-dimensional approximation AMS subject classifications. 93C40, 93C20, 93B40, 93C25, 65J15, 47H15
1. Introduction. In this paper we develop a model reference adaptive control (MRAC) scheme for rather broad classes of, in general, nonlinear distributed parameter systems. By a distributed parameter system we mean one in which the state space is infinite dimensional such as occurs in the case of partial differential equations. In the context of finite-dimensional systems, MRAC is one of the standard approaches taken in designing a control law for a plant with unknown parameters. A complete description and analysis of a variety of approaches to MRAC can be found in any one of a number of standard texts on adaptive control (see, for example, [2] , [14] , [30] , and [35] ). The objective of an MRAC scheme is to determine a feedback control law which forces the state of the plant to asymptotically track the state of a given reference model. At the same time, the unknown parameters in the plant model are estimated and used to update the control law. Typically, the resulting closed loop system consisting of the plant, the reference model, and the estimator, will be nonlinear. This is true even if the underlying plant and reference models, and the estimator, are linear. The nonlinearity arises in the coupling. Consequently, the scheme requires a careful stability analysis to ensure that all signals (both input and output) remain, in some sense, bounded. It is also desirable, although not necessarily essential, that some sort of parameter convergence be achieved.
The focus of the effort we describe here is the extension to infinite-dimensional systems of one approach to finite-dimensional MRAC. We consider nonlinear plants with the rather standard restriction that their dependence on the unknown parameters be affine. The operator describing the dynamics of the reference model is assumed to be linear and strongly V -coercive (in a Gelfand triple setting). The parameter space can be either finite or infinite dimensional, and the estimator dynamics for the unknown parameters are chosen in a fashion which renders the closed-loop error equations skew-self-adjoint. This is analogous to what is done in finite dimensions and has the effect of facilitating both tracking error and parameter convergence by forcing the time derivative of a certain energy functional to be negative semidefinite. We establish the global well-posedness of the closed-loop system via two different approaches. First we argue existence of a local solution and then its continuation by treating the closed-loop system as semilinear (i.e., a nonlinear perturbation of a linear system) with the linear component of the dynamics being the infinitesimal generator of an analytic semigroup. The second approach involves the application of an abstract version of the implicit function theorem to obtain a global solution when the initial tracking and parameter error are sufficiently small. Using an analogue of Barbȃlat's lemma, we establish that the tracking error approaches zero asymptotically. We also establish regularity results for both the input and output signals. In particular, we establish a boundedness result for the control signal. With the additional assumption of persistence of excitation, a richness condition on the plant, reference model, and input reference signal, we establish parameter convergence. The definition of persistence of excitation for infinite-dimensional systems given in section 3 below is the natural extension of the analogous definition for finite-dimensional systems as found in, for example, [29] , [30] , and [31] . Since the reference model and estimator are, in general, infinite dimensional, implementation requires some form of finite-dimensional approximation. Consequently, we develop an abstract finite-dimensional approximation and convergence theory. Finally, we illustrate the application of our general theory on a number of examples involving a variety of linear and nonlinear distributed parameter systems.
One drawback of our approach is that it requires (as do the analogous finitedimensional schemes, see, for example, [30] ) measurement of the full state and distributed input. Eliminating either of these restrictions represents a formidable challenge. For example, if only a partial state measurement is available, a coupled adaptive observer would be required. The corresponding analysis would be significantly more complicated than the already rather technical arguments we present here. We are currently looking at the extension of our treatment here to include partial measurements and finite-dimensional input.
Our effort here is related to our earlier treatment of adaptive identification for distributed parameter systems in [7] , [8] , and [9] . In fact, we employ the same estimator here to identify the unknown parameters in the plant, and the arguments used below (infinite-dimensional analogues of the finite-dimensional theory presented in [29] and [31] ) to demonstrate the asymptotic convergence of the tracking and parameter error to zero, are similar to the ones employed to establish state and parameter convergence for the identification schemes. However, in the case of the identification schemes, the resulting estimator equations are linear. In the case of MRAC, the resulting closedloop system is nonlinear. Consequently, certain aspects of the analysis, in particular, those dealing with the well-posedness of the closed-loop system and the convergence of the finite-dimensional approximation, are more delicate. Other related treatments of on-line or adaptive identification for distributed parameter systems can be found in [1] , [6] , [16] , [17] , [18] , and [37] .
Recently there has been some attention given to the adaptive control of distributed parameter systems. First, with respect to approaches other than model reference, indirect adaptive control algorithms for a class of infinite-dimensional stochastic evolution equations have been developed by Duncan, Pasik-Duncan, and their coworkers in a recent series of papers [12] , [13] , [11] , and [32] . Their approach involves the use of a least squares based estimator together with a linear quadratic control design. Parameter convergence together with a continuous dependence result (with respect to the unknown parameters) for the solutions to the operator algebraic Riccati equations yield convergence of the adaptive control law to the nonadaptive optimal LQ controller. Also, Kobayashi in [21] , [22] , [23] , [24] , and [25] has proposed a number of direct schemes based upon an input/output formulation. His approach is primarily directed toward the case of unknown input and/or output operators (i.e., the B and C operators) and places a number of restrictions on the A operator (for example, that it be self-adjoint, its eigenvalues be known, that only a finite number of modes be unstable, etc.).
In [40] and [41] a finite-dimensional approach to MRAC based upon the so-called command generator tracker is extended to infinite dimensions. The command generator tracker theory deals with the problem of a mismatch in the dimensionality of the plant and the reference model by assuming that there is an infinite-dimensional system that is input/output equivalent to the reference model. The authors establish closed-loop stability (and robustness properties) via a Lyapunov argument (which in infinite dimensions must be done with care) under a number of rather technical assumptions.
In a recent effort by Hong and Bentsman [19] the authors consider the MRAC of linear parabolic partial differential equations. The results in [19] apply only to plants and reference models which are linear parabolic partial differential equations with Dirichlet boundary conditions under the assumption that the reference signal and the plant and reference model parameters are analytic. In the present treatment, the structure of the plant and reference model are essentially independent and must satisfy only a few relatively mild abstract assumptions. In particular, we consider general nonlinear plants and require only that the reference model (but not the control system) dynamics be strongly V -coercive (in a Gelfand triple sense).
An outline of the remainder of the paper is as follows. In section 2 we define the plant, reference model, and estimator, we derive the closed-loop system, and we establish well-posedness. In section 3 we establish the convergence of the tracking error to zero, we define persistence of excitation, and we demonstrate parameter convergence. The finite-dimensional approximation and convergence theory is discussed in section 4, and examples and the results of our numerical studies are presented in section 5.
2. The MRAC Problem. Let {H, ·, · , | · |} be a Hilbert space over R, and let {V, · } be a reflexive Banach space over R which is densely and continuously embedded in H. Then (see, for example, [27] , [38] , or [39] )
V ֒→ H ֒→ V * , (2.1) with the embeddings dense and continuous where V * denotes the continuous dual of V . The notation ·, · will also be used to denote the duality pairing between V * and V induced by the continuous and dense embeddings given in (2.1). That is, for ϕ ∈ V * and ψ ∈ V , ϕ, ψ denotes the action of the bounded linear functional ϕ on the vector ψ. Note that when ϕ is in fact an element in H (or, more precisely, can be identified with an element in H), the embeddings (2.1) imply that the value of ϕ acting on ψ is equal to the H inner product of ϕ and ψ. Moreover, since H ∼ = V * , for ϕ ∈ V * and {ϕ n } ∞ n=1 ⊂ H with lim n→∞ ϕ n = ϕ in V * we have lim n→∞ ϕ n , ψ = ϕ, ψ , ψ ∈ V . Consequently this minor abuse of notation is entirely justified. Let · * denote the usual norm on V * , and let K > 0 be such that
* be a subspace of V * , and let {Q, ·, · Q , | · | Q } be a real Hilbert space. For each q ∈ Q, let A 1 (q) : V → V * be an, in general, nonlinear operator, and for q ∈ Q, let Dom(A 1 (q)) = {ϕ ∈ V : A 1 (q)ϕ ∈ H}. Also, we let A 2 : V → V * be an, in general, nonlinear operator, and we make the following standing assumptions.
(A1) (V -V * -boundedness). There exist α 1 , α 2 > 0 such that
We are interested in adaptively controlling the nonlinear plant given by
a.e. t > 0, (2.4)
where q ∈ Q is unknown, u 0 ∈ H, the operator A(q) is given by (2.3) with q = q, and the control input f is assumed to satisfy f ∈ L 2 (0, T ; V * ) for all T > 0 with f (t) ∈V * , a.e. t > 0. We assume minimally that the system (2.4), (2.5) is well-posed in at least some sense. That is, we assume that for sufficiently regular initial data, u 0 , and input, f , there exists a weak solution. More precisely, we assume that for each T > 0, each u 0 ∈ U 0 , U 0 a subset of H, and each f ∈ L 2 (0, T ; V * ) sufficiently regular, there exists a unique V -valued function u which is V * -absolutely continuous
, and which satisfies
Theorem III.2.6 in [5] provides sufficient conditions for the existence of such a solution. Indeed, if the operator A(q) is hemicontinuous (i.e., lim λ→0 A(q){ϕ + λψ} − A(q)ϕ, χ = 0, χ ∈ V for any ϕ, ψ ∈ V ), monotone (i.e., A(q)ϕ − A(q)ψ, ϕ − ψ ≥ 0 for all ϕ, ψ ∈ V ), bounded (i.e., there exists α > 0 for which A(q)ϕ * ≤ α{1 + ϕ } for all ϕ ∈ V ), and coercive (i.e., there exist ρ > 0 and σ ∈ R for which A(q)ϕ, ϕ ≥ ρ ϕ 2 + σ for all ϕ ∈ V ), then just such a weak solution exists for all u 0 ∈ H and all f ∈ L 2 (0, T ; V * ).
We are interested in designing a model reference adaptive controller for the plant, or system, (2.4), (2.5) . That is, we wish to find a control input f in feedback form which forces the state of the unknown plant, u, to track the state of a given linear reference model,
where v 0 ∈ H, the input reference signal g is assumed to satisfy g ∈ L 2 (0, T ; V * ), for all T > 0, with g(t) ∈V * , a.e. t > 0, and the operator A 0 ∈ L(V, V * ) is assumed to satisfy the following conditions.
(A3) (V -V * -boundedness). There exists α 0 > 0 such that
It is well known (see, for example, [27] , [38] , or [39] ) that assumptions (A3) and (A4) are sufficient to conclude that the system (2.8), (2.9) admits a unique solution
Then assumptions (A3) and (A4) also imply (see, for example, [33] , [39] , or [38] ) that the operator −A 0 restricted to the subspace D 0 is the infinitesimal generator of an analytic semigroup, {T 0 (t) : t ≥ 0}, of bounded linear operators on H. It can also be shown (see [39] ) that the operator −A 0 is the infinitesimal generator of an analytic semigroup on V * and that appropriately restricted −A 0 generates an analytic semigroup on V (see [3] ). Recalling (2.2), it follows that
for some M > 0. The solution to the initial value problem (2.8), (2.9) is given by
The primary motivation for the inclusion of assumption (A5) is to allow us to apply our abstract framework to second-order systems (i.e., abstract wave equations and the like). The relevance of assumption (A5) in this regard will become clearer when we discuss an example involving the control of a one-dimensional damped wave equation in section 5 below. REMARK 2.1. Many of the estimates contained in the arguments used to verify several of the results in this and the following section assume the existence of solutions belonging to particular regularity classes (i.e., the domains of certain operators, etc.). Thus our proofs deliver only a posteriori estimates with respect to those assumptions. A more precise argument in all of these cases would proceed as follows. The dynamical system, or initial value problem, would be approximated by a Galerkin system using smooth basis functions chosen as eigenfunctions of the relevant operator (in most cases A 0 ). A posteriori estimates for the approximating solutions with bounds independent of the number of basis functions are established using the same arguments we employ below. These estimates now serve as a priori estimates for the solutions. Weak, weak * , and strong compactness properties (Aubin's lemma) of bounded subsets of time dependent functions are then used to obtain corresponding convergent subsequences and the corresponding regular solutions. Note that at the level of Galerkin solutions, with bases formed from eigenfunctions, it is immediately clear that the resulting approximate solutions are sufficiently regular to permit the estimates we make below. In particular, the Galerkin basis functions satisfy appropriate boundary conditions.
We have the following regularity result for the reference model (2.8), (2.9). THEOREM 2.2. For the reference model given by (2.8), (2.9), we have the following results.
(
for some C > 0 and ρ ∈ (0, 1], and v 0 ∈ V , and if the operator A 0 is symmetric in the sense that
Proof. We note that (i)-(iv) are standard results for linear initial value problems. However, in order to establish some estimates for later reference, we include the following proof. Statements (i) and (ii) follow immediately from (2.10), (2.11), and (2.12). To verify (iii), for almost every t > 0 we have that
Integrating both sides of the estimate (2.15) from 0 to t, it follows that
from which the result is immediately obtained. To verify (iv), first note that assumption (A4) and (2.14) imply that A 0 : D 0 ⊂ H → H is positive definite and self-adjoint. It follows that the square root of A 0 , A 1 2 0 , can be defined with Dom(A 1 2 0 ) = V (see, for example, [39] ). Moreover, for ϕ ∈ V , ϕ 0 = |A 1 2 0 ϕ| defines a norm on V and, by assumptions (A3) and (A4), we have that
for all ϕ ∈ V . The estimate (2.16) yields that the two norms · and · 0 on V are equivalent.
The assumption of Hölder continuity on g, (2.13), and the fact that {T 0 (t) : t ≥ 0}, the semigroup of bounded linear operators on H generated by the operator −A 0 , is analytic, are sufficient to conclude that A 0 v(t) ∈ H for almost all t > 0. It follows that v(t) ∈ D 0 , a.e. t > 0, and recalling Remark 2.1, from (2.8), we obtain that
, a.e. t > 0, and therefore that
Integrating the above estimate from 0 to t, and recalling (2.9), we find that
from which the desired conclusion follows. For each t > 0, let e(t) = u(t) − v(t). We would like to find a control input, f , such that
with f remaining, in some sense, bounded (for example, bounded energy; f ∈ L 2 (0, ∞; V * )). If the plant (i.e., q) were known, the convergence in (2.17) could be achieved by setting
For then e would satisfy
where e 0 = u 0 − v 0 ∈ H. It follows from assumption (A4) and (2.2) that |e(t)| ≤ e −ρ0K −2 t |e 0 |, t ≥ 0 and, consequently, that (2.17) is satisfied. The closed-loop system is given by (
If the operator A 0 is symmetric in the sense of (2.14), u 0 ∈ V , and g ∈ L 2 (0, ∞; H) and satisfies (2.13), then
The fact that f (t) ∈V * , a.e. t > 0, follows immediately from assumption (A5) and the assumption that g(t) ∈V * , a.e. t > 0.
Using the same argument used in the proof of Theorem 2.2, we obtain u ∈ L ∞ (0, ∞; H) ∩ L 2 (0, ∞; V ). Assumptions (A1) and (A3) and the definition of the control input f given in (2.18) yield
a.e. t > 0, (2.21) from which it follows that f ∈ L 2 (0, ∞; V * ). The result given in (ii) follows immediately from (2.11); (2.19) and (2.20) imply that
and (2.21). An argument analogous to the one used in the proof of Theorem 2.2(iv) yields
The result given in (iii)(a) then follows immediately from (2.21), while the estimate |f (t)| ≤ {γ + 1}|A 0 u(t)| + |g(t)|, a.e. t > 0, yields the result given in (iii)(b).
The importance of Theorem 2.3 lies in the fact that it serves as an upper bound for the results we can hope to obtain for a corresponding adaptive scheme wherein the plant q is unknown and is estimated in real time.
Since q is in fact unknown, we set
where for each t > 0, q(t) ∈ Q denotes an adaptively updated estimate for q. Once again, f (t) ∈V * , a.e. t > 0 follows from assumption (A5) and the fact that g(t) ∈V * , a.e. t > 0. By analogy to the finite-dimensional case, and for the purpose of forcing an appropriate energy functional which will be defined in the next section when we consider convergence, we let the adaptation law for q be given by
where q 0 ∈ Q, and e(t) = u(t) − v(t), t > 0. The closed-loop system is then given by
We are interested in showing that the nonlinear system (2.26)-(2.29) is, at least in some sense and under some set of minimally realizable assumptions, well-posed. Recalling that u(t) = e(t) + v(t), and defining the parameter error r to be r(t) = q(t) − q, t > 0, (2.30) we consider instead the equivalent problem of establishing a well-posedness result for the nonlinear system D t e(t), ϕ + A 0 e(t), ϕ − A 1 (r(t)){e(t) + v(t)}, ϕ = 0, ϕ ∈ V, a.e. t > 0, (2.31)
where r 0 = q 0 − q ∈ Q. In the discussion to follow, we present two approaches to demonstrating the well-posedness of the closed-loop system (2.31)-(2.34). We will first demonstrate the existence of a unique strong solution using the theory of semilinear equations with analytic semigroups. The second approach is based upon an application of an implicit function theorem. Necessarily, each of the two approaches will require its own set of additional hypotheses which must be satisfied in order for there to exist a unique solution. The nonlinear system (2.31)-(2.34) is the one we will be using to establish the tracking error and parameter convergence in the next section. It is worth noting that the skew-self-adjoint-like structure of the system (2.31)-(2.34) plays an essential role in the analysis to follow in sections 2.1 and 2.2. We also note that the equation for v, (2.32), could be decoupled from the rest of the system and v could be treated as an exogenous input signal. In fact, in our discussion of our convergence and approximation results in sections 3 and 4 to follow, and the implicit function theorem approach to well-posedness, it is convenient, and in some sense essential (for the arguments as given), to do just that. However, we have found that for our analytic semigroup approach to well-posedness, the arguments are most elegantly presented in the context of the complete dynamical system (2.31)-(2.34).
2.
1. An analytic semigroup approach to closed-loop well-posedness. Let X = H × H × Q be endowed with the inner product
and let | · | X denote the corresponding induced norm. Thus {X, ·,
Then {Y, · Y } is a reflexive Banach space which is densely and continuously embedded in X. It follows that
with the embeddings dense and continuous. For λ > 0, define the linear operator
In the above definition, ·, · Y * ,Y denotes the duality pairing between Y * and Y induced by the X inner product via the dense and continuous embeddings given in (2.35) . Recalling that D 0 = Dom(A 0 ) = {ϕ ∈ V : A 0 ϕ ∈ H}, for λ > 0, define the operator
Note that Dom(A λ ) = Dom(A) is independent of λ > 0, that for λ > 0, −A λ is the infinitesimal generator of a uniformly exponentially stable analytic semigroup, {T λ (t) : t ≥ 0}, on X, Y , and Y * , and that 0 ∈ ρ(−A λ ), the resolvent set of −A λ .
Assumptions (A1) and (A2) imply that for ϕ ∈ V , B(ϕ) ∈ L(Q, V * ) with B(ϕ) ≤ α 1 ϕ . Recalling that V was assumed to be reflexive, and that Q is a Hilbert space, for ϕ ∈ V , let B(ϕ) ′ ∈ L(V, Q) denote the Banach space adjoint of B(ϕ). That is, for ϕ ∈ V we have
where t ≥ 0, Φ = (e, v, r) ∈ Y and Ψ = (ϕ, ψ, q) ∈ Y . We consider the system (2.31)-(2.34) written as
where λ > 0, and for each t ≥ 0, x(t) = (e(t), v(t), r(t)). Under appropriate additional assumptions on the input reference signal g, the initial data e 0 , v 0 , and r 0 , and the plant (i.e., the operator A 1 (q) for q ∈ Q), we establish the existence of a unique solution to the system (2.38), (2.39) by first establishing the existence of a unique local strong solution to the initial value problem in X given by
a.e. t > 0, (2.40)
and then showing that it is possible to continue this solution for all t > 0. By a strong (or classical) solution on the interval [0, T ) to the initial value problem (2.40), (2.41) we mean a function x : [0, T ) → X which is continuous on [0, T ), continuously differentiable on (0, T ), x(t) ∈ Dom(A) = Dom(A λ ) for t ∈ (0, T ), (2.40) is satisfied for t ∈ (0, T ), and (2.41) is satisfied.
To establish that the initial value problem (2.40), (2.41) is well-posed, we require the following additional assumptions.
(A6) (q-independent domain). The subset of V , D 1 = Dom(A 1 (q)) is independent of q ∈ Q and for some α ∈ (0, 1),
There exist β 1 > 0 such that for α as in assumption (A6), we have
There exist γ 1 > 0 such that for α as in assumption (A6) we have
(A9) (Hölder continuity). For t ≥ 0, g(t) ∈ H, and there exist ν ∈ (0, 1] and δ > 0 such that
Note that assumptions (A3) and (A4) are sufficient for fractional powers of the operator A 0 to be well defined (see, for example, [33] ). THEOREM 2.4. Suppose that assumptions (A1)-(A9) hold and that e 0 , v 0 ∈ Dom(A α 0 ), where α ∈ (0, 1) is as in assumption (A6). Then there exists a T = T (x 0 ) > 0 such that the initial value problem (2.40), (2.41) has a unique local solution 
The theorem will follow at once from Theorem 6.3.1 in [33] once we have established that for some λ > 0 and any neighborhood,
, and consider for t, s > 0,
Now, assumptions (A7) and (A8) imply that
Finally, using assumptions (A7) and (A8), we obtain
where κ α is such that |ϕ| ≤ ϕ α ≤ κ α |ϕ| α for ϕ ∈ H α . Combining (2.46)-(2.48) and assumption (A9), we obtain (2.45), and the theorem is proved. In order to extend the local solution guaranteed to exist in Theorem 2.4 we require the estimate given in the following lemma.
LEMMA 2.5. Let x = (e, v, r) be the unique solution to the initial value problem (2.40), (2.41) guaranteed to exist on the interval [0, T ) by Theorem 2.4. It then follows that
(2.50)
Integrating both sides of (2.50) from 0 to t, and using (2.41), we obtain (2.49), and the lemma is proved. Note that the proof of Lemma 2.5 given above does not explicitly require that the additional assumptions (A6)-(A9) be satisfied. THEOREM 2.6. Suppose that assumptions (A1)-(A9) hold and that e 0 , v 0 ∈ Dom(A α 0 ), where α ∈ (0, 1) is as in assumption (A6). Then the initial value problem (2.40), (2.41) has a unique solution, x = (e, v, r), which exists for all t ≥ 0.
Proof. The local solution x to the initial value problem (2.40), (2.41) guaranteed to exist by Theorem 2.4 can be continued so long as |x(t)| Xα remains bounded. We show that this is in fact the case by using Lemma 2.5 to argue that |x(t)| Xα remains bounded as t ↑ T .
For t ∈ [0, T ) we have that
and therefore that
Equivalently, we have
and
It follows from assumptions (A7) and (A9), (2.10), and Theorem 2.6.13 in [33] that
−2 (t−s) |g(0)|ds
where M α is a positive constant. Now Lemma 2.5 implies that for s ∈ [0, T ), |x(s)| X is bounded. It follows that s ∈ [0, T ), |e(s)| and |r(s)| Q are bounded. Combining (2.51), (2.52), and (2.53), we obtain
where C > 0. It follows from Theorem 5.6.7 in [33] that |x(t)| Xα ≤ C 1 on [0, T ) for some C 1 > 0, and the theorem is proved. Theorem 2.6 yields the following regularity result for the controller f . We state it as a corollary.
COROLLARY 2.7. Suppose that assumptions (A1)-(A9) hold, and that e 0 , v 0 ∈ Dom(A α 0 ), where α ∈ (0, 1) is as in assumption (A6). If the operator A 2 is such that
, where α ∈ (0, 1) is as in assumption (A6), and satisfies a Lipschitz condition of the form
then the control law given in (2.22) or (2.23) satisfies f (t) ∈ H, t > 0, and f ∈ C((0, ∞); H).
Proof. For t > 0, the controller f satisfies
, t > 0, and therefore that u(t) ∈ D j , j = 1, 2, t > 0. Consequently, A(q)u(t) ∈ H, t > 0, and, hence, f (t) ∈ H, t > 0. Theorem 2.6 also implies that D t u ∈ C((0, ∞); H), and for s, t > 0, assumption (A8) together with (2.55) imply that
Inspection of the proof of Theorem 6.3.1 in [33] immediately reveals that u is continuous in H α . It follows from (2.56) and (2.57) that f ∈ C((0, ∞); H), which establishes the corollary.
Example 2.8. We provide a simple example which satisfies assumptions (A1)-(A9). Let H = L 2 (0, 1), and let it be endowed with the standard inner product ·, · and corresponding induced norm
and let it be endowed with the norm · given by ϕ = { 1 0
. Then {V, · } is a reflexive Banach space and, in fact, a Hilbert space, which is densely and continuously embedded in H. We have |ϕ| ≤ ϕ , ϕ ∈ H 1 L (0, 1). LetV * = V * , and let Q = R 1 with |q| Q = |q| for q ∈ R. We are interested in controlling the first-order plant given by
together with the boundary condition
and initial condition
For each q ∈ R 1 , let the operator
. It follows that A 2 is the zero operator, that D 1 is independent of q ∈ Q, and that A 1 (q) : V → V * . Moreover, for q ∈ Q and ϕ, ψ ∈ V we have that
Consequently assumption (A1) is satisfied with α 1 = 1. Assumption (A2) is trivially satisfied.
It is not difficult to show that the Hilbert space adjoint of the operator A 1 (q) is given by A 1 (q)
, we have that
It follows from (2.61) and (2.62) that (see, for example, [26, Theorem I.4.5]) the operator −A 1 (q) is maximal dissipative and therefore that it is the infinitesimal generator of a C 0 -semigroup of bounded linear operators (in fact, contractions), {S(t, q) : t ≥ 0}, on H = L 2 (0, 1). For each t ≥ 0, the unique mild solution, u(t) = u(t, ·) to the system (2.58)-(2.60) is given by
, and f is strongly continuously differentiable for t ≥ 0, the function u given by (2.63) is a strong solution (see, for example, [39, Theorem 3.2.2]). Such a solution certainly satisfies our minimal well-posedness requirement on the plant. Indeed, in addition to satisfying the differential equation and initial data, (2.4) and (2.5), we have (see, for example, [39, p. 64 
. For the reference model, we consider the one-dimensional heat equation given by
together with the boundary conditions v(t, 0) = 0 and ∂v ∂x (t, 1) = 0, t > 0, and the initial conditions
It is immediately clear that assumptions (A3) and (A4) are satisfied with α 0 = ρ 0 = a 0 . Moreover, we have that
, Dϕ(1) = 0} and that A 0 as an operator from V into V * is symmetric or as an operator on H is self-adjoint. Assumption (A5) is trivially satisfied with the choice ofV * = V * .
Since A 0 is symmetric, V = Dom(A 0 ) (see [39] ). Consequently, we have
It follows that assumption (A6) is satisfied with
It follows that assumptions (A7) and (A8) are satisfied with β 1 and γ 1 in (2.42) and (2.43), respectively, given by
, and g is sufficiently regular (i.e., assumption (A9) and (2.44) being satisfied for some δ > 0 and ν ∈ (0, 1]), then the resulting closed-loop system will be well-posed.
2.2. Closed-loop well-posedness via an implicit function theorem. Assumptions (A6)-(A9) can be rather restrictive and may preclude the consideration of certain classes of problems of interest. In particular, assumption (A7) does not include the class of problems in which the plant and reference model dynamics are of the same order (i.e., α ∈ (0, 1)). Thus, for example, the above theory does not allow for both a plant and reference model described by a diffusion (or heat) equation. To remedy this, we propose a somewhat different approach to demonstrating the wellposedness of the closed-loop system (2.26)-(2.28). Our argument is based upon an application of the implicit function theorem (see, for example, [10] ). Of course this approach requires additional assumptions as well. Indeed, in this case we can guarantee well-posedness only for initial data which is sufficiently small in norm. That is, the plant must initially be close to the reference model, and we require a reasonably good initial guess for the unknown parameters. Also, to simplify the presentation we make the following assumption on the linearity of the plant.
(A10) (linearity of the plant). For each q ∈ Q, A 1 (q) : V → V * is linear. Note that assumptions (A1) and (A10) together imply that A 1 (q) ∈ L(V, V * ) for each q ∈ Q. We note that assumption (A10) can be weakened quite a bit to allow for certain classes of nonlinear plants such as certain Lipschitz continuous or differentiable operators. However, the required technical assumptions would only complicate the exposition without significantly affecting its substance. Consequently, we opt for clarity and leave the generalization to the reader.
We also require the following regularity assumption on the state v of the reference model (2.8), (2.9).
(A11) (regularity of the reference model). The solution v to the system (2.8), (2.9) satisfies v ∈ L 2 (0, T ; V ) for all T > 0. Theorem 2.2 (ii) provides sufficient conditions for assumption (A11) to be satisfied.
We consider v to be an exogenous signal and consider the initial value problem given by
r(0) = r 0 , (2.66) THEOREM 2.9. Suppose that assumptions (A1)-(A5) and assumptions (A10) and (A11) hold. Suppose further that e 0 ∈ V . Then there exists a constant C > 0 such that if e 0 + |r 0 | Q < C, (2.67) then the initial value problem (2.64)-(2.66) has a unique solution (e, r) with e ∈ L 2 (0,
The proof follows from an application of the implicit function theorem (see, for example, [10] ). We let T > 0, and we begin with the definition of the following Banach spaces. Let X = X 1 × X 2 where X 1 = V and X 2 = Q with norm
+ ess sup
, and let
. The subscript L in the above spaces denotes homogeneous boundary conditions at the left endpoint of the interval.
Define the function F :
where for ϕ ∈ V , the operator B(ϕ) ∈ L(Q, V * ) and its Banach space adjoint, B(ϕ) ′ ∈ L(V, Q) are given in (2.36) and (2.37), respectively.
The hypotheses of the theorem clearly imply that F(0, 0) = 0 and that F ∈ C(X × Y, Z); that is, F is a continuous mapping from X × Y into Z. It is not difficult to show that F is continuously differentiable from X × Y into Z. Indeed, we need only to argue that (see [10, Theorem 8.9 
and that the requisite continuity holds. [27] . Galerkin approximation is used to define a sequence of finitedimensional initial value problems which approximate the system (2.71)-(2.73). Of course each of the finite-dimensional systems admits a unique solution y n = (y n 1 , y n 2 ). One then argues that these approximating solutions lie in a bounded subset of Y , that y n → y, weakly in Y , and that y is the unique solution to the initial value problem (2.71)-(2.73) (see also Remark 2.1). The key step in the proof depends upon the estimate for y Y in terms of z Z which we now derive. This estimate, which is given as an a posteriori estimate in (2.78) below, establishes the continuous dependence of y on z as well.
Taking the inner product of (2.71) with y 1 and (2.72) with y 2 and then adding, we obtain 1 2
For any ε > 0, assumption (A4) implies that 1 2
Choosing ε < 2ρ 0 , setting c 0 = 2ρ 0 − ε > 0 and c 1 = 1/ε, integrating (2.74) from 0 to t, and recalling (2.73), we obtain
An application of the generalized Gronwall inequality (see [15] ) yields
(2.75) Equation (2.71) and assumptions (A1), (A3), and (A11) yield the estimate D t y 1 (t) * ≤ z 1 (t) * + α 0 y 1 (t) + α 1 v(t) |y 2 (t)| Q , a.e. t > 0. Consequently there exists a constant c 2 = c 2 ( v L2(0,T ;V ) ) > 0 such that
Similarly, (2.72) yields |D t y 2 (t)| Q ≤ |z 2 (t)| Q + α 1 v(t) y 1 (t) , a.e. t > 0, and therefore that
Combining (2.75), (2.76), and (2.77), we obtain that
where h : R + → R + is continuous and monotone increasing. The following estimates for the dependence on z on y can also be obtained. Once again, (2.71) and assumptions (A1), (A3), and (A11) imply that z 1 (t) * ≤ D t y 1 (t) * + α 0 y 1 (t) + α 1 v(t) |y 2 (t)| Q , a.e. t > 0, and, therefore, that
Also (2.72) yields |z 2 (t)| Q ≤ |D t y 2 (t)| Q + α 1 v(t) y 1 (t) , a.e. t > 0, and, therefore, that
Combining (2.79) and (2.80), we obtain that z Z ≤ h 0 y Y , where h 0 > 0.
It follows from the implicit function theorem that there exists a C > 0 such that if x 0 = (e 0 , r 0 ) ∈ X satisfies (2.67), then there exists a unique y = y(x 0 ) = (y 1 (x 0 ), y 2 (x 0 )) ∈ Y , which is continuously differentiable in x 0 and which satisfies F(x 0 , y) = (F 1 (x 0 , y), F 2 (x 0 , y)) = 0. Setting e = y 1 + e 0 and r = y 2 + r 0 , we obtain the desired result.
Under additional hypotheses a similar approach can be used to obtain a somewhat stronger result providing L ∞ estimates. THEOREM 2.10. Suppose that assumptions (A1)-(A5) and assumption (A10) are satisfied. Suppose further that
Then there exists a constant C > 0 such that if |A 0 e 0 | + |r 0 | Q < C, then the initial value problem (2.64)-(2.66) has a unique solution (e, r) with e ∈ L ∞ (0,
Moreover, e(t) ∈ D 0 , a.e. t > 0, and A 0 e ∈ L 2 (0, T ; H).
Proof. Let D 0 be endowed with the graph norm. Then the proof is completely analogous to the one given above for Theorem 2.9 based upon the implicit function theorem. However, in this case we take the Banach spaces X, Y , and
, respectively. The norms on these spaces are chosen analogously to (2.68), (2.69), and (2.70).
It is worth noting that conditions sufficient to guarantee that hypothesis (iii) in the statement of Theorem 2.10 above holds are given in Theorem 2.2(iv).
Example 2.11. As an example of the kinds of systems to which the theory in this section applies, let Ω ⊂ R n be a bounded domain with Lipschitz boundary. Let H = L 2 (Ω), V = H 1 0 (Ω), and let Q be a closed subspace of H s (Ω)
for some constants
Note that these are not the most general conditions possible to guarantee that assumptions (A1)-(A5) hold for the general class of second-order elliptic plants and reference models.
3. Tracking and parameter error convergence. In this section we argue that the control objective is achieved (i.e., that the tracking error e(t) converges to zero as t → ∞ and that the feedback control f is, in some sense, bounded), and that under an additional richness condition on the reference model, parameter convergence is obtained (i.e., that q(t) → q as t → ∞). We require that our standing assumptions (A1)-(A5) continue to hold, and that the error equations (2.31)-(2.34) admit a unique solution (e, v, r), with e, v ∈ L 2 (0,
LEMMA 3.1. For (e, v, r) the solution to the initial value problem (2.31)-(2.34), the function E : [0, ∞) → R + given by (3.1) is nonincreasing, and we have that (2.33) , and assumption (A4), we obtain
The estimate in (3.3) implies that E is nonincreasing. Integrating this expression from 0 to t, t > 0, we obtain the result given in (3.2). The above lemma yields the following immediate corollary. 
Proof. It follows from (2.10) and (2.12) that if g ∈ L ∞ (0, ∞; H) then v ∈ L ∞ (0, ∞; H). Then, integrating (2.15) from t 1 to t 2 , we obtain
In the theorem that follows, we establish that the desired control objective is achieved. The proof we provide is in the spirit of the argument used to verify Barbȃlat's lemma in [34] . THEOREM 3.4. For (e, v, r) the solution to the initial value problem (2.31)-(2.34) and f the adaptive feedback control law given by (2.22) or (2.23), we have the following results.
If the operator A 0 is symmetric in the sense of (2.14), u 0 , v 0 ∈ V , g ∈ L 2 (0, ∞; H) and satisfies (2.13), and for ϕ ∈ D 0 and q ∈ Q, we have A(q)ϕ ∈ H and |A 1 (q)ϕ| ≤ γ 1 |q| Q |A 0 ϕ|, for some γ 1 > 0 for which γ 1 |r| L∞(0,∞;Q) < 1,
then f ∈ L 2 (0, ∞; H). Proof. Let t 2 ≥ t 1 ≥ 0 and note that assumptions (A1) and (A4), (2.31), and Lemma 3.1 imply that
D t e(t), e(t) dt
A 0 e(t), e(t) dt
A 1 (r(t)){e(t) + v(t)}, e(t) dt 0 . On the other hand, if g ∈ L ∞ (0, ∞; H), then Lemma 3.3 and (3.5) imply that
Now suppose that lim t→∞ |e(t)| = 0. Then there exist ε > 0 and a sequence
If g ∈ L 2 (0, ∞; V * ), then (3.6) and (3.8) imply that for δ > 0 and i = 1, 2, . . ., we have
Recalling (2.2), it then follows that
and therefore that K 2 + κ 0 δ + for which t ij+1 − t ij > δ, j = 1, 2, . . ., we obtain
Similarly, if g ∈ L ∞ (0, ∞; H), then (3.7) and (3.8) imply that for δ > 0 and i = 1, 2, . . ., we have
> 0, we again obtain (3.9). But (3.9) contradicts the fact that Lemma 3.1 implies that
2 dt ≤ ξ0 ρ0 < ∞. Consequently, lim t→∞ |e(t)| 2 = 0, and therefore, lim t→∞ |e(t)| = 0, which establishes (i).
, we note that (2.23), assumptions (A1) and (A3), and (2.30) imply that for a.e. t > 0
The estimate (3.10) together with the fact that g ∈ L 2 (0, ∞; V * ) and u ∈ L 2 (0, ∞; V ) immediately yields (ii).
To establish (iii), we first note that under the present assumptions, Theorem 2.2 implies that v ∈ L ∞ (0, ∞; V ), v(t) ∈ D 0 , a.e. t > 0, and A 0 v ∈ L 2 (0, ∞; H). Also, Corollary 3.2 implies that r ∈ L ∞ (0, ∞; Q). Now, recalling the definition of the norm · 0 on V from section 2, (2.31) with ϕ = A 0 e(t) (recall Remark 2.1) implies that D t e(t), A 0 e(t) + |A 0 e(t)| 2 = A 1 (r(t)){e(t) + v(t)}, A 0 e(t) , a.e. t > 0, and therefore, for any ε > 0, that
a.e. t > 0.
(3.11)
Integrating (3.11) from 0 to t, recalling (2.34), (2.16), and our assumption that γ 1 |r| L∞(0,∞;Q) < 1, and choosing ε > 0 sufficiently small, we find that
for some σ 0 > 0. It follows from (3.12) that e ∈ L ∞ (0, ∞; V ), e(t) ∈ D 0 , a.e. t > 0, and A 0 e ∈ L 2 (0, ∞; H). Consequently, u = e + v ∈ L ∞ (0, ∞; V ), u(t) ∈ D 0 , a.e. t > 0, and A 0 u ∈ L 2 (0, ∞; H). This, together with (3.10) establishes the claim in (a).
To establish the claim in (b), we have the estimate
from which the desired result immediately follows. We note that the condition that γ 1 |r| L∞(0,∞;Q) < 1 can be satisfied with an appropriate choice of the reference model dynamics A 0 , the initial estimate of the unknown parameters q 0 (i.e., that it be sufficiently close to the true parameters q), and the initial state of the reference model v 0 (i.e., that it be sufficiently close to the initial state of the plant u 0 ). The last two sufficient conditions are a consequence of Lemma 3.1.
In addition to meeting the designated control objective, it is also desirable to have an adaptive control scheme provide parameter convergence as well. In order to establish that the scheme we consider here yields convergence of the parameters q(t) to the true parameters q as t → ∞, we require the following additional richness condition on the reference model. DEFINITION 3.5. The reference model (2.8), (2.9) or the triple {A 0 , g, v 0 } consisting of the reference model dynamics operator A 0 , the input reference signal, g, and the initial state of the reference model v 0 , will be said to be persistently exciting, or, sufficiently rich, if there exist positive constants τ 0 , δ 0 , and ε 0 , such that for each p ∈ Q with |p| Q = 1 and t ≥ 0 sufficiently large, there existst ∈ [t, t + τ 0 ] for which
where u is the closed loop state of the plant as given by the system (2.26)-(2.29). THEOREM 3.6. If either g ∈ L 2 (0, ∞; V * ) or g ∈ L ∞ (0, ∞; V ) and v 0 ∈ V , and if the reference model, (2.8), (2.9), is persistently exciting, then lim t→∞ |r(t)| Q = 0.
Proof. If g ∈ L 2 (0, ∞; V * ), then Theorem 3.4 implies that u ∈ L 2 (0, ∞; V ). Corollary 3.2 implies that r ∈ BC([0, ∞); Q), and Lemma 3.1 together with Theorem 3.4 imply that lim t→∞ |r(t)| Q exists. If we assume that lim t→∞ |r(t)| Q = 0, then there exists {t k } ∞ k=1 , an increasing sequence of positive numbers for which lim k→∞ t k = ∞ and
for some δ > 0. If the reference model (2.8), (2.9) is persistently exciting, it then follows from assumption (A1) that for each k = 1, 2, . . . and somet k ∈ [t k , t k + τ 0 ], we have
(3.14)
Letting k → ∞ in (3.14), and using the fact that u ∈ L 2 (0, ∞; V ) implies that
we obtain a contradiction. Now suppose that g ∈ L ∞ (0, ∞; V ) and v 0 ∈ V . We first recall that Theorem 2.2 implies that v ∈ L ∞ (0, ∞; V ). Now, for t 2 > t 1 , (2.31), assumption (A3), and (2.2) imply that
Also, from (2.33), assumption (A1), and Lemma 3.1 it follows that
Once again assume that lim t→∞ |r(t)| Q = 0, and let {t k } ∞ k=1 be an increasing sequence of positive numbers for which lim k→∞ t k = ∞ and for which (3.13) holds for some δ > 0. Assume further that the reference model (2.8), (2.9) is persistently exciting, and for each k = 1, 2, . . ., lett k ∈ [t k , t k + τ 0 ] be such that
Then, using (3.13), (3.15), (3.16), (3.17) , and assumptions (A1) and (A2), we obtain the estimate
Now Lemma 3.1 implies that for any L > 0 lim t→∞ t+L t e(s) 2 ds = 0. Therefore, letting k → ∞ in (3.18), Lemma 3.1 and Theorem 3.4 imply that
which is a contradiction, and the theorem is proved. We note that the persistence of excitation condition defined in Definition 3.5 is, in practice, difficult, if not impossible, to verify. However, this condition is analogous to a similar condition used to establish parameter convergence in an on-line identification scheme developed in [7] . In [9] a careful study and analysis of the persistence of excitation condition was carried out yielding valuable insight into how to recognize (based upon its performance) whether an adaptive scheme such as the one we treat here is either overdamped (i.e., the operator −A 0 is too stable) or underdamped (i.e., the persistence of excitation is insufficient). This information can then be used to tune the scheme (i.e., tune the reference model and reference input signal g) so as to achieve a balance between the tracking error convergence (i.e., lim t→∞ |e(t)| = 0) and parameter convergence (i.e., lim t→∞ |q(t) − q| Q = lim t→∞ |r(t)| Q = 0). We note also that it is possible to establish a weaker parameter convergence result in either the absence of persistence of excitation or the presence of partial persistence of excitation. The result and its proof are analogous to the corresponding notions in the case of a strict identification scheme (see [7] and [9] ).
4. Finite-dimensional approximation. The reference model (2.8), (2.9) and the estimator, or adaptation law for q, (2.24), (2.25) , reside in the memory of a computer. Moreover, they are both, in general, infinite-dimensional evolution equations. Consequently their real-time, or on-line, integration requires some form of finite-dimensional approximation. This results in an approximating closed-loop system. In this section we consider the finite-dimensional approximation of the reference model and the adaptation law and establish well-posedness and convergence results for the resulting approximating closed-loop systems.
For each n = 1, 2, . . ., let H n be a finite-dimensional subspace of H with H n ⊂ V , and let Q n be a finite-dimensional subspace of Q. Let P n : H → H n denote the orthogonal (with respect to the standard inner product on H) projection of H onto H n . We then use a Galerkin approach to approximate (2.8), (2.9) and (2.24), (2.25). For each n = 1, 2, . . ., we consider the approximating reference model
where v n (t), v n 0 ∈ H n , and the approximating adaptation law
where q n (t), q n 0 ∈ Q n . Recalling the definition of the adaptive control law given in (2.22) or (2.23), for each n = 1, 2, . . ., we define an approximating adaptive feedback control law f n by , we obtain what we will refer to as the approximating closed-loop system
We begin by establishing a well-posedness result for the system (4.7)-(4.10). Our approach is similar to the one taken earlier in section 2 when we considered the well-posedness of the closed-loop system (2.26)-(2.29). We assume that assumptions (A1)-(A9) are satisfied, and we first note that the equation for the reference model (4.8) can be solved independently of equations (4.7) and (4.9). The solution v n ∈ C([0, ∞); H) ∩ C 1 ((0, ∞); H) is given by (see, for example, [20] )
{T n 0 (t) : t ≥ 0} is the uniformly exponentially stable analytic semigroup of bounded linear operators on H n generated by the Galerkin approximation, −A n 0 ∈ L(H n , H n ), to the operator −A 0 . That is, for each n = 1, 2, . . ., A n 0 ∈ L(H n , H n ) is the operator defined by A n 0 ϕ n = ψ n , for ϕ n ∈ H n , where ψ n ∈ H n is the unique element in H n satisfying A 0 ϕ n , χ n = ψ n , χ n , χ n ∈ H n , guaranteed to exist by the Riesz representation theorem. Since H n was assumed to be finite dimensional, we have that T n 0 (t) = exp(−A n 0 t) = e −A n 0 t , t ≥ 0. LetX = H × Q be endowed with the inner product (ϕ, q), (ψ, p) X = ϕ, ψ + q, p Q , (ϕ, q), (ψ, p) ∈X, and let | · |X denote the corresponding induced norm. It follows that {X, ·, · X , | · |X } is a Hilbert space. Moreover, as was done in the proof of Theorem 2.4, for the α ∈ (0, 1) in assumption (A6), define the Banach space
for t ≥ 0, (ϕ, q) ∈X α , where for ϕ ∈ V the operators B(ϕ) ∈ L(Q, V * ) and its Banach space adjoint B(ϕ) ′ ∈ L(V, Q) are defined in (2.36) and (2.37), respectively. We note that in the above definition, since ϕ ∈ H α , assumption (A6) implies that the operator B(ϕ) in fact has range in H and that the operator B(ϕ) ′ is well defined on H. Consequently the mappingĜ λ (·, ·; ψ) given by (4.12) above is well defined on [0, ∞) ×X α with range inX.
For λ > 0, define the operatorÂ λ : Dom(Â λ ) ⊂X →X by
The operator −Â λ is the infinitesimal generator of a uniformly exponentially stable analytic semigroup, {T λ (t) : t ≥ 0}, onX, and 0 ∈ ρ(−Â λ ). For n = 1, 2, . . ., let X n = H × Q n , and let P n Q : Q → Q n denote the orthogonal (with respect to the standard inner product on Q, ·, · Q ) projection of Q onto Q n . For n = 1, 2, . . ., λ > 0 and ψ ∈ C([0, ∞); H) define the mappingĜ
for t ≥ 0, (ϕ, q) ∈X α . For n = 1, 2, . . . and t ≥ 0, letx n (t) = (u n (t), q n (t)) and consider the system (4.7), (4.9), and (4.10) written in the form of an initial value problem inX n as
where λ > 0,Ĝ n λ is given by (4.15),Â λ is given by (4.13) and (4.14), v n is given by (4.11), andx n 0 = (u 0 , q n 0 ) ∈X n . In Theorem 4.1 to follow, we establish that the initial value problem (4.16), (4.17) has a unique local strong solution.
THEOREM 4.1. If u 0 ∈ Dom(A α 0 ), then for each n = 1, 2, . . ., there exists a T > 0 and a unique functionx n ∈ C([0, T );X) ∩ C 1 ((0, T );X) satisfying (4.16) and (4.17). Moreover,x n satisfies the integral equation
n be considered as a subspace ofX α , and letÛ n ⊂X n α be the neighborhood ofx n 0 given byÛ n = {x n ∈ X n α : |x n −x n 0 |X α < ε}. Let T > 0 and λ > 0 be fixed. We show that there exists a constantL
The desired result will then follow as in the proof of Theorem 6.3.1 in [33] .
Let 0 ≤ t, s ≤ T , and letΦ
(4.20)
Assumptions (A7) and (A8) imply that
Assumptions (A7) and (A8) imply that 23) where, recalling that the space {H α , | · | α } is densely and continuously embedded in H, κ α is such that |ξ| ≤ κ α |ξ| α , for ξ ∈ H α . Assumptions (A7) and (A8) also imply that
for some positive constants κ 1 and κ 2 , where in the final estimate in (4.24) above, we have applied a regularity result for mild solutions to systems governed by analytic semigroups given in Theorem 4.3.1 in [33] and the fact that v n ∈ C([0, T ]; H) and is therefore H-bounded uniformly on [0, T ].
Combining (4.20)-(4.24) and assumption (A9), we obtain (4.19), and the theorem is proved.
It is also possible to establish a global existence result for the solution to the system (4.16), (4.17) . However, to do this we require the following additional assumption.
(A12) The operator A 1 (q) : V → V * is monotone in the sense that
We note that assumption (A12) is not excessively restrictive in that monotonicity can be demonstrated for relatively large classes of nonlinear operators. It corresponds physically to some form of energy dissipation in the plant. In particular, we note that the operator A 1 (q) appearing in the example presented in section 2.1 satisfies assumption (A12) (see (2.61)). THEOREM 4.2. Suppose that assumptions (A1)-(A9) and (A12) hold and that u 0 ∈ Dom(A α 0 ). Then for each n = 1, 2, . . ., the initial value problem (4.16), (4.17) has a unique solutionx n = (u n , q n ) which exists for all t ≥ 0. Proof. As in the proof of Theorem 2.6, we show that for each n = 1, 2, . . ., the local solutionx n to the initial value problem (4.16), (4.17) shown to exist in Theorem 4.1 can be continued by arguing that |x
We begin by determining a bound for |q n (t)| Q as t ↑ T . From (4.7) and (4.9) and assumptions (A1), (A2), (A4), and (A12), for t ∈ (0, T ), and θ the zero vector in V , we obtain the estimate
for some µ 1 , µ n 2 > 0. Integrating both sides of the estimate in (4.26) from 0 to t, we find that for 0 ≤ t < T ,
Applying the generalized Gronwall inequality (see, for example, [15] ) to (4.27) above, we obtain
where for each n = 1, 2, . . ., ζ n is the monotone increasing function on [0, T ] given by
Now for t ∈ [0, T ), from (4.18) we obtain
It follows from (4.29) and assumptions (A4) and (A7) that for t ∈ [0, T ) we have
−2 (t−s) |g(s)|ds
for some positive constant M α (see [33] ). Assumption (A9) and (4.28) then imply that
for 0 ≤ t < T . An application of Lemma 5.6.7 in [33] to the estimate given in (4.30) above then yields the existence of a constant λ n T > 0 for which
Combining estimates (4.28) and (4.31), we obtain the desired result, and the theorem is proved.
Before we present our convergence result, we discuss some computational considerations and, in particular, the matrix representations for the finite-dimensional That is, for each t ≥ 0, letṽ n (t) ∈ R k n andq n (t) ∈ R ℓ n be, respectively, the vector representations for v n (t) ∈ H n and q n ∈ Q n with respect to the bases {ϕ
The matrix form of the approximating reference model (4.1), (4.2) then becomes
is a basis for H n , the matrix M n is nonsingular. For u(t) ∈ V , the output of the plant, (2.4), (2.5), or (2.6), (2.7), at time t ≥ 0, the matrix form of the approximating adaptation law (4.3), (4.4) is given by
. . , ℓ n , j = 1, 2, . . . , k n , respectively, and the ℓ n -vectorq (4.36) , for u(t) ∈ V , the output of the plant, (2.4), (2.5), or (2.6), (2.7), at time t ≥ 0, the k n + ℓ n -dimensional linear system
must be integrated to determine the state of the approximating reference model, v n (t), and the approximating parameter estimator, q n (t), at time t > 0. The estimate for the parameters is given by (4.32) , and the control input is given by
We are now ready to turn to our convergence result. We require the following rather standard assumptions on the approximation properties of the finite-dimensional subspaces H n and Q n .
(A13) The subspace H n is such that for each n = 1, 2, . . . there exists a mapping π n ∈ L(V, V ) for which π n ϕ ∈ H n , ϕ ∈ V , and lim n→∞ π n ϕ − ϕ = 0, ϕ ∈ V . (A14) The subspace Q n is such that lim n→∞ |P n Q q − q| Q = 0, q ∈ Q. We note that assumption (A13) together with the dense and continuous embedding of V in H is sufficient to conclude that lim n→∞ |P n ϕ − ϕ| = 0, ϕ ∈ H. We note further that in many cases it is possible to choose π n = P n . Indeed, this is in fact the case for polynomial spline-based subspaces. Assumption (A13) can then be verified using the estimates found in, for example, [36] .
The following theorem concerning the convergence of the approximating semigroups {T n 0 (t) : t ≥ 0} to the semigroup {T 0 (t) : t ≥ 0} is established in [3] using the well-known Trotter-Kato theorem (see, for example, [20] and [33] ). THEOREM 4.3. Under assumptions (A3), (A4), and (A13), for each T > 0 we have the following results.
(i) There exists a constant M 0 > 0, independent of n, for which
Once (i) has been established, the essence of the proof of (ii)-(iv) is demonstrating resolvent convergence in V . Let λ > 0 and ϕ ∈ V , and set ψ = (λI + A 0 ) −1 ϕ and
Assumption (A13) implies that the first term on the right-hand side of the estimate in (4.37) tends to zero as n → ∞. With regard to the second term, using assumptions (A3) and (A4) we obtain, for any ε > 0,
Choosing ε > 0 sufficiently small, we find that
for some constants ν 1 , ν 2 > 0. Invoking assumption (A13) and recalling (4.37), we obtain
We will require the following corollary to Theorem 4.3 above. (
Proof. From (2.12) and (4.11) for t ∈ [0, T ], we obtain
Statement (iii) of Theorem 4.3 implies that the first term on the right-hand side of the above expression tends to zero as n → ∞. Statement (iv) of Theorem 4.3 implies that the term under the integral sign tends to zero for almost every s ∈ [0, T ]. Moreover, Lemma 3.6.2 in [39] implies that
where the constant C > 0 is independent of n. That the constant C is independent of n follows from the fact that the operators A n 0 are defined via Galerkin approximation and, consequently, the estimates given in Lemma 3.6.1 in [39] for the resolvent of −A 0 continue to hold for the resolvent of −A n 0 with all constants independent of n (see also [4] ). An application of the Lebesgue dominated convergence theorem then yields (i).
Statement (ii) is established analogously. Indeed, for t ∈ [0, T ], (4.11) yields
where κ π > 0 is the uniform bound on the operators π n ∈ L(V, V ), n = 1, 2, . . ., guaranteed to exist by assumption (A13) and the uniform boundedness principle. This proves the theorem.
Using Corollary 4.4, the next corollary follows immediately by inspection. The implication of Corollary 4.5 is that for T > 0 fixed, |u n (t)| α and |q n (t)| Q are bounded uniformly in n and t for t ∈ [0, T ], where for each n = 1, 2, . . . u n and q n satisfy (4.7)-(4.10). That is there exist constants κ T > 0 and λ T > 0, independent of n for which (4.38) where for each n = 1, 2, . . .x n , is the solution to the initial value problem (4.16), (4.17) . , ϕ ∈ V , is equivalent to the standard norm, · , on V . Then, for ϕ ∈ Dom(A α 0 ), Corollary 2.6.11 in [33] implies that 
for some γ 2 > 0, where α ∈ (0, 1) is as in assumption (A6), then we have
in V * uniformly in t, for t ∈ [0, T ], and therefore lim n→∞ f n = f in L 2 (0, T ; V * ), for each T > 0, where for each n = 1, 2, . . ., f n is given by (4.5) or (4.6), and f is given by (2.22) or (2.23). Before we prove Theorem 4.7, we note that (4.39) implies that
Moreover, (4.39) together with Lemma 4.6 also imply that
Proof of Theorem 4.7. For each t ≥ 0, letx(t) = (u(t), q(t)), where u and q satisfy (2.26)-(2.29). Then for each λ > 0,x satisfieŝ
Recalling (2.54), (4.38) , (4.39) , and (4.40), we obtain lim n→∞ f n (t) − f (t) * = 0, uniformly in t for t ∈ [0, T ], and the theorem is proved.
Examples and numerical results.
In this section we describe and discuss four different examples which illustrate the application of the general theory developed in the previous sections. We consider the example involving a first-order hyperbolic plant and a diffusion equation reference model discussed in section 2.1, an example involving the identification of a spatially varying thermal conductivity in a heat equation plant, an example involving the identification of a damped wave equation (a parabolic regularized hyperbolic system; see [27] ), and an example in which we identify the nonlinearity in a quasi-linear heat equation. All of the computations to be described below were carried out via codes written in Fortran and run on either a Sun SPARCstation 10 in the Department of Mathematics at the University of Southern California or an IBM RISCSystem 6000 at the Center for Research in Scientific Computation at North Carolina State University. The closed-loop system (2.26)-(2.29) was discretized using a spline-based Galerkin scheme. The resulting finite-dimensional system of nonlinear ordinary differential equations was integrated using either the stiff ordinary differential equation solver from the NAG Library, routine D02NBF (at USC), or a fourth-order Runge-Kutta scheme (at NCSU). All required integrals were computed numerically via a composite two-point Gauss-Legendre quadrature rule.
We note that the plants and reference models in all of the examples to follow satisfy our basic assumptions (A1)-(A5). In Example 5.1, assumptions (A6)-(A9), which are required by the analytic semigroup approach to well-posedness presented in section 2.1, are satisfied as well. In Examples 5.2 and 5.3, assumptions (A10) and (A11), which are required by the implicit function theorem based well-posedness theory in section 2.2, are also satisfied. As we pointed out earlier, the theory in section 2.2 can probably be extended so as to be applicable to the nonlinear plant treated in Example 5.4 as well. The basic assumptions required for the finite-dimensional approximation and convergence theory discussed in section 4, assumptions (A12)-(A14), are satisfied in all four of the examples below.
Regarding the regularity assumptions on the input reference signal g (e.g., g ∈ L 2 (0, ∞; V * ), etc.), the symmetry of the reference model operator A 0 , and the persistence of excitation condition, all of which form the core of the hypotheses for our stability and convergence results in sections 2 and 3, we do not explicitly address these hypotheses in the context of the particular examples presented below. There are a number of reasons for this. First, our computational results are necessarily on a finite time interval, while our stability and convergence results are asymptotic results as t → ∞. Consequently, the reconciling of our theoretical and numerical results is, in some sense, ill posed. More precisely, if g ∈ L 2 (0, T ; V * ) for some T ∈ (0, ∞), then g can be extended to a function in L 2 (0, ∞; V * ) by simply defining it to be identically zero on (T, ∞). Second, with regard to the persistence of excitation condition, for most systems this condition is difficult, if not impossible, to verify. However, indication of the presence or absence of persistence of excitation and the degree thereof is immediately evident from the parameter estimator trajectories (see [9] ). These observations can then be used to tune the scheme, either manually or autonomously, to obtain parameter convergence and optimal performance. In fact, we did just that in carrying out the computations in the examples below. And, finally, and most significantly, we point out that as is the case with virtually all theoretical and analytical studies of the type we have presented here, the assumptions we make are the ones minimally required to allow us to establish our stability and convergence results. Whether or not the examples we present satisfy these assumptions is essentially irrelevant. Indeed, the fact that in these cases the scheme performs satisfactorily illustrates that our results are robust and that our approach appears to be applicable to a far broader class of problems than those that satisfy the hypotheses of our theorems.
Example 5.1. We consider Example 2.8 discussed in section 2.1. In particular, we use this example to illustrate the approximation results obtained in section 4. Recall from section 2.1 that
The inner product on Q was chosen to be q, p Q = ω q · p for q, p ∈ R 1 . The weighting factor ω > 0 serves as an adaptive gain which can be used to tune the estimator. The plant is given by
where
where a 0 > 0, v 0 ∈ L 2 (0, 1), and t → g(t, ·) ∈ L 2 (0, T ; V * ) for each T > 0. We approximate using linear B-splines. For n = 1, 2, . . ., let {ϕ 
Since Q is finite dimensional, we simply set Q n = Q = R 1 , n = 1, 2, . . .. For each n = 1, 2, . . . , let P n denote the orthogonal projection of H onto H n and setting π n = P n , standard approximation results for spline functions (see [36] ) can be used to establish that assumption (A13) is satisfied. Thus the conclusions of Theorem 4.7 hold.
We set q = 1.0, a 0 = .1, ω = .02, and q 0 = 0.0. We also set u 0 (x) = 0.0, v 0 (x) = sin( π 2 x), 0 ≤ x ≤ 1, and g(t, x) = 5 sin π 2 t χ [.215,.315] (x), 0 < x < 1, t > 0. We simulated the plant using a 64 linear spline based Galerkin scheme and approximated the reference model in H n with n = 8, 16, and 32. In Figure 5 .1a we have plotted the parameter estimator trajectories, q n (t), along with the trajectory of the infinite-dimensional estimator (i.e., n = 64), q(t), for 0 ≤ t ≤ 100. In Figure 5 .1b we plot the L 2 norms of the corresponding state tracking errors, |e n (t)| = |u(t)−v n (t)|, for 0 ≤ t ≤ 100. It is clear from the figures that the scheme performed well for n as small as 8. We note that the scheme even performed reasonably well for n = 4, although we have not plotted these results here.
Example 5.2. In this example we consider the control of the one-dimensional heat or diffusion equation
together with the Dirichlet boundary conditions u(t, 0) = 0 = u(t, 1), t > 0. We take the reference model to be given by
where a 0 > 0, v 0 ∈ L 2 (0, 1), and t → g(t, ·) ∈ L 2 (0, T ; V * ) for each T > 0. In this case we have H = L 2 (0, 1) and V = H 1 0 (0, 1), each endowed with its usual inner product and corresponding induced norm. We setV * = V * , and we let Q = H 1 (0, 1) and take it to be endowed with the weighted inner product
where the weights ω 1 and ω 2 , assumed to be positive, serve as adaptive gains or tuning parameters. For q ∈ Q, the operator
It is easily verified that assumptions (A1)-(A5) are satisfied and that the theory in section 2.2 applies.
To simulate the closed-loop system, we discretized equations (2.26)-(2.29) using a linear spline based Galerkin scheme. We approximated the plant and reference model state space H by H n = span {ϕ is again given by (5.1) with n replaced by m. Note that dim H n = n−1 and dim Q m = m+1. Consequently, the dimension of the approximating estimator is n − 1 + m + 1 = n + m.
We set a 0 = 0.1,
, and v 0 (x) = −0.1 sin(πx) for 0 ≤ x ≤ 1. We chose the input reference signal g to be given by
The results of our numerical study with n = 24 and m = 16 are displayed in Figures  5.2a and 5 .2b. In Figure 5 .2a we have plotted q 0 , q, and the estimate for q, q(t), at t = 25. In Figure 5 .2b we have plotted the L 2 norm of the state tracking error |e(t)| = |u(t) − v(t)| for 0 ≤ t ≤ 50. It is clear that the control objective has been met and that an excellent estimate for q has been obtained. 0 }, then the norm induced by this inner product is equivalent to the standard norm on H. The inner product on H is chosen in this way so that assumption (A4) will be satisfied by the operator A 0 to be defined below. We note that this choice of an inner product affects the form of the estimator equation (2.24) . Thus, in practice, γ serves as an additional tuning parameter or adaptive gain.
We let Q = R 2 with the weighted inner product given by q, p = q T Ωp, q, p ∈ R 2 , where Ω is the 2 × 2 matrix given by Ω = diag(ω 1 , ω 2 ), with ω 1 , ω 2 > 0.
For q = (q 1 , q 2 ) T ∈ Q, we define the operator A(q) ∈ L(V, V ) by A(q) = A 1 (q) + A 2 , where A 1 (q)ϕ, ψ = q 2 Dϕ 2 , Dψ 2 + q 1 Dϕ 1 , Dψ 2 , ϕ = (ϕ 1 , ϕ 2 ), ψ = (ψ 1 , ψ 2 ) ∈ V , and A 2 ϕ, ψ = −a 0 Dϕ 2 , Dψ 1 , ϕ = (ϕ 1 , ϕ 2 ), ψ = (ψ 1 , ψ 2 ) ∈ V . We take the operator A 0 ∈ L(V, V * ) to be given by A 0 = A(q * ), where q * = (a 0 , b 0 ) ∈ Q. We set f = (0, f 1 ), g = (0, g 1 ), u 0 = (u 01 , u 02 ), and v = (v 01 , v 02 ). Thus we have rewritten the plant (5.6)-(5.8) in the form (2.6), (2.7) and the reference model (5.9)-(5.11) in the form (2.8), (2.9) with u = (u 1 , D t u 1 ) and v = (v 1 , D t v 1 ). It can be verified that assumptions (A1)-(A5) are satisfied withV * = {(0, ϕ) : ϕ ∈ H −1 (0, 1)} ⊂ V * = H 1 0 (0, 1) × H −1 (0, 1). To simulate the closed-loop system, we again approximate using the linear spline basis given in (5.1) and a Galerkin scheme. We set H We chose the adaptive gains to be ω 1 = ω 2 = 1600/3 and γ = 100 + 1/b 0 = 457.15. We then simulated the closed-loop system with n = 16. In Figure 5 .3 we have plotted the estimate for q 1 q 1 (t), and the estimate for q 2 , q 2 (t), for t ∈ [0, 20]. In Figure 5 .4 we have plotted the V 1 norm of the displacement tracking error e(t) 1 = u 1 (t)−v 1 (t) 1 and the H 1 norm of the velocity tracking error |D t e(t)| 1 = |D t u 1 (t) − D t v 1 (t)| 1 for t ∈ [0, 100]. We assume that M ∈ [0, ∞), u 0 ∈ L 2 (0, 1), and f (t, · ) ∈ L 2 (0, 1) for t ≥ 0. We assume that the nonlinearity q is unknown and is to be identified as the system (5.12)-(5.13) is being adaptively controlled. Once again, we take the reference model to be given by (5.2)-(5.4).
We let H = L 2 (0, 1) be endowed with the standard inner product, we let V = H The operator A 0 ∈ L(V, V * ) is once again given by (5.5). We setV * = V * = H −1 (0, 1). It is not difficult to verify that assumptions (A1)-(A5) are satisfied.
To simulate the closed-loop system, we again approximate the plant and reference model state space H and the parameter space Q using linear B-spline functions. We approximate H by H n = span{ϕ and q 0 (θ) = 1, 0 < θ < ∞. We simulated the closed-loop system over the time interval [0, 20] using n = 32 and m = 24. In Figure 5 .5a we have plotted our final (i.e., at time t = 20) estimate for q, and in Figure 5 .5b we have plotted the H-norm of the tracking error, |e(t)| = |u(t) − v(t)|, for t ∈ [0, 20]. We note that convergence of the parameter estimates actually occurred at about t = 5. Our estimate for q in this example is not quite as good as the estimate obtained in Example 5.2. However, both the nonlinearity and the infinite domain of q (and therefore the need for an additional degree of approximation in the form of truncation) contribute to making this example a far more significant challenge for our scheme than the linear example discussed in Example 5.2.
