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Abstract
We introduce and study quasi-elliptic cohomology, a theory related to Tate K-theory but
built over the ring Z[q±]. In Chapter 2 we build an orbifold version of the theory, inspired
by Devoto’s equivariant Tate K-theory [19]. In Chapter 3 we construct power operation in
the orbifold theory, and prove a version of Strickland’s theorem on symmetric equivariant
cohomology modulo transfer ideals. In Chapter 4 we construct representing spectra but
show that they cannot assemble into a global spectrum in the usual sense. In Chapter 6 we
construct a new global homotopy theory containing the classical theory. In Chapter 7 we
show quasi-elliptic cohomology is a global theory in the new category.
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Chapter 1
Introduction
An elliptic cohomology theory is a generalized cohomology theory corresponding to an el-
liptic curve. It’s an old idea of Witten, as shown in [37], that the elliptic cohomology of a
space X is related to the T−equivariant K-theory of the free loop space LX = C∞(S1, X),
with the circle T acting on LX by rotating loops.
It’s surprisingly difficult to make this precise. One reason is that, in application, one
needs to consider the case that a group G acts on X. In this case the loop space LX has
rich structures as an orbifold. In this paper I will investigate the relation between Tate
K-theory and the loop space, which leads me to a new theory, quasi-elliptic cohomology.
Before that, let’s recall what Tate K-theory is. A complex elliptic curve is determined
up to isomorphism by its j−invariant, which is a complex number. As a result, the moduli
space of elliptic curves is isomorphic to C, which can be compactified by adjoining an ∞
point. Correspondingly, the theory of elliptic cohomology can be extended to a formal
neighborhood of j = ∞ by adding a nodal singularity, which gives a generalized elliptic
curve, i.e. the Tate curve. It is a curve over Z[q] which models the complex situation
near ∞, with q = 0 corresponding to ∞. It is an elliptic curve over Z((q)). There is an
elliptic cohomology theory associated to the Tate curve. Since the formal group of the Tate
curve is the formal multiplicative group, it is a form of K-theory, called the Tate K-theory.
Grojnowski constructed a complex equivariant theory, based the idea in [27] and [29].
The definition of G−equivariant Tate K-theory for finite groups G is modelled on the
loop space of a global quotient orbifold, which is formulated in [19]. Devoto’s work also
shows the relation between this theory and the level structure on the Tate curve.
The main subject I’m working on is the quasi-elliptic cohomology QEll∗,
QEll∗G(X) :=
∏
σ∈Gtorsconj
K∗Λ(σ)(X
σ) =
( ∏
σ∈Gtors
K∗Λ(σ)(X
σ)
)G
(1.1)
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which can be constructed from equivariant K-theories. The definition (1.1) is fully explained
in Section 2.4.2.
The idea of quasi-elliptic cohomology is first motivated by Nora Ganter. Instead of
a theory over Z((q)), we consider a theory over Z[q±]. It is not an elliptic cohomology,
but from it we can formulate the Tate K-theory. One advantage of it is we can consider
G−equivariant cohomology theories not only for finite G but also for all the compact Lie
groups. Moreover, this new theory can be interpreted in a neat form by equivariant K-
theories, which makes many constructions and computations easier and more natural than
those on the Tate K-theories. Some formulations can be generalized to other equivariant
cohomology theories.
The elliptic cohomology of orbifolds involves a rich interaction between the orbifold
structure and the elliptic curve. Ganter [25] explores this interaction in the case of the
Tate curve, describing K∗Tate for an orbifold X in term of the equivariant K-theory and
the groupoid structure of X. In Section 2.4.2 we introduce the construction of QEll∗ for
quotient orbifolds. In Section 3.33 we establish QEll∗ for general orbifolds in a way similar
to Ganter’s.
There are more relations between quasi-elliptic cohomology and Tate K-theory. Ganter
define equivariant power operations in Tate K-theory in her thesis [23], which is elliptic in the
sense of [2]. In Chapter 3, we study power operation in orbifold quasi-elliptic cohomology.
We begin with the case of a global quotient orbifold, where we exhibit rich interaction
between the power operations and loop spaces of symmetric power of orbifolds. On the loop
spaces of symmetric powers of orbifolds we construct equivariant power operations for quasi-
elliptic cohomology in Section 3.2 in the sense of [14] VIII. 1.1, as shown in Theorem 3.2.1.
Moreover, Ganter spelled out the axioms for orbifold theories with power operations in [25],
and constructed the power operation of orbifold Tate K-theory in the same paper. These
power operation are closely related to the level structure and isogenies of the Tate curve, and
they are consistent with the power operation on KTate in the sense of [2]. In Section 3.4 we
construct a family of power operations for the orbifold quasi-elliptic cohomology satisfying
Ganter’s axioms. With the families of Ganter’s power operations, in Section 3.5.2 we prove
that the Tate K-theory of symmetric groups modulo a certain transfer ideal classifies finite
subgroups of the Tate curve, which is analogous to the principal result in Strickland [60].
With the equivariant power operations we formulate in Section 3.2, we prove the parallel
conclusion for quasi-elliptic cohomology.
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Goerss, Hopkins and Miller have proved that the moduli stack of elliptic curves can be
covered by E∞ elliptic spectra. It is not known whether this result can be extended to
global elliptic cohomology theories and global ring spectra. In Chapter 4 we construct an
orthogonal G−spectrum for each compact Lie group G which weakly represents quasi-elliptic
cohomology. However, we show that it cannot arise from an orthogonal spectrum. Instead,
in Chapter 6 we construct a new global homotopy theory and in Chapter 7 we show there
is a global orthogonal spectrum in this new global homotopy theory that weakly represents
orthogonal quasi-elliptic cohomology.
Let X be a G−space. Let KUG,n denote the space representing the n−th G−equivariant
K−theory. Recall
QEll∗G(X) =
∏
σ∈Gtorsconj
K∗ΛG(σ)(X
σ).
For each compact Lie group G and each integer n, we construct a space QEllG,n representing
QEllnG(−) in the sense of (4.1).
π0(QEllG,n) = QEll
n
G(S
0), for each k. (1.2)
First we construct in Theorem 4.3.7 a homotopical right adjoint Rg for the functor X 7→ X
g
from the category of G-spaces to the category of ΛG(g)-spaces. Then we get
∏
g∈Gtorsconj
MapΛG(g)(X
g,KUΛG(g),n)
is weakly equivalent to
MapG(X,
∏
g∈Gtorsconj
Rg(KUΛG(g),n)),
as stated in Theorem 4.3.8.
So QEllG,n :=
∏
g∈Gtorsconj
Rg(KUΛG(g),n) is one choice of the classifying space we want.
Based on the construction of QEllG,n, we construct for each faithful G−representation
V a space E(G,V ) that weakly represents QEllVG(−) in the sense of (4.2),
πk(E(G,V )) = QEll
V
G(S
k), for each k. (1.3)
We also construct the structure maps making E an orthogonal G−spectra and an IG−FSP.
Moreover, we construct the restriction maps E(G,V ) −→ E(H,V ) for each group ho-
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momorphism H −→ G. This map is not a homeomorphism, but an H−weak equivalence.
The orthogonal G−spectra E(G,−) cannot arise from an orthogonal spectrum. This
fact motivates us to construct a new global homotopy theory.
We construct a new global homotopy theory in Chapter 6. An orthogonal space is a
continuous functor from the category L of inner product real spaces to the category of
topological spaces. We enlarge the category L by adding restriction maps to it, which are
identity morphisms on the underlying vector spaces in L, and form a category D. Instead of
orthogonal spaces, we study the subcategory D0 of it corresponding to finite groups and the
category D0T of D0−spaces. There is a fully faithful functor from the category of Σ−spaces
to the category of D0−spaces where Σ is the category of finite sets and injective maps. In
other words, D0T contains all the information of LT .
We establish several model structures on D0T . As a category of diagram spaces, it’s
equipped the level model structure, as shown in [42]. Moreover, D0 is a generalized Reedy
category in the sense of [10]. Thus, there is a Reedy model structure on D0T , as shown in
Section 6.4.
It’s conjectured that there is a model structure on D0T Quillen equivalent to the global
model structure on the category of orthogonal spaces constructed in [56]. We construct a
global model structure on D0T in Section 6.5. In Section 6.6 we show this model structure
on a full subcategory Dw0 T of D0T is Quillen equivalent to the global model structure on
the orthogonal spaces.
In Chapter 7 we construct a global spectrum representing Quasi-elliptic cohomology in
the sense developed in Chapter 6. Based on the orthogonalG−spectrum (E(G,V ), ηE(G,V ), µE(G,V ))
constructed in Section 4.5, we show the construction of the Real version ER and the real
version EO in Section 7.1. They weakly represent the Real and real quasi-elliptic cohomol-
ogy respectively. We show ER is a unitary DC−space and, in Section 7.2, a DC−FSP over
S. Similarly one can show that E and EO are both D0−spaces and D0−FSP over S.
4
Chapter 2
Quasi-elliptic Cohomology
Quasi-elliptic cohomology is modelled on the orbifold K-theory of the constant loops in the
free loop space. So to understand QEll∗G(X), it is essential to understand the orbifold loop
space.
Let G be a compact Lie group and X be a G−space. Let X//G denote the translation
groupoid. In Example 2.1.5 I discuss the Lie groupoid Loop1(X//G) consisting of bibundles
from S1//∗ to X//G, and introduce two other models Loop2(X//G) and Loop3(X//G).
Other than the G−action on it, we also consider the rotation by the circle group on the
objects and form the Lie groupoids Loopext1 (X//G) and Loop
ext
3 (X//G). The automorphism
group on each object may not be a compact Lie group. To avoid these cases it is convenient
to restrict to those objects γ : R −→ X with γ(t + 1) = γ(t)g when g is a torsion element
of G and, instead of the whole automorphism group, we consider a subgroup of it. The
resulting groupoid is
L(X//G) :=
∐
g∈Gtorsconj
LgX//ΛG(g).
Each component LgX = MapZ/lZ(R/lZ, X) is equipped with an evident CG(g)−action. And
there is a G−action on the whole space L(X//G). In addition, the circle group T acts on
R/lZ by rotation, and so in principle on the orbifold LgX.
We write Λ(X//G) as the full subgroupoid of L(X//G) consisting of the constant loops.
The quasi-elliptic cohomology QEll∗G(X) is an explicit form of
K∗orb(Λ(X//G)).
In order to unravel the relevant notations in the construction of QEll∗G(X), we study the
orbifold loop space with its T−action in Section 2.1.2 and Section 2.1.3.
Quasi-elliptic cohomology is closely related to equivariant Tate K-theory, which is defined
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from the orbifold K-theory of the full subgroupoid of
∐
g∈Gtorsconj
LgX//CG(g)
consisting of the constant loops. The relation between the two cohomology theories is
QEll∗G(X)
∼= K∗Tate(X//G)⊗Z[q±] Z((q)). (2.1)
Moreover, there is a nice interpretation of the groupoid Λ(X//G) in terms of the groupoid
GhLoop(X//G) of ghost loops. I introduce it in Section 2.1.3. The main reference for the
ghost loops in this paper is [52].
In Section 2.1.1 I introduce basic notions on Lie groupoids and bibundle, and discuss an
example Loop1(X//G) := Bibun(S
1//∗, X//G) relevant to the construction of quasi-elliptic
cohomology. The references are [47] and [54]. In Section 2.1.2 I interpret the Lie groupoids
Loop1(X//G) and introduce the groupoid of main interest, L(X//G). In Section 2.1.3 I
show quasi-elliptic cohomology can be interpreted by ghost loops constructed by Rezk in his
unpublished manuscript [52]. The action of ghost loop groups is defined by the extension
of the action of appropriate gauge groups. In Section 2.2 we recall the basics of equivariant
K-theory and in Section 2.3 I briefly introduce the orbifold K-theory. In Section 2.4.1 I
show the representation ring of ΛG(g) and the relevant groups. In Section 2.4.2 I introduce
the construction of quasi-elliptic cohomology in term of orbifold K-theory first and then
equivariant K-theory. I showed some properties of the theory in Section 2.4.3.
The readers may refer [3] and [47] for a reference on groupoids and orbifolds.
2.1 Loop space
2.1.1 Bibundles
Definition 2.1.1 (Lie groupoids). A Lie groupoid G is a groupoid object, G = (G1 ⇒ G0),
in the category of smooth manifolds in which the source map and the target map s, t : G1 −→
G0 are surjective submersions (so that the domain G1
s
×
t
G1 of the composition m is a
smooth manifold).
Functors and natural transformations are defined as functors and natural transforma-
tions inside the category of smooth manifolds. Especially, a homormophism is a smooth
6
functor.
Example 2.1.2 (Translation Groupoids). Let X//G denote the translation groupoid
with as objects the points x ∈ X, and as arrows α : x −→ y those α ∈ G for which α ·x = y.
It is a topological groupoid. In the case when X is a manifold, G is a Lie group acting on
it smoothly, X//G is a Lie groupoid.
When the group G is trivial, any smooth manifold X can be viewed as a Lie groupoid
with only identity morphisms.
For any manifold X, let ManX denote the category of manifolds over X, that is, the
category whose objects are manifolds Y equipped with a smooth map Y −→ X, and whose
morphisms are smooth maps Y −→ Y ′ making the following triangle commute.
Y //
²²
Y ′
~~}}
}}
}}
}}
X
Definition 2.1.3. Let G and H be Lie groupoids. A (left principal) bibundle from H to G
is a smooth manifold P together with
1. A map τ : P −→ G0, and a surjective submersion σ : P −→ H0.
2. Action maps in ManG0×H0
G1
s
×
τ
P −→ P
P
σ
×
t
H1 −→ P
which we denote on elements as (g, p) 7→ g · p and (p, h) 7→ p · h, such that
1. g1 · (g2 · p) = (g1g2) · p for all (g1, g2, p) ∈ G1
s
×
t
G1
s
×
τ
P ;
2. (p · h1) · h2 = p · (h1h2) for all (p, h1, h2) ∈ P
σ
×
t
H1
s
×
t
H1;
3. p · uH(σ(p)) = p and uG(τ(p)) · p = p for all p ∈ P .
4. g · (p · h) = (g · p) · h for all (g, p, h) ∈ G1
s
×
τ
P
σ
×
t
H1.
5. The map
G1
s
×
τ
P −→ P
σ
×
σ
P
(g, p) 7→ (g · p, p)
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is an isomorphism.
Definition 2.1.4. A bibundle map is a map P −→ P ′ over H0 ×G0 which commutes with
the G− and H−actions, i.e. the following diagrams commute.
G1
s
×
τ
P −−−−→ Py y
G1
s
×
τ
P ′ −−−−→ P ′
P
σ
×
t
H1 −−−−→ Py y
P ′
σ
×
t
H1 −−−−→ P ′
For each pair of Lie groupoids H and G, we have a category Bibun(H,G) with as objects
bibundles from H to G and as morphisms the bundle maps. The category of smooth functors
from H to G is a subcategory of Bibun(H,G).
Example 2.1.5 (Loop1(X//G)). Let G be a Lie group acting smoothly on a manifold
X. Consider the translation groupoids X//G and S1//∗ with trivial morphisms. Let’s use
Loop1(X//G) to denote the category Bibun(S
1//∗, X//G). By Definition 2.1.3, the objects
are the diagrams
P := {S1
π
←−−−− P
f
−−−−→ X}
where P
π
−→ S1 is a principal G−bundle over S1 and f : P −→ X is a G−equivariant map.
I use the same symbol P to denote both the object and the smooth manifold when there is
no confusion. A morphism P −→ P ′ is a G−bundle map α : P −→ P ′ making the diagram
below commutes.
S1 P
πoo
α
²²
f // X
P ′
π′
``AAAAAAAA f ′
>>}}}}}}}}
Thus, the morphisms in Loop1(X//G) from P to P
′ are the bundle isomorphisms. Loop1(X//G)
is a Lie groupoid.
In particular, Loop1(∗//G) is the category with principal G−bundles over S
1 as objects
and bundle isomorphisms as morphisms.
2.1.2 Orbifold Loop Space
Before introducing the ghost loops in Section 2.1.3, let’s recall the orbifold loop group and
loop group.
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For any space X, we have the free loop space of X
LX := C∞(S1, X). (2.2)
It comes with an evident action by the circle group T = R/Z defined by rotating the circle
t · γ := (s 7→ γ(s+ t)), t ∈ S1, γ ∈ LX. (2.3)
Let G be a compact Lie group. Now let’s suppose X is a right G-space. The free loop
space LX is equipped with an action by the loop group LG
δ · γ := (s 7→ δ(s) · γ(s)), for any s ∈ S1, δ ∈ LX, γ ∈ LG. (2.4)
Combining the action by group of automorphisms Aut(S1) on the circle and the action
by LG, we get an action by the extended loop group ΛG on LX. ΛG := LG ⋊ T is a
subgroup of
LG⋊Aut(S1), (γ, φ) · (γ′, φ′) := (s 7→ γ(s)γ′(φ−1(s)), φ ◦ φ′) (2.5)
with T identified with the group of rotations on S1. ΛG acts on LX by
δ · (γ, φ) := (t 7→ δ(φ(t)) · γ(φ(t))), for any (γ, φ) ∈ ΛG, and δ ∈ LX. (2.6)
It’s straightforward to check (2.6) is a well-defined group action.
Let Gtors denote the set of torsion elements in G. Let k ≥ 0 be an integer. Let g ∈ Gtors
and l denote the order of g. Let LkgG be the twisted loop group
{γ : R −→ G|γ(s+ k) = g−1γ(s)g}. (2.7)
The multiplication of it is defined by
(δ · δ′)(t) = δ(t)δ′(t), for any δ, δ′ ∈ LkgG, and t ∈ R. (2.8)
The identity element e is the constant map sending all the real numbers to the identity
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element of G. Similar to ΛG, we can define LkgG⋊ T whose multiplication is define by
(γ, t) · (γ′, t′) := (s 7→ γ(s)γ′(s+ t), t+ t′). (2.9)
The set of constant maps R −→ G in LkgG is a subgroup of it, i.e. the centralizer CG(g).
I will show in Lemma 2.1.11 each L1gG is isomorphic to the gauge group of a principal
bundle.
Example 2.1.6 (Loop2(X//G)). Let G be a Lie group acting smoothly on a manifold X.
Let Loop2(X//G) denote the groupoid whose objects are (σ, γ) with σ ∈ G and γ : [0, 1] −→
X a continuous map such that γ(1) = γ(0) · σ. A morphism α : (σ, γ) −→ (σ′, γ′) is a
continuous map α : [0, 1] −→ G satisfying γ′(s) = γ(s)α(s). Note that α(0)σ′ = σα(1).
Loop2(X//G) is equivalent to the groupoid Loop1(X//G) talked in Example 2.1.5. We
can formulate the equivalence by constructing a functor ψ : Loop1(X//G) −→ Loop2(X//G).
It sends an object
S1
π
←−−−− P
f
−−−−→ X
to the object (σ, γ) with γ(t) := f([t, e]) and σ = γ(0)−1γ(1). And it sends a morphism
S1 P
πoo
F
²²
f // X
P ′
π′
``AAAAAAAA f ′
>>}}}}}}}}
to α : (σ, γ) −→ (σ′, γ′) with α(t) := F ([t, e])−1.
ψ is an equivalence of groupoids.
Similarly, for each positive integer k, we can define the groupoid Loopk2(X//G) whose
objects are (σ, γ) with σ ∈ G and γ : [0, k] −→ X a continuous map such that γ(k) = γ(0) ·σ.
A morphism α : (σ, γ) −→ (σ′, γ′) is a continuous map α : [0, k] −→ G satisfying γ′(s) =
γ(s)α(s). Each Loopk2(X//G) is equivalent to Loop1(X//G).
Example 2.1.7 (Loop3(X//G)). Let G be a Lie group acting smoothly on a manifold
X. Let Loop3(X//G) denote the groupoid whose objects are (σ, γ) with σ ∈ G and γ :
R −→ X a continuous map such that γ(s + 1) = γ(s) · σ, for any s ∈ R. A morphism
α : (σ, γ) −→ (σ′, γ′) is a continuous map α : R −→ G satisfying γ′(s) = γ(s)α(s). Note
that α(s)σ′ = σα(s+ 1), for any s ∈ R.
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Loop3(X//G) is equivalent to the groupoid Loop1(X//G) in Example 2.1.5 and is iso-
morphic to the groupoid Loop2(X//G) in Example 2.1.6. The equivalence Loop1(X//G) −→
Loop3(X//G) can be constructed analogous to ψ in Example 2.1.6. We can also construct
the isomorphism φ : Loop2(X//G) −→ Loop3(X//G) in this way: an object (σ, γ) is sent to
φ(σ, γ) = γ ∗ γσ ∗ γσ2 ∗ · · ·
where ∗ is the composition of paths. For any real number r between positive integers n and
n+1, φ(σ, γ)(r) = γ(r−n)σn. A morphism α : (σ, γ) −→ (σ′, γ′) is mapped to the morphism
φ(α) = α ∗ σ−1ασ ∗ σ−2ασ2 ∗ · · · .
For any r between positive integers n and n+ 1, φ(α)(r) = σ−nα(r − n)σn.
Similarly, for each positive integer k, we can define the groupoid Loopk3(X//G) whose
objects are (σ, γ) with σ ∈ G and γ : R −→ X a continuous map such that γ(s+k) = γ(s)·σ,
for any s ∈ R. A morphism α : (σ, γ) −→ (σ′, γ′) is a continuous map α : R −→ G satisfying
γ′(s) = γ(s)α(s), for any s ∈ R. Each Loopk3(X//G) is equivalent to Loop1(X//G).
For g ∈ G, let l denote its order. If g is not a torsion element, l = 0. The objects of
Loopk3(X//G) can be identified with the space
∐
g∈G
kLgX
where
kLgX := MapZ/lZ(R/klZ, X). (2.10)
Z/lZ is isomorphic to the subgroup kZ/klZ of R/klZ. The isomorphism Z/lZ −→ kZ/klZ
sends the generator [1] corresponding to 1 to the generator [k] of kZ/klZ corresponding to
k. kZ/klZ acts on R/klZ by group multiplication. Thus, via the isomorphism, Z/lZ acts
on R/klZ. Z/lZ is also isomorphic to the cyclic group 〈g〉 by identifying the generater [1]
with g. So it acts on X via the G−action on it. And kLgX//L
k
gG is a full subgroupoid of
Loopk3(X//G).
Now let’s consider the extended loop spaces with richer morphism spaces.
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Example 2.1.8 (Loopext1 (X//G) and Loop
ext
3 (X//G)). Let Loop
ext
1 (X//G) denote the
groupoid with the same objects as Loop1(X//G). A morphism
{S1
π
←−−−− P
f
−−−−→ X} −→ {S1
π′
←−−−− P ′
f ′
−−−−→ X}
consists of the pair (t, α) where t ∈ T is a rotation of the circle and α is a morphism between
the objects in Loop1(X//G) such that the diagrams below commute.
S1
t
²²
P
πoo
α
²²
f // X
S1 P ′
π′
oo
f ′
>>~~~~~~~~
Loop1(X//G) is a subgroupoid of Loop
ext
1 (X//G).
For any G−equivariant map f : Pσ −→ X, it’s of the form
f([s, g]) = δf (s) · g,
for any [s, g] ∈ Pσ, where δf : R −→ X is a continuous map and δf (s) = f([s, e]) for any
s ∈ R. Since [s+ 1, g] = [s, σg], we have δf (s+ 1)g = δf (s)σg, thus, δf (s+ 1) = δf (s)σ. So
δf (s) is in 1LσX.
In addition, each vertical map P −→ P ′ is of the form [s, g] to [t + s, δ(s) · g] for some
t ∈ R and δ ∈ L1σG.
Let Loopext3 (X//G) denote the groupoid with the same objects as Loop3(X//G). A mor-
phism
(σ, γ) −→ (σ′, γ′)
consists of the pair (α, t) with α : R −→ G a continuous map and t ∈ R a rotation on S1
satisfying γ′(s) = γ(s− t)α(s− t).
Loop3(X//G) is a subgroupoid of Loop
ext
3 (X//G).
Loopext3 (X//G) is equivalent to Loop
ext
1 (X//G). An equivalence
F : Loopext1 (X//G) −→ Loop
ext
3 (X//G)
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is constructed by sending an object
S1
π
←−−−− P
f
−−−−→ X
to (σ, γ) with γ(t) := f([t, e]) and σ = γ(0)−1γ(1) and sending a morphism
S1
t
²²
P
πoo
F
²²
f // X
S1 P ′
π′
oo
f ′
>>~~~~~~~~
to (α, t) : (σ, γ) −→ (σ′, γ′) with α(s) := F ([s, e])−1.
Similarly, for each positive integer k, we can define the groupoid Loopk,ext3 (X//G) with
the same objects as Loopk3(X//G). A morphism
(σ, γ) −→ (σ′, γ′)
consists of the pair (α, t) with α : R −→ G a continuous map and t ∈ T a rotation on S1
satisfying γ′(s) = γ(s− kt)α(s− kt).
For each g ∈ G, kLgX//L
k
gG⋊T is a full subgroupoid of Loop
k,ext
3 (X//G) where L
k
gG⋊T
acts on kLgX by
δ · (γ, t) := (s 7→ δ(s+ t) · γ(s+ t)), for any (γ, t) ∈ LkgG⋊ T, and δ ∈ kLgX. (2.11)
The action by g on kLgX coincides with that by k ∈ R. So we have the isomorphism
LkgG⋊ T = L
k
gG⋊R/〈(g,−k)〉, (2.12)
where g represents the constant loop T −→ {g} ⊆ G. Let’s use ΛkgG to denote the extended
twisted loop group LkgG⋊ T.
Example 2.1.8 implies the following result.
Proposition 2.1.9. Let G be a compact Lie group. The groupoid
∐
g
1LgX//Λ
1
gG,
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where the coproduct goes over conjugacy classes in π0G, is a skeleton of Loop
ext
3 (X//G).
Thus, it is equivalent to Loopext3 (X//G) and Loop
ext
1 (X//G).
Before we go on, let’s see the meaning of the groupoid Loopext1 (X//G) in physics. Recall
that the gauge group of a principal bundle is defined to be the group of its vertical auto-
morphisms. The readers may refer [46] for more details on gauge groups. For a G−bundle
P −→ S1, let LPG denote its gauge group.
We have the well-known facts below.
Lemma 2.1.10. The principal G−bundles over S1 are classified up to isomorphism by
homotopy classes
[S1, BG] ∼= π0G/conj.
Up to isomorphism every principal G−bundle over S1 is isomorphic to one of the forms
Pσ −→ S
1 with σ ∈ G and
Pσ := R×G/(s+ 1, g) ∼ (s, σg).
A complete collection of isomorphism classes is given by a choice of representatives for each
conjugacy class of π0G.
For the gauge group LPσG of the bundle Pσ, we have the conclusion.
Lemma 2.1.11. For the bundle Pσ −→ S
1, LPσG is isomorphic to the twisted loop group
L1σG.
Proof. Each automorphism f of an object S1
π
← Pσ
δ˜
→ X in Loopext1 (X//G) has the form
P ′
[s,g] 7→[s,γf (s)g]
−−−−−−−−−−→ Py y
S1
=
−−−−→ S1
(2.13)
for some γf : R −→ G. The morphism is well-defined if and only if γf (s+ 1) = σ−1γf (s)σ.
So we get a well-defined map
F : LPσG −→ L
1
σG, f 7→ γf .
It’s a bijection. Moreover, by the property of group action, F sends the identity map
to the constant map R −→ G, s 7→ e, which is the trivial element in L1σG, and for two
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automorphisms f1 and f2 at the object, F (f1 ◦ f2) = γf1 · γf2 . So LPσG is isomorphic to
L1σG.
Example 2.1.12 (Loopext,tors3 (X//G)). Let Loop
k,ext,tors
3 (X//G) denote the full subgroupoid
of Loopk,ext3 (X//G) whose objects are the pairs (σ, γ) with σ ∈ G
tors and γ : R −→ X a
continuous map such that γ(s+ k) = γ(s) · σ, for any s ∈ R.
Its objects is the space ∐
g∈Gtors
kLgX.
Especially, when k = 1, let’s use Loopext,tors3 (X//G) to denote Loop
1,ext,tors
3 (X//G).
One interesting case is when we consider the constant loops, namely, the full subgroupoid
Λk(X//G) of Loopk,ext,tors3 (X//G) consisting of the constant loops,
∐
g∈Gtors
Xg.
When k = 1, let’s use Λ(X//G) to denote Λ1(X//G).
The groupoid Loopk,ext,tors3 (X//G) contains all the information we want. But is it
convenient enough to study? When G is not finite, The isotropy group ΛkgG of an object in
kLgX is an infinite dimensional topological group. We need even smaller groups to define a
good orbifold loop space. Let’s consider those elements [γ, t] ∈ ΛkgG with γ a constant loop.
They form a subgroup of ΛkgG which is the quotient group of CG(g)×R/klZ by the normal
subgroup generated by (g,−k). Let’s denote it by ΛkG(g). When k = 1, Λ
1
G(g) is the group
ΛG(g) defined in [50]. When G is a compact Lie group, Λ
k
G(g) is also a compact Lie group.
Therefore, instead of Loopk,ext,tors3 (X//G), let’s consider a subgroupoid kL(X//G) of it,
as shown in Example 2.1.14. Before that, we need the definition below.
Definition 2.1.13. Let CG(g, g
′) denote the set
{x ∈ G|gx = xg′}.
Let CkG(g) denote the quotient group of CG(g)×Z/klZ by the normal subgroup generated by
(g,−k). And let CkG(g, g
′) denote the quotient of CG(g, g
′)× Z/klZ under the equivalence
(x, t) ∼ (gx, t− k) = (xg′, t− k).
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Let ΛkG(g, g
′) denote the quotient of CG(g, g
′)× R/klZ under the equivalence
(x, t) ∼ (gx, t− k) = (xg′, t− k).
Example 2.1.14 (Orbifold Loop Space kL(X//G)). Let kL(X//G) the groupoid with
the same objects as Loopk,ext,tors3 (X//G), i.e. the space
∐
g∈Gtors
kLgX,
and with morphisms the space
∐
g,g′∈Gtors
ΛkG(g, g
′)×Xg.
For δ ∈ kLgX, [a, t] ∈ Λ
k
G(g, g
′),
δ · ([a, t], δ) := (s 7→ δ(s+ t) · a) ∈ kLg′X. (2.14)
in the same way as (2.11).
When k = 1, let’s use L(X//G) to denote 1L(X//G).
Λk(X//G) defined in Example 2.1.12 is the full subgroupoid of kL(X//G) with constant
loops as objects. Quasi-elliptic cohomology QEll∗G(X) is defined to be K
∗
orb(Λ(X//G)), which
is shown in detail in Section 2.4.2.
If g and g′ are conjugate in G, the two groupoids kLgX//Λ
k
G(g) and kLg′X//Λ
k
G(g
′) are
isomorphic, as shown below:
Let a be an element in G such that g′ = a−1ga. So we have CG(g
′) = a−1CG(g)a. Let
βa : kLgX//Λ
k
G(g) −→ kLg′X//Λ
k
G(g
′)
be the functor sending an object γ to γ ·a, a morphism ([h, t], γ) to ([a−1ha, t], γ ·a). Similarly
we can define the functor
βa−1 : kLg′X//Λ
k
G(g
′) −→ kLgX//Λ
k
G(g)
sending an object γ′ to γ′ · a−1 and a morphism ([h, t], γ′) to ([aha−1, t], γ · a−1). Then
the composition βa · βa−1 and βa−1 · βa are both identity maps. So βa and βa−1 are both
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isomorphisms of categories.
Let Gtorsconj denote a set of representatives of G−conjugacy classes in G
tors. We have the
well-defined groupoid ∐
g∈Gtorsconj
kLgX//Λ
k
G(g),
which is a skeleton of kL(X//G) containing all the information of it. It does not depend on
the choice of representatives of the G−conjugacy classes.
Let’s also use the symbol kL(X//G) to denote this skeleton when there is no confusion.
Remark 2.1.15. In her paper [24], to study Devoto’s equivariant Tate K-theory, Nora Gan-
ter equipped each component kLgX with an action by Z/klZ. A groupoid can be formulated
with objects the points in ∐
g∈Gtors
kLgX,
and whose morphisms are
∐
g,g′∈Gtors
CkG(g, g
′)×kLgX. A point ([h,m], γ) ∈ C
k
G(g, g
′)×kLgX
is viewed as a morphism (g, γ(−)) 7→ (g′, γ(−+m) · h).
Now we want to emphasize there is an S1−action on each component and on the whole
space ∐
g∈Gtors
kLgX.
Let’s consider the groupoid whose objects are the points in
∐
g∈Gtors
kLgX as the previous ex-
amples, and whose morphisms are
∐
g,g′∈Gtors
ΛkG(g, g
′)×kLgX. A point ([h, s], γ) ∈ Λ
k
G(g, g
′)×
kLgX is viewed as a morphism (g, γ(−)) 7→ (g
′, γ(− + s)h). And the composition of mor-
phisms is defined by
[h1, t1] · [h2, t2] = [h1h2, t1 + t2].
2.1.3 Ghost Loops
In this section I introduce a subgroupoid GhLoop(X//G) of Loopext1 (X//G), which can be
computed locally. Λ(X//G) is a full subgroupoid of it. When G is finite, GhLoop(X//G)
is isomorphic to Λ(X//G).
Definition 2.1.16 (Ghost Loops). The ghost loops corresponds to the full subgroupoid
GhLoop(X//G) of Loopext1 (X//G) consisting of objects S
1 ← P
δ˜
→ X such that δ˜(P ) ⊆ X
contained in a single G−orbit.
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For a given σ ∈ G, such maps correspond to the ΛσG−invariant subspace
GhLoopσ(X//G) := {δ ∈ 1LσX|δ(R) ⊆ Gδ(0)}. (2.15)
By Proposition 2.1.9, GhLoop(X//G) is equivalent to
∐
[σ]
GhLoopσ(X//G)//Λ
1
σG
where the coproduct goes over conjugacy classes in π0G.
Unlike true loops, ghost loops have the property that they can be computed locally. In
other words we have the lemma below. The proof is left to the readers.
Lemma 2.1.17. If X = U ∪ V where U and V are G−invariant open subsets, then
GhLoop(X//G) ∼= GhLoop(U//G) ∪GhLoop((U∩V )//G) GhLoop(V//G).
Thus, the ghost loop construction satisfies Mayer-Vietoris property.
If G is a finite group, it has the discrete topology. In this case, LG consists of constant
loops and, thus, is isomorphic to G. And GhLoop(X//G) can be identified with X. For
σ ∈ G and any integer k, LkσG can be identified with CG(σ) and Λ
k
σG
∼= CG(σ)×R/〈(σ,−k)〉;
and GhLoopσ(X//G) can be identified with X
σ.
In this case we have the isomorphism of groupoids
GhLoop(X//G) ∼= Λ(X//G), (2.16)
where Λ(X//G) is the full subgroupoid of 1L(X//G) with constant loops as objects. We
have seen Λ(X//G) in Example 2.1.12 and will study it in detail in Section 2.4.2 where I
introduce quasi-elliptic cohomology.
Proposition 2.1.18. Let G be a compact Lie group and H a closed subgroup of it. It acts
on the space of left cosets G/H by left multiplication. Let pt denote the single point space
with the trivial H−action. Then we have the equivalence of topological groupoids between
Loopext1 ((G/H)//G) and Loop
ext
1 (pt//H). Especially, there is an equivalence of topological
groupoids between GhLoop((G/H)//G) and GhLoop(pt//H).
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Proof. First we define a functor F : Loopext1 ((G/H)//G) −→ Loop
ext
1 (pt//H) sending an
object S1 ← P
δ˜
→ G/H to S1 ← Q → {eH} = pt where Q −→ eH is the constant map,
and Q −→ S1 is the pull back bundle
Q //
²²
{eH}
Ä _
²²
P // G/H.
It sends a morphism
P ′ //
²²
P //
²²
G/H
S1 // S1
to the morphism
Q′ //
²²
Q //
²²
{eH}
²²
P ′ //
²²
P //
²²
G/H
S1 // S1
where all the squares are pull-back.
In addition, we can define a functor F ′ : Loopext1 (pt//H) −→ Loop
ext
1 ((G/H)//G) send-
ing an object S1 ← Q→ pt to S1 ← G×H Q→ G×H pt = G/H and sending a morphism
Q′ //
²²
Q
²²
S1 // S1
to
G×H Q
′ //
²²
G×H Q
²²
// G×H pt = G/H
S1 // S1
F◦F ′ and F ′◦F are both identity maps. So the topological groupoids Loopext1 ((G/H)//G)
and Loopext1 (pt//H) are equivalent.
We can prove the equivalence between GhLoop((G/H)//G) and GhLoop(pt//H) in the
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same way.
Remark 2.1.19. In general, if H∗ is an equivariant cohomology theory, Proposition 2.1.18
implies the functor
X//G 7→ H∗(GhLoop(X//G))
gives a new equivariant cohomology theory. When H∗ has the change of group isomorphism,
so does H∗(GhLoop(−)).
2.2 Equivariant K-theory
In Section 2.4.2 I show the definition of quasi-elliptic cohomology in terms of orbifold K-
theory and that in terms of equivariant K-theory. I introduce some of its properties in Section
2.4.3, which resemble the properties of equivariant K-theory. So before the construction of
quasi-elliptic cohomology let’s recall the basic concepts and properties of equivariant K-
theory.
2.2.1 Construction
Let G be a compact group and X be a compact G-space. By a G-vector bundle on X, we
mean a vector bundle V −→ X together with a G-action on V such that the projection
V −→ X is G-equivariant.
For any two G-vector bundles, there is a natural action of G on their direct sum, so the
set of G-vector bundles forms a commutative monoid. The equivariant K-theory KG(X) is
defined to be the group completion of this monoid. Tensor product of the vector bundles
equips KG(X) a ring structure.
Compactness of X is essential. If we define KG(Y ) as group completion for infinite
G−cell complex Y , it doesn’t satisfy Milnor axiom:
KG(
⊔
i
Yi) 6=
∏
i
KG(Yi),
where Yi is the i−th G−skeleton of Y . As in non-equivariant K-theory, KG defines a functor
from the homotopy category of G-spaces to the category of abelian groups. There is also
an analogue of Mayer-Vietoris sequence in equivariant K-theory. We need the equivariant
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Bott periodicity theorem to define the positive degree KG groups. For more details, please
see [7] and [8].
KG is also functorial in G. If there is a homomorphism H −→ G, then it induces
KG(X) −→ KH(X).
As the non-equivariant K−theory, KG also has an invariant using complexes of vector
bundles. The corresponding element in K-theory of a complex
0 −→ V1 −→ · · · −→ Vn −→ 0
is the sum Σ(−1)jVj . This defines a element of KG(X,Y ) if this complex is exact on Y .
2.2.2 Elementary properties
KG(pt) is represented by the formal difference of two G-vector spaces. So this is the repre-
sentation ring RG of G. As in any cohomology theory, for any X, KG(X) is an RG-module.
As enlightened by Segal in his paper [57], equivariant K-theory has the change of group
isomorphism.
Let H be a closed subgroup of G and X a H-space. Let φ : H −→ G denote the inclusion
homomorphism. The change-of-group map cGH : K
∗
G(G×H X) −→ K
∗
H(X) is defined as the
composite
K∗G(G×H X)
φ∗
−→ K∗H(G×H X)
i∗
−→ K∗H(X) (2.17)
where φ∗ is the restriction map and i : X −→ G ×H X is the H−equivariant map defined
by i(x) = [e, x].
Proposition 2.2.1. Let G be a compact Lie group and H a closed subgroup of G. Let X
be a G−space. Then the change-of-group map
cGH : KG(G×H X) −→ KH(X)
defined in (2.17) is an isomorphism.
Proof. Any G−vector bundle E over G×H X is determined completely by its restriction on
the subspace X = H×HX. The restriction c
G
H is an equivalence between G−vector bundles
on G×HX and H−vector bundles on X. It’s the inverse to the extension E 7→ G×HE.
Proposition 2.2.2. If G acts trivially on X, then any G-bundle on X is a bundle V −→ X
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with the G−action identity on the base, i.e a family of G-representations parametrized by
X and we have
KG(X) ∼= K(X)⊗RG.
Then let’s see the other extreme case.
Proposition 2.2.3. If G acts freely on X, the map X −→ X/G induces K(X/G)⊗RG −→
KG(X). In particular, we have the map K(X/G) −→ KG(X), i.e. any G-vector bundle on
X can descend to a vector bundle on X/G whose sections are the G-invariant sections over
X. And the map K(X/G) −→ KG(X) is an isomorphism.
More generally, we have:
Theorem 2.2.4. Let N be a closed normal subgroup of G which acts freely on a compact
G-space X. Then KG(X) ∼= KG/N (X/N).
2.2.3 Transfer and Transfer Ideal
In Section 2.2.3 I introduce the construction of the transfer map and transfer ideal of equiv-
ariant K-theory. A reference for Section 2.2.3 is [38] and [48].
Moreover, given a finite covering f : X −→ Y of compact G−spaces, the transfer map
f! : KG(X) −→ KG(Y )
is the unique homomorphism such that any isomorphism class represented by a G−bundle
V −→ X is mapped to that represented by the G−bundle f!V −→ Y with
(f!V )y =
∏
x∈f−1(y)
Vx
and the G−action
g · (vx)x∈f−1(y) 7→ (gvg−1x′)x′∈f−1(gy).
Consider any closed subgroup H of G. There is a covering G×H X −→ X. The induced
transfer is defined to be the composition
IndGH : KH(X)
∼= KG(G×H X)
f!−→ KG(X) (2.18)
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where the first isomorphism is the change of group isomorphism introduced in Proposition
2.2.1. The induced transfer is also called an induction map.
In particular, if X = pt, IndGH is the induction map for the representation rings RH −→
RG.
The transfer map f! have some interesting properties.
Proposition 2.2.5. (i) Transfers are natural, in the sense that given a sequence X
f
−→
Y
g
−→ Z of covers, the transfers satisfy (g ◦ f)! = g! ◦ f!.
(ii) Given a cover f : X −→ Y of G−spaces, and an H−space Z, we have
(f × 1Z)!(a× c) = f!(a)× c,
where a ∈ KG(X) and c ∈ KH(Z).
(iii) Given a pullback square
X ′
g
−−−−→ X
f ′
y fy
Y ′ −−−−→
h
Y
where f and f ′ are coverings, we have
h∗f! = (f
′)!g
∗.
(iv) Given a cover f : X −→ Y , we have the formula
f!(af
∗(b)) = f!(a)b
for a ∈ KG(X) and b ∈ KG(Y ).
Let X be a space. There is an evident Σm−action on X
×m.
Let Itr denote the subgroup of KΣm(X
×m)
Itr =
∑
i+j=m,
m>j>0
Image[IndΣmΣi×Σj : KΣi×Σj (X
×m) −→ KΣm(X
×m)]. (2.19)
By Proposition 2.2.5 (iv), Itr is in fact an ideal. It is called the proper transfer ideal.
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2.2.4 λ−Rings
In Section 2.2.4 I introduce basics on λ−rings. As shown in Example 2.2.12, equivariant
K−theory K0G(X) can be equipped with a λ−ring structure. I show in Section 2.4.2 I discuss
the λ−ring structure on quasi-elliptic cohomology. The main reference for Section 2.2.4 is
[62].
Fix a ring R. Let R[x1, · · ·xn] be the polynomial ring over R in n independent variables
x1, · · ·xn.
Example 2.2.6 (Elementary symmetric functions). For 1 6 k 6 n, let sk ∈ R[x1, · · ·xn]
be the polynomial
sk =
∑
16i1<···<ik6n
xi1xi2 · · ·xik .
Each sk is a symmetric function since sk is the coefficient of t
n−k in
n∏
k=1
(t− xk) = t
n − s1t
n−1 + s2t
n−2 − · · ·+ (−1)nsn.
sk is called the kth elementary symmetric function on x1, · · ·xn.
Example 2.2.7 (Universal polynomials Pn and Pn,m). The coefficient of each t
n in
the polynomial
g(t) :=
∏
16i1<···<im6nm
(1 + xi1 · · ·ximt)
is a symmetric polynomial. So it can be expressed uniquely as a polynomial with integer
coefficients in the elementary symmetric functions s1, · · · snm.
In other words, there is a universal polynomial Pn,m in nm variables with integer coef-
ficients such that Pn,m(s1, · · · snm) is the coefficient of t
n in g(t).
Let y1, · · · yn be another set of variables and let σ1, · · ·σn be their elementary symmetric
functions.
The coefficient of each tk in
h(t) :=
n∏
i,j=1
(1 + xiyjt)
is a symmetric functions on the xis and the yjs. So it can be expressed uniquely as a polyno-
mial with integer coefficients in the elementary symmetric functions s1, · · · sn and σ1, · · ·σn.
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Thus, there exists a universal polynomial Pn in 2n variables with integer coefficients such
that Pn(s1, · · · sn;σ1, · · ·σn) is the coefficient of t
n in h(t).
Definition 2.2.8 (λ−Ring). A λ−ring is a ring R together with functions
λn : R −→ R
for each n > 0 called a λ−operations, such that for all x, y ∈ R, the following axioms are
satisfied:
(1) λ0(x) = 1;
(2) λ1(x) = x;
(3) λn(1) = 0 for n > 2;
(4) λn(x+ y) =
∑
i+j=n
λi(x)λj(y);
(5) λn(xy) = Pn(λ
1(x), · · ·λn(x);λ1(y), · · ·λn(y));
(6) λn(λm(x)) = Pn,m(λ
1(x), · · ·λnm(x));
where Pn and Pn,m are the universal polynomials with integer coefficients described in
Example 2.2.7. If only axioms (1), (2) and (4) are satisfied, R is called a pre−λ−ring.
In a λ−ring R, we write
λt(x) =
∞∑
n=0
λn(x)tn, for any x ∈ R. (2.20)
Example 2.2.9. The simplest λ−ring is the ring of integers Z, with the λ−operations
defined by
λi(n) =
(
n
i
)
=
n!
i!(n− i)!
.
λi(n) is the coefficient of tn in the polynomial (1 + t)n.
Example 2.2.10. If R is a λ−ring with λ−operations {λiR}i, the power series ring R((x))
is a λ−ring, with λt(x) = 1 + xt. For a polynomial
∑
k
rkx
k,
λt(
∑
k
rkx
k) :=
∏
k
λt(rkx
k)
is defined using the axioms for λn(xy) and λn(x+ y).
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Then by induction, the power series ring R((x1, · · ·xn)) is a λ−ring with
λt(xi) = 1 + xit, for 1 6 i 6 n.
Example 2.2.11. The topological K−theory K(X) of a paracompact Hausdorff space X is
a λ−ring, with the λ−operation λi induced by the ith exterior power of vector bundles over
X.
Example 2.2.12. For a group G, the complex representation ring R(G) is a λ−ring, with
each λi induced by the ith exterior power on representations of G.
Especially, if G is the trivial group {e}, R(G) ∼= Z is the λ−ring described in Example
2.2.9.
Moreover, the equivariant K−theory KG(X) of a compact G−space X is a λ−ring, with
the λ−operation λi induced by the ith exterior power of G−bundles over X.
Definition 2.2.13. Let R and S be λ−rings. A λ−homomorphism f : R −→ S is a ring
homomorphism such that fλi = λif for i > 0.
2.3 Orbifold K-theory
Via orbifold-K theory, quasi-elliptic cohomology can be constructed in an elegant way. More-
over, it’s essential when I define quasi-elliptic cohomology for general orbifolds in Section
3.3.1. So before that in Section 2.3 I briefly introduce the relevant knowledge about orbifold
K-theory. In this section I introduce the notion of orbifold vector bundles using the lan-
guage of groupoids and define orbifold K-theory for compact orbifold groupoids. The main
reference for Section 2.3 is [3] and [47].
Definition 2.3.1 (Orbifold Structure). An orbifold structure on a paracompact Haus-
dorff space X consists of an orbifold groupoid G, i.e. a proper Lie groupoid, and a home-
omorphism f : |G| −→ X. If φ : H −→ G is an equivalence, then |φ| : |H| −→ |G| is
a homeomorphism, and the composition f ◦ |φ| : |H| −→ X defines an equivalent orbifold
structure on X.
Definition 2.3.2 (Orbifold). An orbifold X is a space X equipped with an equivalence
class of orbifold structures. A specific such structure, given by G and a homeomorphism
f : |G| −→ X, is called a presentation of the orbifold X .
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If X is paracompact Haursdorff, then X is called an effective orbifold.
If X is compact, then X is called a compact orbifold.
If a compact Lie group G acts smoothly and effectively on a smooth manifold M , the
associated orbifold X = M/G is called an effective global quotient.
By Theorem 1.23 in [3], every effective orbifold X is isomorphic to a global quotient
orbifold.
Let G be an orbifold groupoid. Let G0 denote its orbjects and G1 denote its arrows.
Let’s recall the definition of G−space.
Definition 2.3.3. Let G be an orbifold groupoid. A left G−space is a manifold E equipped
with an action by G. Such an action is given by two maps: an anchor π : E → G0, and an
action µ : G1 ×G0 E −→ E. The latter map is defined on pairs (g, e) with π(e) = s(g), and
written µ(g, e) = g ·e. It satisfies the usual identities for an action: π(g ·e) = t(g), 1x ·e = e,
and g · (h · e) = (gh) · e, for x
h // y
g // z in G1 and e ∈ E with π(e) = x.
Definition 2.3.4. A G−vector bundle over an orbifold groupoid G is a G−space E for
which π : E → G0 is a vector bundle, such that the action of G on E is fiberwise linear.
Namely, any arrow g : x→ y induces a linear isomorphism g : Ex → Ey. In particular, Ex
is a linear representation of the isotropy group Gx for each x ∈ G0.
Orbibundles over an orbifold X can be described as G−vector bundles with G any orb-
ifold groupoid presentation of X. They behave naturally under vector space constructions,
sums, tensor products, exterior products, etc.
Definition 2.3.5. Given a compact orbifold groupoid G, let Korb(G) to be the Grothendieck
ring of isomorphism classes of G−vector bundles on G. When X is an orbifold, we define
Korb(X) to be Korb(G), where G is any groupoid presentation of X.
Under an orbifold morphism F : H −→ G, orbifold bundles over G pull back to orbifold
bundles over H.
Proposition 2.3.6. Each orbifold morphism F : H −→ G induces a ring homomorphism
F ∗ : Korb(G) −→ Korb(H).
In particular, if two groupoids G and H are Morita equivalent, Korb(G) ∼= Korb(H).
An important example of orbifold morphisms is the projection map p : M −→ M/G
where G is a compact Lie group acting almost freely on the manifold M .
Similar to the conclusion in equivariant K-theory, we have
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Proposition 2.3.7. Let X = M/G be a quotient orbifold. Then the projection map p :
M −→M/G induces an isomorphism p∗ : Korb(X) −→ KG(M).
In particular, if X is an effective orbifold, we can identify its orbifold K-theory with the
equivariant K-theory of its frame bundle.
2.4 Quasi-elliptic cohomology QEll∗G
In Section 2.4.2 I show basic constructions of QEll∗G, which is defined from orbifold loop
space introduced in Example 2.1.14. The main reference for Section 2.4 is [50]. Before that
I discuss in Section 2.4.1 the representation ring of ΛG(g), which is denoted by Λ
1
G(g) in
Section 2.1.2.
2.4.1 Preliminary: representation ring of ΛG(g)
For any compact Lie group G and a torsion element g ∈ G, Recall ΛG(g) is the group
Λ1G(g) = CG(g)× R/〈(g,−1)〉
defined in Section 2.1.2 and T is the circle group R/Z. Let q : T −→ U(1) be the isomorphism
t 7→ e2πit. The representation ring RT of the circle group is Z[q±].
We have an exact sequence
1 −→ CG(g) −→ ΛG(g)
π
−→ T −→ 0
where the first map is g 7→ [g, 0] and the second map is
π([g, t]) = e2πit. (2.21)
There is a relation between the representation ring of CG(g) and that of ΛG(g), which
is shown as Lemma 1.2 in [50].
Lemma 2.4.1. π∗ : RT −→ RΛG(g) exhibits RΛG(g) as a free RT−module.
In particular, there is an RT−basis of RΛG(g) given by irreducible representations {Vλ},
such that restriction Vλ 7→ Vλ|CG(g) to CG(g) defines a bijection between {Vλ} and the set
{λ} of irreducible representations of CG(g).
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Proof. Let l be the order of the torsion element g. Note that ΛG(g) is isomorphic to
CG(g)× R/lZ/〈(g,−1)〉.
Thus, it is the quotient of the product of two compact Lie groups.
Let λ : CG(g) −→ GL(n,C) be an n−dimensional CG(g)−representation with represen-
tation space V and η : R −→ GL(n,C) be a representation of R such that λ(g) acts on V
via scalar multiplication by η(1). Define
λ⊙C η([h, t]) := λ(h)η(t). (2.22)
It’s straightforward to verify λ ⊙C η is a n−dimensional ΛG(g)−representation with repre-
sentation space V .
Any irreducible n−dimensional representation of the quotient group ΛG(g) = CG(g) ×
R/〈(g,−1)〉 is an irreducible n−dimensional representation of the product CG(g)×R/〈(g,−1)〉.
And any finite dimensional irreducible representation of the product of two compact Lie
groups is the tensor product of an irreducible representation of each factor. So any irre-
ducible representation of the quotient group ΛG(g) is the tensor product of an irreducible
representation λ of CG(g) with representation space V and an irreducible representation η of
R. Any irreducible complex representation η of R is one dimensional. So the representation
space of λ ⊗ η is still V . Let l be the order of g. η(1)l = I. We need η(1) = λ(g). So
η(1) = e
2piik
l for some k ∈ Z. So
η(t) = e
2pii(k+lm)t
l .
Any m ∈ Z gives a choice of η in this case. And η is a representation of R/lZ ∼= T.
Therefore, we have a bijective correspondence between
(1) isomorphism classes of irreducible ΛG(g)−representation ρ, and
(2) isomorphism classes of pairs (λ, η) where λ is an irreducible CG(g)−representation
and η : R −→ C∗ is a character such that λ(g) = η(1)I. λ = ρ|CG(g).
Remark 2.4.2. We can make a canonical choice of Z[q±]-basis for RΛG(g). For each ir-
reducible G-representation ρ : G −→ Aut(G), write ρ(σ) = e2πicid for c ∈ [0, 1), and set
χρ(t) = e
2πict. Then the pair (ρ, χρ) corresponds to a unique irreducible ΛG(g)-representation.
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Example 2.4.3 (G = Z/NZ). Let G = Z/NZ for N ≥ 1, and let σ ∈ G. Given an integer
k ∈ Z which projects to σ ∈ Z/NZ, let xk denote the representation of ΛG(σ) defined by
ΛG(σ) = (Z× R)/(Z(N, 0) + Z(k, 1))
[a,t] 7→[(kt−a)/N ]
−−−−−−−−−−−→ R/Z = T
q
−−−−→ U(1). (2.23)
RΛG(σ) is isomorphic to the ring Z[q±, xk]/(xNk − q
k).
For any finite abelian group G = Z/N1Z×Z/N2Z×· · ·×Z/NmZ, let σ = (k1, k2, · · · kn) ∈
G. We have
ΛG(σ) ∼= ΛZ/N1Z(k1)×T · · · ×T ΛZ/NmZ(km).
Then
RΛG(σ) ∼= RΛZ/N1Z(k1)⊗Z[q±] · · · ⊗Z[q±] RΛZ/NmZ(km)
∼= Z[q±, xk1 , xk2 , · · ·xkm ]/(x
N1
k1
− qk1 , xN2k2 − q
k2 , · · ·xNmkm − q
km)
where all the xkj ’s are defined as xk in (2.23).
Example 2.4.4 (G = Σ3). G = Σ3 has three conjugacy classes represented by 1, (12),
(123) respectively.
ΛΣ3(1) = Σ3×T, thus, RΛΣ3(1) = RΣ3⊗RT = Z[X,Y ]/(XY −Y,X
2−1, Y 2−X−Y −
1)⊗Z[q±] where X is the sign representation on Σ3 and Y is the standard representation.
CΣ3((12)) = 〈(12)〉 = Σ2, thus, ΛΣ3((12))
∼= ΛΣ2((12)). So we have RΛΣ3((12))
∼=
RΛΣ2((12)) = Z[q
±, x1]/(x
2
1 − q)
∼= Z[q±
1
2 ].
CΣ3(123) = 〈(123)〉 = Z/3Z, thus, ΛΣ3((123)) ∼= ΛZ/3Z(1). So we have RΛΣ3((123)) ∼=
Z[q±, x1]/(x31 − q) ∼= Z[q
± 13 ].
Example 2.4.5 (G = Σ4). G = Σ4 has conjugacy classes 1, (12), (123), (1234), and
(12)(34).
ΛΣ4(1) = Σ4 × T, thus, RΛΣ4(1) = RΣ4 ⊗ Z[q
±].
CΣ4((12)) = 〈(12)〉 × 〈(34)〉. ΛΣ4((12))
∼= ΛΣ2((12)) ×T ΛΣ2(1). Thus, RΛΣ4((12))
∼=
RΛΣ2((12))⊗Z[q±] RΛΣ2(1)
∼= Z[q±
1
2 ]⊗ Z[s]/(s2 − 1).
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CΣ4((123)) = 〈(123)〉. RΛΣ4((123))
∼= RΛZ/3Z(1) = Z[q±
1
3 ].
CΣ4((1234)) = 〈(1234)〉. RΛΣ4((1234))
∼= RΛZ/4Z(1) = Z[q±
1
4 ].
CΣ4((12)(34)) = Σ2 ≀ Σ2, which is the Dihedral group. We can define a map
Ψ : ΛΣ2≀Σ2((12)(34)) −→ (ΛΣ2((12))×T ΛΣ2((12)))⋉ Σ2
([(g1, g2, σ), t]) 7→ ([g1, t], [g2, t], σ).
The semidirect product (ΛΣ2((12))×TΛΣ2((12)))⋉Σ2 is a closed subgroup the wreath product
ΛΣ2((12)) ≀ Σ2. Ψ is an isomorphism.
To compute RΛΣ4((12)(34)), we need the representation theory for wreath product. By
computing the inertia group of each irreducible representation of ΛΣ2((12)) ×T ΛΣ2((12))
and applying Theorem 4.3.34 in [34], we can get all the irreducible representations of
(ΛΣ2((12))×T ΛΣ2((12)))⋉ Σ2.
Let k be any integer. I’ll show the relation between ΛkG(g) and ΛG(g) and that between
their representation rings.
Recall ΛkG(g) is defined to be the quotient group CG(g)×R/〈(g,−k)〉. There is an exact
sequence
1 −−−−→ CG(g)
g 7→[g,0]
−−−−−→ ΛkG(g)
πk−−−−→ R/kZ −−−−→ 0
where the second map πk : Λ
k
G(g) −→ R/kZ is πk([g, t]) = e
2πit.
Analogous to Lemma 2.4.1, we have the conclusion about RΛkG(g) below.
Lemma 2.4.6. The map π∗k : RR/kZ −→ RΛ
k
G(g) exhibits it as a free Z[q
± 1k ]−module.
There is a Z[q±
1
k ]−basis of RΛkG(g) given by irreducible representations {ρk} such that
the restrictions ρk|CG(g) of them to CG(g) are precisely the Z-basis of RCG(g) given by
irreducible representations.
In other words, any irreducible ΛkG(g)−representation has the form ρ⊙C χ where ρ is an
irreducible representation of CG(g), χ : R/kZ −→ GL(n,C) such that χ(k) = ρ(g), and
ρ⊙C χ([h, t]) := ρ(h)χ(t), for any [h, t] ∈ Λ
k
G(g). (2.24)
RΛkG(g) is a Z[q
±]−module via the inclusion Z[q±] −→ Z[q±
1
k ].
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There is a group isomorphism αk : Λ
k
G(g) −→ ΛG(g) sending [g, t] to [g,
t
k ].
Observe that there is a pullback square of groups
ΛkG(g)
αk //
πk
²²
ΛG(g)
π
²²
R/kZ
t7→ tk // R/Z
(2.25)
By Lemma 2.4.6, we can make a Z[q±
1
k ]-basis {ρ ⊙C χρ,k} for RΛ
k
G(g) with each ρ :
G −→ Aut(G) an irreducible G-representation and χρ,k(t) = e
2πi ctk with c ∈ [0, 1) such that
ρ(σ) = e2πicid. This collection {ρ⊙C χρ,k} gives a Z[q±
1
k ]−basis of RΛkG(g).
So we have the commutative square of a pushout square in the category of Λ−rings.
RΛkG(g) RΛG(g)
oo
R(R/kZ)
OO
RT
OO
oo
(2.26)
Let q
1
k : R/kZ −→ U(1) denote the composition
R/kZ
t7→ tk−−−−→ R/Z
q
−−−−→ U(1).
The representation ring RR/kZ of R/kZ is Z[q±
1
k ]. And there is a canonical isomorphism
of Λ−rings
RΛG(g) −→ RΛ
k
G(g)
sending q to q
1
k .
Moreover let’s consider
Λn(σ) := ΛCG(σ)(σ
n). (2.27)
It’s a subgroup of ΛG(σ
n). Let β : Λn(σ) −→ ΛG(σ
n) denote the inclusion. And we can
define
α : Λn(σ) −→ ΛG(σ), (g, t) 7→ (g, nt). (2.28)
We have the pullback square of groups
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Λn(σ)
α
−−−−→ ΛG(σ)y y
T e
2piit 7→e2piint
−−−−−−−−→ T
(2.29)
In addition, RΛn(σ) is the Λ-ring pushout of Z[q±]
Rπ
−→ RΛG(σ) along the inclusion
Z[q±] −→ Z[q±
1
n ].
RΛn(σ)
α∗
←−−−− RΛG(σ)x x
T
R[n]
←−−−− T
(2.30)
In particular, there is a canonical isomorphism of Λ-rings
RΛn(σ)
∼
−→ RΛG(σ)[q
± 1n ]. (2.31)
Moreover, we have the conclusion below about the relation between the induced repre-
sentations Ind|
ΛG(σ)
ΛH(σ)
(−) and Ind|
CG(σ)
CH(σ)
(−).
Lemma 2.4.7. Let G be a compact Lie group and H a closed subgroup. Let σ be a torsion
element in H. Let m denote [CG(σ) : CH(σ)]. Let V denote a ΛH(σ)−representation λ⊙Cχ
with λ a CH(σ)−representation, χ a R−representation and ⊙C is defined in Lemma 2.4.1.
Then the induced representation
Ind|
ΛG(σ)
ΛH(σ)
(λ⊙C χ)
is isomorphic to the ΛG(σ)−representation
(Ind|
CG(σ)
CH(σ)
λ)⊙C χ.
Their underlying vector spaces are both V ⊕m.
Proof. First I show [ΛG(σ) : ΛH(σ)] is the same as [CG(σ) : CH(σ)]. We have the inclusion
i : CG(σ)/CH(σ) −→ ΛG(σ)/ΛH(σ), aCH(σ) 7→ aΛH(σ).
i is well-defined. For a, b ∈ CG(σ), if aΛH(σ) = bΛH(σ), then a
−1b ∈ ΛH(σ). Since a
−1b
is also in CG(σ), a
−1b ∈ CH(σ). So aCH(σ) = bCH(σ). In addition, for each [g, t] ∈
33
ΛG(σ), [g, t] = [g, 0][e, t]. Since [e, t] ∈ ΛH(σ), [g, t]ΛH(σ) = [g, 0]ΛH(σ). So i(gCH(σ)) =
[g, t]ΛH(σ).
Therefore, i is a bijection.
Let f be an element in
Ind|
ΛG(σ)
ΛH(σ)
(λ⊙C χ) = {α : ΛG(σ) −→ V |α([h, s][x, t]) = λ(h)χ(s)f([x, t]),
∀[x, t] ∈ ΛG(σ), [h, s] ∈ ΛH(σ)}.
Note f([x, t]) = f([1, t][x, 0]) = χ(t)f([x, 0]).
Define a map
A : Ind|
ΛG(σ)
ΛH(σ)
(λ⊙C χ) −→ (Ind|
CG(σ)
CH(σ)
λ)⊙C χ
by sending f to A(f) := f˜ ⊙C χ with
f˜ : CG(σ) −→ V , g 7→ f(g).
We can check f˜ , which is restriction of f to CG(σ), is well-defined. For any h ∈ CH(σ),
f˜(hg) = λ(h)f(g) = λ(h)f˜(g). In addition, A is ΛG(σ)−equivariant. For any [g, s], [x, t] ∈
ΛG(σ), ([g, s] · f)([x, t]) = f([x, t][g, s]) = f([xg, t+ s]) = χ(t+ s)f(xg). We have
A([g, s] · f)([x, t]) = χ(t) ˜([g, s] · f)(x) = χ(t)f(x[g, s]) = χ(t)χ(s)f(xg) = χ(t+ s)f(xg)
and ([g, s] · A(f))([x, t]) = A(f)([x, t][g, s]) = A(f)([xg, t + s]) = χ(t + s)f˜(xg) = χ(t +
s)f(xg) = A([g, s] · f)([x, t]).
In addition, we have
P : (Ind|
CG(σ)
CH(σ)
λ)⊙C χ −→ Ind|
ΛG(σ)
ΛH(σ)
(λ⊙C χ).
For any f ′ ∈ (Ind|
CG(σ)
CH(σ)
λ)⊙C χ, define
P (f ′)([x, t]) := χ(t)f ′(x).
For any [h, s] ∈ ΛH(σ),
P (f ′)([h, s][x, t]) = P (f ′)([h, s+ t][x, 0]) = λ(h)χ(s+ t)f ′(x)
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and
(λ⊙C χ)([h, s])f
′([x, t]) = λ(h)χ(s)χ(t)f ′(x) = λ(h)χ(s+ t)f ′(x) = P (f ′)([h, s][x, t]).
Thus, P (f ′) is indeed in Ind|
ΛG(σ)
ΛH(σ)
(λ⊙C χ).
P ◦A and A ◦ P are both identity maps. So the conclusion is proved.
Remark 2.4.8. By Lemma 2.4.7, the computation of the induced representation
Ind|
ΛG(σ)
ΛH(σ)
(λ⊙C χ)
can be reduced to the computation of
(Ind|
CG(σ)
CH(σ)
λ)⊙C χ.
Thus, when CG(σ) and CH(σ) are both finite, the conclusions about induced representations
for finite groups can apply to the computation of Ind|
ΛG(σ)
ΛH(σ)
(λ⊙C χ).
Remark 2.4.9. Let G be a compact Lie group and H a closed subgroup. Let σ be a torsion
element in H. Let V denote a ΛH(σ)−representation λ⊙Cχ with λ a CH(σ)−representation,
χ a R−representation and ⊙C is defined in Lemma 2.4.1.
Then it’s straightforward to check
res|
ΛG(σ)
ΛH(σ)
(λ⊙C η) = (res|
CG(σ)
CH(σ)
λ)⊙C η. (2.32)
2.4.2 Quasi-elliptic cohomology
In this section I introduce the definition of quasi-elliptic cohomology QEll∗G in term of
orbifold K-theory, and then express it via equivariant K-theory. The readers may read
Chapter 3 in [3] and [47] for a reference of orbifold K-theory.
In Example 2.1.12 we see the full subgroupoid Λ(X//G) of the orbifold loop space
L(X//G) consisting of constant loops and is relevant to the definition of QEll∗G. Before
I describe Λ(X//G) in detail, let’s recall what Inertia groupoid is. A reference for that is
[39].
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Definition 2.4.10. Let G be a groupoid. The Inertia groupoid I(G) of G is defined as
follows.
An object a is an arrow in G such that its source and target are equal. A morphism v
joining two objects a and b is an arrow v in G such that
v ◦ a = b ◦ v.
In other words, b is the conjugate of a by v, b = v ◦ a ◦ v−1.
The torsion Inertia groupoid Itors(G) of G is a full subgroupoid of of I(G) with only
objects of finite order.
Example 2.4.11. Let G be a compact Lie group and X a G−space. The torsion inertia
groupoid Itors(X//G) of the translation groupoid X//G is the groupoid with
objects: the space
∐
g∈Gtors
Xg
morphisms: the space
∐
g,g′∈Gtors
CG(g, g
′)×Xg where CG(g, g
′) = {σ ∈ G|g′σ = σg} ⊆
G.
For x ∈ Xg and (σ, g) ∈ CG(g, g
′)×Xg, (σ, g)(x) = σx ∈ Xg
′
.
The groupoid Λ(X//G) has the same objects as Itors(X//G) but richer morphisms
∐
g,g′∈Gtors
Λ1G(g, g
′)×Xg
where Λ1G(g, g
′) is the space defined in Section 2.1.2. For an object x ∈ Xg and a morphism
([σ, t], g) ∈ Λ1G(g, g
′) ×Xg, ([σ, t], g)(x) = σx ∈ Xg
′
. The composition of the morphisms is
defined by
[σ1, t1][σ2, t2] = [σ1σ2, t1 + t2]. (2.33)
We have a homomorphism of orbifolds
π : Λ(X//G) −→ T
sending all the objects to the single object in T, and a morphism ([σ, t], g) to e2πit in T.
The quasi-elliptic cohomology QEll∗G(X) is defined to be K
∗
orb(Λ(X//G)). We can un-
ravel the definition and express it via equivariant K-theory.
36
Let X be a G−space. Let Gtors ⊆ G be the set of torsion elements of G. Let σ ∈ Gtors.
The fixed point space Xσ is a CG(σ)−space. We can define a ΛG(σ)−action on X
σ by
[g, t] · x := g · x.
Then quasi-elliptic cohomology is defined by
Definition 2.4.12.
QEll∗G(X) =
∏
g∈Gtorsconj
K∗ΛG(g)(X
g) =
( ∏
g∈Gtors
K∗ΛG(g)(X
g)
)G
. (2.34)
By computing the representation rings of RΛG(g), we get QEll
∗
G(−) for contractible
spaces. Then, using Mayer-Vietoris sequence, we can compute QEll∗G(−) for any G-CW
complex by patching the G-cells together.
We have the ring homomorphism
Z[q±] = K0T(pt)
π∗
−→ K0ΛG(g)(pt) −→ K
0
ΛG(g)
(X)
where π : ΛG(g) −→ T is the projection defined in (2.21) and the second is via the collapsing
map X −→ pt. So QEll∗G(X) is naturally a Z[q
±]−algebra.
The λ-ring structure on QEll∗G(X) is the direct product of the exterior algebra on each
equivariant K-group, with componentwise multiplication.
For each QEll∗G we can equip a special family of λ−ring homomorphisms
µn : QEll∗G(X)
∼=
∏
g∈Gtorsconj
K∗ΛG(g)(X
g) −→
∏
g∈Gtorsconj
K∗Λn(g)(X
g) ∼= QEll∗G(X)[q
± 1n ]
defined by
QEll∗G(X) −→ K
∗
ΛG(gn)
(Xg
n
)
β∗
−→ K∗Λn(g)(X
gn) −→ K∗Λn(g)(X
g), (2.35)
where the first map is projection, the second is the restriction via the inclusion β : Λn(g) −→
ΛG(g
n), and the third is restriction along Xg ⊆ Xg
n
.
In addition, we can express the λ−ring isomorphism (2.31) and this family of λ−ring
homomorphisms {µn}n in terms of orbifold K-theory, which are fairly neat.
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Let Λn(g, g
′) denote the quotient of CG(g, g
′)×R under the action of Z where the action
of the generator of Z is given by (σ, t) 7→ (σgn, t − 1) = (gnσ′, t − 1). Then we can define
another groupoid Λn(X//G) with the same objects as Λ(X//G) and morphisms
∐
g,g′∈Gtors
Λn(g, g
′)×Xg
such that for each x ∈ Xg, ([σ, t], g)(x) = σx ∈ Xg
′
. We can also define π : Λn(X//G) −→ T
sending all the objects to the single object in T and a morphism ([σ, t], g) to the morphism
e2πit in T.
Let α : Λn(X//G) −→ Λ(X//G) be the homomorphism of orbifolds sending an object
x ∈ Xg to x ∈ Xg and a morphism [σ, t] : x −→ x′ to [σ, nt] : x −→ x′.Let β : Λn(X//G) −→
Λ(X//G) be the functor sending an object x ∈ Xg to x ∈ Xg
n
and a morphism [σ, t] : x −→
x′ to [σ, t] : x −→ x′.
Since we have the pullback square of groups (2.29) and the pushout square of groups
(2.30), we have the pullback square of groupoids
Λn(X//G)
α
−−−−→ Λ(X//G)y y
T e
2piit 7→e2pinit
−−−−−−−−→ T,
(2.36)
and the pushout square in the category of Λ-rings
K∗orb(Λn(X//G))
α∗
←−−−− K∗orb(Λ(X//G))x x
K∗orb(∗//T) ←−−−− K
∗
orb(∗//T).
(2.37)
It induces a natural isomorphism
K∗orb(Λ(X//G))[q
± 1n ]
∼
−→ K∗orb(Λn(X//G)). (2.38)
The λ-ring homorphism µn can be constructed by
µn : K∗orb(Λ(X//G))
β∗
−→ K∗orb(Λn(X//G))
∼= K∗orb(Λ(X//G))[q
± 1n ].
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2.4.3 Properties
QEll∗G inherits most properties of equivariant K-theory. In this section I discuss some
properties of QEll∗G, including the restriction map, the Ku¨nneth map on it, its tensor
product and the change of group isomorphism.
Since each homomorphism φ : G −→ H induces a well-defined homomorphism φΛ :
ΛG(τ) −→ ΛH(φ(τ)) for each τ in G
tors, we can get the proposition below directly.
Proposition 2.4.13. For each homomorphism φ : G −→ H, it induces a ring map
φ∗ : QEll∗H(X) −→ QEll
∗
G(φ
∗X)
characterized by the commutative diagrams
QEll∗H(X)
φ∗
−−−−→ QEll∗G(φ
∗X)
πφ(τ)
y πτy
K∗ΛH(φ(τ))(X
φ(τ))
φ∗Λ−−−−→ K∗ΛG(τ)(X
φ(τ))
(2.39)
for any τ ∈ Gtors. So QEll∗G is functorial in G.
More generally, we have
Proposition 2.4.14. For any groupoid homomorphism φ : X//G −→ Y//H, we have
the groupoid homomorphism Λ(φ) : Λ(X//G) −→ Λ(Y//H) sending an object (x, g) to
(φ(x), φ(g)), and a morphism ([σ, t], g) to ([φ(σ), t], φ(g)). Thus, we get a ring map
φ∗ : QEll∗(Y//H) −→ QEll∗(X//G)
characterized by the commutative diagrams
QEll∗(Y//H)
φ∗
−−−−→ QEll∗(X//G)
πφ(τ)
y πτy
K∗ΛH(φ(τ))(Y
φ(τ))
φ∗Λ−−−−→ K∗ΛG(τ)(X
τ )
(2.40)
for any τ ∈ Gtors.
And, we can define Ku¨nneth map on QEll∗G induced from that on equivariant K-theory.
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Let G and H be two compact Lie groups. X is a G-space and Y is a H-space. Let
σ ∈ Gtors and τ ∈ Htors. Let ΛG(σ)×T ΛH(τ) denote the fibered product of the morphisms
ΛG(σ)
π
−→ T π←− ΛH(τ).
It’s isomorphic to ΛG×H(σ, τ) under the correspondence
([α, t], [β, t]) 7→ [α, β, t].
Consider the map below
T : KΛG(σ)(X
σ)⊗KΛH(τ)(Y
τ ) −→ KΛG(σ)×ΛH(τ)(X
σ × Y τ )
res
−→ KΛG(σ)×TΛH(τ)(X
σ × Y τ )
∼=
−→ KΛG×H(σ,τ)((X × Y )
(σ,τ)).
where the first map is the Ku¨nneth map of equivariant K-theory, the second is the restriction
map and the third is the isomorphism induced by the group isomorphism ΛG×H(σ, τ) ∼=
ΛG(σ)×T ΛH(τ).
For any compact Lie group G and g ∈ Gtors, let 1 denote the trivial line bundle over
Xg and let q denote the line bundle 1⊙ q over Xg. The map T above sends both 1⊗ q and
q ⊗ 1 to q. So we get the well-defined map
K∗ΛG(σ)(X
σ)⊗Z[q±] K
∗
ΛH(τ)
(Y τ ) −→ KΛG×H(σ,τ)((X × Y )
(σ,τ)). (2.41)
(2.41) gives the Ku¨nneth map of quasi-elliptic cohomology.
Thus, we can define
QEll∗G(X)⊗̂Z[q±]QEll
∗
H(Y ) :=
∏
σ∈Gtorsconjτ∈H
tors
conj
K∗ΛG(σ)(X
σ)⊗Z[q±] K
∗
ΛH(τ)
(Y τ ). (2.42)
and
QEll∗G(X)⊗̂Z[q±]QEll
∗
H(Y ) −→ QEll
∗
G×H(X × Y ),
which is the direct product of those maps defined in (2.41).
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From this definition, we have
QEll∗G(pt)⊗̂Z[q±]QEll
∗
H(pt) = QEll
∗
G×H(pt).
Proposition 2.4.15. Let G and H be two compact Lie groups. Let X be a G ×H−space
with trivial H−action and let pt be the single point space with trivial H−action. Then we
have
QEllG×H(X) ∼= QEllG(X)⊗̂Z[q±]QEllH(pt).
Especially, if G acts trivially on X, we have
QEllG(X) ∼= QEll(X)⊗̂Z[q±]QEllG(pt).
Here QEll∗(X) is QEll∗{e}(X) = K
∗
T(X).
Proof.
QEllG×H(X) =
∏
g∈Gtorsconj
h∈Htorsconj
KΛG×H(g,h)(X
(g,h)) ∼=
∏
g∈Gtorsconj
h∈Htorsconj
KΛG(g)×TΛH(h)(X
g)
∼=
∏
g∈Gtorsconj
h∈Htorsconj
KΛG(g)(X
g)⊗Z[q±] KΛH(h)(pt) = QEllG(X)⊗̂Z[q±]QEllH(pt).
Proposition 2.4.16. If G acts freely on X,
QEll∗G(X)
∼= QEll∗e(X/G).
Proof. Since G acts freely on X,
Xσ =


∅, if σ 6= e;
X, if σ = e.
Thus, QEll∗G(X)
∼=
∏
σ∈Gtorsconj
K∗ΛG(σ)/CG(σ)(X
σ/CG(σ)) ∼= K
∗
T(X/G).
Since T acts trivially on X, we have K∗T(X/G) = QEll
∗
e(X/G) by definition. And it is
isomorphic to K∗(X/G)⊗RT.
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We also have the change-of-group isomorphism as that in equivariant K-theory.
Let H be a closed subgroup of G and X a H-space. Let φ : H −→ G denote the inclusion
homomorphism. The change-of-group map ρGH : QEll
∗
G(G×H X) −→ QEll
∗
H(X) is defined
as the composite
QEll∗G(G×H X)
φ∗
−→ QEll∗H(G×H X)
i∗
−→ QEll∗H(X) (2.43)
where φ∗ is the restriction map and i : X −→ G ×H X is the H−equivariant map defined
by i(x) = [e, x].
Proposition 2.4.17. The change-of-group map
ρGH : QEll
∗
G(G×H X) −→ QEll
∗
H(X)
defined in (2.43) is an isomorphism.
Proof. For any τ ∈ Htorsconj , there exists a unique στ ∈ G
tors
conj such that τ = gτστg
−1
τ for some
gτ ∈ G. Consider the maps
ΛG(τ)×ΛH(τ) X
τ [[a,t],x] 7→[a,x]−−−−−−−−−→ (G×H X)
τ [u,x] 7→[g
−1
τ u,x]−−−−−−−−−−→ (G×H X)
σ. (2.44)
The first map is ΛG(τ)−equivariant and the second is equivariant with respect to the ho-
momorphism cgτ : ΛG(σ) −→ ΛG(τ) sending [u, t] 7→ [gτug
−1
τ , t]. Taking a coproduct over
all the elements τ ∈ Htorsconj that are conjugate to σ ∈ G
tors
conj in G, we get an isomorphism
γσ :
∐
τ
ΛG(τ)×ΛH(τ) X
τ −→ (G×H X)
σ
which is ΛG(σ)−equivariant with respect to cgτ . Then we have the map
γ :=
∏
σ∈Gtorsconj
γσ :
∏
σ∈Gtorsconj
K∗ΛG(σ)(G×H X)
σ −→
∏
σ∈Gtorsconj
K∗ΛG(σ)(
∐
τ
ΛG(τ)×ΛH(τ) X
τ )
(2.45)
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It’s straightforward to check the change-of-group map coincide with the composite
QEll∗G(G×H X)
γ
−→
∏
σ∈Gtorsconj
K∗ΛG(σ)(
∐
τ
ΛG(τ)×ΛH(τ) X
τ ) −→
∏
τ∈Htorsconj
K∗ΛH(τ)(X
τ )
= QEll∗H(X)
with the second map the change-of-group isomorphism in equivariant K−theory, introduced
in Proposition 2.2.1.
2.4.4 Formulas for Induction
In this section 2.4.4 I introduce the induction formula for quasi-elliptic cohomology. Before
that I’d like to show the induction formula for Tate K-theory that Nora Ganter constructed
in [25].
Let H ⊆ G be an inclusion of compact Lie groups and X be a G−space. Then we have
the inclusion of the groupoids
j : X//H −→ X//G.
Let a =
∏
σ∈Htorsconj
aσ be an element in
KTate(X//H) ⊆
∏
σ∈Htorsconj
KCG(σ)(X
σ)((q
1
|g| )).
Let
IndGH : KH(X) −→ KG(X)
be the induced transfer of equivariant K-theory defined in (2.18).
As equivariant K-theory, Tate K-theory also has the change of group isomorphism
KTate(X//H) ∼= KTate((G×H X)//G). (2.46)
Recall Itors(X//G) is the torsion Inertia groupoid defined in Example 2.4.11. We have
the isomorphism of the groupoids
φ : Itors(G×H X//G)) −→ G×H I
tors(X//H) (2.47)
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sending an object (σ, [g, x]) to [g, (g−1σg, x)] and a morphism (g′, (σ, [g, x])) to (g′, [g, (g−1σg, x)]).
As indicated by Proposition 2.23 in [25], the finite covering map
f : Itors(G×H X//G)
φ
−→ G×H I
tors(X//H) −→ Itors(X//G)
where the second functor sends an object [g, (σ, x)] to (gσg−1, gx) and a morphism (g′, [g, (σ, x)])
to (g′, (gσg−1, gx)). The transfer of Tate K-theory
IGH : KTate(X//H) −→ KTate(X//G)
is defined to be the composition
KTate(X//H)
∼=
−→ KTate((G×H X)//G) −→ KTate(X//G) (2.48)
where the first map is the change of group isomorphism and the second is the finite covering.
The formula for IGH is
IGH(a)g =
∑
r
r · ar−1gr
where r goes over a set of representatives of (G/H)g, in other words, r−1gr goes over a set
of representatives of conjugacy classes in H conjugate to g in G.
Thus
IGH(a)g =


IndCGCH (ag) if g is conjuate to some element h in H;
0 if there is no element conjugate to g in H.
(2.49)
The induced transfer IGH for QEll is constructed in a similar way. Let a
′ =
∏
σ∈Htorsconj
a′σ
be an element in
QEll(X//H) =
∏
σ∈Htorsconj
KΛH(σ)(X
σ)
where σ goes over all the conjugacy classes in H.
We can define the finite covering map
f ′ : Λ(G×H X//G) −→ Λ(X//G)
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sending an object (σ, [g, x]) to (σ, gx) and a morphism ([g′, t], (σ, [g, x])) to ([g′, t], (gx, σ)).
The transfer of quasi-elliptic cohomology
IGH : QEll(X//H) −→ QEll(X//G)
is defined to be the composition
QEll(X//H)
∼=
−→ QEll((G×H X)//G) −→ QEll(X//G) (2.50)
where the first map is the change of group isomorphism and the second is the finite covering.
Thus
IGH(a
′)g =
∑
r
r · a′r−1gr
where r goes over a set of representatives of (G/H)g, in other words, r−1gr goes over a set
of representatives of conjugacy classes in H conjugate to g in G.
IGH(a
′)g =


IndΛGΛH (a
′
g) if g is conjuate to some element h in H;
0 if there is no element conjugate to g in H.
(2.51)
There is another way to describe the transfer, which is shown in [50] for quasi-elliptic
cohomology. The transfer of Tate K-theory can be described similarly.
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Chapter 3
Power Operation
In Section 3.2 I define power operations for equivariant quasi-elliptic cohomology QEll∗G(−).
And I show in Theorem 3.2.1 that they satisfies the axioms that Nora Ganter established
in her paper [23] for equivariant power operations.
In Section 3.3 I define orbifold quasi-elliptic cohomology in Definition 3.33. In Section
3.4 I define power operation for orbifold quasi-elliptic cohomology, which satisfies the axioms
that Nora Ganter formulated in [25] for power operations for orbifold theories.
Strickland showed in [60] that the quotient of the Morava E-theory of the symmetric
group by a certain transfer ideal can be identified with the product of rings
∏
k≥0
Rk where
each Rk classifies subgroup-schemes of degree p
k in the formal group associated to E0CP∞.
In Section 3.5 I prove similar conclusions for quasi-ellitpic cohomology and Tate K-theory,
which gives a classification of the finite subgroups of the Tate curve.
3.1 Loop Space of Symmetric Power
Before constructing the power operation
Pn : Korb(Λ(X//G)) = QEllG(X) −→ QEllG≀Σn(X
×n) = Korb(Λ(X
×n//(G ≀ Σn))),
to make it explicit I introduce the groupoid D((X//G) ≀ Σn) in Section 3.1.1, which is
isomorphic to
L((X//G) ≀ Σn) ∼=
∐
[g,σ]∈(G≀Σn)torsconj
L(g,σ)(X
×n)//ΛG≀Σn(g, σ),
as shown in Theorem 3.1.11. With it, it’s convenient for constructing the explicit formula
of the power operation.
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3.1.1 The groupoid D((X//G) ≀ Σn)
In this section I define the symmetric powers of orbifolds. In the case of a global quotient
orbifold X//G, the n−th symmetric power is X×n//(G ≀Σn). The main subject I introduce
in Section 3.1.1 is the intermediate groupoid D((X//G) ≀Σn), which will be shown in Section
3.1.2 isomorphic to the orbifold loop space L((X//G) ≀ Σn) of the symmetric power.
Before introducing D((X//G) ≀Σn), for each torsion element (g, σ) in G ≀Σn I construct
the groupoid A(g,σ)(X) and a subgroupoid D(g,σ)(X) of it. Then by combining all the
groupoids D(g,σ)(X) together I construct D((X//G) ≀ Σn).
Let G be a compact Lie group and X a right G−space. Recall X//G is the translation
groupoid. Let Σn denote the n−th symmetric group.
Recall that the wreath product G ≀ Σn has elements
(g, σ) ∈ Gn × Σn
whose multiplication is defined by
(g1, · · · gn, σ) · (h1, · · ·hn, τ) = (g1hσ−1(1), · · · gnhσ−1(n), στ).
G ≀ Σn acts on X
×n by
x · (g, σ) = (xσ(1)gσ(1), · · ·xσ(n)gσ(n)), for any x ∈ X
×n, (g, σ) ∈ G ≀ Σn. (3.1)
Remark 3.1.1. Consider the space
n := {1, 2, · · ·n}
with discrete topology. The symmetric group Σn acts on n by permutation. For each (g, σ) ∈
G ≀ Σn, we have the commutative diagram
G× n
(g,σ)
−−−−→ G× ny y
n
σ
−−−−→ n
(3.2)
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where the vertical maps are the projection to the second factor and (g, σ) acts on n by
(x, k) · (g, σ) := (xgk, σ
−1(k)), for each (x, k) ∈ G ≀ Σn.
So G ≀ Σn gives a family of bundle isomorphisms
G× n −→ G× n
between the G−bundles.
Generally, for any orbifold groupoid
G = (G0,G1, s, t, u, i)
we can define the n−th symmetric power G ≀ Σn of G.
Definition 3.1.2 (Symmetric Power of G). The objects of the n−th symmetric power
G ≀ Σn are the points
x := (x1, · · ·xn)
in G×n0 and the arrows of it are (g, σ) with each gi an arrow of G starting at xi and σ ∈ Σn.
x · (g, σ) = (xσ(1)gσ(1), xσ(2)gσ(2), · · ·xσ(n)gσ(n)).
The unit map sends the object x to (u(x1), · · ·u(xn), Id). The composition of arrows (g, σ)
and (h, τ) where gσ(i) = hi is given by
(g, σ) ◦ (h, τ) = (g1hσ−1(1), · · · gnhσ−1(n)).
The inverse of (g, σ) is given by
(i(gσ(1)), · · · i(gσ(n)), σ
−1).
The symmetric power (X//G) ≀Σn is isomorphic to the translation groupoid X
×n//(G ≀
Σn). L((X//G) ≀ Σn) is isomorphic to L(X
×n//(G ≀ Σn)) and as defined in Example 2.1.14
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is the coproduct ∐
(g,σ)∈(G≀Σn)torsconj
L(g,σ)(X
×n)//ΛG≀Σn(g, σ).
Let σ ∈ Σn correspond to the partition n =
∑
k
kNk, i.e. it has Nk k−cycles. Assume
that for each cycle of σ, we have fixed a first element i1, and thus a representation as
(i1, · · · ik).
For (g, σ) ∈ G ≀Σn, let’s consider the orbits of the bundle G× n −→ n under the action
by (g, σ). The orbits of n under the action by σ corresponds to the cycles in the cycle
decomposition of σ. The bundle G× n −→ n is the disjoint union of the G−bundles
⊔
(i1···ik)
(G× {i1, · · · ik} −→ {i1, · · · ik})
where (i1, · · · ik) goes over all the cycles of σ. Each bundle G× {i1, · · · ik} −→ {i1, · · · ik} is
an orbit of G× n −→ n under the action by (g, σ).
Two G−subbundles
G× {i1, · · · ik} −→ {i1, · · · ik} and G× {j1, · · · jm} −→ {j1, · · · jm}
are (g, σ)−equivariant equivalent if and only if k = m and CG(gik · · · gi1 , gjk · · · gj1) is
nonempty. For each k-cycle i = (i1, · · · ik) of σ, letW
σ
i denote the set of all theG−subbundles
G×{j1, · · · jm} −→ {j1, · · · jm} that are (g, σ)−isomorphic to G×{i1, · · · ik} −→ {i1, · · · ik}.
There is a bijection between W σi and the set
{j = (j1, · · · jk) | (j1, · · · jk) is a k-cycle of σ and CG(gik · · · gi1 , gjk · · · gj1) is nonempty.}.
Let Mσi denote the size of the set W
σ
i . Let α
i
1, α
i
2, · · ·α
i
Mσi
denote all the elements of the
set W σi . Obviously, i = (i1, · · · ik) is in W
σ
i . So we can assume α
i
1 is i.
For any k−cycle i and m−cycle j of σ, if k 6= m, W σi and W
σ
j are disjoint. In the
case that k = m, if CG(gik · · · gi1 , gjk · · · gj1) is nonempty, W
σ
i are W
σ
j are the same set;
otherwise, W σi and W
σ
j are disjoint. The set of all the k−cycles of σ can be divided into
the disjoint union of several W σi s. We can pick a set of representatives θk of k−cycles of σ
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such that the set of k−cycles of σ equals the disjoint union
∐
i∈θk
W σi .
Example 3.1.3 (The groupoids A(g,σ)(X) and D(g,σ)(X)). Now let’s introduce a groupoid
A(g,σ)(X). The objects of it are the points of the space
∏
k
∏
(i1,···ik)
kLgik ···gi1X
where the second product goes over all the k−cycles of σ. The set of morphisms starting
from an object x is
{(×k ×i∈θk ([a
i
1, t
i
1], · · · [a
i
Mσi
, tiMσi ], τi), x) | τi ∈ ΣM
σ
i
, [aij , t
i
j ] ∈ Λ
k
G(gτi(j)k · · · gτi(j)1 , gjk · · · gj1)
for each j ∈W σi .},
where τi permutes the cycles α
i
1, α
i
2, · · ·α
i
Mσi
in W σi . The composition is defined by
[×k ×i∈θk ([a
i
1, t
i
1], · · · [a
i
Mσi
, tiMσi ], τi)] ◦ [×k ×i∈θk ([b
i
1, p
i
1], · · · [b
i
Mσi
, piMσi ], ̺i)] (3.3)
=×k ×i∈θk([a
i
1b
i
τ−1i (1)
, ti1 + p
i
τ−1i (1)
], · · · [aiMσi b
i
τ−1i (M
σ
i )
, tiMσi + p
i
τ−1i (M
σ
i )
], τi̺i) (3.4)
And for any ×k ×i∈θk (γi,1, · · · γi,Mσi ) ∈
∏
k
∏
(i1,···ik)∈θk
kLgik ···gi1X,
[×k ×i∈θk (γi,1, · · · γi,Mσi )] · [×k ×i∈θk ([a
i
1, t
i
1], · · · [a
i
Mσi
, tiMσi ], τi)]
=×k ×i∈θk(γi,τi(1)[a
i
τi(1)
, tiτi(1)], · · · γi,τi(Mσi )[a
i
τi(Mσi )
, tiτi(Mσi )
]).
And as shown in (2.11), each
(γi,τi(j) · [a
i
τi(j)
, tiτi(j)])(t) = (γi,τi(j) · a
i
τi(j)
)(t+ tiτi(j)).
Let D(g,σ)(X) denote the subgroupoid of A(g,σ)(X) whose objects are the same as A(g,σ)(X),
and whose morphisms are those of A(g,σ)(X) with all the t
i
js having the same image under
the quotient map R/kZ −→ R/Z, for each k, each k−cycle i, and each j = 1, · · ·Mσi .
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Combining all the groupoids D(g,σ)(X), we can define the groupoid
D((X//G) ≀ Σn).
Before that we need to recall some properties of CG≀Σn((g, σ), (g
′, σ′)).
(h, τ) is in CG≀Σn((g, σ), (g
′, σ′)) if and only if τσ′ = στ and gσ(τ(i))hτ(i) = hτ(σ′(i))g
′
σ′(i),
∀i.
We can reinterpret the two conditions above. Since τ ∈ CΣn(σ, σ
′), τ maps a k-cycle
i = (i1, · · · ik) of σ
′ to a k-cycle j = (j1, · · · jk) of σ. τ will still used to denote its map on
the cycles, such as τ(r) = s. For each l ∈ Z/kZ, let τ(il) = jl+mi where mi depends only
on τ and the cycle i. Then, the second conditions can be expressed as
∀l ∈ Z/kZ, gjlhjl−1 = hjlg
′
il−mi
. (3.5)
From this equivalence, we can induce that the element
hjkg
′−1
i1−mi
· · · g′−1ik−1g
′−1
ik
= g−1j1 · · · g
−1
jmi
hjmi
maps gjk · · · gj1 to g
′
ik
· · · g′i1 by conjugation. In other words,
β
h,τ
j,i := hjkg
′−1
i1−mi
· · · g′−1ik−1g
′−1
ik
(3.6)
is an element in CG(gjk · · · gj1 , g
′
ik
· · · g′i1). Thus, CG(gjk · · · gj1 , g
′
ik
· · · g′i1) is nonempty.
Definition 3.1.4 (D((X//G) ≀Σn)). Let D((X//G) ≀Σn) denote the groupoid with objects
the points of the space ∐
(g,σ)∈(G≀Σn)tors
∏
k
∏
(i1,···ik)
kLgik ···gi1X
where (i1, · · · ik) goes over all the k−cycles of σ. The set of morphisms starting from an
object
x ∈
∏
k
∏
(j1,···jk)
kLgjk ···gj1X
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to an object in the component
∏
k
∏
(i1,···ik)
kLg′ik ···g
′
i1
X corresponding to (g′, σ′) is
{(×k×j∈θk([a
j
1, t
j
1], · · · [a
j
Mσj
, tjMσj
], τj), x) | τj ∈ ΣMσj ,
[ajρ, t
j
ρ] ∈ Λ
k
G(g
′
τj(ρ)k
· · · g′τj(ρ)1 , gρk · · · gρ1) for each ρ ∈W
σ
j ;
all the tjρs have the same image under the quotient map R/kZ −→ R/Z.},
where τj permutes the cycles α
j
1, α
j
2, · · ·α
j
Mσj
in W σj .
The formula for the composition is
[×k ×i∈θk ([a
i
1, t
i
1], · · · [a
i
Mσi
, tiMσi ], τi)] ◦ [×k ×i∈θk ([b
i
1, p
i
1], · · · [b
i
Mσi
, piMσi ], ̺i)] (3.7)
=×k ×i∈θk([a
i
1b
i
τ−1i (1)
, ti1 + p
i
τ−1i (1)
], · · · [aiMσi b
i
τ−1i (M
σ
i )
, tiMσi + p
i
τ−1i (M
σ
i )
], τi̺i) (3.8)
And for any ×k ×i∈θk (γi,1, · · · γi,Mσi ) ∈
∏
k
∏
(i1,···ik)∈θk
kLgik ···gi1X,
[×k ×i∈θk (γi,1, · · · γi,Mσi )] · [×k ×i∈θk ([a
i
1, t
i
1], · · · [a
i
Mσi
, tiMσi ], τi)]
=×k ×i∈θk(γi,τi(1)[a
i
τi(1)
, tiτi(1)], · · · γi,τi(Mσi )[a
i
τi(Mσi )
, tiτi(Mσi )
]).
And as in (2.11), each
(γi,τi(j) · [a
i
τi(j)
, tiτi(j)])(t) = (γi,τi(j) · a
i
τi(j)
)(t+ tiτi(j)).
A skeleton for D((X//G) ≀ Σn) is a subgroupoid of the disjoint union
∐
(g,σ)∈(G≀Σn)torsconj
D(g,σ)(X)
whose morphisms consists of those with all the rotation tijs having the same image under
the quotient map R/kZ −→ R/Z.
Proposition 3.1.5 shows the groupoid A(g,σ)(X) is a translation groupoid. As a corollary,
D(g,σ)(X) is also a translation groupoid. Thus, to study Korb(A(g,σ)(X)), Korb(D(g,σ)(X))
and Korb(D((X//G) ≀ Σn)), we can start by studying the representation ring of a group.
52
Proposition 3.1.5. Each A(g,σ)(X) is isomorphic to the translation groupoid
(∏
k
∏
(i1,···ik)
kLgik ···gi1X
)
//
(∏
k
∏
i∈θk
ΛkG(Γi,1) ≀ ΣMσi
)
where Γi,p is defined in (3.9).
Proof. First let’s see some facts about the centralizers.
To simplify the symbol, let Γi,p denote the element
gαipk
· · · gαip1
, (3.9)
where αip = ((α
i
p)1, · · · (α
i
p)k) is an element in W
σ
i and p = 1, 2 · · ·M
σ
i . Assume the repre-
sentative i = (i1, · · · ik) of W
σ
i is α
k
1 .
We have a 1-1 correspondence between CG(u1) and CG(u1, u2) for any u1, u2 ∈ G if
CG(u1, u2) is nonempty. With a representative δ ∈ CG(u1, u2) fixed, the correspondence is
CG(u1) −→ CG(u2, u1)
h 7→ δh.
And we can define a map
CG(u2, u1)× CG(u3, u2) −→ CG(u3, u1)
(δ1, δ2) 7→ δ2δ1.
Let’s fix representatives for CG(Γi,t,Γi,s) in a compatible way. First fix representatives
σi,2,1 ∈ CG(Γi,2,Γi,1), σi,3,2 ∈ CG(Γi,3,Γi,2), · · · , σi,Mσi ,Mσi −1 ∈ CG(Γi,Mσi ,Γi,Mσi −1). And
get all the other representatives by inverting a representative or multiplying several of them.
Then we are ready to get a map
CG(Γi,j ,Γi,s) −→ CG(Γi,s) −→ CG(Γi,1)
h 7→ σ−1i,j,sh 7→ σ
−1
i,s,1(σ
−1
i,j,sh)σi,s,1,
where σ−1i,s,1(σ
−1
i,j,sh)σi,s,1 = σi,1,sσi,s,jhσi,s,1 = σi,1,jhσi,s,1.
Let’s consider the group ∏
k
∏
i∈θk
ΛkG(Γi,1) ≀ ΣMσi .
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For each [bij , t
i
j ] ∈ Λ
k
G(Γi,1), the product [σi,τ(j),1, 0][b
i
j , t
i
j ][σi,1,j , 0] ∈ Λ
k
G(Γi,τ(j),Γi,j). It
acts on any ×k ×i∈θk (γi,1, · · · γi,Mσi ) ∈
∏
k
∏
(i1,···ik)
kLgik ···gi1X by
(×k ×i∈θk (γi,1, · · · γi,Mσi )) · (×k ×i∈θk ([b
i
1, t
i
1], · · · [b
i
Mσi
, tiMσi ], τi))
:=(×k ×i∈θk (γi,1, · · · γi,Mσi )) ·
(×k ×i∈θk ([σi,τ(1),1, 0][b
i
1, t
i
1][σi,1,1, 0], · · · [σi,τ(Mσi ),1, 0][b
i
Mσi
, tiMσi ][σi,1,M
σ
i
, 0], τi))
=×k ×i∈θk(γi,τi(1)([σi,τ(1),1, 0][b
i
1, t
i
1][σi,1,1, 0]), · · · γi,τi(Mσi )([σi,τ(Mσi ),1, 0][b
i
Mσi
, tiMσi ][σi,1,M
σ
i
, 0])).
It’s quite straightforward to check that this is a well-defined group action and the translation
groupoid associated to this action is isomorphic to A(g,σ)(X).
And we have the corollary below.
Corollary 3.1.6. Let ∏
k
T
∏
i∈θk
TΛ
k
G(Γi,1) ≀T ΣMσi
denote the subgroup of
∏
k
∏
i∈θk
ΛkG(Γi,1) ≀ ΣMσi consisting of those elements
(×k ×i∈θk ([b
i
1, t
i
1], · · · [b
i
Mσi
, tiMσi ], τi))
with all the tijs having the same image under the quotient map R/kZ −→ R/Z, for each k,
each k−cycle i, and each j = 1, · · ·Mσi . D(g,σ)(X) is the translation groupoid
(∏
k
∏
(i1,···ik)
kLgik ···gi1X
)
//
(∏
k
T
∏
i∈θk
TΛ
k
G(Γi,1) ≀T ΣMσi
)
.
To study Korb(A(g,σ)(X)) and Korb(D(g,σ)(X)), we need to study the representation
ring of wreath product. Theorem 3.1.7 below gives all the irreducible representations of a
wreath product. It’s a conclusion from [34].
Theorem 3.1.7. Let {ρk}
N
1 be a complete family of irreducible representations of G and
let Vk be the corresponding representation space for ρk. Let (n) be a partition of n. (n) =
(n1, · · ·nN ). Let D(n) be the representation
ρ⊗n11 ⊗ · · · ⊗ ρ
⊗nN
N
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on the space V ⊗n11 ⊗ · · · ⊗ V
⊗nN
N . Let Σ(n) = Σn1 × · · · × ΣnN .
Let (D(n))
∼ be the extension of D(n) from G
×n to G ≀ Σ(n) defined by
(D(n))
∼((g1,1, · · · g1,n1 , · · · gN,1, · · · gN,nN ;σ))(v1,1 ⊗ · · · ⊗ v1,n1 ⊗ · · · ⊗ vN,1 ⊗ · · · ⊗ vN,nN )
(3.10)
=
N⊗
k=1
ρk(gk,1)vk,σ−1k (1)
⊗ · · · ⊗ ρk(gk,nk)vk,σ−1k (nk)
, (3.11)
where σ = σ1 × · · · × σN with each σk ∈ Σnk .
Let Dτ with τ ∈ RΣ(n) be the representation of G ≀ Σ(n) by
Dτ ((g1,n1 , · · · gN,nN ;σ)) := τ(σ). (3.12)
Then,
{Ind|G≀ΣnG≀Σ(n)(D(n))
∼ ⊗Dτ |(n) = (n1, · · ·nN ) goes over all the partition;
τ goes over all the irreducible representations of Σ(n).}
goes over all the irreducible representation nonrepeatedly of G ≀ Σn.
And we can get all the irreducible representations of the fibred wreath product
ΛG(σ) ≀T ΣN
in a similar way.
Note that
{ρ1 ⊗Z[q±] · · · ⊗Z[q±] ρn | Each ρj is an irreducible representation of ΛG(σ).}
goes over all the irreducible representation of
ΛG(σ)×T · · · ×T ΛG(σ).
The proof of Theorem 3.1.8 is analogous to that of Theorem 3.1.7 in [34], applying
Clifford’s theory in [15] and [16].
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Theorem 3.1.8. Let {ρk}
N
1 be a basis of the Z[q
±]−module RΛG(σ) and let Vk be the
corresponding representation space for ρk. Let (n) be a partition of n. (n) = (n1, · · ·nN ).
Let DT(n) be the ΛG(σ)
×Tn−representation
ρ
⊗
Z[q±]n1
1 ⊗Z[q±] · · · ⊗Z[q±] ρ
⊗
Z[q±]nN
N
on the space V ⊗n11 ⊗ · · · ⊗ V
⊗nN
N . Let Σ(n) = Σn1 × · · · × ΣnN .
Let (DT(n))
∼ be the extension of D(n) from ΛG(σ)
×Tn to ΛG(σ) ≀T Σ(n) defined by
(DT(n))
∼(([g1,1, t], · · · [g1,n1 , t], · · · [gN,1, t], · · · [gN,nN , t];σ))(v1,1 ⊗ · · · ⊗ v1,n1 ⊗ · · · ⊗ vN,1 ⊗ · · · ⊗ vN,nN )
(3.13)
=
⊗
Z[q±]
ρk([gk,1, t])vk,σ−1k (1)
⊗Z[q±] · · · ⊗Z[q±] ρk([gk,nk , t])vk,σ−1k (nk)
, (3.14)
where k is from 1 to N and σ = σ1 × · · · × σN with each σk ∈ Σnk .
Let DTτ with τ ∈ RΣ(n) be the representation of ΛG(σ) ≀T Σ(n) by
DTτ (([g1,n1 , t], · · · [gN,nN , t];σ)) := τ(σ). (3.15)
Then,
{Ind|
ΛG(σ)≀TΣn
ΛG(σ)≀TΣ(n)
(DT(n))
∼ ⊗DTτ | (n) = (n1, · · ·nN ) goes over all the partition;
τ goes over all the irreducible representations of Σ(n).}
goes over all the irreducible representation nonrepeatedly of ΛG(σ) ≀T Σn.
From Theorem 3.1.7, the representation ring of each ΛkG(Γi,1) ≀ΣMσi is a Z[q
± 1k ]−module.
Thus, the representation ring of
∏
k
∏
i∈θk
ΛkG(Γi,1) ≀ ΣMσi ,
which is the tensor product of the representation rings of each ΛkG(Γi,1)≀ΣMσi , is a Z[q
±]−module
via the map
Z[q±] −→ Z[q±
1
k ], q 7→ q±
1
k .
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Thus, the representation ring
R(
∏
k
∏
i∈θk
ΛkG(Γi,1) ≀ ΣMσi )
∼=
⊗
k
⊗
i∈θk
R(ΛkG(Γi,1) ≀ ΣMσi )
is a Z[q±]−module.
Moreover, Korb(D(g,σ)(X)) is a Z[q±]−module via the map
R(
∏
k
∏
i∈θk
ΛkG(Γi,1) ≀ ΣMσi )
∼= K0orb(A(g,σ)(pt)) −→ K
0
orb(A(g,σ)(X)) −→ K
∗
orb(D(g,σ)(X)),
(3.16)
where the second map is induced by X −→ pt and the third one is the restriction.
3.1.2 Loop Space of Symmetric powers
In this section I show that the groupoid L((X//G) ≀ Σn) is isomorphic to D((X//G) ≀ Σn)
defined in Definition 3.1.4, as shown in Theorem 3.1.11.
First I show each component L(g,σ)(X
×n)//ΛG≀Σn(g, σ) is isomorphic to the groupoid
D(g,σ)(X).
Theorem 3.1.9. The two groupoids L(g,σ)(X
×n)//ΛG≀Σn(g, σ) and D(g,σ)(X) are isomor-
phic. Thus, this isomorphism induces a ΛG≀Σn(g, σ)−action on the space
∏
k
∏
(i1,···ik)
kLgik ···gi1X.
Remark 3.1.10. In [24] where Nora Ganter studied the stringy power operation of Devoto’s
equivariant Tate K-theory, she proved a conclusion analogous to Theorem 3.1.9 without
considering the circle action on the space. I show in Theorem 3.1.9 the homeomorphism
between the spaces L(g,σ)(X
×n) and
∏
k
∏
(i1,···ik)
kLgik ···gi1X
is not only CG≀Σn(g, σ)−equivariant but also ΛG≀Σn(g, σ)−equivariant, with the equipped
S1−action.
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Proof. I’m going to construct two functors
F(g,σ) : L(g,σ)(X
×n)//ΛG≀Σn(g, σ) −→ D(g,σ)(X)
and
J(g,σ) : D(g,σ)(X) −→ L(g,σ)(X
×n)//ΛG≀Σn(g, σ).
F(g,σ) sends a path
γ = (γ1, · · · γn) ∈ L(g,σ)(X
×n)
to the product of
∑
k
Nk paths,
∏
k
∏
(i1,···ik)
γik ∗ γi1gi1 ∗ · · · ∗ γik−1gik−1 · · · gi1 ,
which is an object of D(g,σ)(X).
A morphism in L(g,σ)(X
×n)//ΛG≀Σn(g, σ) is of the form [(h, τ), t] with (h, τ) ∈ CG≀Σn(g, σ)
and t ∈ R.
Let τ send the k−cycle i = (i1, · · · ik) of σ to a k−cycle j = (j1, · · · jk) of σ and τ(i1) =
j1+mi . According to the definition above, the path of F(g,σ)(γ · [(h, τ), t0]) in kLgik ···gi1X is
(γjmihjmi ∗ γjmi+1hjmi+1gi1 ∗ · · · ∗ γjmi−1hjmi−1gik−1 · · · gi1)(t+ t0),
which is
(γjk ∗ γj1gj1 ∗ · · · ∗ γjk−1gjk−1 · · · gj1)(t+mi + t0) · β
h,τ
j,i ,
where β
h,τ
j,i is the symbol defined in (3.6).
F(g,σ) maps the morphism [(h, τ), t] to
×k ×i∈θk ([β
h,τ
τ(1),1,m1 + t], · · · [β
h,τ
τ(Mσi ),M
σ
i
,mMσi + t], τ |Wσi )
where τ |Wσi denotes the permutation induced by τ on the set W
σ
i = {α
i
1, α
i
2, · · ·α
i
Mσi
},
τ−1(j) is short for τ−1(αij) and τ(jl) = τ(j)l+mj .
It sends the identity map [(1, · · · , 1, Id), 0] to the identity map×k×i∈θk([1, 0], · · · [1, 0], Id).
And F(g,σ) preserves composition of morphisms. So it is a well-defined functor.
Now let’s construct J(g,σ). For an object×k ×i∈θk νi,k in D(g,σ)(X), it sends νi,k ∈
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kLgik ···gi1X to {νm}
n
1 with {νis}
k
s=1 with
νik = νi,k|[0,1]
and
νis(t) := νi,k(s+ t)g
−1
i1
· · · g−1is .
For each morphism
∏
k
∏
i∈θk
((ui1,m
′i
1 ), (u
i
2,m
′i
2 ), · · · (u
i
Mσi
,m′iMσi ), ̺
k
i )
in D(g,σ)(X), we can get a unique [(h, τ), t] ∈ ΛG≀Σn((g, σ)).
Let t be a representative of the image of m′i1 in R/Z. Then, let m
i
k = m
′i
k − t for each
k = 1, 2 · · ·n. Each mik is an integer.
When we know how τ ∈ CΣn(σ) permutes the cycles of σ, whose information is contained
in those ̺ki ∈ ΣMσi , and the numbers m
i
1, · · ·m
i
Mσi
, we can get a unique τ . Explicitly, for
any number jr = 1, 2 · · ·n, if jr is in a k−cycle (j1, · · · jk) of σ and is in the set W
σ
i , then τ
maps jr to ̺
k
i (j)r+mij , i.e. the r +m
i
j-th element in the cycle ̺
k
i (j) of σ.
For any a ∈W σi , ∀k and i, I want u
i
a = β
h,τ
τ(a),a for some h. Thus,
hτ(a)k = u
i
agak · · · ga1−mia
. (3.17)
And by (3.5) we can get all the other hτ(a)j .
It can be checked straightforward that J(g,σ) is a well-defined functor. And it does not
depend on the choice of the representative t.
In addition, J(g,σ) ◦ F(g,σ) = Id; F(g,σ) ◦ J(g,σ) = Id. So the conclusion is proved.
Theorem 3.1.11. The two groupoids
L((X//G) ≀ Σn) =
∐
(g,σ)∈(G≀Σn)tors
L(g,σ)(X
×n)//ΛG≀Σn(g, σ)
and
D((X//G) ≀ Σn)
are isomorphic.
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Proof. If (g, σ) and (g′, σ′) are conjugate in G ≀ Σn, each [(h, τ), t0] ∈ ΛG≀Σn((g, σ), (g
′, σ′))
gives an isomorphism from L(g,σ)(X
×n)//ΛG≀Σn(g, σ) to L(g′,σ′)(X
×n)//ΛG≀Σn(g
′, σ′) by
γ 7→ γ · [(h, τ), t0].
There is a canonical isomorphism F ([(h, τ), t0]) from D(g,σ)(X) to D(g′,σ′)(X) so that the
diagram below commutes in the category of Lie groupoids.
L(g,σ)(X
×n)
F(g,σ) //
[(h,τ),t0]
²²
D(g,σ)(X)
F ([(h,τ),t0])
²²
L(g′,σ′)(X
×n)
F(g′,σ′) // D(g′,σ′)(X)
Let γ = (γ1, · · · γn) be a path in L(g,σ)(X
×n). Then, the path of F(g′,σ′)(γ · [(h, τ), t0])(t)
in kLg′ik ···g
′
i1
X is
γτ(ik)hτ(ik) ∗ γτ(i1)hτ(i1)g
′
i1 ∗ · · · ∗ γτ(ik−1)hτ(ik−1)g
′
ik−1
· · · g′i1(t+ t0). (3.18)
The path of F(g,σ)(γ) in kLgjk ···gj1X is
γjk ∗ γj1gj1 ∗ · · · ∗ γjk−1gjk−1 · · · gj1 .
By the relation (3.5), each γτ(ir)hτ(ir)g
′
ir
· · · g′i1 in (3.18) is equal to
γjr+mi gjr+mi · · · gj1(g
−1
j1
· · · g−1jmi
hjmi ).
The element g−1j1 · · · g
−1
jmi
hjmi = hjkg
′−1
i1−mi
· · · g′−1ik .
So the map of F ([(h, τ), t0]) on the path νj ∈ kLgjk ···gj1X corresponding to k−cycle
(j1, · · · jk) of σ is defined by
F ([(h, τ), t0])(νj)(t) = νj(t+mi + t0)hjkg
′−1
i1−mi
· · · g′−1ik ∈ kLg′ik ···g
′
i1
X.
F ([(h, τ), t0]) is an isomorphism between the two groupoids.
Remark 3.1.12. Recall Λk(g, σ) is the quotient group of CG≀Σn(g, σ) × R by the normal
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subgroup generated by (gk,−1). L(g,σ)(X
×n) is a Λ(g, σ)-space. For each k,
∏
(i1,···ik)
kLgik ···gi1X
is a Λk(g, σ)-space since the action of (g, σ; 0) on
∏
γ : [0, k] −→ X
is the same as (e, Id; 1) on it, as indicated in Example 4.4 in [24].
In addition, I state in Proposition 3.1.13 some properties about the functor F(g,σ) con-
structed in the proof of Theorem 3.1.9 and Theorem 3.1.11.
Proposition 3.1.13. (i) If σ = (1) ∈ Σ1, the morphism F(g,(1)) is the identity map on
Lg(X).
(ii) Let (g, σ) ∈ G ≀ Σn and (h, τ) ∈ G ≀ Σm.
L(g,σ)(X
×n)× L(h,τ)(X
×m) and L(g,h,στ)(X
×(m+n))
are ΛG≀Σn(g, σ)×T ΛG≀Σm(h, τ)-equivariant homeomorphic.
(iii)F(g,σ) preserves cartesian product of loops. The following diagram of ΛG≀Σn(g, σ)×T
ΛG≀Σm(h, τ)−spaces commutes.
L(g,σ)(X
×n)× L(h,τ)(X
×m)
(γ1,γ2) 7→γ1×γ2 //
F(g,σ)×F(h,τ) ++WWWW
WWWW
WWWW
WWWW
WWWW
W
L(g,h,στ)(X
×(n+m))
η∗◦F(g,h,στ)
²²∏
k
∏
(i1,···ik)
kLgik ···gi1X ×
∏
j
∏
(r1,···rj)
jLhrj ···hr1X
where (i1, · · · ik) goes over all the k−cycles of σ and (r1, · · · rj) goes over all the j−cycles of
τ .
Proof. (i) has already been indicated in the proof of Theorem 3.1.9.
(ii) Let γ1 = (γ1,1, · · · γ1,n) ∈ L(g,σ)(X
×n) and γ2 = (γ2,1, · · · γ2,m) ∈ L(h,τ)(X
×m).
Define
Φ : L(g,σ)(X
×n)× L(h,τ)(X
×m) −→ L(g,h,στ)(X
×(m+n))
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by
Φ(γ1, γ2) := (γ1,1, · · · γ1,n, γ2,1, · · · γ2,m) ∈ L(g,h,στ)(X
×(m+n)).
Φ is a homeomorphism.
Let η : ΛG≀Σn(g, σ)×T ΛG≀Σm(h, τ) −→ ΛG≀Σm+n(g, h;στ) be the inclusion
([α, t], [β, t]) 7→ [α, β, t],
where α ∈ CG≀Σn(g, σ), β ∈ CG≀Σm(h, τ), and t ∈ R. Then η induces a ΛG≀Σn(g, σ) ×T
ΛG≀Σm(h, τ)-action on the space L(g,h,στ)(X
×(m+n)). And Φ is a ΛG≀Σn(g, σ)×TΛG≀Σm(h, τ)-
equivariant homeomorphism between
L(g,σ)(X
×n)× L(h,τ)(X
×m)
and
η∗(L(g,h,στ)(X
×(m+n))).
(iii) F(g,σ) sends a path
γ = (γ1, · · · γn) ∈ L(g,σ)(X
×n)
to the product of
∑
k
Nk paths,
∏
k
∏
(i1,···ik)
γik ∗ γi1gi1 ∗ · · · ∗ γik−1gik−1 · · · gi1 ,
which is an object of D(g,σ)(X).
F(g,h,στ)(γ1 × γ2) is the product
∏
k
∏
(i1,···ik)
γik ∗γi1gi1 ∗ · · · ∗γik−1gik−1 · · · gi1
∏
m
∏
(j1,···jm)
γjm ∗γj1hj1 ∗ · · · ∗γjm−1hjm−1 · · ·hj1 ,
where (i1, · · · ik) goes over all the k−cycles of σ and (j1, · · · jm) goes over all the m−cycles
of τ . It is exactly F(g,σ)(γ1)× F(h,τ)(γ2).
It’s straightforward to check both maps are ΛG≀Σn(g, σ)×T ΛG≀Σm(h, τ)−equivariant.
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Proposition 3.1.14 (Naturality). Let f : X//G −→ Y//H be a homomorphism between
groupoids. Let (g, σ) ∈ G≀Σn. Let (f(g), σ) denote the element (f(g1), · · · f(gn), σ) ∈ H ≀Σn.
Then f induces homomorphisms
D(g,σ)(f) : D(g,σ)(X) −→ D(f(g),σ)(Y )
and
L(g,σ)(f) : L(g,σ)(X
×n)//ΛG≀Σn(g, σ) −→ L(f(g),σ)(Y
×n)//ΛH≀Σn(f(g), σ).
Then the following diagram commutes in the category of Lie groupoids.
L(g,σ)(X
×n)//ΛG≀Σ(g, σ)
L(g,σ)(f)
−−−−−−→ L(f(g),σ)(Y
×n)//ΛH≀Σn(f(g), σ)
F(g,σ)
y F(f(g),σ)y
D(g,σ)(X)
D(g,σ)(f)
−−−−−−→ D(f(g),σ)(Y ).
(3.19)
Proof. For any γ : [0, k] −→ X such that γ(k) = γ(0) · g, let f∗γ : [0, k] −→ Y denote the
map f∗γ(t) = f ◦ γ(t). We have f∗γ(k) = f∗γ(0) · f(g). So we have a well-defined functor
kLg(f) : kLg(X)//ΛG(g) −→ kLf(g)(Y )//ΛH(f(g))
sending an object γ to f∗(γ) and sending a morphism [α, t] to [f(α), t].
Similarly we can define
L(g,σ)(f) : L(g,σ)(X
×n)//ΛG≀Σn(g, σ) −→ L(f(g),σ)(Y
×n)//ΛH≀Σn(f(g), σ)
by sending an object γ to f∗(γ) and a morphism [α, τ, t] to [f(α), τ, t]. And define
D(g,σ)(f) : D(g,σ)(X) −→ D(f(g),σ)(Y )
to be the homomorphism sending an object
∏
k
∏
(i1,···ik)
γ(i1,···ik) ∈
∏
k
∏
(i1,···ik)
kLgik ···gi1X
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to ∏
k
∏
(i1,···ik)
f∗γ(i1,···ik) ∈
∏
k
∏
(i1,···ik)
kLhik ···hi1X
where (i1, · · · ik) goes over all the k−cycles of σ. It sends a morphism
×k ×i∈θk (([a
i
1, t
i
1], · · · [a
i
Mσi
, tiMσi ], τi), x)
of D(g,σ)(X) to
×k ×i∈θk (([f(a
i
1), t
i
1], · · · [f(a
i
Mσi
), tiMσi ], τi), f∗x)
where θk is a fixed set of representatives of k−cycles of σ.
Then it’s straightforward to check the diagram (3.19) commutes.
Let’s consider the full subgroupoid of L(g,σ)(X
×n)//ΛG≀Σn(g, σ) whose objects are the
constant loops, i.e. the points in (X×n)(g,σ). Λ(g, σ) acts on (X×n)(g,σ) by
x · [(h, τ), t] := x · (h, τ), for any x ∈ (X×n)(g,σ), [(h, τ), t] ∈ Λ(g, σ).
And let d(g,σ)(X) denote the full subgroupoid of D(g,σ)(X) whose objects are the constant
loops, i.e. the points in
∏
k
∏
(i1,···ik)
Xgik ···gi1 .
Let f(g,σ) denote the restriction of the functor F(g,σ) to the full subgroupoid consisting of
constant loops, which is an isomorphism from (X×n)(g,σ)//ΛG≀Σn(g, σ) to d(g,σ)(X). Thus,
f(g,σ) induces a ΛG≀Σn(g, σ)−action on the space
∏
k
∏
(i1,···ik)
Xgik ···gi1 ,
where (i1, · · · ik) goes over all the k−cycles of σ.
Moreover, let d((X//G) ≀ Σn) denote the full subgroupoid of D((X//G) ≀ Σn) consisting
of constant loops. Then we have
Corollary 3.1.15. The groupoids Λ(X×n//G ≀ Σn) and d((X//G) ≀ Σn) are isomorphic.
Remark 3.1.16. Let X be a G-space and g ∈ G. Recall the group Λk(g) = ΛCG(g)(g
k).
The map µk : KΛ(gk)(X
gk) −→ KΛk(g)(X
g) constructed in (2.35) can also be defined for
loop spaces. We have seen LgX is a ΛG(g)-space. It can also be viewed as a Λk(g)-space
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with the action
[h, s] · γ(t) := γ(t+ ks) · h.
Let
j : LgX//Λk(g) −→ LgkX//Λk(g)
send γ(t) to
γ ∗ γ · g ∗ · · · ∗ γ · gk−1(kt).
j is well-defined and Λk(g)−equivariant. When restricted to the space of constant loops,
it is exactly the inclusion Xg →֒ Xg
k
.
µk is defined to be the composition
K∗orb(LgkX//ΛG(g
k))
β∗
−→ K∗orb(LgkX//Λk(g))
j∗
−→ K∗orb(LgX//Λk(g))
where the first map is induced by the inclusion β : Λk(g) −→ ΛG(g
k).
3.2 Total Power Operation of QEll∗G
In this section I construct the total power operations for quasi-elliptic cohomology and give
its explicit formula in (3.30). In Theorem 3.2.1 I check they satisfy the axioms that Ganter
concluded in [23] for equivariant power operation.
The power operation of quasi-elliptic cohomology is of the form
Pn =
∏
(g,σ)∈(G≀Σn)torsconj
P(g,σ) :
QEll∗G(X) −→ QEll
∗
G≀Σn(X
×n) =
∏
(g,σ)∈(G≀Σn)torsconj
KΛG≀Σn (g,σ)((X
×n)(g,σ)),
where Pn maps a bundle over the groupoid
Λ(X//G)
to a bundle over
Λ(X×n//(G ≀ Σn)),
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and each P(g,σ) maps a bundle over
Λ(X//G)
to a ΛG≀Σn(g, σ)−bundle over the space (X
×n)(g,σ)//ΛG≀Σn(g, σ).
I construct each P(g,σ) as the composition below.
QEll∗G(X)
U∗
−→ K∗orb(Λ
1
(g,σ)(X))
( )Λk−→ K∗orb(Λ
var
(g,σ)(X))
⊠
−→ K∗orb(d(g,σ)(X))
f∗(g,σ)
−→ K∗ΛG≀Σn (g,σ)((X
×n)(g,σ)),
where k ∈ Z and (i1, · · · ik) goes over all the k−cycles of σ. I will explain in detail what
each map in this formula is: U : Λ1(g,σ)(X) −→ Λ(X//G) is the groupoid homomorphism
defined in (3.20). The second map is the pullback ( )Λk defined in (3.25). The third map ⊠
is the external product in (3.29). The fourth one is the pullback by f(g,σ), which is defined
before Corollary 3.1.15.
The Functor U
For each torsion element (g, σ) ∈ G ≀ Σn, r ∈ Z, let Λr(g,σ)(X) denote the groupoid with
objects ∐
k
∐
(i1,···ik)
Xgik ···gi1
where (i1, · · · ik) goes over all the k−cycles of σ, and with morphisms
∐
k
∐
(i1,···ik),(j1,···jk)
ΛrG(gik · · · gi1 , gjk · · · gj1)×X
gik ···gi1 ,
where (i1, · · · ik) and (j1, · · · jk) go over all the k−cycles of σ respectively. It may not be a
subgroupoid of Λr(X//G) because there may be cycles (i1, · · · ik) and (j1, · · · jm) such that
gik · · · gi1 = gjm · · · gj1 .
Let
U : Λ1(g,σ)(X) −→ Λ(X//G) (3.20)
denote the functor sending x in the component Xgik ···gi1 to the x in the component Xgik ···gi1
of Λ(X//G), and send each morphism ([h, t], x) in Λ1G(gik · · · gi1 , gjk · · · gj1) × X
gik ···gi1 to
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([h, t], x) in Λ1G(gik · · · gi1 , gjk · · · gj1) × X
gik ···gi1 . In the case that gik · · · gi1 and gjk · · · gj1
are equal, ([h, t], x) is an arrow inside a single connected component.
The Functors ( )k and ( )
Λ
k
For each integer k, there is a functor of groupoids ( )k : kL(X//G) −→ L(X//G) sending
an object s 7→ γ(s) in a component kLgX to t 7→ γ(kt) in the component LgX; and ( )k
sends a morphism ([h, t0], (s 7→ γ(s))) to ([h,
t0
k ], (t 7→ γ(kt))). The composition has the
equivalence (( )k)r = ( )kr. Its restriction to the constant loops Λ
k(X//G) −→ Λ(X//G) is
also well-defined. I will use the same symbol ( )k to denote the functor on the subgroupoid
of constant loops.
In addition, the functor ( )k gives a well-defined map
Korb(L(X//G)) −→ Korb(kL(X//G))
by pull back of bundles. Let V denote a L(X//G)−vector bundle over L(X//G). R/kZ acts
on the pull-back bundle (V)k by ( )k via precomposing with the map
R/kZ −→ R/Z, a 7→
a
k
For example, if S1 acts on V by the representation q, it acts on (V)k via
q
1
k : R/kZ −→ U(1)
a 7→ e
2piia
k .
More generally, if V has the decomposition
V =
⊕
j∈Z
Vjq
j , (3.21)
then the pull-back bundle has the decomposition
(V)k =
⊕
j∈Z
Vjq
j
k . (3.22)
Restricting ( )k to the subgroupoids Λ(X//G) and X
σ//ΛG(σ) of L(X//G), we obtain
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the rescaling maps
Korb(Λ(X//G)) −→ Korb(Λ
k(X//G)) (3.23)
and
Korb(X
σ//ΛG(σ)) −→ Korb(X
σ//ΛkG(σ)). (3.24)
Let’s still use the symbol ( )k to denote it when there is no confusion.
Let Λvar(g,σ)(X) be the groupoid with the same objects as Λ
1
(g,σ)(X) and morphisms
∐
k
∐
(i1,···ik),(j1,···jk)
ΛkG(gik · · · gi1 , gjk · · · gj1)×X
gik ···gi1 ,
where (i1, · · · ik) and (j1, · · · jk) go over all the k−cycles of σ respectively.
We can define a similar functor
( )Λk : Λ
var
(g,σ)(X) −→ Λ
1
(g,σ)(X) (3.25)
that is identity on objects and sends each [g, t] ∈ ΛkG(gik · · · gi1 , gjk · · · gj1) to [g,
t
k ] ∈
Λ1G(gik · · · gi1 , gjk · · · gj1).
And we use the same symbol ( )Λk to denote the pull back
Korb(Λ
1
(g,σ)(X)) −→ Korb(Λ
var
(g,σ)(X)). (3.26)
The external product ⊠
Let G and H be compact Lie groups. Let X be a G-space and Y a H-space. Let
σ ∈ Gtors and τ ∈ Htors.
In Section 2.4.3 I introduce the Ku¨nneth map and the completed tensor product ⊗̂Z[q±]
of quasi-elliptic cohomology. To simplify the symbol in this section, for x ∈ K∗ΛG(g)(X
g)
and y ∈ K∗ΛH(h)(Y
h), let’s use
x⊠ y
to denote their external product x⊗Z[q±]y in K
∗
ΛG×H(g,h)
(X×Y )(g,h); and for x˜ ∈ QEll∗G(X)
and y˜ ∈ QEll∗H(Y ), I use
x˜ ∧ y˜ :=
∏
(g,h)∈Gtorsconj×H
tors
conj
(x˜ ∧ y˜)(g,h)
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to denote their external product as Z[q±]−algebras in QEll∗G×H(X × Y ), where each (x˜ ∧
y˜)(g,h) is x˜g ⊠ y˜h.
Similar to the Ku¨nneth map (2.41) of quasi-elliptic cohomology, we can also define the
Ku¨nneth map
K∗orb(d(g,σ)(X))⊗Z[q±] K
∗
orb(d(h,τ)(X)) −→ K
∗
orb(d(g,σ)(X)×T d(h,τ)(X)),
which is compatible with that of quasi-elliptic cohomology in the sense of (3.28).
First let’s talk about the external product of K∗orb(D(g,σ)(X)) and K
∗
orb(D(h,τ)(X)) with
(g, σ) ∈ G ≀ Σn and (h, τ) ∈ G ≀ Σm. Each K
∗
orb(D(g,σ)(X)) is a Z[q
±]−algebra, as shown at
the end of Section 3.1.1. The external product in the theory K∗orb(D(g,σ)(−)) is defined to
be the tensor product of Z[q±]−algebras.
Recall that a morphism in D(g,σ)(X) is of the form
(×k ×i∈θk ([a
i
1, t
i
1], · · · [a
i
Mσi
, tiMσi ], τi), x)
in which τi ∈ ΣMσi , [a
i
j , t
i
j ] ∈ Λ
k
G(gτi(j)k · · · gτi(j)1 , gjk · · · gj1), for each j ∈ W
σ
i . Each t
i
j in it
has the same image under the quotient map R/kZ −→ R/Z. So we have q(tij) = q(t
i′
j′).
Let D(g,σ)(X)×T D(h,τ)(X) denote the groupoid with objects of the form
x× y
where x is an object in D(g,σ)(X) and y is an object in D(h,τ)(X), and with morphisms
starting at x× y of the form
f × g
where f is a morphism starting at x in D(g,σ)(X) and g is a morphism starting at y in
D(h,τ)(X), and all the t part has the same image under the quotient map.
D(g,σ)(X)×T D(h,τ)(X) is a subgroupoid of D(g,h,στ)(X) when we consider (g, h, στ) as
an element in G ≀Σn+m instead of G ≀ (Σn×Σm). D(g,σ)(X)×T D(h,τ)(X) and D(g,h,στ)(X)
have the same objects.
We have the Ku¨nneth map
K∗orb(D(g,σ)(X))⊗Z[q±] K
∗
orb(D(h,τ)(X)) −→ K
∗
orb(D(g,σ)(X)×T D(h,τ)(X)). (3.27)
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Recall d(g,σ)(X), which is defined before Corollary 3.1.15, is the full subgroupoid of
D(g,σ)(X) consisting of the constant loops, i.e. those points in
∏
k
∏
(i1,···ik)
Xgik ···gi1 .
By Proposition 3.1.13 (iii), restricting the Ku¨nneth map (3.27) to the subgroupoid
d(g,σ)(X)
K∗orb(d(g,σ)(X))⊗Z[q±] K
∗
orb(d(h,τ)(X)) −→ K
∗
orb(d(g,σ)(X)×T d(h,τ)(X)).
It is compatible with the Ku¨nneth map (2.41) of the quasi-elliptic cohomology in the sense
that we have the commutative diagram
K∗orb(d(g,σ)(X))⊗Z[q±] K
∗
orb(d(h,σ)(X)) −−−−→ K
∗
orb(d(g,σ)(X)×T d(h,σ)(X))
f∗(g,σ)⊗Z[q±]f
∗
(h,σ)
y f∗((g,h),σ)y
K∗ΛG≀Σn (g,σ)
((Xn)(g,σ))⊗Z[q±] K
∗
ΛH≀Σn (h,σ)
((Y m)(h,σ)) −−−−→ K∗Λ(G×H)≀Σn((g,h),σ)((X × Y )
n)((g,h),σ)
(3.28)
where the horizontal maps are Ku¨nneth maps.
In addition, if we have a vector bundle E =
∐
k
∐
(i1,···ik)
Egik ···gi1 over Λ(g,σ)(X), the
external product
⊠k ⊠(i1,···ik) Egik ···gi1
is a vector bundler over d(g,σ)(X). This defines a map
Korb(Λ
1
(g,σ)(X)) −→ Korb(d(g,σ)(X)) (3.29)
Composing all the relevant functors, we get the explicit form of P(g,σ)
P(g,σ)(V) = f∗(g,σ)(⊠k ⊠(i1,···ik) (Vgik ···gi1 )k). (3.30)
where ( )k is the map cited in (3.24).
P(g,σ) is natural. And by the proof of Theorem 3.1.11, if (g, σ) and (h, τ) are conjugate
in G ≀ Σn, then P(g,σ)(E) and P(h,τ)(E) are isomorphic.
Theorem 3.2.1. The family of maps
Pn =
∏
(g,σ)∈(G≀Σn)torsconj
P(g,σ) : QEll∗G(X) −→ QEll
∗
G≀Σn(X
×n),
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defined in (3.30) satisfies
(i) P1 =Id, P0(x) = 1.
(ii) Let x ∈ QEll∗G(X), (g, σ) ∈ G ≀Σn and (h, τ) ∈ G ≀Σm. The external product of two
power operations
P(g,σ)(x)⊠ P(h,τ)(x) = res|
ΛG≀Σm+n (g,h;στ)
ΛG≀Σn (g,σ)×TΛG≀Σm (h,τ)
P(g,h;στ)(x).
(iii) The composition of two power operations is
P((h,τ);σ)(Pm(x)) = res|
ΛG≀Σmn (h,(τ,σ))
Λ(G≀Σm)≀Σn ((h,τ);σ)
P(h,(τ,σ))(x)
where (h, τ) ∈ (G ≀ Σm)
×n, and σ ∈ Σn. (τ , σ) is in Σm ≀ Σn, thus, can be viewed as an
element in Σmn.
(iv) P preserves external product. For (g, h) = ((g1, h1), · · · (gn, hn)) ∈ (G × H)×n,
σ ∈ Σn,
P((g,h),σ)(x ∧ y) = res|
ΛG≀Σn (g,σ)×TΛH≀Σn (h,σ)
Λ(G×H)≀Σn ((g,h),σ)
P(g,σ)(x)⊠ P(h,σ)(y).
Proof. Let’s check each one respectively.
(i) When n = 1, all the cycles of a permutation is 1-cycle. ( )1 and the homeomorphism
f(g,(1)) are both identity maps. Directly from the formula (3.30), P1(x) = x.
(ii)
P(g,σ)(x)⊠ P(h,τ)(x) = f∗(g,σ)(⊠k ⊠(i1,···ik) (xgik ···gi1 )k)⊠ f
∗
(h,τ)(⊠j ⊠(r1,···rj) (xhrj ···hr1 )j)
= res|
ΛG≀Σm+n (g,h;στ)
ΛG≀Σn (g,σ)×TΛG≀Σm (h,τ)
f∗(g,h;στ)((⊠k ⊠(i1,···ik) (xgik ···gi1 )k)
⊠ (⊠j ⊠(r1,···rj) (xhrj ···hr1 )j)).
where (i1, · · · ik) goes over all the k-cycles of σ and (r1, · · · rj) goes over all the j-cycles of τ
and ( )k is the map cited in (3.24). The second step is from Proposition 3.1.13 (iii).
f∗(g,h;στ)((⊠k ⊠(i1,···ik) (xgik ···gi1 )k)⊠ (⊠j ⊠(r1,···rj) (xhrj ···hr1 )j))
is exactly
P(g,h;στ)(x).
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(iii) Recall that for an element (τ , σ) = (τ1, · · · τn, σ) ∈ Σmn, it acts on the set with mn
elements
{(i, j)|1 ≤ i ≤ n, 1 ≤ j ≤ m}
in this way:
(τ , σ) · (i, j) = (σ(i), τσ(i)(j)).
That also shows how to view it as an element in Σmn.
Then for any integer q,
(τ , σ)q · (i, j) = (σq(i), τσq(i)τσq−1(i) · · · τσ(i)(j)). (3.31)
To find all the cycles of (τ , σ) is exactly to find all the orbits of the action by (τ , σ). If i
belongs to an s-cycle of σ and j belongs to a r-cycle of τσs(i)τσs−1(i) · · · τσ(i), then the orbit
containing (i, j) has sr elements by (3.31). In other words, (i1, · · · is) is an s-cycle of σ and
(j1, · · · jr) is a r-cycle of τ := τis · · · τi1 if and only if
(
(i1, τi1(jr−1))(i2, τi2τi1(jr−1)) · · · (is, jr)
(i1, τi1(jr−2))(i2, τi2τi1(jr−2)) · · · (is, jr−1)
· · ·
(i1, τi1(j1))(i2, τi2τi1(j1)) · · · (is, j2)
(i1, τi1(jr))(i2, τi2τi1(jr)) · · · (is, j1)
)
is an sr-cycle of (τ , σ).
P((h,τ);σ)(Pm(x)) = f∗((h,τ);σ)[⊠k ⊠(i1,···ik) (P((hik ,τik )···(hi1 ,τi1 ))(x))k]
= f∗((h,τ);σ)[⊠k ⊠(i1,···ik) [f
∗
((hik
,τik )···(hi1
,τi1 ))
(⊠r ⊠(j1,···jr) (xHij )r)]k]
= (f∗((h,τ);σ) ◦
∏
k,(i1,···ik)
f∗((hik ,τik )···(hi1 ,τi1 ))
)[⊠k,(i1,···ik) ⊠r,(j1,···jr) (xHi,j )kr]
= f∗(h,(τ,σ))[⊠k,(i1,···ik) ⊠r,(j1,···jr) (xHi,j )kr]
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where
Hij := hik,j1hik−1,τ−1ik (j1)
· · ·hi1,(τik ···τi2 )−1(j1)
hik,j2hik−1,τ−1ik (j2)
· · ·hi1,(τik ···τi2 )−1(j2)
· · ·
hik,jrhik−1,τ−1ik (jr)
· · ·hi1,(τik ···τi2 )−1(jr)
= hik,j1hik−1,τik−1 ···τi2τi1 (j1) · · ·hi1,τi1 (jr)
hik,j2hik−1,τik−1 ···τi2τi1 (j2) · · ·hi1,τi1 (j1)
· · ·
hik,jrhik−1,τik−1 ···τi2τi1 (jr−1) · · ·hi1,τi1 (jr−1)
where (i1, · · · ik) goes over all the k-cycles of σ ∈ Σm and (j1, · · · jr) goes over all the r-cycles
of τik · · · τi1 ∈ Σn. The last step is by Proposition 4.11 in [24].
f∗(h,(τ,σ))[⊠k,(i1,···ik) ⊠r,(j1,···jr) (xHi,j )kr]
is the same space as P(h,(τ,σ))(x), but the action is restricted by
res|
ΛG≀Σmn (h,(τ,σ))
Λ(G≀Σm)≀Σn ((h,τ);σ)
.
(iv)We have
P((g,h),σ)(x ∧ y) = f∗((g,h),σ)(⊠k ⊠(i1,···ik) ((x ∧ y)(gik ···gi1 ,hik ···hi1 ))k)
=f∗((g,h),σ)(⊠k ⊠(i1,···ik) (xgik ···gi1 )k ⊠ (yhik ···hi1 )k)
=f∗((g,h),σ)(⊠k ⊠(i1,···ik) (xgik ···gi1 )k)⊠ (⊠j ⊠(r1,···rj) (yhrj ···hr1 )j)
=res|
ΛG≀Σn (g,σ)×TΛH≀Σn (h,σ)
Λ(G×H)≀Σn ((g,h),σ)
(f∗(g,σ) × f
∗
(h,σ))(⊠k ⊠(i1,···ik) (xgik ···gi1 )k)⊠ (⊠j ⊠(r1,···rj) (yhrj ···hr1 )j)
=res|
ΛG≀Σn (g,σ)×TΛH≀Σn (h,σ)
Λ(G×H)≀Σn ((g,h),σ)
f∗(g,σ)[⊠k ⊠(i1,···ik) (xgik ···gi1 )k]⊠ f
∗
(h,σ)[⊠j ⊠(r1,···rj) (yhrj ···hr1 )j ],
where (i1, · · · ik) goes over all the k−cycles of σ and (r1, · · · rj) goes over all the j−cycles of
σ. It equals to
res|
ΛG≀Σn (g,σ)×TΛH≀Σn (h,σ)
Λ(G×H)≀Σn (g,σ)
P(g,σ)(x)⊠ P(h,σ)(y).
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Example 3.2.2. Let G be the trivial group and X a space. Let σ ∈ Σn. Then QEll
∗
G(X) =
K∗T(X). F(1,σ) is the homeomorphism
L(1,σ)(X
×n) ∼=
∏
k
∏
(i1,···ik)
kLX
in Theorem 3.1.9, where the second direct product goes over all the k-cycles of σ. By (3.30),
the power operation is
P(1,σ)(x) = ⊠k ⊠(i1,···ik) (x)k.
When n = 2, P(1,(1)(1))(x) = x⊠ x and P(1,(12))(x) = (x)2.
When n = 3, P(1,(1)(1)(1))(x) = x⊠ x⊠ x, P(1,(12)(1))(x) = (x)2 ⊠ x, and P(1,(123))(x) =
(x)3.
When n = 4, P(1,(1)(1)(1)(1))(x) = x⊠x⊠x⊠x, P(1,(12))(x) = (x)2⊠x⊠x, P(1,(123))(x) =
(x)3 ⊠ x, P(1,(1234))(x) = (x)4, and P(1,(12)(34))(x) = (x)2 ⊠ (x)2. Note that there is a
Σ2−action permuting the two (x)2 in P(1,(12)(34))(x).
When G is trivial, µk(x) = (x)k, though generally they are not equal.
Remark 3.2.3. We have the relation between equivariant Tate K-theory and quasi-elliptic
cohomology
QEllG(X)⊗Z[q±] Z((q)) ∼= KTate(X//G). (3.32)
It extends uniquely to a power operation for Tate K-theory
QEllG(X)⊗Z[q±] Z((q)) −→ QEllG≀Σn(X
×n)⊗Z[q±] Z((q))
which is the stringy power operation P stringn constructed in [24]. It is elliptic in the sense
of [2].
3.3 Orbifold quasi-elliptic cohomology and some basic
constructions
The elliptic cohomology of orbifolds involves a rich interaction between the orbifold structure
and the elliptic curve. [25] explores this interaction in the case of the Tate curve, describing
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KTate for an orbifold X in term of the equivariant K-theory and the groupoid structure of
X. I give a description of quasi-elliptic cohomology for an orbifold in Section 3.3.1.
In Section 3.3.2 I recall the symmetric power of groupoid, which is introduced in [25].
In addition, I discuss the inertia groupoid of symmetric power and the groupoids needed for
the construction of the power operation in Section 3.4.
3.3.1 Definition
First let’s recall some relevant constructions and notations. The main reference is [25].
Consider the category of groupoids Gpd as a 2-category with small topological groupoids
as the objects and with
1Hom(X,Y ) = Fun(X,Y ),
the groupoid of continuous functors from X to Y .
The center of a groupoid X is defined to be the group
Center(X) := 2Hom(IdX , IdX) = Nat(IdX , IdX)
of natural transformations from Idx to Idx.
Let Gpdcen denote the 2-category whose objects are pairs (X, ξ) with ξ a center element
of X, and the set of morphisms from (X, ξ) to (Y, ν) is
1Hom((X, ξ), (Y, ν)) ⊂ Fun(X,Y )
with
fξ = νf
for each morphism f . I will assume all the center elements have finite order.
Example 3.3.1. If G is a finite group, Center(pt//G) is the center of the group G.
Example 3.3.2. The Inertia groupoid I(X) of a groupoid X, which is defined in Definition
2.4.10, is isomorphic to
Fun(pt//Z, X).
Each object of I(X) can be viewed as pairs (x, g) with x ∈ ob(X) and g ∈ aut(x), gx = x. A
morphism from (x1, g1) to (x2, g2) is a morphism h : x1 −→ x2 in X satisfying h◦g1 = g2◦h
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in X. So in I(X),
Hom((x1, g1), (x2, g2)) = {h : x1 −→ x2|h ◦ g1 = g2 ◦ h}.
Recall Itors(X) is a full subgoupoid of I(X) with elements (x, g) where g is of finite
order. Let ξk denote the center element of Itors(X) sending (x, g) to (x, gk). I will use ξ to
denote ξ1.
For any k ∈ Z, we have the 2-functor
Gpd −→ Gpdcen
X 7→ (Itors(X), ξk).
Example 3.3.3. In the global quotient case, as indicated in Example 2.4.11, Itors(X//G)
is isomorphic to
∏
g∈Gtorsconj
Xg//CG(g). And the center element ξ
k|Xg = g
k.
Let pt//R×1∼ξ Itors(X) denote the groupoid
(pt//R)× Itors(X)/ ∼
with ∼ generated by 1 ∼ ξ.
Definition 3.3.4. For any topological groupoid X, the quasi-elliptic cohomology QEll∗(X)
is the orbifold K-theory
K∗orb(pt//R×1∼ξ I
tors(X)). (3.33)
In other words, for a topological groupoid X, QEll(X) is defined to be a subring of
Korb(X)Jq
± 1|ξ| K that is the Grothendieck group of finite sums
∑
a∈Q
Vaq
a
satisfying:
for each a ∈ Q, the coefficient Va is an e2πia − eigenbundle of ξ.
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In the global quotient case,
QEll∗(X//G) = QEll∗G(X).
Remark 3.3.5. For any topological groupoid X, we can also consider the category
Loop1(X) := Bibundle(S
1//∗, X)
and formulate Loopext1 (X) by adding the rotation action by circle, as in Section 2.1.2. And
then, we can formulate the subgroupoid Λ(X) of Loopext1 (X) consisting of the constant loops,
which is isomorphic to pt//R×1∼ξ Itors(X).
3.3.2 Symmetric powers of orbifolds and its torsion Inertia
groupoid
In this section I introduce the total symmetric power of groupoids, the torsion Inertia
groupoid of it, the total symmetric power of the torsion Inertia groupoid, and other groupoids
that are relevant in the construction of the power operation. In addition, in Lemma 3.3.10,
Lemma 3.3.12 and Lemma 3.3.13 I show the relation between these groupoids.
Gpd is a symmetric bimonoidal category with the monoidal structures given by (⊔, ∅)
and (×,pt). Each groupoid X ∈ ob(Gpd) is a monoid with respect to (⊔, ∅), via the folding
map
d : X ⊔X −→ X.
X is a monoid with respect to (×,pt) if and only if X itself is a symmetric monoidal category.
Example 3.3.6 (Total Symmetric Power). I introduce the n−th symmetric power X ≀Σn
of a groupoid X in Definition 3.1.2. In addition, the total symmetric power of X is defined
to be
S(X) :=
∐
n≥0
X ≀ Σn. (3.34)
S is a functor from Gpd to Gpd.
The functor S is exponential. We have
S(X ⊔ Y ) =
∐
n≥0
(X ⊔ Y ) ≀ Σn = (
∐
n≥0
X ≀ Σn)× (
∐
m≥0
Y ≀ Σm) = S(X)× S(Y ).
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In other words, the functor
S : (Gpd,⊔, ∅) −→ (Gpd,×, pt)
is monoidal.
Moreover, S maps monoids to monoids. S(X) is a monoid with respect to (∗, ( )) where
∗ := S(d),
i.e. the concatenation, and the unit ( ) is the unique object in X ≀Σ0. The monoidal structure
is symmetric.
The triple
(S(X), ∗, ( ))
is ”free” symmetric monoidal category on X in the sense that the functor
X 7→ (S(X), ∗, ( ))
is left adjoint to the forgetful functor from the category of monoids in Gpd to Gpd.
Example 3.3.7 (The torsion Inertia groupoid of the total symmetric power). Now
let’s consider the groupoid Itors(S(X)). It’s the disjoint union
∐
n≥0
Itors(X ≀ Σn).
Each object of it is of the form (x, g, σ, n) where n ≥ 0 is an integer, x ∈ ob(X ≀ Σn),
(g, σ) ∈ G ≀Σn. Since (g, σ) is an automorphism of x in X ≀Σn, each arrow gi is a morphism
from xi to xσ−1(i). The information of each object in I
tors(S(X)) is contained in (g, σ).
Itors(S(X)) inherits a monoidal structure from S(X):
(g, σ) ∗ (h, τ) = (g, h, σ ⊔ τ).
An object (g, σ) of Itors(S(X)) is indecomposable with respect to ∗ if and only if n > 0
and σ ∈ Σn has only one orbit.
Moreover, for groupoids like pt//R×k∼ξ X, instead of S(pt//R×k∼ξ X), let’s consider
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a subgroupoid
SR(pt//R×k∼ξ X)
of it.
Example 3.3.8 (The Groupoid SR(pt//R×k∼ξ X)). Let
ρk : pt//R×k∼ξ X −→ pt//(R/Z)
be the functor sending all the objects to the single point, and an arrow
[g, t]
to
t mod Z.
Let ×R(pt//R×k∼ξ X) denote the limit of the diagram
pt//R×k∼ξ X
ρk // pt//(R/Z) pt//R×k∼ξ X
ρkoo .
And let
×nR(pt//R×k∼ξ X)
denote the limit of n morphisms ρks.
×nR(pt//R×k∼ξ X) inherits a Σn−action on it by permutation from that on the product
(pt//R×k∼ξ X)×n.
Let SRn (pt//R×k∼ξ X) denote the groupoid with the same objects as
×nR(pt//R×k∼ξ X)
and morphisms of the form ([g1, t1], · · · [gn, tn];σ) with ([g1, t1], · · · [gn, tn]) a morphism in
×nR(pt//R×k∼ξ X) and σ ∈ Σn. This new groupoid S
R
n (pt//R×k∼ξ X) is a subgroupoid of
(pt//R×k∼ξ X) ≀ Σn.
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Let
SR(pt//R×k∼ξ X) :=
∐
n≥0
SRn (pt//R×k∼ξ X).
The triple
(SR(pt//R×k∼ξ X), ∗, ( ))
is a symmetric monoid.
SR(pt//R ×k∼ξ X) is the symmetric product that we will use to formulate the power
operation of quasi-elliptic cohomology.
Example 3.3.9 (The groupoid Φ(X)). Let Φk(X) denote the full subgroupoid of I
tors(S(X))
whose objects are (x, g, ςk) with ςk a generater in the cyclic group 〈(12 · · · k)〉. And let
φk ∈Center(Φk) denote the restriction of Sk(ξ) to Φk.
Let Φ(X) :=
∐
k≥1
Φk(X). Then
φ :=
∐
k≥1
φk ∈ Center(Φ)
is the restriction of S(ξ) to Φ.
Thus, the essential image of Φ(X) in Itors(SX) is the subgroupoid consisting of inde-
composable objects. And the functor Φ is additive: Φ(∅) = ∅ and it preserves ⊔.
Lemma 3.3.10. For each integer k ≥ 1, there is an equivalence between
pt//R×1∼φk Φk(X)
and the groupoid pt//R×
1∼ξ
1
k
Itors(X)[ξ
1
k ] which identifies φk with ξ
1
k . Here ξ
1
k is an added
element such that the composition of k ξ
1
k s is ξ.
Proof. Lemma 3.3.10 is a special case of Theorem 3.1.9 that the element σ ∈ Σk has only
one cycle. We can define a functor
Ak : pt//R×1∼φk Φk(X) −→ pt//R×1∼ξ 1k I
tors(X)[ξ
1
k ]
by sending an object (x, g, (12 · · · k)) to (x1, gk · · · g1) and sending a morphism [h, (12 · · · k)
m, t]
to
[hkg
−1
1−m · · · g
−1
k−1g
−1
k ,m+ t].
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Recall hkg
−1
1−m · · · g
−1
k−1g
−1
k conjugates gk · · · g1 to itself. It is β
h,Id
(12···k),(12···k) defined in
(3.6), which is used in the proof of Theorem 3.1.9. Ak is an isomorphism, as implied in the
proof of Theorem 3.1.9.
Remark 3.3.11. As an immediate corollary, we have the equivalence between the disjoint
union of groupoids
∐
k
pt//R ×1∼φk Φk(X) and
∐
k
pt//R ×
1∼ξ
1
k
Itors(X)[ξ
1
k ] where k goes
over all the integers.
Moreover, the symmetric power S(
∐
k
pt//R ×1∼φk Φk(X)) is equivalent to the groupoid
S(
∐
k
pt//R×
1∼ξ
1
k
Itors(X)[ξ
1
k ]). The formula of the equivalence is straightforward to obtain
from the functors Aks.
Theorem 3.1.9 can be reinterpreted as the lemma below, where the t part makes a
difference and we need the product SR.
Lemma 3.3.12. The groupoid SR(
∐
k
pt//R×
1∼ξ
1
k
Itors(X)[ξ
1
k ]) is equivalent to pt//R×1∼S(ξ)
Itors(S(X)).
Most details in the proof of Lemma 3.3.12 come from that of Theorem 3.1.9.
Proof. I’ll define a functor F from pt//R×1∼S(ξ)Itors(S(X)) to SR(
∐
k
pt//R×
1∼ξ
1
k
Itors(X)[ξ
1
k ]).
Let
(x, g, σ)
be an object in the category pt//R×1∼S(ξ) Itors(S(X)) where σ ∈ Σn. F sends it to
∏
k
∏
(i1,···ik)
(xi1 , gik · · · gi1)
where the second product goes over all the k−cycles of σ.
Let
[h, τ ; t]
be a morphism starting at the object (x, g, σ).
Let τ send the k−cycle i = (i1, · · · ik) of σ to a k−cycle j = (j1, · · · jk) of σ and τ(i1) =
j1+mi .
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F sends [h, τ ; t] to
×k ×i∈θk ([β
h,τ
τ(1),1,m1 + t], · · · [β
h,τ
τ(Mσi ),M
σ
i
,mMσi + t], τ |Wσi )
where τ |Wσi denotes the permutation induced by τ on the set W
σ
i = {α
i
1, α
i
2, · · ·α
i
Mσi
},
τ−1(j) is short for τ−1(αij), and τ(jl) = τ(j)l+mj .
F is fully faithful and essentially surjective, as implied in the proof of Theorem 3.1.9.
Lemma 3.3.13. We have an equivalence of groupoids
QR : SR(pt//R×1∼φ Φ(X)) −→ pt//R×1∼S(ξ) Itors(S(X)),
which is natural in X and satisfies
QRSR(φ) = S(ξ)QR.
Proof. Let I be the inclusion
pt//R×1∼φ Φ(X) −→ pt//R×1∼S(ξ) Itors(S(X)).
Let ǫ be the counit of the adjunction (S, ∗, ( )) ⊣ forget. Let Q be the composition
Q : S(pt//R×1∼φΦ(X))
S(I)
−→ S(pt//R×1∼S(ξ) Itors(S(X)))
ǫ
−→ pt//R×1∼S(ξ) Itors(S(X)).
Let QR be the restriction of Q to the subgroupoid SR(pt//R ×1∼φ Φ(X)), i.e. the
composition
QR : SR(pt//R×1∼φ Φ(X))
SR(I)
−→ SR(pt//R×1∼S(ξ) Itors(S(X)))
restriction of ǫ
−→ pt//R×1∼S(ξ) Itors(S(X)).
The essential image of I consists exactly of the indecomposable objects of pt//R×1∼S(ξ)
Itors(S(X)), thus, both Q and QR are essentially surjective.
Q is not fully faithful but QR is. That’s why we need the product SR instead of S.
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3.4 Power Operation for orbifold quasi-elliptic
cohomology
In this section I first recall the definition of power operation for cohomology theories for
orbifolds and construct Atiyah’s power operation for quasi-elliptic cohomology in Example
3.4.3. Then I construct the total power operation for the orbifold quasi-elliptic cohomology
PEll : QEll(X) −→ QEll(SX)
for any orbifold groupoid X, as shown in (3.38). The power operation I constructed in
Section 3.1 is a special case of it for G−spaces.
First Let’s recall the definition of the total power operation for orbifold theories given
in [25].
Definition 3.4.1. Let E be a cohomology theory for orbifolds with product and let S be the
symmetric power product on the orbifolds. A total power operation for E is a (non-linear)
natural transformation
P : E ⇒ E ◦ S
satisfying
• Comodule property: P makes E a comodule over the comonad (−) ◦ S.
• Exponentiality: The map
P : E(∅) −→ E(pt)
sends 0 to 1, and
P : E(X ⊔ Y ) −→ E(SX × SY )
sends (a, b) to the external product P (a)⊗ P (b).
We can write P as P = (Pn)n≥0, with Pn := l
∗
nP . Then Pn is called the nth power
operation of P .
Example 3.4.2. Let’s recall the Atiyah’s power operations for equivariant K-theories defined
in [5]. In real or complex K-theory, let x = [V ] be represented by a G-equivariant vector
bundle V over a G−space X. Then the nth exterior product Pn(V ) := V
⊠n over X×n has
an obvious G ≀ Σn−structure.
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Then let’s consider the case when X is a topological orbifold. Let V be an orbifold vector
bundle over X. Then Pn(V ) := V
⊠n is an orbifold vector bundle over SnX. P = (Pn)n≥0
satisfies the axioms of a total power operation.
Example 3.4.3. Let’s consider the case when E is quasi-elliptic cohomology. Let X be
a topological orbifold. As defined in Section 3.3.1, ξk is the center element on Itors(X)
sending (x, g) to (x, gk). Let V be an orbifold vector bundle over the orbifold
pt//R×1∼ξ Itors(X),
thus, V represents an element in QEll(X).
Recall QEll(X) is a Z[q±]−algebra via the inclusion
Z[q±] ∼= QEll(pt) −→ QEll(X),
and the exterior product ⊠ in quasi-elliptic cohomology is defined as the tensor product of
Z[q±]−algebras. Then
Pn(V ) := V
⊠n
is an orbifold vector bundle over
SR(pt//R×1∼ξ Itors(X)),
which is equivalent to
pt//R×1∼ξ SItors(X).
So Pn(V ) is in QEll
∗(S(X)).
P = (Pn)n≥0 satisfies the axioms of a total power operation.
Before the construction of the power operation of QEll, I introduce several more neces-
sary constructions.
Let X be an orbifold groupoid and k ≥ 1 an integer. We define the map
sk : Korb(pt//R×1∼ξ Itors(X)) −→ Korb(pt//R×k∼ξ Itors(X)) (3.35)
[
∑
Vaq
a] 7→ [
∑
Vaq
a
k ] (3.36)
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and
∐
k
sk : Korb(pt//R×1∼ξ Itors(X)) −→ Korb(
∐
k
(pt//R×k∼ξ Itors(X))). (3.37)
The functor
( )k : Λ(g,σ)(X) −→ Λ
1
(g,σ)(X)
defined in (3.22) is a special local case of sk when X is a G−space and (g, σ) is fixed.
Let θ : QEll(X) −→ Korb(pt//R ×1∼φ Φ(X)) be the additive operation whose k−th
component is A∗k ◦ sk, where Ak is the equivalence defined in Lemma 3.3.10.
Now we are ready to define the total power operation of QEll∗:
PEll : QEll(X)
θ
−→ Korb(pt//R×1∼φΦ(X)
P
−→ Korb(S
R(pt//R×1∼φΦ(X)))
(QR∗)−1
−→ QEll(SX).
(3.38)
Theorem 3.4.4. PEll satisfies the axioms of a total power operation in Definition 3.4.1.
Proof. From the definition of PEll, we can see it is a well-defined natural transformation
QEll⇒ QEll ◦ S and is a comodule over the comonad (−) ◦ S.
In addition, the functor θ has the property of additivity
θ : QEll(X ⊔ Y ) −→ QEll(Φ(X) ⊔ Φ(Y ))
(a, b) 7→ (θ(a), θ(b)).
And the power operation P defined in Example 3.4.3 has the exponential property. There-
fore, PEll has the property of exponential. So PEll is a total power operation.
Remark 3.4.5. Let X//G be a quotient orbifold. The power operation I constructed in
Section 3.1 for quotient orbifolds is in fact the one below, if expressed totally:
P : QEll∗(X//G)
∐
k
sk
−→ K∗orb(
∐
k
pt//R×
1∼ξ
1
k
Itors(X//G)[ξ
1
k ])
P
−→ K∗orb(S
R(
∐
k
pt//R×
1∼ξ
1
k
Itors(X//G)[ξ
1
k ]))
J∗
−→ QEll∗(S(X//G)) where J is constructed from the functors J(g,σ) in
the proof of Theorem 3.1.9.
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Here is a little explanation about P. Each orbifold vector bundle V over the groupoid
∐
k
pt//R×
1∼ξ
1
k
Itors(X//G)[ξ
1
k ],
it’s a Z[q±]−algebra. The n−th exterior product Pn(V ) := V ⊠n is the tensor product as
Z[q±]−algebras. It is an orbifold vector bundle over SR(
∐
k
pt//R ×
1∼ξ
1
k
Itors(X//G)[ξ
1
k ]).
And P = (Pn)n≥0 satisfies the axioms for total power operation.
For quotient orbifolds, PEll and P are the same up to isomorphism. The diagram
QEll∗(X//G)
θ
²²
QEll∗(S(X//G))
Korb(pt//R×1∼φ Itors(Φ(X//G)))
P // Korb(SR(pt//R×1∼φ Φ(X//G)))
(QR∗)−1
OO
Korb(
∐
k
pt//R×
1∼ξ
1
k
Itors(X//G)[ξ
1
k ]) P //
∐
k
A∗k
OO
Korb(S
R(
∐
k
pt//R×
1∼ξ
1
k
Itors(X//G)[ξ
1
k ]))
SR(
∐
k
A∗k)
OO
commutes. The vertical maps
∐
k
A∗k and S
R(
∐
k
A∗k) are both equivalences of groupoids. And
the horizontal maps are the power operation defined in Example 3.4.3.
3.5 Finite Subgroups of Tate Curve
Strickland showed in [60] that the quotient of the Morava E-theory of the symmetric group
by a certain transfer ideal can be identified with the product of rings
∏
k≥0
Rk where each Rk
classifies subgroup-schemes of degree pk in the formal group associated to E0CP∞. I prove
similar conclusions for Tate K-theory and quasi-ellitpic cohomology. The main conclusion
for Section 3.5 is Theorem 3.5.1.
3.5.1 Background and Main Conclusion
An elliptic curve over the complex numbers C is a connected Riemann surface, i.e. a
connected compact 1-dimensional complex manifold, of genus 1. By the uniformization
theorem every elliptic curve over C is analytically isomorphic to a 1-dimensional complex
torus, and can be expressed as
C∗/qZ
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with q ∈ C and 0 < |q| < 1, where C∗ is the multiplicative group C\{0}.
Tate curve Tate(q) is the elliptic curve
Eq : y
2 + xy = x3 + a4x+ a6
whose coefficients are given by the formal power series in Z((q))
a4 = −5
∑
n>1
n3qn/(1− qn) a6 = −
1
12
∑
n>1
(7n5 + 5n3)qn/(1− qn).
The points of order N in C∗/qZ are
(C∗/qZ)[N ] = {z ∈ C∗|zN ∈ qZ}/qZ
= {z ∈ C∗|zN = qk for some k ∈ Z}/qZ
= {z ∈ C∗|zN = qk, k = 0, 1, · · ·N − 1}/qZ.
Tate(q)[N ], the scheme of points of order N in Tate(q), is defined to be
Spec(KTate(pt//CN )).
It is isomorphic to
N−1∐
k=0
SpecZ((q))[x]/(xN − qk).
In addition, there is a question how to classify all the finite subgroups of C∗/qZ. The
answer is already known, as shown below.
To give a subgroup for each order N , pick a pair of integers (d, e) and a nonzero complex
number q′ such that N = de and d, e ≥ 1. Let q′ be a nonzero complex number such that
qd = q′e. Consider the map
ψd : C∗/qZ −→ C∗/q′Z
x 7→ xd.
It’s well-defined since ψd(q
Z) ⊆ q′Z.
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We can check that Kerψd has order N . Explicitly, it’s
{µndq
m
e qZ|n,m ∈ Z}
where µd is a d−th primitive root of 1 and q
1
e is a e−th primitive root of q. In fact
{Kerψd| d divides N and d ≥ 1}
gives all the subgroups of C∗/qZ of order N .
Theorem 3.5.1 gives a classification of finite subgroups of Tate curve and a similar con-
clusion for the quasi-elliptic cohomology. In Section 3.5.2 I show the proof of Theorem
3.5.1.
Let N be an integer. Analogous to the transfer ideal Itr of equivariant K-theory defined
in (2.19), we can define the transfer ideal for Tate K-theory
ITatetr :=
∑
i+j=N,
N>j>0
Image[IΣNΣi×Σj : KTate(pt//Σi × Σj) −→ KTate(pt//ΣN )] (3.39)
where IGH is the transfer map of KTate along H →֒ G defined in (2.48), and the transfer
ideal for quasi-elliptic cohomology
IQElltr :=
∑
i+j=N,
N>j>0
Image[IΣNΣi×Σj : QEll(pt//Σi × Σj) −→ QEll(pt//ΣN )] (3.40)
with IGH the transfer map of QEll along H →֒ G defined in (2.50).
Theorem 3.5.1. The Tate K-theory of symmetric groups modulo a certain transfer ideal
classifies finite subgroups of the Tate curve. Explicitly,
KTate(pt//ΣN )/I
Tate
tr
∼=
∏
N=de
Z((q))[q′]/〈qd − q′e〉, (3.41)
where ITatetr is the transfer ideal defined in (3.39) and q
′ is the image of q under the power
operation PTate constructed in [25]. The product goes over all the ordered pairs of positive
integers (d, e) such that N = de.
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We have the analogous conclusion for quasi-elliptic cohomology.
QEll(pt//ΣN )/I
QEll
tr
∼=
∏
N=de
Z[q, q−1][q′]/〈qd − q′e〉, (3.42)
where IQElltr is the transfer ideal defined in (3.40) and q
′ is the image of q under the power
operation PN constructed in Section 3.2. The product goes over all the ordered pairs of
positive integers (d, e) such that N = de whose order matters.
3.5.2 The proof
I’ll show the proof of (3.42). The proof of (3.41) is similar.
Let’s start with several simple examples.
Example 3.5.2 (N = 1 and N = 2). When N = 1, q′ = q, QEll(pt//Σ1) = Z[q, q−1],
and IQElltr is trivial. (3.42) holds obviously.
The second simplest case is when N = 2.
QEll(pt//Σ2) = KΛΣ2 (1)(pt)×KΛΣ2 ((12))(pt)
∼= RΛΣ2(1)×RΛΣ2((12))
∼= Z[q, q−1][1, s]/(s2 − 1)× Z[q, q−1][x]/(x2 − q)
where s is the sign representation of Σ2.
By the formula (3.30), q′ = P(1)(1)(q)× P(12)(q) with P(1)(1)(q) = q2 and P(12)(q) = q
1
2 .
We may notice that q
1
2 is the only representation in Z[q, q−1][x]/(x2−q) solving the equation
x2 − q = 0.
The transfer ideal IQElltr is the image of the transfer I
Σ2
Σ1×Σ1
, namely,
Ind
ΛΣ2 (1)
ΛΣ1×Σ1 (1)
KΛΣ1×Σ1 (1)(pt) ⊆ KΛΣ2 (1)(pt).
By Lemma 2.4.7, Ind
ΛΣ2 (1)
ΛΣ1×Σ1 (1)
1 = 1+ s and generally Ind
ΛΣ2 (1)
ΛΣ1×Σ1 (1)
qn = (1+ s)⊗ qn. Thus,
we have
KΛΣ2 (1)(pt)/I
QEll
tr
∼= Z[q, q−1][q′]/(q′ − q2).
And
KΛΣ2 (12)(pt)
∼= Z[q, q−1][q′]/(q′2 − q).
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So
QEll(pt//Σ2)/I
QEll
tr
∼= Z[q, q−1][q′]/(q′ − q2)× Z[q, q−1][q′]/(q′2 − q).
Thus, when N = 2, the isomorphism (3.42) holds.
Example 3.5.3 (N = 3). Now let’s consider the case when N = 3. As shown in Example
2.4.4,
QEll(pt//Σ3) = KΛΣ3 (1)(pt)×KΛΣ3 (12)(pt)×KΛΣ3 (123)(pt)
∼= RΛΣ3(1)×RΛΣ3(12)×RΛΣ3(123)
∼= RΣ3 ⊗ Z[q, q−1]× Z[q, q−1][x]/(x2 − q)× Z[q, q−1][y]/(y3 − q).
By (3.30),
q′ = (P(1)(1)(1),P(12)(1),P(123)) = (q3, q
1
2 ⊗ q, q
1
3 ) (3.43)
Then let’s consider the transfer ideal. In this case IQElltr is the image of I
Σ3
Σ2×Σ1
, namely
Ind
ΛΣ3 (1)
ΛΣ2×Σ1 (1)
KΛΣ2×Σ1 (1)(pt)× Ind
ΛΣ3 (12)
ΛΣ2×Σ1 (12)
KΛΣ2×Σ1 (12)(pt) ⊆ KΛΣ3 (1)(pt)×KΛΣ3 (12)(pt).
Since ΛΣ3(12) = ΛΣ2×Σ1(12), the second part
Ind
ΛΣ3 (12)
ΛΣ2×Σ1 (12)
KΛΣ2×Σ1 (12)(pt)
is KΛΣ2×Σ1 (12)(pt) = KΛΣ3 (12)(pt).
As indicated in Proposition 1.1 and Corollary 1.5 in [5], for each n,
{IndΣnΣα1 | α = (α1, α2, · · ·αr) is a partition of n and Σα = Σα1 × · · · × Σαr .} (3.44)
is a base for RΣn. Thus, by Lemma 2.4.1 and Lemma 2.4.7, as a Z[q, q−1]−module,
Ind
ΛΣ3 (1)
ΛΣ2×Σ1 (1)
KΛΣ2×Σ1 (1)(pt)
contains all the base elements given in (3.44) except the one corresponding to the partition
(123), which is the trivial representation of ΛΣ3(1). So
KΛΣ3 (1)(pt)/Ind
ΛΣ3 (1)
ΛΣ2×Σ1 (1)
KΛΣ2×Σ1 (1)(pt)
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is Z[q, q−1], which is obviously Z[q, q−1][q′]/(q′ − q3).
And KΛΣ3 (123)(pt) = Z[q, q
−1][q′]/(q′3 − q). q
1
3 = P(123)(q) is the only element in the
representation ring RΛΣ3(123) solving the equation x
3 − q = 0.
Combining the above cases we get
QEll(pt//Σ3)/I
QEll
tr
∼= Z[q, q−1][q′]/(q′ − q3)× Z[q, q−1][q′]/(q′3 − q).
Thus, the isomorphism (3.42) holds when N = 3.
Example 3.5.4 (N = 4). Now let’s consider the case when N = 4, which is more compli-
cated than the previous examples.
QEll(pt//Σ4) = KΛΣ4 (1)(pt)×KΛΣ4 (12)(pt)×KΛΣ4 (123)(pt)×KΛΣ4 (1234)(pt)×KΛΣ4 (12)(34)(pt).
There are many similarities between Example 3.5.4 and the previous examples.
In this case the transfer ideal IQElltr is
Ind
ΛΣ4 (1)
ΛΣ3×Σ1 (1)
KΛΣ3×Σ1 (1)(pt)× Ind
ΛΣ4 (1)
ΛΣ2×Σ2 (1)
KΛΣ2×Σ2 (1)(pt)×
Ind
ΛΣ4 (1)
ΛΣ1×Σ3 (1)
KΛΣ1×Σ3 (1)(pt)× Ind
ΛΣ4 (12)
ΛΣ2×Σ2 (12)
KΛΣ2×Σ2 (12)(pt)×
Ind
ΛΣ4 (12)
ΛΣ3×Σ1 (12)
KΛΣ3×Σ1 (12)(pt)× Ind
ΛΣ4 (123)
ΛΣ3×Σ1 (123)
KΛΣ3×Σ1 (123)(pt)× Ind
ΛΣ4 (12)(34)
ΛΣ2×Σ2 (12)(34)
KΛΣ2×Σ2 (12)(34)(pt)
which is contained in
KΛΣ4 (1)(pt)×KΛΣ4 (12)(pt)×KΛΣ4 (123)(pt)×KΛΣ4 (12)(34)(pt).
By Lemma 2.4.1 and Lemma 2.4.7,
Ind
ΛΣ4 (1)
ΛΣ3×Σ1 (1)
KΛΣ3×Σ1 (1)(pt)× Ind
ΛΣ4 (1)
ΛΣ2×Σ2 (1)
KΛΣ2×Σ2 (1)(pt)× Ind
ΛΣ4 (1)
ΛΣ1×Σ3 (1)
KΛΣ1×Σ3 (1)(pt)
(3.45)
contains all the base elements given in (3.44) with N = 4 except the one corresponding to the
partition (1234), which is the trivial representation of ΛΣ4(1). So the summand KΛΣ4 (1)(pt)
modulo the ring (3.45) gives Z[q, q−1], which is obviously isomorphic to Z[q, q−1][q′]/(q′ −
q4). By the formula (3.30), P(1)(1)(1)(1)(q) = q4. So when d = 4 and e = 1 in (3.42),
Z[q, q−1][q′]/(q′ − q4) is isomorphic to KΛΣ4 (1)(pt) modulo the ring (3.45).
KΛΣ4 (12)(pt) is completely contained in the image of KΛΣ2×Σ2 (12)(pt) under the transfer
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since ΛΣ4(12) = ΛΣ2×Σ2(12). So KΛΣ4 (12)(pt) modulo
Ind
ΛΣ4 (12)
ΛΣ2×Σ2 (12)
KΛΣ2×Σ2 (12)(pt)× Ind
ΛΣ4 (12)
ΛΣ3×Σ1 (12)
KΛΣ3×Σ1 (12)(pt)
is trivial. And since ΛΣ4(123) = ΛΣ3×Σ1(123), KΛΣ4 (123)(pt) and Ind
ΛΣ4 (123)
ΛΣ3×Σ1 (123)
KΛΣ3×Σ1 (123)(pt)
are equal. So KΛΣ4 (123)(pt) modulo Ind
ΛΣ4 (123)
ΛΣ3×Σ1 (123)
KΛΣ3×Σ1 (123)(pt) is also trivial.
In addition, KΛΣ4 (1234)(pt)
∼= RΛΣ4(1234)
∼= Z[q, q−1][q′]/(q′4 − q). By (3.30), P(1234) =
q
1
4 which is the only solution of the equation x4 − q = 0 in the ring RΛΣ4(1234). So when
d = 1 and e = 4 in (3.42), Z[q, q−1][q′]/(q′4 − q) is isomorphic to KΛΣ4 (1234)(pt).
Now let’s look at the part for the cycle (12)(34), which is a new case different from the
previous cases. CΣ4((12)(34)) is the wreath product (Z/2Z)≀Σ2. ΛΣ4((12)(34)) is isomorphic
to ΛΣ2((12)) ≀T Σ2 with the isomorphism defined by
[(g1, g2;σ), t] 7→ ([g1, t], [g2, t];σ).
We have conclusions for the representations of wreath product like ΛΣ2((12)) ≀T Σ2 by
replacing the tensor product ⊗ between the ρis in Theorem 3.1.7 by ⊗Z[q,q−1]. As shown in
Example 2.4.3, a base for the representation ring RΛΣ2×Σ2((12)(34)) is
{q
a
2 ⊗Z[q,q−1] q
b
2 | a, b ∈ Z}. (3.46)
Then by Theorem 3.1.7,
{Ind
ΛΣ2 ((12))≀TΣ2
ΛΣ2×Σ2 ((12)(34))
q
a
2⊗Z[q,q−1]q
b
2⊗D1 | a, b ∈ Z}
⋃
{(q
a
2⊗Z[q,q−1]q
a
2 )∼⊗Dτ | a ∈ Z, τ ∈ RΣ2}
(3.47)
contains all the irreducible representations of ΛΣ2((12)) ≀T Σ2, where Dτ corresponding the
representation τ is defined in (3.15) and D1 is the representation corresponding to the trivial
representation 1.
Now let’s consider the image of
KΛΣ2×Σ2 ((12)(34))(pt)
∼= RΛΣ2×Σ2((12)(34))
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under the transfer. The image is generated by the image of the basis given in (3.46), namely,
{Ind
ΛΣ4 ((12)(34))
ΛΣ2×Σ2 ((12)(34))
q
a
2 ⊗Z[q,q−1] q
b
2 ⊗D1 | a, b ∈ Z}, (3.48)
which is the first set in (3.47). Since q
a
2 ⊗Z[q,q−1] q
a
2 is 1-dimensional representation, we
have
Ind
ΛΣ4 ((12)(34))
ΛΣ2×Σ2 ((12)(34))
q
a
2⊗Z[q,q−1]q
a
2⊗D1 = (q
a
2⊗Z[q,q−1]q
a
2 )∼⊗D
Ind
Σ2
Σ1×Σ1
1
= (q
a
2⊗Z[q,q−1]q
a
2 )∼⊗D1+s
where s is the sign representation of Σ2. They gives all the elements in the second set in
(3.47) except
{(q
a
2 ⊗Z[q,q−1] q
a
2 )∼ ⊗D1 | a ∈ Z}. (3.49)
So KΛΣ4 (12)(34)(pt) modulo Ind
ΛΣ4 (12)(34)
ΛΣ2×Σ2 (12)(34)
KΛΣ2×Σ2 (12)(34)(pt) is a Z[q, q
−1]−module gen-
erated by (3.49).
Since
(q
a
2 ⊗Z[q,q−1] q
a
2 )∼ ⊗D1 = q
2b(q
a
2−b ⊗Z[q,q−1] q
a
2−b)∼
where b is largest integer smaller than a2 . As a Z[q, q
−1]−module,
KΛΣ4 (12)(34)(pt) modulo Ind
ΛΣ4 (12)(34)
ΛΣ2×Σ2 (12)(34)
KΛΣ2×Σ2 (12)(34)(pt)
is generated by
{1, (q
1
2 ⊗Z[q,q−1] q
1
2 )∼},
which is a basis for it. The solutions to x2 − q2 = 0 in the ring RΛΣ4(12)(34) are q and
(q
1
2 ⊗Z[q,q−1] q
1
2 )∼. So
KΛΣ4 (12)(34)(pt) modulo Ind
ΛΣ4 (12)(34)
ΛΣ2×Σ2 (12)(34)
KΛΣ2×Σ2 (12)(34)(pt)
is isomorphic to
Z[q, q−1][q′]/(q′2 − q2),
corresponding to the case d = 2 and e = 2 in (3.42). So for N = 4, the isomorphism (3.42)
also holds.
I’ll continue the discussion further after proving the isomorphism (3.42).
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Now let’s see the proof of (3.42) for any N .
Proof of (3.42). Let’s start with two extreme cases.
Case I:
σ is 1.
By Lemma 2.4.1 and Lemma 2.4.7, KΛΣN (1)(pt)
∼= RΛΣN (1)
∼= RΣN ⊗ Z[q, q−1]. Thus,
we can get a basis for the Z[q, q−1]−module KΛΣN (1)(pt) from a a basis of RΣN . By
Proposition 1.1 and Corollary 1.5 in [5], the set (3.44) gives a basis for RΣN .
All the irreducible representations of KΛΣN (1)(pt) are
{(IndΣNΣα 1)⊗ q
k | k ∈ Z; α = (α1, α2, · · ·αr) is a partition of n and Σα = Σα1 × · · · ×Σαr .}
They are all contained in
∑
i+j=N,
N>j>0
Ind
ΛΣN (1)
ΛΣi×Σj (1)
KΛΣi×Σj (1)(pt)
except 1⊗qk with k ∈ Z. The trivial ΣN−representation 1 is corresponding to the partition
(N). It can not be obtained as induced representation.
Thus, KΛΣN (1)(pt) modulo
∑
i+j=N,
N>j>0
Ind
ΛΣN (1)
ΛΣi×Σj (1)
KΛΣi×Σj (1)(pt)
is isomorphic to Z[q, q−1]. By the formula (3.30), P1 = qN where 1 denote the identity
element in 1 ≀ΣN . On the right hand of (3.42), when d = N and e = 1, Z[q, q−1][q′]/(q′−qN )
is equal to Z[q, q−1]. Thus, KΛΣN (1)(pt) modulo
∑
i+j=N,
N>j>0
Ind
ΛΣN (1)
ΛΣi×Σj (1)
KΛΣi×Σj (1)(pt)
is isomorphic to it.
Case II:
σ is (12 · · ·N).
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By Lemma 2.4.1 and Lemma 2.4.7, KΛΣN (12···N)(pt)
∼= RΛΣN (12 · · ·N)
∼= Z[q, q−1][x]/(xN−
q). The image of the transfer to this summand is trivial. And by (3.30) P(12···N)(q) = q
1
N .
By sending x to q′ = q
1
N , KΛΣN (12···N)(pt) is isomorphic to Z[q, q
−1][q′]/(q′N − q), which
is the summand on the right hand of (3.42) with d = 1 and e = N ,
Case III:
σ is in Σr × ΣN−r with r > 0 such that all the cycles of the same length are either in
Σr or ΣN−r. For example, the cycle
(1 2)(3 4)(5 6)(7 8 9 10)(11 12 13 14)(15 16 17) ∈ Σ17
is in this case. It’s in Σ6 ×Σ11; the cycles (1 2)(3 4)(5 6), (1 2 3 4 5)(6 7 8 9 10) are not in
this case.
Most elements in ΣN belong to Case III. σ is not in this case if and only if it consists of
cycles of the same length, such as (1 2)(3 4), (1 2 3), 1, (1 2 3)(4 5 6).
For those σ that belong to Case III, ΛΣN (σ) = ΛΣr×ΣN−r (σ), so Ind
ΛΣN (σ)
ΛΣr×ΣN−r (σ)
is
the identity map, so KΛΣN (σ)(pt) is equal to Ind
ΛΣN (σ)
ΛΣr×ΣN−r (σ)
KΛΣr×ΣN−r (σ)(pt). So the
summand corresponding to σ in QEll(pt//ΣN ) is completely cancelled.
Case IV:
σ consists of cycles of the same length, in other words, it consists of d e−cycles with
N = de. For example, (1 2)(3 4) ∈ Σ4 and (1 2 3)(4 5 6)(7 8 9)(10 11 12) ∈ Σ12 are both
in this case.
The two extreme cases, Case I and Case II, are both special cases of Case IV. But we
don’t need to discuss the representation ring of wreath product in Case I and Case II.
The centralizer CΣN (σ)
∼= Ce ≀ Σd, where Ce = Z/eZ is the cyclic group with order e.
Recall
ΛΣN (σ)
∼= ΛΣe(12 · · · e) ≀T Σd
is the subgroup of ΛΣe(12 · · · e) ≀ Σd with elements of the form
([a1, t], [a2, t], · · · [ad, t]; τ).
KΛΣN (σ)(pt) is the representation ringRΛΣN (σ). According to Theorem 3.1.8, as a Z[q, q
−1]−module,
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it has the basis
{Ind
ΛΣe (12···e)≀TΣd
ΛΣe (12···e)≀TΣ(d)
(q
a1
e )⊗Z[q,q−1]d1 ⊗Z[q,q−1] · · · ⊗Z[q,q−1] (q
ar
e )⊗Z[q,q−1]dr ⊗Dτ |
(d) = (d1, d2, · · · dr) is a partition of d.
a1, a2, · · · ar are in {0, 1, · · · e− 1}. And τ ∈ RΣ(d) is irreducible.}
where for each a ∈ Z, q
a
e : ΛCe((12 · · · e)) −→ U(1) is the map
q
a
e ([(12 · · · e)j , t]) = e2πia
j+t
e . (3.50)
Namely, it’s the map xa1 in the sense of Example 2.4.3.
For each partition (d) of d, if it has more than one cycle, Σ(d) is a subgroup of some
Σd1 × Σd−d1 for some positive integer 0 < d1 < d. So for each
Ind
ΛΣe (12···e)≀TΣd
ΛΣe (12···e)≀TΣ(d)
(q
a1
e )⊗Z[q,q−1]d1 ⊗Z[q,q−1] · · · ⊗Z[q,q−1] (q
ar
e )⊗Z[q,q−1]dr ⊗Dτ
with r ≥ 2, it’s equal to Ind
ΛΣe (12···e)≀TΣd
ΛΣe (12···e)≀T(Σd1×Σd−d1 )
(Ind
ΛΣe (12···e)≀T(Σd1×Σd−d1 )
ΛΣe (12···e)≀TΣ(d)
(q
a1
e )⊗Z[q,q−1]d1 ⊗Z[q,q−1] · · · ⊗Z[q,q−1] (q
ar
e )⊗Z[q,q−1]dr ⊗Dτ ) by the property of induced rep-
resentation. Note that
ΛΣe(12 · · · e) ≀T (Σd1 × Σd−d1)
∼= ΛΣd1e×ΣN−d1e(σ).
So
Ind
ΛΣe (12···e)≀T(Σd1×Σd−d1 )
ΛΣe (12···e)≀TΣ(d)
(q
a1
e )⊗Z[q,q−1]d1 ⊗Z[q,q−1] · · · ⊗Z[q,q−1] (q
ar
e )⊗Z[q,q−1]dr ⊗Dτ
is in KΛΣd1e×ΣN−d1e (σ)
(pt), Thus, each base element with r ≥ 2 is contained in the transfer
ideal.
When r = 1, consider
(q
a1
e )⊗Z[q,q−1]d ⊗Dτ
with τ ∈ RΣd. As indicated in Proposition 1.1 and Corollary 1.5 in [5], each τ , except the
trivial representation of Σd, can be induced from a representation τ
′ in some R(Σi ×Σd−i)
with d > i > 0.
96
Claim: the representation
Ind
ΛΣe (12···e)≀TΣd
ΛΣe (12···e)≀T(Σi×Σd−i)
(q
a1
e )⊗Z[q,q−1]i ⊗Z[q,q−1] (q
a1
e )⊗Z[q,q−1]d−i ⊗Dτ ′
is isomorphic to
(q
a1
e )⊗Z[q,q−1]d ⊗D
Ind
Σd
Σi×Σd−i
τ ′
,
which is
(q
a1
e )⊗Z[q,q−1]d ⊗Dτ .
To prove this, let’s consider a set {τα}α∈Σd/Σi×Σd−i of coset representatives. Then
{ηα := (1, · · · 1; τα)}α∈Σd/Σi×Σd−i
is a set of coset representatives of
(
ΛΣe(12 · · · e) ≀T Σd
)
/
(
ΛΣe(12 · · · e) ≀T (Σi × Σd−i)
)
.
LetW be a representation space of ΛΣe(12 · · · e)≀T(Σi×Σd−i), Then Ind
ΛΣe (12···e)≀TΣd
ΛΣe (12···e)≀T(Σi×Σd−i)
W
is the direct product of [Σd : Σi × Σd−i] copies of W . For any element
H = (g1, · · · gd;β) ∈ ΛΣe(12 · · · e) ≀T Σd,
and each α ∈ Σd/Σi × Σd−i, there is a unique α
′ ∈ Σd/Σi × Σd−i and a unique
Jα = (g
′
1, · · · g
′
d; γα) ∈ ΛΣe(12 · · · e) ≀T (Σi × Σd−i)
such that Hηα = ηα′Jα. Note that
g′1, · · · g
′
d
is a permutation of
g1, · · · gd.
So (q
a1
e )⊗Z[q,q−1]d(g′1, · · · g
′
d) = (q
a1
e )⊗Z[q,q−1]d(g1, · · · gd). In addition, βτα = τα′γα. Let
∏
α
wα
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be an element in
Ind
ΛΣe (12···e)≀TΣd
ΛΣe (12···e)≀T(Σi×Σd−i)
W.
We have
(
Ind
ΛΣe (12···e)≀TΣd
ΛΣe (12···e)≀T(Σi×Σd−i)
(q
a1
e )⊗Z[q,q−1]i ⊗Z[q,q−1] (q
a1
e )⊗Z[q,q−1]d−i ⊗Dτ ′
)
(H)(
∏
α
wα)
=
∏
α
Jαwβ(α) =
∏
α
(q
a1
e )⊗Z[q,q−1]d(g1, · · · gd)Dτ ′(1, · · · 1; γα)(wβα)
= (q
a1
e )⊗Z[q,q−1]d(g1, · · · gd)
∏
α
τ ′(γα)(wβα)
= (q
a1
e )⊗Z[q,q−1]d(g1, · · · gd)(Ind
Σd
Σi×Σd−i
τ ′)(β)(
∏
α
wα)
= (q
a1
e )⊗Z[q,q−1]d(g1, · · · gd;β)DIndΣdΣi×Σd−iτ
′(g1, · · · gd;β)(
∏
α
wα)
=
(
(q
a1
e )⊗Z[q,q−1]d ⊗D
Ind
Σd
Σi×Σd−i
τ ′
)
(g1, · · · gd;β)(
∏
α
wα)
So the claim is proved.
Since
{IndΣdΣi×Σd−iτ
′ | τ ′ ∈ R(Σi × Σd−i) and i = 1, 2, · · · d− 1.}
contains all the irreducible representation of Σd except the trivial representation, which is
corresponding to the partition (d), thus, by the claim, KΛΣN (σ)(pt) modulo the image of
the transfer, is a Z[q, q−1]−module generated by the equivalent classes represented by
{((q
a
e )⊗Z[q,q−1]d)∼ | a = 0, 1, · · · e− 1}. (3.51)
For any a, (q
a
e )⊗Z[q,q−1]d is (q
1
e )⊗Z[q,q−1]d to the a−th power. Note that, by (3.30),
(q
1
e )⊗Z[q,q−1]d is
q′ := Pσ(q).
To get the isomorphism (3.42), consider a map Ψ : Z[q, q−1][x] −→ KΛΣN (σ)(pt)/I
QEll
tr
by sending q to q and x to q′, which is a well-defined Z[q, q−1]−homomorphism.
Since q′e = qd, KΛΣN (σ)(pt)/I
QEll
tr is a Z[q, q
−1]−module generated by
1, q′, · · · q′e−1.
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So any element in it can be expressed as
e−1∑
j=0
fj(q)q
′j
where each fj(q) is in the polynomial ring Z[q, q−1]. It’s the image of
e−1∑
j=0
fj(q)x
j
in Z[q, q−1][x]. So Ψ is surjective.
Now let’s study its kernel. If
F :=
e−1∑
j=0
fj(q)q
′j
is in IQElltr , then it’s in Z[q, q
−1]. So we can assume F = 0.
For each element [(a1, · · · ad;β), t] in ΛΣN (σ) with (a1, · · · ad;β) ∈ CΣN (σ)
∼= Ce ≀ Σd,
q([(a1, · · · ad;β), t]) = e
2πit, (3.52)
and
q′([(a1, · · · ad;β), t]) = e
2pii(a1+···ad+dt)
e . (3.53)
F ([(a1, · · · ad;β), t]) =
e−1∑
j=0
fj(q)q
′j([(a1, · · · ad;β), t])
=
e−1∑
j=0
fj(e
2πit)e
2piij(a1+···+ad+dt)
e
=
e−1∑
j=0
fj(e
2πit)e
2piijdt
e e
2piij(a1+···+ad)
e .
Let
Fj(t) := fj(e
2πit)e
2piijdt
e
be the complex-valued function in the variable t. And let α denote the number e
2pii
e . The
integers
(a1 + · · ·+ ad)
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go over 0, 1, · · · e− 1. Consider the e equations
e−1∑
j=0
Fj(t)α
jk = 0, for k = 0, 1, · · · e− 1.
In other words,


1 1 1 · · · 1
1 α α2 · · · αe−1
1 α2 α4 · · · α2(e−1)
...
...
...
...
1 αe−1 α2(e−1) · · · α(e−1)
2




F0(t)
F1(t)
F2(t)
...
Fe−1(t)


= 0
The determinant of the matrix


1 1 1 · · · 1
1 α α2 · · · αe−1
1 α2 α4 · · · α2(e−1)
...
...
...
...
1 αe−1 α2(e−1) · · · α(e−1)
2


is
e−2∏
j=0
e−1∏
k=j+1
(αk − αj). (3.54)
When α = e
2pii
e , each (αk − αj) in the product (3.54) is nonzero, so for any e, the
determinant is nonzero and the matrix is non-singular. So we get Fj(t) = 0 for any t ∈ R
and j = 0, 1, 2, · · · e− 1.
So each fj(q) in F is the zero polynomial.
The kernel of Ψ is the ideal generated by q′e − qd.
Below is a conclusion which has no relation with (3.42).
Lemma 3.5.5. Let σ ∈ ΣN consist of d e−cycles with N = de. Then the equation
xe − qd = 0 (3.55)
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has totally (d, e) solutions in KΛΣN (σ)(pt) modulo the image of transfer, i.e.
∑
i+j=N,
N>j>0,
σ∈Σi×Σj
Image[IΣNΣi×Σj : QEll(pt//Σi × Σj) −→ QEll(pt//ΣN )]
=
∑
i+j=N,
N>j>0,
σ∈Σi×Σj
Ind
ΛΣN (σ)
ΛΣi×Σj (σ)
KΛΣi×Σj (σ)(pt).
And each solution is in the polynomial ring Z[q, q−1][q′] where q′ = Pσ(q). Here (d, e) is the
greatest common divisor of d and e.
Proof. First let’s see whether we can find a representation of ΛΣN (σ) solving the equation
(3.55).
Since qd is a 1-dimensional representation, x has to be 1-dimensional, thus, irreducible.
Theorem 3.1.8 gives us all the irreducible representations of ΛΣN (σ). For any subgroup
Σi ×Σj of ΣN containing σ with i+ j = N , N > j > 0, for any ΛΣi×Σj (σ)−representation
V with positive dimension, the induced representations Ind
ΛΣN (σ)
ΛΣi×Σj (σ)
V has dimension larger
than 1. By Case IV in the proof of Theorem 3.5.1, x is of the form
qm(q
a
e )⊗Z[q,q−1]d ⊗Dτ
with m ∈ Z, a ∈ {0, 1, · · · e− 1} and τ a 1-dimensional representation of Σd. It’s equivalent
to
qm(q
a
e )⊗Z[q,q−1]d ⊗D1.
[qm(q
a
e )⊗Z[q,q−1]d]e = qad+me = qd.
Then ad+me = d. So (a,m) = (k e(d,e) +1,−k
d
(d,e) ) with k ∈ Z. To make a ∈ {0, 1, · · · e−1},
the value k should be in {1, 2, · · · (d, e)−1}. Each k gives exactly one pair (a,m). And each
solution
qm(q
a
e )⊗Z[q,q−1]d = qmq′a (3.56)
is in the polynomial ring Z[q, q−1][q′].
Next I show this (d, e) solutions are the only solutions.
Consider any element x =
∑
a∈Z
Vaq
a in RΛΣN (σ), with each Va a ΛΣN (σ)−representation.
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Let a0 be the smallest integer such that Va0 is nonzero. Let x
e =
∑
b∈Z
Wbq
b. The nonzero
term in xe with the smallest index is (Va0)
⊗eqea0 , which is equal to qd. Thus, Va0q
a0 is one
of the (d, e) solutions above, and a0 = m.
0 = Wd+1 = eV
⊗
Z[q,q−1]e−1
m ⊗Z[q,q−1] Vm+1,
so Vm+1 = 0.
Assume Va = 0 for m < a ≤ n. 0 = Wm(e−1)+n+1 = eV
⊗
Z[q,q−1]e−1
m ⊗Z[q,q−1] Vn+1. Thus
Vn+1 = 0.
Then by induction, Va with a > m are all zero. So x = Vmq
m.
Thus, we get the lemma.
From the power operation of quasi-elliptic cohomology, we can construct the Adams
operation for quasi-elliptic cohomology.
Proposition 3.5.6. The composition
PN :QEllG(X)
PN−→ QEllG≀ΣN (X
×N )
res
−→ QEllG×ΣN (X
×N )
diag∗
−→ QEllG×ΣN (X)
∼= QEllG(X)⊗Z[q±] QEllΣN (pt)
−→ QEllG(X)⊗Z[q±] QEllΣN (pt)/I
QEll
tr
∼= QEllG(X)⊗Z[q±]
∏
N=de
Z[q, q−1][q′]/〈qd − q′e〉
defines an additive operation, where res is the restriction map by the inclusion
G× ΣN →֒ G ≀ ΣN , (g, σ) 7→ (g, · · · g;σ),
diag is the diagonal map
X −→ X×N , x 7→ (x, · · ·x)
and the last map is the isomorphism in Theorem 3.5.1. Moreover, it is a homomorphism
between the Z[q±]−algebras.
Proof. Let V =
∏
g∈Gtorsconj
Vg ∈ QEllG(X). Apply the explicit formula of the power operation
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in (3.30), the composition diag∗ ◦ res ◦ PN sends V to
∏
g∈Gtorsconj
σ∈ΣN
tors
conj
⊗k ⊗(i1,···ik) Vgkq
1
k
where (i1, · · · ik) goes over all the k−cycles of σ, and the tensor products are those of the
Z[q±]−algebras. Each factor has a decomposition
⊕
ρ
Vρ ⊗Z[q±] ρ ∈ KΛG(g)(X
g)⊗Z[q±] KΛΣN (σ)(pt)
where ρ goes over all the irreducible ΛΣN (σ)−representation and Vρ is the ΛG(σ)−bundle
uniquely determined by ρ and V . Then after taking the quotient by the transfer ideal IQElltr ,
all the factors in diag∗◦res◦PN (V ) are cancelled except those corresponding to the elements
in ΣN
tors
conj with cycles of the same length. And for the bundles in the factor corresponding
to the element σ ∈ ΣN with d e−cycles and de = N , the nontrivial part is the subbundles
Vge,ρ ⊗Z[q±] ρ corresponding to ρ = q
′a with
q′d,e = Pσ(q) = (q
1
e )⊗Z[q,q−1]d
and a = 0, 1, · · · e− 1. The restriction of q′ to the subgroup CΣN (σ) is trivial. Vge,q′a is the
fixed point space of V
⊗
Z[q,q−1]d
ge by the permutations Σd, i.e. the pull-back bundle via the
diagonal map ig,d,e : X
ge →֒ (Xg
e
)×d.
Thus,
PN (V ) =
∏
(d,e)
N=de
i∗(g,d,e)V
⊗
Z[q±]d
ge ⊗Z[q±] q
′
d,e =
∏
(d,e)
N=de
Vge,q′ ⊗Z[q±] q
′
d,e. (3.57)
By this formula, we can see immediately that PN is a homomorphism between the Z[q±]−algebras.
Let V,W be two elements in QEllG(X). We have (V ⊕W )ge,q′ = Vge,q′ ⊕Wge,q′ . So we
have
PN (V ⊕W ) =
∏
(d,e)
N=de
(V ⊕W )ge,q′ ⊗Z[q±] q
′
d,e =
∏
(d,e)
N=de
(Vge,q′ ⊕Wge,q′)⊗Z[q±] q
′
d,e
=
( ∏
(d,e)
N=de
Vge,q′ ⊗Z[q±] q
′
d,e
)
⊕
( ∏
(d,e)
N=de
Wge,q′ ⊗Z[q±] q
′
d,e
)
= PN (V )⊕ PN (W ).
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Remark 3.5.7. Pn is the Adams operation for quasi-elliptic cohomology, as explained below.
Tate K-theory is an elliptic cohomology with a Hopkins-Kuhn-Ravenel theory. And using
the stringy power operation P stringn = Pn ⊗ Id cited in Remark 3.2.3 we can define Hecke
operators for Tate K-theory. From P stringn we can define the Hecke operators Tn, as shown
in Section 5.4 in [24]. Tn is the Adams operations for Tate K-theory. Pn uniquely extends
to an additive operator
P stringn = Pn ⊗ Id : KTate(X//G) −→ KTate(X//G)⊗Z((q)) KTate(pt//ΣN )/I
Tate
tr .
For any x ∈ KTate(X//G), the trace of P stringn(x) is equal to nTn(x).
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Chapter 4
Spectra
Goerss, Hopkins and Miller have proved that the moduli stack of elliptic curves can be
covered by E∞ elliptic spectra. It is not known whether this result can be extended to
global elliptic cohomology theories and global ring spectra. In Chapter 4 we construct an
orthogonal G−spectrum for each compact Lie group G which weakly represents quasi-elliptic
cohomology. However, we show that it cannot arise from an orthogonal spectrum. Instead,
in Chapter 6 we construct a new global homotopy theory and in Chapter 7 we show there
is a global orthogonal spectrum in this new global homotopy theory that weakly represents
orthogonal quasi-elliptic cohomology.
Let X be a G−space. Let KUG,n denote the space representing the n−th G−equivariant
K−theory. Recall
QEll∗G(X) =
∏
σ∈Gtorsconj
K∗ΛG(σ)(X
σ).
In Section 4.3, for each compact Lie group G and each integer n, we construct a space
QEllG,n representing QEll
n
G(−) in the sense of (4.1).
π0(QEllG,n) = QEll
n
G(S
0), for each k. (4.1)
First I construct in Theorem 4.3.7 a homotopical right adjoint Rg for the functor X 7→ X
g
from the category of G-spaces to the category of ΛG(g)-spaces. Then we get
∏
g∈Gtorsconj
MapΛG(g)(X
g,KUΛG(g),n)
is weakly equivalent to
MapG(X,
∏
g∈Gtorsconj
Rg(KUΛG(g),n)),
as stated in Theorem 4.3.8.
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So QEllG,n :=
∏
g∈Gtorsconj
Rg(KUΛG(g),n) is one choice of the classifying space we want.
In Section 4.5, based on the construction of QEllG,n, we construct for each faithful
G−representation V a space E(G,V ) that weakly represents QEllVG(−) in the sense of
(4.2),
πk(E(G,V )) = QEll
V
G(S
k), for each k. (4.2)
Moreover, in Section 4.5.4 we construct the structure maps makingE an orthogonalG−spectra
and an IG−FSP.
In Section 4.5.5 we construct the restriction maps E(G,V ) −→ E(H,V ) for each group
homomorphism H −→ G. This map is not a homeomorphism, but an H−weak equivalence.
The orthogonal G−spectra E(G,−) cannot arise from an orthogonal spectrum, as indi-
cated in Remark 4.5.29. This fact motivates us to construct a new global homotopy theory.
4.1 Basics in equivariant homotopy theory
In this section I introduce the basic notions and concepts in equivariant homotopy theory
that I need in further sections. The main reference is [44].
Let G be a compact Lie group. Let T denote the category of topological spaces and
continuous maps. Let GT denote the category of G−spaces, namely, spaces X equipped
with continuous G−action
G×X −→ X
and continuous G−maps.
Let H be a closed subgroup of G. Let X be a G−space and Y an H−space. Define
XH := {x|hx = x,∀h ∈ H}. (4.3)
For x ∈ X, the isotropy group of x
Gx := {h|hx = x}. (4.4)
The induced G−space
G×H Y
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is a quotient space of G × Y with (gh, x) and (g, hx) identified for g ∈ G, h ∈ H. The
coinduced G−space
MapH(G,Y )
is the space of H−maps G −→ Y with a left action by G induced by the right action of G
on itself, namely
(g · f)(g′) = f(g′g).
We have the adjunctions
GT (G×H Y,X) ∼= HT (Y,X) (4.5)
and
HT (X,Y ) ∼= GT (X,MapH(G,Y )). (4.6)
We have the G−homeomorphisms
G×H Y ∼= (G/H)× Y. (4.7)
Fix a family of representatives {gα}α∈G/H of the left cosets of H in G. For any g ∈ G, there
is a unique gα and h ∈ H such that g = gαh. The homeomorphism is defined by
[g, y] 7→ (gαH,hy).
The left G−action on (G/H)×X is defined by
a(gαH, y) = (gβH,h
′y) (4.8)
where gβH is the unique left coset containing agα and agα = gβh
′.
We have the G−homeomorphism
MapH(G,Y )
∼=
∏
H\G
Y. (4.9)
Fix a family of representatives {bτ}τ∈H\G of the right cosets of H in G. For any g ∈ G,
there is a unique bτ and h
′′ ∈ H such that g = h′′bτ . The homeomorphism is defined by
f 7→ (f(bτ ))τ∈H\G.
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The left G−action on
∏
H\G
Y is defined by
g · (yτ )τ∈H\G = (hτ ′yτ ′)τ∈H\G, (4.10)
where for each τ ∈ H\G, there is a unique τ ′ ∈ H\G and unique hτ ′ ∈ H s.t. Hbτg = Hbτ ′ ,
bτg = hτ ′bτ ′ .
Definition 4.1.1. A G−homotopy between G−maps X ⇒ Y is a G−map
X × I −→ Y
where I = [0, 1] is a trivial G−space.
This gives as a homotopy category hGT whose objects are G−spaces and morphisms
are G−homotopy classes of continuous G−maps. Recall that a map of spaces is a weak
equivalence if it induces an isomorphism of all homotopy groups.
Definition 4.1.2. A G−map f : X1 −→ X2 is said to be weak equivalence if f
H : XH1 −→
XH2 is a weak equivalence for all the subgroups H of G.
Let hGT denote the category constructed from hGT by adjoining formal inverses to the
weak equivalences. hGT is the desired homotopy category which contains all the algebraic
invariants of G−spaces we are interested in.
Another approach to study equivariant homotopy theory is we start with the orbit cat-
egory OG.
Example 4.1.3. OG has objects G/H indexed by the subgroups H of G, and morphisms
G−maps G/H −→ G/K. Note that there is a G−map f : G/H −→ G/K if and only if
H is subconjugate to K since if f(eH) = gK, then g−1Hg ⊆ K. Obviously OG is a full
subcategory of GT .
Each G−space X determines a contravariant functor
X(−) : OG −→ T
defined by
XG/H := XH
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and for each morphism
f : G/H −→ G/K, aH 7→ agK,
the map X(f) : XK −→ XH is given by x 7→ gx.
Given two functors X1, X2 : O
op
G −→ T , a natural transformation F : X1 −→ X2
is a weak equivalence if it is an objectwise equivalence. We can observe that a G−map
X1 −→ X2 is a weak equivalence if and only if the corresponding natural transformation
X
(−)
1 −→ X
(−)
2 is an objectwise weak equivalence.
Let hT O
op
G denote the homotopy category of OG−shaped diagrams in T by formally
inverting the weak equivalences. We have a well-defined functor
Φ : GT −→ T O
op
G , X 7→ X(−).
It preserves weak equivalences, so we have an induced functor
Φ : hGT −→ hT O
op
G .
Moreover, we can define a functor
Ψ : T O
op
G −→ GT ,
as indicated in [20]. I sketch the construction below. For any small topological category D,
let Bn(D) be the set of n-tuples f = (f1, · · · fn) of composable arrows of D, depicted
d0
f1
←−−−− d1
f2
←−−−− · · ·
fn
←−−−− dn.
B0(D) is the set of objects of D and Bn(D) is topologized as a subspace of the n−fold
product of the total morphism space
∐
D(d, d′). With the zeroth and last face given by
deleting the zeroth or last arrow of n−tuples f and with the remaining face and degeneracy
operations given by composition or by insertion of identity maps in the appropriate position,
B∗(D) is a simplicial set, i.e. the nerve of D. Its geometric realization is the classifying space
BD. Let S : OopG −→ GT be the covariant functor sending an object G/H to the G−space
G/H, and it sends a morphism G/H −→ G/K to the same map G/H −→ G/K. For each
OopG −space T , define ΨT to be the G−space B(T,O
op
G , S) to be the geometric realization of
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B∗(T,O
op
G , S)| where B∗(T,O
op
G , S) is the simplicial space whose set of n−simplices is
{(t, f , s)|t ∈ T (d0), f ∈ Bn(O
op
G ), s ∈ S(dn)}.
The theorem below shows the two approaches are equivalent.
Theorem 4.1.4 (Elemendorf’s Theorem). The functor Ψ : hT O
op
G −→ hGT is a right
adjoint of the functor Φ : hGT −→ hT O
op
G . They give an equivalence of the two categories.
Next let’s look at how equivariant CW-complex is constructed.
Let X be a space of the homotopy type of a G−CW complex. Let Xn denotes the
n−skeleton of X. X0 is a disjoint union of orbits G/H and Xn+1 is obtained from Xn by
attaching G−cells G/H ×Dn+1 along attaching G−maps G/H × Sn −→ Xn.
We have the homotopy pushout for each k
∐
G/H × Sk //
²²
∐
G/H ×Dk
²²
Xk // Xk+1
(4.11)
X is the homotopy colimit of the diagram
X0 //
((QQ
QQ
QQ
QQ
QQ
QQ
QQ
Q X1 //
!!C
CC
CC
CC
C
X2 //
²²
· · ·
X
(4.12)
with each map in it an inclusion.
Let GC denote the category of G−CW complexes and celluar maps.
Proposition 4.1.5 is a conclusion needed for the construction of the rest of the section.
Proposition 4.1.5. Let D be a complete category. Let i : OopG −→ GC
op be the inclusion of
subcategory. If F1, F2 : GC
op −→ D are two functors sending homotopy colimit to homotopy
limit and if we have a natural transformation p : F1 −→ F2, which gives a weak equivalence
at orbits, then it also gives a weak equivalence on GC.
Especially, if p gives a retract at each orbit, F1 is a retract of F2 at each G−CW com-
plexes.
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Proof. Apply the functor F1 and F2 to the homotopy pushout diagram (4.11), and get the
homotopy pullback diagrams
Fi(
∐
G/H × Sk) Fi(
∐
G/H ×Dk)oo
Fi(Xk)
OO
Fi(Xk+1)
OO
oo
(4.13)
for i = 1, 2, k = 0, 1, 2 · · · .
Since F1 and F2 are weak equivalent on O
op
G , for each closed subgroup H of G, we have
homotopy equivalence pH : F1(G/H) −→ F2(G/H).
For 0−dimensional G−cells, we have
F1(
∐
G/H × S0) ≃ F2(
∐
(G/H)× S0) (4.14)
F1(X0) ≃ F2(X0). (4.15)
Since G/H ×Dk is G−homotpic to G/H, we have
F1(
∐
G/H ×Dk) ≃ F2(
∐
(G/H)×Dk) for any k. (4.16)
So we have the commutative diagram
F1(X1)
F1(X0)
66nnnnnnnnnnnn
²²
F1(
∐
(G/H)× S0)oo //
²²
F1(
∐
(G/H)×D1)
²²
iiTTTTTTTTTTTTTTT
F2(X0)
((PP
PP
PP
PP
PP
PP
F2(
∐
(G/H)× S0) //oo F2(
∐
(G/H)×D1)
uukkkk
kkk
kkk
kkk
kkk
F2(X1)
which gives the weak equivalence
F1(X1) ≃ F2(X1). (4.17)
Then we consider (4.13) when k = 1, similarly we can get the commutative diagram
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F1(X2)
F1(X1)
66nnnnnnnnnnnn
²²
F1(
∐
(G/H)× S1)
²²
//oo F1(
∐
(G/H)×D2)
iiTTTTTTTTTTTTTTT
²²
F2(X1)
((PP
PP
PP
PP
PP
PP
F2(
∐
(G/H)× S1) //oo F2(
∐
(G/H)×D2)
uukkkk
kkk
kkk
kkk
kkk
F2(X2)
thus, the weak equivalence
F1(X2) ≃ F2(X2). (4.18)
Note that we have weak equivalences
F1(
∐
(G/H)× Sk) ≃ F2(
∐
(G/H)× Sk) (4.19)
for any k = 0, 1, 2 · · · . So by induction, for each skeleton Xk, we have the weak equivalence
F1(Xk) ≃ F2(Xk). (4.20)
Passing to the colimit of the diagram (4.12), we get the weak equivalence
F1(X) ≃ F2(X) (4.21)
since F1 and F2 send colimit to limit.
If we have natural transformations i : F1 −→ F2 and r : F2 −→ F1 between the functors
F1, F2 : O
op
G −→ D such that r ◦ i is the identity natural transformation, by the above
argument, for each k = 0, 1, 2 · · · , we have the weak equivalences
rk : F2(Xk) −→ F1(Xk)
ik : F1(Xk) −→ F2(Xk)
and
rk ◦ ik = idF1(Xk).
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Passing to the colimit of (4.12), we can get the weak equivalences
rX : F2(X) −→ F1(X)
iX : F1(X) −→ F2(X)
and
rX ◦ iX = idF1(X).
Thus, F1(X) is a retract of F2(X).
4.2 Equivariant Obstruction theory
Equivariant obstruction theory works exactly as it does nonequivariantly. I will give a
sketch. The references for this theory include [12], [44], [61].
First let’s recall several basic concepts.
Let hOG be the homotopy category of OG. A coefficient system is a contravariant functor
from hOG to the category Ab of abelian groups. One example of coefficient system is the
system πn(X) of a based G−space X with
πn(X)(G/H) := πn(X
H).
More generally, any covariant functor hT −→ Ab, such as πn, composed with the functor
X(−) : OG −→ T gives a coefficient system.
Equivariant obstruction theory is established in terms of ordinary cohomology theories
with coefficients in such coefficient system.
Let X be a G−CW complex. We have a coefficient system
Cn(X) = Hn(X
n, Xn−1;Z). (4.22)
Its value on G/H is
Hn((X
n)H , (Xn−1)H).
The connecting homomorphisms of the triples ((Xn)H , (Xn−1)H , (Xn−2)H) specify a map
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d : Cn(X) −→ Cn−1(X) of coefficient systems, and d
2 = 0. In this way we get a chain
complex of coefficient systems C∗(X).
Let HomOG(M,M
′) denote the Abelian group of maps of coefficient system M −→M ′.
Define
CnG(X;M) = HomOG(Cn(X),M), with δ = HomOG(d, id). (4.23)
C∗G(X;M) is a cochain complex of Abelian groups. Its homology is the Bredon coho-
mology of X, denoted by H∗G(X;M).
Definition 4.2.1. A connected space X is said to be n−simple if π1(X) is Abelian and acts
trivially on πq(X) for q ≤ n.
Let (X,A) be a relative G−CW complex and let Y be a G−space such that Y H is
non-empty, connected, and n−simple if H occurs as an isotropy subgroup of X \A.
Given a G−map f : Xn∪A −→ Y , we ask when f can be extended to Xn+1. Composing
the attaching maps G/H × Sn −→ X of cells of X \ A with f gives elements of πn(Y
H),
which together specify a well-defined cocycle
cf ∈ C
n+1
G (X,A;πn(Y )).
f can extend to Xn+1 if and only if cf = 0.
If f and f ′ are maps Xn ∪ A −→ Y and h is a homotopy rel A of the restrictions of f
and f ′ to Xn−1 ∪A, then f , f ′, and h together define a map
h(f, f ′) : (X × [0, 1])n −→ Y.
Applying the cocycle ch(f,f ′) to cells j × [0, 1] we obtain a deformation cochain
df,f ′,h ∈ C
n
G(X,A;πn(Y ))
such that δdf,f ′,h = cf − cf ′ .
Theorem 4.2.2. (i) For f : Xn ∪ A −→ Y , the restriction of f to Xn−1 ∪ A extends to a
map Xn+1 ∪A −→ Y if and only if [cf ] = 0 in H
n+1
G (X,A;πn(Y )).
(ii) Given maps f, f ′ : Xn −→ Y and homotopy rel A of their restrictions to Xn−1 ∪A,
there is an obstruction in HnG(X,A;πn(Y )) that vanishes if and only if the restriction of the
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given homotopy to Xn−2 ∪A extends to a homotopy f ≃ f ′ rel A.
4.3 The Construction of QEllG,n
In this section, for each integer n, each compact Lie group G, I construct a space QEllG,n
representing the n−th G−equivariant quasi-elliptic cohomology QEllnG up to weak equiva-
lence.
Before constructing the spectra, I explain what a good ”weak equivalence” means.
Definition 4.3.1 (homotopical adjunction). Let H and G be two compact Lie groups.
Let
L : GT −→ HT and R : HT −→ GT (4.24)
be two functors. A left-to-right homotopical adjunction is a natural map
MapH(LX, Y ) −→ MapG(X,RY ), (4.25)
which is a weak equivalence of spaces when X is a G−CW complex.
Analogously, a right-to-left homotopical adjunction is a natural map
MapG(X,RY ) −→ MapH(LX, Y ) (4.26)
which is a weak equivalence of spaces when X is a G−CW complex.
L is called a homotopical left adjoint and R a homotopical right adjoint.
Let’s see an example.
Example 4.3.2. Let G = Z/2Z and g be a generator of G. We want to find a homotopical
right adjoint R of the functor X 7→ Xg from the category GT of G-spaces to the category T
of topological spaces.
Let Y be a topological space. Suppose we have
Map(Xg, Y ) ≃ MapG(X,RY ).
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G has two subgroups, e and G.
RY e = MapG(G/e,RY ) ≃ Map((G/e)
g, Y ) ≃ pt;
RY G = MapG(G/G,RY ) ≃ Map((G/G)
g, Y ) = Y.
If Y is the empty set, R∅ is EG. And generally for any Y , one choice of RY is the join
Y ∗ EG.
By Elmendorf’s theorem 4.1.4, the space RY is unique up to G−homotopy. By definition,
the functor R is a homotopical right adjoint to the fixed point functor X 7→ Xg.
This definition below is Definition 4.5 in Chapter V of [44].
Definition 4.3.3. A family F in G is a set of subgroups of G that is closed under subcon-
jugacy: if H ∈ F and g−1Kg ⊂ H, then K ∈ F . An F-spaces is a G-space all of whose
isotropy groups are in F . Define a functor F : hOG −→ Sets by sending G/H to the 1-point
set if H ∈ F and to the empty set if H is not in F . Define the universal F-space X of
the homotopy type of a G-CW complex, there is one and, up to homotopy, only one G-map
X −→ EF . Define the classifying space of the family F to be the orbit space BF = EF/G.
For any compact Lie group G, let 〈g〉 denote the cyclic subgroup of G generated by
g ∈ Gtors and ∗ denote the join. Let
SG,g := Map〈g〉(G, ∗KE(〈g〉/K))
where K goes over all the maximal subgroups of 〈g〉 and E(〈g〉/K) is the universal space of
the cyclic group 〈g〉/K. The action of 〈g〉/K on E(〈g〉/K) is free.
For this space SG,g, it’s classified up to G−homotopy, as shown in the following lemma.
Lemma 4.3.4. For any closed subgroup H 6 G, SG,g satisfies
SHG,g ≃


pt, if for any b ∈ G, b−1〈g〉b  H;
∅, if there exists a b ∈ G such that b−1〈g〉b 6 H.
(4.27)
Proof. For any closed subgroup H of G.
SHG,g = Map〈g〉(G/H, ∗KE(〈g〉/K)) (4.28)
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where K goes over all the cyclic groups 〈gm〉 with |g|m a prime.
If there exists an b ∈ G such that b−1〈g〉b 6 H, it’s equivalent to say that there exists
points in G/H that can be fixed by g. But there are no points in ∗KE(〈g〉/K) that can
be fixed by g. So there is no 〈g〉−equivariant map from G/H to ∗KE(〈g〉/K). In this case
SHG,g is empty.
If for any b ∈ G, b−1〈g〉b  H, it’s equivalent to say that there are no points in G/H that
can be fixed by g. And for any subgroup 〈gm〉 which is not 〈g〉 itself, (∗KE(〈g〉/K))
〈gm〉 is
the join of several contractible spaces E(〈g〉/K)〈g
m〉, thus, contractible. So all the homotopy
groups πn((∗KE(〈g〉/K))
〈gm〉) are trivial. For any n ≥ 1 and any 〈g〉−equivariant map
f : (G/H)n −→ ∗KE(〈g〉/K)
from the n−skeleton of G/H, the obstruction cocycle [cf ], which is formulated in Section
4.2, is zero.
Then by Theorem 4.2.2, f can be extended to the (n + 1)−cells of G/H, and any two
extensions f and f ′ are 〈g〉−homotopic.
So in this case SHG,g is contractible.
Remark 4.3.5. Let Sg denote the set of all the proper subgroups of 〈g〉 and Mg denote the
set of all the maximal subgroups of 〈g〉. The space
TG,g := Map〈g〉(G, ∗K∈SgE(〈g〉/K))
also satisfies the conditions in Lemma 4.3.4, so it’s G−homotopy equivalent to SG,g. In
fact, for any subset S′g of SG containing Mg, the space
T ′G,g = Map〈g〉(G, ∗K∈S′GE(〈g〉/K))
is a choice satisfying the conditions in Lemma 4.3.4, which is straightforward to check. The
weak equivalence SG,g −→ T
′
G,g can be constructed as
f 7→ i∗ ◦ f
where i : ∗K∈MgE(〈g〉/K)) −→ ∗K∈S′GE(〈g〉/K)) is the inclusion x 7→ (1x, 0, · · · 0).
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In Theorem 4.3.6 I show another example of homotopical right adjoint, which is crucial
to the construction of QEllnG.
Theorem 4.3.6. Let G be a compact Lie group and g ∈ Gtors. Consider the functor
Lg : GT −→ CG(g)T , X 7→ X
g.
A homotopical right adjoint of it is Rg : CG(g)T −→ GT with
RgY = MapCG(g)(G,Y ∗ SCG(g),g). (4.29)
Proof. Let H be any closed subgroup of G.
First I show given a CG(g)−equivariant map f : (G/H)
g −→ Y , it extends uniquely
up to CG(g)−homotopy to a CG(g)−equivariant map f˜ : G/H −→ Y ∗ SCG(g),g. f can be
viewed as a map (G/H)g −→ Y ∗ SCG(g),g by composing with the inclusion of one end of
the join
Y −→ Y ∗ SCG(g),g, y 7→ (1y, 0).
If bH ∈ (G/H)g, define f˜(bH) := f(bH).
If bH is not in (G/H)g, its stabilizer group does not contain g. By Lemma 4.3.4,
for any subgroup K of it, SKCG(g),g is contractible. So (Y ∗ SCG(g),g)
K = Y K ∗ SKCG(g),g is
contractible. In other words, if K occurs as the isotropy subgroup of a point outside (G/H)g,
πn((Y ∗SCG(g),g)
K) is trivial. By Theorem 4.2.2, f can extend to a CG(g)−equivariant map
f˜ : G/H −→ Y ∗ SCG(g),g, and any two extensions are CG(g)−homotopy equivalent. In
addition, SgCG(g),g is empty. So the image of the restriction of any map G/H −→ Y ∗SCG(g),g
to the subspace (G/H)g is contained in the end Y of the join.
Thus, MapCG(g)((G/H)
g, Y ) is weak equivalent to MapCG(g)(G/H, Y ∗ SCG(g),g).
Moreover, by the adjunction (4.6) we have the equivalence
MapG
(
G/H, MapCG(g)(G,Y ∗ SCG(g),g)
)
∼= MapCG(g)(G/H, Y ∗ SCG(g),g) (4.30)
So we get
RgY
H = MapG(G/H,RgY ) ⋍ MapCG(g)((G/H)
g, Y ) (4.31)
Let X be of the homotopy type of a G−CW complex. Let Xk denote the k−skeleton of
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X. Consider the functors
MapG(−, RgY ) and MapCG(g)((−)
g, Y )
from GT to T . Both of them sends homotopy colimit to homotopy limit. In addition,
we have a natural map from MapG(−, RgY ) to MapCG(g)((−)
g, Y ) by sending a G−map
F : X −→ RgY to the composition
Xg
F g
−→ (RgY )
g −→ Y g ⊆ Y (4.32)
with the second map f 7→ f(e). Note that for any f ∈ (RgY )
g, f(e) = (g · f)(e) = f(eg) =
f(g) = g · f(e) so f(e) ∈ (Y ∗ SCG(g),g)
g = Y g and the second map is well-defined. It
gives weak equivalence on orbits, as shown in (4.31). Thus, by Proposition 4.1.5, Rg is a
homotopical right adjoint of L.
Theorem 4.3.7. Let G be a compact Lie group, g ∈ Gtors, and Y a ΛG(g)−space. The
subgroup
{[(1, t)] ∈ ΛG(g)|t ∈ R}
of ΛG(g) is isomorphic to R. Let’s use the same symbol R to denote it. Consider the functor
Lg : GT −→ ΛG(g)T , X 7→ X
g where ΛG(g) acts on X
g by
[g, t] · x = gx.
The functor Rg : ΛG(g)T −→ GT with
RgY = MapCG(g)(G,Y
R ∗ SCG(g),g) (4.33)
is a homotopical right adjoint of Lg.
Proof. Let X be a G−space. Let H be any closed subgroup of G. Note for any G−space
X, R acts trivially on Xg, thus, the image of any ΛG(g)−equivariant map Xg −→ Y is in
Y R. So we have
MapΛG(g)(X
g, Y ) = MapCG(g)(X
g, Y R).
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First I show f : (G/H)g −→ Y R extends uniquely up to CG(g)−homotopy to a CG(g)−equivariant
map f˜ : G/H −→ Y R ∗ SCG(g),g. f can be viewed as a map (G/H)
g −→ Y R ∗ SCG(g),g by
composing with the inclusion as the end of the join
Y R −→ Y R ∗ SCG(g),g, y 7→ (1y, 0).
If bH ∈ (G/H)g, define f˜(bH) = f(bH).
If bH is not in (G/H)g, its stabilizer group does not contain g. By Lemma 4.3.4, for
any subgroup K of it, SKCG(g),g is contractible. So (Y
R ∗ SCG(g),g)
K = (Y R)K ∗ SKCG(g),g
is contractible. In other words, if K occurs as the isotropy subgroup of a point in G/H
outside (G/H)g, πn((Y
R ∗ SCG(g),g)
K) is trivial. By Theorem 4.2.2, f can extend to a
CG(g)−equivariant map f˜ : G/H −→ Y
R∗SCG(g),g, and any two extensions are CG(g)−homotopy
equivalent. In addition, SgCG(g),g is empty. So the image of the restriction of any map
G/H −→ Y R ∗ SCG(g),g to the subspace (G/H)
g is contained in the end Y R of the join.
Thus, MapCG(g)((G/H)
g, Y R) is weak equivalent to MapCG(g)(G/H, Y
R ∗ SCG(g),g).
Moreover, by the adjunction (4.6) we have the equivalence
MapG
(
G/H, MapCG(g)(G,Y
R ∗ SCG(g),g)
)
∼= MapCG(g)(G/H, Y
R ∗ SCG(g),g) (4.34)
So we get
RgY
H = MapG(G/H,RgY ) ⋍ MapCG(g)((G/H)
g, Y ) (4.35)
Let X be a space of the homotopy type of a G−CW complex. Consider the functors
MapG(−,RgY ) and MapCG(g)((−)
g, Y )
from GT to T . Both of them sends homotopy colimit to homotopy limit. In addition,
we have a natural map from MapG(−,RgY ) to MapCG(g)((−)
g, Y ) by sending a G−map
F : X −→ RgY to the composition
Xg
F g
−→ (RgY )
g −→ Y g (4.36)
with the second map f 7→ f(e). Note that for any f ∈ (RgY )
g, f(e) = (g · f)(e) = f(eg) =
f(g) = g · f(e) so f(e) ∈ (Y R ∗ SCG(g),g)
g = Y R and the second map is well-defined. It
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gives weak equivalence on orbits, as shown in (4.35). Thus, by Proposition 4.1.5, Rg is a
homotopical right adjoint of Lg.
Theorem 4.3.7 implies Theorem 4.3.8 directly.
Theorem 4.3.8. For any compact Lie group G and any integer n, Let KUG,n denote the
space representing the n−th G−equivariant KU−theory. The n−th quasi-elliptic cohomology
QEllnG(X)
∼=
∏
g∈Gtorsconj
[Xg,KUΛG(g),n]
ΛG(g)
is weakly represented by the space
QEllG,n :=
∏
g∈Gtorsconj
Rg(KUΛG(g),n)
in the sense of (4.1) where Rg(KUΛG(g),n) is the space
MapCG(g)(G,KU
R
ΛG(g),n
∗ SCG(g),g).
Moreover, for Real quasi-elliptic cohomology
QEllR∗(X) :=
∏
g∈Gtorsconj
KR∗ΛG(g)(X
g),
and real quasi-elliptic cohomology
QEllr∗(X) :=
∏
g∈Gtorsconj
KO∗ΛG(g)(X
g),
we also have similar conclusions by applying the homotopical right adjoint Rg in Theorem
4.3.7.
Theorem 4.3.9. Let KRG,n denote the space representing the n−th G−equivariant KR−theory.
The G−space
QEllRG,n :=
∏
g∈Gtorsconj
MapCG(g)(G,KR
R
ΛG(g),n
∗ SCG(g),g)
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weakly represents the Real quasi-elliptic cohomology QEllRnG(−) in the sense of
π0(QEllRG,n) = QEllR
n
G(S
0). (4.37)
Theorem 4.3.10. Let KOG,n denote the space representing the n−th G−equivariant KO−theory.
The G−space
QEllrG,n :=
∏
g∈Gtorsconj
MapCG(g)(G,KO
R
ΛG(g),n
∗ SCG(g),g)
weakly represents the real quasi-elliptic cohomology QEllrnG(−) in the sense of
π0(QEllrG,n) = QEllr
n
G(S
0). (4.38)
4.4 Global homotopy theory
In this section, I recall the concepts and construction of orthogonal spaces and orthogonal
spectra needed for my construction in Section 4.5 and Chapter 7. There are many references
for this section, [11], [56], [43], etc.
4.4.1 Orthogonal G-spectra
First Let’s briefly recall some basic concepts for orthogonal G-spectra, which are usually
defined in terms of diargrams on the category of orthogonal representations of G. The main
reference for this part is [11] and [41].
Let G be a compact Lie group. Let IG denote the category whose objects are pairs (Rn, ρ)
with ρ a homomorphism from G to O(n) giving Rn the structure of a G−representation.
Morphisms (Rm, µ) −→ (Rn, ρ) are linear isometric isomorphisms Rm −→ Rn.
Let TopG denote the category with objects based G−spaces and morphisms continuous
based maps.
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Definition 4.4.1. An IG−space is a G−continuous functor X : IG −→ TopG. Morphisms
between IG−spaces are natural G−transformations.
Example 4.4.2. The sphere IG−space S is the functor V 7→ S
V which sends a represen-
tation to its one-point compactification.
Definition 4.4.3. An orthogonal G−spectrum is an IG−space X together with a natural
transformation of functors IG × IG −→ TopG
X(−) ∧ S− −→ X(−⊕−)
satisfying appropriate associativity and unitality diagrams. In other words, an orthogonal
G−spectrum is an IG−space with an action of the sphere IG−space.
Definition 4.4.4. For IG−spaces X and Y , define the ”external” smash product X∧Y by
X∧Y = ∧ ◦ (X × Y ) : IG × IG −→ TopG; (4.39)
thus (X∧Y )(V,W ) = X(V ) ∧ Y (W ).
We have an equivariant notion of a functor with smash product (FSP).
Definition 4.4.5. An IG−FSP is an IG−space X with a unit G−map η : S −→ X and a
natural product G−map µ : X∧X −→ X ◦
⊕
of functors IG × IG −→ TopG such that the
evident unit, associativity and centrality of unit diagram also commutes.
A IG−FSP is commutative if the diagram below commutes.
X(V ) ∧X(W )
µ
−−−−→ X(V ⊕W )
τ
y X(τ)y
X(W ) ∧X(V )
µ
−−−−→ X(W ⊕ V ).
Note that this diagram commutes implies the centrality of unit diagram commutes.
Lemma 4.4.6. An IG−FSP has an underlying IG−spectrum with structure G−map
σ = µ ◦ (id∧η) : X∧S −→ X ◦ ⊕.
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4.4.2 Orthogonal spectra
The global homotopy theory is established to better describe certain theories naturally
exists not only for a particular group, but for all groups of certain type in a compatible
way. Some good examples of this are equivariant stable homotopy, equivariant K-theory,
and equivariant bordism.
The idea of global orthogonal spectra was first inspired in the paper [28] by Greenlees
and May where they introduce the concept of global I∗−functors with smash product. The
idea is developed by Mandell and May [41] and Bohmann [11]. Schwede develops another
modern approach of global homotopy theory using a different categorical framework in [56],
which is the main reference for Section 4.4.2.
For definition of orthogonal spectra in detail, please refer [43], [42], [56].
First let’s see the definition of orthogonal spaces. Let L denote the category whose
objects are inner product real spaces and whose morphism set between two objects V and
W are the linear isometric embeddings L(V,W ).
Definition 4.4.7. An orthogonal space is a continuous functor Y : L −→ T to the category
of topological spaces. A morphism of orthogonal spaces is a natural transformation. We
denote by spc the category of orthogonal spaces.
For each compact Lie group G, let UG denote a fixed complete G−universe, and let s(UG)
denote the poset, under inclusion, of finite dimensional G−subrepresentations of UG.
The G−equivariant path components
πG0 (Y ) := colimV ∈s(UG)π0(Y (V )
G).
Let G and K be compact Lie groups. And let V be a finite-dimensional G−representation
and U a K− representation. Then we can define a left K−action and right G−action:
∀φ ∈ L(V, U), k ∈ K, g ∈ G, v ∈ V, ((k, g) · φ)(v) := kφ(g−1v).
Definition 4.4.8. The global classifying space BglG of a compact Lie group G is the free
orthogonal space
BglG = L(V,−)/G
where V is any faithful G−representation.
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BglG(UK) classifies (K,G)−bundles. For the trivial universe R∞, BglG(R∞) = BG;
EG = L(V,R∞) for any faithful G−representation.
Orthogonal spectra is the stabilization of orthogonal spaces.
Let O denote the category whose objects are inner product real spaces and the morphisms
O(V,W ) between two objects V and W is the Thom space of the total space
ξ(V,W ) := {(w, φ) ∈W × L(V,W )|W ⊥ φ(V )}
of the orthogonal complement vector bundle, whose structure map ξ(V,W ) −→ L(V,W ) is
the projection to the second factor.
Definition 4.4.9. An orthogonal spectrum is a based continuous functor from O to the
category of based compactly generated weak Hausdorff spaces. A morphism is a natural
transformation of functors. Let Sp denote the category of orthogonal spectrum.
For each linear isometric embedding φ : V −→ W , consider the one-point compactifica-
tion of the inclusion of the fiber over φ of the bundle ξ(V,W ). We can define a continuous
map
(−, φ) : SW−φ(V ) −→ O(V,W ), w 7→ (w, φ)
Let X be an orthogonal spectrum. The structure map of X associated to φ is defined to
be the composite
φ⋆ := X ◦ (X(V ) ∧ (−, φ)) : X(V ) ∧ S
W−φ(V ) X(V )∧(−,φ)−−−−−−−−→ X(V ) ∧O(V,W )
X
−−−−→ X(W ).
If φ0 : V −→ V ⊕ U, v 7→ (v, 0) is the direct summand inclusion, Let
σV,U := φ0⋆ : X(V ) ∧ S
U −→ X(V ⊕ U)
denote the associated structure map.
Remark 4.4.10 (Coordinatrized orthogonal spectra). Every real inner product space
is isometrically isomorphic to Rn with the standard inner product for some n ≥ 0. This
leads to a more explicit ”coordinatized” description of orthogonal spectra.
Up to isomorphism, an orthogonal spectrum X is determined by the values Xn := X(Rn)
and the following additional data relating these values:
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• a based continuous left action of the orthogonal group O(n) on Xn for each n ≥ 0;
• based O(n)−maps σn : Xn ∧ S
1 −→ Xn+1 for n ≥ 0. This data is subject to the
following condition: for all n,m ≥ 0, the iterated structure map
σn,m : Xn ∧ S
m −→ Xn+m
defined as the composition
Xn ∧ S
m σn∧S
m−1
−−−−−−→ Xn+1 ∧ S
m−1 σn+1∧S
m−2
−−−−−−−−→ · · ·
σn+m−2∧S
1
−−−−−−−−→ Xn+m−1 ∧ S
1 σn+m−1−−−−−→ Xn+m.
is O(n)×O(m)−equivariant. O(m) acts on Sm since this is the one-point compactification
of Rm, and O(n) × O(m) acts on the target by restriction, along orthogonal sum, of the
O(n+m)−action.
If G is a compact Lie group and V is a G−representation, then X(V ) is a G− space via
the action of O(V ) on X(V ), i.e. by restriction along the representation homomorphism
G −→ O(V, V ), g 7→ (0, g · −).
If V and W are G−representations, then the structure map
σV,W : X(V ) ∧ S
W −→ X(V ⊕W )
is G−equivariant where the group G also acts on the representation sphere SW . σV,W is
also O(V ) × O(W )−equivariant, so altogether it is equivariant for the semi-direct product
group G⋉ (O(V )×O(W )) formed from the conjugation action of G on O(V ) and O(W ).
Definition 4.4.11. Given an orthogonal spectrum X and a compact Lie group G, the
collection of G−spaces X(V ), for V a G−representation, and the equivariant structure maps
σV,W form an orthogonal G−spectrum. This orthogonal G−spectrum
X〈G〉 = {X(V ), σV,W }
is called the underlying orthogonal G−spectrum of X.
An essential invariant of an orthogonal spectrum X is its integer graded equivariant
homotopy groups πGk (X).
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If ψ : V −→W is a linear isometric embedding and f : SV −→ X(V ) a continuous based
map, we define ψ∗f : S
W −→ X(W ) as the composite
ψ∗f : S
W ∼= SV ∧ SW−ψ(V )
f∧SW−ψ(V )
−−−−−−−−→ X(V ) ∧ SW−ψ(V )
ψ∗
−−−−→ X(W ).
The construction is continuous in both variables, i.e. the map
L(V,W )×Map(SV , X(V )) −→ Map(SW , X(W )), (ψ, f) 7→ ψ∗f
is continuous.
We obtain a functor from the poset s(UG) to sets by sending V ∈ s(UG) to
[SV , X(V )]G,
the set of G−equivariant homotopy classes of based G−maps from SV to X(V ). For V ⊆W
in s(UG), the inclusion i : V −→W is sent to the map
[SV , X(V )]G −→ [SW , X(W )]G, [f ] 7→ [i∗f ].
The 0-th equivariant homotopy group πG0 (X) is then defined as
πG0 (X) = colimV ∈s(UG)[S
V , X(V )]G.
We can also define the global version of loop spectrum and suspension, which are functors
from Sp to Sp. For inner product space V ,
(ΩX)(V ) := Map(S1, X(V ));
(S1 ∧X)(V ) := S1 ∧X(V ).
We have the adjunction
Sp(X,ΩY ) ∼= Sp(S1 ∧X,Y )
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taking a morphism f : X −→ ΩY to the morphism f̂ : S1 ∧X −→ Y whose V−th level is
f(V ) : S1 ∧X(V ) −→ Y (V ), s ∧ x 7→ f(V )(x)(a).
Let k be a positive integer. We set
πGk (X) = π
G
0 (Ω
kX) and πG−k(X) = π
G
0 (S
k ∧X). (4.40)
Definition 4.4.12. A morphism f : X −→ Y of orthogonal spectra is a global equivalence
if the induced map
πGk (f) : π
G
k (X) −→ π
G
k (Y )
is an isomorphism for all compact Lie groups G and all integers k.
The global equivalences are the weak equivalences of the global model structure on the
category of orthogonal spectra.
4.4.3 Unitary spectra
Real global homotopy theory is a richer theory than the global homotopy theory based
on compact Lie groups, which is talked about in Section 4.4.2. It can describe Real phe-
nomenon from a global perspective. And it’s the natural place where topological K-theory
and complex bordism reside.
Real global homotopy theory is formalized by defining unitary space and unitary spec-
tra. Since the class of closed subgroups of orthogonal groups coincides with the class of
closed subgroups of unitary groups, the global homotopy theory of unitary spaces is Quillen
equivalent to the global homotopy theory of orthogonal spaces.
Let W be a complex inner product space, i.e. a finite dimensional C−vector space
equipped with a hermitian inner product (−,−). Let rW denote the underlying real inner
product spaces of W , i.e. the underlying finite dimensional R−vector space equipped with
the euclidean inner product
〈v, w〉 = Re(v, w).
Let
C = Gal(C/R) = {IdC, τ}
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denote the Galois groups of C over R where τ : C −→ C is the complex conjugation τ(λ) = λ.
Definition 4.4.13. LC is the complex isometries category whose objects are finite dimen-
sional complex inner product spaces and morphism space between two objects V and W is
the space of the pairs
(ψ, σ) ∈ L(rV, rW )× C
that satisfy ψ(λ · v) = σ(λ) · ψ(v) and (ψ(v), ψ(v′)) = σ((v, v′)). The composition in LC is
defined by
(ψ, σ) ◦ (ψ′, σ′) = (ψψ′, σσ′)
and the identity morphism of V is (IdV , IdC).
The extra piece of the unitary structure gives a richer global homotopy theory that is
indexed not only on compact Lie groups, but on the larger class of augmented Lie groups.
Definition 4.4.14. An augmented Lie group is a compact Lie group G equipped with a
continuous homomorphism ǫ : G −→ C, called the augmentation, to the Galois group of C
over R.
Let Gev = ǫ
−1(IdC) denote the even part of G and Godd = ǫ
−1(τ) the odd part of G.
The product in the category of augmented Lie groups is defined to be the fiber product over
C. Explicitly, the product of two augmented Lie groups G and K is the augmented Lie
group G×C K with (G×C K)ev = Gev ×Kev and (G×C K)odd = Godd ×Kodd.
Example 4.4.15 (extended unitary group). The endomorphism group of a complex
inner product space W in the category LC is defined to be
U˜(W ) := LC(W,W ).
The augmentation ǫW : U˜(W ) −→ C is defined to be ǫW (ϕ, c) = c.
The extended unitary group is a closed subgroup of O(rW ).
The augmented Lie group contain compact Lie groups as the ones with trivial augmen-
tation. It also contain the Real Lie groups of Atiyah and Segal in [8], which are defined as
compact Lie groups equipped with an involution.
Example 4.4.16 (Split augmented Lie groups). Let G be a compact Lie group equipped
with an involution τ : G −→ G on it, namely a Real Lie group in the sense of [6]. We can
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construct an augmented Lie group from it. The semi-direct product G⋊τ C is an augmented
Lie group with the augmentation
G⋊τ C −→ C, (g, σ) 7→ σ.
A real representation of G⋊τ C amounts to a unitary representation V of G with a real
structure τ : V −→ V such that
τ(g · v) = τ(g) · τ(v), ∀g ∈ G, v ∈ V.
For the opposite direction, given an augmented Lie group, it is isomorphic to a G⋊τ C
for some Real Lie group G if and only if its augmentation has a multiplicative section, i.e.,
it has an odd element of order 2.
For any complex inner product space W , there is a canonical involution τ on U(W ) by
complex conjugation. We have the isomorphism of augmented Lie groups
U(W )⋊τ C −→ U˜(W ), (ψ, τ) 7→ ψ ◦ τW . (4.41)
Definition 4.4.17. A real representation of an augmented Lie group G is a finite-dimensional
complex inner product space V and a continuous homomorphism ρ : G −→ U˜(V ), i.e., such
that ǫV ◦ ρ = ǫ.
Definition 4.4.18. Let G be an augmented Lie group. An augmented right G−space is a
right G−space A equipped with a continuous map ǫ : A −→ C such that
ǫ(a · g) = ǫ(a) · ǫ(g)
for all a ∈ A and all g ∈ G.
Example 4.4.19 (Product augmented Lie groups). Given any compact Lie group G,
we can augment the product G× C by the projection to the second factor. We denote it by
G♯ = (G × C, proj) and call it the product augmented Lie group corresponding to G. Then
the even part of G♯ can be identified with G via
G ∼= (G♯)ev, g 7→ (g, IdC). (4.42)
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A real representation of G♯ is equivalent to an underlying unitary representation V of G
equipped with a G−equivariant real structure τ : V −→ V i.e. the action of (1, τ) ∈ G× C.
So the fixed point subspace V τ is G−invariant, hence an orthogonal G−representation, and
the canonical isomorphism
C ⊗R V
τ ∼= V (4.43)
is G−equivariant, i.e. the G−action on the left hand side is the complexification of G−action
on V τ . The fixed point functor V 7→ V τ is thus an equivalence from the category of real
representation of G♯ to the category of orthogonal representations of G. In particular, iso-
morphism classes of real representations of G♯ biject with isomorphism classes of orthogonal
representation of G, and the map
RR(G♯) ∼= RO(G), [V ] 7→ [V τ ] (4.44)
is a ring isomorphism. The inver isomorphism is given by complexification
RO(G) −→ RR(G♯), [W ] 7→ [C⊗R W ]. (4.45)
Example 4.4.20 (Products of augmented Lie groups). The category of augmented Lie
groups has products. They are given by fiber product over C. More explicitly, the product of
two augmented Lie groups G and K is the augmented Lie group G×C K with
(G×C K)ev = Gev ×Kev and (G×C K)odd = Godd ×Kodd.
Generally, the augmented product G ×C K is not the product of underlying groups G and
K.
Definition 4.4.21. A unitary space is a continuous functor from the complex isometries
category LC to the category of spaces, where LC is the category in Definition 4.4.13. A
morphism of unitary spaces is a natural transformation of functors. We denote the category
of unitary spaces by spcU .
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Orthogonal and unitary spaces are related by various functors
spcU
u
$$
ψ
::spcc
oo
where c is the ”complexification”, u the ”underlying” and ψ the ”fixed point” functor. c
and u arise by precomposition with continuous functors
L
(−)C
**
LC
r
ii
relating the real and complex isometries categories.
The complexification functor (−)C sends a euclidean inner product space V to its com-
plexification VC = C ⊗R V equipped with the unique hermitian inner product (−,−) that
satisfies
(1⊗ v, 1⊗ w) = 〈v, w〉
for all v, w ∈ V . On the morphism spaces, (−)C sends φ ∈ L(V,W ) to (φC, IdC) ∈
LC(VC,WC).
The realification functor r sends a hermitian inner product space W to its underlying
R−vector space equipped with the euclidean inner product defined by
〈v, w〉 = Re(v, w).
On morphisms, r sends (φ, σ) to φ.
Then,
uY := Y ◦ (−)C and cX := X ◦ r
where Y is a unitary space and X is an orthogonal space.
Moreover, we can define an involution ψ : uY −→ uY on the underlying orthogonal space
of a unitary space Y . For any euclidean inner product space V , let τV ∈ U˜(VC) denote the
canonical real structure determined by
τV (λ⊗ v) = τ(λ)⊗ v = λ⊗ v.
132
Define
ψV = Y (τV ) : Y (VC) −→ Y (VC).
And the fixed points
(Y ψ)(V ) := Y (VC)
ψV = {y ∈ Y (VC)|Y (τV )(y) = y}.
Definition 4.4.22. The real global classifying space BRglG of an augmented Lie group G is
the unitary space
BRglG = L
C(V,−)/G
where V is any faithful real G−representation.
Unitary spectra is the stabilization of unitary space.
Let U denote the category whose objects are complex inner product spaces and the
morphisms U(V,W ) between two objects V and W is the Thom space of the total space
ξC(V,W ) := {(w, φ) ∈W × LC(V,W )|W ⊥ φ(V )}
of the orthogonal complement vector bundle, whose structure map ξC(V,W ) −→ LC(V,W )
is the projection to the second factor.
Definition 4.4.23. A unitary spectrum is a based continuous functor from U to the cat-
egory T of based compactly generated weak Hausdorff spaces. A morphism is a natural
transformation of functors. Let SpU denote the category of orthogonal spectrum.
For each C−linear isometric embedding φ : V −→W , consider the one-point compactifi-
cation of the inclusion of the fiber over φ of the bundle ξ(V,W ). We can define a continuous
map
(−, φ) : SW−φ(V ) −→ U(V,W ), w 7→ (w, φ)
Let Y be a unitary spectrum. The structure map of Y associated to φ is defined to be
the composite
φ⋆ := Y ◦ (Y (V ) ∧ (−, φ)) : Y (V ) ∧ S
W−φ(V ) Y (V )∧(−,φ)−−−−−−−−→ Y (V ) ∧ U(V,W )
Y
−−−−→ Y (W ).
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If φ0 : V −→ V ⊕W, v 7→ (v, 0) is the direct summand inclusion, Let
σV,W := φ0⋆ : Y (V ) ∧ S
W −→ Y (V ⊕W )
denote the associated structure map.
The complexification functor c, underlying functor u and fixed point functors ψ between
orthogonal and unitary spaces all have stable analogs.
SpU
u
$$
ψ
:: Spc
oo
Let X be an orthogonal spectrum and Y a unitary spectrum.
cX := X ◦ r.
(uY )(V ) := Map(SiV , Y (VC))
where V is a complex inner product space and iV = iR⊗R V ⊂ VC is the imaginary part of
V .
We can define a natural involution ψ : uY −→ uY . Define
ψV := Map(S
τ , Y (τV )) : Map(S
iV , Y (VC)) −→ Map(S
iV , Y (VC))
where τ : iV −→ iV is multiplication by -1.
(Y ψ)(V ) := MapC(SiV , Y (VC)).
4.4.4 Global K-theory
A classical example of orthogonal spectra is global K-theory. Quasi-elliptic cohomology can
be expressed in terms of equivariant K-theory. And this example is especially important for
our construction.
In [35] Joachim constructs G-equivariant K-theory as an orthogonal G-spectrum for any
compact Lie group G. In fact it is the only known E∞−version of equivariant complex
K-theory when G is a compact Lie group.
134
Let G be a compact Lie group. For any real G−representation V , let ClV be the Clifford
algebra of V and KV be the G−C
∗−algebra of compact operators on L2(V ). Let s := C0(R)
be the graded G−C∗−algebra of continuous functions on R vanishing at infinity with trivial
G−action. Then the orthogonal G−spectrum for equivariant K-theory defined by Joachim
is the lax monoidal functor given by
KG(V ) = HomC∗(s,ClV ⊗KV )
of Z/2−graded ∗−homomorphisms from s to ClV ⊗KV .
Bohmann showed in her paper [11] that Joachim’s model is ”global”, i.e. the lax monoidal
functor K is an orthogonal G−spectrum. For more detail, please read [11] for reference.
Schwede’s construction of global K-theory KR in [56] is a unitary analog of the con-
struction by Joachim. It is an ultra-commutative ring spectrum whose G−homotopy type
realizes Real G−equivariant periodic K-theory.
For any complex inner product space W , let Λ(W ) be the exterior algebra W and
Sym(W ) the symmetric algebra of it. The tensor product
Λ(W )⊗ Sym(W )
inherits a hermitian inner product from W and it’s Z/2−graded by even and odd exterior
powers. Let HW denote the Hilbert space completion of Λ(W )⊗ Sym(W ). Let KW be the
C∗−algebra of compact operators on HW . The orthogonal spectrum KR is defined to be
the lax monoidal functor
KR(W ) = HomC∗(s,KW ).
Let uW denote the underlying euclidean vector space of W . There is an isomorphism of
Z/2−graded C∗−algebras
Cl(uW )⊗R K(L
2(W )) ∼= KW .
So we get a homeomorphism
KR(W ) ∼= HomC∗(s, Cl(uW )⊗R K(L
2(W ))) = K(uW ).
135
In [56], Schwede shows that the spaces in the orthogonal spectrum KR represent real
equivariant K-theory.
Theorem 4.4.24. For an augmented Lie group G, a ”large” real G−representation and a
compact G−space B, there is a bijection ΨG,B,V : KG(B) −→ [B+,KR(V )]
G that is natural
in B. The left hand side is the real G−equivariant K−group of B.
We have the relations below between the global Real K-theory KR, periodic unitary
K-theory KU and periodic orthogonal real K-theory KO.
KU = u(KR); KO = KRψ (4.46)
We will use the orthogonal spectra KU in the construction of orthogonal quasi-elliptic
cohomology.
Definition 4.4.25. An orthogonal G−representation is called ample if its complexified sym-
metric algebra is complete complex G−universe.
Theorem 4.4.26. (i) Let G be a compact Lie group and V an orthogonal G−representation.
For every ample G−representation W , the adjoint structure map
σ˜KV,W : KU(V ) −→ Map(S
W ,KU(V ⊕W ))
is a G−weak equivalence.
(ii) Let G be an augmented Lie group and V a real G−representation such that Sym(V )
is a complete real G−universe. For every real G−representation W the adjoint structure
map
σ˜KV,W : KR(V ) −→ Map(S
W ,KR(V ⊕W ))
is a G−weak equivalence.
4.5 Orthogonal G−spectra of QEllG
In Section 4.5.3 and 4.5.4, via the spaces I construct in Section 4.3, I construct aG−orthogonal
spectra for quasi-elliptic cohomology up to weak equivalence (4.1), which is a commutative
orthogonal G−spectra.
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4.5.1 Preliminaries: faithful representations of ΛG(g)
Before the construction of theG−orthogonal spectra, I discuss about ΛG(σ)−representations.
Let G be a compact Lie group. As shown in Theorem 4.4.24, KU(V ) represents
G−equivariant complex K-theory when V is a faithful G−representation. Before the con-
struction in Section 4.5.3, we construct a faithful ΛG(σ)−representation from a faithful
G−representation.
Lemma 4.5.1. Let G be an augmented Lie group with augmentation ǫG.
1. if σ ∈ Godd, for any augmentation ǫΛ on ΛG(σ), its restriction on CG(σ) can not be
ǫG|CG(σ). One choice of an augmentation ǫΛ on ΛG(σ) is the trivial augmentation.
2. if σ ∈ Geven, we have a nontrivial augmentation ǫ on ΛG(σ) defined by ǫ([σ, t]) =
ǫG(σ). ǫ is the only augmentation whose restriction on CG(σ) is ǫG|CG(σ).
The proof of the lemma is straightforward, noting the fact that the only augmentation
on R is trivial since it’s dense.
Let σ ∈ Gtors with order l. We construct a functor (−)σ from the category ofG−representations
to the category of ΛG(σ)−representations.
Let ρ be a complex G−representation with underlying space V . Let i : CG(σ) →֒ G
denote the inclusion of groups. The restriction i∗V is a complex CG(σ)−representation.
Let {λ} denote all the irreducible complex representations of CG(σ). As said in [22], we
have the decomposition of a representation into its isotypic components
i∗V ∼=
⊕
λ
Vλ (4.47)
where Vλ denotes the sum of all subspaces of V isomorphic to λ. Each
Vλ = HomCG(σ)(λ, V )⊗C λ
is unique as a subspace. Note that σ acts on each Vλ as a diagonal matrix.
Let’s equip each Vλ a ΛG(σ)−action, as shown below.
Each λ(σ) is of the form e
2piimλ
l I with 0 < mλ ≤ l and I the identity matrix. As shown
in Lemma 2.4.1, Vλ ⊙C q
mλ
l is a well-defined complex ΛG(σ)−representation. Define
(Vλ)σ := Vλ ⊙C q
mλ
l (4.48)
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and
(V )σ :=
⊕
λ
Vλ ⊙C q
mλ
l (4.49)
Each (Vλ)σ is the isotypic component of (V )σ corresponding to the irreducible represen-
tation λ⊙C q
m
l .
The complex ΛG(σ)−representation (V )σ has the same dimension as V .
Proposition 4.5.2. Let V be a faithful G−representation. And let σ ∈ Gtors.
(i) If V contains a trivial subrepresentation, (V )σ is a faithful ΛG(σ)−representation.
(ii) (V )σ ⊕ (V )σ ⊗C q
−1 is a faithful ΛG(σ)−representation.
(iii) (V )σ ⊕ V
σ is a faithful ΛG(σ)−representation.
Proof. (i) Let [a, t] ∈ ΛG(σ) be an element acting trivially on (V )σ. Assume t ∈ [0, 1). On
(V1)σ, [a, t]v0 = e
2πitv0 = v0. So t = 0. Then on the whole space Vσ, since CG(σ) acts
faithfully on it and for any v ∈ Vσ, [a, 0] · v = a · v = v, then a = e.
So (V )σ is a faithful ΛG(σ)−representation.
(ii) Let [a, t] ∈ ΛG(σ) be an element acting trivially on Vσ. Consider the subrepresen-
tation (Vλ)σ and (Vλ)σ ⊗C q
−1 of (V )σ ⊕ (V )σ ⊗C q
−1 respectively. Let v be an element in
the underlying vector space Vλ. On (Vλ)σ, [a, t] · v = e
2piimλt
l a · v = v; and on (Vλ)σ ⊗C q
−1,
[a, t] · v = e
2piimλt
l −2πita · v = v. So we get e2πit · v = v. Thus, t = 0.
CG(σ) acts faithfully on V , so it acts faithfully on (V )σ⊕(V )σ⊗Cq
−1. Since [a, 0]·w = w,
for any w ∈ (V )σ ⊕ (V )σ ⊗C q
−1, so a = e.
Thus, (V )σ ⊕ (V )σ ⊗C q
−1 is a faithful ΛG(σ)−representation.
(iii) Note that V σ with the trivial R−action is the representation (V σ)σ ⊗C q−1. The
representation (V )σ ⊕ V
σ contains a subrepresentation (V σ)σ ⊕ (V
σ)σ ⊗C q
−1, which is a
faithful ΛG(σ)−representation by the second conclusion of Proposition 4.5.2. So (V )σ ⊕V
σ
is faithful.
Lemma 4.5.3. For any σ ∈ Gtors, (−)σ defined in (4.49) is a functor from the category of
G−spaces to the category of ΛG(σ)−spaces.
Moreover, (−)σ⊕(−)σ⊗C q
−1 and (−)σ⊕(−)
σ in Proposition 4.5.2 are also well-defined
functors from the category of G−spaces to the category of ΛG(σ)−spaces.
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Proof. Let f : V −→ W be a G−equivariant map. Then f is CG(σ)−equivairant for
each σ ∈ Gtors. For each irreducible complex CG(σ)−representation λ, f : Vλ −→ Wλ is
CG(σ)−equivairant. And
fσ : (Vλ)σ −→ (Wλ)σ, v 7→ f(v)
with the same underlying spaces is well-defined and is ΛG(σ)−equivariant.
It is straightforward to check if we have two G−equivariant maps f : V −→ W and
g : U −→ V , then
(f ◦ g)σ = fσ ◦ gσ.
So (−)σ gives a well-defined functor from the category of G−representations to the category
of ΛG(σ)−representation.
Similarly, we can see (−)σ ⊗C q
−1 is also a well-defined functor from the category of
G−representations to the category of ΛG(σ)−representation, so (−)σ ⊕ (−)σ ⊗C q
−1 is.
Since the fixed point functor (−)σ is also a functor from the category of G−spaces to
the category of ΛG(σ)−spaces, (−)σ ⊕ (−)
σ is as well.
Proposition 4.5.4. Let H and G be two compact Lie groups. Let σ ∈ G and τ ∈ H. Let
V be a G−representation and W a H−representation.
(i) We have the isomorphisms of representations below.
(V ⊕W )(σ,τ) = (Vσ ⊕Wτ )
as ΛG×H(σ, τ) ∼= ΛG(σ)×T ΛH(τ)−representations.
(V ⊕W )(σ,τ) ⊕ (V ⊕W )(σ,τ) ⊗C q
−1 = ((V )σ ⊕ (V )σ ⊗C q
−1)⊕ ((W )τ ⊕ (W )τ ⊗C q
−1)
as ΛG×H(σ, τ) ∼= ΛG(σ)×T ΛH(τ)−representations.
And
(V ⊕W )(σ,τ) ⊕ (V ⊕W )
(σ,τ) = ((V )σ ⊕ V
σ)⊕ ((W )τ ⊕W
τ )
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as ΛG×H(σ, τ) ∼= ΛG(σ)×T ΛH(τ)−representations.
(ii) Let φ : H −→ G be a group homomorphism. Let φτ : ΛH(τ) −→ ΛG(φ(τ)) denote
the group homomorphism obtained from φ. Then we have
φ∗τ (V )φ(τ) = (V )τ ,
φ∗τ ((V )φ(τ) ⊕ (V )φ(τ) ⊗C q
−1) = (V )τ ⊕ (V )τ ⊗C q
−1,
and
φ∗τ ((V )φ(τ) ⊕ V
φ(τ)) = (V )τ ⊕ V
τ
as ΛH(τ)−representations.
Proof. (i) Let
{λG} and {λH}
denote the sets of all the irreducible CG(σ)−representations and all the irreducible CH(τ)−representations.
λG and λH are irreducible representations of CG×H(σ, τ) via the inclusion CG(σ) −→
CG×H(σ, τ) and CH(τ) −→ CG×H(σ, τ).
The R−representation assigned to each CG×H(σ, τ)−irreducible representation in V ⊕W
is the same as that assigned to the irreducible representations of V and W .
So we have
(V ⊕W )(σ,τ) = (Vσ ⊕Wτ )
as ΛG×H(σ, τ) ∼= ΛG(σ)×T ΛH(τ)−representations.
Similarly we can prove the other two conclusions in (i).
(ii) Let σ = φ(τ). If (φ∗τV )λH is a CH(τ)−subrepresentation of φ
∗
τVλG , the R−representation
assigned to it is the same as that to VλG .
So we have
φ∗τ (V )φ(τ) = (V )τ
as ΛH(τ)−representations.
Similarly we can prove the other two conclusions in (ii).
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4.5.2 Real ΛG(σ)−representation
In this section I discuss real ΛG(σ)−representation and its relation with complex ΛG(σ)−representation
introduced in Lemma 2.4.1.
Let G be a compact Lie group, σ ∈ Gtors. For real representations of ΛG(σ), the case is
a little complicated. First let’s recall some definitions and conclusions in real representation
theory. The main reference is [13] and [22].
Definition 4.5.5. A complex representation ρ : G −→ AutC(V ) is said to be self dual if
it is isomorphic to its complex dual ρ∗ : G −→ AutC(V
∗) where V ∗ := HomC(V,C) and
ρ∗(g) = ρ(g−1)∗.
An irreducible complex representation ρ : G −→ AutC(V ) is said to be of real type if
satisfies the equivalent conditions (1-3).
(1) V = C⊗ U is the complexification of a real representation G −→ AutR(U).
(2) V admits an equivariant real structure, i.e. an antilinear map S : V −→ V such that
S2(v) = v.
(3) There is an equivariant isomorphism B : V −→ V ∗ such that B∗ = B.
An irreducible complex representation is said to be of quaternionic type if it satisfies
the equivalent conditions (4-6).
(4) V = WC is obtained from a quaterionic representation G −→ AutH(W ) by restriction
of scalars C ⊂ H.
(5) V admits an equivariant quaternionic structure, i.e. an antilinear map S : V −→ V
such that S2(v) = −v.
(6) There is an equivariant isomorphism B : V −→ V ∗ such that B∗ = −B.
An irreducible complex representation is said to be of complex type if it’s not self dual.
Definition 4.5.6. A complex representation is said to have an irreducible real form if
it is the complexification of an irreducible real representation.
Lemma 4.5.7. An irreducible complex representation V is of
(I) real type if and only if V has irreducible real form.
(II) complex type if and only if V ⊕ V ∗ has irreducible real form.
(III) quaternionic type if and only if V ⊕ V has irreducible real form.
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Example 4.5.8. Let G = Z/pZ for some integer p. Let ρ1 : Z/pZ −→ O(2) send m to the
matrix

 cos 2πmp − sin 2πmp
sin 2πmp cos
2πm
p


Let e1 =

 1
0

, and e2 =

 0
1

. Let u1 = e1+ie2, u2 = e1−ie2 ∈ C2. Let V1 = C〈u1〉,
and V2 = C〈u2〉. Then the complexification of the real Z/pZ−representation R2 have the
decomposition into irreducible Z/pZ− representations
C2 ∼= V1 ⊕ V2. (4.50)
V1 and V2 are both not self dual, so they are of complex type. And V1 = V
∗
2 .
Let σ = [n] ∈ Z/pZ be non-trivial. Then let χ1 and χ2 be complex R−representations
with χ1(t) = e
2piint
p and χ2(t) = e
− 2piintp .
Applying Lemma 2.4.1, we have irreducible complex ΛG(σ)−representations (V1 ⊙C χ1)
and (V2 ⊙C χ2), which are of complex type. And (V1 ⊙C χ1) = (V2 ⊙C χ2)
∗. So (V1 ⊙C χ1)⊕
(V2 ⊙C χ2) is an irreducible real ΛG(σ)−representation.
[m, t] is mapped to

 e
2pi(m+nt)i
p 0
0 e−
2pi(m+nt)i
p


which is conjugate to the real matrix

 cos 2π(m+nt)p − sin 2π(m+nt)p
sin 2π(m+nt)p cos
2π(m+nt)
p


Example 4.5.9. Let G be any compact Lie group. Let V be an irreducible real CG(σ)−representation.
Let’s consider its complexfication V ⊗R C. If it is irreducible complex representation, by
Lemma 2.4.1, we can get an irreducible complex ΛG(σ)−representation V ⊙C η where the
character η(1) acts the same as σ on V . And as the discussion in Example 4.5.11, we can
get an irreducible real ΛG(σ)−representation.
If the CG(σ)−representation V ⊗R C =
⊕
Vk is reducible with each Vk an irreducible
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complex CG(σ)− subrepresentation, then each Vk is either of complex type or of quaternion
type. So Vk + Vk or Vk + V
∗
k has irreducible real form. Since V ⊗R C has irreducible
real form, the decomposition is either V ⊗R C = V1 ⊕ V1 if V1 is of quaternion type or
V ⊗RC = V1⊕V ∗1 if V1 is of complex type. Let σ = e
2πaiI be a nontrivial element. Let χ be
an irreducible complex R−representation with χ(t) = e2πait. Then V1 ⊙C χ is an irreducible
complex ΛG(σ)−representation. And (V ⊙C η)⊕ (V ⊙C η)
∗ is a real ΛG(σ)−representation.
If σ is trivial and η is the trivial representation, (V ⊙C η) and (V ⊙C η)
∗ are isomorphic real
representations, thus, (V ⊙C η)⊕ (V ⊙C η)
∗ is also of real type.
Example 4.5.10 (real representation ring of circle). We know the complex repre-
sentation ring RT of a circle is Z[q, q−1] where q : T −→ U(1) is the isomorphism class
of irreducible complex representation sending e2πit to (e2πit). The real representation ring
RO(T) is the subring of RT fixed by the involution on it given by q 7→ q−1.
Let f(q) be any polynomial in q and let f(q) = f+(q) + f−(q) + n · 1 where f+(q) is
the part in f(q) with positive power in q, f−(q) is the part with negative power and 1 is the
trivial representation. f(q) represents an element in RO(T) if and only if f+ and f− are the
same polynomial. Let V be the representation space of f+. Then V
∗ is the representation
space of f−. So a real representation of T is always of the form
V ⊕ V ∗ ⊕ nR
for some complex representation V of T and nonnegative integer n.
Example 4.5.11. Let ρ : CG(g) −→ AutR(V ) be an irreducible complex CG(g)−representation.
Then as in Lemma 2.4.1, there exists a character η : R −→ C such that ρ(g) = η(1)I.
And ρ ⊙C η is an irreducible complex representation of ΛG(g). Since (ρ ⊙C η)
∗([α, t]) =
ρ ⊙C η([α
−1,−t])T = ρ(α−1)T η(−t), it’s not self-dual if η is nontrivial. In this case it’s of
complex type. By Lemma 4.5.7, (V ⊙C η)⊕ (V ⊙C η)
∗ has irreducible real form.
If V is of real type, it is the complexification of a real CG(g)−representation W . If
g = e and the character η we choose is trivial, (ρ ⊙C η)
∗([α, t]) = ρ ⊙C η([α
−1,−t])T =
ρ(α−1)T η(−t) = ρ(α−1)T = ρ(α) = (ρ ⊙C η)[α, t] since V is self-dual. In this case W is
a real ΛG(g)−representation via [α, t] · w = αw. And V ⊙C η is of real type since it’s the
complexification of W . For any nontrivial element g in Gtors, the ΛG(g)−representation
V ⊙C η is of complex type, then (V ⊙C η)⊕ (V ⊙C η)
∗ is of the real type.
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If V is of quaternion type, then V = UC can be obtained from a quaternion CG(g)−representation
U by restricting the scalar to C. If g = e and η is trivial, (ρ ⊙C η)∗([α, t]) = ρ ⊙C
η([α−1,−t])T = ρ(α−1)T η(−t) = ρ(α−1)T = ρ(α) = (ρ ⊙C η)[α, t] since V is self-dual.
In this case W is a quaternion ΛG(g)−representation with [α, t] · w = αw. So V ⊙C η is of
quaternion type.
Consider the case that V is of complex type. If g = e and η is trivial, (ρ⊙C η)
∗([α, t]) =
ρ ⊙C η([α
−1,−t])T = ρ(α−1)T η(−t) = ρ(α−1)T = ρ(α) 6= (ρ ⊙C η)[α, t] since V is not
self-dual. So V ⊙C η is of complex type.
For any compact Lie group, let’s use RO(G) denote the real representation ring of G.
In light of the analysis in Example 4.5.9 and 4.5.10, we have the following conclusion.
Lemma 4.5.12. Let σ ∈ Gtors. Then the map π∗ : ROT −→ ROΛG(σ) exhibits ROΛG(σ)
as a free ROT−module.
In particular there is an ROT−basis of ROΛG(σ) given by irreducible real representations
{VΛ}. There is a bijection between {VΛ} and the set {λ} of irreducible real representations of
CG(σ). When σ is trivial, VΛ has the same underlying space V as λ. When σ is nontrivial,
VΛ = ((λ⊗R C)⊙C η)⊕ ((λ⊗R C)⊙C η)∗ where η is a complex R−representation such that
(λ ⊗R C)(σ) acts on V ⊗R C via the scalar multiplication by η(1). The dimension of VΛ is
twice as that of λ.
As in (4.49), we can construct a functor (−)Rσ from the category of real G−representations
to the category of real ΛG(σ)−representations with
(V )Rσ = (V ⊗R C)σ ⊕ (V ⊗R C)
∗
σ, (4.51)
which we saw in Example 4.5.9 is of real type.
Similarly we have the conclusion below.
Proposition 4.5.13. Let V be a faithful real G−representation. And let σ ∈ Gtors and l
denote its order. Then (V )Rσ is a faithful real ΛG(σ)−representation.
Proof. Let [a, t] ∈ ΛG(σ) be an element acting trivially on (V )
R
σ . Assume t ∈ [0, 1). Let
v ∈ (V ⊗R C)σ and let v∗ denote its correspondence in (V ⊗R C)∗σ. Then [a, t] · (v + v
∗) =
(ae2πimt + ae−2πimt)(v+ v∗) = v+ v∗ where 0 < m ≤ l is determined by σ. Thus a is equal
to both e2πimtI, and e−2πimtI. Thus t = 0 and a is trivial.
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So (V )Rσ is a faithful real ΛG(σ)−representation.
Moreover, we have
Proposition 4.5.14. Let H and G be two compact Lie groups. Let σ ∈ G and τ ∈ H. Let
V be a real G−representation and W a real H−representation.
(i) We have the isomorphisms of representations below.
(V ⊕W )R(σ,τ) = (V
R
σ ⊕W
R
τ )
as ΛG×H(σ, τ) ∼= ΛG(σ)×T ΛH(τ)−representations.
(ii) Let φ : H −→ G be a group homomorphism. Let φτ : ΛH(τ) −→ ΛG(φ(τ)) denote
the group homomorphism obtained from φ. Then we have
φ∗τ (V )
R
φ(τ) = (V )
R
τ ,
as ΛH(τ)−representations.
4.5.3 The Construction of E(G, V )
Let G be any compact Lie group. In Section 4.3, I construct a G−space QEllG representing
QEll∗G(−).
In Section 4.5.3 I show that there is a IG−space E(G,−) such that for each faithful real
G−representation V , E(G,V ) weakly represents QEllVG(−).
I show in Section 4.5.4 that these spaces E(G,V ) together give an orthogonal G−spectra
and a IG−FSP.
First we need an orthogonal version of the space SG,g satisfying the condition in Lemma
4.3.4.
Let g ∈ Gtors and V a real G−representation. Let Symn(V ) denote the n−th symmetric
power V ⊗n, which has an evident G ≀ Σn−action on it. And let
Sym(V ) :=
⊕
n≥0
Symn(V ).
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If V is an ample G−representation, Sym(V ) is a G−representation containing all the ir-
reducible G−representations. Since V is faithful G−representation, for any closed subgroup
H of G, Sym(V ) is a faithful H−representation and, thus, complete H−universe.
Let S(G,V )g be the space
Sym(V ) \ Sym(V )g. (4.52)
It has an involution induced by the complex conjugation on V . For any subgroup H of G
containing g, S(H,V )g has the same underlying space as S(G,V )g.
Proposition 4.5.15. Let V be an orthogonal G−representation. For any closed subgroup
H 6 CG(g), S(G,V )g satisfies
S(G,V )Hg ≃


pt, if 〈g〉  H;
∅, if 〈g〉 6 H.
(4.53)
Proof. If 〈g〉 6 H, Sym(V )H is a subspace of Sym(V )g, so (Sym(V )\Sym(V )g)H is empty.
If 〈g〉  H, g is not in H. To simplify the symbol, let Symn,⊥ denote the orthogonal
complement of Symn(V )g in Symn(V ).
(Sym(V ) \ Sym(V )g)H = colimn−→∞Sym
n(V )H \ (Symn(V )g)H
= colimn−→∞(Sym
n(V )g)H ×
(
(Symn,⊥)H \ {0}
)
Let kn denote the dimension of (Sym
n,⊥)H . Then
(Symn,⊥)H \ {0} ⋍ Skn−1. (4.54)
As n goes to infinity, kn goes to infinity. When kn is large enough, S
kn−1 is contractible.
So
(Sym(V ) \ Sym(V )g)H
is contractible.
So we have proved the conclusion.
If V is a faithfulG−representation, by Proposition 4.5.13, (V )Rg is a faithful ΛG(g)−representation.
And we consider V g as a ΛG(g)−representation with trivial R−action. Then by Theorem
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4.4.24, KU((V )Rg ⊕ V
g) represents K
(V )Rg⊕V
g
ΛG(g)
(−). (V )Rg is not always an ample orthogonal
ΛG(g)−representation, thus,
Map(S(V )
R
g ,KU((V )Rg ⊕ V
g))
is not ΛG(g)−weak equivalent to KU(V
g). But it does represent KV
g
ΛG(g)
(−), as shown
below.
Let X be a G−space.
[Xg,Map(S(V )
R
g ,KU((V )Rg ⊕ V
g))]ΛG(g) = [Xg ∧ S(V )
R
g ,KU((V )Rg ⊕ V
g)]ΛG(g)
= K
(V )Rg⊕V
g
ΛG(g)
(Xg ∧ S(V )
R
g ) = KV
g
ΛG(g)
(Xg).
To simplify the symbol, let’s use
Fg(G,V )
to denote the space MapR(S
(V )Rg ,KU((V )Rg ⊕ V
g)). The basepoint c0 of it is the constant
map from S(V )
R
g to the basepoint of KU((V )Rg ⊕ V
g).
For Fg(G,V ), we have the conclusions below.
Proposition 4.5.16. Let G and H be compact Lie groups. Let V be a real G−representation
and W a real H−representation. Let g ∈ Gtors, h ∈ Htors.
(i) Fg : (G,V ) 7→ Fg(G,V ) is a functor from IG to the category CG(g)T of CG(g)−spaces.
(ii) We have the unit map
ηg(G,V ) : S
V g −→ Fg(G,V )
and the multiplication
µF(g,h)((G,V ), (H,W )) : Fg(G,V ) ∧ Fh(H,W ) −→ F(g,h)(G×H,V ⊕W )
making the unit, associativity and centrality of unit diagram commute.
And ηg(G,V ) is CG(g)−equivariant and µ
F
(g,h)((G,V ), (H,W )) is CG×H(g, h)−equivariant.
(iii)Let ∆G denote the diagonal map
G −→ G×G, g 7→ (g, g).
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Let σ˜g(G,V,W ) : Fg(G,V ) −→ Map(S
W g , Fg(G,V ⊕W )) denote the map
x 7→
(
w 7→
(
∆∗G ◦ µ
F
(g,h)((G,V ), (G,W ))
)(
x, ηg(G,W )(w)
))
.
Then σ˜g(G,V,W ) is a ΛG(g)−weak equivalence when V is an ample G−representation.
(iv) We have
µF(g,h)((G,V ), (H,W ))(x ∧ y) = µ
F
(h,g)((H,V ), (G,V ))(y ∧ x) (4.55)
for any x ∈ Fg(G,V ) and y ∈ Fh(H,W ).
Proof. (i) Let V1 and V2 be orthogonal G−representations and f : V1 −→ V2 be a linear
isometric isomorphism. f gives the linear isometric isomorphisms f1 : (V1)
R
g −→ (V2)
R
g , and
f2 : (V1)
R
g ⊕V
g
1 −→ (V2)
R
g ⊕V
g
2 . Then define Fg(f) : Fg(V1) −→ Fg(V2) in this way: for any
R−equivariant map α : S(V1)
R
g −→ KU((V1)
R
g ⊕ V
g
1 ), Fg(f)(α) is the composition
S(V2)
R
g
S(f−11 )−→ S(V1)
R
g
α
−→ KU((V1)
R
g ⊕ V
g
1 )
KU(f2)
−→ KU((V2)
R
g ⊕ V
g
2 ) (4.56)
which is still R−equivariant.
It’s straightforward to check Fg(Id) is the identity map, and for morphisms V1
f
−→
V2
f ′
−→ V3 in IG, we have Fg(f
′ ◦ f) = Fg(f
′) ◦ Fg(f).
So we have a well-defined functor Fg : IG −→ CG(g)T .
(ii) Define the unit map ηg(G,V ) : S
V g −→ Fg(G,V ) by
v 7→ (v′ 7→ ηK(V )Rg⊕V g (v ∧ v
′)) (4.57)
where ηK(V )Rg⊕V g
: S(V )
R
g⊕V
g
−→ KU((V )Rg ⊕ V
g) is the unit map for global K-theory. Since
(V )Rg ⊕ V
g is a ΛG(g)−representation, η
K
(V )Rg⊕V
g is ΛG(g)−equivariant. So ηg(G,V ) is well-
defined and ΛG(g)−equivariant.
Define the multiplication µF(g,h)((G,V ), (H,W )) : Fg(G,V ) ∧ Fh(H,W ) −→ F(g,h)(G ×
H,V ⊕W ) by
α ∧ β 7→ (v ∧ w 7→ µKV,W (α(v) ∧ β(w))) (4.58)
where µKV,W is the multiplication for global K-theory.
Since µKV,W is ΛG(g)×ΛH(h)−equivariant, µ
F
(g,h)((G,V ), (H,W )) is CG×H(g, h)−equivariant.
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It’s straightforward to check the unit map and multiplication make the unit, associativity
and centrality of unit diagram commute.
(iii) Since V is a faithful G−representation, by Proposition 4.5.2, (V )Rg ⊕V
g is a faithful
ΛG(g)−representation. By Theorem 4.4.26, we have the ΛG(g)−weak equivalence
KU((V )Rg ⊕ V
g)
σ˜K
−→ Map(S(W )
R
g⊕W
g
,KR((V ⊕W )Rg ⊕ (V ⊕W )
g))
where σ˜K is the right adjoint of the structure map of the global complex K-theory KU .
Thus we have the ΛG(g)−weak equivalence
Map(S(V )
R
g ,KU((V )Rg ⊕ V
g)) −→ Map(S(V )
R
g ,Map(S(W )
R
g⊕W
g
,KR((V ⊕W )Rg ⊕ (V ⊕W )
g)))
= Map(SW
g
,Map(S(V⊕W )
R
g ,KR((V ⊕W )Rg ⊕ (V ⊕W )
g))),
i.e. Fg(G,V ) ⋍CG(g) Map(S
W g , Fg(G,V ⊕W )).
(iv) (4.55) comes directly from the commutativity of the orthogonal spectrum KU .
In Theorem 4.3.8 I construct a G−space QEllG representing QEll
∗
G(−). With Fg(G,V )
and S(G,V )g just constructed, we can go further than that. Apply Theorem 4.3.7, we get
the conclusion below.
Proposition 4.5.17. Let V be a faithful orthogonal G−representation. Let B′(G,V ) denote
the space ∏
g∈Gtorsconj
MapCG(g)(G,Fg(G,V ) ∗ S(G,V )g).
QEllVG(−) is weakly represented by B
′(G,V ) in the sense
π0(B
′(G,V )) = QEllVG(S
0). (4.59)
The proof of Proposition 4.5.17 is analogous to that of Theorem 4.3.8 step by step.
Below is the main theorem in Section 4.5.3. Let’s use formal linear combination
t1a+ t2b with 0 6 t1, t2 6 1, t1 + t2 = 1
to denote points in join, as talked in Appendix A.1.
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Proposition 4.5.18. Let Eg(G,V ) denote
{t1a+ t2b ∈ Fg(G,V ) ∗ S(G,V )g|‖b‖ 6 t2}/{t1c0 + t2b}.
It is the quotient space of a closed subspace of the join Fg(G,V )∗S(G,V )g with all the points
of the form t1c0 + t2b collapsed to one point, which I pick as the basepoint of Eg(G,V ),
where c0 is the basepoint of Fg(G,V ). Eg(G,V ) has the evident CG(g)−action. And it is
CG(g)−weak equivalent to Fg(G,V )∗S(G,V )g. As a result,
∏
g∈Gtorsconj
MapCG(g)(G,Eg(G,V ))
is G−weak equivalent to
∏
g∈Gtorsconj
MapCG(g)(G,Fg(G,V ) ∗S(G,V )g). So when V is a faithful
G−representation,
E(G,V ) :=
∏
g∈Gtorsconj
MapCG(g)(G,Eg(G,V )) (4.60)
weakly represents QEllVG(−) in the sense
π0(E(G,V )) ∼= QEll
V
G(S
0). (4.61)
Proof. First I show Fg(G,V ) ∗ S(G,V )g is CG(g)−homotopy equivalent to
E′g(G,V ) := {t1a+ t2b ∈ Fg(G,V ) ∗ S(G,V )g|‖b‖ 6 t2}.
Note that b ∈ S(G,V )g is never zero. Let j : E
′
g(G,V ) −→ Fg(G,V ) ∗ S(G,V )g be the
inclusion. Let p : Fg(G,V ) ∗ S(G,V )g −→ E
′
g(G,V ) be the CG(g)−map sending t1a + t2b
to t1a + t2
min{‖b‖,t2}
‖b‖ b. Both j and p are both continuous and CG(g)−equivariant. p ◦ j is
the identity map of E′g(G,V ). We can define a CG(g)−homotopy
H : (Fg(G,V ) ∗ S(G,V )g)× I −→ Fg(G,V ) ∗ S(G,V )g
from the identity map on Fg(G,V ) ∗ S(G,V )g to j ◦ p by shrinking. For any t1a + t2b ∈
Fg(G,V ) ∗ S(G,V )g, Define
H(t1a+ t2b, t) := t1a+ t2((1− t)b+ t
min{‖b‖, t2}
‖b‖
b). (4.62)
Then I show E′g(G,V ) is G−weak equivalent to Eg(G,V ).
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Let q : E′g(G,V ) −→ Eg(G,V ) be the quotient map. Let H be a closed subgroup of
CG(g).
If g is in H, since S(G,V )Hg is empty, so Eg(G,V )
H is in the end Fg(G,V ) and can be
identified with Fg(G,V )
H . In this case qH is the identity map.
If g is not in H, E′g(G,V )
H is contractible. The cone {c0} ∗ S(G,V )
H
g is contractible,
so q
(
({c0} ∗ S(G,V )g)
H
)
= q({c0} ∗ S(G,V )
H
g ) is contractible. Note that the subspace of
all the points of the form t1c0 + t2b for any t1 and b is q
(
({c0} ∗ S(G,V )g)
H
)
. Therefore,
Eg(G,V )
H = E′g(G,V )
H/q({c0} ∗ S(G,V )g)
H is contractible.
Therefore, E′g(G,V ) is G−weak equivalent to Fg(G,V ) ∗ S(G,V )g.
In fact, for any based CG(g)−space Y , we have the general conclusion below.
Proposition 4.5.19. Let g ∈ Gtors. Let Y be a based ΛG(g)−space. Let Y˜g denote the
CG(g)−space
{t1a+ t2b ∈ Y
R ∗ S(G,V )g|‖b‖ 6 t2}/{t1y0 + t2b}.
It is the quotient space of a closed subspace of Y R ∗S(G,V )g with all the points of the form
t1y0 + t2b collapsed to one point, i.e the basepoint of Y˜g, where y0 is the basepoint of Y . Y˜g
is CG(g)−weak equivalent to Y
R ∗ S(G,V )g. As a result, the functor Rg : CG(g)T −→ GT
with
RgY˜ = MapCG(g)(G, Y˜g) (4.63)
is a homotopical right adjoint of L : GT −→ CG(g)T , X 7→ X
g.
The proof of Proposition 4.5.19 is analogous to that of Theorem 4.3.7 and Proposition
4.5.18.
Remark 4.5.20. We can consider Eg(G,V ) as a quotient space of a subspace of Fg(G,V )×
Sym(V )× I
{(a, b, t) ∈ Fg(G,V )× Sym(V )× I|‖b‖ 6 t; and b ∈ S(G,V )g if t 6= 0} (4.64)
by identifying points (a, b, 1) with (a′, b, 1), and collapsing all the points (c0, b, t) for any b
and t. In other words, the end Fg(G,V ) in the join Fg(G,V ) ∗ S(G,V )g is identified with
the points of the form (a, 0, 0) in (4.64).
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In Section 4.5.4 we need this identification of Eg(G,V ) in mind to prove the structure
maps are well-defined and continuous.
Proposition 4.5.21. For each g ∈ Gtors,
Eg : IG −→ CG(g)T , (G,V ) 7→ Eg(G,V )
is a well-defined functor. As a result,
E : IG −→ GT , (G,V ) 7→
∏
g∈Gtorsconj
MapCG(g)(G,Eg(G,V ))
is a well-defined functor.
Proof. Let V and W be G− representations and f : V −→ W a linear isometric isomor-
phism. Then f induces a CG(g)−homeomorphism Fg(f) from Fg(G,V ) to Fg(G,W ) and a
CG(g)−homeomorphism Sg(f) from S(G,V )g to S(G,W )g. We have the well-defined map
Eg(f) : Eg(G,V ) −→ Eg(G,W )
sending a point represented by t1a + t2b in the join to that represented by t1Fg(f)(a) +
t2Sg(f)(b).
It’s straightforward to check Eg(Id) is the identity map and the composition law holds.
E(f) : E(G,V ) −→ E(G,W ) is defined by
∏
g∈Gtorsconj
αg 7→
∏
g∈Gtorsconj
Eg(f) ◦ αg.
It’s straightforward to check that it’s well-defined, E(Id) is identity and the composition
law holds.
4.5.4 Structure Maps
In Section 4.5.4 I construct a unit map ηE and a multiplication µE so that we get an
orthogonal G−spectrum and IG−FSP that represents quasi-elliptic cohomology.
Let G and H be compact Lie groups, V an orthogonal G−representation and W an
orthogonal H−representation. Let’s use xg to denote the basepoint of Eg(G,V ), which is
152
defined in Proposition 4.5.18.
Let g ∈ Gtors. For each v ∈ SV , there are v1 ∈ S
V g and v2 ∈ S
(V g)⊥ such that
v = v1 ∧ v2.
Let ηEg (G,V ) : S
V −→ Eg(G,V ) be the map
ηEg (G,V )(v) :=


(1− ‖v2‖)ηg(G,V )(v1) + ‖v2‖v2, if ‖v2‖ 6 1;
xg, if ‖v2‖ > 1.
(4.65)
where ηg(G,V ) is the unit map defined in Proposition 4.5.16.
Lemma 4.5.22. The map ηEg (G,V ) defined in (4.65) is well-defined, continuous and CG(g)−equivariant.
Proof. When v1 is infinity, ηg(G,V )(v1) is the basepoint of Fg(V ). So by the construction
of Eg(G,V ) in Proposition 4.5.18, v = v1 ∧ v2 is mapped to the basepoint of Eg(G,V ).
When v2 is infinity, η
E
g (G,V )(v) is the basepoint by definition. So η
E
g (G,V ) is well-
defined. And since ηg(G,V ) is CG(g)−equivariant, η
E
g (G,V ) is CG(g)−equivariant.
Next I prove ηEg (G,V ) is continuous by showing for each point in Eg(G,V ), there is an
open neighborhood of it whose preimage is open in SV .
Consider a point x in the image of ηEg (G,V ) represented by t1a+ t2b.
Case I: 0 < t2 < 1 and a is not the basepoint of Fg(G,V ).
Let A be an open neighborhood of a in Fg(G,V ) not including the basepoint. We can
find such an A since Fg(G,V ) is Hausdorff. Let δ > 0 be a small enough value. Let Ux,δ be
the open neighborhood of x
Ux,δ := {[s1α+ s2β] ∈ Eg(G,V )|α ∈ A, |s2 − t2| < δ, ‖β − b‖ < δ}.
Then ηEg (G,V )
−1(Ux,δ) is the smash product of ηg(G,V )
−1(A), which is open in SV
g
,
and an open subset of S(V
g)⊥
{w ∈ S(V
g)⊥ |t2 − δ < ‖w‖ < t2 + δ, ‖w − b‖ < δ}.
So it’s open in SV .
Case II: t2 = 0 and a is not the basepoint of Fg(G,V ).
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Let A be an open neighborhood of a in Fg(G,V ) not including the basepoint. Let δ > 0
be a small enough value. Let Wx,δ be the open neighborhood of x
Wx,δ := {[s1α+ s2β] ∈ Eg(G,V )|α ∈ A, |s2| < δ, ‖β − b‖ < δ}.
Then ηEg (G,V )
−1(Wx,δ) is the smash product of ηg(G,V )
−1(A), which is open in SV
g
,
and an open subset of S(V
g)⊥
{w ∈ S(V
g)⊥ |‖w‖ < δ, ‖w − b‖ < δ}.
So it’s open in SV .
Case III: x is the basepoint xg of Eg(G,V ).
Let A0 be an open neighborhood of the basepoint c0.
For any point w of the form t1c0 + t2b in the the space E
′
g(G,V ) with 0 < t2 < 1, let
Uw,δw denote the open subset of Eg(G,V )
{[s1α+ s2β] ∈ Eg(G,V )|α ∈ A0, |s2 − t2| < δw, ‖β − b‖ < δw}
with δw small enough.
Let Wδ denote the open subset of Eg(G,V )
{[s1α+ s2β] ∈ Eg(G,V )|α ∈ A0, |s2| < δ, ‖β − b‖ < δ}
with δ small enough.
For any b ∈ S(G,V )g with ‖b‖ 6 1, let Vb,δb denote the open subsect of Eg(G,V )
{[s1α+ s2β] ∈ Eg(G,V )|s2 > 1− δb, ‖β − b‖ < δb}
with δb small enough.
Let’s consider the open neighborhood U of x that is the union of the spaces defined
above
U := (
⋃
w
Uw,δw) ∪Wδ ∪ (
⋃
b
Vb,δb)
where w goes over all the points of the form [t1c0 + t2b] in Eg(G,V ) with 0 < t2 < 1, and b
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goes over all the points in S(G,V )g with ‖b‖ 6 1.
The preimage of each Uw,δw and Wδ is open, the proof of which is analogous to Case I
and II. The preimage of Vb,δb is the smash product of S
V g and the open set of S(V
g)⊥
{w2 ∈ S
(V g)⊥ |‖w2‖ > 1− δb, ‖w2 − b‖ < δb},
thus, is open.
The preimage of U is the union of open subsets in SV , thus, open.
Therefore, The map ηEg (G,V ) defined in (4.65) is continuous.
Remark 4.5.23. For any g ∈ Gtors, it’s straightforward to check the diagram below com-
mutes.
SV
g ηg(G,V )
−−−−−→ Fg(G,V )y y
SV
ηEg (G,V )
−−−−−−→ Eg(G,V )
where both vertical maps are inclusions.
By Lemma 4.5.22, the map
ηE(G,V ) : SV −→
∏
g∈Gtorsconj
MapCG(g)(G,Eg(G,V ))
defined by
v 7→
∏
g∈Gtorsconj
(α 7→ ηEg (G,V )(α · v)), (4.66)
is well-defined and continuous. Moreover, ηE : S −→ E with E(G,V ) defined in (4.60) is a
well-defined functor.
Next, let’s construct the multiplication map µE . First we define a map µE(g,h)((G,V ), (H,W )) :
Eg(G,V )∧Eh(H,W ) −→ E(g,h)(G×H,V ⊕W ) by sending a point [t1a1+t2b1]∧[u1a2+u2b2]
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to


[(1−
√
t22 + u
2
2)µ
F
(g,h)((G,V ), (H,W ))(a1 ∧ a2) +
√
t22 + u
2
2(b1 + b2)], if t
2
2 + u
2
2 ≤ 1 and t2u2 6= 0;
[(1− t2)µ
F
(g,h)((G,V ), (H,W ))(a1 ∧ a2) + t2b1], if u2 = 0 and 0 < t2 < 1;
[(1− u2)µ
F
(g,h)((G,V ), (H,W ))(a1 ∧ a2) + u2b2], if t2 = 0 and 0 < u2 < 1;
[1µF(g,h)((G,V ), (H,W ))(a1 ∧ a2) + 0], if u2 = 0 and t2 = 0;
xg,h, Otherwise.
(4.67)
where µE(g,h)((G,V ), (H,W )) is the one defined in (4.58) and xg,h is the basepoint ofE(g,h)(G×
H,V ⊕W ).
Lemma 4.5.24. The map µE(g,h)((G,V ), (H,W )) defined in (4.67) is well-defined and con-
tinuous.
Proof. Note that when either a1 is the basepoint of Fg(G,V ), or a2 is the basepoint of
Fh(H,W ), or t2 = 1, or u2 = 1, the point [t1a1 + t2b1] ∧ [u1a2 + u2b2] is mapped to the
basepoint xg,h.
The spaces S(G,V )g have the following properties:
(i) There is no zero vector in any S(G,V )g by its construction;
(ii) For any b1 ∈ S(G,V )g, b2 ∈ S(H,W )h, b1, b2 and b1 + b2 are all in S(G ×H,V ⊕
W )(g,h). b1 and b2 are orthogonal to each other, so ‖b1 + b2‖
2 = ‖b1‖
2 + ‖b2‖
2. Thus, if
t2u2 6= 0, ‖b1 + b2‖ 6
√
t21 + t
2
2.
Therefore, µE(g,h)((G,V ), (H,W )) is well-defined.
Let
x = [s1α+ s2β]
be a point in the image of µE(g,h)((G,V ), (H,W )). If s2 is nonzero, there is unique β1 ∈
S(G,V )g ∪ {0} and unique β2 ∈ S(H,W )h ∪ {0} such that β = β1 + β2.
For each point in the image, I pick an open neighborhood of it so that its preimage in
Eg(G,V ) ∧ Eh(H,W ) is open.
Case I: x is not the basepoint, 0 < s1, s2 < 1 and β1 and β2 are both nonzero.
Let A(α) be an open neighborhood of α in F(g,h)(G × H,V ⊕W ) not containing the
basepoint. Let δ > 0 be some small enough value. We consider the open neighborhood Ux,δ
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of x
Ux,δ := {[r1a+r2d] ∈ E(g,h)(G×H,V⊕W )|‖d1−β1‖ < δ, ‖d2−β2‖ < δ, a ∈ A(α), |r
2
2−s
2
2| < δ}
where d = d1 + d2 with d1 ∈ S(G,V )g ∪ {0} and d2 ∈ S(H,W )h ∪ {0}.
The preimage of Ux,δ is
{[t1a1 + t2d1] ∧ [u1a2 + u2d2] ∈ Eg(G,V ) ∧ Eh(H,W )|a1 ∧ a2 ∈ µ
F
(g,h)((G,V ), (H,W ))
−1(A(α)),
‖d1 − β1‖ < δ, ‖d2 − β2‖ < δ, |t
2
2 + u
2
2 − s
2
2| < δ},
where µF(g,h)((G,V ), (H,W )) is the multiplication defined in (4.58).
Note that Eg(G,V ) ∧ Eh(H,W ) is the quotient space of a subspace of the product of
spaces
Fg(G,V )× S(G,V )g × [0, 1]× Fh(H,W )× S(H,W )h × [0, 1]
and Ux,δ is the quotient of an open subset of this product. So it is open in Eg(G,V ) ∧
Eh(H,W ).
Case II: x is not the basepoint, 0 < s1, s2 < 1 and β ∈ S(H,W )h.
Let A(α) be an open neighborhood of α in F(g,h)(G × H,V ⊕W ) not containing the
basepoint. Let δ > 0 be some small enough value.
Consider the open neighborhood Wx,δ of x
Wx,δ := {[r1a+r2d] ∈ E(g,h)(G×H,V ⊕W )|‖d1−β1‖ < δ, ‖d2‖ < δ, a ∈ A(α), |r
2
2−s
2
2| < δ}
where d = d1 + d2 with d1 ∈ S(G,V )g ∪ {0} and d2 ∈ S(H,W )h ∪ {0}.
The preimage of Wx,δ is
{[t1a1 + t2d1] ∧ [u1a2 + u2d2] ∈ Eg(G,V ) ∧ Eh(H,W )|a1 ∧ a2 ∈ µ
F
(g,h)((G,V ), (H,W ))
−1(A(α)),
‖d1 − β1‖ < δ, ‖d2‖ < δ, |t
2
2 + u
2
2 − s
2
2| < δ}.
It is the quotient of an open subspace of the product
Fg(G,V )× S(G,V )g × [0, 1]× Fh(H,W )× S(H,W )h × [0, 1].
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So the preimage of Wx,δ is open in Eg(G,V ) ∧ Eh(H,W ).
Case III: x is not the basepoint, 0 < s1, s2 < 1 and β ∈ S(G,V )g.
We can show the map is continuous at such points in a way analogous to Case II.
Case IV x is not the basepoint and s2 is zero.
Let A(α) be an open neighborhood of α in F(g,h)(G × H,V ⊕W ) not containing the
basepoint. Let δ > 0 be some small enough value.
Consider the open neighborhood of x
Bx,δ := {[r1a+ r2d] ∈ E(g,h)(G×H,V ⊕W )|a ∈ A(α), ‖d1‖ < δ, ‖d2‖ < δ, 0 6 r
2
2 < δ}
where d = d1 + d2 with d1 ∈ S(G,V )g ∪ {0} and d2 ∈ S(H,W )h ∪ {0}.
The preimage of Bx,δ is
{[t1a1 + t2d1] ∧ [u1a2 + u2d2] ∈ Eg(G,V ) ∧ Eh(H,W )|a1 ∧ a2 ∈ µ
F
(g,h)((G,V ), (H,W ))
−1(A(α)),
‖d1‖ < δ, ‖d2‖ < δ, 0 6 t
2
2 + u
2
2 < δ}.
It is the quotient of an open subspace of the product
Fg(G,V )× S(G,V )g × [0, 1]× Fh(H,W )× S(H,W )h × [0, 1].
So the preimage of Bx,δ is open in Eg(G,V ) ∧ Eh(H,W ).
Case V: x = [s1α+ s2β] is the base point.
Let A0(α) be an open neighborhood of α in F(g,h)(G×H,V ⊕W ).
For any point w in E′(g,h)(G×H,V ⊕W ) of the form t1c0 + t2b with 0 < t2 < 1 and b1
b2 both nonzero, let Uw,δw be the open subset of E(g,h)(G×H,V ⊕W )
{[r1a+r2d] ∈ E(g,h)(G×H,V ⊕W )|‖d1−b1‖ < δw, ‖d2−b2‖ < δw, a ∈ A0(α), |r
2
2−t
2
2| < δw}
with δw small enough.
For each point y in E′(g,h)(G × H,V ⊕W ) of the form t1c0 + t2b with 0 < t2 < 1 and
b ∈ S(H,W )h, let Wy,δy be the open subset
{[r1a+ r2d] ∈ E(g,h)(G×H,V ⊕W )|‖d1 − b1‖ < δy, ‖d2‖ < δy, a ∈ A0(α), |r
2
2 − t
2
2| < δy}
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with δy small enough.
For each point z in E′(g,h)(G × H,V ⊕W ) of the form t1c0 + t2b with 0 < t2 < 1 and
b ∈ S(G,V )g, let Vz,δz be the open subset
{[r1a+ r2d] ∈ E(g,h)(G×H,V ⊕W )|‖d2 − b2‖ < δz, ‖d1‖ < δz, a ∈ A0(α), |r
2
2 − t
2
2| < δz}
with δz small enough.
Let Bx0,δ denote the open set
{[r1a+ r2d] ∈ E(g,h)(G×H,V ⊕W )|‖d2‖ < δ, ‖d1‖ < δ, a ∈ A0(c0), 0 6 r2 < δ}
with δ small enough,
For each θ in E′(g,h)(G×H,V ⊕W ) of the form 0 + 1b, let Dθ,δθ be the open subset
{[r1a+ r2d] ∈ E(g,h)(G×H,V ⊕W )|‖d− b‖ < δθ, 1 > r2 > 1− δθ}
with δθ small enough.
Let’s consider the open neighborhood of x in E(g,h)(G×H,V ⊕W ) that is the union of
the spaces above
U := (
⋃
w
Uw,δw) ∪ (
⋃
y
Wy,δy ) ∪ (
⋃
z
Vz,δz ) ∪Bx0,δ ∪ (
⋃
θ
Dθ,δθ )
where w goes over all the points in E′(g,h)(G × H,V ⊕ W ) of the form t1c0 + t2b with
0 < t2 < 1 and b1, b2 both nonzero, y goes over all the points in E
′
(g,h)(G × H,V ⊕W )
of the form t1c0 + t2b with 0 < t2 < 1 and b ∈ S(H,W )h, z goes over all the points in
E′(g,h)(G×H,V ⊕W ) of the form t1c0 + t2b with 0 < t2 < 1 and b ∈ S(G,V )g, and θ goes
over all the points of the form 0 + 1b in E′(g,h)(G×H,V ⊕W ).
The preimage of each Ux,δx , Wy,δy , Vz,δz , Bx0,δ is open, the proof of which are analogous
to that of Case I, II, III and IV. The preimage of Dθ,δθ is
{[t1a1 + t2d1]∧ [u1a2 +u2d2] ∈ Eg(G,V )∧Eh(H,W )|‖d1 +d2− b‖ < δθ, 1−
√
t22 + u
2
2 < δθ},
which is open. Therefore, the preimage of U is open.
Combining all the cases above, the multiplication µE(g,h)((G,V ), (H,W )) defined in (4.67)
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is continuous.
Remark 4.5.25. For any g ∈ Gtors, h ∈ Htors, we have the diagram below commutes.
Fg(G,V ) ∧ Fh(H,W )
µF(g,h)((G,V ),(H,W ))
−−−−−−−−−−−−−→ F(g,h)(G×H,V ⊕W )y y
Eg(G,V ) ∧ Eh(H,W )
µE(g,h)((G,V ),(H,W ))
−−−−−−−−−−−−−→ E(g,h)(G×H,V ⊕W )
where the vertical maps are both inclusion into the end of the join.
The basepoint ofE(G,V ) is the product of the basepoint of each factor MapCG(g)(G,Eg(G,V )),
i.e. the product of the constant map to the base point of each Eg(G,V ).
We can define the multiplication
µE((G,V ), (H,W )) : E(G,V ) ∧ E(H,W ) −→ E(G×H,V ⊕W ) (4.68)
by the composition
∏
g∈Gtorsconj
MapCG(g)(G,Eg(G,V )) ∧
∏
h∈Htorsconj
MapCH(h)(H,Eg(H,W )) −→
∏
g∈Gtorsconj ,h∈H
tors
conj
MapCG(g)(G,Eg(G,V )) ∧MapCH(h)(H,Eh(H,W )) −→
∏
g∈Gtorsconj ,h∈H
tors
conj
MapCG×H(g,h)
(
G×H,Eg(G,V ) ∧ Eh(H,W )
)
−→
∏
g∈Gtorsconj ,h∈H
tors
conj
MapCG×H(g,h)
(
G×H,E(g,h)(G×H,V ⊕W )
)
where the first map sends ∏
g∈Gtorsconj
αg ∧
∏
h∈Htorsconj
βh
to ∏
g∈Gtorsconj ,h∈H
tors
conj
αg ∧ βh,
the second map sends a point
∏
g∈Gtorsconj ,h∈H
tors
conj
αg ∧ βh
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to ∏
g∈Gtorsconj ,h∈H
tors
conj
(
(a, b) 7→ αg(a) ∧ βh(b)
)
,
the third map sends ∏
g∈Gtorsconj ,h∈H
tors
conj
f(g,h)
to ∏
g∈Gtorsconj ,h∈H
tors
conj
µE(g,h)((G,V ), (H,W )) ◦ f(g,h).
More explicitly, µE((G,V ), (H,W )) sends
( ∏
g∈Gtorsconj
αg
)
∧
( ∏
h∈Htorsconj
βh
)
to ∏
g∈Gtorsconj ,h∈H
tors
conj
(
(g′, h′) 7→ µE(g,h)((G,V ), (H,W ))
(
αg(g
′) ∧ βh(h
′)
))
. (4.69)
Lemma 4.5.26. Let G, H, K be compact Lie groups. Let V be an orthogonal G−representation,
W an orthogonal H−representation, and U an orthogonal K−representation. Let g ∈ Gtors,
h ∈ Htors, and k ∈ Ktors. Then we have the commutative diagrams below.
SV ∧ SW
ηEg (G,V )∧η
E
h (H,W )
−−−−−−−−−−−−−→ Eg(G,V ) ∧ Eh(H,W )y∼= yµE(g,h)((G,V ),(H,W ))
SV⊕W
ηE(g,h)(G×H,V⊕W )
−−−−−−−−−−−−→ E(g,h)(G×H,V ⊕W )
(4.70)
Eg(G,V ) ∧ Eh(H,W ) ∧ Ek(K,U)
µEg ((G,V ),(H,W ))∧Id
−−−−−−−−−−−−−−→ E(g,h)(G×H,V ⊕W ) ∧ Ek(K,U)yId∧µE(h,k)(H×K,W⊕U) µE((g,h),k)((G×H,V⊕W ),(K,U))y
Eg(G,V ) ∧ E(h,k)(H ×K,W ⊕ U)
µE(g,(h,k))((G,V ),(H×K,W⊕U))
−−−−−−−−−−−−−−−−−−−−→ E(g,h,k)(G×H ×K,V ⊕W ⊕ U)
(4.71)
SV ∧ Eh(H,W )
ηEg (G,V )∧Id
−−−−−−−−→ Eg(G,V ) ∧ Eh(H,W )
µE(g,h)((G,V ),(H,W ))
−−−−−−−−−−−−−→ E(g,h)(G×H,V ⊕W )yτ yE(g,h)(τ)
Eh(H,W ) ∧ S
V
Id∧ηEg (G,V )
−−−−−−−−→ Eh(H,W ) ∧ Eg(G,V )
µE(h,g)((H,W ),(G,V ))
−−−−−−−−−−−−−→ E(h,g)(H ×G,W ⊕ V )
(4.72)
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Moreover, we have
µE(g,h)((G,V ), (H,W ))(x ∧ y) = µ
E
(h,g)((H,W ), (G,V ))(y ∧ x) (4.73)
for any x ∈ Eg(G,V ) and y ∈ Eh(H,W ).
Proof. In this proof, I identify the end Fg(G,V ) in the space Eg(G,V ) with the points of
the form (a, 0, 0), i.e. 1a+ 00, in the space (4.64) as indicated in Remark 4.5.20. And if the
coordinate t2 in a point t1a+ t2b is zero, then b is the zero vector.
(i) Unity.
Let v ∈ SV and w ∈ SW . Let
v = v1 ∧ v2, with v1 ∈ S
V g , and v2 ∈ S
(V g)⊥ ,
w = w1 ∧ w2, with w1 ∈ S
Wh , and w2 ∈ S
(Wh)⊥ ,
µE(g,h)
(
(G,V ), (H,W )
)
◦
(
ηEg (G,V ) ∧ η
E
h (H,W )
)
(v ∧ w)
is the basepoint if ‖v2‖
2 + ‖w2‖
2 > 1. If ‖v2‖
2 + ‖w2‖
2 6 1, it equals
[
(1−
√
‖v2‖2 + ‖w2‖2)ηg(G,V )(v1) ∧ ηh(H,W )(w1) +
√
‖v2‖2 + ‖w2‖2(v2 + w2)
]
. (4.74)
On the other direction, ηE(g,h)(G×H,V ⊕W )(v ∧ w) is the basepoint if ‖v2 + w2‖ > 1.
Note that since v2 and w2 are orthogonal to each other, ‖v2 + w2‖
2 = ‖v2‖
2 + ‖w2‖
2.
If ‖v2 + w2‖ 6 1, it is
[(1−
√
‖v2‖2 + ‖w2‖2)ηg(G,V )(v1) ∧ ηh(H,W )(w1) +
√
‖v2‖2 + ‖w2‖2(v2 + w2)], (4.75)
which is equal to the term in (4.74) by Proposition 4.5.16 (ii).
(ii) Associativity.
Let x = [t1a1 + t2b1] be a point in Eg(G,V ), y = [s1a2 + s2b2] a point in Eh(H,W ), and
z = [r1a3 + r2b3] a point in Ek(K,U).
µE((g,h),k)((G×H,V ⊕W ), (K,U)) ◦ (µ
E
(g,h)((G,V ), (H,W )) ∧ Id)(x ∧ y ∧ z)
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is the basepoint if t22 + s
2
2 + r
2
2 > 1.
If t22 + s
2
2 + r
2
2 6 1,
µE((g,h),k)((G×H,V ⊕W ), (K,U)) ◦ (µ
E
(g,h)((G,V ), (H,W )) ∧ Id)(x ∧ y ∧ z)
=µE((g,h),k)((G×H,V ⊕W ), (K,U))
([(1−
√
t22 + s
2
2)µ
F
g,h((G,V ), (H,W ))(a1 ∧ a2) +
√
t22 + s
2
2(b1 + b2)] ∧ z)
=[(1−
√
t22 + s
2
2 + r
2
2)µ
F
((g,h),k)((G×H,V ⊕W ), (K,U))(µ
F
g,h((G,V ), (H,W ))(a1 ∧ a2) ∧ a3)
+
√
t22 + s
2
2 + r
2
2(b1 + b2 + b3)]
Note that
(
√
t22 + s
2
2)
2 + u22 = (
√
t22 + s
2
2 + u
2
2)
2
Then let’s consider the other direction.
µE(g,(h,k))((G,V ), (H ×K,W ⊕ U)) ◦ (Id ∧ µ
E
(h,k)(H ×K,W ⊕ U))(x ∧ y ∧ z)
is the basepoint if t22 + s
2
2 + r
2
2 > 1.
If t22 + s
2
2 + r
2
2 6 1,
µE(g,(h,k))((G,V ), (H ×K,W ⊕ U)) ◦ (Id ∧ µ
E
(h,k)(H ×K,W ⊕ U))(x ∧ y ∧ z)
=µE(g,(h,k))((G,V ), (H ×K,W ⊕ U))
(x ∧ [(1−
√
r22 + s
2
2)µ
F
(h,k)((H,W ), (K,U))(a2 ∧ a3) +
√
r22 + s
2
2(b2 + b3)])
=[(1−
√
t22 + s
2
2 + r
2
2)µ
F
(g,(h,k))((G,V ), (H ×K,W ⊕ U))(a1 ∧ µ
F
(h,k)((H,W ), (K,U))(a2 ∧ a3))
+
√
t22 + s
2
2 + r
2
2(b1 + b2 + b3)],
which is equal to
[(1−
√
t22 + s
2
2 + r
2
2)µ
F
((g,h),k)((G×H,V ⊕W ), (K,U))(µ
F
(g,h)((G,V ), (H,W ))(a1 ∧ a2) ∧ a3)
+
√
t22 + s
2
2 + r
2
2(b1 + b2 + b3)]
by Proposition 4.5.16 (ii).
(iii) Centrality of unit.
Let v ∈ SV and x = [t1a+ t2b] a point in Eh(H,W ).
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E(g,h)(τ) ◦ µ
E
(g,h)((G,V ), (H,W )) ◦ (η
E
g (G,V ) ∧ Id)(v ∧ x)
is the base point if ‖v2‖
2 + t22 > 1. If ‖v2‖
2 + t22 6 1, it’s
[(1−
√
‖v2‖2 + t22)µ
F
(g,h)((G,V ), (H,W ))(ηg(G,V )(v1) ∧ a) +
√
‖v2‖2 + t22(v2 + b)]
=[(1−
√
‖v2‖2 + t22)µ
F
(h,g)((H,W ), (G,V ))(a ∧ ηg(G,V )(v1)) +
√
‖v2‖2 + t22(v2 + b)],
by Proposition 4.5.16 (ii).
µE(h,g)((H,W ), (G,V )) ◦ (Id ∧ η
E
h (H,W )) ◦ τ(v ∧ x)
is the base point if ‖v2‖
2 + t22 > 1. If ‖v2‖
2 + t22 6 1, it’s
[(1−
√
‖v2‖2 + t22)µ
F
(h,g)((H,W ), (G,V ))(a ∧ ηg(G,V )(v1)) +
√
‖v2‖2 + t22(v2 + b)].
So the centrality of unit diagram commutes.
(iv) According to the formula of µE(g,h)((G,V ), (H,W )) and Proposition 4.5.16 (iv),
µE(g,h)((G,V ), (H,W ))(x∧y) = [(1−
√
t22 + s
2
2)µ
F
g,h((G,V ), (H,W ))(a1∧a2)+
√
t22 + s
2
2(b1+
b2)] = [(1−
√
t22 + s
2
2)µ
F
h,g((H,W ), (G,V ))(a2∧a1)+
√
t22 + s
2
2(b2+b1)] = µ
E
(h,g)((H,W ), (G,V ))(y∧
x).
Theorem 4.5.27. Let ∆G : G −→ G×G be the diagonal map g 7→ (g, g). For G−representations
V and W , let
(∆G)
∗
V⊕W : E(G×G,V ⊕W ) −→ E(G,V ⊕W )
denote the restriction map defined by the formula (4.93). Then
E : IG −→ GT
together with the unit map ηE defined in (4.66) and the multiplication ∆∗G◦µ
E((G,−), (G,−))
gives a commutative IG−FSP that weakly represents QEll
∗
G(−).
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Proof. Let G, H, K be compact Lie groups, V an orthogonal G−representation , W an
orthogonal H−representation and U an orthogonal K−representation.
Let
X =
∏
g∈Gtorsconj
αg ∈ E(G,V ); Y =
∏
h∈Htorsconj
βh ∈ E(H,W ); Z =
∏
k∈Ktorsconj
γk ∈ E(K,U).
First let’s check the diagram of unity commutes.
Let v ∈ SV and w ∈ SW . µE((G,V ), (H,W )) ◦ (ηE(G,V ) ∧ ηE(H,W ))(v ∧ w) is
∏
g∈Gtorsconj ,h∈H
tors
conj
(
(g′, h′) 7→ µE(g,h)((G,V ), (H,W )) ◦ (η
E
g (G,V )∧ η
E
h (H,W ))(g
′ · v ∧ h′ ·w)
)
.
(4.76)
ηE(G×H,V ⊕W )(v ∧ w) is
∏
g∈Gtorsconj ,h∈H
tors
conj
(
(g′, h′) 7→ ηE(g,h)(G×H,V ⊕W )(g
′ · v ∧ h′ · w)
)
, (4.77)
which is equal to the term (4.76) by Lemma 4.5.26.
Next let’s check the diagram of associativity commutes.
µE((G×H,V ⊕W ), (K,U)) ◦ (µE((G,V ), (H,W )) ∧ Id)(X ∧ Y ∧ Z)
is
∏
g∈Gtorsconjh∈H
tors
conj ,k∈G
tors
conj
(
(g′, h′, k′) 7→
µE((g,h),k)((G×H,V ⊕W ), (K,U)) ◦ (µ
E
(g,h)((G,V ), (H,W )) ∧ Id)(αg(g
′) ∧ βh(h
′) ∧ γk(k
′))
)
And
µE((G,V ), (H ×K,W ⊕ U)) ◦ (Id ∧ µE(H ×K,W ⊕ U))(X ∧ Y ∧ Z)
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is
∏
g∈Gtorsconjh∈H
tors
conj ,k∈G
tors
conj
(
(g′, h′, k′) 7→
µE(g,(h,k))((G,V ), (H ×K,W ⊕ U)) ◦ (Id ∧ µ
E
(h,k)(H ×K,W ⊕ U))(αg(g
′) ∧ βh(h
′) ∧ γk(k
′))
)
By Lemma 4.5.26, the two terms are equal.
Then let’s check the diagram of centrality of unit commutes.
E(τ) ◦ µE((G,V ), (H,W )) ◦ (ηE(G,V ) ∧ Id)(v ∧X)
is
∏
g∈Gtorsconj ,h∈H
tors
conj
(
(h′, g′) 7→ E(g,h)(τ)◦µ
E
(g,h)((G,V ), (H,W ))◦(η
E
g (G,V )∧Id)((g
′·v)∧βh(h
′))
)
µE((H,W ), (G,V )) ◦ (Id ∧ ηE(H,W )) ◦ τ(v ∧X)
is
∏
g∈Gtorsconj ,h∈H
tors
conj
(
(h′, g′) 7→ µE(h,g)((H,W ), (G,V )) ◦ (Id ∧ η
E
h (H,W )) ◦ τ((g
′ · v) ∧ βh(h
′))
)
The two terms are equal. So the centrality of unit diagram commutes.
Moreover, let’s check
µE((G,V ), (H,W ))(X ∧ Y ) = µE((H,W ), (G,V ))(Y ∧X). (4.78)
By Lemma 4.5.26,
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µE((G,V ), (H,W ))(X ∧ Y ) =
∏
g∈Gtorsconj ,h∈H
tors
conj
(
(g′, h′) 7→ µE(g,h)((G,V ), (H,W ))(αg(g
′) ∧ βh(h
′))
)
=
∏
g∈Gtorsconj ,h∈H
tors
conj
(
(h′, g′) 7→ µE(h,g)((H,W ), (G,V ))(βh(h
′) ∧ αg(g
′))
)
= µE((H,W ), (G,V ))(Y ∧X).
Therefore we have the commutativity of E.
Remark 4.5.28. For each g ∈ Gtorsconj, consider
E(G,V )g := MapCG(g)(G,Eg(G,V )).
It has the relation with E(G,V )
E(G,V ) =
∏
g∈Gtorsconj
E(G,V )g.
Moreover, we can define a unit map ηE
′
g (G,V ) and a multiplication map µ
E′
(g,h)((G,V ), (H,W )).
Let
ηE
′
g (G,V ) : S
V −→ E(G,V )g
be the map defined by
v 7→ (α 7→ ηEg (G,V )(α · v)). (4.79)
Let µE
′
(g,h)((G,V ), (H,W )) : E(G,V )g ∧E(H,W )h −→ E(G×H,V ⊕W )(g,h) denote the
map sending
αg ∧ βh
to
(g′, h′) 7→ µE(g,h)((G,V ), (H,W ))
(
αg(g
′) ∧ βh(h
′)
)
. (4.80)
We have the relations
ηE(G,V ) =
∏
g∈Gtorsconj
ηE
′
g (G,V ), µ
E((G,V ), (H,W )) =
∏
g∈Gtorsconj
µE
′
g ((G,V ), (H,W )).
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The proof of Theorem 4.5.27 also shows that E(G,−)g is a IG−FSP with the unit map
ηE
′
g (G,−) and the multiplication ∆
∗
G ◦ µ
E′
(g,g)((G,−), (G,−)).
Remark 4.5.29. Definition 4.4.11 gives a way how an orthogonal spectrum gives orthogonal
G−spectra. Then we may ask under what condition a given orthogonal G−spectrum is part
of a global family, i.e. arise from an orthogonal spectrum in the way indicated in Definition
4.4.11. There is a criterion. The two conditions below are equivalent:
(a) The G−spectrum Y is isomorphic to an orthogonal G−spectrum of the form X〈G〉
for some orthogonal spectrum X;
(b) for every trivial G−representation V the G−action on Y (V ) is trivial.
It’s straightforward to check E doesn’t satisfy the condition (b), so it cannot arise from
an orthogonal spectrum.
Proposition 4.5.30. Let G be any compact Lie group. Let V be an ample orthogonal
G−representation and W an orthogonal G−representation.
Let σEG,V,W : S
W ∧E(G,V ) −→ E(G,V ⊕W ) denote the structure map of E defined by
the unit map ηE(G,V ). Let σ˜EG,V,W denote the right adjoint of σ
E
G,V,W . Then
σ˜EG,V,W : E(G,V ) −→ Map(S
W , E(G,V ⊕W ))
is a G−weak equivalence.
Proof. From the formula of ηE(G,V ), we can get an explicit formula for
σ˜EG,V,W : E(G,V ) −→ Map(S
W , E(G,V ⊕W )).
For any element
α :=
∏
g∈Gtorsconj
αg
in
E(G,V ) =
∏
g∈Gtorsconj
MapCG(g)(G,Eg(G,V )).
Let w be an element in SW . For each g ∈ Gtorsconj , w has a unique decomposition
w = w1g ∧ w
2
g
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with w1g ∈ S
W g and w2g ∈ S
(W g)⊥ . σ˜EG,V,W sends α to
w 7→
( ∏
g∈Gtorsconj
g′ 7→ ∆∗G ◦ µ
E
(g,g)((G,V ), (G,W ))(αg(g
′), ηEg (G,W )(g
′ · w))
)
.
It suffices to show that for each g ∈ Gtorsconj , the map
σ˜EG,g,V,W : Eg(G,V ) −→ MapCG(g)(S
W , Eg(G,V ⊕W )) (4.81)
x 7→
(
w 7→ ∆∗G ◦ µ
E
(g,g)((G,V ), (G,W ))(x, η
E
g (G,W )(w))
)
(4.82)
is a CG(g)−weak equivalence.
I check for each closed subgroup H of CG(g), the map (σ˜
E
G,g,V,W )
H on the fixed point
space is a homotopy equivalence.
Case I: g ∈ H.
Eg(G,V )
H is the space Fg(G,V )
H . By Proposition 4.5.16,
σ˜g(G,V,W )
H : Fg(G,V )
H −→ MapH(S
W g , Fg(G,V ⊕W ))
is a weak equivalence.
By Theorem 4.3.7,
MapH(S
W , Eg(G,V ⊕W )) −→ MapH(S
W g , Fg(G,V ⊕W )), f 7→ f |SW g
is a homotopy equivalence.
And we have the diagram below whose commutativity can be checked directly by apply-
ing the formula (4.82).
Fg(G,V )
H ≃ //
))SSS
SSS
SSS
SSS
SSS
MapH(S
W g , Fg(G,V ⊕W ))
MapH(S
W , Eg(G,V ⊕W ))
≃
OO
(4.83)
So
σ˜EG,g,V,W : Fg(G,V )
H −→ MapH(S
W g , Fg(G,V ⊕W ))
is a homotopy equivalence.
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Case II: g is not in H.
In this case, Eg(G,V )
H is contractible. It suffices to show that MapH(S
W , Eg(G,V ⊕W )
is also contractible.
Note that for any closed subgroup H ′ of H, Eg(G,V ⊕W )
H′ is contractible. So for each
n−cell H/H ′ ×Dn of SW , it’s mapped to Eg(G,V ⊕W )
H′ unique up to homotopy.
So MapH(S
W , Eg(G,V ⊕W ) is contractible.
Therefore σ˜EG,g,V,W is a CG(g)−weak equivalence. So σ˜
E
G,V,W is a G−weak equivalence.
By Proposition 4.5.18 and Proposition 4.5.30 we can get the conclusion below.
Corollary 4.5.31. For any compact Lie group G, any faithful G−representation V , E(G,V )
represents QEllVG(−) weakly in the sense
πk(E(G,V )) = QEll
V
G(S
k). (4.84)
4.5.5 The Restriction map
Let G be a compact Lie group. For any complex inner product space V , KU(V ) has an
O(V )−action inheriting from that on V . Any real representation ρ : G −→ O(V ) defines a
G−action on E(G,V ). In this section I construct the restriction maps E(G,V ) −→ E(H,V )
for group homomorphisms H −→ G.
Let φ : H −→ G be a group homomorphism and V a G−representation. From the
change of group isomorphism, for any homomorphism of compact Lie groups φ : H −→ G
and H−space X, we have
QEll∗G(G×H X)
isomorphic to
QEll∗H(X).
Thus, for any subgroup K of H, we have the isomorphism
QEllnG(G/K) = QEll
n
G(G×H H/K)
∼= QEllnH(H/K).
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So by Proposition 4.5.18 the space E(G,V )K is homotopy equivalent to E(H,V )K when V
is a faithful G−representation. It implies when we consider E(G,V ) as an H−space, it is
H−weak equivalent to E(H,V ).
As indicated in Remark 4.5.29, the orthogonal G−spectrum E(G,−) cannot arise from
an orthogonal spectrum. As a result, the restriction map E(G,V ) −→ E(H,V ) cannot
be a homeomorphism. We construct in this section a restriction map φ∗V that is H−weak
equivalence such that the diagram below commutes.
πk(E(G,V ))
∼=
−−−−→ QEllVG(S
k)yπk(φ∗V ) yφ∗
πk(E(H,V ))
∼=
−−−−→ QEllVH(S
k)
(4.85)
where φ∗ is the restriction map of quasi-elliptic cohomology.
Now let’s start the construction of the restriction map φ∗V . Let X be a G−space. Let
g ∈ Gtors and h ∈ Htors.
The group homomorphism φ : H −→ G sends CH(h) to CG(g) and also gives
φ∗ : ΛH(h) −→ ΛG(φ(h)), [h
′, t] 7→ [φ(h′), t].
φ induces an H−action on X. Especially, Xg = Xh and φ∗ induces a ΛH(h)−action on it
for each h ∈ Htors.
We can define a homotopy equivalence
Pg(G,V ) : MapG(X,MapCG(g)(G,Eg(G,V ))) −→ MapCG(g)(X
g, Fg(G,V ))
similar to that defined in (4.36), as shown below.
Let
f˜ : X −→ MapCG(g)(G,Eg(G,V ))
be a G−map. Pg(G,V )(f˜) is defined as the composition
Xg
fg
−−−−→ MapCG(g)(G,Eg(G,V ))
α7→α(e)
−−−−−→ Fg(G,V ) (4.86)
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Let’s first consider the equivalent definition of quasi-elliptic cohomology
QEll∗G(X) =
∏
g∈Gtors
K∗ΛG(g)(X
g)
with the product over all the torsion elements of G. With this definition, the restriction
map can have a relatively simple form.
For each g ∈ Gtors, we first define the map
Resφ,g : MapCG(g)(G,Eg(G,V )) −→
∏
τ
MapCH(τ)(H,Eτ (H,V ))
in the form
∏
τ
(
Rφ,τ : MapCG(g)(G,Eg(G,V )) −→ MapCH(τ)(H,Eτ (H,V ))
)
where τ goes over all the elements τ in Htors such that φ(τ) = g. Then we will combine all
the Resφ,gs to define the restriction map φ
∗
V .
The restriction map
φ∗V : E(G,V ) −→ E(H,V )
to be defined should make the diagram (4.87) commute, which implies that (4.85) commutes.
Xg
=
²²
// X
=
²²
f˜ // MapCG(g)(G,Eg(G,V ))
Rφ,τ
²²
α7→α(e)// Fg(G,V )
res|
ΛG(g)
ΛH (τ)
²²
Xτ // X
Rφ,τ◦f˜// MapCH(τ)(H,Eτ (H,V ))
β 7→β(e)// Fτ (H,V )
(4.87)
where res|
ΛG(g)
ΛH(τ)
is the restriction map defined in (4.88).
Let τ ∈ Htors and g = φ(h). Then we have the isomorphism
aτ : (V )
R
g ⊕ V
g −→ (V )Rτ ⊕ V
τ
sending v to v. For any [b, t] ∈ ΛH(h), aτ ([φ(b), t]v) = [b, t]aτ (v).
In addition, we have the restriction map res|
ΛG(g)
ΛH(τ)
: Fg(G,V ) −→ Fτ (H,V ) defined
as below. Let β : S(V )
R
g −→ KU((V )Rg ⊕ V
g) be a R−equivariant map. Note that S(V )
R
τ
and S(V )
R
g have the same underlying space, and (V )Rg ⊕ V
g and (V )Rτ ⊕ V
τ have the same
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underlying vector space.
res|
ΛG(g)
ΛH(τ)
(β) is defined to be the composition
S(V )
R
τ
x7→x
−−−−→ S(V )
R
g
β
−−−−→ KU((V )Rg ⊕ V
g)
KU(aτ )
−−−−−→ KU((V )Rτ ⊕ V
τ ) (4.88)
which is the identity map on the underlying spaces.
Let ψ : K −→ H be another group homomorphism and ψ(k) = h for some k ∈ K. Then
we have
res|
ΛH(h)
ΛK(k)
◦ res|
ΛG(g)
ΛH(h)
= res|
ΛG(g)
ΛK(k)
(4.89)
Note S(G,V )g has the same underlying space as S(H,V )τ . Consider the join of maps
res|
ΛG(g)
ΛH(τ)
∗ Id : Fg(G,V ) ∗ S(G,V )g −→ Fτ (H,V ) ∗ S(H,V )τ (4.90)
It is the identity map on the underlying space and has the equivariant property: for any
a ∈ CH(τ), x ∈ H,
res|
ΛG(g)
ΛH(τ)
∗ Id(φ(a) · x) = a · res|
ΛG(g)
ΛH(τ)
∗ Id(x). (4.91)
res|
ΛG(g)
ΛH(τ)
∗ bτ gives a well-defined map on the quotient space Eg(G,V ) −→ Eτ (H,V ).
Let’s use rφ,τ to denote this map. It also has the equivariant property as (4.91).
For any ρ in MapCG(g)(G,Eg(G,V )), let Rφ,τ (ρ) be the composition
H
φ
−−−−→ G
ρ
−−−−→ Eg(G,V )
rφ,τ
−−−−→ Eτ (H,V ). (4.92)
Rφ,τ (ρ) is CH(τ)−equivariant:
Rφ,τ (ρ)(ah) = rφ,τ (ρ(φ(ah))) = rφ,τ (ρ(φ(a)φ(h)))
= arφ,τ (ρ(φ(h))) = a ·Rφ,τ (ρ)(h),
for any a ∈ CH(τ), h ∈ H.
For any g ∈ Imφ, Resφ,g is defined to be
∏
τ
Rφ,τ
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where τ goes over all the τ ∈ Htors such that φ(τ) = g. The restriction map is defined to
be
φ∗V :=
∏
g
Resg : E(G,V ) −→ E(H,V ) (4.93)
where g goes over all the elements in Gtors in the image of φ.
Lemma 4.5.32. (i) Rτ defined in (4.92) is the restriction map making the diagram
MapCG(g)(G,Eg(G,V ))
Rφ,τ
²²
α7→α(e)// Fg(G,V )
res|
ΛG(g)
ΛH (τ)
²²
MapCH(τ)(H,Eτ (H,V ))
β 7→β(e)// Fτ (H,V )
(4.94)
commute. So the restriction map φ∗V makes the diagram (4.87) commute.
(ii)Let φ : H −→ G and ψ : K −→ H be two group homomorphism and V a G−representation.
Then
ψ∗V ◦ φ
∗
V = (φ ◦ ψ)
∗
V .
The composition is associative.
(iii) Id∗V : E(G,V ) −→ E(G,V ) is the identity map.
Proof. It’s straightforward to check by the formula (4.92) and that the restriction map of
the global K-theory is associative.
(i) Rφ,τ (α)(e) = rφ,τ ◦ α(e) = res|
ΛG(g)
ΛH(τ)
α(e). So the diagram (4.94) commutes, which
implies (4.87) commutes.
(ii) Let ρg : G −→ Eg(G,V ) be a CG(g)−equivariant map for each g ∈ G
tors. Note that
if we have ψ(σ) = τ and φ(τ) = g, then rφ,τ ◦ rψ,σ = rφ◦ψ,σ since both sides are identity
maps on the underlying spaces.
Then we have for any k ∈ K,
ψ∗V ◦ φ
∗
V (
∏
g∈Gtors
ρg) =
∏
g
∏
τ
∏
σ
rψ,σ ◦ rφ,τρg(φ(ψ(k)))
=
∏
g
∏
τ
∏
σ
rψ◦φ,σρg(φ ◦ ψ(k)) = (φ ◦ ψ)
∗
V (
∏
g∈Gtors
ρg)
where τ goes over all the elements in Htors with φ(τ) = g and σ goes over all the elements
in Ktors with ψ(σ) = τ . So
ψ∗V ◦ φ
∗
V = (φ ◦ ψ)
∗
V .
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(iii) For the identity map Id : G −→ G, by the formula of the restriction map, Id∗V (
∏
g∈Gtors
ρg) =∏
g∈Gtors
ρg, thus, is the identity.
We also show the construction of the restriction map for the equivalent definition of
quasi-elliptic cohomology
QEll∗G(X) =
∏
g∈Gtorsconj
K∗ΛG(g)(X
g),
which is unique up to G−homeomorphism.
For each g ∈ Gtorsconj , we first define the map
Rescφ,g : MapCG(g)(G,Eg(G,V )) −→
∏
τ
MapCH(τ)(H,Eτ (H,V ))
in the form
∏
τ
(
Rcφ,τ : MapCG(g)(G,Eg(G,V )) −→ MapCH(τ)(H,Eτ (H,V ))
)
where τ goes over all the elements τ in Htorsconj such that φ(τ) is conjugate to g in G. Then
we combine all the Rescφ,gs to define the restriction map φ˜
∗
V .
Let τ ∈ Htorsconj and g = g
−1
τ φ(h)gτ for some gτ ∈ G. Then we have the isomorphism
acφ,τ : (V )
R
g ⊕ V
g −→ (V )Rτ ⊕ V
τ
sending v to gτ · v. For any b ∈ CH(h), acφ,τ (φ(b)v) = (gτ bg
−1
τ )acφ,τ (v).
In addition, we have the restriction map resc|
ΛG(g)
ΛH(τ)
: Fg(G,V ) −→ Fτ (H,V ) defined
as below. Let β : S(V )
R
g −→ KU((V )Rg ⊕ V
g) be a R−equivariant map. Note that S(V )
R
τ
and S(V )
R
g have the same underlying space, and (V )Rg ⊕ V
g and (V )Rτ ⊕ V
τ have the same
underlying vector space.
resc|
ΛG(g)
ΛH(τ)
(β) is defined to be the composition
S(V )
R
τ
x7→g−1τ x−−−−−→ S(V )
R
g
β
−−−−→ KU((V )Rg ⊕ V
g)
KU(acφ,τ )
−−−−−−−→ KU((V )Rτ ⊕ V
τ ) (4.95)
Note that different choice of gτ leads to a difference by a CG(g)−homeomorphism on the
domain.
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Let ψ : K −→ H be another group homomorphism and h−1k ψ(k)hk = τ for some k ∈ K
and hk ∈ H. Then we have
g−1τ φ(hk)
−1φ ◦ ψ(k)φ(hk)gτ = g. (4.96)
With this choice of gτ and hk fixed, we have
resc|
ΛH(h)
ΛK(k)
◦ resc|
ΛG(g)
ΛH(h)
(β)(x) = KU(acψ,k)KU(acφ,τ )β(g
−1
τ φ(hk)
−1x)
=KU(acφ◦ψ,k)β((φ(hk)gτ )
−1 · x) = resc|
ΛG(g)
ΛK(k)
(β)(x).
Thus,
resc|
ΛH(h)
ΛK(k)
◦ resc|
ΛG(g)
ΛH(h)
= resc|
ΛG(g)
ΛK(k)
(4.97)
Moreover, we have the map bφ,τ : S(G,V )g −→ S(H,W )τ sending w to gτw. Note
S(G,V )g has the same underlying space as S(H,V )τ . It’s straightforward to check
bψ,k ◦ bφ,τ = bφ◦ψ,k. (4.98)
Consider the join of maps
resc|
ΛG(g)
ΛH(τ)
∗ bφ,τ : Fg(G,V ) ∗ S(G,V )g −→ Fτ (H,V ) ∗ S(H,V )τ (4.99)
Note that g−1τ CH(φ(h))gτ is a subgroup of CG(g). It has the equivariant property: for any
a ∈ CH(τ), x ∈ H,
resc|
ΛG(g)
ΛH(τ)
∗ bφ,τ (g
−1
τ φ(a)gτ · x) = a · resc|
ΛG(g)
ΛH(τ)
∗ bφ,τ (x). (4.100)
resc|
ΛG(g)
ΛH(τ)
∗ bφ,τ gives a well-defined map on the quotient space Eg(G,V ) −→ Eτ (H,V ).
Let’s use rcφ,τ (V ) to denote this map. It also has the equivariant property as (4.100).
For any ρ in MapCG(g)(G,Eg(G,V )), let Rcφ,τ (ρ) be the composition
H
g−1τ φ(−)gτ−−−−−−−→ G
ρ
−−−−→ Eg(G,V )
rφ,τ
−−−−→ Eτ (H,V ). (4.101)
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Rcφ,τ (ρ) is CH(τ)−equivariant:
Rcφ,τ (ρ)(ah) = rcφ,τ
(
ρ(g−1τ φ(ah)gτ )
)
= rcφ,τ (ρ((g
−1
τ φ(a)gτ )(g
−1
τ φ(h)gτ )))
= rcφ,τ
(
g−1τ φ(a)gτρ(g
−1
τ φ(h)gτ )
)
= a · rcφ,τ (ρ(g
−1
τ φ(h)gτ ))
= a ·Rcφ,τ (ρ)(h),
for any a ∈ CH(τ), h ∈ H.
For any g ∈ Imφ, Rescg is defined to be
∏
τ
Rcφ,τ
where τ goes over all the τ ∈ Htorsconj such that φ(τ) is conjugate to g in G. The restriction
map is defined to be
φ˜∗V :=
∏
g
Rescg : E(G,V ) −→ E(H,V ) (4.102)
where g goes over all the elements in Gtorsconj that are G−conjugate to some element in φ(H).
Lemma 4.5.33. (i) Rcτ defined in (4.92) is the restriction map making the diagram
MapCG(g)(G,Eg(G,V ))
Rcφ,τ
²²
α7→α(e)// Fg(G,V )
resc|
ΛG(g)
ΛH (τ)
²²
MapCH(τ)(H,Eτ (H,V ))
β 7→β(e)// Fτ (H,V )
(4.103)
commute. So the restriction map φc∗V makes the diagram (4.104)commute.
Xg
=
²²
// X
=
²²
f˜ // MapCG(g)(G,Eg(G,V ))
Rcφ,τ
²²
α7→α(e)// Fg(G,V )
resc|
ΛG(g)
ΛH (τ)
²²
Xτ // X
Rcφ,τ◦f˜// MapCH(τ)(H,Eτ (H,V ))
β 7→β(e)// Fτ (H,V )
(4.104)
So the restriction map φc∗V also makes the diagram (4.85) commute.
(ii)Let φ : H −→ G and ψ : K −→ H be two group homomorphism and V a G−representation.
Then
ψ˜∗V ◦ φ˜
∗
V = φ˜ ◦ ψ
∗
V .
The composition is associative.
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(iii) Let Id : G −→ G be the identity map. Then I˜d
∗
V : E(G,V ) −→ E(G,V ) is the
identity map.
Proof. It’s straightforward to check by the formula (4.101).
(i) Rcφ,τ (α)(e) = rcφ,τ ◦α(e) = resc|
ΛG(g)
ΛH(τ)
α(e). So the diagram (4.103) commutes, which
implies (4.104) commutes.
(ii) Let ρg : G −→ Eg(G,V ) be a CG(g)−equivariant map for each g ∈ G
tors. Note that
if we have h−1σ ψ(σ)hσ = τ and g
−1
τ φ(τ)gτ = g for some hσ ∈ H and gτ ∈ G, then we have
g−1τ φ(hσ)
−1φψ(σ)φ(hσ)gτ = g. Moreover, we have rcφ,τ ◦ rcψ,σ = rcφ◦ψ,σ since (4.97) and
(4.98) hold.
Then we have for any k ∈ K,
ψ˜∗V ◦ φ˜
∗
V (
∏
g∈Gtorsconj
ρg) =
∏
g
∏
τ
∏
σ
rψ,σ ◦ rφ,τρg(g
−1
τ φ(h
−1
σ ψ(k)hσ)gτ )
=
∏
g
∏
τ
∏
σ
rψ◦φ,σρg(g
−1
τ φ(hσ)
−1φψ(k)φ(hσ)gτ ) = φ˜ ◦ ψ
∗
V (
∏
g∈Gtorsconj
ρg)
where τ goes over all the elements in Htorsconj with g
−1
τ φ(τ)gτ = g and σ goes over all the
elements in Ktors with h−1σ ψ(σ)hσ = τ . So
ψ˜∗V ◦ φ˜
∗
V = φ˜ ◦ ψ
∗
V .
(iii) For the identity map Id : G −→ G, by the formula of the restriction map, I˜d
∗
V (
∏
g∈Gtorsconj
ρg) =∏
g∈Gtorsconj
ρg, thus, is the identity.
4.6 Global Idea
As indicated in Remark 4.5.29, the orthogonal G−spectrum E(G,−) cannot arise from an
orthogonal spectrum. In Section 4.6 we express my thinking how to view these orthogonal
G−spectra globally, on the way to that we introduce a new perspective to view the theory,
quasi-elliptic cohomology.
Let’s consider two categories first. For each compact Lie group G, we can construct a
category I ′G with objects σ ∈ G
tors and morphisms Mor(σ, σ′) = ΛG(σ, σ
′), which is the
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quotient of CG(σ, σ
′)× R under the action of Z
(g, t) 7→ (gσ, t+ 1) = (σ′g, t+ 1).
I ′G is a groupoid. A skeleton sk(I
′
G) of I
′
G is the category with objects σ ∈ G
tors
conj with
Mor(σ, σ) = ΛG(σ).
Each group homomorphism ρ : H −→ G gives a functor
ρ∗ : I
′
H −→ I
′
G (4.105)
sending τ ∈ Htors to ρ(τ). If ρ is a group isomorphic, ρ∗ is an isomorphism of categories.
Then we define I ′ with objects I ′G for each compact Lie group G, and morphisms ρ∗ :
I ′H −→ I
′
G given by group homomorphisms ρ. We have well-defined functor from the
category of compact Lie groups to I ′ sending G to I ′G.
I ′ is a symmetric strict monoidal category. We have the isomorphism of groupoids
I ′G ×T I
′
H −→ I
′
G×H sending (σ, τ) 7→ (σ, τ), and on morphisms ([g, t], [h, t]) 7→ [(g, h), t].
The unit object is I ′e, which has one object e and the morphisms Λe(e) = T, i.e. the circle.
Example 4.6.1. For each G−space X, we have the functor
e(X) : I ′G −→ GT
sending all the objects σ to X, and a morphism α = [g, t] ∈Mor(σ, σ′) to the identity map.
Example 4.6.2. Let X be a G−space. We can define a I ′G−space
LG(X) : I
′
G −→ T , g 7→ X
g.
Let α = [g, t] ∈Mor(σ, σ′). LG(X)(α) : X
σ −→ Xσ
′
is defined by x 7→ gx.
For each compact Lie group G, we have the functor
LG : GT −→ I
′
GT , X 7→ LG(X).
A morphism φ : X −→ X ′ in GT gives the morphism between I ′G−spaces
φ∗ = {φσ : X
σ −→ X ′σ, x 7→ φ(x)}σ.
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Let ρ : H −→ G be any group homomorphism. We have the restriction ρ∗ : GT −→
HT , X 7→ ρ∗X and ρ∗ : I ′GT −→ I
′
HT , F 7→ F ◦ρ∗ with ρ∗ defined in (4.105). The diagram
LG(X)
ρ∗
²²
φ∗ // LG(X ′)
ρ∗
²²
LH(ρ
∗X)
φ∗ // LH(ρ∗X ′)
commutes.
So for each G−space X, we have a natural transformation, the restriction
ρ∗ : LG(X) −→ LH(ρ
∗X).
Especially, for each G−representation V , we have define the I ′G−space LG(S
V ).
Let IGS denote the category of IG−spectra, i.e. orthogonal G−spectra.
Example 4.6.3. Let V be a G−representation. We can define another I ′G−space
F (G,V ) : I ′G −→ T
sending the object σ to Fσ(G,V ). For a morphism α = [g, t] ∈Mor(σ, σ
′), it’s sent to
Fσ(G,V ) −→ Fσ′(G,V ), x 7→ αx
where αx is res|
ΛG(σ)
ΛG(σ′)
(x) defined in (4.88), i.e.
S(V )σ′
x7→g−1x
−−−−−→ S(V )σ
β
−−−−→ KU((V )σ ⊕ V
σ)
KU(aσ′ )−−−−−−→ KU((V )σ′ ⊕ V
σ′) (4.106)
Let iG : sk(I
′
G) −→ I
′
G be the inclusion of the subcategory, which is an equivalence of
categories.
MapI′GT (LG(X), F (G,V ))
∼= Mapsk(I′G)T (i
∗
GLG(X), i
∗
GF (G,V ))
∼=
∏
σ∈Gtorsconj
MapCG(σ)(X
σ,KUΛG(σ)).
(4.107)
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Example 4.6.4. First let’s see for each G−representation V , we can define
E(G,V ) : I ′G −→ T (4.108)
sending an object g to E(G,V )g which is defined in Remark 4.5.28.
It’s straightforward to check E(G,V ) is a well-defined I ′G−space: Let α = [g, t] ∈
ΛG(σ, σ
′) and f ∈ E(G,V )σ. Then E(G,V )(α) send each ρ ∈ E(G,V )σ to Rσ′(ρ) defined
in (4.92), i.e.
G
g′ 7→gg′
−−−−−→ G
ρ
−−−−→ Eσ(G,V )
rσ′ (V )−−−−→ Eσ′(G,V ). (4.109)
By Lemma 4.5.32 (ii), the composition law holds and for each Idσ = [e, 0] ∈ ΛG(σ, σ),
E(G,V )(Id) is the identity.
By Theorem 4.3.7,
∏
σ∈Gtorsconj
MapCG(σ)(X
σ, F (G,V )(σ)) is weakly equivalent to
∏
σ∈Gtorsconj
MapG(X, E(G,V )(σ)),
which is not
MapI′GT (e(X), E(G,V )).
But we do have a natural transformation P(G,V ) : E(G,V ) −→ F (G,V ). For each
σ ∈ Gtors, P(G,V )(σ) : E(G,V )(σ) −→ F (G,V )(σ) is defined by
MapCG(σ)(G,Eσ(G,V ))
f 7→f(e)
−−−−−→ Fσ(G,V ). (4.110)
4.7 The category S
Let’s consider the full subcategory S of the homotopy category Ho(Top) consisting of the
objects
{SG,g| G is a compact Lie group and g ∈ G}.
Let G be the category with objects {(G, g)|G is a compact Lie group and g ∈ G} and a
morphisms φ : (H,h) −→ (G, g) a group homomorphism from H to G sending h to g.
G is a lax symmetric monoidal category with product (G, g) × (H,h) = (G ×H, (g, h))
and unit object ({e}, e).
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We have a contravariant functor ρ : G −→ S sending an object (G, g) in G to SG,g.
For a morphism φ : (H,h) −→ (G, g), the restriction φ|〈h〉 : 〈h〉 −→ 〈g〉 is surjective. For
any subgroup K of 〈g〉, we have isomorphism of groups φK : 〈h〉/φ
−1(K) −→ 〈g〉/K. If K
is a maximal subgroup of 〈g〉, φ−1(K) is a maximal subgroup of 〈h〉.
Then for any f ∈ SG,g, ρ(φ)(f) is the composition
H
φ // G
f // ∗KE(〈g〉/K)
∗K(φ
−1
K )∗// ∗KE(〈h〉/φ−1(K))
i // ∗K′E(〈h〉/K ′)
where K goes over all the maximal subgroups of 〈g〉, K ′ goes over all the maximal subgroup
of 〈h〉, and the last map i is inclusion.
ρ is not symmetric monoidal. Let’s consider the contravariant functor
ρN : G −→ S, (G, g) 7→ SNG(g),g, (4.111)
where NG(g) denotes the normalizer of g in G.
For each morphism φ : (H,h) −→ (G, g), it gives a homomorphism φ : (NH(h), h) −→
(NG(g), g). For any f ∈ SG,g, ρN (φ)(f) is the composition
NH(h)
φ // NG(g)
f // ∗KE(〈g〉/K)
∗K(φ
−1
K )∗// ∗KE(〈h〉/φ−1(K))
i // ∗K′E(〈h〉/K ′) .
I’ll show SNG×H(h,g),(g,h) is NG(g)×NH(h)− weak equivalent to SNG(g),g ∗ SNH(h),h.
First let’s look at the fixed point spaces. Let K be a subgroup of NG×H(h, g) = NG(g)×
NH(h). For any (a, b) ∈ K, (a, b)〈(g, h)〉(a, b)
−1 is contained in K if and only if (g, h) ∈ K.
Thus, by Lemma 4.3.4, (
SNG(g),g ∗ SNH(h),h
)K
≃ ∅ (4.112)
if and only if (g, h) ∈ K; and
SKNG(g)×NH(h),(g,h) ≃ ∅ (4.113)
if and only if (g, h) ∈ K. Thus,
SNG(g),g ∗ SNH(h),h ≃NG(g)×NH(h) SNG(g)×NH(h),(g,h). (4.114)
Let’s see an easy fact. Let u denote the least common multiple of |h| and |g|. Then the
maximal subgroups of 〈(h, g)〉 are of the form 〈(h, g)
u
p 〉 for some prime p dividing u. And
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〈h
u
p 〉 (resp. 〈g
u
p 〉) is either a maximal subgroup of 〈h〉 (resp. 〈g〉) or the trivial group.
For each prime p dividing u, if the cyclic group 〈h
u
p 〉 is not trivial, it is isomorphic to
〈(h, g)
u
p 〉
By Milnor’s construction [45], for any topological group G, the universal space EG =
colimG ∗G ∗ · · · ∗G. We have a G−weak equivalence
κG : EG ∗ EG −→ EG
as the colimit of the maps
(∗n1G) ∗ (∗
m
1 G) −→ ∗
m+n
1 G
sending
(t1a1, · · · tnan), (tn+1b1, · · · tn+mbn+m)
to
(t1a1, tn+1b1, t2a2, tn+2b2, · · · tnan, tn+nbn, tn+n+1bn+1, · · · tn+mbm)
if n 6 m; to
(t1a1, tn+1b1, t2a2, tn+2b2, · · · tmam, tn+mbm, tm+1am+1, · · · tnan)
if n > m, where each tj > 0 and
n+m∑
j=1
tj = 1.
Let {pg} denote all the primes dividing |g| and {ph} denote all the primes dividing |h|.
Let A = {p ∈ Z|p divides both |h| and |g| and g
u
p and h
u
p are both nontrivial}. For any
r ∈ A, we have isomorphisms
〈g〉/〈g
|g|
r 〉 ∼= 〈(g, h)〉/〈(g, h)
u
r 〉, and 〈h〉/〈h
|h|
r 〉 ∼= 〈(g, h)〉/〈(g, h)
u
r 〉,
thus, homeomorphisms
fr : E
(
〈g〉/〈g
|g|
r 〉
)
∼= E
(
〈(g, h)〉/〈(g, h)
u
r 〉
)
, and gr : E
(
〈h〉/〈h
|h|
r 〉
)
∼= E
(
〈(g, h)〉/〈(g, h)
u
r 〉
)
.
Let κr denote the composition
E(〈g〉/〈g
|g|
r 〉) ∗ E(〈h〉/〈g
|h|
r 〉)
fr∗gr // E(〈(g, h)〉/〈(g, h)
u
r 〉) ∗ E(〈(g, h)〉/〈(g, h)
u
r 〉) // E(〈(g, h)〉/〈(g, h)
u
r 〉)
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where the last map is
κ
〈(g,h)〉/〈(g,h)
u
r 〉
.
Let
κ :
(
∗pg E(〈g〉/〈g
|g|
pg 〉)
)
∗
(
∗ph E(〈h〉/〈h
|h|
ph 〉)
)
−→ ∗p|uE(〈(g, h)〉/〈(g, h)
u
p 〉)
sends
∗pg 6∈Aapgαpg ∗ph 6∈A bphβph ∗r∈A dr(tr1αr1, βr2fr2)
in
∗pg 6∈AE(〈g〉/〈g
|g|
pg 〉) ∗ph 6∈A E(〈h〉/〈h
|h|
ph 〉) ∗r∈A
(
E(〈g〉/〈g
|g|
r 〉) ∗ E(〈h〉/〈h
|h|
r 〉)
)
,
to
∗pg 6∈Aapgαpg ∗ph 6∈A bphβph ∗r∈A drκr(tr1αr1, βr2fr2).
Then, we define Φ : SNG(g),g ∗SNH(h),h −→ SNG(g)×NH(h),(g,h) as the composition κ∗ ◦×,
sending (t1f1, t2f2) to a map
(a, b) 7→ κ(t1f1(a), t2f2(b)).
Φ is NG(g)×NH(h)−weak equivalence.
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Chapter 5
Real and real Quasi-elliptic
cohomology
In this chapter we construct Real and real quasi-elliptic cohomology.
Based on the definitions in [3], we formulate the definition of Real G−space and Real
orbifold vector bundle. From them, we give a reasonable definition of Real quasi-elliptic
cohomology. Moreover, we discuss the involution on the spectra.
5.1 Real K-theory
First let’s recall Real K-theory and its equivariant version in the sense of [6].
Definition 5.1.1. A Real space X is a compact space X with an involution x 7→ x.
Definition 5.1.2. Let X be a Real space. A Real vector bundle E over X is a complex
vector bundles E over X with a given involution E → E which takes the fibre Ex antilinearly
to Ex, and such that p(e) = p(e), where e ∈ E and p : E → X is the projection map.
KR(X) is defined to be the Grothendieck group of the isomorphism classes of Real vector
bundles over X.
Moreover, we can define equivariant space and bundle.
Definition 5.1.3. A Real Lie group G is a Lie group G with a Lie group involution g 7→ g
on it.
Definition 5.1.4. Let G be a Real Lie group with involution g 7→ g on it. A Real G−space
X is a G-space with an involution on it such that g · x = g · x.
Definition 5.1.5. Let G be a Real Lie group. A Real G−vector bundle over a Real G−space
X is a real vector bundle which is also a G−bundle, and is also a Real G−space.
The equivariant version KR∗G(X) with G a Real Lie group and X a Real G−space is
defined to be the Grothendieck group of the isomorphism classes of Real G−vector bundles
over X.
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5.2 Basic Constructions and Real quasi-elliptic
cohomology
In this section I will explain what Real quasi-elliptic cohomology should be.
We define the notion ”involution” for Lie groupoid G first.
Definition 5.2.1. Let G be a Lie groupoid. An involution on G is a covariant Lie groupoid
functor F : G 7→ G such that F ◦F is the identity functor. A Lie groupoid with an involution
on it is called a Real Lie groupoid.
In the rest of this chapter, let G be a Real Lie group and X a Real G−space. There
are some simple facts about Real Lie groups: the involution of the identity element of G is
itself. And for any subgroup H ≤ G, its image under the involution, denoted by H, is also
a subgroup of G.
Example 5.2.2. For the subspace XH of X, the involution on X induced a homeomorphism
between XH −→ XH by
σH : x 7→ x.
This map is well-defined: if we have hx = x, ∀h ∈ H and ∀x ∈ XH , then x = hx = hx.
And σH ◦ σH is the identity map on X
H . Especially, we have
σg : X
g −→ Xg, x 7→ x,
∀g ∈ G.
Obviously, the centralizer CG(g) is exactly CG(g), and CG(g, g
′) is CG(g, g′). And we
have the bijection
σg,g′ : ΛG(g, g
′)×Xg −→ ΛG(g, g
′)×Xg
sending ([h, t], x) to ([h,−t], x). σg,g′ ◦ σg,g′ is the identity map on ΛG(g, g
′).
By σg and σg,g′ , we get an involution on the orbifold groupoid Λ(X//G). Let’s denote
the involution by σX .
Given a Real Lie groupoid G, we also define Real G−space and Real orbifold vector
bundle, i.e. Real vector bundle over G.
Let’s recall the definition of G−space first. Definition 5.2.3 is from the book [3].
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Definition 5.2.3. Let G be an orbifold groupoid. A left G−space is a manifold E equipped
with an action by G. Such an action is given by two maps: an anchor π : E → G0, and an
action µ : G1 ×G0 E −→ E. The latter map is defined on pairs (g, e) with π(e) = s(g), and
written µ(g, e) = g ·e. It satisfies the usual identities for an action: π(g ·e) = t(g), 1x ·e = e,
and g · (h · e) = (gh) · e, for x
h // y
g // z in G1 and e ∈ E with π(e) = x.
I give the definition of Real G−space below.
Definition 5.2.4. Let G be an orbifold groupoid. A left Real G−space is a Real space E
which is a left G−space such that the anchor π and the action µ preserve the involutions.
Explicitly, π(e) = π(e) and g · e = g · e.
Let’s also recall the definition of G−vector bundle, which is from the book [3].
Definition 5.2.5. A G−vector bundle over an orbifold groupoid G is a G−space E for which
π : E → G0 is a vector bundle, such that the action of G on E is fiberwise linear. Namely,
any arrow g : x → y induces a linear isomorphism g : Ex → Ey. In particular, Ex is a
linear representation of the isotropy group Gx for each x ∈ G0.
And I give the definition for Real G−vector bundle below.
Definition 5.2.6. A Real G−vector bundle over a Real orbifold groupoid G is a G−vector
bundle over G, a Real vector bundle over G0, and also a Real G−space, so that the involutions
and the G−structure are compatible with each other.
Now let’s consider Real Λ(X//G)−vector bundles E over the Real groupoid Λ(X//G)
with the involution σX .
For any g ∈ G, consider the subgroupoid Xg//ΛG(g) of Λ(X//G). The involution on E
maps the restriction of E over Xg//ΛG(g) to a X
g//ΛG(g)−vector bundle over X
g//ΛG(g),
each fibre of which over x is antilinearly isomorphic to that of E over x.
Thus, the involution of E induces an isomorphism KΛG(g)(X
g) → KΛG(g)(X
g).
Definition 5.2.7. QEllR∗G(X) is defined to be the Grothendieck group of the isomorphism
classes of Real Λ(X//G)−vector bundles over the Real groupoid Λ(X//G) with the involution
σX constructed in Example 5.2.2.
Below is an interpretation of this map, which gives an involution of QEllR∗G(X).
First let’s recall the definition of universe for G−representations.
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Definition 5.2.8. A G−universe U is a countable infinite direct sum ⊕∞n=1U
′ of a G−inner
product space U ′ satisfying the following:
(1) the one-dimensional trivial G−representation is contained in U ′;
(2) U is topologized as the union of all finite dimensional G−subspaces of U (each with
the norm topology);
(3) the G−action on all finite dimensional G−subspaces V of U factors through a compact
Lie group quotient of G.
Definition 5.2.9. If the G−action on U is trivial, then U is called a trivial universe. If
each finite dimensional G−representations is isomorphic to a G−subspace of U , then U is
called a complete G−universe.
We have seen that the involution of the Real group G induces an isomorphism δg from
ΛG(g) to ΛG(g), which sends [h, t] to [h,−t]. If V is a ΛG(g)−representation, then the
complex conjugate V of V is a representation of ΛG(g) with the action defined by
[h, t] · v := [h,−t] · v, (5.1)
where [h, t] ∈ ΛG(g), v ∈ V , and v is the complex conjugate of v.
So the complex conjugate of each ΛG(g)−inner product space is a ΛG(g)−inner product
space. And if V is a one-dimensional trivial ΛG(g)−representation, V is a one-dimensional
trivial ΛG(g)−representation. The opposite is also true.
Let Ug be a complete complex ΛG(g)−universe. Let Ug denote the same space as Ug
with the same topology but for each V ∈ Ug, we consider it as a ΛG(g)−representation with
the action defined in (5.1). Then Ug is a ΛG(g)−universe.
If W is a finite dimensional ΛG(g)−representation, its complex conjugate W is a finite
dimensional ΛG(g)−representation, so W is isomorphic to a ΛG(g)−subspace of Ug, which
implies W is isomorphic to a ΛG(g)−subspace of Ug. So Ug is a complete ΛG(g)−universe.
Let BUG(n, V ) be the Grassmannian G−space of complex n−planes in a complex inner
product G−space V and EUG(n, V ) be the G−space consisting of pairs (π, v) whereπ ∈
BUG(n, V ) and v ∈ π. If V is sufficiently large, for example if V contains a complete
complex G−universe, BUG(n, V ) classifies complex n−dimensional G−vector bundles, and
the projection p : EUG(n, V ) −→ BUG(n, V ), (π, v) 7→ π is a universal complex n−plane
G−bundle.
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We can construct a G−spectrum representing equivariant K-theory. Let U be a complete
G−universe. For any V ⊆W ⊂ U and q > 0, we have an inclusion
BUG(q, V ⊕ U) −→ BUG(q + |W − V |,W ⊕ U)
sending a plane A to A+ (W − V ). Let BUG(V ) be the space
∐
q>0
BUG(q, V ⊕ U).
The plane V ∈ BU(|V |, V ⊕ U) is a G−fixed point. Take it to be the canonical basepoint
of BUG(V ). We have an inclusion BUG(V ) in BUG(W ) of based G−spaces.
Define BUG to be the colimit of the BUG(V ).
By sending a planeA to its complex conjugate, we get a homeomorphism fromBUΛG(g)(n, V )
to BUΛG(g)(n, V ). Passing to the colimit, we get a homeomorphism
BUΛG(g) −→ BUΛG(g),
and thus, a homeomorphism
∆g : BUΛG(g) × Z −→ BUΛG(g) × Z,
which send (A,n) to (A,n). For any [h, t] ∈ ΛG(g), ∆g sends the space [h, t] ·V to [h,−t] ·V .
And ∆g ◦∆g is the identity map.
We can consider KΛG(g)(X
g) as a space homeomorphic to mapΛG(g)(X
g, BUΛG(g) × Z).
If E|Xg//ΛG(g) is classified by a ΛG(g)−map f : X
g → BUΛG(g) × Z, then E|Xg//ΛG(g) is
classified by the composition of the maps
f : Xg
σg // Xg
f // BUΛG(g) × Z
∆g // BUΛG(g) × Z . (5.2)
Thus, f(x) = ∆g(f(x)). It’s straightforward to check f is a ΛG(g)−map:
∀[h,−t] ∈ ΛG(g), x ∈ X
g, we have f([h,−t] ·x) = ∆g(f([h,−t] · x)) = ∆g(f([h, t] ·x)) =
∆g([h, t]f(x)) = [h,−t]∆g(f(x)) = [h,−t]f(x).
Thus, f represents a map in MapΛG(g)(X
g, BUΛG(g) × Z). And f goes back to f .
If {g} is a family of representatives for the conjugacy classes of elements in Gtors, so is
189
{g}. As a whole, we get an involution on
QEllRG(X) ∼=
∏
g∈Gtorsconj
K∗ΛG(g)X
g ∼=
∏
g∈Gtorsconj
[Xg, BUΛG(g) × Z]
ΛG(g),
by sending
f ∈
∏
g∈Gtorsconj
[Xg, BUΛG(g) × Z]
ΛG(g)
to ∏
g
f ∈
∏
g
[Xg, BUΛG(g) × Z]
ΛG(g) = QEllRG(X).
5.3 Construction of the Real Spectra
5.3.1 QEllG as a diagram space
Recall the conclusion in Theorem 4.3.7, there is a G−spectrum representing QEll∗G, which
is unique up to G−homotopy. In the rest, for any compact Lie group G, BUG×Z is denoted
by KUG.
Let’s recall the orbit category OG of G, introduced in Example 4.1.3.
Let ΛG be a subcategory of OG with objects [G/〈g〉]g∈G. If g and g
′ are conjugate in G,
the space of morphism [G/〈g〉] → [G/〈g′〉] is that of OG; if g and g
′ are not conjugate, it’s
empty.
Proposition 5.3.1. QEllG is a functor from the category ΛG to the category of space,
sending [G/〈g〉] to Rg(KUΛG(g)). Let’s call it RG.
Proof. If g′ is conjugate to g in G, Rg(KUΛG(g)) is G−homeomorphic to Rg′(KUΛG(g′)), as
explained below. Thus, if we choose another family {g′} of representatives of the conjugacy
classes in Gtor,
∐
g∈Gtorsconj
Rg(KUΛG(g)) is G−homeomorphic to
∐
g′∈Gtorsconj
Rg′(KUΛG(g′)).
If g′ = h−1gh, the centralizer CG(g
′) = h−1CG(g)h, and each E(〈g
′〉/K ′) in the formula
of SCG(g′),g′ is the same space as a E(〈g〉/(h
−1K ′h)) but with different group action, g′ ·x :=
gx,i.e. hg′h−1x, for any x ∈ E(〈g〉/(h−1K ′h)).
Let f : CG(g) −→ ∗KE(〈g〉/K) be a 〈g〉−equivariant map. We can define a 〈g
′〉−map
f˜ : CG(g
′) −→ ∗K′E(〈g
′〉/K ′) by f˜(b) := f(hbh−1). This map SCG(g),g −→ SCG(g′),g′ ,
f 7→ f˜ , is a homeomorphism.
Generally, for any subgroup H < G containing g, we can define a homeomorphism
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SH,g −→ Sh−1Hh,g′ in this way. In addition, for any a ∈ H, b ∈ h
−1Hh, a˜ · f(b) =
f(hbh−1a) = f(h(bh−1ah)h−1) = f˜(bh−1ah) = ((h−1ah) · f˜)(b).
Thus, a˜ · f = (h−1ah) · f˜ .
A special case is when the subgroup is G itself, we get a homeomorphism jh : SG,g −→
SG,g′ .
Similarly, KUΛG(g′) is the same space as KUΛG(g) but with the group action defined by
[a, t] · x := [hah−1, t]x. Together with the map SCG(g),g −→ SCG(g′),g′ , we get a map
τh : KU
R
ΛG(g)
∗ SCG(g),g −→ KU
R
ΛG(g′)
∗ SCG(g′),g′ .
For a ∈ CG(g), x ∈ KU
R
ΛG(g)
∗ SCG(g),g, τh(a · x) = h
−1ah · (τh(x)).
Given a CG(g)−map F : G −→ KU
R
ΛG(g)
∗ SCG(g),g, we can define a CG(g
′)−map F˜ :
G −→ KURΛG(g′) ∗ SCG(g′),g′ by F˜ (b) := (τh ◦ F )(hbh
−1).
For any b ∈ G, a′ ∈ CG(g
′) F˜ (a′b) = τh◦F ((ha
′h−1)(hbh−1)) = τh((ha
′h−1)F (hbh−1)) =
a′τh(F (hbh
−1)) = a′F˜ (b). So F˜ is CG(g
′)−equivariant.
And, for α, b ∈ G, α˜ · F (b) = (τh◦F )(hbh
−1α) = (τh◦F )(h(bh
−1αh)h−1) = F˜ (b(h−1αh)) =
((h−1αh) · F˜ )(b).
Thus, α˜ · F = (h−1αh) · F˜ .
Let νh : G −→ G be the isomorphism νh(b) = h
−1bh. So finally we get aG−homeomorphism
between [G,KURΛG(g)∗SCG(g),g]
CG(g) and [G,KURΛG(g′)∗SCG(g′),g]
CG(g
′) by sending F to ν∗hF˜ .
Join with the G-homeomorphism ν∗h ◦ jh on SG,g, we get a G−homeomorphism Jh between
Rg(KUΛG(g)) and Rg′(KUΛG(g′)).
Thus, we get a functor RG from ΛG to the category of based space, sending the object
[G/〈g〉] to Rg(KUΛG(g)), and sending the morphism [G/〈g〉] −→ [G/〈g
′〉], a〈g〉 7→ ah〈g′〉 to
Jh.
For each g ∈ G, I’ll define a map Φg : Rg(KUΛG(g)) −→ Rg(KUΛG(g)) in this section.
Combining the Φgs together, we can get an involution on the diagram spectra RG.
5.3.2 Thoughts on involution on diagram spaces
Before I construct the involution of QEllR∗G I talk a little about my thoughts on the involu-
tion on diagram spectra. There may be more general definition than these I give, which are
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based on the involution on the diagram D. The reference for diagram spaces and diagram
spectra is [42].
Let D be a skeletally small category. Let
βD : D −→ D
be an involution on D, i.e. a functor such that βD ◦ βD is the identity functor. Obviously,
for any D−space X, X ◦ βD is also a D−space. If D is symmetric monoidal, an involution
βD on it needs to be symmetric monoidal.
There are several examples we will use in the constructions in the later sections.
Example 5.3.2. Let OG denote the orbit category of a Lie group G with objects [G/H] and
the space of morphisms [G/H] → [G/K] is the space of G−maps G/H → G/K, which is
nonempty if and only if H is subconjugate to K.
When G is a Real Lie group, we can define an involution on OG by sending [G/H] to
[G/H]. As for the morphisms, if f : G/H −→ G/K is a morphism in OG with f(eH) = gK,
we can define a map f : G/H −→ G/K by f(eH) = gK, which is well-defined. In this way
we get a functor between OG. I’ll denote this involution by (·)O. When there’s no confusion,
it’s denoted by (·).
Example 5.3.3. Let G be a Real Lie group with involution (·). Then we can define an
involution on ΛG by sending the object [G/〈g〉] to [G/〈g〉]. For the morphisms, let f :
G/〈g〉 −→ G/〈g′〉 be a morphism in ΛG with f(e〈g〉) = h〈g
′〉. Then we can define a
morphism f : G/〈g〉 −→ G/〈g′〉 by f(e〈g〉) = h〈g′〉, which is well-defined. Then we get a
functor between ΛG. I’ll use (·)Λ to denote it. When there’s no confusion, it’s denoted by
(·).
Example 5.3.4. Let G be a Real Lie group with involution (·). We can define an involution
on the product ΛG ×OG by sending (a, b) to (a, b).
Other than this one, Id× (·)O and (·)Λ × Id also give involution on the product.
Let DT be the category of D−spaces and natural maps between them.
I define the involution on a D−space associated to the involution βD.
Definition 5.3.5. An involution on a D−space X is a morphism ΨD in DT from X to
X ◦ βD such that ΨD ◦ΨD is the identity functor between X.
192
Example 5.3.6. A trivial case is that the involution on D is just the identity functor and
the involution ΨD on X is also the identity.
Now let’s consider the case when D is symmetric monoidal with unit u and product ¤.
Let R be a monoid in DT with unit λ and product φ. Let
αR : (R, φ) −→ (R, φ)
be an involution on R, i.e. an involution on the D−space R respect the monoid structure.
Here is the definition I give for an involution on a D−spectrum (X,σ) over R where
X : D −→ T is a D−space and σ : X(d) ∧R(e) −→ X(d¤e) are the structure maps.
Definition 5.3.7. An involution on a D− spectrum (X,σ) is an involution ΦD on the
D−space X such that for any objects d, e in D, the diagram commutes
X(d) ∧R(e)
σ //
ΦD(d)∧αR(e)
²²
X(d¤e)
ΦD(d¤e)
²²
X(βD(d)) ∧R(αR(e))
σ // X(βD(d¤e))
Then the involution preserves the associativity diagram.
5.3.3 The construction of ΦΛG
Now let’s start constructing the involution ΨΛG for the spectrum RG.
First let’s define a map ψH,h : SH,h → SH,h for any H ≤ G and h ∈ H, which has the
property ψH,h ◦ ψH,h = IdSH,h .
If K is a maximal subgroup of H ≤ G, then K is a maximal subgroup H and
{K|K is a maximal subgroup of H}
are all the maximal subgroup of H. So the involution induces a bijection on the quotients
〈h〉/K → 〈h〉/K. This isomorphism induce a homeomorphism E(〈h〉/K) → E(〈h〉/K)
sending (V, v) to the complex conjugate (V , v), where V is a complex 〈h〉/K− representation
space and v ∈ V . The complex conjugate V is a 〈h〉/K−representation space via
α · w := α · w
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where α ∈ 〈h〉/K and w ∈ V .
In this way we get a homeomorphism
δh : ∗KE(〈h〉/K) −→ ∗KE(〈h〉/K).
∗KE(〈h〉/K) can be viewed as a 〈h〉−space while ∗KE(〈h〉/K) can be viewed as a 〈h〉−space.
For any a ∈ 〈h〉, x ∈ ∗KE(〈h〉/K), we have δh(a · x) = a · δh(x).
Let f : H → ∗KE(〈h〉/K) be a 〈h〉−map. Define ψH,h(f) : H → ∗KE(〈h〉/K) to be the
composition
H
(·)
−→ H
f
−→ ∗KE(〈h〉/K)
δh−→ ∗KE(〈h〉/K).
In other words, ψH,h(f)(α) = δh(f(α)), for α ∈ H.
Let h′ ∈ 〈h〉. ψH,h(f)(h′·α) = δh(f(h′ · α)) = δh(f(h
′·α)) = δh(h
′·f(α)) = h′·δh(f(α)) =
h′ · ψH,h(f)(α). Thus, ψH,h(f) is a 〈h〉−map. ψH,h : SH,h → SH,h is well-defined. And
ψH,h ◦ ψH,h(f) goes back to the map f .
SH,h is a H−space with the action defined by (a · f)(x) := f(x · a) where a, x ∈ H.
ψH,h(a·f) = a·ψH,h(f) since for any x ∈ H, ψH,h(a·f)(x) = δh((a·f)(x)) = δh(f(x·a)) =
δh(f(x · a)) = ψH,h(f)(x · a) = (a · ψH,h(f))(x).
From the maps
∆g : KUΛG(g) → KUΛG(g), V 7→ V
and ψCG(g),g, we get a well-defined map between the joins
φg : KUΛG(g) ∗ SCG(g),g −→ KUΛG(g) ∗ SCG(g),g.
φg ◦φg is the identity map. And for any b ∈ CG(g), x ∈ KUΛG(g)∗SCG(g),g, φg(bx) = bφg(x).
Next, use φg to construct a map
Φg : MapCG(g)(G,KUΛG(g) ∗ SCG(g),g) −→ MapCG(g)(G,KUΛG(g) ∗ SCG(g),g).
Given a CG(g)−map F : G −→ KUΛG(g) ∗ SCG(g),g, let Φg(F ) be the composition of
maps:
G
(·)
−→ G
F
−→ KUΛG(g) ∗ SCG(g),g
φg
−→ KUΛG(g) ∗ SCG(g),g.
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We can check that Φg(F ) is CG(g)−equivariant. For α ∈ G and h ∈ CG(g), Φg(F )(h ·
α) = φg(F (h · α)) = φg(F (h · α)) = φg(h · F (α)) = h · φg(F (α)) = h · Φg(F )(α). Thus
Φg : MapCG(g)(G,KUΛG(g) ∗ SCG(g),g) −→ MapCG(g)(G,KUΛG(g) ∗ SCG(g),g)
is well-defined.
MapCG(g)(G,KUΛG(g) ∗ SCG(g),g) is a G−space with the action defined by a · F (α) =
F (α · a) for a, α ∈ G.
Φg(a ·F ) = a ·Φg(F ) since Φg(a ·F )(α) = φg((a ·F )(α)) = φg(F (α ·a)) = φg(F (α · a)) =
Φg(F )(α · a) = (a · φg(F ))(α).
Φg ◦ Φg is the identity map. And for any b ∈ G, x ∈ MapCG(g)(G,KUΛG(g) ∗ SCG(g),g),
Φg(bx) = bΦg(x).
Moreover, if g′ = h−1gh, then we have g′ = h
−1
gh, and the commutative diagram below
Rg(KUΛG(g))
Jh //
Φg
²²
Rg′(KUΛG(g′))
Φg′
²²
Rg(KUΛG(g))
Jh // Rg′(KUΛG(g′))
,
where Jh is the G−homeomorphism defined in the proof of Proposition 5.3.1. It’s straight-
forward to check it commute.
Therefore, combining the Φgs, we get an involution
ΦΛG : RG −→ RG ◦ (·)Λ
on QEllG.
We’ll go a little further on this.
Recall a OG−space is defined to be a continuous contravariant functor OG → T where
T is the category of topological spaces. Let OGT denote the category of OG−spaces.
Let GU denote the category of G−spaces. Let Θ : GU → OGU be the functor send a
G−space X to its fixed points G/H 7→ XH .
Moreover, we can construct ΛG×OG−spaceR by sending ([G/〈g〉], [G/H]) to (RgKUΛG(g))
H .
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RG = R([G/〈e〉]). We can also get an involution
Φ : R −→ R ◦ ((·)Λ × (·)O). (5.3)
For each ([G/〈g〉], [G/H]), Φ[G/〈g〉],[G/H] is Θ(Φg)([G/H]). Let’s denote it by Φg,H .
5.3.4 Construction of the involution ∆
In this section I’ll show a functor T : ΛG ×OG −→ T and give an involution on it.
For each g ∈ G, consider the OG−space
Tg : G/H 7→ MapΛG(g)((G/H)
g,KUΛG(g)).
Tg(G/H) is homotopic to (RgBUΛG(g))
H .
For any a ∈ G, Tg and Ta−1ga are naturally isomorphic, as shown below.
For any two subgroup H and K of G, consider
MapΛG(g)((G/H)
g,KUΛG(g)) //
ηH
²²
MapΛG(g)((G/K)
g,KUΛG(g))
ηK
²²
MapΛG(a−1ga)((G/a
−1Ha)a
−1ga,KUΛG(a−1ga))
// MapΛG(a−1ga)((G/a
−1Ka)a
−1ga,KUΛG(a−1ga))
.
Let the upper horizontal map be induced by a map (G/K)g → (G/H)g, αK 7→ αβH. Then
the bottom horizontal map is induced by (G/a−1Ka)a
−1ga → (G/a−1Ha)a
−1ga, a−1αKa 7→
a−1αβHa. ηH maps f to the composition of maps
ηH(f) : (G/a−1Ha)a
−1ga // (G/H)g
f // KUΛG(g) // KUΛG(a−1ga)
where the first map is αa−1Ha 7→ aαa−1H and the third one is V 7→ a−1V a.
It’s straightforward to check the diagram commutes.
Thus, we get a functor T from the diagram ΛG × OG to the category of based spaces,
sending ([G/〈g〉], [G/H]) to Tg(G/H).
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For any subgroup H and K of G, consider diagram
MapΛG(g)((G/H)
g,KUΛG(g)) //
²²
MapΛG(g)((G/K)
g,KUΛG(g))
²²
MapΛG(g)((G/H)
g,KUΛG(g))
// MapΛG(g)((G/K)
g,KUΛG(g)).
Let the upper horizontal map be induced by a map (G/K)g → (G/H)g, αK 7→ αβH. Then
the bottom horizontal map is induced by (G/K)g → (G/H)g, αK 7→ αβH. The vertical
maps are the involution f 7→ f sending f to the composition of maps
f : (G/H)g
(·) // (G/H)g
f // KUΛG(g)
∆g // KUΛG(g) .
f is ΛG(g)−equivariant and for [h, t] ∈ ΛG(g), [h, t] · f = [h, t] · f . So f → f is well-
defined. f goes back to f .
It’s straightforward to check this diagram commutes. Thus, we get an involution
∆ : T −→ T ◦ ((·)Λ × (·)O),
where (·)Λ × (·)O is the involution defined in Example 5.3.4.
5.3.5 Relation between Φ and ∆
It’s straightforward to check the diagram
Tg(G/H)
f 7→f(e)
≃
//
∆g,H
²²
(RgKUΛG(g))
H
Φ[G/〈g〉],[G/H]
²²
Tg(G/H)
f 7→f(e)
≃
//
(RgKUΛG(g))
H
(5.4)
commutes.
The involution is unique up to G−equivariance in this sense: if Φ′ is another involution,
then Φ ◦ Φ′ is a G−equivalence: In diagram (5.5),
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(RgKUΛG(g))
H
f 7→f(e)
≃
//
Φ′g,H
²²
Tg(G/H)
∆g,H
²²
(RgKUΛG(g))
H
Φg,H
²²
f 7→f(e)
≃
//
Tg(G/H)
∆g,H
²²
(RgKUΛG(g))
H
f 7→f(e)
≃
//
Tg(G/H)
(5.5)
the composition ∆g,H ◦∆g,H is the identity map. So Φ ◦ Φ
′ is weak equivalence on the
fixed point sets. By the equivariant Whitehead theorem, Φ ◦ Φ′ is a G−equivalence.
The involution Φ is what desired.
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Chapter 6
A new global homotopy theory
Not every equivariant cohomology theory has a global version in the sense of the definitions
in [41], [43], [56], etc. Unlike many classical global theories, global K-theory, global cobor-
dism, etc., quasi-elliptic cohomology cannot fit into most existent global homotopy theories
smoothly as indicated in Remark 4.5.29.This motivates us to establish a more flexible global
homotopy theory in this chapter. In Chapter 7 I show quasi-elliptic chomomology can fit
into this new theory.
An orthogonal space is a continuous functor from the category L of inner product real
spaces to the category of topological spaces. We enlarge the category L by adding restriction
maps to it, which are identity morphisms on the underlying vector spaces in L, and form a
category D. Instead of orthogonal spaces, we study the subcategory D0 of it corresponding
to finite groups and the category D0T of D0−spaces. There is a fully faithful functor from
the category of Σ−spaces to the category of D0−spaces where Σ is the category of finite
sets and injective maps. In other words, D0T contains all the information of LT .
We establish several model structures on D0T . As a category of diagram spaces, it’s
equipped the level model structure, as shown in [42]. Moreover, D0 is a generalized Reedy
category in the sense of [10]. Thus, there is a Reedy model structure on D0T , as shown in
Section 6.4.
It’s conjectured that there is a model structure on D0T Quillen equivalent to the global
model structure on the category of orthogonal spaces constructed in [56]. We construct a
global model structure on D0T in Section 6.5. In Section 6.6 we show this model structure
on a full subcategory Dw0 T of D0T is Quillen equivalent to the global model structure on
the orthogonal spaces.
In Section 6.7, we introduce the unitary D0−space and unitary D0−spectra.
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6.1 The category D0 and D0−spaces
Definition 6.1.1. Let D be a category with objects (G,V, ρ) where V is an inner product
vector space, G a compact group G and ρ a faithful group representations
ρ : G −→ O(V ).
A morphism in D φ = (φ1, φ2) : (G,V, ρ) −→ (H,W, τ) consists of a linear isometric
embedding φ2 : V −→ W and a group homomorphism φ1 : τ
−1(O(φ2(V ))) −→ G, which
make the diagram commute.
G
ρ // O(V )
φ2∗
²²
τ−1(O(φ2(V )))
φ1
OO
τ // O(W )
(6.1)
In other words, the group action of H on φ2(V ) is induced from that of G.
The composition of two morphisms
(G,V, ρ)
(φ1,φ2)
−→ (H,W, τ)
(ψ1,ψ2)
−→ (K,U, β)
is defined to be
(φ1 ◦ ψ1|β−1(O(ψ2◦φ2(V ))), ψ2 ◦ φ2).
The identity morphism in D((G,V, ρ), (G,V, ρ)) is (Id, Id). And the composition is asso-
ciative.
All the maps in (6.1) are injective. Given a linear isometric embedding φ2 : V −→ W ,
τ−1(φ2∗(ρ(G))) is always nonempty since the identity element is in it. But the group
homomorphism φ1 may not always exist. If it exists, it’s unique and injective.
Lemma 6.1.2. Two objects (G,V, ρ) and (H,W, τ) in D are isomorphic if and only if
there’s an isomorphism G −→ H which makes V and W isomorphic as representations.
The proof is straightforward.
Remark 6.1.3. Since the representation ρ in an object (G,V, ρ) of D is faithful, we may
consider the group G as a closed subgroup of O(V ). Then the diagram (6.1) is in fact
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G // O(V )
²²
H ∩O(V )
OO
// O(W )
where we consider O(V ) as a closed subgroup of O(W ) as well. All the maps in the diagram
are inclusions.
Example 6.1.4. Let (G,V, ρ) be an object of D and (φ1, φ2) be a morphism in D((G,V, ρ), (G,V, ρ)).
φ2∗ : O(V ) −→ O(V ) is always of the form A −→ TAT
−1 for some linear transformation
T in O(V ). By the commutativity of the diagram
G
ρ // O(V )
φ2∗
²²
G
φ1
OO
ρ // O(V )
φ1(g) = T
−1gT .
We have the bijection
F : NO(V )(G) −→ D((G,V, ρ), (G,V, ρ))
T 7→ φT
where φT is the morphism
(g 7→ T−1gT, v 7→ ρ(T )v).
So the automorphism group of (G,V, ρ) is NO(V )(G).
To define a reasonable topology on D((G,V, ρ), (H,W, τ)) we need the category L defined
below.
Definition 6.1.5. Let L be the category with objects inner product spaces and morphisms the
linear isometric embeddings. Let L(V,W ) be the space of all the linear isometric embeddings
V −→W .
This category is a topological category. L(V,W ) is homeomorphic to the Stiefel manifold
of dim(V )−frames in W and has a CW structure.
201
Consider the map
P : D((G,V, ρ), (H,W, τ)) −→ L(V,W )
(φ1, φ2) 7→ φ2
It’s injective. We define the topology on D((G,V, ρ), (H,W, τ)) by requiring P to be con-
tinuous so D((G,V, ρ), (H,W, τ)) is a subspace of L(V,W ). The map F in Example 6.1.4 is
continuous under this topology.
Remark 6.1.6. The space D((G,V, ρ), (H,W, τ)) of morphisms inherits an H−action and
G−action on it. For φ = (φ1, φ2) : (G,V, ρ) −→ (H,W, τ) and (g, h) ∈ G×H,
(g, h) · (φ1, φ2) = (gφ1(h
−1 − h)g−1, hφ2(g
−1 · −)) (6.2)
The H−action on φ2 is left and the G−action on it is right, whereas the H−action on φ1
is right and the G−action on φ1 is left.
We can see the map P is G × H−equivariant. So D((G,V, ρ), (H,W, τ)) is a G ×
H−subspace of L(V,W ).
Proposition 6.1.7. The category D is a symmetric monoidal category.
Proof. The tensor product + : D ×D −→ D is defined by
((G,V, ρ), (H,W, τ)) 7→ (G×H,V ⊕W,ρ⊕ τ). (6.3)
The unit object is u = (e, 0, ∗) where e is the trivial group and ∗ is the unique map from e.
From the property of product of representations, the tensor product is associative. And we
have the isomorphism (G×H,V ⊕W,ρ⊕ τ) −→ (H ×G,W ⊕ V, τ ⊕ ρ).
It’s straightforward to check it satisfies all the required diagrams.
Definition 6.1.8. A D−space is a continuous functor X : D −→ T to the category of
compactly generated weak Hausdorff spaces. A morphism of D−spaces is a natural trans-
formation. I will use DT to denote the category of D−spaces.
Definition 6.1.9. A monoid D−space is a D−space R equipped with unit morphism η :
1 −→ R and a multiplication morphism µ : R ⊠ R −→ R that are unital and associative in
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the sense that the square
(R⊠R)⊠R
∼= //
µ⊠R
²²
R⊠ (R⊠R)
R⊠µ // R⊠R
µ
²²
R⊠R µ
// R
commutes.
A monoid D−space R is commutative if moreover µ ◦ τR,R = µ, where τR,R : R⊠R −→
R⊠R is the symmetry isomorphism of the box product.
A morphism of monoid D−spaces is a morphism of D−spaces f : R −→ S such that
f ◦ µR = µS ◦ (f ⊠ f) and f ◦ ηR = ηS.
Note that each object (G,V, ρ) is isomorphic to (ρ(G), V, i) with i : ρ(G) →֒ O(V ) the
inclusion of closed subgroup. We won’t lose any information if consider the full subcategory
D′ of D with objects (G,V, i) with G a closed subgroup of O(V ) and i the inclusion. Let’s
denote (G,V, i) by (G,V ). In fact we are more interested in the full subcategory D0 of D
′
defined below.
Definition 6.1.10. D0 is a full subcategory of D
′, whose object (G,V ) with finite group G.
An D0−space is a continuous functor X : D0 −→ T to the category of compactly generated
weak Hausdorff spaces. A morphism of D0−spaces is a natural transformation. I will use
D0T to denote the category of D0−spaces.
D0 is also a symmetric monoid category with the tensor product and unit defined in the
proof of Proposition 6.1.7.
Definition 6.1.11. A monoid D0−space is a D0−space R equipped with unit morphism
η : 1 −→ R and a multiplication morphism µ : R ⊠R −→ R that are unital and associative
in the sense that the square
(R⊠R)⊠R
∼= //
µ⊠R
²²
R⊠ (R⊠R)
R⊠µ // R⊠R
µ
²²
R⊠R µ
// R
commutes.
A monoid D0−space R is commutative if moreover µ◦ τR,R = µ, where τR,R : R⊠R −→
R⊠R is the symmetry isomorphism of the box product.
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A morphism of monoid D0−spaces is a morphism of D0−spaces f : R −→ S such that
f ◦ µR = µS ◦ (f ⊠ f) and f ◦ ηR = ηS.
Example 6.1.12. We can define the D0−sphere. For each object (G,V ) in D0, define
S(G,V ) := SV . (6.4)
SV inherits a G−action from that on V .
Let φ = (φ1, φ2) : (G,V ) −→ (H,W ) be a morphism in D0.
S(φ) := Sφ2 : SV −→ SW . (6.5)
S(Id) is the identity map.
Definition 6.1.13. Let R be a monoid in D0T with unit η and product µ. A D0−spectrum
over R is a D0−space X : D0 −→ T together with continuous maps
σ : X(d) ∧R(b) −→ X(d+ b),
natural in d and b, such that the composite
X(d) ∼= X(d) ∧ S0
id∧η
−→ X(d) ∧R(u)
σ
−→ X(d+ u) ∼= X(d) (6.6)
is the identity and the following diagram commutes:
X(d) ∧R(b) ∧R(f)
σ∧id //
id∧µ
²²
X(d+ b) ∧R(f)
σ
²²
X(d) ∧R(b+ f)
σ
// X(d+ b+ f)
(6.7)
D0 is a topological category. And we can define a degree function on D0 by
deg(G,V ) = |G|dimV,
the order of the group G times the dimension of the vector space V .
We have this lemma:
Lemma 6.1.14. Two objects (G,V ) and (H,W ) are isomorphic if and only if there’s an
204
isomorphism G −→ H which makes V and W isomorphic as representations.
But the objects with the same degree may not be isomorphic.
We will show D0 is a generalized Reedy category in the sense of Definition 6.1.15 below,
which is from [10]. Recall that a subcategory S of a category R is called wide if S has the
same objects as R. Let Iso(R) denote the maximal subgroupoid of R.
Definition 6.1.15. A generalized Reedy structure on a small category R consists of wide
subcategories R+, R−, and a degree-function d : Ob(R) −→ N satisfying the following four
axioms:
(i) non-invertible morphisms in R+ (resp. R−) raise (resp. lower) the degree; isomor-
phisms in R preserve the degree;
(ii) R+ ∩R− = Iso(R);
(iii) every morphism f of R factors as f = gh with g ∈ R+ and h ∈ R−, and this
factorization is unique up to isomorphism;
(iv) If θf = f for θ ∈ Iso(R) and f ∈ R−, then θ is an identity.
A generalized Reedy structure is dualizable if in addition the following axiom holds:
(iv)’ If fθ = f for θ ∈ Iso(R) and f ∈ R+, then θ is an identity.
A (dualizable) generalized Reedy category is a small category equipped with a (dualizable)
generalized Reedy structure.
A morphism of generalized Reedy categories R −→ S is a functor which takes R+ (resp.
R−) to S+ (resp. S−) and which preserves the degree.
Proposition 6.1.16. D0 is a dualizable generalized Reedy category.
Proof. Let D−0 be the subcategory of D0 with the same objects as D0 and morphisms
(G,V )
(α1,α2)
−→ (H,V ′) where α1 : H −→ G a group homomorphism and α2 an isometric
isomorphism. In other words, the morphisms of D−0 are all restrictions. We have the
commutative diagrams
G // O(V )
α2∗
²²
H
α1
OO
// O(V ′)
(6.8)
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The left vertical map is injective. So the order of H is no larger than that of G. So
deg(G,V ) ≥ deg(H,V ′).
By Lemma 6.1.14 we know that if (G,V )
(α1,α2)
−→ (H,V ′) is not an isomorphism, deg(G,V ) >
deg(H,V ′).
Let D+0 be the subcategory of D0 with the same objects as D0 and morphisms
(G,V )
(φ1,φ2)
−→ (H,W )
where φ1 : H ∩ O(φ2∗V ) −→ G is a group isomorphism. In other words, the morphisms
in D+0 are linear isometric embeddings. Since G is isomorphic to a subgroup of H and
dimV ≤ dimW , so deg(G,V ) ≤ deg(H,W ). deg(G,V ) = deg(H,W ) if and only if (G,V )
is isomorphic to (H,W ).
Any morphism (φ1, φ2) : (G,V ) −→ (H,W ) has the decomposition
(G,V )
(i,Id)
−→ (φ1(H ∩ φ2∗(G)), V )
(φ1,φ2)
−→ (H,W ) (6.9)
where i : φ1(H ∩φ2∗(G)) −→ G is the inclusion. Note that in the second morphism (φ1, φ2),
φ1 : H ∩ φ2∗(G) −→ φ1(H ∩ φ2∗(G)) is a group isomorphism.
If (φ1, φ2) = (f1, f2) ◦ (α1, α2) with (α1, α2) : (G,V ) −→ (G
′, V ′) in D−0 and (f1, f2) :
(G′, V ′) −→ (H,W ) in D+0 , α2 : V −→ V
′ is an isometric isomorphism and f1 : H ∩
O(f2∗(V
′)) −→ G′ is a group isomorphism. The group homomorphisms α1 (resp. f1) is
uniquely determined by α2 (resp. f2). Note that O(f2(V
′)) ∩H = O(φ2(V )) ∩H. We have
the commutative diagram
φ1(H ∩O(φ2(V ))) // O(V )
α2
²²
G′
φ1◦f
−1
1
OO
// O(V ′)
So we have the isomorphism in D0
(φ1 ◦ f
−1
1 , α2) : (φ1(H ∩O(φ2(V ))), V ) −→ (G
′, V ′).
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The morphism (i, Id) : (G,V ) −→ (φ1(H ∩ O(φ2(V ))), V ) equals to the composition (φ1 ◦
f−11 , α2)
−1 ◦ (α1, α2) and (φ1, φ2) : (φ1(H ∩O(φ2(V ))), V ) −→ (H,W, τ) is the composition
(f1, f2) ◦ (φ1 ◦ f
−1
1 , α2). So the decomposition (6.9) is unique up to isomorphism.
Let (β1, β2) : (G,V ) −→ (G
′, V ′) be a morphism in both D+0 and D
−
0 . Then β1 and β2 are
both isomorphism. So (β1, β2) is an isomorphism. By Lemma 6.1.14, D
+
0 ∩D
−
0 = Iso(D0).
Let α = (α1, α2) : (G,V ) −→ (G
′, V ′) be a morphism in D−0 and θ
′ = (θ′1, θ
′
2) :
(G′, V ′) −→ (G′, V ′) be a morphism in Iso(D0). If θ
′ ◦ α = α, θ′2 is the identity map.
So θ′1 is the identity.
Let f = (f1, f2) : (G,V ) −→ (H,W ) be a morphism in D
+
0 and θ = (θ1, θ2) : (G,V ) −→
(G,V ) be a morphism in Iso(D0). If f ◦ θ = f , θ2 is the identity map. So θ1 is the identity.
So D0 is a dualizable generalized Reedy category in the sense of Definition 6.1.15.
We have the fully faithful functors
l : L −→ D
sending V to (O(V ), V, Id), and
l0 : Σ −→ D0
from the category Σ of finite sets and injective maps to D0, sending n to (Σn,Rn). They
give the forgetful functors
U : DT −→ LT
X 7→ X ◦ l
and
U0 : D0T −→ ΣT
Y 7→ Y ◦ l0
By the proposition below from [42], both forgetful functors have left adjoints and the
unit of each adjunction is a natural isomorphism.
Proposition 6.1.17. Let l : C −→ D be a continuous functor between topological categories.
207
If C is skeletally small, then U : DT −→ CT has a left adjoint prolongation functor P :
CT −→ DT . If l : C −→ D is fully faithful, then the unit η : Id −→ UP of the adjunction
is a natural isomorphism.
Proof. Please see Section 23 of [42].
6.2 Global Classifying Space
Example 6.2.1. (i) Let (G,V ) be an object of D0, α : H −→ G be a group homomorphism
from a finite group, then H acts on (α(H), V ).
(ii) Let (G,V ) and (G,W ) be two objects of D0. Then (G × G,V ⊕W ) is an objects
in D0. Let ∆ : G −→ G ×G be the diagonal map. Then G acts on (∆(G), V ⊕W ) via its
action on the G−representation V ⊕W .
(iii) Let UG be a G−universe.
UG ∼=
⊕
λ∈Λ
∞⊕
1
λ
where Λ contains representatives of all irreducible G−representations. Let
ρ∞ : G −→ O(UG)
denote the group homomorphism of the representation. Then G acts on (ρ∞(G),UG) via its
action on the G−universe.
We have the fundamental contractibility property below.
Proposition 6.2.2. Let G be a compact Lie group, (V, ρ) a G−representation and (U , ρ∞) a
G−universe such that V embeds into U . Then the space D0((ρ(G), V ), (ρ∞(G),U)), equipped
with the G−action
g · (φ1, φ2) = (ρ(g)φ1(ρ∞(g)
−1 − ρ∞(g))ρ(g)
−1, ρ∞(g)φ2(ρ(g)
−1−)), (6.10)
is weakly G−contractible.
Proof. Let (U, τ) be a G−representation of finite or countably infinite dimension. Let K be
a closed subgroup of G and ∆ : G −→ G × G the diagonal map. We have the continuous
well-defined map
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H : [0, 1]×D((ρ(G), V ), (τ(G), U))K −→ D((ρ(G), V ), ((τ ⊕ ρ) ◦∆(G), U ⊕ V ))K
H(t, φ)2(v) = (tφ2(v),
√
1− t2v);
H(t, φ)1 = Id,
which is a homotopy from the constant map
(Id, i2 : V −→ U ⊕ V )
to postcomposition with the map
(Id, i1 : U −→ U ⊕ V ).
Since (U , ρ∞) is a G−universe such that V embeds into U , we have (U , ρ∞) = (U ⊕V
∞, τ ⊕
ρ∞) for some G−representation (U, τ).
D((ρ(G), V ), (ρ∞(G),U))
K = D((ρ(G), V ), ((τ ⊕ ρ∞) ◦∆(G), U ⊕ V∞))K
= colimn>0D((ρ(G), V ), ((τ ⊕ ρ
n) ◦∆(G), U ⊕ V n))K ,
where the colimit is formed along the postcomposition maps with
((τ ⊕ ρn) ◦∆(G), U ⊕ V n) −→ ((τ ⊕ ρn+1) ◦∆(G), U ⊕ V n+1).
Each map in the colimit system is a closed embedding and homotopic to a constant map.
So the colimit is weakly contractible. So D((ρ(G), V ), (ρ∞(G),U)) is weakly G−contractible.
Given an object d = (G,V ) in D0, we can define the evaluation functor
evd : D0T −→ GT
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sending each X to X(d), and its left adjoint Dd : GT −→ D0T sending a G−space A to
DdA : b 7→ D(d, b)×A/(g · φ, a) ∽ (φ, g · a). (6.11)
If we consider evd as the evaluation functor from D0T to the category T , its left adjoint
is the shift desuspension functor
Fd : T −→ D0T
with
Fd(A)(b) = D0(d, b) ∧A. (6.12)
Proposition 6.2.3. Let (V, ρ) be a faithful G−representation, and (UH , τ∞) a complete
H−universe. Let d = (ρ(G), V ) and b = (τ∞(H),UH) be objects in D0.
(i) The (G×H)−space D((ρ(G), V ), (τ∞(H),UH)) is a universal F(H;G)−space of the
homotopy type of a G × H−CW complex, where F(H;G) consists of the subgroups Γ of
H ×G that intersect G× 1 only in the identity element (e, e).
(ii) If (W,ρ′) be another G−representation such that d′ = (ρ′(G),W ) is an object in D0,
then the restriction map
ρV,W (τ∞(H),UH) : D(((ρ⊕ρ
′)◦∆(G), V⊕W ), (τ∞(H),UH)) −→ D((ρ(G), V ), (τ∞(H),UH))
is a (G×H)−homotopy equivalence.
For each G−space A, the map
(ρV,W ×G A)(b) : D((ρ⊕ρ′)◦∆(G),V⊕W )(b) −→ (D(ρ(G),V )A)(b)
is an H−homotopy equivalence and the morphism of D0−spaces
ρV,W ×G A : D((ρ⊕ρ′)◦∆(G),V⊕W )A −→ D(ρ(G),V )A
is a global equivalence.
Proof. (i) Let Γ be any closed subgroup of G×H. If Γ intersects G×1 nontrivially, since V
is a faithful G−representation, D((ρ(G), V ), (τ∞(H),UH))
Γ is empty. If Γ intersects G× 1
only in (e, e), Γ is the graph of a unique continuous homomorphism α : K −→ G where K
is the projection of Γ to H.
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D((ρ(G), V ), (τ∞(H),UH))
Γ and D((ρ ◦ α(K), V ), (τ∞(H),UH))
K are the same spaces,
which can be checked directly from (6.2). Since UH is a complete H−universe, the underlying
K−universe is also complete, so D((ρ◦α(K), V ), (τ∞(H),UH))
K is contractible by the proof
of Proposition 6.2.2. So D((ρ(G), V ), (τ∞(H),UH))
K is a universal F(H;G)−space.
(ii) Since V⊕W is also a faithfulG−representation, soD(((ρ⊕ρ′)◦∆(G), V⊕W ), (τ∞(H),UH))
is also a universal F(H;G)−space. So the map
ρV,W (τ∞(H),UH) : D(((ρ⊕ρ
′)◦∆(G), V⊕W ), (τ∞(H),UH)) −→ D((ρ(G), V ), (τ∞(H),UH))
defined by postcomposition with the map (Id, i : V −→ V ⊕W ) is a (G ×H)−homotopy
equivalence. The functor − ×G A preserves homotopy, so the restriction map (ρV,W ×G
A)(τ∞(H),UH) is an H−homotopy equivalence.
The D0−spaces D((ρ⊕ρ′)◦∆(G),V⊕W )A and D(ρ(G),V )A are closed, so ρV,W×GA is a global
equivalence.
For each G−space A, the map
ρV,W (τ∞(H),UH)×A/ ∼:
D(((ρ× ρ′) ◦∆(G), V ⊕W ), (τ∞(H),UH))×A/ ∼−→ D((ρ(G), V ), (τ∞(H),UH))×A/ ∼
is an H−homotopy equivalence. Then ρV,W × A/ ∼ is a global equivalence. And we can
define the D−global classifying space.
BDglG = D((ρ(G), V ),−)/G. (6.13)
6.3 Level Model Structure
In [42] a ”level model structure” is given to the category of D−spaces for any skeletally
small category D.
I recall and apply the conclusions directly from [42].
Definition 6.3.1. Let f : X −→ Y be a morphism in the category D0T .
(i) f is level equivalence if for each object d in D0, f(d) : X(d) −→ Y (d) is a weak
equivalence.
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(ii) f is level fibration if for each object d in D0, f(d) : X(d) −→ Y (d) is a Serre
fibration.
(iii) f is level acyclic fibration if it is both a level equivalence and a level fibration.
(iv) f is a q−cofibration if it satisfies the left lifting property with respect to the level
acyclic fibrations.
(v) f is a level acyclic q−cofibration if it is both a level equivalence and a q−cofibration.
Definition 6.3.2. Let I denote the set of h−cofibrations Sn−1+ −→ D
n
+, where n ≥ 0 (when
n = 0 interpreted as ∗ −→ S0).
Let J be the set of h−cofibrations i0 : D
n
+ −→ (D
n × I)+.
Define FI to be the set of all maps Fdi with d an object in D0 and i ∈ I. Fd is the
functor defined by (6.12).
Define FJ to be the set of all maps Fdj with d an object in D0 and j ∈ J .
We have this model structure on the category T .
Theorem 6.3.3. The category T is a compactly generated proper topological model cate-
gory with respect to the weak equivalences, Serre fibrations, and retracts of relative I−cell
complexes. The sets I and J are the generating q−cofibrations and the generating acyclic
q−cofibrations.
The level structure on D0T inherits the model structure in Theorem 6.3.3.
Theorem 6.3.4. The category of D0−spaces is a compactly generated topological model
category with respect to the level equivalences, level fibrations and q−cofibrations. It is right
proper, and it is left proper. The sets FI and FJ are the generating q−cofibrations and
generating acyclic q−cofibrations, and the following identifications hold.
(i) The level fibrations are the maps that satisfy the right lifting property with respect to
FJ or, equivalently, with respect to retracts of relative FJ-cell complexes, and all D0−spaces
are level fibrant.
(ii) The level acyclic fibrations are the maps that satisfy the right lifting property with
respect to FI or, equivalently, with respect to retracts of relative FI-cell complexes.
(iii) The q-cofibrations are the retracts of relative FI-cell complexes.
(iv) The level acyclic q−cofibrations are the retracts of relative FJ-cell complexes.
(v) Any cofibrant D0−space is non-degeneratly based.
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6.4 Reedy Model Structure
In this section I construct the Reedy Model Structure of D0T . The main principle is from
Theorem 1.6 in [10]. But in my case, for each object d of D0, the chosen projective model
structure on TAut(d) is the projective model structure in which the weak equivalences and
fibrations are defined not forgetting the group action.
Let’s recall some constructions on Reedy category first. Let R be any generalized Reedy
category as in Definition 6.1.15. For each object r of R, let R+(r) denote the category
with objects the non-invertible morphisms in R+ with codomain r and morphisms from
φ : b −→ r to φ′ : b′ −→ r all the morphisms u : b −→ b′ such that φ = φ′ ◦ u. The
automorphism group Aut(r) acts on R+(r) by composition.
For an R−space X The r−th latching object Lr(X) of X is defined to be
Lr(X) = lim−−−→
b−→r
Xb (6.14)
where the colimit is taken over the category R+(r). Lr(X) has an Aut(r)−action.
Dually, we can define R−(r) to be the category with objects the non-invertible morphisms
in R− with domain r and morphisms from ψ : r −→ b to ψ′ : r −→ b′ all the morphisms
w : r −→ b′ such that ψ = w ◦ ψ′. Aut(r) acts on R−(r) by precomposition.
For a R−space X, the r−th matching object Mr(X) of X is defined to be
Mr(X) = lim←−−−
r−→b
Xb (6.15)
where the limit is taken over the category R−(r). Aut(r) acts on Mr(X).
Note that for any object r of R and R−space X, the maps
Lr(X) −→ Xr −→Mr(X)
is Aut(r)−equivariant. For a map f : X −→ Y of R−spaces, these give the relative latching
map
Xr ∪Lr(X) Lr(Y ) −→ Yr
and the relative matching map
Xr −→Mr(X)×Mr(Y ) Yr.
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Lr(f) andMr(f) are bothAut(r)−equivariant, so the two maps are alsoAut(r)−equivariant.
Moreover, there is an alternative definition of latching and matching objects in [10],
which is more global.
Definition 6.4.1. Let R be a generalized Reedy category.
For each natural number n, let R≤n denote the full subcategory of R of objects of degree
≤ n.
Let Gn(R) denote the full subgroupoid of Iso(R) with objects of degree n.
Let Rn denote the discrete category of objects of R of degree n.
Let R+((n)) be the category with objects the non-invertible morphisms u : b −→ r in R+
such that deg(r) = n and morphisms from u to u′ the commutative square
b
u
²²
f // b′
u′
²²
r
g // r′
such that f ∈ R+ and g ∈ Gn(R).
Let R+(n) denote the wide subcategory of R+((n)) with morphisms for which g is an
identity.
We have the relation
R+(n) =
∐
deg(r)=n
R+(r) (6.16)
and the commutative diagram
R R+((n))
anoo cn // Gn(R)
jn // R
R+(n)
kn
OO
bn
// Rn
in
OO
(6.17)
where an is the domain-functor, bn and cn are codomain-functors, and in, jn and kn are
inclusion-functors. cn is cofibered and the square is a pullback.
Let X be a R−space and
Xn := j
∗
n(X) = X|Gn(R). (6.18)
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For any functor α : A −→ B between small categories, let α! : TA −→ TB denote the left
Kan extension along α.
Then the latching object
Ln(X) = (cn)!a
∗
n(X) ∈ T
Gn(R) (6.19)
We have
Ln(X)r = Lr(X). (6.20)
Definition 6.4.2. For each natural number n, let R−((n)) be the category with objects the
non-invertible morphisms u : r −→ b in R− such that deg(r) = n and morphisms from u to
u′ the commutative squares
r
g //
u
²²
r′
u′
²²
b
f // b′
such that f ∈ R− and g ∈ Gn(R).
Let D−(n) be the wide subcategory of D−((n)) with morphisms for which g is an identity.
We have the relation
R−(n) =
∐
deg(r)=n
R−(r) (6.21)
and the commutative diagram
R R−((n))
γnoo δn // Gn(R)
jn // R
R−(n)
βn
OO
κn
// Rn
in
OO
(6.22)
where γn is the codomain-functor, βn and δn are domain-functors, and in, jn and κn are
inclusion-functors. δn is cofibered and the square is a pullback.
Then the matching object
Mn(X) = (δn)∗γ
∗
n(X) ∈ T
Gn(R) (6.23)
We have
Mn(X)r = Mr(X). (6.24)
215
Each TAut(r) admits a projective model structure with
• weak equivalences given by continuous Aut(r)−maps f : A −→ B that induce weak
homotopy equivalences fH : AH −→ BH on the H−fixed point spaces for each closed
subgroup H of Aut(r).
• fibrations given by continuous Aut(r)−maps f : A −→ B that induce Serre fibration
fH : AH −→ BH on the H−fixed point spaces for each closed subgroup H of Aut(r).
This model structure is topological, proper and cofibrantly generated.
Definition 6.4.3. Let R be a generalized Reedy category. A map f : X −→ Y in RT is
called a
-Reedy cofibration if for each r, the relative latching map Xr
∐
Lr(X)
Lr(Y ) −→ Yr is a
Aut(r)−cofibration.
-Reedy weak equivalence if for each r,
f(r)H : X(r)H −→ Y (r)H
is a weak equivalence for each closed subgroup H of Aut(r).
-Reedy fibration if for each r, the relative matching map
XHr −→Mr(X)
H ×Mr(Y )H Y
H
r
is a Serre fibration for each closed subgroup H of Aut(r).
Definition 6.4.4. A trivial (co)fibration is a Reedy (co)fibration which is also a Reedy weak
equivalence.
We have
Theorem 6.4.5. Let R be a generalized Reedy category. The Reedy cofibrations, Reedy
weak equivalences and Reedy fibrations form a model structure, the Reedy model structure,
on the category of R−spaces.
The proof of Theorem 6.4.5 is a slight variation of Theorem 1.6 in [10]. Before the proof,
I show several lemmas needed for it.
Lemma 6.4.6. A map f : X −→ Y in RT is a Reedy cofibration (resp. a Reedy weak
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equivalence, resp. a Reedy fibration) if and only if, for each natural number n, the map
Xn ∪Ln(X) Ln(Y ) −→ Yn (resp. Xn −→ Yn, resp. Xn −→Mn(X)×Mn(Y ) Yn)
is a cofibration (resp. a Reedy weak equivalence, resp. a Reedy fibration) in TGn(R).
Proof. This follows from the equivalence of categories
TGn(R)
∼
−→
∏
r
TAut(r)
where r goes over a set of representatives for the connected components of the groupoid
Gn(R).
Lemma 6.4.7. Let f : A −→ B be a trivial Reedy cofibration; suppose that, for each n, the
induced map Ln(f)r : Ln(A)r −→ Ln(B)r is a trivial cofibration in T
Aut(r) for each object
r of R of degree n. Then f : A −→ B has the left lifting property with respect to Reedy
fibrations.
Proof. Consider a commutative square in RT
A
α //
f
²²
Y
g
²²
B
β
// X
where f is a trivial Reedy cofibration and g is a Reedy fibration and for each object r
of R of degree n, the induced map Ln(f)r : Ln(A)r −→ Ln(B)r is a trivial cofibration
in TAut(r). I construct a diagonal filler γ : B −→ Y by constructing inductively a filler
γ≤n : B≤n −→ Y≤n on the full subcategory R≤n of objects of R of degree ≤ n.
For n = 0, we get a diagonal filler γ0 : B0 −→ Y0 in
A0
α0 //
f0
²²
Y0
g0
²²
B0
β0
// X0
since R≤0 is the groupoid G0(R), and L0(A) = 0, and M0(X) = 1, so that by hypothesis f0
is a trivial cofibration in TG0(R) and g0 is a fibration in T
G0(R).
217
Assume by induction that a filler γ≤n−1 : B≤n−1 −→ Y≤n−1 has been found for
A≤n−1
α≤n−1 //
f≤n−1
²²
Y≤n−1
g≤n−1
²²
B≤n−1
β0
// X≤n−1.
This yields composite maps in TGn(R)
Ln(B) −→ Ln(Y ) −→ Yn and Bn −→Mn(B) −→Mn(Y )
and the commutative square
An ∪Ln(A) Ln(B) //
vn
²²
Yn
wn
²²
Bn // Xn ×Mn(X) Mn(Y ).
On each object r, the maps are all Aut(r)−equivariant.
Now we construct a Gn(R)−equivariant filler to complete the inductive step. By hy-
pothesis vn is a cofibration and wn is a fibration in T
Gn(R). It sufficient to check vn is a
weak equivalence. Consider the diagram below in TAut(r). The square in it is a pushout.
Ln(A)r
Ln(f)r
²²
// Ar
fr //
²²
Br
Ln(B)r // (A ∪Ln(A) Ln(B))r.
(vn)r
77pppppppppppp
Since by hypothesis Ln(f)r is a trivial cofibration, Ar −→ (A ∪Ln(A) Ln(B))r is a weak
equivalence in TAut(r). And fr is a weak equivalence in T
Aut(r) by hypothesis, so vn is a
weak equivalence in TAut(r).
Lemma 6.4.8. Let f : A −→ B be a Reedy cofibration such that for all objects r of R of
degree < n, fr : Ar −→ Br is a weak equivalence in T
Aut(r). Then, for each object b of R of
degree n, the induced map Ln(f)b : Ln(A)b −→ Ln(B)b is a trivial cofibration in T
Aut(b).
Proof. Let’s prove the lemma by induction.
For n = 0, the conclusion is obvious.
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Assume by induction that Lk(f)b : Lk(A)b −→ Lk(B)b is a trivial cofibration of k < n
and any object b with degree k. We want to show that i∗nLn(f) is a trivial cofibration in
TRn where in : Rn −→ Gn(R) is the inclusion. To this end we have to find a filler for any
commutative square
i∗nLn(A) //
i∗nLn(f)
²²
Y
g
²²
i∗nLn(B) // X
(6.25)
in TRn in which g : Y −→ X is a fibration. As in (6.19), i∗nLn = i
∗
n(cn)!a
∗
n = (bn)!k
∗
na
∗
n, a
filler for the square (6.25) is the same as a filler for the square below in TR
+(n)
k∗na
∗
n(A) //
k∗na
∗
n(f)
²²
b∗n(Y )
b∗n(g)
²²
k∗na
∗
n(B) // b
∗
n(X).
The category S = R+(n) is a generalized Reedy category for which S+ = S, S− = Iso(S).
In particular, the Reedy fibrations in ST are the same as Reedy fibrations in RT . So b∗n(g)
is a Reedy fibration and k∗na
∗
n(f) is a Reedy cofibration whose induced maps on latching
objects of degree < n are trivial cofibrations.
Let φ = ankn. The functor φ
∗
k : G
Gk(R) −→ TGk(S) induces a canonical isomorphism
Lk(φ
∗(A)) ∼= φ∗k(Lk(A)).
Thus, the relative latching map
φ∗(A) ∪Lk(φ∗(A)) Lk(φ
∗(B)) −→ φ∗(B)
may be identified with φ∗k of the relative latching map Ak ∪Lk(A) Lk(B) −→ Bk. Since
φk : Gk(S) −→ Gk(R) is a faithful functor between groupoids, φ
∗
k preserves cofibrations,
thus k∗nd
∗
n(f) is a Reedy cofibration. Since Lk(A) −→ Lk(B) is a trivial cofibration for
k < n, Lk(φ
∗(A)) −→ Lk(φ
∗(B)) is a trivial cofibration for k < n.
Lemma 6.4.9. Let g : Y −→ X be a trivial Reedy fibration. Suppose for each n, each
object r of degree n, the induced map Mn(g)r : Mn(Y )r −→Mn(X)r is a trivial fibration in
219
TAut(r).
Proof. The proof is dual to that of Lemma 6.4.7.
Lemma 6.4.10. Let g : Y −→ X be a Reedy fibration such that gr : Yr −→ Xr is a weak
equivalence for all objects r of R of degree < n. Then for each object b of degree n, the
induced map Mn(Y )b −→Mn(X)b is a trivial fibration in T
Aut(b).
Proof. The proof is dual to that of Lemma 6.4.8.
Proof of Theorem 6.4.5. Limits and colimits in RT are constructed pointwise. The class of
Reedy weak equivalences has the 2-out-of-3 property. Moreover, all three classes are closed
under retract. It remains to be shown that the lifting and factorization axioms of a Quillen
model category hold.
For the lifting axiom, by Lemma 6.4.8, trivial Reedy cofibrations fulfill the hypothesis of
Lemma 6.4.7, and therefore have the left lifting property with respect to Reedy fibrations.
Dually, Lemma 6.4.10 and 6.4.9 imply that trivial Reedy fibration have the right lifting
property with respect to Reedy cofibrations.
Now let’s show the factorization axiom holds. Let f : X −→ Y be a map in RT , I will
construct inductively a factorization X −→ A −→ Y of f into a trivial Reedy cofibration
followed by a Reedy fibration.
For n = 0, obviously f0 can be factored in T
G0(R) as X0 −→ A0 −→ Y0 into a trivial
cofibration followed by a fibration.
Then assume X≤n−1 −→ A≤n−1 −→ Y≤n−1 is a factorization of f≤n−1 into trivial
Reedy cofibration followed by Reedy fibration in TR≤n−1 in R≤n−1T . Then we have the
commutative diagram in TGn(R).
Ln(X) //
²²
Ln(A) // Ln(Y )
²²
Xn
²²
Yn
²²
Mn(X) // Mn(A) // Mn(Y ).
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This diagram induces a map Xn ∪Ln(X) Ln(A) −→ Mn(A) ×Mn(Y ) Yn which can be
factored as a trivial cofibration followed by a fibration in TGn(R)
Xn ∪Ln(X) Ln(A)
∼
−→ An −→Mn(A)×Mn(Y ) Yn.
The object An of T
Gn(R) together with the maps Ln(A) −→ An −→ Mn(A) define
an extension of A≤n−1 to an object A≤n in R≤nT together with a factorization of f≤n :
X≤n −→ Y≤n into a Reedy cofibration X≤n −→ A≤n followed by a Reedy fibration A≤n −→
Y≤n. The former map is a trivial Reedy cofibration because Xn −→ An decomposes into
Xn −→ Xn ∪Ln(X) LnA −→ An, the first map of which is a weak equivalence by Lemma
6.4.8, the second is by construction. So we get the required factorization of f≤n in R≤nT .
The factorization of f into a Reedy cofibration followed by a trivial Reedy fibration is
constructed dually using Lemma 6.4.10.
Next we describe explicit sets of generating cofibrations and generating acyclic cofibra-
tions of the Reedy model category. First let’s recall some relevant concepts and notions.
The reference is [31].
Let d be an object of D0 and A a G−space. Let F
d
A be the free diagram on A generated
at d, i.e., the D0−space defined by
F dA(b) = D0(d, b)×G A.
Let ∂D0(d, b) be the subspace of D0(d, b) consisting of g : d −→ b for which there is a
factorization
g = −→g←−g
with −→g ∈ D+0 ,
←−g ∈ D−0 and
←−g 6= Idd. In other words, ∂D0(d, b) is the set of maps from d
to b that factor through an object of degree less than that of d.
Let ∂F d∗ denote the boundary of F
d
∗ , i.e., a sub-diagram of F
d
∗ defined by
(∂F dA)(b) = ∂D0(d, b)×G A.
For a set of maps K in the category of topological spaces, let RFD0K denote the set
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of maps in D0T of the form F
d(i) : F dAk
∐
∂FdAk
∂F dBk −→ F
d
Bk
for d an object of D0 and
i : Ak −→ Bk an element in K.
Proposition 6.4.11. A map f : A −→ B in RT is a trivial Reedy cofibration if and only
if, for each object r of degree n, the relative latching map (An ∪Ln(A) Ln(B))r −→ (Bn)r is
a trivial cofibration in TAut(r).
A map g : Y −→ X in RT is a trivial Reedy fibration if and only if for each object r of
degree n, the relative matching map (Yn)r −→ (Xn×Mn(X) Mn(Y ))r is a trivial fibration in
TAut(r).
Proof. For each object r of degree n, the induced map fr : Ar −→ Br in T
Aut(r) factors as
Ar
ur−→ Ar ∪Lr(A) Lr(B)
vr−→ Br.
If f is a trivial Reedy cofibration then fr is a weak equivalence, so by Lemma 6.4.8, ur
is a weak equivalence and hence vr is a trivial cofibration.
Conversely, if each vr is a trivial cofibration, then an induction on n based on Lemma
6.4.8 shows that ur is a weak equivalence and hence f is a trivial Reedy cofibration.
The proof for the trivial Reedy fibration g : Y −→ X is dual, using Lemma 6.4.10 instead
of Lemma 6.4.8.
Proposition 6.4.12. Let R be any generalized Reedy category and M a model category. If
A −→ B is a map in M and X −→ Y is a map of R−diagrams in M , then for every object
α of R the following are equivalent:
(1) The dotted arrow exists in every solid arrow diagram of the form
A //
²²
Xα
²²
B
88
// Yα ×MαY MαX
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(2) The dotted arrow exists in every solid arrow diagram of the form
FαA
∐
∂FαA
∂FαB //
²²
X
²²
FαB
99
// Y.
Corollary 6.4.13. The Reedy model structure on D0T is cofibrantly generated.
Proof. We get the conclusion from Proposition 6.1.16, Proposition 6.4.11, Proposition 6.4.12
and that for any compact Lie group G, the projective model structure TG is cofibrantly
generated.
We describe the set of generating cofibrations and generating acyclic cofibrations explic-
itly.
For each object r in R, let Ir be the set of generating cofibrations in the projective model
structure on the category TAut(r) of Aut(r)−spaces and Jr be the set of generating acyclic
cofibrations for the projective model structure on the category of Aut(r)−spaces.
Let RFD0I denote the set of maps in D0T of the form F
d(i) : F dAd
∐
∂FdAd
∂F dBd −→ F
d
Bd
for d an object of D0 and i : Ad −→ Bd an element in Id.
Let RFD0J denote the set of maps in D0T of the form F
d(i) : F dAd
∐
∂FdAd
∂F dBd −→ F
d
Bd
for d an object of D0 and i : Ad −→ Bd an element in Jd.
RFD0I detects the acyclic fibrations in the Reedy model structure and RF
D0
J detects the
fibrations in the Reedy model structure.
The h-cofibrations are the morphisms with the homotopy extension property and used
in various categories, such as the category of G−spaces, orthogonal spaces and orthogonal
spectra. The category of D0−spaces is a category enriched over the category of spaces. First
we recall the definition of h-cofibration in the standard way and some basic properties of it.
Definition 6.4.14. A homotopy in D0T is a morphism
H : [0, 1]×A −→ X
defined on the pairing of the unit interval with a D0−space.
A morphism f : X −→ Y D0T is a homotopy equivalence if there is a morphism g :
Y −→ X such that gf and fg are homotopic to the respective identity morphisms.
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Remark 6.4.15. If f : X −→ Y is a homotopy equivalence, then for each d = (G,V ) and
closed subgroup H of Aut(d), f(d)H : X(d)H −→ Y (d)H is a homotopy equivalence. So
each homotopy equivalence is a Reedy weak equivalence.
Definition 6.4.16. A morphism of D0−spaces f : A −→ B is an h-cofibration if it has
the homotopy extension property, i.e. given a morphism β : B −→ X and a homotopy
H : [0, 1] × A −→ X such that H0 = β ◦ f , there is a homotopy H : [0, 1] × B −→ X such
that H ◦ ([0, 1]× f) = H and H0 = β where for t ∈ [0, 1], Ht : A −→ X is the composition
A ∼= {t} ×A
incl×A
−→ [0, 1]×A
H
−→ X.
We have the closure properties below of h-cofibrations.
Proposition 6.4.17. Let C be a cocomplete category tensored and cotensored over the cat-
egory of spaces.
(i) the class of h-cofibrations in C is closed under retracts, cobase change, coproducts,
sequential compositions and transfinite compositions.
(ii) Let C′ be another category tensored and cotensored over the category of spaces, and
F : C −→ C ′ a continuous functor that commutes with colimits and tensors with [0, 1].
Then F takes h−cofibrations in C to h−cofibration in C′.
(iii) If C is topological model category in which every object is fibrant, then every cofi-
bration is an h−cofibration.
Proof. See the proof of Corollary 4.14 in [56].
Proposition 6.4.18. Let
A
f //
g
²²
B
h
²²
C
k
// D
be a pushout square of D0−spaces such that g is Reedy weak equivalence. If in addition f
or g is an h-cofibration, then the morphism k is a Reedy weak equivalence.
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Proof. Let d = (G,V, ρ) be an object of D0. Then the square
A(d)
f(d) //
g(d)
²²
B(d)
h(d)
²²
C(d)
k(d)
// D(d)
is a pushout square of G−spaces such that f(d) or h(d) is an h-cofibration of G−spaces by
Proposition 6.4.17 (ii).
It yields a pushout square of spaces of H−fixed points
A(d)H
(f(d))H //
(g(d))H
²²
B(d)H
(h(d))H
²²
C(d)H
(k(d))H
// (D(d))H
where H is any closed subgroup of G. Again by Proposition 6.4.17 (ii), (f(d))H or (h(d))H is
an h−cofibration of spaces and (f(d))H is a weak equivalences. Thus, by the gluing lemma
for weak equivalences and pushout along h-cofibrations shows that then (k(d)H is a weak
equivalence. Hence the morphism k is a Reedy weak equivalence.
Definition 6.4.19. Let M be a model category that is a category enriched, tensored and
cotensored over the category of compactly generated weak Hausdorff spaces. We denote the
tensor by ×. Given a continuous map of spaces f : A −→ B and a morphism g : X −→ Y
in M. Let f¤g denote the pushout product morphism defined by
f¤g = (f × Y ) ∪ (A× g) : A× Y ∪A×X B ×X −→ B × Y.
M is called topological if the following two conditions hold:
• if f is a cofibration of spaces and g is a cofibration in M, then the pushout product
morphism f¤g is also a cofibration;
• if in addition f or g is a weak equivalence, then so is the pushout product morphism
f¤g.
Let ik : ∂D
k −→ Dk and jk : D
k × {0} −→ Dk × [0, 1] be the inclusions. {ik}k>0 is the
standard set of generating cofibrations for the Quillen model structure on the category of
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spaces, and {jk}k>0 is the standard set of generating acyclic cofibrations.
Proposition 6.4.20. Let M be a model category that is a category enriched, tensored and
cotensored over the category of spaces. Suppose that there is a set of objects G of M with
the following properties:
(a) The acyclic fibrations are characterized by the right lifting property with respect to
the morphisms of the form ik ×K for all k > 0 and K ∈ G.
(b) The fibrations are characterized by the right lifting property with respect to the mor-
phisms of the form jk ×K for all k > 0 and K ∈ G.
Then the model structure is topological.
We have
Theorem 6.4.21. The Reedy model structure is topological and proper.
Proof. Each D0−space is fibrant, so the Reedy cofibrations are h-cofibrations by Proposition
6.4.17 (iii), and the Reedy model category is right proper. Left properness is a special case
of Proposition 6.4.18.
The proof that the Reedy model category is topological is formal.
Proposition 6.4.22. We have the Quillen pair between the strong level model structure on
the category of symmetric spaces and the Reedy model structure of the D0−spaces, which is
not a Quillen equivalence
P : ΣT // D0T : U0
oo (6.26)
U0 is fully faithful.
Proof. There is no matching object in ΣT . U0 sends Reedy weak equivalence to the strong
level weak equivalence and sends Reedy fibrations to strong level fibrations. So U0 preserves
both fibrations and trivial fibrations. So (P,U0) is a Quillen pair. U0 is fully faithful by
Proposition 6.1.17.
6.5 Global Model Structure
In this section we construct the global model structure on the category of D0−spaces.
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Definition 6.5.1. A morphism f : X −→ Y of D0−spaces is a global equivalence if for any
object (G,V ) in D0, every closed subgroup H of G, every k > 0 and all continuous maps
α : ∂Dk −→ X(G,V )H and β : Dk −→ Y (G,V )H such that f(G,V )H ◦ α = β|∂Dk , there
is a G−representation W , a morphism φ = (φ1, φ2) : (G,V ) −→ (G,W ) with φ1 = IdG
and φ2 the inclusion of G−subrepresentation, and a continuous map λ : D
k −→ X(G,W )H
such that λ|∂Dk = X(φ)
H ◦α and such that f(G,W )H ◦ λ is homotopic, relative to ∂Dk, to
Y (φ)H ◦ β.
In other words, for every commutative square
∂Dk //
incl
²²
X(G,V )H
f(G,V )H
²²
Dk // Y (G,V )H ,
there exists an object (G,W ) and a morphism φ = (φ1, φ2) : (G,V ) −→ (G,W ) with
φ1 = IdG and φ2 the inclusion of G−subrepresentation, and a continuous map λ : D
k −→
X(G,W )H such that the diagram below commutes.
∂Dk //
incl
²²
X(G,V )H
X(φ)H// X(G,W )H
f(G,W )H
²²
Dk //
λ
44
Y (G,V )H
Y (φ)H // Y (G,W )H
Definition 6.5.2. A D0−space Y is closed if it takes each morphism φ : (G,V ) −→ (H,W )
to a closed embedding Y (φ) : Y (G,V ) −→ Y (H,W ).
Proposition 6.5.3. Let f : X −→ Y be a morphism between closed D0−spaces. Then
f is a global equivalence if and only if for any finite group G, any subgroup H of G, any
G−universe UGwith the representation map
ρ∞ : G −→ O(UG),
the map
f(ρ∞(G),UG)
H : X(ρ∞(G),UG)
H −→ Y (ρ∞(G),UG)
H
is a weak equivalence.
Proof. The poset s(UG) has a cofinal subsequence, so all colimits over s(UG) can be real-
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ized as sequential colimits. The claim is then a straightforward consequence of the fact
that compact spaces such as Dk and ∂Dk are finite with respect to sequences of closed
embeddings. Points in compactly generated weak Hausdorff spaces are always closed, so the
T1−separation property holds.
Proposition 6.5.4. (i) Every Reedy weak equivalence is a global equivalence.
(ii) The composite of two global equivalences is a global equivalence.
(iii) If f , g, and h are composable morphisms of D0−spaces such that gf and hg are
global equivalences, then f , g, h and hgf are also global equivalences.
(iv) Every retract of a global equivalence is a global equivalence.
(v) A coproduct of any set of global equivalences is a global equivalence.
(vi) A finite product of global equivalences is a global equivalence.
(vii) Let fn : Yn −→ Yn+1 be a global equivalence of D0−spaces that is objectwise a closed
embedding, for n ≤ 0. Then the canonical morphism f∞ : Y0 −→ Y∞ to the colimit of the
sequence {fn}n≤0 is a global equivalence.
Proof. (i) Let f : X −→ Y be a Reedy weak equivalence and d = (G,V ) an object in D0.
Let H be a closed subgroup of G. Let α : ∂Dk −→ X(d)H and β : Dk −→ Y (d)H continuous
maps such that f(d)H ◦ α = β|∂Dk . Since f is a Reedy weak equivalence, the map f(d)
H :
X(d)H −→ Y (d)H is a weak equivalence, so there is a continuous map λ : Dk −→ X(d)H
such that λ|∂Dk = α and f(d)
H ◦ λ is homotopic to β relative to ∂Dk. So the pair (Idd, λ)
solves the lifting problem, and hence f is a global equivalence.
(ii) Let f : X −→ Y and g : Y −→ Z be global equivalences, d = (G,V ) be an object
in D0, and H a closed subgroup of G. Let α : D
k −→ X(d)H and β : Dk −→ Z(d)H
continuous maps such that (gf)(d)H ◦α = β|∂Dk . Since g is a global equivalence, the lifting
problem (f(d)H ◦ α, β) has a solution (ψ : d −→ b, λ : Dk −→ Y (b)H) such that
λ|∂Dk = Y (ψ)
H ◦ f(d)H ◦ α = f(b)H ◦X(ψ)H ◦ α,
and g(b)G ◦ λ is homotopic to Z(ψ)H ◦ β relative ∂Dk. Since f is a global equivalence, the
lifting problem (X(ψ)H ◦ α, λ) has a solution (φ : b −→ b′, λ′ : Dk −→ X(b′)H) such that
λ′|∂Dk = X(φ)
H ◦X(ψ)H ◦ α = X(φψ)H ◦ α
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and such that f(b′)H ◦ λ′ is homotopic to Y (φ)H ◦ λ relative ∂Dk. Then (gf)(b′)H ◦ λ′ is
homotopic, relative ∂Dk, to
g(b′)H ◦ Y (φ)H ◦ λ = Z(φ)H ◦ g(b)H ◦ λ
which in turn is homotopic to Z(φψ)H ◦β, also relative ∂Dk. So the pair (φψ, λ′) solves the
original lifting problem for the morphism gf : X −→ Z.
(iii)
Claim 1: If f : X −→ Y , g : Y −→ Z and h : Z −→ Q are composable morphisms such
that gf : X −→ Z and hg : Y −→ Q are global equivalences, then f is a global equivalence.
Let d = (G,V ) be an object of D0 and H any closed subgroup of G. Let α : ∂D
k −→
X(d)H and β : Dk −→ Y (d)H continuous maps such that f(d)H ◦ α = β|∂Dk . Since gf is a
global equivalence and
(gf)(d)H ◦ α = g(d)H ◦ f(d)H ◦ α = g(d)H ◦ β|∂Dk = (g(d)
H ◦ β)|∂Dk ,
the lifting problem (α, g(d)H ◦ β) has a solution (φ : d −→ b, λ : Dk −→ X(b)H) such that
λ|∂Dk = X(φ)
H ◦ α and (gf)(b)H ◦ λ is homotopic to Z(φ)H ◦ g(d)H ◦ β relative ∂Dk. We
let
H : Dk × [0, 1] −→ Z(b)H
be a homotopy between (gf)(b)H ◦ λ and Z(φ)H ◦ g(d)H ◦ β relative ∂Dk. Let K : ∂Dk ×
[0, 1] −→ Y (b)H be the constant homotopy of the map f(b)H◦X(φ)H◦α = Y (φ)H◦f(d)H◦α.
We have the commutative diagram:
(∂Dk × [0, 1]) ∪ (Dk × {0, 1})
K∪(f(b)H◦λ)∪(Y (φ)H◦β)//
²²
Y (b)H
(hg)(b)H
²²
Dk × [0, 1]
h(b)H◦H
// Q(b)H
Since the pair (Dk×[0, 1], ∂Dk×[0, 1]∪Dk×{0, 1}) is homeomorphic to the pair (Dk+1, ∂Dk+1)
and since hg is a global equivalence, there is a morphism ψ : b −→ b′ and a continuous map
λ′ : Dk × [0, 1] −→ Y (b′)H such that
λ′|∂Dk×[0,1]∪Dk×{0,1} = Y (ψ)
H ◦ (K ∪ (f(b)H ◦ λ) ∪ (Y (φ)H ◦ β)).
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So λ′ is a homotopy, relative ∂Dk, from
Y (ψ)H ◦ f(b)H ◦ λ = f(b′)H ◦X(ψ)H ◦ λ
to Y (ψφ)H ◦ β. So the pair (ψφ,X(ψ)H ◦ λ) solves the original lifting problem for the
morphism f : X −→ Y , and thus f is a global equivalence.
Claim 2: If f : X −→ Y and g : Y −→ Z are two composable morphisms such that gf
and f are global equivalences, then g is a global equivalence.
Let d = (G,V ) be an object of D0 and H a closed subgroup of G. Let α : ∂D
k −→ Y (d)H
and β : Dk −→ Z(d)H be two continuous maps such that g(d)H ◦α = β|∂Dk . For k = 0 the
lifting data is determined by the point β(0) ∈ Z(d)H . Since gf is a global equivalence, there
is an object b = (G,W ) of D0 and a morphism φ : d −→ b and a point x ∈ X(b)
H such that
(gf)(b)H(x) is in the same path component of Z(b)H as Z(φ)(β(0)). The pair (φ, f(b)H(x))
then solves the original lifting problem.
Now suppose k ≤ 1 and choose a point x ∈ ∂Dk. Since f is a global equivalence there
is a morphism φ : d −→ b and a point x˜ ∈ X(W )G such that f(b)(x˜) is in the same path
component of Y (b)H as the point Y (φ)H(α(x)). The homotopy extension property of the
pair (∂Dk, {x}) lets us replace Y (φ ◦ α) by a homotopic map α : Dk −→ Y (b)H such that
f(b)(x˜) = α(x).
Let’s choose a continuous surjection ǫ : Dk−1 −→ ∂Dk such that ǫ factors over a home-
omorphism Dk/∂Dk−1 ∼= ∂Dk. Since f is a global equivalence, the lifting problem
∂Dk−1
constx˜//
²²
X(b)H
f(b)H
²²
Dk−1 α◦ǫ
// Y (b)H
has a solution. There is an object b′ = (G,U) and a morphism ψ : b −→ b′ in D0 and a
continuous map λ : Dk−1 −→ X(b′)H such that λ|∂Dk−1 is the constant map with value
X(ψ)H(x˜) and f(b′)H ◦λ is homotopic to Y (ψ)H ◦α ◦ ǫ relative ∂Dk−1. Since λ is constant
on ∂Dk−1, it factors uniquely as
λ = α˜ ◦ ǫ
for a continuous map α˜ : ∂Dk −→ X(b′)H , and then f(b′)H ◦ α˜ is homotopic to Y (ψ)H ◦α,
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and hence homotopic to Y (ψφ)H ◦ α. Instead of solving the original lifting problem (α, β)
for g(d)H , it suffices to solve the lifting problem (Y (ψφ)H ◦ α,Z(ψφ)H ◦ β) for g(b′)H .
We can prove in the same way that the original lifting problem for g(d)H , the map α :
∂Dk −→ Y (d)H is homotopic to a map of the form f(d)H ◦ α˜ for some continuous map
α˜ : ∂Dk −→ X(d)H .
We use the homotopy extension property of the pair (Dk, ∂Dk) to replace β by a homo-
topic map β such that β|∂Dk = (gf)(b)
H ◦α˜. Since (α, β) is pair-homotopic to (f(d)H ◦α˜, β),
it suffices to solve the lifting problem (f(d)H ◦ α˜, β).
Since gf is a global equivalence, the lifting problem (α˜, β) for (gf)(d)H has a solution
(φ : d −→ b, λ : Dk −→ X(b)H) such that λ|∂Dk = X(φ)
H ◦ α˜ and (gf)(b)H ◦λ is homotopic
to Z(φ)H ◦ β relative ∂Dk. Then
(f(b)H ◦ λ)|∂Dk = f(b)
H ◦X(φ)H ◦ α˜ = Y (φ) ◦ f(d)H ◦ α˜,
so the pair (φ, f(b)H ◦ λ) solves the lifting problem (f(d)H ◦ α˜, β), and thus g is a global
equivalence.
Finally we prove the 2-out-of-6 property. Let f : X −→ Y , g : Y −→ Z, and h : Z −→ Q
be the three composable morphisms such that gf : X −→ Z and hg : Y −→ Q are global
equivalences. Then f is a global equivalence by Claim 1, so g is a global equivalence by
Claim 2. Apply Claim 2 again and we get h is a global equivalence. Therefore, hgf is a
global equivalence by part (ii).
(iv) Let g be global equivalence and f a retract of g. So there is a commutative diagram
X
i //
f
²²
A
r //
g
²²
X
f
²²
Y
j
// B s
// Y
such that ri = IdX and sj = IdY . Let d = (G,V ) be an object of D0 and α : ∂D
k −→
X(d)H and β : Dk −→ Y (d)H continuous maps such that f(d)H ◦ α = β|∂Dk . Since g is a
global equivalence and
g(d)H ◦ i(d)H ◦ α = j(d)H ◦ f(d)H ◦ α = (j(d)H ◦ β)|∂Dk ,
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there is a morphism φ : d −→ b and a continuous map λ : Dk −→ A(b)H such that
λ|∂Dk = A(φ)
H ◦ i(d)H ◦ α and g(b)H ◦ λ is homotopic to B(φ)H ◦ j(d)H ◦ β relative ∂Dk.
Then
(r(b)H ◦ λ)|∂Dk = r(b)
H ◦A(φ)H ◦ i(V ) ◦ α = X(φ) ◦ r(d)H ◦ i(d)H ◦ α = X(φ) ◦ α
and
f(b)H ◦ r(b)H ◦ λ = s(b)H ◦ g(b)H ◦ λ
is homotopic to
s(b)H ◦B(φ)H ◦ j(d)H ◦ β = Y (φ)H ◦ s(d)H ◦ j(d)H ◦ β = Y (φ)H ◦ β
relative ∂Dk. So the pair (φ, r(b)H ◦ λ) solves the original lifting problem for the morphism
f : X −→ Y . So f is a global equivalence.
(v) is true since Dk is connected so any lifting problem for a coproduct of D0−spaces is
located in one of the summands.
(vi) It suffices to consider a product of two global equivalences f : X −→ Y and f ′ :
X ′ −→ Y ′. Since by (ii) global equivalences are closed under composition and
f × f ′ = (f × Y ′) ◦ (X × f ′), (6.27)
it suffices to show that for every global equivalence f : X −→ Y and every D0−space Z the
morphism f × Z : X × Z −→ Y × Z is a global equivalence. Let (G,V ) be any object in
D0, H any subgroup of G, and α : ∂D
k −→ (X ×Z)(G,V )H and β : Dk −→ Y ×Z(G,V )H
continuous maps such that (f×Z)(G,V )H ◦α = β|∂Dk . For D0−spaces we have the equality
for fixed points
(X × Z)(G,V )H = X(G,V )H × Z(G,V )H . (6.28)
Therefore, we have α = (α1, α2) and β = (β1, β2) for continuous maps α1 : ∂D
k −→
X(G,V )H , α2 : ∂D
k −→ Z(G,V )H , β1 : D
k −→ Y (G,V )H and β2 : D
k −→ Z(G,V )H .
The relation (f × Z)(G,V )H ◦ (α1, α2) = (β1, β2)|∂Dk shows that α2 = β2|∂Dk . Since f is a
global equivalence, the lifting problem (α1, β1) for f(G,V ) has a solution (φ = (IdG, φ2) :
232
(G,V ) −→ (G,W ), λ : Dk −→ X(G,W )H), with φ2 the inclusion of G−subrepresentation,
such that λ|∂Dk = X(φ)
H ◦ α1 and f(G,W )
H ◦ λ is homotopic to Y (φ)H ◦ β1 relative ∂D
k.
Then the pair (φ, (λ,Z(φ) ◦ β2)) solves the original lifting problem, so f × Z is a global
equivalence.
(vii) Let (G,V ) be any object in D0 and α : ∂D
k −→ Y0(G,V )
H and β : Dk −→
Y∞(G,V )
H continuous maps such that f∞(G,V )
H ◦ α = β|∂Dk : ∂D
k −→ Y∞(G,V )
H .
Since Dk is compact and Y∞(G,V ) is a colimit of a sequence of closed embeddings, the
map β factors through a map β : Dk −→ Yn(G,V ) for some n ≤ 0. Since the canonical
map Yn(G,V ) −→ Y∞(G,V ) is injective, β lands in the H−fixed points and restricts to
((fn−1 ◦ · · · ◦ f0)(G,V ))
H ◦ α on ∂Dk.
The composite fn−1 ◦ · · · ◦f0 : Y0 −→ Yk is a global equivalence by part (ii), so there is a
morphism φ = (IdG, φ2) : (G,V ) −→ (G,W ), with φ2 the inclusion of G−subrepresentation,
and a continuous map λ : Dk −→ Y0(G,W )
H such that λ|∂Dk = Y0(φ) ◦α and ((fn−1 ◦ · · · ◦
f0)(G,W ))
H ◦ λ is homotopic to β relative ∂Dk. So the pair (φ, λ) is also a solution for the
original lifting problem and hence f∞ : Y0 −→ Y∞ is a global equivalence.
Definition 6.5.5. A morphism f : X −→ Y in D0T is a global fibration if it is a Reedy fibra-
tion and for each object d = (G,V ), b = (G,W ) of D0, any closed subgroup H of G and any
morphism φ = (φ1, φ2) : d −→ b with φ1 = IdG, φ2 an inclusion of G−subrepresentation,
the map
(f(d)H , X(φ)H) : X(d)H −→ Y (d)H ×Y (b)H X(b)
H
is a weak equivalence.
In other words, a morphism f is a global fibration if and only if f is a Reedy fibration
and for each object d = (G,V ), b = (G,W ) of D0, any closed subgroup H of G and any
morphism φ = (φ1, φ2) : d −→ b with φ1 = IdG, the square of H−fixed point spaces
X(d)H
X(φ)H //
f(d)H
²²
X(b)H
f(b)H
²²
Y (d)H
Y (φ)H
// Y (b)H
(6.29)
is a homotopy cartesian.
Definition 6.5.6. A D0−space X is static if for every object (G,V ) of D0, every morphism
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φ = (φ1, φ2) : (G,V ) −→ (G,W ) with φ1 = IdG, φ2 an inclusion of G−subrepresentation,
the map X(φ) : X(G,V ) −→ X(G,W ) is a G−weak equivalence.
Proposition 6.5.7. A D0−space X is static if and only if the unique morphism from X
to a terminal D0−space is a global fibration.
Proof. Straightforward from the definitions.
Theorem 6.5.8. The global equivalences, global fibrations and Reedy cofibrations form a
model structure, the global model structure on the category of D0−spaces. The fibrant ob-
jects in the global model structure are the static D0−spaces. The global structure is proper,
topological and compactly generated.
Before the proof of Theorem 6.5.8, I state and prove several properties of global equiva-
lences needed for the proof.
Proposition 6.5.9. (i) Let
A
f //
g
²²
B
h
²²
C
k
// D
be a pushout square of D0−spaces such that f is a global equivalence. If in addition f or g
is an h−cofibration, then the morphism k is a global equivalence.
(ii) Let
C
γ
²²
A
goo
α
²²
f // B
β
²²
C ′ A′
g′
oo
f ′
// B′
be a commutative diagram of D0−spaces such that g and g
′ are h−cofibartions. If the
morphisms α, β and γ are global equivalences, then so is the induced morphism of pushouts
γ ∪ β : C ∪A B −→ C
′ ∪A′ B
′.
(iii) Let
P
k //
g
²²
X
f
²²
Z
h // Y
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be a pullback square of D0−spaces in which f is a global equivalence. If in addition one of
the morphisms f or h is a Reedy fibration, then the morphism g is also a global equivalence.
(iv) Every global equivalence that is also a global fibration is a Reedy weak equivalence.
Proof. We use the Reedy model structure (Theorem 6.4.5) to construct a cofibrant re-
placement of the pushout square. More explicitly, we construct a Reedy weak equivalence
α : Ab −→ A from a Reedy cofibrant D0−space A
b. Then we factor
f ◦ α = β ◦ f b and g ◦ α = γ ◦ gb
for some Reedy cofibrations f b : Ab −→ Bb and gb : Ab −→ Cb and Reedy weak equivalence
β : Bb −→ B and γ : Cb −→ C. We then have the commutative diagram
Cb
γ ∼
²²
A
gboo
α∼
²²
fb // Bb
∼ β
²²
C Ag
oo
f
// B
in which all vertical maps are Reedy weak equivalences, the D0−spaces in the upper row are
Reedy cofibrant and the morphisms gb and f b are Reedy cofibrations. As Reedy cofibrations,
f b and gb are also h−cofibrations by Proposition 6.4.17 (iii).
Claim: The induced morphism
γ ∪ β : Cb ∪Ab B
b −→ C ∪A B = E (6.30)
is a Reedy weak equivalence.
Assume that the morphism g is an h−cofibration. Since f b is an h−cofibration, so is its
cobase change, the upper map in the commutative square below.
Cb //
∼γ
²²
Cb ∪Ab B
b
γ∪Bb
²²
C // C ∪Ab B
b
Since γ is a Reedy weak equivalence, so is its cobase change by Proposition 6.4.18.
Since f b is an h−cofibration and α is a Reedy weak equivalence, its cobase change
Bb −→ A∪Ab B
b is also Reedy weak equivalence by Proposition 6.4.18. Since β : Bb −→ B
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is a Reedy weak equivalence, so is the morphism f ∪β : A∪Ab B
b ∼−→ B, by 2-out-of-3. The
commutative square
A ∪Ab B
b //
∼f∪β
²²
C ∪Ab B
b
C∪β
²²
B // C ∪A B
is a pushout where f ∪ β is a Reedy weak equivalence and the upper horizontal morphism
is a h−cofibration since it’s the cobase change of the h−cofibration g : A −→ C. So by
Proposition 6.4.18, C ∪ β in the square is a Reedy weak equivalence.
Since the morphism (6.30) factors as the composite
Cb ∪Ab B
b γ∪B
b
−→ C ∪Ab B
b C∪β−→ C ∪A B
with both factors Reedy weak equivalences. So the claim is proved.
Now consider the commutative square
Cb
∼γ
²²
kb // Cb ∪Ab B
b
γ∪β∼
²²
C
k
// C ∪A B = E
where both vertical morphisms are Reedy weak equivalences, hence global equivalences. So
to show k is a global equivalence, we should show kb is a global equivalence.
Assume without loss of generality that the D0−spaces A, B and C are Reedy cofibrant
and f is a Reedy cofibration. So the cobase change k is also a Reedy cofibration, and in
particular, E is also Reedy cofibrant. For each (G,U) with U a G−universe, the square
A(G,U)
f(U) //
g(U)
²²
B(U)
h(U)
²²
C(U)
k(U)
// D(U)
is a pushout. Since f is a Reedy cofibration, it’s an h−cofibration of D0−spaces by Propo-
sition 6.4.18 (iii). So f(U) is an h−cofibration of G−spaces. Since A and B are Reedy
cofibrant, they are closed and f(U) is a G−weak equivalence by Proposition 6.5.3.
The map f(U) is then an h−cofibration and a G−weak equivalence, hence so is its cobase
change k(U). Since C and D are Reedy cofibrant, thus closed, by Proposition 6.5.3, so k is
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a global equivalence.
(ii) Choose a factorization f = βf as the composite of an h−cofibration f : A −→
B followed by a Reedy weak equivalence β : B −→ B by the Reedy model structure,
Theorem 6.4.5, and that all Reedy cofibrations are h−cofibrations by Proposition 6.4.18
(iii). The canonical morphism B −→ C ∪A B is an h−cofibration as a cobase change of the
h−cofibartion g. The pushout square
B
β //
²²
B
²²
C ∪A B
C∪β
// C ∪A B
then shows, using part (i), that C∪β is a global equivalence as the cobase change of a global
equivalence along an h−cofibration.
By replacing (B, f) by (B, f) we can thus assume without loss of generality that in
addition to g and g′, the morphism f is also an h−cofibration. The morphism γ ∪ β factors
as the composite
C ∪A B
γ∪B
−→ C ′ ∪A B
C′∪β
−→ C ′ ∪A′ B
′.
The morphism γ ∪B participates in the commutative diagram
A
g //
f
²²
C
γ //
²²
C ′
²²
B // C ∪A B
γ∪B
// C ′ ∪A B
in which both squares are pushouts. The canonical morphism from C to C ∪A B is an
h−cofibration as a cobase change of the h−cofibration f . So γ ∪B is a global equivalence,
by part (i), as the cobase change of the global equivalence γ along an h−cofibration.
The canonical morphism B −→ A′∪AB is a global equivalence, by part (i), as the cobase
change of the global equivalence α along the h−cofibration f . The composite
B −→ A′ ∪A B
f ′∪β
−→ B′
is the global equivalence β, so the second morphism f ′ ∪ β is also a global equivalence. The
237
morphism C ′ ∪ β participates in the commutative diagram
A′ //
g′
²²
A′ ∪A B
g′∪β
²²
f ′∪β // B′
²²
C ′ // C ′ ∪A B
C′∪β
// C ′ ∪A B′
in which both squares are pushouts. The vertical morphism g′ ∪B is an h−cofibration as a
cobase change of the h−cofibration g. So C ′∪β is a global equivalence as the cobase change
of a global equivalence along and h−cofibration. Now we have shown that both γ ∪B and
C ′ ∪ β are global equivalences, hence so is the composite γ ∪ β.
(iii) Let d = (G,V ) be an object of D0 and H a subgroup of G. Let α : ∂D
k −→ P (d)H
and β : Dk −→ Z(d)H be continuous maps such that g(d)H ◦ α = β|∂Dk . Since f is a
global equivalence, there is a morphism φ = (φ1, φ2) : d −→ b in D0 with φ1 = IdG
and φ2 the inclusion of a G−subrepresentation, and a continuous map λ : D
k −→ X(b)H
such that λ∂Dk = X(φ)
G ◦ k(d)H ◦ α and such that f(b)H ◦ λ is homotopic, relative to
∂Dk, to Y (φ) ◦ h(d)H ◦ β. Let H : Dk × [0, 1] −→ Y (b)H be a relative homotopy from
Y (φ) ◦ h(d)H ◦ β = h(b)H ◦ Z(φ) ◦ β to f(b)H ◦ λ. Now we distinguish two cases.
Case 1: The morphism h is a Reedy fibration. Thenthe relative matching map
ZHb −→Mb(Z)
H ×Mb(Z)H Z
H
b
is a Serre fibration. So h(b)H : Z(b)H −→ Y (b)H is a Serre fibration. We can choose a lift
H in the square
Dk × 0 ∪∂Dk×0 ∂D
k × [0, 1]
Z(φ)◦β∪K//
∼
²²
Z(b)H
h(b)H
²²
Dk × [0, 1]
H
55
H
// Y (b)H
where K : ∂Dk× [0, 1] −→ Z(b)H is the constant homotopy from g(b)H ◦P (φ)H ◦α to itself.
Since the square is a pullback and h(b)H ◦H(−, 1) = H(−, 1) = f(b)H ◦λ, there is a unique
continuous map λ : Dk −→ P (b)H that satisfies
g(b)H ◦ λ = H(−, 1) and k(b)H ◦ λ = λ.
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The restriction of λ to ∂Dk satisfies
g(b)H ◦ λ|∂Dk = H(−, 1)|∂Dk = g(b)
H ◦ P (φ)H ◦ α and
k(b)H ◦ λ|∂Dk = λ|∂Dk = X(φ)
H ◦ k(d)H ◦ α = k(b)H ◦ P (φ)H ◦ α.
The pullback property thus implies that λ|∂Dk = P (φ)
H ◦ α.
Finally the composite g(b)H ◦ λ is homotopic, relative ∂Dk and via H, to H(−, 0) =
Z(φ)H ◦ β. This is the required lifting data, and we have verified the defining property of a
global equivalence for the morphism g.
Case 2: If the morphism f is a Reedy fibration. The argument is similar to that of
Case 1. Now f(b)H : X(b)H −→ Y (b)H is a Serre fibration. We can choose a lift H ′ in the
square
Dk × 1 ∪∂Dk×1 ∂D
k × [0, 1]
λ∪K′ //
∼
²²
Z(b)H
f(b)H
²²
Dk × [0, 1]
H′
55
H
// Y (b)H
where K ′ : ∂Dk × [0, 1] −→ X(b)H is the constant homotopy from X(φ)H ◦ k(d)H ◦α to
itself. Since the square is a pullback and f(b)H ◦H ′(−, 0) = H(−, 0) = H(b)H ◦ Z(φ)H ◦ β,
there is a unique continuous map λ : Dk −→ P (b)H that satisfies
g(b)H ◦ λ = Z(φ)H ◦ β and k(b)H ◦ λ = H ′(−, 0).
The restriction of λ to ∂Dk satisfies
g(b)H ◦ λ|∂Dk = Z(φ)
H ◦ g(d)H ◦ α = g(b)H ◦ P (φ)H ◦ α and
k(b)H ◦ λ|∂Dk = H
′(−, 0)|∂Dk = X(φ)
H ◦ k(d)H ◦ α = k(b)H ◦ P (φ)H ◦ α.
The pullback property implies that λ|∂Dk = P (φ)
H ◦α. Since g(b)H ◦λ = Z(φ)H ◦ β, this is
the required lifting data, and we have verified the defining property of a global equivalence
for the morphism g.
(iv) Let f : X −→ Y be a morphism of D0−spaces that is both a global fibration and
a global equivalence. Let d = (G,V ) be an object in D0 and H a closed subgroup of G.
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Let α : ∂Dk −→ X(d)H and β : Dk −→ Y (d)H be continuous maps such that the diagram
below commutes.
∂Dk
α //
ik
²²
X(d)H
f(d)H
²²
Dk
β
// Y (d)H
We will exhibit a continuous map µ : Dk −→ X(d)H such that µ|∂Dk = α and f(d)
H ◦µ
is homotopic to β, relative ∂Dk. Then f(d)H is a weak equivalence, so f is Reedy weak
equivalence.
Since f is a global equivalence, there is an object b = (G,W ) in D0 and a morphism
φ = (φ1, φ2) : d −→ b with φ1 = IdG and φ2 the inclusion of a G−subrepresentation, and
a continuous map λ : Dk −→ X(b)H such that λ|∂Dk = X(φ)
H ◦ α : ∂Dk −→ X(b)H and
such that f(b)H ◦ λ : Dk −→ Y (b)H is homotopic to Y (φ) ◦ β, relative to ∂Dk. Since f is
a Reedy fibration, so f(b)H : X(b)H −→ Y (b)H is a Serre fibration. So λ can be improved
into a continuous map λ′ : Dk −→ X(b)H such that λ′|∂Dk = λ|∂Dk = X(φ)
H ◦ α and such
that f(b)H ◦ λ′ is equal to Y (φ)H ◦ β.
Since f is a global fibration the morphism
(f(d)H , X(φ)H) : X(d)H −→ Y (d)H ×Y (b)H X(b)
H
is a weak equivalence. So there is a continuous map µ : Dk −→ X(d)H such that µ|∂Dk = α
and (f(d)H , X(φ)H)◦µ is homotopic, relative ∂Dk to (β, λ′) : Dk −→ Y (d)H×Y (b)H X(b)
H :
∂Dk
α //
ik
²²
X(d)H
(f(d)H ,X(φ)H)
²²
Dk
(β,λ′)
//
µ
77nnnnnnnnnnnnn
Y (d)H ×Y (b)H X(b)
H
This is the µ we want.
Definition 6.5.10. Let j : A −→ B be a morphism in a topological model category. j can
be factored as the composite through the mapping cylinder
A
c(j)
−→ Z(j) = ([0, 1]×A) ∪j B
r(j)
−→ B,
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where c(j) is the front mapping cylinder inclusion and r(j) is the projection, which is ho-
motopy equivalence. If both A and B are cofibrant, the morphism c(j) is a cofibration by the
pushout product property. Let j be a morphism between cofibrant objects. Define Z(j) to be
the set of all pushout product maps
ik¤c(j) : D
k ×A ∪∂Dk×A ∂D
k × Z(j) −→ Dk × Z(j)
for k ≤ 0 and ik : ∂D
k −→ Dk is the inclusion.
Proposition 6.5.11. Let C be a topological model category, j : A −→ B a morphism
between cofibrant objects and f : X −→ Y a fibration. Then the following two conditions
are equivalent:
(i) The square of spaces
map(B,X)
map(B,f)
²²
map(j,X)// map(A,X)
map(A,f)
²²
map(B, Y )
map(j,Y )
// map(A, Y )
(6.31)
is homotopy cartesian.
(ii) The morphism f has the right lifting property with respect to the set Z(j).
Proof. The proof is that of Proposition 5.5, Chapter I, in [56].
Let J denote the set of generating trivial cofibrations in the Reedy model structure, i.e.
RFD0J described in the proof of Corollary 6.4.13. Let K denote the set of morphisms that de-
tect the squares (6.29) are homotopy cartesian. Let (V, ρ) and (W,ρ′) be G−representations
such that d = (ρ(G), V ) and b = ((ρ ⊕ ρ′) ◦ ∆(G), V ⊕W ) be two objects in D0 and let
φ : d −→ b be the morphism (IdG, iV ) with iV : V −→ V ⊕W the inclusion. Then we have
the restriction morphism
ρG,V,W = φ
∗ : Db∗ −→ Dd∗
where ∗ is the one-point G−space. This morphism is a global equivalence by Proposition
6.2.3 (ii). Let
K :=
⋃
G,V,W
Z(ρG,V,W ), (6.32)
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the set of all pushout products of boundary inclusions ∂Dk −→ Dk with the mapping cylin-
der inclusions of the morphisms ρG,V,W , where the union goes over a set of representatives
of the isomorphism classes of triples (G,V,W ) with (G,V ) and (G,W ) objects of D0. By
Proposition 6.5.11 the right lifting property with respect to the union J ∪K characterizes
the global fibrations.
Proposition 6.5.12. A morphism of D0−spaces is a global fibration if and only if it has
the right lifting property with respect to the set J ∪K.
Proof of Theorem 6.5.8. The numbering of the model category axioms is as that in Defini-
tion 3.3, [18].
The category of D0−spaces is complete and cocomplete, so axiom MC1 holds. By
Proposition 6.5.4 (iii), global equivalences have the 2-out-of-6 property, so they satisfy the
model category axiom 2-out-of-3(MC2). By Proposition 6.5.4(iv), global equivalences are
closed under retracts. It’s straightforward that Reedy cofibrations and global fibrations are
closed under retracts, so MC3 holds.
By the Reedy model structure, each morphism in D0T can be factored as a Reedy
cofibration followed by a Reedy weak equivalence. Since by Proposition 6.5.4 Reedy weak
equivalences are global equivalences, we get one of the factorizations required by MC5. For
the other half of MC5, apply the small object argument to the set J∪K. All morphisms in J
are Reedy cofibrations and Reedy weak equivalence. Since Db∗ and Dd∗ are Reedy cofibrant,
the morphisms in K are also Reedy cofibrations, and they are global equivalences because
the morphisms ρG,V,W are. The small object argument provides a functorial factorization
of every morphism φ : X −→ Y of D0−spaces as composite
X
i
−→W
q
−→ Y
where i is a sequential composition of cobase changes of coproducts of morphisms in K and
q has the right lifting property with respect to J ∪ K. Since all morphisms in K are flat
cofibrations and global equivalences, the morphism i is a Reedy cofibration by the closure
properties of Proposition 6.5.9. Moreover, q is a global fibration by Proposition 6.5.12.
Now we show the lifting properties of MC4. By Proposition 6.5.9 (iv) a morphism
that is both a global fibration and a global equivalence is a Reedy weak equivalence, and
hence an acyclic fibration in the strong level model structure. So every morphism that is
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simultaneously global fibrations and a global equivalence has the right lifting property with
respect to Reedy cofibrations. Now let j : A −→ B be a Reedy cofibration that is also
a global equivalence. I show that it has the left lifting property with respect to all global
fibrations. Factor j = q◦ i, via the small object argument for J∪K, where i : A −→W is an
J ∪K−cell complex and q : W −→ B a global fibration. Then q is a global equivalence since
j and i are, and hence an acyclic fibration in the strong level model structure by Proposition
6.5.9 (iv). Since j is a Reedy cofibration, a lifting in
A
i //
j
²²
W
q∼
²²
B
= //
>>
B
exists. Thus j is a retract of the morphism i that has the left lifting property with respect to
all global fibrations. But then j itself has the lifting property. Thus we verified all the model
category axioms. Meanwhile We have also specified sets of generating Reedy cofibrations I
and generating acyclic cofibrations J ∪ K. Sources and targets of all morphisms in these
sets are small with respect to sequential colimits of Reedy cofibrations. So the global model
structure is compactly generated.
Left properness of the global model structure follows from Proposition 6.5.9 (i) and the
fact that Reedy cofibrations are h−cofibrations by Proposition 6.4.17 (iii). Right properness
follows from Proposition 6.5.9 (iii) since global fibrations are Reedy fibrations.
The proof the the global model structure is topological is formal.
Proposition 6.5.13. Let f : A −→ B be a morphism of D0−spaces. Then the following
conditions are equivalent.
(i) The morphism f is a global equivalence.
(ii) For some (hence any) Reedy cofibrant approximation f b : Ab −→ Bb in the Reedy
model structure and every fibrant object X the induced map
[f b, X] : [Bb, X] −→ [Ab, X]
on homotopy classes of morphism is a bijection.
Proof. By Proposition 6.5.4 (i), the morphism f is a global equivalenc if and only if the
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Reedy cofibrant approximation f b : Ab −→ Bb is a global equivalence. Since Ab and Bb are
both Reedy cofibrant, they are cofibrant in the global model structure. So f b is a global
equivalence if and only the induced map [f b, X] is bijective for every fibrant object in the
global model structure. By Theorem 6.5.8 these fibrant objects are precisely the static
D0−spaces.
6.6 Relation between D0−spaces and I−spaces
In this section I show the global model structure of I−spaces and the global model structure
on a subcategory of D0−spaces are Quillen equivalent.
Before that let’s recall basic concepts and properties of I−spaces, the main reference of
which is [55]. I omit most of the proofs.
Definition 6.6.1 (I−spaces). Let I denote the category of finite sets and injective maps.
An I− space is a functor from the category I to the category T of spaces.
The category I is symmetric monoidal under disjoint union. The category of I−spaces
thus inherits a Day convolution product ⊠.
Definition 6.6.2. (i) A morphism f : Y −→ Z of I−spaces is a strong level equivalence if
for every finite set A the map f(A) : Y (A) −→ Z(A) is a ΣA−weak equivalence.
(ii) A morphism f : Y −→ Z of I−spaces is a strong level fibration if for every finite set
A the map f(A) : Y (A) −→ Z(A) is a ΣA−fibration.
(iii) A morphism f : Y −→ Z of I−spaces is a flat cofibration if for every finite set A
the latching morphism Y (A) ∪LAY LAZ −→ Z(A) is a ΣA−cofibration.
Proposition 6.6.3. The strong level equivalences, strong level fibrations and flat cofibra-
tions form a model structure, the strong level model structure, on the category of I−spaces.
The strong level model structure is proper, topological, cofibrantly generated and satisfies the
pushout product property with respect to the box product.
The global model structure for I−spaces is obtained from the strong level model structure
by Bousfield localization with the appropriated class of static I−spaces as local objects.
Definition 6.6.4. An I−space Z is static if for every finite group G, every faithful finite
G−set A and every monomorphism of finite G−sets φ : A −→ B the structure map Z(φ) :
Z(A) −→ Z(B) is a G−weak equivalence.
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Definition 6.6.5 (global equivalence of I−spaces). A morphism of f : X −→ Y of
I−spaces is a global equivalence if for some (hence any) flat approximation f b : Xb −→ Y b
in the strong level model structure and every static I−space Z the induced map
[f b, Z] : [Y b, X] −→ [Xb, Z]
on homotopy classes of morphisms is bijective.
Definition 6.6.6 (global fibration of I−spaces). A morphism f : X −→ Y of I−spaces
is a global fibration if it is a strong level fibration and for every finite group G, every faithful
finite G−set A and every monomorphism of finite G−sets φ : A −→ B the square of G−fixed
point spaces
X(A)G
X(φ)G //
f(A)G
²²
X(B)G
f(B)G
²²
Y (A)G
Y (φ)G
// Y (B)G
is homotopy cartesian, in other words,
(f(A)G, X(φ)G) : X(A)G −→ Y (A)G ×Y (B)G X(B)
G
is a weak equivalence.
Theorem 6.6.7 (global model structure for I−spaces). The global equivalences, global
fibrations and flat cofibrations form the global model structure on the category of I−spaces.
The fibrant objects in the global model structure are the static I−spaces. The global model
structure is proper, topological, compactly generated, and it satisfies the pushout product and
monoid axioms with respect to the box product of I−spaces.
The global model structure of I−spaces is Quillen equivalent to a model structure on
the category of orthogonal spaces, Fin−global model structure. I briefly introduce it below.
My reference is [55].
Definition 6.6.8. Let F be a global family. A morphism f : X −→ Y of orthogonal spaces
is
• an F−level equivalence if for every compact Lie group G in F and every G−representation
V the map f(V )G : X(V )G −→ Y (V )G is a weak equivalence;
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• an F−level fibration if for every compact Lie group G in F and every G−representation
V the map f(V )G : X(V )G −→ Y (V )G is a Serre fibration;
• an F−cofibration if the latching morphism X(Rm) ∪LRmX LRmY −→ Y (R
m) is an
F ∩O(m)−cofibration for all m ≤ 0.
Proposition 6.6.9. Let F be a global family. The F−level equivalences, F−level fibrations
and F−cofibrations form a model structure, the F−level model structure, on the category
of orthogonal spaces. The F−level model structure is proper, topological and cofibrantly
generated.
Definition 6.6.10. Let F be a global family.
(i) A morphism f : X −→ Y of orthogonal spaces is an F−global equivalence if for
every compact Lie group G in F , every G−representation V , every k ≤ 0 and all maps
α : ∂Dk −→ X(V )G and β : Dk −→ Y (V )G such that f(V )G ◦ α = β|∂Dk there is a
G−representation W , a G−equivariant linear isometric embedding φ : V −→ W and a
continuous map λ : Dk −→ X(W )G such that λ∂Dk = X(φ)
G ◦ α and such that f(W )G ◦ λ
is homotopic, relative to ∂Dk, to Y (φ) ◦ β.
(ii) A morphism f : X −→ Y of orthogonal spaces is a F−global fibration if it is
an F−level fibration and for every compact Lie group G in the family F , every faithful
G−representation V and every equivariant linear isometric embedding φ : V −→ W of
G−representations, the map
(f(V )G, X(φ)G) : X(V )G −→ Y (V )G ×Y (W )G X(W )
G
is a weak equivalence.
Theorem 6.6.11. Let F be a global family. The F−global equivalence, F−global fibrations
and F−cofibrations form a model structure, the F−global model structure, on the category
of orthogonal spaces. The F−global model structure is cofibrantly generated, proper and
topological.
Let Fin be the global family of all finite groups.
Let R : I −→ L denote the functor sending a finite set A to the free R−vector space RA
generated by A with A an orthonormal basis. The injective maps between finite sets then
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linearize to isometric embeddings. Let UF : LT −→ IT denote the forgetful functor
X 7→ X ◦ R.
It has a left adjoint LF .
Theorem 6.6.12. The global model structure of I−spaces is Quillen equivalent to the
Fin−global model structure on the category of orthogonal spaces. We have the Quillen
equivalence
LF : IT // LT : UF
oo (6.33)
The lemma below is from [33]. We need it later in this section.
Lemma 6.6.13. Let P : A −→ B and U : B −→ A be a Quillen adjoint pair. If U creates
the weak equivalences of B and η : α −→ UPα is a weak equivalence for all cofibrant objects
A, then (P,U) is a Quillen equivalence.
Let l0 : I −→ D0 be the inclusion sending n to (Σn,Rn). Let U be the restriction of
l∗0 : D0T −→ IT to D0T . By Proposition 6.1.17 U has a left adjoint L. U also has a right
adjoint R.
Let p be a functor from D0 to L sending an object (G,V ) to V , and a morphism
φ = (φ1, φ2) to the linear isometric embedding φ2. Let P denote the functor from the
category of orthogonal spaces to the category of D0−spaces sending X to the orthogonal
space
(G,V ) 7→ X(V ).
P has a left adjoint Q that sends a D0−space X to the orthogonal space
V 7→ X(e, V ).
X(e, V ) is the colimit of all the restriction maps, i.e. the diagram with all the maps like
X(G,V ) −→ X(H,V ).
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We have the commuting diagram
LT
P||xx
xx
xx
xx
UF !!C
CC
CC
CC
C
Dw0 T U
// IT
(6.34)
UF = UD ◦ P. So the left adjoints commutes: LF = Q ◦ L.
Theorem 6.6.14. (i) The adjoint functors
Q : D0T // LT : P
oo (6.35)
is a Quillen pair between the global model structure on D0−spaces and the Fin−global model
structure on the orthogonal spaces.
(ii) And the adjoint functors
Q : D0T // LT : P
oo (6.36)
is a Quillen pair between the global model structure on I−spaces and the global model struc-
ture on D0−spaces.
Proof. (i) First let’s check (Q,P ) is a Quillen pair. By the definition of global equivalences
in D0T and LT , we can check directly that P sends global equivalence to global equivalence
and it creates the global equivalence in LT .
For any object r = (G,V ) in D0, any orthogonal space X, the matching object Mr(PX)
is
PX(r) = X(V ).
Let f : X −→ Y be a Fin−global fibration in the category of orthogonal spaces. Then
for any subgroup H of G, f(V )H : X(V )H −→ Y (V )H is a Serre fibration. And for each
equivariant linear isometric embedding φ : V −→W of H−representations, the map
(f(V )H , X(φ)H) : X(V )H −→ Y (V )H ×Y (W )H X(W )
H (6.37)
is a weak equivalence.
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So the map
(Pf(G,V )H , PX(ψ)H) : PX(G,V )H −→ PY (G,V )H ×PY (G,W )H PX(G,W )
H (6.38)
is a weak equivalence, where ψ = (ψ1, ψ2) a morphism in D0 with ψ1 the identity map, ψ2
the inclusion of G−representation.
The space Mr(PX) ×Mr(PY ) PYr is exactly X(V ) ×Y (V ) Y (V ). The identity map
X(V )H −→ X(V )H and
Pf(G,V )H : PX(G,V )H −→ PY (G,V )H
are both Serre fibrations. Since Y (V )H is connected, Pf(G,V )H is surjective if X(V )H is
nonempty. So the map
X(V )H −→ (X(V )×Y (V ) Y (V ))
H (6.39)
is a Serre fibration. Note that when X(V )H is empty, the map (6.39) is f(V )H . Thus, P (f)
is a Fin−global fibration.
So (Q,P ) is a Quillen pair.
(ii) Let l0 : I −→ D0 be the inclusion sending n to (Σn,Rn). Let U = l∗0 : D0T −→
IT . By Proposition 6.1.17 U has a left adjoint P . And since l0 is fully faithful, the unit
η : Id −→ UP of the adjunction is a natural isomorphism.
Note that in I there is no matching object. U sends the Reedy fibrations to strong
level fibrations. If f : X −→ Y is a morphism of D0−spaces, for each object d = (G,V ),
b = (G,W ) of D0, any closed subgroup H of G and any morphism φ = (φ1, φ2) : d −→ b
with φ1 = IdG, φ2 an inclusion of G−subrepresentation, the map
(f(d)H , X(φ)H) : X(d)H −→ Y (d)H ×Y (b)H X(b)
H
is a weak equivalence, then for j : n −→ m, the restriction
(f(l0(n)
H , X(l0(j))
H) : X(l0(n))
H −→ Y (l0(n))
H ×Y (l0(m))H X(l0(m))
H
is also a weak equivalence. So U sends global fibrations to global fibrations. It also direct
to check it sends global equivalence to global equivalence.
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So we have the Quillen pair
L : IT gl // D0T gl : U
oo . (6.40)
Let η : Id −→ PQ be the unit of the Quillen pair (P,Q). For any D0−space X, PQX
sends (G,V ) to X(e, V ).
Definition 6.6.15. Let Dw0 T be the full subcategory of D0T with objects X : D0 −→ T
such that the unit η(X) : X −→ PQ(X) is a global equivalence.
Remark 6.6.16. By the transfer theorem, Dw0 T inherits the global model structure on D0T
in Theorem 6.5.8.
And we have the Quillen pair
Q : Dw0 T // LT : P
oo (6.41)
between the global model structure on D0−spaces and the Fin−global model structure on the
orthogonal spaces., and the adjoint functors
Q : Dw0 T // LT : P
oo (6.42)
between the global model structure on I−spaces and the global model structure on D0−spaces.
Moreover, apply Lemma 6.6.13, these two Quillen pairs are both Quillen equivalences.
However this is not so exciting since QEllR discussed in the next Chapter is not in the
subcategory Dw0 T .
6.7 Unitary D0−spectra
In this section we construct the Real version of D0−space and spectra.
Definition 6.7.1. DC is the category whose objects are (G,V, ρ) with G an augmented Lie
group and (V, ρ) a faithful real representation of G, and the morphism space D((G,V, ρ), (H,W, τ))
is the space of the pairs (φ1, φ2) with φ2 ∈ L
C(V,W ) and φ1 : τ
−1(U˜(φ2(V )))ρ(G) −→ G a
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group homomorphism, which make the diagram commute.
G
ρ // U˜(V )
φ2∗
²²
τ−1(U˜(φ2(V )))
φ1
OO
τ // U˜(W )
(6.43)
In other words, the action of the augmented Lie group H on φ2(V ) is induced from that of
G.
Let DC0 denote the full subcategory with objects (G,V, i) where G is a finite group and
i is the inclusion of augmented Lie subgroup into U˜(V ). We can omit i from the symbol.
Definition 6.7.2. A DC0−space is a continuous functor from the category D
C
0 to the category
of spaces. A morphism of DC0−spaces is a natural transformation of functors. We denote
the category of DC0−spaces by D
C
0 T .
D−spaces and DC−spaces are related by various functors
DCT
u
$$
ψ
::DTc
oo (6.44)
where c is the ”complexification”, u the ”underlying” and ψ the ”fixed point” functor. c
and u arise by precomposition with continuous functors
D
(−)C
**
DC
r
ii
relating the real and complex isometries categories.
The complexification functor (−)C sends the compact Lie group G to the product aug-
mented Lie group G♯, and sends a euclidean inner product space V to its complexification
VC = C⊗R V equipped with the unique hermitian inner product (−,−) that satisfies
(1⊗ v, 1⊗ w) = 〈v, w〉
for all v, w ∈ V . On the morphism spaces, (−)C sends φ2 ∈ L(V,W ) to ((φ2)C, IdC) ∈
LC(VC,WC), and φ1 to φ1 × IdC .
The realification functor r sends an augmented Lie group G to its underlying Lie group,
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and sends a hermitian inner product space W to its underlying R−vector space equipped
with the euclidean inner product defined by
〈v, w〉 = Re(v, w).
On morphisms, r sends φ2 = (φ, σ) to φ and φ1 to φ1.
Then, the functors in (6.44) are defined by
uY := Y ◦ (−)C and cX := X ◦ r (6.45)
where Y is a DC−space and X an D−space.
Moreover, we can define an involution ψ : uY −→ uY on the underlying orthogonal
space of a unitary space Y . For any (G,V ) ∈ ob(D0), let τV ∈ U˜(VC) denote the canonical
real structure determined by
τV (λ⊗ v) = τ(λ)⊗ v = λ⊗ v.
Define
ψV = Y (Id, τV ) : Y (G
♯, VC) −→ Y (G
♯, VC).
And the fixed points
(Y ψ)(G,V ) := Y (G♯, VC)
ψV = {y ∈ Y (G♯, VC)|Y (Id, τV )(y) = y}.
Proposition 6.7.3. The category DC is a symmetric monoidal category.
Proof. Let (G,V, ρ) and (H,W, τ) be two objects in DC. The tensor product of (G,V, ρ)
and (H,W, τ) is defined to be (G×CH,V ⊕W,ρ×C τ). The product is obviously associative
and commutative. The unit is (1, , 1) where 1 is the trivial group equipped with the trivial
augmentation.
Corollary 6.7.4. The categories DC0 , (D
C
0 )
w, Dw0 are all symmetric monoidal categories.
Similarly we can also define monoid DC−space and DC0−space.
Proposition 6.7.5. DC0 is a generalized Reedy model category in the sense of Definition
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6.1.15.
Definition 6.7.6. The real global classifying space BRglG of an augmented Lie group G is
the DC0−space
BRglG = D
C
0 ((G,V ),−)/G
for any object (G,V ) in DC0 .
DC0−spectra is the stabilization of D
C
0−space.
Example 6.7.7. We can define the DC0−sphere. For each object (G,V ) in D
C
0 , we can
define
S(G,V ) := SV . (6.46)
SV inherits a G−action from that on V .
Let φ = (φ1, φ2) : (G,V ) −→ (H,W ) be a morphism in D
C
0 .
S(φ) := Sφ2 : SV −→ SW . (6.47)
S(Id) is the identity map.
Definition 6.7.8. Let R be a monoid in DC0 T with unit η and product µ. A D
C
0−spectrum
over R is a DC0−space X : D
C
0 −→ T together with continuous maps
σ : X(d) ∧X(b) −→ X(d+ b),
natural in d and b, such that the composite
X(d) ∼= X(d) ∧ S0
id∧η
−→ X(d) ∧R(b)
σ
−→ X(d+ u) ∼= X(d) (6.48)
is the identity and the following diagram commutes:
X(d) ∧R(b) ∧R(f)
σ∧id //
id∧φ
²²
X(d+ b) ∧R(f)
σ
²²
X(d) ∧R(d+ f)
σ
// X(d+ b+ f)
(6.49)
The complexification functor c, underlying functor u and fixed point functors ψ between
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D0−spaces and D
C
0−spaces all have stable analogs.
DC0 S
u
%%
ψ
99D0Sc
oo
Let X be a D0−spectrum and Y a D
C
0−spectrum.
cX := X ◦ r.
(uY )(V ) = Map(SiV , Y (G♯, VC))
where V is a complex inner product space and iV = iR⊗R V ⊂ VC is the imaginary part of
V .
We can define a natural involution ψ : uY −→ uY . Define
ψV := Map(S
τ , Y (Id, τV )) : Map(S
iV , Y (G♯, VC)) −→ Map(S
iV , Y (G♯, VC))
where τ : iV −→ iV is multiplication by -1.
(Y ψ)(V ) := MapC(SiV , Y (VC)).
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Chapter 7
Global Quasi-elliptic
Cohomology
In this chapter we construct a global spectrum representing Quasi-elliptic cohomology in
the sense developed in Chapter 6.
Based on the orthogonal G−spectrum (E(G,V ), ηE(G,V ), µE(G,V )) constructed in Sec-
tion 4.5, we show the construction of the Real version ER and the real version EO in Section
7.1. They weakly represent the Real and real quasi-elliptic cohomology respectively. We
show ER is a unitary DC−space and, in Section 7.2, a DC−FSP over S. Similarly one can
show that E and EO are both D0−spaces and D0−FSP over S.
In Section 7.3, we show the relation between Real, complex and real global quasi-elliptic
cohomologies. We have the global equivalences
E ⋍ u(ER); and EO ⋍ (ER)ψ.
7.1 Construction of QEllR
In Section 4.5.3 and 4.5.4 I construct an orthogonalG−spectrum (E(G,V ), ηE(G,V ), µE(G,V ))
weakly representing quasi-elliptic cohomology. In Section 7.1.1, I show there is a Real and a
real version of that orthogonal G−spectrum representing the Real and the real quasi-elliptic
cohomology respectively. In Section 4.5.5 I construct the restriction maps. In Section 7.1.2
I show that data makes up a DC−space.
7.1.1 Construction
We have the Real version ER and real version EO of the family of spaces E in Proposition
4.5.18. I present them respectively in this section.
Let G and H be augmented Lie groups. Let V be a real G−representation and W a real
H−representation. Let g ∈ Gtor, h ∈ Htors.
Let’s use FRg(G,V ) denote the space MapR(S
(V )g ,KR((V g)g ⊕ V
g) where KR repre-
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sents the global Real K-theory. The basepoint cr0 of it is the constant map from S
(V )g to
the basepoint of KR((V )g ⊕ V
g).
For FRg(G,V ), we have the conclusions similar to Proposition 4.5.16.
Define the unit map ηRg(G,V ) : S
V g −→ FRg(G,V ) by
v 7→ (v′ 7→ ηRK(V )g⊕V g (v ∧ v
′)) (7.1)
where ηRK(V )g⊕V : S
(V )g⊕V
g
−→ KR((V )g ⊕ V
g) is the unit map for global Real K-theory.
Since (V )g⊕V
g is a ΛG(g)−representation, ηR
K
(V )g⊕V g
is ΛG(g)−equivariant. So ηRg(G,V )
is well-defined.
Define the multiplication µRF(g,h)((G,V ), (H,W )) : FRg(G,V )∧FRh(H,W ) −→ FR(g,h)(G×
H,V ⊕W ) by
α ∧ β 7→ (v ∧ w 7→ µRK(α(v) ∧ β(w))) (7.2)
where µRK is the multiplication for global Real K-theory. Since µRK here is ΛG(g) ×
ΛH(h)−equivariant, µR
F
(g,h)((G,V ), (H,W )) is CG×H(g, h)−equivariant.
FRg(G,V ) weakly representsKR
V g
ΛG(g)
(−). The unit map ηRg(G,V ) : S
V g −→ FRg(G,V )
and the multiplication µRF(g,h)((G,V ), (H,W )) : FRg(G,V )∧FRh(H,W ) −→ FR(g,h)(G×
H,V ⊕W ) make the unit, associativity and centrality of unit diagram commute. Moreover,
ηRg(G,V ) is CG(g)−equivariant and µR
F
(g,h)((G,V ), (H,W )) is CG×H(g, h)−equivariant.
And both maps are real.
The proofs of these conclusions are similar to that of Proposition 4.5.16. And we also
have the conclusion below.
Proposition 7.1.1. Let ERg(G,V ) be the CG(g)−space
{t1a+ t2b ∈ FRg(G,V ) ∗ S(G,V )g|‖b‖ 6 t2}/{t1cr0 + t2b}.
It is the quotient space of a closed subspace of FRg(G,V )∗S(G,V )g with all the points of the
form t1cr0+t2b collapsed to one point, i.e the basepoint of ERg(G,V ), where cr0 is the base-
point of FRg(G,V ). ERg(G,V ) is CG(g)−weak equivalent to FRg(G,V ) ∗ S(G,V )g. As a
result,
∏
g∈Gtorsconj
MapCG(g)(G,ERg(G,V )) is G−weak equivalent to
∏
g∈Gtorsconj
MapCG(g)(G,FRg(G,V )∗
S(G,V )g). So
ER(G,V ) :=
∏
g∈Gtorsconj
MapCG(g)(G,ERg(G,V )) (7.3)
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weakly represents QEllRVG(−).
Let G and H be compact Lie groups. Let V be an orthogonal G−representation and W
an orthogonal H−representation. Let g ∈ Gtors, h ∈ Htors.
Let’s use FOg(G,V ) denote the space MapR(S
(V )Rg ,KO((V )Rg ⊕ V
g)) where KO repre-
sents the global real K-theory. The basepoint co0 of it is the constant map from S
(V )Rg to
the basepoint of KO((V )Rg ⊕ V
g).
For FOg(G,V ), we have the conclusions similar to Proposition 4.5.16.
It weakly represents KOV
g
ΛG(g)
(−). And we have the unit map ηOg(G,V ) : S
V g −→
FOg(G,V ) and the multiplication µO
F
(g,h)((G,V ), (H,W )) : FOg(G,V ) ∧ FOh(H,W ) −→
FO(g,h)(G × H,V ⊕ W ) that making the unit, associativity and centrality of unit dia-
gram commute. Moreover, ηOg(G,V ) is CG(g)−equivariant and µO
F
(g,h)((G,V ), (H,W )) is
CG×H(g, h)−equivariant. And both maps are real.
The proofs of these conclusions are similar to that of Proposition 4.5.16. And we also
have the conclusion below.
Define the unit map ηOg(G,V ) : S
V g −→ FOg(G,V ) by
v 7→ (v′ 7→ ηOK(V )Rg⊕V g (v ∧ v
′)) (7.4)
where ηOK(V )Rg⊕V g
: S(V )
R
g⊕V
g
−→ KO((V )Rg ⊕ V
g) is the unit map for global real K-theory.
Since (V )Rg⊕V
g is a ΛG(g)−representation, ηO
K
(V )Rg⊕V
g is ΛG(g)−equivariant. So ηOg(G,V )
is well-defined.
Define the multiplication µOF(g,h)((G,V ), (H,W )) : FOg(G,V )∧FOh(H,W ) −→ FO(g,h)(G×
H,V ⊕W ) by
α ∧ β 7→ (v ∧ w 7→ µOK(α(v) ∧ β(w))) (7.5)
where µOK is the multiplication for global Real K-theory. Since µOK here is ΛG(g) ×
ΛH(h)−equivariant, µO
F
(g,h)((G,V ), (H,W )) is CG×H(g, h)−equivariant.
Proposition 7.1.2. Let EOg(G,V ) be the CG(g)−space
{t1a+ t2b ∈ FOg(G,V ) ∗ S(G,V )g|‖b‖ 6 t2}/{t1co0 + t2b}.
It is the quotient space of a closed subspace of FOg(G,V )∗S(G,V )g with all the points of the
form t1co0+t2b collapsed to one point, i.e the basepoint of EOg(G,V ), where co0 is the base-
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point of FOg(G,V ). EOg(G,V ) is CG(g)−weak equivalent to FOg(G,V ) ∗ S(G,V )g. As a
result,
∏
g∈Gtorsconj
MapCG(g)(G,EOg(G,V )) is G−weak equivalent to
∏
g∈Gtorsconj
MapCG(g)(G,FOg(G,V )∗
S(G,V )g). So
EO(G,V ) :=
∏
g∈Gtorsconj
MapCG(g)(G,EOg(G,V )) (7.6)
weakly represents QEllOVG(−).
7.1.2 ER is a DC−space
Proposition 7.1.3. Let G be a augmented Lie group and V a real G−representation such
that for each g ∈ Gtorsconj, V
g is a faithful CG(g)/〈g〉−representation. Consider G as an
augmented Lie subgroup of U˜(V ). Let NU˜(V )(G) denote the normalizer of G in U˜(V ). Then
there is a well-defined NU˜(V )(G)−action on ER(G,V ).
Remark 7.1.4. The conclusion of Proposition 7.1.3 is a corollary of Theorem 7.1.5 when
G is a finite group, by Example 6.1.4. I show explicitly what the group action is in the proof
below. It has similar form as the restriction map.
Proof of Proposition 7.1.3. There is a right NU˜(V )(G)− action on G by conjugation
a · g = a−1ga for any g ∈ G, a ∈ NU˜(V )(G). (7.7)
Let g ∈ Gtors and ρ : G −→ ERg(G,V ) be a CG(g)−equivariant map. Define the map
aρ : G −→ Eaga−1(G,V ) to be the composition
G
g 7→a−1ga
−→ G
ρ
−→ ERg(G,V )
x7→a·x
−→ ERaga−1(G,V ). (7.8)
Let α ∈ G and b ∈ CG(aga
−1) = aCG(g)a
−1.
(aρ)(bα) = a(ρ(a−1ba · a−1αa)) = a(a−1ba · ρ(a−1αa))
= ba · ρ(a−1αa) = b(aρ)(α)
So aρ ∈ MapCG(aga−1)(G,ERaga−1(G,V )) and we get a well-defined map
a · − : ER(G,V ) −→ ER(G,V ),
∏
g∈Gtorsconj
ρg 7→
∏
g∈Gtorsconj
aρg (7.9)
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It’s straightforward to check for any a, a′ ∈ NU˜(V )(G), a(a
′
∏
g∈Gtors
ρg) = (aa
′)
∏
g∈Gtors
ρg
and e · − is the identity map.
So (7.9) defines a NU˜(V )(G)−action on ER(G,V ).
Theorem 7.1.5. ER is a DC0−space.
Proof. Let (G,V ) be an object in DC0 .
Let φ = (φ1, φ2) : (G,V ) −→ (H,W ) be a morphism in D
C
0 . Let H
′ denote H∩U˜(φ2(V )).
Recall both φ1 and φ2 are injective. And the linear isometric embedding φ2 gives linear
isometric embedding
φ2∗ : (V )h ⊕ V
φ1(h) −→ (W )h ⊕W
h, (v1, v2) 7→ (φ2(v1), φ2(v2)). (7.10)
It is equivariant in the sense that
φ2∗([φ1(a), t] · x) = [a, t] · φ2∗(x)
for any x ∈ (V )h ⊕ V
φ1(h), [a, t] ∈ ΛH′(h), and [φ1(a), t] ∈ ΛG(φ1(h)).
Let
β : S(V )h −→ KR((V )h ⊕ V
φ1(h))
be an element in FRφ1(h)(G,V ). We can define FRg(φ2∗)(β) : S
(W )h −→ KR((W )h⊕W
h)
by the composition
S(W )h = S(W )h−(V )φ1(h) ∧ S(V )φ1(h)
Id∧β
−→ S(W )h−(V )φ1(h) ∧ KR((V )φ1(h) ⊕ V
φ1(h)) −→
KR((W )h ⊕ V
φ1(h))
KR(Id⊕φ2)
−→ KR((W )h ⊕W
h)
where the third map is the structure map of KR and Id ⊕ φ2 is the evident linear
isometric embedding
(W )h ⊕ V
φ1(h) −→ (W )h ⊕W
h.
It is R−linear.
It’s straightforward to check for morphisms
(G,V )
φ=(φ1,φ2)
−−−−−−−→ (H,W )
ψ=(ψ1,ψ2)
−−−−−−−→ (K,U)
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we have
FRg(ψ2∗) ◦ FRg(φ2∗)(β) = FRg((ψ ◦ φ)2∗)(β). (7.11)
and if φ is the identity map, FRg(φ2∗) is identity.
φ2 also gives embeddings
Sym(V ) −→ Sym(W ) and Sym(V )φ1(h) −→ Sym(W )h,
So we have well-defined
S(φ2) : S(G,V )φ1(h) −→ S(H,W )h, (7.12)
which is equivariant in the sense:
S(φ2)(φ1(h
′) · y) = h′ · S(φ2)(y), for any h
′ ∈ CH′(h).
Then we have the join φ2∗ ∗ S(φ2) : FRφ1(h)(G,V ) ∗ S(G,V )φ1(h) −→ FRh(H,W ) ∗
S(H,W )h.
Let
φ2⋆ : ERφ1(h)(G,V ) −→ ERh(H,W )
denote the quotient of the restriction φ2∗ ∗ S(φ2)|ER′
φ1(h)
(G,V ).
Let h ∈ Htors. Let f ∈ MapCG(φ1(h))(G,ERφ1(h)(G,V )). Define φ˜⋆f : CU˜(W )(h)×CH′ (h)
H ′ −→ MapCH(h)(G,ERh(H,W )) by
φ˜⋆f([α, h
′]) = α(φ2⋆ ◦ f ◦ φ1)(h
′) (7.13)
Define
ER(φ)h : MapCG(φ1(h))(G,ERφ1(h)(G,V )) −→ MapCH(h)(H,ERh(H,V ))
by
ER(φ)h(f)(g) :=


φ˜⋆f(g), if g ∈ CU˜(W )(h)×CH′ (h) H
′;
cr0, otherwise.
(7.14)
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where cr0 denotes the basepoint of Eh(H,V ).
ER(φ) :=
∏
h∈Htors
ER(φ)h. (7.15)
If φ is the identity map, ER(φ) is the identity map. If φ : (G,V ) −→ (H,W ) and
ψ : (H,W ) −→ (K,U) are two morphisms in DC0 , we have
ER(ψ ◦ φ) = ER(ψ) ◦ ER(φ).
So ER defines a functor from DC0 to the category T of spaces.
7.2 ER is a DC0−FSP over S
In Section 7.2 we show ER is a DC0−FSP over S.
We construct the unit map ηER : S −→ ER the multiplication
µER : ER ∧ ER −→ ER.
More explicitly, for any objects d = (G,V ) and b = (H,W ) in DC0 , we have η
ER(G,V ) :
SV −→ ER(G,V )
µER((G,V ), (H,W )) : ER(G,V ) ∧ ER(H,W ) −→ ER(G×H,V ⊕W )
Recall
ER(G,V ) =
∏
g∈Gtorsconj
MapCG(g)(G,ERg(G,V )), (7.16)
which is defined in (7.3), with ERg(G,V ) defined in Proposition 7.1.1.
Let G and H be augmented Lie groups, V a real G−representation and W a real
H−representation. Let’s use xrg to denote the basepoint of ERg(G,V ).
Let g ∈ Gtors. For each v ∈ SV , there is v1 ∈ S
V g and v2 ∈ S
(V g)⊥ such that v = v1∧v2.
We construct ηER similar to ηE defined in (4.66).
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Let ηERg (G,V ) : S
V −→ ERg(G,V ) be the map
ηERg (G,V )(v) :=


(1− ‖v2‖)ηRg(G,V )(v1) + ‖v2‖v2, if ‖v2‖ 6 1;
xrg, if ‖v2‖ > 1.
(7.17)
where ηRg(G,V ) is the map defined in (7.1). η
ER
g (G,V ) is well-defined, continuous and
CG(g)−equivariant.
ηER(G,V ) : SV −→
∏
g∈Gtorsconj
MapCG(g)(G,ERg(G,V )) is defined by
v 7→
∏
g∈Gtorsconj
(α 7→ ηREg (G,V )(α · v)), (7.18)
which is well-defined, continuous and G−equivariant. And ηER : S −→ ER is a well-defined
functor.
We construct the multiplication map µER analogous to the construction of µE in (4.68).
Define a map µERg,h ((G,V ), (H,W )) : ERg(G,V ) ∧ERh(H,W ) −→ ER(g,h)(G×H,V ⊕
W ) by sending a point [t1a1 + t2b1] ∧ [u1a2 + u2b2] to


[(1−
√
t22 + u
2
2)µR
F
g,h((G,V ), (H,W ))(a1 ∧ a2) +
√
t22 + u
2
2(b1 + b2)], if t
2
2 + u
2
2 ≤ 1 and t2u2 6= 0;
[(1− t2)µR
F
g,h((G,V ), (H,W ))(a1 ∧ a2) + t2b1], if u2 = 0 and 0 < t2 < 1;
[(1− u2)µR
F
g,h((G,V ), (H,W ))(a1 ∧ a2) + u2b2], if t2 = 0 and 0 < u2 < 1;
[1µRFg,h((G,V ), (H,W ))(a1 ∧ a2) + 0], if u2 = 0 and t2 = 0;
xrg,h, Otherwise.
(7.19)
where µRFg,h((G,V ), (H,W )) is the one defined in (7.2) and xrg,h is the basepoint of
ER(g,h)(G×H,V ⊕W ).
Note that the basepoint of ER(G,V ) is the product of the basepoint of each factor
MapCG(g)(G,ERg(G,V )), i.e. the product of constant map to the base point of each
ERg(G,V ).
We can define the multiplication
µER((G,V ), (H,W )) : ER(G,V ) ∧ ER(H,W ) −→ ER(G×H,V ⊕W ) (7.20)
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by the composition
∏
g∈Gtorsconj
MapCG(g)(G,ERg(G,V )) ∧
∏
h∈Htorsconj
MapCH(h)(H,ERg(H,W )) −→
∏
g∈Gtorsconj ,h∈H
tors
conj
MapCG(g)(G,ERg(G,V )) ∧MapCH(h)(H,ERh(H,W )) −→
∏
g∈Gtorsconj ,h∈H
tors
conj
MapCG×H(g,h)(G×H,ERg(G,V ) ∧ ERh(H,W )) −→
∏
g∈Gtorsconj ,h∈H
tors
conj
MapCG×H(g,h)(G×H,ER(g,h)(G×H,V ⊕W ))
where the first map sends ∏
g∈Gtorsconj
αg ∧
∏
h∈Htorsconj
βh
to ∏
g∈Gtorsconj ,h∈H
tors
conj
(
αg ∧ βh : (a, b) 7→ αg(a) ∧ βh(b)
)
,
the second map sends a point
∏
g∈Gtorsconj ,h∈H
tors
conj
(
αg ∧ βh : (a, b) 7→ αg(a) ∧ βh(b)
)
to ∏
g∈Gtorsconj ,h∈H
tors
conj
(
(a, b) 7→ αg(a) ∧ βh(b)
)
,
the third map sends ∏
g∈Gtorsconj ,h∈H
tors
conj
f(g,h)
to ∏
g∈Gtorsconj ,h∈H
tors
conj
µER(g,h)((G,V ), (H,W )) ◦ f(g,h).
Proposition 7.2.1. (i) µER(G,V ),(H,V ) defined in (7.20) is G×C H−equivariant.
(ii) µER(g,h) makes the diagram (7.21) commute for any (g, h) ∈ G×C H.
MapCG(g)(G,ERg(G,V )) ∧MapCH(h)(H,ERh(H,W )) −−−−→ Fg(G,V ) ∧ Fh(H,W )
µER(g,h)((G,V ),(H,W ))
y yµRFg,h((G,V ),(H,W ))
MapCG×C H(g,h)
(G×C H,ER(g,h)(G×C H,V ⊕W )) −−−−→ F(g,h)(G×H,V ⊕W )
(7.21)
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The left vertical map is (f1, f2) 7→ (f1(e), f2(e)) and the right vertical map is f 7→ f(e).
Proof. It’s straightforward to check.
We have the conclusion similar to Lemma 4.5.26.
Lemma 7.2.2. Let G, H, K be augmented Lie groups. Let V be a real G−representation,
W a real H−representation, U a real K−representation. Let (∗, ∅) be the unit in DC0 where
∗ is the trivial group. Let g ∈ Gtors, h ∈ Htors, k ∈ Ktors. Then
µ(∗,∅),(G,V ) = IdER(G,V ) = µ(G,V ),(∗,∅). (7.22)
And we have the commutative diagrams below.
SV ∧ SW
ηERg (G,V )∧η
ER
h (H,W )
−−−−−−−−−−−−−−−→ ERg(G,V ) ∧ ERh(H,W )y∼= yµER(g,h)((G,V ),(H,W ))
SV⊕W
ηER(g,h)(G×H,V⊕W )
−−−−−−−−−−−−→ ER(g,h)(G×H,V ⊕W )
(7.23)
ERg(G,V ) ∧ ERh(H,W ) ∧ ERk(K,U) −−−−→ ER(g,h)(G×H,V ⊕W ) ∧ ERk(K,U)
Id∧µER(h,k)(H×K,W⊕U)
y µER((g,h),k)((G×H,V⊕W ),(K,U))y
ERg(G,V ) ∧ ER(g,h)(H ×K,W ⊕ U) −−−−→ ER(g,h,k)(G×H ×K,V ⊕W ⊕ U)
(7.24)
where the top horizontal map is µERg ((G,V ), (H,W ))∧Id and the bottom map is µ
ER
(g,(h,k))((G,V ), (H×
K,W ⊕ U)),
SV ∧ ERh(H,W )
τ
−−−−→ ERh(H,W ) ∧ S
V
ηERg (G,V )∧Id
y Id∧ηERh (H,W )y
ERg(G,V ) ∧ ERh(H,W ) −−−−→ ERh(H,W ) ∧ ERg(G,V )
µER(g,h)((G,V ),(H,W ))
y µER(h,g)((H,W ),(G,V ))y
ER(g,h)(G×H,V ⊕W ) −−−−−−−→
ER(g,h)(τ)
ER(h,g)(H ×G,W ⊕ V )
(7.25)
Proof. Analogous to that of Lemma 4.5.26.
So we get the main conclusion in this section.
Theorem 7.2.3. ER is a DC0−FSP weakly representing QEllR.
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Proof. The proof is analogous to that of Theorem 4.5.27.
In addition, we can construct the structure maps for QEll and QEllr analogously and
.show they are D0−FSP over S.
One more word is generally we have the construction below.
Construction If A is any topological space and X an orthogonal spectrum, we can define
a new orthogonal spectra A ∗X by joining with A; the structure maps and actions of the
orthogonal groups do not interact with A. More explicitly, we set
(A ∗X)(V ) = A ∗X(V )
for an inner product space V . The structure maps are given by the composite
(A∗X)(V )∧SW = (A∗X(V ))∧SW
ρ
−→ A∗(X(V )∧SW )
σV,W
−→ A∗X(V⊕W ) = (A∗X)(V⊕W )
where the first map ρ is the map constructed in Appendix A.2.
7.3 The global Real, complex and real quasi-elliptic
cohomology
The global Real, complex and real quasi-elliptic cohomology have similar relations as those
for global K-theory.
Let G be any compact Lie group. Let K be a subgroup of it and V a real inner product
space. On fixed point spaces
E(G,V )K ⋍
∏
g∈Gtorsconj
MapΛG(g)((G/K)
g,Map(SiV , u(KR)((V )g)))
∼=
∏
g∈Gtorsconj
MapΛG(g)((G/K)
g × SiV , u(KR)((V )g))
∼=
∏
g∈Gtorsconj
Map(SiV ,MapΛG(g)((G/K)
g, u(KR)((V )g)))
⋍ u(ER)(G,V )K
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and
EO(G,V )K ⋍
∏
g∈Gtorsconj
MapΛG(g)((G/K)
g,Mapc(SiV , u(KR)(((V )g))))
∼=
∏
g∈Gtorsconj
MapcΛG(g)((G/K)
g × SiV , u(KR)((V )g))
∼=
∏
g∈Gtors
Mapc(SiV ,MapΛG(g)((G/K)
g, u(KR)((V )g)))
⋍ u(ER)ψ(G,V )K
It’s G−weak equivalence.
Thus, we have the global equivalences below:
E ⋍ u(ER); and EO ⋍ (ER)ψ.
Remark 7.3.1. I believe there are smarter constructions of spectra and global spectra of
quasi-elliptic cohomology than that we give in the thesis, which should have better properties.
I’m still trying some of my ideas on this.
7.4 An example of D0−spectra and D0−FSP over S
Let’s consider an equivariant cohomology theory which is similar toQEll∗ but a little simpler
than that. Let G be a compact Lie group and X a G−space. For each g ∈ Gtors, CG(g)
acts on Xg.
E∗G(X) :=
∏
g∈Gtorsconj
K∗CG(g)(X
g). (7.26)
By Theorem 4.3.6, E∗G can be represented weakly by the space
EG =
∏
g∈Gtorsconj
MapCG(g)(G,KUCG(g) ∗ SCG(g),g) (7.27)
And we can construct the D0−space representing the theory, the tensor product of it in
a way similar to the construction for QEllR∗.
Theorem 7.4.1. E is a D0−space.
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Proof. Let (G,V ) be an object in D0.
E(G,V ) :=
∏
g∈Gtors
MapCG(g)(G,KU(V ) ∗ S(G,V )g). (7.28)
Let φ = (φ1, φ2) : (G,V ) −→ (H,W ) be a morphism in D0. Let H
′ denote H∩O(φ2(V )).
Both φ1 and φ2 are injective.φ2 is equivariant in the sense that
φ2(φ1(h) · x) = h · φ2(x), for any h ∈ CH′(h).
So φ2 also gives an embedding
Sym(V ) −→ Sym(W ) and Sym(V )φ1(h) −→ Sym(W )h,
So we have well-defined
S(φ2) : S(G,V )φ1(h) −→ S(H,W )h, (7.29)
which is equivariant in the sense:
S(φ2)(φ1(h
′) · y) = h′ · S(φ2)(y), for any h
′ ∈ CH′(h).
Let h ∈ Htors. Let f ∈ MapCG(φ1(h))(G,KRφ1(h)(V )
R ∗ S(G,V )φ1(h)). Define
φ2⋆ : KU(V ) ∗ S(G,V )φ1(h) −→ KU(W ) ∗ S(H,W )h
to be the join ofKU(φ2) and S(φ2). Define φ˜⋆f : CO(W )(h)×CH′ (h)H
′ −→ MapCH(h)(G,KU(W )∗
S(H,W )h) by
φ˜⋆f([α, h
′]) = α(φ2⋆ ◦ f ◦ φ1)(h
′) (7.30)
Define
E(φ)h : MapCG(φ1(h))(G,KU(V ) ∗ S(G,V )φ1(h)) −→ MapCH(h)(H,KU(V ) ∗ S(H,V )h)
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by
E(φ)h(f)(g) :=


φ˜⋆f(g), if g ∈ CO(W )(h)×CH′ (h) H
′;
∗, otherwise.
(7.31)
where ∗ denotes the basepoint in KU(V ).
E(φ) :=
∏
h∈Htors
E(φ)h. (7.32)
If φ is the identity map, E(φ) is the identity map. If φ : (G,V ) −→ (H,W ) and
ψ : (H,W ) −→ (K,U) are two morphisms in D0, we have
E(ψ ◦ φ) = E(ψ) ◦ E(φ).
So E defines a functor from D0 to the category T of spaces.
Theorem 7.4.2. E is a monoid D0−space.
Proof. The multiplication morphism and unit morphism are constructed analogously to
those of EllR in Section 7.2.
Let (G,V ) and (H,W ) be objects in D0. Then for any g ∈ G, any h ∈ H, V is a faithful
CG(g)−representation and W is a faithful CH(h)−representation.
Let
µKUV,W,g,h : KU(V ) ∧KU(W ) −→ KU(V ⊕W )
denote the multiplication of global complex K-theory.
To simplify the symbol, I use RgKU(G,V ) denote the G−space MapCG(g)(G,KU(V ) ∗
S(G,V )g).
Define pd,b,g,h : RgKU(G,V ) × RhKU(H,W ) −→ MapCG×C H(g,h)
(G × H,
(
KU(V ) ∗
S(G,V )g
)
×
(
KU(W ) ∗S(H,W )h
)
) be the map (α, β) 7→
(
α× β : (a, b) 7→ (α(a), β(b))
)
.
Define
Sd,b,g,h : S(G,V )g ∗ S(H,W )h −→ S(G×H,V ⊕W )(g,h), (t1v, t2w) 7→ t1v + t2w. (7.33)
Here t1, t2 ≥ 0 and t1 + t2 = 1. This is the same map as that defined in (??). Sd,b,g,h is
CG×H(g, h)−equivariant.
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Let ξd,b,g,h be the map from
(
KU(V ) ∗ S(G,V )g
)
×
(
KU(W ) ∗ S(H,W )h
)
to (
KU(V )×KU(W )
)
∗ S(G,V )g ∗ S(H,W )h
by sending
((u1xg, u2sg), (t1xh, t2sh))
to
(
u1t1
u1t1 + u2 + t2
(xg, xh),
u2
u1t1 + u2 + t2
sg,
t2
u1t1 + u2 + t2
sh).
Here t1, t2, u1, u2 ≥ 0 and t1 + t2 = 1, u1 + u2 = 1. Note that the sum u1t1 + u2 + t2 is
nonzero.
sd,b is CG×H(g, h)−equivariant. And for any objects a, b, d in D0, we have the associa-
tivity.
Let
λd,b :
∏
g∈Gtors
RgKU(G,V )×
∏
h∈Htors
RhKU(H,W ) −→
∏
(g,h)∈(G×CH)tors
RgKU(G,V )×RhKU(H,W )
be the map sending
(
∏
g∈Gtors
αg,
∏
h∈Htors
βh)
to ∏
(g,h)∈(G×CH)tors
αg × βh
as discussed in Example A.1.5.
Then µd,b,g,h : RgKU(G,V ) × RhKU(H,W ) −→ R(g,h)KU(G × H,V ⊕W ) is defined
to be the composition
(µKUV,W,h,g ∗ Sd,b,g,h)∗ ◦ ξd,b,g,h∗ ◦ pd,b,g,h. (7.34)
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The multiplication morphism of E is defined by
µd,b := (
∏
(g,h)∈(G×CH)tors
µd,b,g,h) ◦ λd,b (7.35)
For any object d = (G,V ) of D0 and g ∈ G, let 1d,g denote the constant map sending G
to the basepoint of KU(V ). And let 1d denote
∏
g∈Gtors
1d,g.
It’s straightforward to check, as I did in the proof of Proposition7.2.1, that with the
multiplication µ and unit morphism 1, E is a monoid D0−space.
Let’s recall the definition of diagram FSP in [42]. Let S denote the D0−sphere discussed
in Example 6.1.12.
Definition 7.4.3. A D0−FSP over S is a D0−space X together with a unit map η : S −→
X of D0−spaces and a continuous natural product map µ : X ⊠ X −→ X ◦ + of functors
D0 ×D0 −→ T such that the composite
X(d) ∼= X(d) ∧ S(e, 0)
id∧η
−→ X(d) ∧X(e, 0)
µ
−→ X(d+ (e, 0)) ∼= X(d)
is the identity and the following unity, associativity, and centrality of unit diagrams com-
mute:
S(d) ∧ S(b)
η∧η //
µ
²²
X(d) ∧X(b)
µ
²²
S(d+ b)
η
// X(d+ b)
X(d) ∧X(b) ∧X(f)
µ∧id //
id∧µ
²²
X(d+ b) ∧X(f)
µ
²²
X(d) ∧X(b+ f)
µ
// X(d+ b+ f)
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and
S(d) ∧X(b)
η∧id //
τ
²²
X(d) ∧X(b)
µ // X(d+ b)
X(τ)
²²
X(b) ∧ S(d)
id∧η
// X(b) ∧X(d)
µ
// X(b+ d)
A D0−FSP is commutative if the following diagram commutes, in which case the cen-
trality of unit diagram just given commutes automatically.
X(d) ∧X(b)
µ //
τ
²²
X(d+ b)
X(τ)
²²
X(b) ∧X(d)
µ
// X(b+ d)
For QEllR, so far I cannot define a unit map to make it a DC0−FSP. But for E, we have
the theorem below.
Theorem 7.4.4. E is a commutative D0−FSP.
Proof. I will define η : S −→ E as the product
∏
g∈G
ηg
with each ηg(G,V ) : S(G,V ) −→ RgKU(G,V ). First we have the CG(g)−equivariant map
η′g(G,V ) : S(G,V ) −→ KU(V ) ∗ S(G,V )g sending s to (1η
KU (V )(s), 0) where ηKU (V ) :
SV −→ KU(V ) is the unit map for global complex K−theory.
Then we can extend η′g(G,V ) to ηg(G,V ) : S(G,V ) −→ RgKU(G,V ) by sending s to
f : G −→ KU(V ) ∗ S(G,V )g, g 7→ (1gη
KU (V )(s), 0).
Then η :=
∏
g∈G
ηg.
It’s straightforward to check η, together with the multiplication morphism µ defined in
Theorem 7.4.2, equip E the structure of a D0−FSP over S.
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Appendix A
Some Basics about Join
A.1 Join
A.1.1 Definition
Definition A.1.1. In topology, the join A ∗B of two topological spaces A and B is defined
to be the quotient space
(A×B × [0, 1])/R,
where R is the equivalence relation generated by
(a, b1, 0) ∼ (a, b2, 0) for all a ∈ A and b1, b2 ∈ B,
(a1, b, 1) ∼ (a2, b, 1) for all a1, a2 ∈ A and b ∈ B.
At the endpoints, this collapses A×B × {0} to A and A×B × {1} to B.
The join A ∗B is the homotopy colimit of the diagram (whose maps are projections)
A A×B //oo B .
A nice way to write points of A ∗ B is as formal linear combination t1a + t2b with
0 ≤ t1, t2 ≤ 1 and t1 + t2 = 1, subject to the rules 0a + 1b = b and 1a + 0b = a. The
coordinates correspond exactly to the points in A ∗B.
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We need the topology on A ∗B to make the four maps below continous
A ∗B −→ A, t1a+ t2b 7→ a
A ∗B −→ R, t1a+ t2b 7→ t1
A ∗B −→ B, t1a+ t2b 7→ b
A ∗B −→ R, t1a+ t2b 7→ t2.
Proposition A.1.2. Join is associative and commutative. Explicitly, A ∗ (B ∗C) is home-
omorphic to (A ∗B) ∗ C, and A ∗B is homeomrphic to B ∗A.
Proof. Consider the map ρ1 : A ∗ (B ∗ C) −→ (A ∗B) ∗ C defined by
ρ1(s1(t1a+t2b)+s2c) =


s1t1a+ (s1t2 + s2)(
s1t2
s1t2+s2
b+ s2s1t2+s2 c) if s1t2 + s2 is nonzero;
1a if s1t2 + s2 = 0.
This is a continuous map in the topology we want. We can also define a map analogously
ρ2 : (A ∗B) ∗ C −→ A ∗ (B ∗ C) defined by
ρ2(s1a+ s2(t1b+ t2c) =


(s1 + s2t1)(
s1
s1+s2t1
a+ s2t1s1+s2t1 b) + s2t2c if s1t2 + s2 is nonzero;
1c if s1t2 + s2 = 0.
It’s straightforward to check the composition ρ1 ◦ ρ2 and ρ2 ◦ ρ1 are both identity maps.
Thus, A ∗ (B ∗ C) is homeomorphic to (A ∗B) ∗ C.
Since there is a homeomorphism
f : A ∗B −→ B ∗A
t1a+ t2b 7→ t2b+ t1a,
join is commutative.
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A.1.2 Construction of some maps
Example A.1.3. Let A, B, C, D be topological spaces. If we have two continuous maps
f : A −→ C and g : B −→ D, we can define the join of the two maps
f ∗ g : A ∗B −→ C ∗D.
Let t1a+ t2b denote a point in A ∗B with a ∈ A, b ∈ B, and t1, t2 ≥ 0, t1 + t2 = 1.
(f ∗ g)(t1a+ t2b) := t1f(a) + t2g(b).
By the topology we choose for join, f ∗ g is continuous.
Example A.1.4. We can also define several types for join of spaces as below. Let A B C
D be topological spaces
(1) We can define a map
α : (A×B) ∗ C −→ (A ∗ C)× (B ∗ C)
by sending (t1(a, b), t2c) to ((t1a, t2c), (t1b, t2c)). Under the topology of the join we choose,
it’s well-defined and continuous.
(2) We can define a map
β : (A×B) ∗ (C ×D) −→ (A ∗ C)× (B ∗D)
by sending (t1(a, b), t2(c, d)) to ((t1a, t2c), (t1b, t2d)). It’s well-defined and continuous.
Example A.1.5. For the product of spaces, let’s take the product topology on it, namely,
the coarsest topology.
For the products of spaces
A :=
∏
i∈Λ1
Ai and B :=
∏
j∈Λ2
Bj ,
we can define a map
λA,B :
∏
i∈Λ1
Ai ∗
∏
j∈Λ2
Bj −→
∏
(i,j)∈Λ1×Λ2
Ai ∗Bj
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by sending an element
t1
∏
i∈Λ1
ai + t2
∏
j∈Λ2
bj
to ∏
(i,j)∈Λ1×Λ2
t1ai + t2bj
with t1, t2 ≥ 0 and t1 + t2 = 1. It is well-defined and continuous.
Let C :=
∏
k∈Λ3
Ck be another product of spaces. We can also define
λA,B,C :
∏
i∈Λ1
Ai ∗
∏
j∈Λ2
Bj ∗
∏
k∈Λ3
Ck −→
∏
(i,j,k)∈Λ1×Λ2×Λ3
Ai ∗Bj ∗ Ck
by sending
t1
∏
i∈Λ1
ai + t2
∏
j∈Λ2
bj + t3
∏
k∈Λ3
ck
to ∏
(i,j,k)∈Λ1×Λ2×Λ3
t1ai + t2bj + t3ck
with t1, t2, t3 ≥ 0 and t1 + t2 + t3 = 1. It is also well-defined and continuous.
Let’s use A ∗B denote the space
∏
(i,j)∈Λ1×Λ2
Ai ∗Bj .
In addition, we have the associativity:
λA,B,C = λA∗B,C ◦ (λA,B ∗ Idc) = λA,B∗C ◦ (IdA ∗ λB,C),
which is from the associativity of the join.
A.1.3 Group Action on the Join
Example A.1.6. Let G be a compact Lie group. Let A, B be G−spaces. Then A ∗ B has
a G−structure on it by
g · (t1a+ t2b) := t1(g · a) + t2(g · b), for any g ∈ G, a ∈ A, b ∈ B, and t1, t2 ≥ 0, t1 + t2 = 1.
(A.1)
It’s straightforward to check (A.1) defines a continuous group action.
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Example A.1.7. Let G and H be compact Lie groups. Let A be a G−space and B a
H−space. Then A ∗B has a G×H−structure on it by
(g, h)·(t1a+t2b) := t1(g ·a)+t2(h·b), for any g ∈ G, a ∈ A, b ∈ B, and t1, t2 ≥ 0, t1+t2 = 1.
(A.2)
It’s straightforward to check (A.2) defines a continuous group action.
A.2 Reduced suspension
Let X be a topological space. The unreduced suspension SX is the quotient space
(X × I)/{(x1, 0) ∼ (x2, 0) and (x1, 1) ∼ (x2, 1) for all x1, x2 ∈ X}.
SX is homeomorphic to the join S0 ∗ X, and each point in it can be written as a
formal linear combination s1x+ s2p± in a unique way where S
0 = {p+, p−}, s1, s2 ≥ 0 and
s1 + s2 = 1. And we have the equivalence 0x+ 1p± = p± and 1x+ 0p± = x.
If X is a pointed space with basepoint x0, The reduced suspension ΣX is obtained
from SX by collapsing the line x0 × I. So each point in ΣX can be expressed as a linear
combination s1x+ s2p± as above but with one more equivalence that s1x0 + s2p± = 1p+ =
1p− for any s1, s2 ≥ 0 and s1 + s2 = 1. And it is homeomorphic to the smash product
S1 ∧X.
Example A.2.1. Let A be a pointed space with basepoint a0 and B a topological space.
Then A ∗B is a pointed space with basepoint 1a0. We can define a continuous map
ρAB : S
1 ∧ (A ∗B) −→ (S1 ∧A) ∗B
by sending
s1p± + s2(t1a+ t2b)
to
(s1 + s2t1)(
s1
s1 + s2t1
p± +
s2t1
s1 + s2t1
a) + s2t2b
when s1 + s2t1 is nonzero, and to b when s1 + s2t1 is zero, where s1 + s2 = 1 and t1 + t2 = 1
and s1, s2, t1, t2 ≥ 0.
277
As we have seen in the proof of Proposition A.1.2, the formula of ρAB gives a bijection
between S0 ∗ (A ∗B) and (S0 ∗A) ∗B. Each point in the subspace I × {a0} of S
0 ∗ (A ∗B)
is of the form s1p± + s2(1a0 + 0b). It is mapped to a point (s1p± + s2a0) + 0b in SA ∗ B.
Thus, the image ρAB(I × {a0}) is the subspace (I × {a0})× {1} of SA ∗B at the endpoint
of the join, and it is contained in the subspace
(I × {a0})×B × I ⊂ SA×B × I
to collapse when we get the reduced suspension (S1 ∧A) ∗B.
So ρAB is well-defined map. When B is the single point space, ρAB is bijective.
Moreover, if A is a based G−space and B is a H−spaces for some compact Lie groups
G and H, then ρAB is a based G×H−equivariant map.
Example A.2.2. We can also define a map S2 ∧ (A ∗B) −→ (S2 ∧A) ∗B by
S2 ∧ (A ∗B) ∼= S1 ∧ ((S1 ∧A) ∗B) −→ (S1 ∧ (S1 ∧A)) ∗B ∼= (S2 ∧A) ∗B.
For any finite-dimensional vector space V , SV ∧ (A ∗B) is homeomorphic to the smash
product of
∧dimV1 S
1 ∧ (A ∗B)
By induction we can also define SV ∧ (A ∗B) −→ (SV ∧A) ∗B.
In addition, let’s consider a special case of Example A.1.5.
Example A.2.3. Let {Ai}Λ be topological spaces. We can define a map as λAB in Example
A.1.5
S1 ∧ (
∏
i∈Λ
Ai) −→
∏
i∈Λ
(S1 ∧Ai)
by sending
s1p± + s2
∏
i∈Λ
ai
with each ai ∈ Ai to ∏
i∈Λ
s1p± + s2ai
for any s1, s2 ≥ 0 and s1 + s2 = 1.
278
More generally, for a vector space W , we have
fW : S
W ∧ (
∏
i∈Λ
Ai) −→
∏
i∈Λ
(SW ∧Ai)
by sending
s1p+ s2
∏
i∈Λ
ai
with p ∈ SW and each ai ∈ Ai to ∏
i∈Λ
s1p+ s2ai
for any s1, s2 ≥ 0 and s1 + s2 = 1.
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