We consider the minimax setup for Gaussian one-armed bandit problem, i.e. the two-armed bandit problem with Gaussian distributions of incomes and known distribution corresponding to the first arm. This setup naturally arises when the optimization of batch data processing is considered and there are two alternative processing methods available with a priori known efficiency of the first method. One should estimate the efficiency of the second method and provide predominant usage of the most efficient of both them. According to the main theorem of the theory of games minimax strategy and minimax risk are searched for as Bayesian ones corresponding to the worst-case prior distribution.
1. Introduction. The two-armed bandit problem originates from the slot machine with two arms the choice of each is followed by the random income of the gambler depending only on chosen arm. The goal is to maximize the total expected income. To this end, the gambler should determine more profitable arm and provide its predominant usage. The problem has numerous applications in medical trials, biological modelling, data processing, internet, etc. (see [1, 2] and references therein). It is also well-known as the problem of expedient behavior in a random environment [3] and the problem of adaptive control [4] .
In this article, we consider Gaussian one-armed bandit problem, i.e., Gaussian two-armed bandit problem with known distribution of income corresponding to the first action. Formally, let's consider a controlled random process ξ n , n = 1, . . . , N , which values are interpreted as incomes, depend only on currently chosen actions y n (y n ∈ {1, 2}) and have Gaussian (normal) distribution with a density f D (x|m) = (2πD) −1/2 exp −(x − m) 2 /(2D) if y n = 2, where D is assumed to be known and m is assumed to be unknown (later on, the assumption of known D can be omitted). If y n = 1 then mathematical expectation m 1 is assumed to be known and without loss of generality m 1 = 0 (otherwise, one can consider the process ξ n − m 1 , n = 1, . . . , N ).
A control strategy σ at the point of time k + n + 1 assigns, in general, a random selection of actions depending on the current history which is described by triplet (k, X, n), where k, n are current cumulative numbers of the first and the second actions applications, X is current cumulative income for the use of the second action. The value of cumulative income for the use of the first action is immaterial because corresponding distribution is known.
Considered random process is completely described by a vector parameter θ = (0, m). If a parameter θ was known then the optimal strategy should always prescribe to choose the action corresponding to the larger value of 0, m. In this case, total expected income would be equal to N (0 ∨ m) where 0 ∨ m is the maximum of 0, m. And if the parameter is unknown then the loss function
ξ n (1.1) describes losses of the total expected income with respect to its maximal possible value because of the incomplete information. Here E σ,θ denotes the mathematical expectation with respect to measure generated by strategy σ and parameter θ. We assume that the set of parameters is Θ = {θ = (0, m) : |m| ≤ C}, where 0 < C < ∞ ensures the boundedness of the loss function on Θ. Definition (1.1) implies that one-armed bandit problem may be considered as a game. In this game, the first player is the gambler with the set of strategies {σ}. And the second player is the nature with the set of strategies Θ.
By the loss function (1.1) we define the minimax risk
the corresponding optimal strategy σ M is called the minimax strategy. Minimax approach to considered problem for Bernoulli two-armed bandit was proposed in [5] . It was shown in [6] that explicit determination of the minimax strategy and minimax risk for Bernoulli two-armed bandit is virtually impossible already for N > 4. However, in [7] an asymptotic (as N → ∞) unimprovable in order bounds of the minimax risk were obtained: Here D = 0.25 is the maximum value of the variance of on-step Bernoulli income. The bounds (1.3) hold true for Gaussian two-armed bandit as well. Obviously, the upper bound (1.3) remains valid for the one-armed bandit, too. Another approach to robust control in the multi-armed bandit problem was considered in [8] . In this article mirror descent algorithm is used. Note that in [8] the minimization of total expected income was considered. Therefore, instead of "incomes" they considered "losses" and the loss function was chosen the following
where 0 ∧ m is the minimum of 0, m. In case of Gaussian distributions of incomes this setup can be reduced to presented in this article by considering incomes {−ξ n }, Let's explain the choice of Gaussian distribution for incomes. We consider the problem as applied to control of processing of large amounts of data in sufficiently small number of stages by partitioning them into batches. Let T = N M items of data be given which can be processed by one of two alternative methods and let ζ t denote the result of processing of the data item numbered t. For example, processing can be successful (ζ t = 1) or unsuccessful (ζ t = 0) and one has to maximize the total expected number of successfully processed data. Or ζ t is a duration of processing of the t-th data item and one has to minimize the total expected computer time of data processing. Assume that distributions of {ζ t } depend only on chosen methods and mathematical expectation E(ζ t |y t = 1) = m 1 is known. Let's partition all the data into N batches, each containing M items of data, and use the same method for data processing in the same batch. (ζ t − m 1 ), n = 1, . . . , N . According to the central limit theorem distributions of the process ξ n , n = 1, . . . , N are close to Gaussian with zero mathematical expectation corresponding to the first method and variances are equal to one-step variances of incomes just like in considered setting. In what follows, the values of the process {ξ n } will be also considered as the data, e.g., passed the preprocessing.
Note that the data in the same batches can be often processed in parallel. In this case the total processing time depends on the number of batches rather than on the total number of data. However, there is a question of losses in control performance due to such clustering of data. Numerical results given in Section 4 show that the scaled minimax risk N −1/2 R M N (Θ) is almost constant for comparatively small N , e.g. for N ≥ 50. Therefore, say, 50000 items of data may be processed with approximately equal maximal losses either in 1000 stages by batches of 50 data or in 50 stages by batches of 1000 data. However, it is to the full true only in the case of close mathematical expectations m 1 , m 2 . If one is not sure in closeness of m 1 , m 2 then sizes of batches at the initial stage should be chosen smaller. Corresponding example is also given in Section 4.
Remark 1.1. Parallel control in the two-armed bandit problem was first proposed for the treatment a large group of patients by two alternative drugs with different unknown efficiencies. Really, if a doctor treats, say, one thousand patients one-by-one and the result of treatment manifests in a week then the total treatment would take about twenty years. Therefore, it was proposed to give initially both drugs to sufficiently large test groups of patients and then the more efficient drug to all the rest ones. As a result, the treatment would take two weeks! The problem is discussed in [9] (see the references therein).
A very popular approach to the problem is a Bayesian one. Let's denote by λ(θ) a prior probability distribution density on Θ. The value
is called the Bayesian risk and corresponding optimal strategy σ B is called the Bayesian strategy. Bayesian approach allows to find Bayesian risk and Bayesian strategy by dynamic programming technique for any prior distribution. Both Bayesian and minimax approaches are integrated by the main theorem of theory of games according to which
i.e. minimax risk (1.2) is equal to Bayesian risk (1.4) calculated with respect to the worst-case prior distribution corresponding to the maximum of Bayesian risk. And minimax strategy is equal to corresponding the Bayesian one. This theorem for considered problem was proved in [10] for even more general setting.
The one-armed bandit problem with Bernoulli incomes was considered in Bayesian setting in [11, 12] . The main feature of the Bayesian strategy which was proved in [11, 12] is based on the following idea. Since choosing the first action does not influence the available information then, being once chosen, it will be applied till the end of the control. Another proved in [11, 12] important feature of the strategy is its thresholding property. We show below that in considered setting these properties take place as well.
The structure of the article is the following. In Section 2 the recurrent integro-difference equations are presented which allow to calculate Bayesian risk, Bayesian strategy and expected losses for batch data processing. We prove that batch data processing almost does not increase the minimax risk if the number of batches is large enough. In Section 3 we present invariant notations of these equations with a control horizon equal to unit. We prove the existence and some properties of the limiting solution to invariant equation and then present its description by the second order partial differential equation. Usage of numerical methods in Section 4 gives the following asymptotic estimate
with r ≈ 0.37. Results of Section 4 make it possible to omit the assumption of known D if the number of data items is large enough. First, the expected losses deviate just a little if the variance D is assigned with a significant error up to 5%. This means that unknown variance can be estimated at the start of the control and then obtained estimate can be used. Second, it turned out that maximal expected losses corresponding to D : 0.25D 0 ≤ D ≤ D 0 are almost not more than those corresponding to D 0 , i.e. the minimax strategy corresponding to D 0 saves approximately this property for all
Recall that batch data processing almost does not increase the minimax risk if the number of batches is large enough. According to the central limit theorem it means that the usage of batch data processing makes it possible to ensure the value of the minimax risk close to (1.6) for a wide class of processes with the same mathematical expectations and variances of one-step incomes. However, this does not straightforwardly ensures that minimax risk cannot be diminished by the usage of one-by-one data processing. In Section 5, we show that one-by-one data processing does not allow to diminish the minimax risk in Bernoulli case. To calculate Bayesian risk in Bernoulli case, we obtain the same partial differential equation as for Gaussian onearmed bandit. Seemingly, this approach can be used for other distributions of incomes, too.
Discussion is presented in Section 6. Note that some results for Gaussian one-armed bandit corresponding to D = 1 were obtained in [13] . Gaussian two-armed bandit with different unknown variances D 1 , D 2 was considered in [14] .
2. Recursive Equations Describing Batch Data Processing Optimization. According to the equality (1.5) we search minimax risk as Bayesian one corresponding to the worst-case prior distribution. In what follows, let's use control strategies which can change actions after their application M times in succession only. If incomes of one-armed bandit {ξ n } come in succession then such a strategy allows to switch actions more rarely. And if incomes come in batches then this strategy allows the parallel processing. For convenience we assume that N is multiple of M .
Let's denote by λ(m) a prior probability distribution density of the second part of parameter θ = (0, m). We assume that (2.1)
Let's suppose that the first and the second actions were chosen k and n times. Then the control history up to the point of time k + n + 1 is described by statistics (k, X, n) where X is cumulative income for the application of the second action (cumulative income for the application of the first action does not influence the available information and is not used). Denote n * = nD, M * = M D. The posterior distribution density is then equal to
If additionally it is assumed that X = 0 and f n * (X|nm) = 1 as n = 0 then λ(m|0, 0) = λ(m). Let's denote by R B (k, X, n) Bayesian risk on the last (N − k − n) steps calculated with respect to posterior distribution density λ(m|X, n). The Bayesian risk (1.4) is then equal to R B (0, 0, 0) and can be found by solving the standard recursive equation
for k + n < N . Here E Y denotes mathematical expectation with respect to the density f M * (Y |M m):
In equations above, R B (·) means cumulative expected income on the residual control horizon of the length (N −k−n) if at first M times the -th action was chosen and then the control was optimally implemented ( = 1, 2). Bayesian strategy prescribes always to choose the action corresponding to the smaller value of R B 1 (·), R B 2 (·); the choice may be arbitrary in case of their equality. Consider a strategy σ : σ (k, X, n) = Pr(y k+n+1 = |k, X, n). Then standard recursive equation for losses takes the form Theorem 2.1. Consider a dynamic programming equation
.
One can straightforwardly verify that this corresponds to expressions in (2.10). Clearly Bayesian risk (1.4) is equal to (2.11).
Below we use the standard notation for convolution
Theorem 2.2. Consider a dynamic programming equation
where
for 0 ≤ k + n < N . Here (2.14) 
The validity of (2.16) for n > 0 follows from the equality 
Similar reasonings applied to equation (2.5)-(2.6) result in the following theorem presented without proof. Theorem 2.3. Given a strategy σ : σ (k, X, n) = Pr(y k+n+1 = |k, X, n), let's consider a dynamic programming equation
Considered problem in Bayesian setting for Bernoulli one-armed bandit was previously investigated in [11, 12] . In particular, there were proved the thresholding property of Bayesian strategy and its representation by two stages: at the initial stage the second action only is applied and at the final stage the first action only is applied. These two features of Bayesian strategy are proved below in case of Gaussian distributions.
is monotonically increasing function of X and under condition (2.1) the following equalities hold
Therefore there exists T (k, n) such that Bayesian strategy chooses the first and the second actions according to conditions X < T (k, n) and X > T (k, n) respectively (if X = T (k, n) then actions may be arbitrary chosen).
. Therefore, once being chosen, the first action will be applied till the end of the control.
Proofs of these lemmas are very close to those presented in [13] and hence they are omitted here. From Lemma 2.2 the following Theorem follows.
Theorem 2.4. Let's denote statistics (k, X, n), risks R(k, X, n) and thresholds T (k, n) for k = 0 by (X, n), R(X, n) and T (n). It follows from lemma 2.2 that Bayesian strategy and Bayesian risk can be searched for as a solution to the following recursive equation
where R 1 (X, n) = R 2 (X, n) = 0 for n = N and
where g 1 (X, n), g 2 (X, n) are defined in (2.14). The first action, once being chosen, will be applied till the end of the control.
Remark 2.2. Batch strategy allows the following generalization. The data can be partitioned into K batches of different sizes, so that the data processing is implemented by batches of sizes M 1 , . . . , M K , where 
. It is expediently to choose batches of smaller sizes at the start of the control as the results of Section 4 show. Some examples of usage of the batches of different sizes are presented in [15] .
The following theorem makes it possible to restrict consideration with the variances D = 1.
Theorem 2.5. Given some k > 0, let the following transformations be made:
Then corresponding Bayesian risks and losses are related by equalitieŝ
Proof. Really, implementing the above transformations in (2.12)-(2.15) and in (2.17)-(2.19) one obtains by induction thatR(k,X,
Hence, the required equalities follow from (2.15), (2.19).
Corollary 2.1. Let's consider a treatment of N = M K data by K batches, each containing M data items, on the set of parameters Θ N = {|m| ≤ CM −1/2 } and one-by-one treatment of K data items on the set of parameters Θ K = {|m| ≤ C}. Then the following equality holds
Here in notations R M N (M ) (·) and R M K(1) (·) the treatment by batches containing M data items and one-by-one treatment are explicitly indicated. Equality (2.24) implies that corresponding minimax risks depend only on the numbers of processed batches.
Proof. Let's put m =mM −1/2 . Then Θ N = {|m| ≤ C}, i.e. this change of variables maps Θ N on Θ K . Next, the treatment of K batches, each containing M data items, is equivalent to one-by-one treatment of K data items withD = M D,m = M 1/2m , the supports of the worst-case prior distribution functionsλ 0 (m) and λ 0 (m) are consistent with each other at that. By (2.23) the validity of equalityR B N (M ) (λ 0 (m)) = M 1/2 R B K(1) (λ 0 (m)) follows. This implies (2.24).
According to (1.3) the scaled Bayesian risk N −1/2 R M N (Θ) is bounded from above. Hence, it follows from the corollary 2.1 that batch data processing virtually does not increase the minimax risk if the number of batches is large enough. Let's suppose now that distributions of incomes are not Gaussian. Nevertheless, according to the central limit theorem distributions of cumulative incomes in large enough batches of data are close to Gaussian. This implies that strategies of batch data processing provide close values of the minimax risk for a wide class of processes with equal mathematical expectations and variances of one-step incomes, i.e. these strategies are universal.
On the other hand, it follows from the corollary 2.1 that batch data processing sets more restrictive requirements on the set of parameters than one-by-one treatment. This is due to the initial stage of control when possibly the worst action is applied to the first batch of data and not to a single data item.
3. Invariant Equations and Limiting Description. Let's give an invariant notation of the equations describing batch data processing with the control horizon equal to unit. Denote
Consider the set of parameters Θ N = {θ : |w| ≤ c} = {θ : |m| ≤ cN −1/2 } which describes the set of close distributions.
Theorem 3.1. Consider a dynamic programming equation
where r 1,ε (s, x, t) = r 2,ε (s, x, t) = 0 for s + t = 1 and
Then Bayesian risk (1.4) is equal to
Proof. Theorem follows from theorem 2.2 by implementing the above change of variables in (2.12)-(2.15).
l ε (σ; s, x, t) = σ 1 (s, x, t)l 1,ε (σ; s, x, t) + σ 2 (s, x, t)l 2,ε (σ; s, x, t),
where l 1,ε (σ; s, x, t) = l 2,ε (σ; s, x, t) = 0 for s + t = 1 and
Then expected losses (1.1) are equal to
Proof. Theorem follows from theorem 2.3 by implementing the above change of variables in (2.17)-(2.19).
Theorem 3.3. Let's consider a dynamic programming equation
where r 1,ε (x, 1) = r 2,ε (x, 1) = 0 and
for 0 ≤ t < 1, where g 1 (x, t), g 2 (x, t) are defined in (3.3). Then Bayesian risk (1.4) is equal to In what follows we obtain some Lipschitz conditions for r ε (x, t). Let's make some preliminary remarks. For θ = (0, wN −1/2 ), n = tN 1/2 denote by
scaled loss function and risk averaged with respect to the density ρ(w). We do not require that ρ(w) is a probability density, i.e. ρ(w) ≥ 0 but it is possible that c −c ρ(w)dw = 1.
The following lemma holds.
Lemma 3.1. Given any densities ρ 1 (w), ρ 2 (w), the inequalities hold
Proof. To check the validity of (3.12) note that according to (3.11)
Since inf {σ} l ε (σ, t, ρ) = r ε (t, ρ) and inequality remains valid if one swaps ρ 1 and ρ 2 this implies (3.12). Next, obviously
In view of (3.12), this implies (3.13).
Let's denote c = D −1 c.
Lemma 3.2. Functions r ε (x, t), (r ε ) x (x, t) are uniformly bounded. For t ≥ ε and arbitrary x the following estimates hold
For t = 0, x = 0 the following estimate holds
Proof. Given statistics (x, t), the one-step expected income for choosing the -th action is equal to εg (x, t). The estimate (3.14) is provided by the following strategy: at the residual control horizon use only the action corresponding to the larger value of g 1 (x, t), g 2 (x, t). And the estimate (3.16) is ensured by the strategy: at the start of the control use the second action and then at the residual control horizon use only the action corresponding to the smaller value of g 1 (x, ε), g 2 (x, ε).
Let's prove (3.15) . Note that
where σ (x, t) is a probability to choose the -th action under given history (x, t). In view of the thresholding feature of the strategy σ (x, t) ∈ {0, 1} and its switching at equality of r 1,ε (x, t), r 2,ε (x, t) we obtain 
Lemma 3.3. Assume that δ is a multiple of ε.Then the following estimate holds
Proof. Let's put h(w, x, t) = exp D −1 (xw − 0.5tw 2 ) and ρ 1 (w) = h(w, x, t) (w), ρ 2 (w) = h(w, x, t + δ) (w). Note that h(w, x, t) ≤ exp(c |x|) and
if |w| ≤ c. Using (3.13), (3.20) we obtain
i.e. (3.19) holds.
Let's establish Lipschitz conditions with respect to , for what we'll put in notations r ε ( ; x, t), g ( ; x, t). Define the distance between 1 , 2 by formula
Lemma 3.4. The following estimate holds
with c 1 (x) = c exp |c x|.
Proof. Let's put ρ 1 (w) = h(w, x, t) 1 (w), ρ 2 (w) = h(w, x, t) 2 (w). Using (3.12) we obtain Let's consider now the approximation of the density (w) by piece-wise constant density * (w). Denote by ∆w = cK −1 , w k = k∆w, k = −K, . . . , K. Let's put * (w) = * k = ∆w Proof. Let's put h(w, x, t) = exp D −1 (xw − 0, 5tw 2 ) , then
In view of definition of * (w) and continuity of h(w, x, t), for some w k ∈ (w k , w k+1 ) the following equality holds
Hence,
and consequently
Then (3.22) follows from (3.12) with ρ 1 (w) = h(w, x, t) (w),
Let's establish the existence of the limit of r ε ( ; x, t) as ε → 0.
Theorem 3.4. For all x, t for which the solution to equation (3.8), (3.9) is well defined there exist the limits r( ; x, t) = lim ε→0 r ε ( ; x, t) which can be extended by continuity to all permissible x, t. These limits are uniformly bounded, satisfy Lipschitz conditions with respect to x, t, and allow approximation by * with constants presented in (3.14), (3.15), (3.19), (3.21) and (3.22) respectively.
For the minimax risk on the set Θ N = {|m| ≤ cN −1/2 } the estimate holds
Proof of theorem is close to that presented in [13] . A rigorous description of the limiting behavior of Bayesian risk r(x, t) turned out to be a difficult problem. So, let's present nonrigourous reasonings and then supplement them in Section 4 by results of numerical experiments. Suppose that r ε (x, t) has partial derivatives of necessary orders and show that the second equation (3.9) can be transformed to
For this purpose we represent r ε (x − y, t + ε) as Taylor series:
Let A(ε) = {y : |y| ≤ ε 1/2−α } with 0 < α < 1/2. Taking into account that
and substituting (3.25) in the second equation (3.9) we obtain
i.e. (3.24) holds true. The first equation (3.9) does not vary at passage to the limit. Continuing nonrigourous reasonings, note that if it is possible to pass to the limit as ε ↓ 0 then two equations follow from (3.9), (3.24) for r = r(x, t):
where Ω 1 , Ω 2 are domains in which the first and the second actions are chosen respectively. Now let's recall that these equations should be supplemented by equation (3.8) which now can be written as
(r ,ε (x, t) − r ε (x, t)) = 0, and then the limiting description of the function r = r(x, t) takes a form
with initial and boundary conditions r(x, t) = 0. Equation (3.26) describes function r(x, t) and domains Ω 1 , Ω 2 together because the domain Ω corresponds to the minimum of the -th entry in the left-hand side of (3.26). From (3.26) the difference equation follows (3.28) r(x, t) = min(r 1 (x, t), r 2 (x, t)), where (3.29)
initial and boundary conditions (3.27) are satisfied and
The strategy providing a solution to equation (3.28)-(3.29) prescribes to choose the -th action if r (x, t) has the minimum value. The first action, once being chosen, will be applied till the end of the control. The limiting expected losses l(σ; 0, 0) are calculated as follows
where 
with initial and boundary conditions 
should correspond to the maximum of r( ; 0, 0). So, they were determined as d 1 ≈ 1.65, d 2 ≈ 2.52, ≈ 0.38 with max r( ; 0, 0) ≈ 0.37. We applied ∆t = 5000 −1 , ∆x = 0.0143 for calculations (∆t, ∆x must satisfy the inequality ∆t/∆x 2 < 1).
Determined strategy has a thresholding property. It prescribes to apply the second action if x > T (t) and to switch to the first action till the end of the control if x < T (t), where function T (t) describes threshold values presented on Figure 1 .
Then for determined strategy expected losses were calculated. Figure 2 are obtained for the strategy that at the start of the control uses the first action for ε = 0.02 fraction of the control horizon. If d > 0 then these losses are almost the same as l(σ; 0, 0) presented by curve 1. If d < 0 then upper curve 2 describes expected losses |d|ε + l(σ; x, ε) * f ε * (x) including those at the initial stage. Lower curve 2 describes expected losses l(σ; x, ε) * f ε * (x) without those at the initial stage. Since l(σ; x, ε) * f ε * (x) → 0 with growing |d| then expected losses |d|ε + l(σ; x, ε) * f ε * (x) exceed the Bayesian risk r( ; 0, 0) at approximately |d|ε > r( ; 0, 0). In the domain |d| ≤ ε −1 r( ; 0, 0) ≈ 0.37 × 50 = 18.5 the strategy is the minimax one if d < 0.
Curves 2 on
On Figure 3 curves 3 are the same as curves 2 on Figure 2 . Curves 1 and 2 present batch data processing and are calculated by equations (3.8)-(3.10). Upper curves 1 and 2 describe expected losses |d|ε+l ε (σ; x, ε) * f ε * (x) including those at the initial stage. Lower curves 1 and 2 describe expected losses l(σ; x, ε) * f ε * (x) without those at the initial stage. Curves 1 and 2 are calculated for ε = 30 −1 and ε = 50 −1 respectively. If d > 0 then all the curves are close to each other. Note that l(σ; 0, 0) and l ε (σ; 0, 0) describe scaled losses of batch processing implemented in the infinitely many and in ε −1 stages respectively. For calculations we chosen step of integration 0.002, integral limits from −1.6 to +1.6. Finally, on Figure 6 Monte-Carlo simulation results are presented for batch processing of T = 5000 Bernoulli incomes implemented in N = 50 stages by batches of M = 100 items with the use of determined minimax strategy. Probabilities of successful and unsuccessful processing by the first and the second methods were equal to p 1 = p = 0.5 and
respectively, where D = p(1 − p) = 0.25. The control of partitioned data was implemented by the method described in Section 1 but {ξ n } are scaled by the factor D 1/2 so that the variances of {D −1/2 ξ n } are approximately equal to unit.
On Figure 6 the curve 1 presents l(σ; 0, 0). The curve 2 describes MonteCarlo simulation results for the scaled expected losses
One can see that the curve 2 grows approximately linearly if d is negative and its absolute value grows. This is due to the losses for the first batch of 100 data processing. To avoid this, the data on the first two stages were processed by eight batches each containing 25 items and then the size of the batch was again equal to 100. This processing corresponds to the curve 3 and there is no the growth of losses there.
Comparison with
One-by-One Processing. Bernoulli Case. Results of the previous section imply that batch data processing almost does not increase the minimax risk of the Gaussian one-armed bandit if the number of batches is large enough. Moreover, according to the central limit theorem these results imply that batch data processing provides the close value of the minimax risk for a wide class of one-armed bandits with the same mathematical expectations and variances of one-step incomes.
However, there is a question of control performance in case of one-byone data processing. Is it possible to diminish the value of the minimax risk in this case? In this section, we consider the asymptotic (as N → ∞) description of Bayesian risk of Bernoulli one-armed bandit and show that it obeys the same partial differential equation as the Bayesian risk of Gaussian one-armed bandit. The reasonings below are not quite rigorous because we do not have estimates on the smoothness of Bayesian risk.
Let's consider a Bernoulli one-armed bandit which is described by a controlled random process ξ n , n = 1, 2, . . . , N . Incomes {ξ n } depend only on the currently chosen action y n as follows Pr(ξ n = 1|y n = ) = p , Pr(ξ n = 0|y n = ) = q , = 1, 2. A Bernoulli one-armed bandit is described by a parameter θ = (p, p 2 ) where 0 < p < 1 is assumed to be known. The set of parameters is as follows Θ = {θ = (p, p 2 ) : |p 2 − p| ≤ C)}.
A control strategy σ at the point of time k + n + 1 assigns, in general, a random selection of actions depending on the current history which is described by triplet (k, X, n), where k, n are current cumulative numbers of the first and the second actions applications, X is current cumulative income for the use of the second action. In what follows we assume that at the start of the control the strategy uses the second action n 0 times. This almost does not influence the Bayesian risk if n 0 N and can only a little increase it. The loss function is defined as
Given a prior probability distribution density λ(p 2 ), Bayesian risk is defined as follows
Let's obtain a standard dynamic programming equation for calculating the Bayesian risk (5.1). The posterior distribution density corresponding to the history of the process (k, X, n) is the following
where P (X, n) = p+C p−C B(X, n|p 2 ) λ(p 2 )dp 2 .
(5.2)
Here B(X, n|p) = n X p X q n−X , where q = 1 − p.
If additionally it is assumed that B(X, n|p 2 ) = 1 as n = 0 then λ(p 2 |0, 0) = λ(p 2 ). Denote by R B (k, X, n) Bayesian risk on the last (N − k − n) steps calculated with respect to the posterior distribution λ(p 2 |X, n). To find the Bayesian risk (5.1) one has to solve the following standard recursive equation
for k + n < N . Here E Y denotes the mathematical expectation:
In equations above, R B (·) means cumulative expected income on the residual control horizon of the length (N − k − n) if at first the -th action was chosen and then the control was optimally implemented ( = 1, 2). Bayesian strategy prescribes always to choose the action corresponding to the smaller value of R B 1 (·), R B 2 (·); the choice may be arbitrary in case of their equality. In view of the above assumption on the strategy, the Bayesian risk (5.1) is equal to
Let's check the validity of (5.9). Analysis of the second equations (5.4), (5.7) gives that
One can directly check that this corresponds to expressions in (5.9). Clearly, Bayesian risk (5.5) is equal to
Now let's assume that N , n 0 are large enough and n 0 N . Consider the following change of variables:
If n > n 0 and n 0 is large enough then according to the central limit theorem B(X, n|p 2 ) = f n * (X|np 2 )(1 + o(1)). Here
This and (5.8) imply that
Let's putR(k, X, n) =r(s, x, t). In view of (5.11) the first equation (5.7) takes the form (5.13)r 1 (s, x, t) = εg 1 (x, t) +r(s + ε, x, t) + o(ε).
To write in new variables the second equation (5.7) note that x and x corresponding to points of time n + 1 and n are related as
and henceR(k, X, n + 1) =r(s, x − pδ, t + ε). Similarly,
and henceR(k, X + 1, n + 1) =r(s, x + qδ, t + ε). Additionally,
So, the second equation (5.7) takes the form
The Bayesian risk (5.3) is equal to
Ifr(s, x, t) is smooth enough and has partial derivatives of the necessary orders then equations (5.13) and (5.14) take the form r 1 (s, x, t) = εg 1 (x, t) +r(s + ε, x, t) + o(ε), r 2 (s, x, t) = εg 2 (x, t) + εr(s, x, t + ε) × (1 + t −1 ) +r x (s, x, t + ε)xt −1 + 0.5εr xx (s, x, t + ε)D + o(ε). x (s, x, t) + 0.5Dr xx (s, x, t) = 0.
(5.18)
The following theorem holds.
Theorem 5.1. Letr(s, x, t) satisfy the second order partial differential equation (5.18). Then it can be expressed as r(s, x, t) = r(s, x, t)f t * (x), (5.19) where r(s, x, t) satisfies the second order partial differential equation min ∂r ∂s + g 1 (x, t), ∂r ∂t + D 2 × ∂ 2 r ∂x 2 + g 2 (x, t) = 0, (5.20) and g 1 (x, t), g 2 (x, t) are defined in (3.3). Bayesian risk is expressed as Proof. Let's omit the dependence of f , r, g 1 , g 2 on s, x, t, so that f t denotes now partial derivative by t. Theñ x + 0.5Dr xx (s, x, t) = g 2 f + (r t f + rf t ) + t −1 rf + xt −1 (r x f + rf x ) + 0.5D(r xx f + 2r x f x + rf xx ). (5.23) Using the equalities One can see that equations (3.33) and (5.20) which describe Bayesian risks for batch data processing and for one-by-one processing are the same. Corresponding Bayesian risks given by formulas (3.4) and (5.21) are close to each other if ε 0 is small enough. This means that one-by-one data processing cannot diminish Bayesian risk ensured by the batch data processing if the number of batches is large enough. According to the main theorem of the theory of games it cannot diminish the minimax risk, too.
6. Discussion. Gaussian one-armed bandit naturally arises when optimization of the batch data processing is considered if there are two alternative processing methods available with a priori unknown efficiency of the second method. In this case, the same methods are applied to all the data in the same batches and then cumulative incomes are used for the control. It turned out that batch data processing almost does not increase the minimax risk if the number of batches is large enough. For example, the scaled minimax risk is only about 3% higher its limiting value in case of processing the data by 50 batches.
Since distributions of cumulative incomes in sufficiently large batches of data are close to Gaussian for a wide class of random processes with equal mathematical expectations and variances of one-step incomes, the proposed strategies are universal. Moreover, it seems highly likely that even one-byone optimal data processing does not allow to diminish the limiting scaled value of the minimax risk. In the article, this assumption is confirmed for Bernoulli two-armed bandit.
Proposed strategies demonstrate fine robustness properties. It turned out that expected losses deviate just a little if the variance is assigned with a significant error up to 5%. This makes it possible to estimate the variance at initial stage of the control and then use the obtained estimate for determining the strategy. In addition, there are no high requirements to closeness of distributions of cumulative incomes in batches to Gaussian. For example, Monte-Carlo simulations in Section 4 were implemented for batches of 100 or 25 items of data. These properties also imply universality of proposed strategies.
