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Materials and Methods
Plasmids and yeast strains
Saccharomyces cerevisiae wild type strains and disruption mutants used in this study were derivatives of the haploid strains BY4742, BY4741, and diploid BY4743 isogenic to S288C (Research Genetics/Invitrogen, Huntsville, AL) from the Saccharomyces deletion project. All strains expressing ACE1 fusions from integrative plasmids were disrupted for ACE1.
For CUP1 array visualization, we constructed an integrative plasmid (pTSK241 derived from pTSK65 (S2) ) that expressed the Ace1p-tripleGFP fusion under the control of the moderate, constitutive CAP2 promoter. pTSK241 was introduced into both wild type strains and strains disrupted for the CUP1 array with the SacI-SwaI fragment of the plasmid pDeltaCup3 (S1) .
For GFP quantification, we used a haploid strain with the Spc42p-GFP fusion and a diploid strain with integration of 256 copies of the lac operator repeat visualized by binding of the GFP-Lac repressor fusion protein. The haploid containing a fusion of the yeast spindle pole body component SPC42 to GFP was constructed by transforming BY4742 with a PCR fragment derived from pBM3412, a generous gift of M. Johnston (Washington University, St.Louis, MO). This fragment contained GFP and HIS3 flanked by C-terminal sequences of SPC42 and upon integration created a C-terminal GFP tag for a chromosomal copy of SPC42. The diploid with lac operator repeat contained an integrated lac array from pSV2-dhfr-8.32 (S3) . The GFP-Lac repressor fusion under control of the HIS3 promoter was inserted as an AhdI-BspEI fragment of pLK58Y (provided by K. Bloom, University of North Carolina, Chapel Hill, NC).
For colocalization of the array with a lac marker, plasmid pTSK326 (Ace1p-mCherry under pCAP2) was constructed by replacing GFP in pTSK241 with mCherry (NotI -Sac II PCR fragment from pRSETB-mCherry, from R. Tsien, University of California San Diego, La Jolla, CA). This plasmid was transformed into haploid YTK149 -BY4741 carrying integration of 256 copies of the lac operator repeat from pSV2dhfr-8.32 visualized by binding of the GFP-Lac repressor fusion protein expressed from integration of AhdI-BspEI fragment of pLK58Y.
For mRNA assays in live cells, we constructed two plasmids based on the MS2 system (S4). The first was an integrative plasmid (pTSK368) containing the MS2 coat protein (MS2-CP) fused to triple GFP and an NLS, and expressed under the control of an inducible pMet25 promoter. pTSK368 was constructed by modifying pTSK241 in the following way: pCap2 was replaced with pMet25 (ClaI-BamHI PCR fragment amplified from genomic DNA) and Ace1p was replaced with MS2-CP-NLS (BamHI-NotI PCR fragment amplified from pMS2-YFP from R. Singer, Albert Einstein School of Medicine, Bronx, NY).
The second plasmid (pTSK369) contained 24 MS2-CP binding sites and a URA3 marker. pTSK369 was constructed by inserting URA3 (XhoI/NheI PCR fragment amplified from genomic DNA) into pSL-MS2-24X (from R. Singer, Albert Einstein School of Medicine, Bronx, NY). A PCR fragment derived from pTSK369 was inserted at the C terminus of one of the CUP1 genes in the array in BY4741. This haploid was mated to haploid BY4742 transformed with pTSK368 to construct diploid strain YTK688.
For FLIM experiments diploid strains were transformed with the following integrative plasmids expressing fusion proteins under a strong constitutive GPD promoter: pTSK263 (ACE1-CFP), pTSK265 (ACE1-CFP-YFP), pTSK277 (YFP), pTSK274 (Rsc2p-YFP), pTSK276 (DBD-CFP). The pTSK263, pTSK265, pTSK277 plasmids were constructed based on pTSK65 (S2), while pTSK276 was constructed based on pTSK137 (S2) and pTSK274 was constructed based on pRS306 (S5) . In these plasmids, the GPD promoter and the Rsc2 ORF were amplified from yeast genomic DNA. CFP and YFP were PCR-amplified from pDH3 and pDH22 (Yeast Resource Center, University of Washington, Seattle, Washington).
Media and growth conditions
Solid media were purchased from KD Medical (Columbia, MD). Liquid YPD and synthetic dextrose minimal media were prepared from dry stock (BIO101, LaJolla, CA). Nonfluorescent medium (NF) was prepared as described (S6) . This medium with addition of CSM-His (BIO101, LaJolla, CA) and 1% agarose was used to prepare NF-His/agarose medium for the agarose slabs used for live-cell imaging.
Yeast cultures were grown at 28 o C and observed at 20 o C. Standard methods were used for yeast growth, yeast transformation and genomic DNA isolation (S7) .
To monitor array formation, strains were induced with 100 μM CuSO 4 . To induce GFP-Lac repressor expression, yeast cells were treated with 10 mM 3-amino triazole (3-AT) for 30 min, and then washed and grown for an additional 30 min before observation.
For ChIP and RT-PCR tests, cells were grown to absorbance of 0.5 at 600 nm before copper addition. For ChIP, 100 ml cultures were harvested at appropriate time intervals after copper addition. For RT-PCR, 5 ml aliquots were taken at appropriate time intervals after copper addition.
Imaging of live and fixed cells
Live yeast cells were imaged in LabTek II coverglass chambers (Nalge Nunc Intl., Rochester, NY). Before an experiment, 500 μl of the mid-log phase yeast culture was concentrated by centrifugation, and then 5 μl of the concentrated suspension was placed into a Lab Tek II chamber and subsequently covered by a 10 mm x 10 mm agarose slab cut from the solid NF-His/agarose medium.
To fix cell samples after copper induction, we added 6X fixation solution (1:1 ratio of 1M potassium phosphate buffer (pH 7.0) and 37% formaldehyde) directly to the cell culture. Cells were fixed on ice for 30 min, and then washed two times with an equal volume of PBS, and then mounted in PBS on conventional glass slides. A small amount of cell suspension was used, and gentle pressure was applied to the cover slip to ensure that the cells were properly immobilized.
Live cells were imaged on a light microscope controlled by Metamorph software (Molecular Devices, Downington, PA). The system consisted of an automated, inverted Olympus IX81 microscope with a 100X/1.4 NA objective (Olympus America Inc, Center Valley, CA) and a Cascade 512B EM CCD camera (Photometrics/ Roper Scientific, Tucson, AZ). Images were acquired with a GFP filter set (Chroma Technology Corp, Rockingham, VT) with excitation light attenuated with a 50% neutral density filter.
For determining array frequency in cell populations, 3D images (11 focal planes with 250 nm z step size) of fixed or live cells were collected. For time-lapse array intensity measurements, single focal plane images were collected at 15 sec intervals. Imaging conditions for FRAP, GFP quantification and single cell mRNA analysis are described in the corresponding sections below.
FRAP
FRAP experiments were carried out on a Zeiss 510 confocal microscope with a 100X/1.3 NA oil immersion objective. We used the yeast diploid containing Ace1p-triple GFP, no wild type Ace1p and the 10x CUP1 array in each homolog of chromosome VIII. To reduce bleaching due to imaging, cells were imaged with a 488 nm laser line from a 30 mW argon laser operating at low laser intensity (0.75%). One of the two CUP1 arrays was photobleached using a short (17 msec) laser pulse with the laser operating at 75% of full power. Fluorescent recovery was monitored at 20 sec time intervals for 220 sec. 3D image stacks (11 focal planes at 250 nm z step size) were collected, and intensities of both the bleached and unbleached array were measured, and image background was subtracted from each measurement. To correct for bleaching due to imaging in each cell, intensities from the bleached array were divided by those from the unbleached array. The resulting curve was normalized to the prebleach level of array intensity, and these normalized curves from 128 individual cells were then averaged.
GFP quantification
Arrays formed by Ace1p-GFP were compared in brightness to two standards with known numbers of GFP molecules: spindle pole bodies (SPB) that contain about 500 molecules of Spc42p in haploid cells (S8) and arrays of 256 lac repressor binding sites (S3). 3D images (11 focal planes at 250 nm step size) of live cells were collected under identical conditions. Intensity measurements were performed in the brightest focal plane using Metamorph software. Only cells in the correct cell cycle stage were measured. For the haploid strain with the Spc42p-GFP, only medium-budded cells with two well separated spindle pole bodies were measured. This procedure excluded duplicated, unseparated spindle pole bodies at earlier cell-cycle stages. For the diploid strain with lac arrays, only unbudded cells with well-separated homologous chromosomes were measured. This excluded duplicated arrays in replicated chromosomes with sister chromatid cohesion. Similarly, for the diploid strain with Ace1p-GFP arrays, only unbudded cells with well-separated arrays were measured. 154 Spc42p-GFP and 110 GFP-Lac repressor measurements were used to generate a regression line, which was extrapolated to the average CUP1 array brightness obtained from 43 Ace1p-GFP array measurements. The standard deviation of the estimated number of GFP molecules at the CUP1 array was determined by the formula for the error in predicted "x" values obtained from a regression line.
Single cell mRNA analysis
We used the diploid strain containing a triple GFP MS2 coat protein and 24 MS2 repeats inserted on one copy of chromosome VIII in one of the CUP1 genes in the array. These cells were imaged in 3D (18 focal planes with 250 nm z step size) every minute after copper addition for up to 30 min. For cells with a single mRNA cluster (the vast majority), the intensity of the cluster was measured from its brightest focal plane. For cells with two or more clusters, intensities obtained from the brightest focal plane for each cluster were summed.
Monte Carlo analysis
We performed Monte Carlo simulations in Mathematica to illustrate the consequences of the two models for slow cycling. For both models, we assumed Ace1p could bind stochastically to an array containing up to 40 Ace1p binding sites, each of which could exist in two possible states: bound to Ace1p (green) or unbound (black) (see fig. S7 ). In all runs, we set the transition probabilities (green to black and vice versa) equal at 1/5, yielding average on and off rates of roughly 2 min -1 , consistent with the experimental, fast-cycle time scale. Specifically, for a given promoter site, a random number between 0 and 1 was chosen for each time interval Δt = 1/10 min using the Mathematica random number generator. If the random number was smaller than the transition probability, the state was changed. Otherwise it remained the same. We began all simulations in a random equilibrium configuration, with half the available Ace1p sites bound (green) and half empty (black).
For "slow cycling by stable binding", we assumed that all Ace1p binding sites were accessible. Once bound (green), Ace1p could enter a second, tighter binding state (red) with a time-dependent transition probability (green to red) fit to the measured oscillation in fig. S2D . The peak transition probability (at ~10 min) was set to 1/90 min -1 . Once in the tightly bound state, the transition probability to unbind (red to black) was fixed, yielding an average off rate of 1/7 min -1 . These settings yielded a 4% immobile fraction by FRAP. 800 Monte Carlo runs were then performed to estimate the amplitude of the slow cycle under these conditions. For "slow cycling by accessibility", we assumed that Ace1p binding sites were not always accessible. Instead, the number of accessible sites depended explicitly on time according to the measured oscillations in fig. S2D . We initially set the maximum number of accessible sites at 100%. Thus, the changes in accessibility for this model mirrored the time-dependent transition probabilities from weakly to tightly bound (green to red) in the previous model. (Note that the segment of the Monte Carlo simulation shown in the text in Fig. 3J has been colored black and red to be consistent with the schematic in Fig. 3B . The description provided above and the simulations shown in fig.  S7 use a black and green color scheme).
FRAPs were simulated in either model by taking each Monte Carlo run and adjusting it as follows. At the time of the photobleach (10 min), every colored site (green or red) was turned to black. Blackened sites were then extended in time for as long as the site would have remained colored. This procedure removed the intensity contribution from all bound molecules for as long as they stayed bound after the photobleach. The FRAP recovery over time was then computed by summing the total number of colored sites.
To model RNA production from a single promoter, we used the simulations of Ace1p binding to the array, as in fig. S7 , but now randomly chose a set of four neighboring Ace1p binding sites to represent a single promoter. A promoter was "on" if any of its four binding sites was occupied by a tightly bound Ace1p (red) for the stable binding model, or a weakly bound Ace1p (green) for the accessibility model. If the promoter remained "on" for more than ½ min, transcript was produced at a rate of 2 min -1 , otherwise no transcript was produced. We then used the estimates of the immobile fraction from FRAP (0 +/-4% (SEM)) and the slow cycle amplitude from the GFP calibration (42 +/-10 (SD) molecules) to determine the range of transcribing cells predicted by either model. For stable binding, the transition probability from weakly to tightly bound was set to either 0 min -1 (0% immobile fraction) or 1/90 min -1 (4% immobile fraction). For accessibility, the fraction of accessible promoters was set to either 75% (30 molecules out of 40 sites) or 100% (40 molecules out of 40 sites). For each case, 500-1000 Monte Carlo runs were performed with all other parameters the same as those described above.
FRET by fluorescence lifetime measurements.
Lifetime measurements were performed using the time-correlated single-photon counting technique (TCSPC) (S9). The instrument we used and its characterization have been previously described (S10). Briefly, a Leica SP2 confocal microscope (Leica Microsystems SAS, France) with 100X/NA 1.4 oil objective was equipped with a pulsed laser source (Mira900-F, Coherent Inc., Santa Clara, CA), a micro-channel plate photomultiplier tube (R3809U-52, Hamamatsu Photonics, Massy, France) with a CFP specific band pass filter (XF3075, Omega Filters), and a TCSPC card (SPC730, Becker and Hickl GmbH, Berlin, Germany). Excitations were performed at 830 nm with a low power of 0.13 mW/μm² for a short period of 3 sec. Much longer imaging times (300-600 sec) were required to obtain lifetime images of yeast nuclei, but this prolonged exposure introduced an increase in autofluorescence and a spurious lifetime component that precluded FRET measurements. Thus we limited our exposures to 3 sec, and for each yeast strain we summed the total photons detected from each observation field, which typically contained several hundred nuclei. The resultant photon decay curves were then analyzed using SPCImage software (Becker and Hickl GmbH, Berlin, Germany). The choice between a mono-exponential and a bi-exponential fitting model was made upon observation of both χ² variation and fitting residual (S10). In brief, when we observed both a χ² decrease between the mono-and bi-exponential fits and a stabilization of the fit residual around zero, we selected the bi-exponential fit. Otherwise by parsimony, we chose the mono-exponential fit. The mean lifetimes were then used for comparison between experiments (S11).
ChIP and Quantitative PCR
Chromatin preparations and immunoprecipitations were performed essentially as described in (S12). Immunoprecipitation was performed with one of the following antibodies: 20 μg anti-GFP antibody (A11122 from Molecular Probes), 20 μg anti-H3 antibody (07-690 from Upstate, Temecula, CA), 20 μg anti-H2A antibody (07-146 from Upstate, Temecula, CA), -or without antibody, as a control. RNA preparation was performed as described (S12). cDNA was prepared using the iScript cDNA synthesis kit (BioRad, Inc.) starting with 1 mg of total RNA. Quantitative real-time PCR (Q-PCR) was performed as described (S12). The following oligonucleotides were used for Q-PCR of CUP1: Cup1up primer 5'-TCT TTT GCT GGC ATT TCT TC -3' and Cup1down primer 5'-CGA TGA CTT CTA TAT GAT ATT GCA C -3'. The following oligos were used for normalization of the CUP1 promoter Q-PCR data to Pol I (RRN7) Q-PCR data for the same immunoprecipitations: PolIup primer 5'-TTC GTG TCA GGG CTT ATT AC-3' and PolIdown primer 5'-GAT TCA CTT GTG GTT GTG CG-3'. For normalization of CUP1 cDNA the following ACT1 primers were used: Act1up1 primer 5'-GGA TTC TGA GGT TGC TTT GGT TAT TGA TAA CG -3' spanning the splice site after intron removal and Act1down primer 5'-GAT CTT CAT CAA GTA GTC AGT CAA ATC TCT ACC GG -3'. To confirm the absence of contaminating genomic DNA in cDNA preparations, the Act1up2 primer to the ACT1 intron 5'-CTA GCG CTT GCA TCC CAT TTA ACT GTA AGA AG -3' was used instead of Act1up1 primer.
Figures and Legends fig. S1 . CUP1 arrays appear as single spots in the nuclei of haploid cells, and these spots are absent when the CUP1 genes are deleted (A). The spots correspond to the array as confirmed by inserting a 256x array of LacR binding sites 7 kb downstream of the CUP1 array, and then simultaneously visualizing the two arrays with LacR-GFP and Ace1p-mCherry. The resultant green and red dots always colocalize (B). The triple GFP fusion used to visualize the array is functional because both this array strain (ace1Δ + ACE1-GFP) and the parent (ACE1) are not sensitive to 250 μM copper, whereas a strain containing just the ACE1 disruption (ace1Δ) is sensitive (C). fig. S2 . Raw data from a representative ChIP experiment illustrating the slow accumulation and then slow disappearance of Ace1p-GFP from the CUP1 promoters (A). The slow cycle of Ace1p binding at CUP1 can also be observed by light microscopy either in a single live cell (B) or in a population of fixed cells (C). The appearance and disappearance of arrays in these single cells was examined by 3D imaging. Shown in (B,C) are projections of 11-13 focal planes spaced by 0.25 μm obtained at different times (time point after copper induction shown in min). Arrows point to visible arrays. Note that the array in the single cell or the arrays in the fixed cell population appear at times close to the slow cycle peaks measured across the cell population (see Fig. 2C in the text). Comparable fixed cell images at closely spaced, early time points can be used to generate a well-sampled curve for the first peak of the slow cycle (D), which corresponds to the first peak of the slow cycle detected by ChIP (Fig. 2B in the text) . Error bars are SEM. fig. S3 . Array appearance in live cells and slow cycling are independent of the cell cycle. (A) Shown are 3D projections of live cells observed at 1 min time intervals after copper induction. Arrows point to cells containing visible CUP1 arrays. Letters next to each cell indicate cell morphology (see below). (B) Time-lapse data such as those in (A) were transcribed to produce time lines of array appearance (red arrows indicate that an array is visible) for cells at different cell cycle stages (Cells in Telophase/G1 are designated LBlarge budded, UB -unbudded; cells at S are SB -small-budded, cells at G2/M are MBmedium-budded. Numbers following these designations refer to different cells). The CUP1 arrays appear rapidly after copper induction in each of these four cell cycle stages.
(C) Virtually identical slow cycles are detected in yeast cells at different cell cycle stages (G1 vs. G2) or from the entire population (wt). Shown are the frequencies of arrays determined at different times after copper induction from a population of live cells. Error bars are SEM. fig. S4 . Ace1p levels remain relatively constant after copper induction. Single focal plane images of live cells were imaged every 10 min for a total of 40 min from the time of copper addition. Integrated nuclear intensity was measured in Metamorph. Image background was subtracted from these measurements, and then the starting total intensity for each nucleus was normalized to one. These intensities showed only small, random fluctuations over time, with no evidence of an oscillation that could explain the slow cycle. Shown are the measurements from five different cells. fig. S5 . Example of FRAP raw data. (A) Images of a typical photobleach sequence at the CUP1 array. Since the array sometimes moved out of focus during the recovery, 3D images were collected (focal plane position shown in the top row). The average intensity of the bleached and unbleached array was measured over time in the focal plane containing the brightest array image. The array in that focal plane is marked by a red arrow. Scale bar -2 μm. (B) Example of average intensity vs. time curves for a bleached and unbleached array contained within the same cell are shown (background subtracted). Total nuclear fluorescence from the same cell is also shown, but with total intensities divided by 1000 so that the curve can be plotted with the two array curves. (C) Shown is the corrected FRAP curve obtained by dividing intensities at the bleached array by intensites at the unbleached array, and then normalizing the initial intensity to one. fig. S6 . Shown are representative images from the experiment to estimate the average number of GFP molecules at the CUP1 array at the peak of the slow cycle. We measured the brightness of the CUP1 array spots and compared it to two calibration standards which also formed small spots in yeast nuclei: a component of the spindle pole body (GFP-Spc42p) present in 500 copies and an array of lac repressor binding sites present in 256 copies. Cells of each strain were measured at selected cell cycle times (MBmedium budded, or UB -unbudded) to ensure that the spots of interest had not replicated in preparation for mitosis. fig. S7 . Shown is a single Monte Carlo simulation for both the stable binding model (A) and the accessibility model (B). Forty Ace1p binding sites were considered in each Monte Carlo run to account for the four Ace1p binding sites at each of the 10 CUP1 promoters (x axis), and then the occupancy of each site was considered as a function of time from 0 -40 min after copper induction at 0.1 sec time intervals (y axis). In the stable binding model, slow cycling was simulated by introducing a more stable binding state shown in (A) as red. In the accessibility model, slow cycling was simulated by introducing changes in the number of accessible binding sites (inaccessible sites are shown in B as white). The flowcharts in (A) and (B) indicate the transition probabilities between the different binding states, with numbers based on the experimental data for fast and slow cycling. For each Monte Carlo run a FRAP curve and a time-lapse fluorescence intensity curve were computed by calculating the total number of binding sites occupied at each time point (bleached molecules were not counted in the FRAP simulations). 500 such curves were averaged to generate the predicted FRAP and time lapse curves shown above. Note that for the stable binding model, the average time-lapse amplitude is small due to the small immobile fraction of FRAP (set to 10% in this simulation, red brackets). In contrast for the accessibility model, there is no immobile fraction in the averaged FRAP curve (red X), yet a large slow cycle amplitude in the averaged time lapse curve (set to 100% in this simulation, red brackets). For more details of the Monte Carlo simulations see Materials and Methods. Please note that the green squares shown here for the accessibility model are equivalent to the red squares shown in the text for the accessibility model (Fig. 3J) . fig. S8 . Single cell mRNA analysis. (A) Total intensities of MS2-tagged mRNAs from 24 cells were summed as a function of time to produce an estimate of the transcriptional output of the cell population. This curve resembles that obtained by RT-PCR of normal RNA (Fig. 2D in the text) , except that there appears to be less degradation of the tagged mRNA starting at about 17 min after copper induction. (B) Curves with different shades of blue show the total mRNA intensity inside different cells as a function of time. Note that cells which begin transcribing earlier, tend to produce more transcripts than cells which begin transcribing later. (C) This behavior can be summarized for all cells examined by plotting the amount of total transcript produced by each cell vs. the time at which the first transcripts were detected in that cell: the resultant histogram shows a clear decrease in total transcript produced as a function of when transcription began from the marked promoter. (D,G) Monte Carlo simulations of the two models yield similar predictions for total cell transcriptional output. Both models satisfactorily account for the rising phase of mRNA production detected experimentally. Note that these simulations ignore degradation of mRNA. (E,H) The two models however make entirely different predictions about mRNA production from a single marked gene within individual cells. Sixteen representative cells from the Monte Carlo simulations are shown here. Only two of the sixteen cells produce a marked transcript by the stable binding model, while twelve of the sixteen cells produce a marked transcript by the accessibility model. (F,I) The two models also make distinctive predictions about the amount of transcript produced by a cell as a function of the time at which the first transcripts were detected within that cell: the stable binding model predicts no correlation between the total mRNA produced from the marked promoter and the onset of transcription from that promoter (F), while the accessibility model predicts a strong correlation (I) that agrees well with the experimental data (C). The reason for this behavior of the models is the following. In stable binding, transcriptional activators that enter into the slow cycling state will remain bound (on average) for the same amount of time regardless of when they entered into this transcriptionally productive state. As a result there will be no correlation between the amount of transcript produced and the onset of transcription from that marked gene. In contrast, there is a strong correlation for the accessibility model. If by chance the marked promoter becomes accessible early on after copper induction, then transcriptionally productive fast cycling molecules can access this promoter for a longer time than if the marked promoter becomes accessible much later. Error bars are SEM. fig. S9 . Ace1p and Rsc2p interact in the yeast nucleoplasm as detected by lifetimeimaging FRET. As a test for direct in vivo interaction of Ace1p with the ATP-dependent chromatin remodeller Rsc2p, we used fluorescence liftetime measurements from live yeast nuclei to assay for FRET (A). Indicative of FRET, the ACE1-CFP lifetime (blue curve, mean lifetime = 2424 +/-37 (SEM) ps) decreased when Rsc2p was fused to YFP (red curve, mean lifetime = 2108 +/-51 (SEM) ps) (even more so in the positive control where ACE1-CFP was directly fused to YFP (orange curve, mean lifetime = 1394 +/-31 (SEM) ps)). We did not observe this decrease in lifetime (B, lavender curve, mean lifetime = 2439 +/-87 (SEM) ps) when Ace1p contained only the DNA Binding Domain (DBD), indicating that the missing transcriptional activation domain is necessary for the in vivo interaction. Representative decay curves from single acquisitions are shown (C,D). Thirty one such estimates for each strain were then used to produce the histogram plots in (A) and (B). fig. S10 . CUP1 arrays are visible in rsc2Δ cells, but are dimmer than in wt. Shown on the left are two fields of cells that were not exposed to copper. Shown on the right are time courses of a typical wt and rsc2Δ cell after copper induction. Array intensities were measured from such time-lapse sequences to generate the plot of intensity vs. time in Fig.  4D in the text.
