We develop several efficient algorithms for the classical Matrix Scaling problem, which is used in many diverse areas, from preconditioning linear systems to approximation of the permanent. On an input n×n matrix A, this problem asks to find diagonal (scaling) matrices X and Y (if they exist), so that XAY ε-approximates a doubly stochastic matrix, or more generally a matrix with prescribed row and column sums.
I. INTRODUCTION
The matrix scaling problem is natural and simple to describe. Given a non-negative real matrix A, can one scale its rows and columns (namely multiply each by a non-negative constant) to yield prescribed row sums and column sums. Note that the number of constraints is the same as the number of degrees of freedom; however, what makes it interesting (beyond the many applications that we detail below) is that the constraints are additive while the scalings are multiplicative.
Taking real non-negative entries and computing the row and column sums actually capture a much more general problem: one can allow A to have complex entries and require the p norms of rows and columns, after scaling, to equal prescribed values. 1 The full (and better formatted) version of this paper is available at https://arxiv.org/abs/1704.02315.
Most of this work was done when Z. Allen-Zhu were a research member at the Institute for Advanced Study, and when Rafael Oliveira was a student at Princeton University.
Z. Allen-Zhu and A. Wigderson are partially supported by NSF grant CCF-1412958, and R. Oliveira is partially supported by NSF grant DMS-1451191, NSF grant CCF-1523816, and a Siebel scholarship. 1 The simple reduction replaces any entry α in the matrix by |α| p .
For a non-negative d × n matrix A, we say A is an (r, c)-matrix if r and c are respectively the vectors of row and column sums of A. Given vectors r and c, the problem of matrix (r, c)-scaling is to find positive diagonal matrices X and Y for which the matrix XAY is an (r, c)-matrix.
When d = n and r = c = 1 ∈ R n where 1 is the allone vector, the matrix (1, 1)-scaling problem becomes the doubly stochastic scaling problem. While the above exact scaling problem is of interest, its asymptotic version is even more so, both from the algorithmic viewpoint and from the structural one, as it captures natural combinatorial problems. We say that A is asymptotically (r, c)-scalable if the row and column sums can reach r and c asymptotically: that is, for every > 0, there exist positive diagonal matrices X, Y such that, letting B = XAY , we have B1 − r ≤ ε and 1 B − c ≤ ε. 2 The combinatorial essence of asymptotic scaling follows from a well-known characterization (see Proposition II.2). A matrix A is asymptotically (1, 1)scalable if and only if the permanent of A is positive, namely if the bipartite graph defined by the positive entries in A has a perfect matching. A matrix A is asymptotically (r, c)-scalable if and only if a natural flow on the same bipartite graph 3 has a solution. Duality (Hall's theorem and max-flow-min-cut theorem) gives simple certificates of non-scalability in terms of the patterns of 0's in the matrix A.
The main computational problem we study is: given a matrix A, vectors r, c and ε > 0, determine if A is εapproximately (r, c) scalable, and if so, find the scaling matrices X, Y . 4 Before diving into the history of matrix scaling, we explain one of its most basic applications, which also demonstrates its algorithmic importance.
Preconditioning Linear Systems. When solving a linear system Az = b, it is often desirable -for numerical stability and efficiency purposes-to have matrix A be well-conditioned. When this is not the case, one tries to transform A into a "better conditioned" matrix A . Matrix scaling provides a natural and efficient reduction to do so. For instance, one would hope that a scaled matrix A , in which e.g. all row and column p-norms are (say) 1, is better conditioned. 5 For this reason, we can use a matrix scaling algorithm to obtain diagonal matrices X, Y , and define A = XAY . Now, the solution to Az = b can be obtained by solving the (hopefully more numerically stable) linear system A z = Xb and setting z = Y −1 z . We stress here that A and A have the same sparsity.
A. History and Prior Work
The matrix (r, c)-scaling problem is so natural and important that it was discovered independently by many different scientific communities, starting in 1937 with the work of Kruithof (6) in telephone forecasting, Deming and Stephan (7) in transportation science, Brown (8) in engineering, Stone (9) in economics, Wilkinson (10) in numerical analysis, and Friedlander (11) and Sinkhorn (12) in statistics. It has been applied in image reconstruction (13) , operations research (14; 15), decision and control (16) , theoretical computer science (17) , and other scientific disciplines. For more references, we refer the reader to the survey (18), the paper (15) and references therein.
Perhaps the most famous algorithm for solving matrix (r, c)-scaling is the RAS method (12) . 6 The RAS method alternatively applies row and column normalization, where in a row (resp. column) normalization we multiply each A i,j by r i · j A ij −1 (resp. by
In the original paper, Sinkhorn (12) only proved the convergence of the RAS method when A has only strictly positive entries and when r = c = 1. The best known complexity result for the RAS method is given by Kalantari et al. (19) . In particular, they showed that if the entries of A are polynomially bounded, then the RAS method converges in O(n/ε 2 ) iterations 7 for (1, 1)-scaling, or in O(h 2 /ε 2 ) iterations for (r, c)scaling, where r and c are integral vectors and h def = 5 This indeed is widely use in practice (see (1; 2)), and indeed tends to numerically stabilize systems (see (1; 3; 4) ), although no theoretical bounds are known (see (5) ). 6 Also known as the Sinkhorn process, discovered by Sinkhorn in 1964 (12) . The RAS method fits as an instance of the "alternate minimization" heuristic, of which this is one of the few known instances in which it converges quickly. 7 Each iteration of the RAS method costs complexity O(m), the number of non-zero entries in A. The necessary word-size is only polylogarithmic in n and 1/ε. r 1 = c 1 . Kalantari et al. also analyzed the RAS method when A is strictly positive in all n 2 entries, or is exactly (r, c)-scalable with polynomial scaling factors. 8 We summarize them in Table I and II. Other algorithmic approaches were also developed for matrix scaling. The results (15; 20-22) proved asymptotic convergence without giving complexity bounds. Kalantari and Khachiyan (23) used the ellipsoid method, obtaining the first poly-logarithmic dependence on the approximation parameter ε, with total complexity O(n 4 ). 9 Balakrishnan (16) used interior point method and obtained a total complexity O(n 6 ). Rote and Zachariasen (24) reduced the (r, c)-scaling problem to running O(n 4 ) instances of mincost maximum flow. Linial et al. (17) proposed the first strongly polynomial algorithm with a total complexity O(n 7 ).
B. Our Improvements Over Known Results
We propose four algorithms to tackle the general matrix scaling problem and also some special cases. In all cases, we have outperformed all relevant previous results, and in some cases our complexities are close to linear in terms of the input size.
To state our complexity bounds let us discuss the input conventions we use. We denote by m the number of nonzero entries of A, and assume m ≥ n ≥ d. We assume all entries of A are rational numbers with polynomial sizes (i.e., at most poly(n) in numerators and denominators 10 ), and both r and c are positive integral vectors with entries at most poly(n). Let h def = r 1 = c 1 ≥ n. A complete listing of our results appear in Table I  and Table II. Our Scaling0 can be viewed as an accelerated version of RAS. Its total complexity is O(mn/ε 2/3 ) for the (1, 1)-scaling, or O(mn 2/3 h 1/3 /ε 2/3 ) for the general (r, c)-scaling.
This improves the best result of RAS by a factor ε −4/3 for (1, 1)-scaling, and a factor h 5/3 n −2/3 ε −4/3 ≥ nε −4/3 for (r, c)-scaling. We stress that even testing scalability requires ε < 1/n (see (17) ) so reducing the ε dependency from ε −2 to ε −2/3 (and later to polylog(1/ε)) is very meaningful.
In 
ellipsoid (23, 1996) O(n 4 ) interior point (16, 2004 ) O(n 6 ) max flow (24, 2007) ≥ Ω(mn 4 )
Table II: (r, c)-scaling.
• Following (19), we assume r and c are positive integral vectors and h = r 1 = c 1 . Obviously h ≥ n. • Since the complexity of maximum flow is at least Ω(m), we present a complexity lower bound to (24) .
If A is (r, c)-scalable with polynomially large scaling factors, 11 our complexities reduce to
Our Approaches. We have four algorithms Scaling0, Scaling1, Scaling2, and Scaling3, all based on tailor-made first and second-order techniques in continuous optimization. We also combine graph sparsification, SDD linear system solvers, and multiplicative weight updates into the optimization process. We now elaborate more on how this is done. Matrix scaling can be written (in several ways) as the solution to convex optimization problems. We focus on a specific convex objective in this paper, which is the log of the capacity function (26):
A similar objective was also studied by Kalantari et al. (19) .
At a high level, Scaling0 uses first-order optimization techniques to minimize f (x), and all other methods 11 Namely, when A can be scaled to an (r, c) matrix with diagonal scaling matrices X, Y that satisfying each X i,i and Y j,j are within 1 poly(n) , poly(n) . This condition is satisfied at least when all entries of A are within 1 poly(n) , poly(n) . Scaling1, Scaling2, and Scaling3 use a mixture of first and second order techniques.
FIRST-ORDER FRAMEWORK. It was known that the RAS method can be viewed as a first-order method (19) , but only with convergence rate 1/ε 2 . Since f (x) is not Lipschitz smooth (i.e., ∇ 2 f (x) does not have a bounded spectral norm), one cannot apply generic optimization methods. We propose first-order building blocks that are specific to the matrix scaling problem, and then use the linear coupling framework of (27) to combine gradient and mirror descent, in order to achieve the 1/ε 2/3 convergence rate. We call this method Scaling0 and it outperforms the RAS method in all relevant parameter regimes. Note that Scaling0 is as simple to implement as the RAS method.
SECOND-ORDER FRAMEWORK. It turns out the Hessian ∇ 2 f (x) is always symmetric diagonally dominant (SDD), so one can invert it efficiently using modern SDD linear system solvers and graph sparsification techniques. This gives hope for designing efficient second-order methods. Unfortunately, f (x) is not selfconcordant in the entire space (i.e., it does not satisfy the apologue of |f (x)| ≤ 2f (x) 3/2 in high dimensions), so we cannot apply standard second-order methods (e.g. Newton method). Instead, we show f (x) satisfies a special property: the second-order Taylor approximation of f (x + δ) at point x is accurate for all vector δ with
This implies if we can repeatedly minimize
and update x ← x + 1 6 δ, then we can have an log(1/ε) convergence rate as opposed to 1/poly(ε).
Our Scaling1 algorithm uses multiplicative weight update to solve (I.2), our Scaling2 algorithm uses accelerated gradient descent to solve (I.2), and our final and most involved algorithm Scaling3 uses more advanced multiplicative weight update in combination with first-order techniques to solve (I.2). We remark here that Scaling3 needs a warm-start, that is, a point x where f (x) − inf x {f (x)} is sufficiently small. We use Scaling0 or Scaling2 to find such a warm-start.
A Related Problem. In the matrix balancing problem, a symmetric matrix B ∈ R n×n is p -balanced if the p -norm of its i-th row equals that of its i-th column, for every i ∈ [n]. Given any A ∈ R n×n , we wish to find a diagonal matrix D with positive diagonal entries, such that B = DAD −1 is p -balanced. Our techniques in this paper can also be extended to matrix balancing.
C. A Parallel Work
When preparing this paper, we found out that Cohen, Mądry, Tsipras, and Vladu also worked on the same problem. The two works are completely independent, so the two teams decided to put the results on arXiv on the same date, see • https://arxiv.org/abs/1704.02315 (ours), and • https://arxiv.org/abs/1704.02310 (theirs).
We summarize the main differences between the two results as follows:
). However, g(x, y) has the same properties as f (x), so their algorithms also apply to f (x), and our algorithms also apply to g(x, y). • Both results obtained the same second-order framework and reduced matrix scaling to solving (I.2). However, in this regime, their result solves (I.2) faster, because they have non-trivially adapted the SDD linear system techniques from (28) . They obtained a nearly-linear time O(m) algorithm for
(1, 1)-scaling, when the scaling factors are polynomially bounded.
• Our first-order framework is not studied in Cohen et al. Since our first-order method Scaling0 is as simple to implement as the RAS method, and also deterministic, it may be of practical and perhaps other interests. In particular, Scaling0 applies to the problem of deterministic approximation of permanent (17) . 12 
D. Roadmap
In Section II, we discuss preliminaries. In Section III, we show diameter bounds for the scaling parameters.
In Section IV, we present our first-order framework and algorithm Scaling0. In Section V, we present our second-order framework. In Section VI, VII, and VIII respectively, we introduce our algorithms Scaling1, Scaling2, and Scaling3. Throughout this paper, we assume exact arithmetic operations for presenting the cleanest proofs; we discuss how to use logarithmic bitlength to implement our algorithms in the full version. Most of the proofs are in the appendix.
II. NOTATIONS AND PRELIMINARIES
Throughout the paper, we denote by v p the p-norm of vector v if p ∈ [1, +∞] , and v the Euclidean norm of v when it is clear from the context. We denote by
Euclidean norm of vector v if w is a positive vector. We denote by v A = (v Av) 1/2 the matrix-Euclidean norm. We denote by e v = (e vi ) i = (e v1 , e v2 , . . . ), log(v) = (log v i ) i , and v −1 = (v −1 i ) i the componentwise exponentiation, logarithm, and inversion for vector v. Given vectors u, v, we denote by u ≤ v the relationship that u i ≤ v i for all coordinates i.
Given symmetric matrices M and N, we write M N if N − M is positive semidefinite (PSD). We say a matrix M is Laplacian if (1) M is symmetric, (2)
We say a matrix M is symmetric diagonally dominant (or SDD for short) if (1) M is symmetric and
Obviously, a Laplacian matrix is SDD; and an SDD matrix is PSD.
Throughout this paper, A ∈ R d×n ≥0 is non-negative and of dimensions d × n. We denote by m the number of non-zero entries of A. Without loss of generality, we assume d ≤ n ≤ m and the maximum entry of each row of A is exactly 1. We denote by A i the i-th row vector of A. We assume all the positive entries of A are in the range 1 poly(n) , 1 and represented by rational numbers with numerators and denominators at most poly(n). We also assume r ∈ R d >0 and c ∈ R n >0 are positive integral vectors and each r i , c j ∈ {1, 2, . . . , poly(n)}. 13 We let h def = r 1 = c 1 .
Definition II.1. Given r ∈ R d >0 , c ∈ R n >0 and A ∈ R d×n ≥0 , and denote by r ∈ R d ≥0 (resp. c ∈ R d ≥0 ) the vector of row sums (resp. column sums) of A. We say
It is known that the existence of (r, c)-scaling can be characterized by the following proposition.
is all zero as well.
A nonnegative matrix A is asymptotically (r, c)-scalable if condition 1 holds.
Proposition II. 3 . Our objective f (x) in (I.1) is convex and
III. NEW BOUNDS ON SCALING PARAMETERS
We first recall a few bounds for (r, c)-scalable matrices that are essentially from prior work.
Lemma III.1 (objective bound). For every x satisfying
we know that f (x ) = f (x) and x ∞ ≤ 2 x ∞ . 13 This assumption was also made for instance by Kalantari et al. (19) . 14 In certain literature people have also used c − c 2 2 ≤ ε 2 as the definition of ε-approximation (19) . However, their performance loses a factor of c ∞ so we used this · c −1 notation to simplify our and their statements.
On the other hand, since for every i ∈ [d], we have
Lemma III.2 (diameter bound). If A is exactly (r, c) scalable, and all non-zero entries of A are within [ν, 1]
for some ν > 0. Then, the following holds:
In this paper, we improve (the second item of) Lemma III.2 in two aspects. First, we allow A to be asymptotically (r, c)-scalable. Second, we improve the diameter bound from O(h) to O(n) for arbitrary (r, c).
(Recall that r and c are integral so h ≥ n.) Lemma III.3 (diameter bounds for the asymptotic case). If A is asymptotically (r, c)-scalable, and all non-zero entries of A are within [ν, 1] for some ν > 0, then, for every ε > 0, there exists x * ε ∈ R n such that
One can verify that Lemma III.3 is tight (up to constant factors) for instance when A is a square uppertriangular matrix and the diagonal of A equals r = c.
IV. A NEW FIRST-ORDER FRAMEWORK
In this section, we minimize f (x) using a specially designed first-order optimization method, and finds an ε-approximate (r, c)-scaling with a total complexity that scales with ε −2/3 .
High-Level Intuition. We first illustrate why the convergence rate ε −2/3 is reasonable from an optimization standpoint. Recall that if we are given a convex function g(x) that is O(1)-Lipschitz smooth -meaning that its Hessian ∇ 2 g(x) has a bounded spectral norm-then, using accelerated gradient descent (29; 30), one can find a point x 1 satisfying g(
. At the same time, also recall that each step of gradient descent x = x − ∇g(x) decreases the objective by at least g(x) − g(x ) ≥ 1 2 ∇g(x) 2 2 , so we can apply another T steps of gradient descent on top of x 1 , and obtain a point
. In other words, we reach
Unfortunately, the function f (x) we are dealing in this paper is not Lipschitz smooth, so we cannot apply the above approach. This is also why previous results using first-order techniques only achieve 1/ε 2 rate in general and 1/ε rate in some special cases (see Table I and II). 15 Instead, we use the linear-coupling framework of (27) to recover this ε −2/3 convergence rate without using smoothness. To apply linear coupling, we need to design • a problem-specific gradient descent step, which is a direction δ to move so that the objective decrease f (x) − f (x + δ) is sufficiently large; • a problem-specific mirror descent step, which is an online update rule which ensures ∇f (x), x − u is small for "any" vector u; and • a linear combination of the analysis of the two for a faster convergence.
Furthermore, due to technical difficulties, we need to ensure the updates are always inside some infinite-norm box. This adds some extra difficulty in the proofs.
Roadmap. We introduce our gradient and mirror descent steps in Section IV-A and IV-B respectively, and present our linear coupling method LC in Algorithm 1, and analyze it in Section IV-C. In Section IV-D we build our algorithm Scaling0 using LC as a subroutine, and present the final theorems. We introduce the following notion for convenience: 16 Definition IV.1 (gradient split). At any x ∈ R n , define small and large gradients ∇ s , ∇ l ∈ R n by
(The above definition has used the trivial fact that ∇ j f (x) ∈ [−c j , +∞) for any j.)
A. A Specific Gradient Descent
We now introduce a problem-specific gradient descent. Recall that when analyzing a smooth function g(x), one can show a quadratic lower bound
For our function f (x), we show a similar quadratic lower bound: 15 For instance, the RAS method can be viewed as performing a gradient descent step x = x − ∇f (x) (19) . 16 Recall that each coordinate ∇ j f (x) is in the interval [−c j , ∞). This gradient splitting technique was earlier introduced to solve positive linear programming and semidefinite programming (31) (32) (33) .
Lemma IV.2. Given x ∈ R n , denote by ∇ = ∇f (x) and Λ s , Λ l ⊆ [n] the set of small and large coordinates (see Def. IV.1). Then, for every δ ∈ R n where δ ∞ ≤ 1/2, we have
means entry-wise nonnegativity or non-positivity.)
The above quadratic lower bounds distinct from the classical one Q(x, δ) in two aspects. First, for large coordinates j ∈ Λ l , we only have a linear lower bound. Second, Q + and Q − have different forms for δ ≥ 0 and δ ≤ 0. Here is an explanation for such two distinctions.
Consider even a simple univariate function h(x) = e x − 1. First, we do not have h(0) − h(δ) ≥ −h (0)δ − Cδ 2 for any constant C, so we cannot have a quadratic lower bound. Second, one can try to show inequalities like
However, it must satisfy C 1 > 1 and C 2 < 1, so the two constants must be distinct for δ ≥ 0 and δ ≤ 0. We choose to let C 1 = 7 3 and C 2 = 1 2 . Lemma IV.2 suggests us to perform gradient descent as (one of) the minimizer of Q + and Q − :
and
Obviously, Grad N (x) can be computed in complexity O(n + m).
Note that in the definition above, we have specified a parameter N which ensures that the output x = Grad N (x) is also in the box x ∞ ≤ N . One can also let N = +∞ and this means that we put no constraint on x ∞ . The next two are direct corollaries of Lemma IV.2:
Remark IV.6. Corollary IV.5 replaces the classical gradient descent statement on smooth functions g(x) that says g(x) − g(x ) ≥ 1 2 ∇g(x) 2 2 . Corollary IV.4 is the constrained version of Corollary IV.5.
B. A Specific Mirror Descent
The mirror descent step we take is a constrained minimization with respect to the · 2 c norm: Definition IV.7 (mirror descent). Given z satisfying z ∞ ≤ N , a feedback vector v ∈ R n , define the projected mirror descent step z ← Mirr N (z, v) as
The following lemma is classical for mirror descent:
C. Linear Coupling
We now introduce our linear-coupling algorithm LC (see Algorithm 1). Starting from two initial vectors y 0 and z 0 = 0, in each iteration k = 0, 1, . . . , T − 1, our LC chooses a linear combination x k+1 = τ k z k + (1 − τ k )y k for some parameter τ k ∈ (0, 1), and performs two updates: y k+1 = Grad 15N (x k+1 ) and z k+1 = Mirr N (z k , α k ∇ s ). Here, α k > 0 is the learning rate for mirror descent. The choices of τ k and α k are in Algorithm 1. From the description:
Proof of Fact IV.9: y 0 and z 0 = 0 both satisfy norm bounds. y k comes from gradient descent with range 15N so y k ∞ ≤ 15N ; z K comes from mirror descent with range N so z k ∞ ≤ N ; finally, x k is a convex combination of y k−1 and z k−1 so satisfies x k ∞ ≤ 15N . We show the following lemma which describes the one-iteration behavior of LC:
Lemma IV.10. If τ k α k ≤ 3/64, τ k ∈ 0, 1 32N , and u is any vector satisfying u ∞ ≤ N , then
Lemma IV.10 is the main technical contribution of this section, and relies on careful applications of Lemma IV.2 and Lemma IV.8, together with tailormade analysis for our f (x). The next theorem is a corollary of Lemma IV.10 by appropriate choices τ k and α k , and telescoping k = 0, 1, . . . , T − 1.
Theorem IV.11 (LC). If y 0 satisfies y 0 ∞ ≤ 15N and T ≥ 1, then the output y T = LC(A, N, T, y 0 ) (see Algorithm 1) satisfies that for every u ∈ R n and u ∞ ≤ N :
D. Complexity Statements
The N 2 (N +T ) 2 f (y 0 ) − f (u) term in Theorem IV.11 can hurt the performance of LC. 17 For this reason, as a warm start, one needs to repeatedly apply LC for log N times, each with T = Θ(N ). We summarize this final algorithm as Scaling0 in Algorithm 2 and present the final theorem:
The total complexity of Scaling0 is O(m(N log N + T )).
(Due to technical reasons, we do not have bound on z ∞ .) Recall that to obtain an ε-approximate (r, c)scaling, it suffices to find z with ∇f (z) 2 c −1 ≤ Algorithm 1 LC(A, N, T, y 0 )
Input: A ∈ R d×n , a non-negative matrix; N ≥ 1, a diameter bound; T ≥ 1, number of iterations; y 0 ∈ R n a starting vector satisfying y 0 ∞ ≤ 15N ; 1: z 0 ← 0 and τ 0 ← 1 32N ; 2: for k = 0 to T − 1 do 3: τ k ← the unique positive root of the quadratic equation Table I and  Table II .
V. A NEW SECOND-ORDER FRAMEWORK
In this section, we propose a second-order framework in order to minimize f (x). Our methods Scaling1, Scaling2 and Scaling3 in subsequent sections are all be based on this framework.
We show that near any point x, the function value f (x + δ) is well approximated by the second-order Taylor expansion of f (x), as long as δ ∞ ≤ 1/8:
Note that if f (x) were an arbitrary convex function, such a quadratic approximation would only work for a very small region of δ. It is the special property of the matrix scaling problem that allows us to prove Lemma V.1 for all δ ∞ ≤ 1/8. We include the details in the full version.
Also, one may carefully verify that ∇ 2 f (x) is a Laplacian matrix that may contain up to n 2 non-zero entries even if the original matrix A is sparse. Using classical graph sparsification techniques (see full version), with total complexity O(m), one can find another
High-Level Intuition. Using Lemma V.1, it becomes natural to study the minimization question ∇f (x), δ + Unfortunately, this approach fails because x−x * ∞ may increase by 1/8 per iteration, so the convergence rate may drop to 1/ε as opposed to log(1/ε). We fix this issue by restricting our attention only to the region {x ∈ R n | x ∞ ≤ N }. If this region contains x * , and if we can minimize ∇f (x), δ + 1 6 δ Hδ over the intersection of x+δ ∞ ≤ N and δ ∞ ≤ 1/8, then we can always
For the reason above, we wish to repeatedly solve the following minimization problem 1 16 . We also have 0 ∈ box N (x). Our next Lemma V.4 says that if we can solve (V.1) up to a small additive error, then we can decrease the objective distance to f (u) by a factor of 1 − 1 900N up to the same small additive error.
Lemma V. 4 . Given x with x ∞ ≤ N and H with H ∇ 2 f (x) 1.1H, the following holds: (a) For any u ∈ R n with u ∞ ≤ N ,
(b) If we are given δ satisfying δ ∞ ≤ 1/8 and for ε ≥ 0:
VI. SECOND-ORDER METHOD 1: VIA MULTIPLICATIVE WEIGHT UPDATES
In this section, we propose Scaling1 which uses multiplicative weight update (MWU) and an 2 constrained SDD linear system solver to tackle problem (V.1).
High-Level Intuitions.
Denote by h(δ) def = ∇f (x), δ + 1 6 δ Hδ for notation simplicity. Given any weight vector w ∈ Δ where Δ def = {w ∈ [1/2, n] n | i w i = n}, instead of minimizing h(δ) over all δ ∈ box N (x) = δ ∈ R n δ − α ∞ ≤ 1 32 , we can minimize h(δ) over a larger set Ω w = δ ∈ R n δ − α 2 w ≤ n 1024 . 18 We would like do so because 2 constrained minimization is computationally cheap: minimizing h(δ) over Ω w can be done using a variant of SDD linear system solvers in total complexity O(n) (see full version).
Next, we wish to apply the multiplicative weight update framework. Starting from some w 0 ∈ Δ, in each round k = 0, 1, . . . , T − 1, we minimize h(δ) over set Ω w k and let δ k ∈ Ω w k be an approximate minimizer. Then, we update w k+1 from w k by penalizing 18 It is easy to verify that box N (x) ⊆ Ωw and conversely δ − α ∞ ≤ O( √ n) for every δ ∈ Ωw.
the coordinates i in δ k where |δ k,i − α i | is large. A variant of the MWU theory implies that, as long as T = Ω( √ n), the average δ = 1 T T −1 k=0 δ k satisfies δ − α ∞ ≤ O (1) . At the same time, since objective δ k minimizes (V.1) over a larger set Ω w ⊇ box N (x), we also have h(δ) ≤ 1 T T −1 k=0 h(δ k ) ≤ min δ∈box N (x) h(δ). This gives an approximate solution to (V.1), and the total complexity is O(nT ) = O(n 3/2 ) if H is given.
We summarize the above process as MWUbasic (see Algorithm 3), and show the following lemma:
Lemma VI.1 (MWUbasic). If H ∈ R n×n is Laplacian, K ≥ 1, T ≥ Ω((n 1/2 K + K 2 ) log n), α ∞ ≤ 1/32, and ε > 0, then the output δ = MWUbasic (A, H, With Lemma VI.1, we can repeatedly apply MWUbasic to minimize (V.1) for O(N log(1/ε)) times. We summarize the algorithm as Scaling1 (in Algorithm 4) and have the following final theorem:
Theorem VI.2 (Scaling1). If N ≥ 1 and ε ∈ (0, 1), the output y = Scaling1(A, N, ε) satisfies y ∞ ≤ 2N and f (y) − f (u) ≤ ε for every u with u ∞ ≤ N . Furthermore, if there exists u satisfying f (u) − inf x {f (x)} ≤ ε and u ∞ ≤ N , then we also have ∇f (y) 2 c −1 ≤ ε. The total complexity is O(N (m + n 3/2 )).
We can combine Theorem VI.2 with bounds on scaling parameters: namely, N ≤ O(n) for the general (r, c)-scaling (see Lemma III.3), or N ≤ O (1) if the scaling parameters are polynomially bounded (see Footnote 11) . This gives us the claimed results of Scaling1 in Table I and Table II. VII. SECOND-ORDER METHOD 2: VIA ACCELERATED GRADIENT DESCENT In this section, we propose Scaling2 (see Algorithm 5) which directly solves the constrained minimization problem (V.1) using a constrained version of accelerated gradient descent (29; 30) . We shall not directly use Scaling2 to solve the matrix scaling problem; instead, we shall later use Scaling2 as a warm-start for Scaling3.
We have the following main lemma to estimate the per-iteration performance of Scaling2:
VIII. SECOND-ORDER METHOD 3: VIA MORE ADVANCED MWU Due to space limitation, we include Scaling3 only in our arXiv version of the paper.
