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Approhes de relaxation lagrangienne pour la résolutiond'une lasse de problème d'appariement en bioinformatiqueRésumé : Cet artile propose des algorithmes eaes pour déterminer l'alignement optimalentre une struture et une séquene protéique, problème onnu sous le nom de protein threading.Nous posons e problème omme un as partiulier d'appariement. Nous présentons un modèleformel du problème sous la forme d'une famille de graphes, et des programmes en nombre entiersorrespondants. Nous étudions dans un premier temps les propriétés de es modèles, pour ensuiteproposer deux approhes de relaxation lagrangienne pour la résolution. Enn, nous montrons, àl'aide de données expérimentales sur des instanes réelles, l'eaité de es approhes.Mots-lés : alignement séquene-struture, omplexité, programmation en nombres entiers,relaxation lagrangienne
Lagrangian approahes for mathing problems 3
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A_GTC_TFigure 1: Mathing interpretation of sequene alignment problem1 PreliminariesMathing is important lass of ombinatorial optimization problems with many real-life appli-ations. Mathing problems involve hoosing a subset of edges of a graph subjet to degreeonstraints on the verties. Many alignment problems arising in omputational biology are speialases of mathing in bipartite graphs. In these problems the verties of the graph an be nu-leotides of a DNA sequene, aminoaids of a protein sequene or seondary struture elements ofa protein struture. Unlike lassial mathing problems, alignment problems have intrinsi orderon the graph verties and this implies extra onstraints on the edges. As an example, Fig. 1 showsan alignment of two sequenes as a mathing in bipartite graph. We an see that the feasiblealignments are 1-mathings without rossing edges.In this paper we deal with the problem of aligning a protein struture template to a queryprotein sequene of length N , known as protein threading problem (PTP). A template is an orderedset of m seondary struture elements (or bloks) of lengths li, i = 1, . . . , m. An alignment (orthreading) is overing of ontiguous sequene areas by the bloks. A threading is alled feasible ifthe bloks preserve their order and do not overlap. A threading is ompletely determined by thestarting positions of all bloks. For the sake of simpliity we will use relative positions. If blok istarts at the jth query harater, its relative position is ri = j−∑i−1k=1 lk. In this way the possible(relative) positions of eah segment are between 1 and n = N + 1 −∑mi=1 li (see Fig. 2(b)). Theset of feasible threadings is
T = {(r1, . . . , rm) | 1 ≤ r1 ≤ · · · ≤ rm ≤ n}.Protein threading problem is a mathing problem in a bipartite graph (U ∪ V, U × V ), where
U = {u1, . . . , um} is the ordered set of bloks and V = {v1, . . . , vn} is the ordered set of relativepositions. The threading feasibility onditions an be restated in terms of mathing in the followingway. A mathing M ⊆ U × V is feasible if:(i) d(u) = 1, u ∈ U (where d(x) is the degree of x). This means that eah blok is assigned toexatly one position). By the way this implies that the ardinality of eah feasible mathingis m.(ii) There are no rossing edges, or more preisely, if (ui, vj) ∈ M , (uk, vl) ∈ M and i < k,then j ≤ l. This means that the bloks preserve their order and do not overlap. The lastinequality is not strit beause of using relative positions.Note that while (i) is a lassial mathing onstraint, (ii) is spei for the alignment problemsand makes them more diult. Fig. 2() shows a mathing orresponding to a feasible threading.Proposition 1. The number of feasible threadings is |T | = (m+n−1
m
).Proof. We an dene the relative positions as ri = j −∑i−1k=1 lk + i− 1. In this ase the relativepositions of the feasible threadings are related by
1 ≤ r1 < · · · < rm ≤ m + n− 1and a threading is determined by hoosing m out of m + n− 1 positions.RR n° 5973
4 Yanev et al
(a)abs. position 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20rel. position blok 1 1 2 3 4 5 6 7 8 9rel. position blok 2 1 2 3 4 5 6 7 8 9rel. position blok 3 1 2 3 4 5 6 7 8 9(b)
1 2 3
1 2 3 4 5 6 7 8 9
V
U ()Figure 2: (a) Example of alignment of query sequene of length 20 and template ontaining 3segments of lengths 3, 5 and 4. (b) Correspondene between absolute and relative blok positions.() A mathing orresponding to the alignment of (a).One of the possible ways to deal with alignment problems is to try to adapt the existingmathing tehniques to the new edge onstraints of type (ii). Instead of doing this we propose anew graph model and we develop eient mathing algorithms based on this model.We introdue an alignment graph G = (U × V, E). Eah vertex of this graph orresponds toan edge of the mathing graph. For simpliity we will denote the verties by vij , i = 1, . . . , m,
j = 1, . . . , n and draw them as an n × m grid (see Fig. 3). The verties vij , j = 1, . . . , n willbe alled ith layer. A layer orresponds to a blok and eah vertex in a layer orresponds topositioning of this blok in the query sequene.One an onnet by edges the pairs of verties of G whih orrespond to pairs of nonrossingedges in the mathing graph. In this ase a feasible threading is an m-lique in G. A similarapproah is used in [12℄. We introdue only a subset of the above edges, namely the ones that on-net verties from adjaent olumns and have the following regular pattern: E = {(vij , vi+1,l) | i =
1, . . . , m − 1, 1 ≤ j ≤ l ≤ n}. We add two more verties S and T and edges onneting S to allverties from the rst olumn and T to all verties from the last olumn. Now it is easy to seethe one-to-one orrespondene between the set of feasible threadings (or mathings) and the setof S-T paths in G. Fig. 3 illustrates this orrespondene.Till now we gave several alternative ways to desribe the feasible alignments. Alignmentproblems in omputational biology involve hoosing the best of them based on some sore funtion.The simplest sore funtions assoiate weights to the edges of the mathing graph. For example,this is the ase of sequene alignment problems. By introduing alignment graphs similar to theabove, lassial sequene alignment algorithms, suh as Smith-Waterman or Needleman-Wunh,an be viewed as nding shortest S-T paths. When the sore funtions use strutural information,the problems are more diult and the shortest path model annot inorporate this information.The sore funtions in PTP evaluate the degree of ompatibility between the sequene aminoaids and their positions in the template bloks. The interations (or links) between the template
INRIA









Figure 3: Example of alignment graph. The path in thik lines orresponds to the threading inwhih the positions of the bloks are 1,2,2,3,4,4.bloks are desribed by the so-alled generalized ontat map graph, whose verties are the bloksand whose edges onnet pairs of interating bloks. Let L be the set of these edges:
L = {(i, k) | i < k and bloks i and k interat}Sometimes we need to distinguish the links between adjaent bloks and the other links. Let
R = {(i, k) | (i, k) ∈ L, k − i > 1} be the set of remote (or non-loal) links. The links from L \Rare alled loal links. Without loss of generality we an suppose that all pairs of adjaent bloksinterat.The links between the bloks generate sores whih depend on the blok positions. In this waya sore funtion of PTP an be presented by the following sets of oeients cij , i = 1, . . . , m, j = 1, . . . , n, the sore of putting blok i on position j dijkl, (i, k) ∈ L, 1 ≤ j ≤ l ≤ n, the sore generated by the interation between bloks i and
k when blok i is on position j and blok k is on position l.The oeients cij are some funtion (usually sum) of the preferenes of eah query amino aidplaed in blok i for oupying its assigned position, as well as the sores of pairwise interationsbetween amino aids belonging to blok i. The oeients dijkl inlude the sores of interationsbetween pairs of amino aids belonging to bloks i and j. Loops (sequenes between adjaentbloks) may also have sequene spei sores, inluded in the oeients di,j,i+1,l.The sore of a threading is the sum of the orresponding sore oeients and PTP is theoptimization problem of nding the threading of minimum sore. If there are no remote links (if
R = ∅) we an put the sore oeients on the verties and the edges of the alignment graph andPTP is equivalent to the problem of nding the shortest S-T path. In order to take the remotelinks into aount, we add to the alignment graph the edges
{(vij , vkl) | (i, k) ∈ R, 1 ≤ j ≤ l ≤ n}whih we will refer as z-edges.An S-T path is said to ativate the z-edges that have both ends on this path. Eah S-T pathativates exatly |R| z-edges, one for eah link in R. The subgraph indued by the edges of an
S-T path and the ativated z-edges is alled augmented path. Thus PTP is equivalent to ndingthe shortest augmented path in the alignment graph (see Fig. 4).As we will see later, the main advantage of this graph is that some simple alignment problemsredue to nding the shortest S-T path in it with some pries assoiated to the edges and/orverties. The last problem an be easily solved by a trivial dynami programming algorithmof omplexity O(mn2). In order to address the general ase we need to represent this graphoptimisation problem as an integer programming problem.RR n° 5973





































yi+1,l ≥ 0 i = 1, . . . , m− 1, j = 1, . . . , n− 1 (2)
yij ≥ 0 i = 1, . . . , m, j = 1, . . . , n (3)Constraints (1) ensure the feasibility ondition (i) and (2) are responsible for (ii). That is why
Y ∩Bmn is exatly the set of feasible threadings.In order to take into aount the interation osts, we introdue a seond set of binary vari-ables zijkl, (i, k) ∈ L, 1 ≤ j ≤ l ≤ n. To avoid added notation we will use vetor nota-tion for the variables yi = (yi1, ...yin) ∈ Bn with assigned osts ci = (ci1, ...cin) ∈ Rn and
zik = (zi1k1, . . . , zi1kn, zi2k2, . . . , zi2kn, . . . , zinkn) ∈ B
n(n+1)
2 for (i, k) ∈ L with assigned osts
dik = (di1k1, . . . , di1kn, di2k2, . . . , di2kn, . . . , dinkn) ∈ R
n(n+1)
2 .Consider the 2n × n(n+1)2 node-edge inidene matrix of the subgraph spanned by two inter-ating layers i and k. The submatrix A′ ontaining the rst n rows (resp. A′′ ontaing the last nrows) orresponds to the layer i (resp. layer k).Now the protein threading problem an be dened as







dikzik} (4)subjet to: y = (y1, . . . , ym) ∈ Y, (5)
yi = A
′zik (i, k) ∈ L (6)
yk = A
′′zik (i, k) ∈ L (7)
zik ∈ B
n(n+1)
2 (i, k) ∈ L (8)
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Lagrangian approahes for mathing problems 7The shortut notation v(.) will be used for the optimal objetive funtion value of a subproblemobtained from PTP (L) with some z variables xed.3 Complexity resultsIn this setion we study the struture of the polytope dened by (5)-(7) and zik ∈ R n(n+1)2+ , aswell as the impat of the set L on the omplexity of the algorithms for solving the PTP problem.Throughout this setion, vertex osts ci are assumed to be zero. This assumption is not restritivebeause the osts cij an be added to di,j,i+1,l, l = j, . . . , n. We will onsider the osts dik as n×nmatries ontaining the oeients dijkl above the main diagonal and arbitrary large numbersbelow the main diagonal. In order to simplify the desriptions of the algorithms given in thissetion we introdue the following matrix operations.Denition 1. Let A and B be two matries of ompatible size. A · B is the matrix produt of
A and B where the addition operation is replaed by min and the multipliation operation isreplaed by +.Denition 2. Let A and B be two matries of size n × n. M = A ⊗ B is dened by M(i, j) =
mini≤r≤j A(i, r) + B(i, j)Below we present four kinds of ontat graphs that make PTP polynomially solvable.3.1 Contat graph ontains only loal edgesAs mentioned above, in this ase PTP redues to nding the shortest S-T path in the alignmentgraph whih an be done by O(mn2) dynami programming algorithm. An important property ofan alignment graph ontaining only loal edges is that it has a tight LP desription.Theorem 1. The polytope Y is integral, i.e. it has only integer-valued verties.Proof. Let A be the matrix of the oeients in (1)-(2) with olumns numbered by the indiesof the variables. One an prove that A is totaly unimodular (TU) by performing the followingsequene of TU preserving transformations.for i = 1, . . . , ndelete olumn (i, n) (these are unit olumns)for i = 1, . . . , mfor j = n− 1, . . . , 1pivot on aij (A is TU i the matrix obtained by a pivot operation on A is TUdelete olumn (i, j) (now this is unit olumn)The nal matrix is an unit olumn that is TU. Sine all the transformations are TU preserving,
A is TU and Y is integral.One ould prove the same assertion by showing that an arbitrary feasible solution to (1)-(3)is a onvex ombination of some integer-valued verties of Y . The best suh vertex (in the senseof an objetive funtion) might be a good approximate solution to a problem whose feasible set isan intersetion of Y with additional onstraints.Let y is an arbitrary non -integer solution to (1)-(3). Beause of (1), (2) an unit ow1 f =
(fsj , f(i,k)(i+1,j)) i = 1, m− 1 j = 1, n in G exist s.t.
∑
k≤j
f(i,k)(i+1,j) = yij i = 1, m− 1 fsj = y1j j = 1, nBy the well known properties of the network ow polytope, the ow f an be expressed as aonvex ombination of integer-valued unit ows (paths in G). But eah suh ow orresponds to1The 4 indees i, k, p, j used for ars labeling follows the onvention: tail at vertex (i, k) head at vertex (p, j).Sometimes the brakets will be dropped.RR n° 5973
8 Yanev et alan integer-valued y, i.e. yij = f(i−1,k)(ij) = 1. Thus, the onvex ombination of the paths thatgives f is equivalent to a onvex ombination of the respetive verties of Y that gives y.The details for eiently nding of the set of the verties partiipating in the onvex ombi-nation ould be easily stressed by this sketh of the prove.3.2 Contat graph ontains no rossing edgesTwo links (i1, k1) and (i2, k2) suh that i1 < i2 are said to be rossing when k1 is in the openinterval (i2, k2). The ase when the ontat graph L ontains no rossing edges has been mentionedto be polynomially solvable for the rst time in [1℄. Here we present a dierent sketh for O(mn3)omplexity of PTP in this ase.If L ontains no rossing edges, then PTP (L) an be reursively divided into independentsubproblems. Eah of them onsists in omputing all shortest paths between the verties of twolayers i and k, disarding links that are not inluded in (i, k). The result of this omputation isa distane matrix Dik suh that Dik(j, l) is the optimal length between verties (i, j) and (k, l).Note that for j > l, as there is no path in the graph, Dik(j, l) is an arbitrarily large oeient.Finally, the solution of PTP (L) is the smallest entry of D1m.We say that a link (i, k), i < k is inluded in the interval [a, b] when [i, k] ⊆ [a, b]. Let us denoteby L(ik) the set of links of L inluded in [i, k]. Then, an algorithm to ompute Dik an be skethedas follows:1. If L(ik) = {(i, k)} then the distane matrix is given by
Dik =
{
dik if(i, k) ∈ L
0̃ otherwise (9)where 0̃ is an upper triangular matrix in the previously dened sense (arbitrary large oef-ients below the main diagonal) and having only zeros in its upper part.2. Otherwise, as L(ik) has no rossing edges, there exists some s ∈ [i, k] suh that any edge of
L(ik) exept (i, k) is inluded either in [i, s] or in [s, k]. Then
Dik =
{
Dis ·Dsk + dik if(i, k) ∈ L
Dis ·Dsk otherwise (10)If the ontat graph has m verties, and ontains no rossing edges, then the problem isdeomposed into O(m) subproblems. For eah of them, the omputation of the orrespondingdistane matrix is a O(n3) proedure (matrix multipliation with (min, +) operations). Overallomplexity is thus O(mn3). Typially, n is one or two orders of magnitude greater than m, andin pratie, this speial ase is already expensive to solve.3.3 Contat graph is a single starA set of edges L(i) = {(i, k1), . . . , (i, kr)}, k1 < k2 < . . . kr is alled a star2.Theorem 2. Let L(i) = {(i, k1), . . . , (i, kr)} be a star. Then Dikr = (. . . (dik1 ⊗dik2)⊗ . . . )⊗dikr .Proof. The proof follows the basi dynami programming reursion for this partiular ase: for thestar L = {(i, k1), . . . , (i, kr)} = L′ ⋃{(i, kr)}, we have v(L : zijkr l = 1) = dijkr l + minj≤s≤l v(L′ :
zijkr−1s = 1).2This denition orresponds to the ase when all edges have their left end tied to a ommon vertex. Star anbe symmetrially dened: i.e. all edges have their right end tied to a ommon vertex. All proofs require minormodiation to t this ase.
INRIA
Lagrangian approahes for mathing problems 9In order to ompute A ⊗ B, we use the following reursion: let M ′ be the matrix dened by
M ′(i, j) = mini≤r≤j A(i, r), then
M ′(i, j) = min{M ′(i, j − 1), A(i, j)}, for all j ≥ iFinally A ⊗ B = M ′ + B. From this it is lear that ⊗ multipliation for n × n matries is ofomplexity O(n2) and hene the omplexity of PTP in this ase is O(rn2).3.4 Contat graph is deomposableGiven a ontat graph L = {(i1, k1), . . . , (ir, kr)}, PTP (L) an be deomposed into two indepen-dent subproblems when there exists an integer e ∈ (1, m) suh that any edge of L is inluded eitherin [1, e], either in [e, m]. Let I = {i1, . . . , is} be an ordered set of indies, suh that any element of
I allows for a deomposition of PTP (L) into two independent subproblems. Suppose additionallythat for all t ≤ s− 1, one is able to ompute Ditit+1 . Then we have the following theorem:Theorem 3. Let p = (p1, p2, . . . , pn) = Di1i2 ·Di2i3 · . . . ·Dis−1is · p, where p = (0, 0, . . . , 0). Thenfor all i, pi = v(PTP (L : y1i = 1)), and v(PTP (L)) = min1≤i≤n{pi}.Proof. Eah multipliation by Dikik+1 in the denition of p is an algebrai restatement of the mainstep of the algorithm for solving the shortest path problem in a graph without iruits.With the notations introdued above, the omplexity of PTP (L) for a sequene of suh sub-problems is O(sn2) plus the ost of omputing matries Ditit+1 .From the last two speial ases, it an be seen that if the ontat graph an be deomposedinto independent subsets, and if these subsets are single edges or stars, then there is a O(srn2)algorithm, where s is the ardinality of the deomposition, and r the maximal ardinality of eahsubset, that solves the orresponding PTP.Remark 1. As a orollary from theorem 1 we an easily derive that when L is ross free and doesnot ontain stars, the polytope dened by (6)-(7) and zik ∈ R n(n+1)2+ is integer.3.5 The threading polytopeLet Pyz be the polytope dened by (5)-(7) and zik ∈ R n(n+1)2+ and let P Iyz be the onvex hull ofthe feasible points of (5)-(8). We will all P Iyz a threading polytope.All of the preeeding polynomiality results were derived without any refering to the LP relax-ation of (4)-(8). The reason is that even for a rather simple version of the graph L the polytope
Pyz is non-integral. We have already seen (indiretly) that if L ontains only loal links then
Pyz = P
I
yz . Reall the one-to-one orrespondene between the threadings, dened as points in Yand the paths in graph G. If L = {(i, i+1), i = 1, m− 1} then Pyz is a linear desription of a unitow in G that is an integral polytope. Unfortunately, this happenens to be a neessary onditionalso.Theorem 4. Let n ≥ 3 and L ontains all loal links. Then P Iyz = Pyz if and only if R = Ø.Proof. (⇒) Without loss of generality we an take R = (1, 3), m = 3 and n = 3. Then the point
A = (y11 = y12 = y21 = y22 = 0.5, y32 = 0.75, y33 = 0.25, z1121 = z2132 = z1222 = z1232 =
0.5, z2232 = z2233 = z1132 = z1133 = 0.25) ∈ Pyz and the only eligible (whose onvex hull ouldpossibly ontain A) integer-valued verties of Pyz are B = (y11 = y21 = y32 = z1132 = 1) and
C = (y12 = y22 = y32 = z1232 = 1) but A is not in the segment [B, C]. The generalization of thisproof for arbitrary m, n ≥ 3 and R is almost straighforward.
(⇐) Follows diretly from Theorem 1.This is a kind of negative result seting a limit to relying on LP solution.
RR n° 5973
10 Yanev et al4 Lagrangian approahesConsider an integer program
zIP = min{cx : x ∈ S},where S = {x ∈ Zn+ : Ax ≤ b} (11)Relaxation and duality are the two main ways of determining zIP and upper bounds for zIP . Thelinear programming relaxation is obtained by hanging the onstraint x ∈ Zn+ in the denitionof S by x ≥ 0. The Lagrangian relaxation is very onvenient for problems where the onstraintsan be partitioned into a set of simple ones and a set of ompliated ones. Let us assume forexample that the ompliated onstraints are given by A1x ≤ b1, where A1 is m×n matrix, whilethe nie onstraints are given by A2x ≤ b2. Then for any λ ∈ Rm+ the problem
zLR(λ) = min
x∈Q
{cx + λ(b1 −A1x)}where Q = {x ∈ Zn+ : A2x ≤ b2} is Lagrangian relaxation of (11), i.e. zLR(λ) ≤ zIP for eah
λ ≥ 0. The best bound an be obtained by solving the Lagrangian dual zLD = maxλ≥0 zLR(λ).It is well known that relations zIP ≥ zLD ≥ zLP hold.An even better relaxation, alled ost-splitting, an be obtained by applying Lagrangian dualityto the reformulation of (11) given by
zIP = min cx
1 (12)subjet to: A1x1 ≤ b1, A2x2 ≤ b2, (13)
x1 − x2 = 0 (14)
x1 ∈ Zn+, x
2 ∈ Zn+, (15)Taking x1 − x2 = 0 as the ompliated onstraint, we obtain the Lagrangian dual of (12)-(15)
zCS = max
u
{min c1x1 + min c2x2} (16)subjet to: A1x1 ≤ b1, A2x2 ≤ b2, (17)
x1 ∈ Zn+, x
2 ∈ Zn+, (18)where u = c2, c1 = c− u.The following well known polyhedral haraterization of the ost splitting dual will be usedlater:Theorem 5 (see [14℄).
zCS = max
{
cx : conv{x ∈ Zn+ : A
1x ≤ b1} ∩ conv{x ∈ Zn+ : A
2x ≤ b2}
}where conv{A} denotes the onvex hull of A.In both relaxations in order to nd zLD or zCS one has to look for the maximum of a onavepieewise linear funtion. This appeals for using the so alled subgradient optimization teh-nique. For the funtion zLR(λ), the vetor st = b1 − A1xt, where xt is an optimal solution to
minQ{cx + λt(b1 −A1x)}, is a subgradient at λt. The following subgradient algorithm is an analogof the steepest asent method of maximizing a funtion: (Initialization): Choose a starting point λ0, Θ0 and ρ. Set t = 0 and nd a subgradient st. While st 6= 0 and t < tmax do { λt+1 = λt + Θtst; t← t + 1; nd st} INRIA







0 < ρ < 1
{κt} is a random sequene whose terms are uniformly hosen in [1, 1.4℄
Lt is the best value of zLR(λ) up to iteration t
Ut is the best value of any feasible solution found up to iteration t














































12 Yanev et alsubjet to: y1i = ysi , s = 2, t (22)
ys = (ys1, ..y
s
m) ∈ Y, s = 1, . . . , t (23)
ysi = Aizik, y
s




























IP (λ) (26)subjet to (23), (24) and (25).The Lagrangian multipliers λs are assoiated with the equations (22) and c1i (λ) = c1i +∑ts=2 λs,
csi (λ) = c
s
i −λ





cy + dz :
⋂
(i,k)∈L
conv{y, z ∈ Zn+ : yi = A
k





However, as underlined in Rem. 1, the set
{y, z ∈ Rn+ : yi = A
k
i zik ∧ yk = A
i
kzik)}only has integer extremal points, whih amounts to say that
{y, z ∈ Rn+ : yi = A
k
i zik} = conv{y, z ∈ Z
n
+ : yi = A
k







cy + dz :
⋂
(i,k)∈L
{y, z ∈ Rn+ : yi = A
k






= zLPBy applying the subgradient optimization tehnique ([14℄) in order to obtain zCS , one needto solve t problems vLsIP (λ) for eah λ generated during the subgradient iterations. As usual, themost time onsuming step is PTP (Ls) solving, but we have demonstrated its O(n2) omplexityin the ase when Ls is a union of independent stars.
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size - logscaleFigure 5: Running times of 9,136 threading instanes as a funtion of the searh spae size. Theexperiment is made on 1.8GHz Pentium PC with 512MB RAM7 Experimental resultsIn this setion we present three kinds of experiments. First, in subsetion 7.1, we show that thebranh-and-bound algorithm based on the Lagrangian relaxation from setion 5 (BB_LR) an besuessfully used for solving exatly huge PTP instanes. In subsetion 7.2, we study the impatof the approximated solutions given by dierent PTP solvers on the quality of the predition.Lastly, in subsetion 7.3 we experimentally ompare the two relaxations proposed in this paperand show that they have similar performanes.In order to evaluate the performane of our algorithm and to test it on real problems, weintegrated it in the struture predition tool FROST [9, 10℄. FROST (Fold Reognition-OrientedSearh Tool) is intended to assess the reliability of fold assignments to a given protein sequene. Inour experiments we used its the struture database, ontaining about 1200 struture templates, aswell as its sore funtion. FROST uses a spei proedure to normalize the alignment sore and toevaluate its signiane. As the sores are highly dependent on sequene lengths, for eah templateof the database this proedure selets 5 groups of non homologous sequenes orresponding to -30%,-15%, 0%, +15% and +30% of the template length. Eah group ontains about 200 sequenesof equal length. Eah of the about 1000 sequenes is aligned to the template. This proedureinvolves about 1,200,000 alignments and is extremely omputationally expensive [19℄. The valuesof the sore distribution funtion F in the points 0.25 and 0.75 are approximated by this empirialdata. When a real query is threaded to this template, the raw alignment sore S is replaed bythe normalized distane NS = F (.75)−S
F (.75)−F (.25) . Only the value NS is used to evaluate the relevaneof the omputed raw sore to the onsidered distribution.7.1 Solving PTP exatlyTo test the eieny of our algorithm we used the data from 9,136 threadings made in orderto ompute the distributions of 10 templates. Figure 5 presents the running times for thesealignments. The optimal threading was found in less than one minute for all but 34 instanes.For 32 of them the optimum was found in less than 4 minutes and only for two instanes theoptimum was not found in one hour. However, for these two instanes the algorithm produed inone minute a suboptimal solution with a proved objetive gap less than 0.1%.
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14 Yanev et alTable 1: Comparison between three algorithms: branh-and-bound using Lagrangian relaxation(L), heuristi steepest-desent algorithm (H), and branh-and-bound of Lathrop and Smith (B).The results in eah row are average of about 200 instanes.query m n |T | average time(s) opt(%)length L H B L H B342 26 4 3.65e03 0.0 0.1 0.0 100 99 100416 26 78 1.69e24 0.6 43.6 60.0 100 63 0490 26 152 1.01e31 2.6 53.8 60.0 100 45 0564 26 226 1.60e35 6.4 56.6 60.0 100 40 0638 26 300 1.81e38 12.7 59.0 60.0 99 31 0It is interesting to note that for 79% of the instanes the optimal solution was found in theroot of the branh-and-bound tree. This means that the Lagrangian relaxation produes a solutionwhih is feasible for the original problem. The same phenomenon was observed in [16, 2℄ whereinteger programming models are solved by linear relaxation. However, the dediated algorithmbased of the Lagrangian relaxation from setion 5 is muh faster than a general purpose solverusing the linear relaxation. For omparison, solving instanes of size of order 1038 by CPLEXof ILOG solver reported in [2℄ takes more than one hour on a faster than our omputer, whileinstanes of that size were solved by LR algorithm in about 15 seonds.The use of BB_LR made possible to ompute the exat sore distributions of all templatesfrom the FROST database for the rst time [19℄. An experiment on about 200 query proteinsof known struture shows that using the new algorithm improves not only the running time ofthe method, but also its quality. When using the exat distributions, the sensitivity of FROST(measured as the perentage of orretly lassied queries) is inreased by 7%. Moreover, thequality of the alignments produed by our algorithm (measured as the dierene with the VASTalignments) is also about 5% better ompared to the quality of the alignments produed by theheuristi algorithm.7.2 Impat of the approximated solution on the quality of the preditionWe ompared BB_LR to two other algorithms used by FROST  a steepest-desent heuristi (H)and an implementation of the branh-and-bound algorithm from [13℄ (B). The omparison wasmade over 952 instanes (the sequenes threaded to the template 1ASYA when omputing its soredistribution). Eah of the three algorithms was exeuted with a timeout of 1 minute per instane.We ompare the best solutions produed during this period. The results of this omparison aresummarized in Table 1. For the smallest instanes (the rst line of the table) the performane ofthe three algorithms is similar, but for instanes of greater size our algorithm learly outperformsthe other two. It was timed out only for two instanes, while B was timed out for all instanes. Lnds the optimal solution for all but 2 instanes, while B nds it for no instane. The algorithm Bannot nd the optimal solution for any instane from the fourth and fth lines of the table evenwhen the timeout is set to 2 hours. The perentage of the optima found by H degenerates whenthe size of the problem inreases. Note however that H is a heuristi algorithm whih produessolutions without proof of optimality. Table 2 shows the distributions omputed by the threealgorithms. The distributions produed by H and espeially by B are shifted to the right withrespet to the real distribution omputed by L. This means that for example a query of length638AA and sore 110 will be onsidered as signiantly similar to the template aording to theresults provided by B, while in fat this sore is in the middle of the sore distribution.We onduted the following experiment. For the purpose of this setion we hose a set of 12non-trivial templates. 60 distributions are assoiated to them. We rst omputed these distribu-tions using an exat algorithm for solving the underlying PTP problem. The same distributionshave been afterwords omputed using the approximated solutions obtained by any of the threeINRIA
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Table 2: Distributions produed by the three algorithms.query distribution (L) distribution (H) distribution (B)length F (.25) F (.50) F (.75) F (.25) F (.50) F (.75) F (.25) F (.50) F (.75)342 790.5 832.5 877.6 790.5 832.6 877.6 790.5 832.5 877.6416 296.4 343.3 389.5 299.2 345.4 391.7 355.2 405.5 457.7490 180.6 215.2 260.4 184.5 219.7 263.4 237.5 290.4 333.0564 122.6 150.5 181.5 126.3 157.5 187.9 183.3 239.3 283.4638 77.1 109.1 142.7 87.6 118.5 150.0 154.5 197.0 244.6






































Plot of time in seonds with CS algorithmon the x-axis and the LP algorithm from [2℄on the y-axis. Both algorithms ompute ap-proximated solutions for 962 threading in-stanes assoiated to the template 1ASYA0from the FROST database. The linear urvein the plot is the line y = x. What is ob-served is a signiant performane gap be-tween the algorithms. For example in apoint (x, y) = (0.5, 3)CS is 102.5 times fasterthan LP relaxation. These results wereobtained on an Intel(R) Xeon(TM) CPU2.4 GHz, 2 GB RAM, RedHat 9 Linux. TheMIP models were solved using CPLEX 7.1solver [7℄.Figure 6: Cost-Splitting Relaxation versus LP Relaxation
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Figure 7: Plot of time in seonds with CS (Cost-Splitting Relaxation) algorithm on the x-axisversus LR (Lagrangian Relaxation) algorithm [3℄ on the y-axis onerning sore distributions oftwo templates. Both the x-axis and y-axis are in logarithmi sales. The linear urve in the plotis the line y = x. Left: The template 1ASYA (the one referened in [3℄) has been threaded with962 sequenes. Right: 1ALO_0 is one of the templates yielding the biggest problem instaneswhen aligned with the 704 sequenes assoiated to it in the database. We observe that althoughCS is often faster than LR, in general the performane of both algorithms is very lose.algorithms here onsidered. By approximated solution we mean respetively the following: i) fora MIP model this is the solution given by the LP relaxation; ii) for the Lagrangian Relaxation(LR) algorithm this is the solution obtained for 500 iterations (the upper bound used in [3℄).Any exit with less than 500 iterations is a sign that the exat value has been found; iii) for theCost-Splitting algorithm (CS) this is the solution obtained either for 300 iterations or when therelative error between upper and lower bound is less than 0.001.We use the MYZ integer programming model introdued in [2℄. It has been proved faster thanthe MIP model used in the pakage RAPTOR [16℄ whih was well ranked among all non-metaservers in CAFASP3 (Third Critial Assessment of Fully Automated Struture Predition) and inCASP6 (Sixth Critial Assessment of Struture Predition). Beause of time limit we present herethe results from 10 distributions only3. Conerning the 1st quartile the relative error between theexat and approximated solution is 3 × 10−3 in two ases over all 2000 instanes and less than
10−6 for all other ases. Conerning the 3rd quartile, the relative error is 10−3 in two ases andless than 10−6 for all other ases.All 12125 alignments for the set of 60 templates have been omputed by the other two algo-rithms. Conerning the 1st quartile, the exat and approximated solution are equal for all ases forboth (LR and CS) algorithms. Conerning the 3rd quartile and in ase of LR algorithm the exatsolution equals the approximated one in all but two ases in whih the relative error is respetively
10−3 and 10−5. In the same quartile and in ase of CS algorithm the exat solution equals theapproximated one in 12119 instanes and the relative error is 7× 10−4 in only 6 ases.Obviously, this loss of preision (due to omputing the distribution by not always taking theoptimal solution) is negligible and does not degrade the quality of the predition. We thereforeonlude that the approximated solutions given by any of above mentioned algorithms an besuessfully used in the sore distributions phase.7.3 Cost splitting versus Linear Programming and Lagrangian relax-ationsOur third numerial experiment onerns running time omparisons for omputing approximatedsolutions by LP, LR and CS algorithms. The obtained results are summarized on gures 6, 7 and8. Figure 6 learly shows that CS algorithm signiantly outperforms the LP relaxation. Figures7 and 8 ompare CS with LR algorithm and illustrate that they give lose running times (CS beingslightly faster than LR). Time sensitivity with respet to the size of the problem is given in Fig.8. 3More data will be solved and provided for the nal version.
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Plot of time in seonds with CS algorithmon the x-axis and the LR algorithm on the
y-axis. Eah point orresponds to the to-tal time needed to ompute one distribu-tion determined by approximately 200 align-ments of the same size. 61 distributions havebeen omputed whih needed solving totally12125 alignments. Both the x-axis and y-axis are in logarithmi sales. The linearurve in the plot is the line y = x. CS isonsistently faster than the LR algorithm.Figure 8: CS versus LR : reapitulation plot onerning 12125 alignments.8 ConlusionThe results presented in this paper onrm one more that integer programming approah is wellsuited to solve the protein threading problem. Even if the possibilities of general purpose solversusing linear programming relaxation are limited to instanes of relatively small size, one an usethe spei properties of the problem and develop eient speial purpose solvers. After studyingthese properties we propose two Lagrangian approahes, Lagrangian relaxation and ost splitting.These approahes are more powerful than the general integer programming and allow to solvehuge instanes4, with solution spae of size up to 1077, within a few minutes.The results lead us to think that even better performane ould be obtained by relaxingadditional onstraints, relying on the quality of LP bounds. In this manner, the relaxed problemwill be easier to solve. This is the subjet of our urrent work.This paper deals with the problem of global alignment of protein sequene and struturetemplate. But the methods presented here an be adapted to other lasses of mathing problemsarising in omputational biology. Examples of suh lasses are semi-global alignment, where thestruture is aligned to a part of the sequene (the ase of multi-domain proteins), or loal alignment,where a part of the struture is aligned to a part of the sequene. Problems of struture-strutureomparison, for example ontat map overlap, are also mathing problems that an be treatedwith similar tehniques. Solving these problems by Lagrangian approahes is work in progress.Referenes[1℄ T. Akutsu and S. Miyano. On the approximation of protein threading. Theoretial ComputerSiene, 210:261275, 1999.[2℄ R. Andonov, S. Balev and N. Yanev, Protein Threading Problem: From Mathematial Modelsto Parallel Implementations, INFORMS Journal on Computing, 2004, 16(4), pp. 393-405[3℄ Stefan Balev, Solving the Protein Threading Problem by Lagrangian Relaxation, WABI 2004,4th Workshop on Algorithms in Bioinformatis, Bergen, Norway, September 14 - 17, 2004[4℄ D. Fisher, http://www.s.bgu.a.il/ dsher/CAFASP3/, De. 2002[5℄ A. Caprara, R. Carr, S. Israil, G. Lania and B. Walenz, 1001 Optimal PDB StrutureAlignments: Integer Programming Methods for Finding the Maximum Contat Map OverlapJournal of Computational Biology, 11(1), 2004, pp. 27-52[6℄ H. J. Greenberg, W. E. Hart, and G. Lania. Opportunities for ombinatorial optimizationin omputational biology. INFORMS Journal on Computing, 16(3), 2004.4Solution spae size of 1040 orresponds to a MIP model with 4 × 104 onstraints and 2 × 106 variables [18℄.RR n° 5973
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