The use of the Work Keys Listening and Writing assessment needs to be accompanied by systematic evaluation of its technical qualities. This study examines sampling variability and generalizability of Listening and Writing scores when multiple forms, raters, and prompts (tasks) are used. Different types of scoring, current level scores and mean scores (unrounded and rounded), were also compared in terms of generalizability.
The Work Keys assessment system serves as a yardstick for measuring individuals' generic employability skills that are considered critical to success in a wide range of occupations.
The current system consists of eight operational assessments including a performance-based assessment: Listening (L) and Writing (W).
The use of the Work Keys Listening and Writing assessment needs to be accompanied by systematic evaluation of its technical qualities. Research on the sampling variability and generalizability of performance assessments has indicated that (a) an individual's performance score varies greatly from one task to another, (b) a large number of tasks are needed to obtain a generalizable measure of an individual's performance, and (c) well-trained raters can provide reliable ratings (Brennan, Gao, & Colton, 1995; Gao, Shavelson, & Baxter, 1994; Shavelson, Baxter, & Gao, 1993) . However, in most performance assessments, individuals take only one test form. It is not clear whether or not the individuals performance scores are consistent from one test form to another. In other words, are test forms designed to measure the same construct interchangeable? If people are willing to make decisions based on a single-form score, it is essential to investigate form-sampling variability. Furthermore, when multiple test forms, raters, and tasks are used, as is the case with the Work Keys assessment, it is important to examine the magnitude of sampling variability associated with those sources and their impact on measurement errors and generalizability.
This report presents results from generalizability analyses that examine sampling variability and generalizability of the Work Keys Listening and Writing measurement procedures used in a 1993 pilot study. It provides information about the sampling variability of forms, raters, and prompts (tasks), as well as the estimated effects of using different numbers of forms, raters, and tasks on measurement errors and score generalizability.
Sampling Variability and Generalizability of Work Keys Listening and Writing Scores
More specifically, the study addresses the following questions: (a) What are the major sources of measurement errors associated with the Work Keys measurement procedures: forms, raters, and/or prompts (tasks)? (b) How much error could be expected if the measurement procedures were changed in various ways (e.g., using different numbers of raters, tasks, and/or forms)? (c) What are the effects of changing measurement procedures on score generalizability? (d) How does the generalizability of current level scores compare to that of mean scores (unrounded and rounded)? These questions are addressed within the framework of univariate generalizability (G) theory in which each of the two scores (Listening and Writing) is considered separately.
Method

Data
There were two samples of examinees in the 1993 pilot study. Two forms of the Work Keys Listening and Writing assessment were administered to each examinee. One sample contained 167 examinees (Sample I) who took Form lOcc and Form 1 lcc, and another sample had 89 examinees (Sample II) who took Form lOcc and Form 12cc. Although a plan was made to randomly assign examinees to the two samples (I and II) and to counter-balance the two test forms within each sample, the procedure was not followed strictly during the test administration. For a given form and sample, three raters assigned Listening scores to all six prompts for all examinees.
For the same form and sample, a different group of three raters assigned Writing scores to all six prompts for the examinees. The groups of Listening raters and Writing raters were different for each form and each sample.
Instrument
An important feature of the Work Keys Listening and Writing assessment is that it is carried out in a single test administration but provides two different performance scores-Listening and Writing. The Listening score indicates an examinee's skill at listening to and understanding work-related messages, whereas the Writing score indicates the examinee's skill at writing work related messages. The assessment is administered via an audio tape that contains all directions and 2 messages (prompts). Examinees are asked to listen to six audio-taped prompts ranging from shorter and easier to longer and more complex. After listening to each recorded prompt, examinees are told to construct a written summary of the prompt. The written responses are scored separately for listening and writing skills. The listening score is based on the accuracy and completeness of the information in the examinee's written responses, and the writing score is based on the writing mechanics (such as sentence structure and grammar) and writing style used in the examinee's written responses. All scoring is done by three raters in the situation reported here, but by two raters in operational scoring. The scores range from 0 to 5 for each prompt. Operationally, to earn an overall score at a particular level (i.e., the current level score) for Listening or Writing, the examinee must respond to all of the prompts and at least 9 of the 12 scores (6 prompts x 2 raters) assigned by the raters must be at or higher than that level score.
Design and Analysis
Three designs were used to conduct generalizability analyses of the Work Keys Listening and Writing assessment: person x (rater x task):form, person x rater x task, and person x form.
Different types of scoring-current level scores and mean scores (unrounded and rounded)-were compared. The analyses examined sampling variability, standard error of measurement and score generalizability. G theory is treated extensively by Cronbach, Gleser, Nanda, and Rajaratnam (1972) , Brennan (1992) , and Shavelson and Webb (1991) . No attempt is made here to explain generalizability theory in detail, and readers are referred to these references for such explanations.
Estimating variance components. An important contribution of generalizability (G) theory
to measurement theory is that it allows people to disentangle multiple sources of measurement error. Using analysis of variance (ANOVA) methods, the magnitudes of the sources of variability can be estimated as variance components. In presenting their theory of generalizability, Cronbach et al. (1972) introduced distinctions between what they called generalizability (G) studies and decision (D) studies. "A G study collects data from which estimates can be made of the components of variance for measurements made by a certain procedure; a D study collects data for the purpose of making decisions or drawing conclusions (Cronbach et al., 1972, p. 16) ." In most applications, G studies attempt to identify and to estimate as many potential sources of variation as possible; D-study considerations, instead of D studies, use the information obtained by the G studies to estimate variance components associated with specific measurement procedures and to design cost-efficient measures for particular purposes. In the present report, various D-study considerations are discussed.
In generalizability analyses, the best estimate of measurement error and generalizability is one that reflects the impact of all sources of variability (Feldt & Brennan, 1989) . The purpose of the Work Keys pilot study was to examine sources of variability related to forms, raters, and prompts (tasks). The original data collection design contained three facets-forms, raters, and tasks. More specifically, the examinees (p) took two test forms (f), each form contained six prompts or tasks (t), and each written response was scored by three raters (r). Therefore, a complete G-study design for Listening or Writing was person x [(rater x task).form]. The symbol "x" designates a crossed effect and the means a nested effect. All of these factors are considered to be random effects.
For the first and complete G-study design in Listening and Writing, the raw score assigned to any person (p) by any rater (r) based on any tasks (t) within any form (f) can be presented as:
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The term (I is the grand mean (or expected value) over all persons in the population and all forms, raters, and tasks in the "universe of admissible observations;" the number of persons in the population is infinite, and the numbers of forms, raters, and tasks in the universe of admissible observations are infinite. The second G-study design, person x rater x task, is applied to each form of the Listening and Writing assessment. The raw score assigned to any person (p) by any rater (r) based on any prompt or task (t) can be represented as:
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and the total variance of the observed score in Equation 3 is a 2(X prt) = cs2 p + a 2 + a 2 + a 2 pr + o*t + c 2 n + .
This design allows the examination of the variances of raters, tasks, and interactions for the scores obtained by single persons on single tasks scored by single raters. It is worth noting that form is a hidden facet in this design.
Furthermore, Work Keys reports the Listening and Writing level scores to individuals and to educational and business agencies. In the present study, each examinee took two forms and obtained two level scores. These level scores are aggregated over raters and tasks. Thus, for the third G-study design (i.e., person x form) the level score or mean score (unrounded or rounded) assigned to any person (p) based on any form (f) can be represented as:
and the total variance of the observed score in Equation 5 is a 2(X pf) = CT2 + CT? + CT^,e.
This type of G study allows us to look at form-sampling variability when level scores or mean scores (unrounded or rounded) are used.
The variance components in Equations 2, 4, and 6 can be estimated using analysis of variance (ANOVA) procedures (see Brennan, 1992) . A computer program, GENeralized Analysis of VAriance System (GENOVA) developed by Crick and Brennan (1983) , was used for obtaining estimated variance components.
Up to this point, all variance components are estimated in G studies and are for single scores (e.g., a single person responding to one random task, scored by one random rater). In practice, decisions about examinees are typically based on total or average scores over some numbers of conditions of the facets (e.g., numbers of raters and tasks). Therefore, it is important to estimate the magnitudes of sampling variabilities associated with a specific measurement procedure in a universe of generalization involving samples of tasks and raters. In generalizability theory, such estimation is carried out in a decision (D) study or a D-study consideration.
For the first design considered here, the average score for an examinee over n'f forms, n'r raters, and n't tasks can be represented as 
Equation 7 is analogous to Equation 1 with F, R, and T in Equation 7 replacing f, r, and t in Equation 1. Upper-case letters are used to represent means taken over the conditions sampled from the facets in the universe of generalization. Also, the primes in n'f, n't:f, and n'r f indicate that these D-study sample sizes need not be the same as those used in the G study. an important role in indexing measurement precision. It can be used to form a range in which the examinee's universe score is most likely to be (Cronbach, Linn, Brennan, & Haertel, 1995) . It can provide information on the probability (or the percentage) of misclassification of the examinee(s) so that decision makers can decide whether or not the misclassification rate is acceptable for a specific decision. The standard error can also be used to estimate minimum passing and maximum failing scores given a specified standard of proficiency with a certain level of confidence (Linn & Burton, 1994) .
In generalizability theory, how generalizable a measurement procedure is depends, in part, on how the scores will be used in making decisions: to rank order examinees (i.e., relative decisions) or to index examinees' levels of performance (i.e., absolute decisions). Two different types of error variance are associated with these two types of decisions: relative error variance and absolute error variance. In this report, interest focuses on the absolute value of an examinee's score (i.e., absolute decisions), and the appropriate error variance is the absolute error variance. 
and o 2(X pF) = Op + aF +OpF,e-
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The absolute error variance, <JA, is the variance of the difference between examinee observed and universe scores. The square root of the absolute error variance is the standard error of measurement ( o A) for absolute decisions (absolute error). For the p x R x T D-study design, the absolute error variance is
(13) a it + a prt.e°r + 2 + °pR + 2 a pT
n r n t n r n t For the p x F D-study design, the absolute error variance can be defined as 0 i = a 2 F + a 2 pF = HL + ^.
2 ^2 nf n f
This report evaluates how much error of measurement or uncertainty to expect if the design is changed in various ways (e.g., by varying the numbers of tasks and raters). Moreover, bands or intervals containing universe scores (e.g., ± 1.645SE) can be computed for different D-study considerations. Percentages (or probabilities) of misclassification as a consequence of measurement error can be estimated as can the impact of increasing the numbers of instances (e.g., raters and tasks) on the percentages. In addition, minimum passing and maximum failing scores given a standard of proficiency can be computed for certain confidence (e.g., 90%) as a function of numbers of raters and tasks.
Estimating generalizability coefficients. Although G theory focuses on the sources of variability that contribute to measurement errors, it also provides reliability-like coefficients: the generalizability (G) coefficient for a relative decision (i.e., relative G coefficient) and the dependability coefficient for an absolute decision (i.e., absolute G coefficient). While magnitudes of estimated error variances (or measurement errors) depend on the scale of measurement used, the reliability-like coefficients do not. This independence of scaling allows us to compare precision of measurement procedures across different scales. This report focuses on the dependability coefficients or absolute G coefficients (<I>) of Work Keys Listening and Writing assessment in making absolute decisions.
A dependability coefficient (O) can be viewed as the ratio of universe score variance to total variance that reflects variability in absolute levels of performance. For the Listening and Writing assessment with persons as the objects of measurement, the dependability coefficient for the three types of D-study designs is defined as:
The variance components entering g a depend on a specific D-study design used. The dependability coefficients show how accurate the generalization is from an examinee's observed score to his/her universe score. In this report, the effects of using different numbers of instances (e.g., forms, raters, and/or tasks) on score generalizability of Listening and Writing assessment are examined. 
Results and Discussion
Estimated Variance Components
Variance components estimated in generalizability (G) studies show the magnitudes of sampling variabilities in a universe of admissible observations when single scores are used.
Estimated variance components in decision (D) studies or D-study considerations indicate the magnitudes of variabilities when generalizing from average or total scores over n' instances to the universe scores in the universe of generalization. Table 1 provides the estimated G-study variance components ( a 2 (a)) and the percents of total variability (%) for Work Keys Listening and Writing scores. The estimates indicate the magnitudes of sampling variation associated with each source (forms, raters, and tasks) and their relative contributions to measurement errors. The person by task interaction contributes most to measurement errors for both Listening and Writing, indicating that the rank orders of examinees vary from one task to another. The finding of a large person by task interaction is consistent with other reported results on performance assessments (see Gao et al., 1994; Shavelson et al., 1993) . Moreover, the estimated task variance component is the second largest for Listening, suggesting that the tasks within a form differ in difficulty. For example, the task means for Listening lOcc range from 2.383 to 3.473 in Sample I (see Table 2 ). The results are consistent with the test descriptions which state that the prompts are ordered from easy to difficult. However, tasks do not differ so greatly in difficulty for Writing.
For example, the means for Writing lOcc range from 2.764 to 3.200 in Sample I. For Writing, the universe score variance is larger than the other estimated variance components and is larger than that for Listening, suggesting that there is considerably more variation among examinees with respect to their levels of proficiency in Writing than in Listening.
The finding is consistent across Sample I and Sample II. Similar findings were reported on Work
Keys data collected in a previous year (see Brennan et al., 1995) .
As seen in Table 1 , the rater-sampling variability is small, especially for Listening. The fact that rater variance is small means that raters are about equally stringent on average. The fact that the rater by person interaction is small means that examinees are rank ordered about the same by the various raters. The results, thus, suggest that raters are not nearly as large a contributor to total variance as are prompts. It is possible to use a small number of well-trained raters to score each examinee's responses in future operational forms if the training and scoring procedures continue to be well developed and used. It is noteworthy that the variance component (prt:f,e) for a person by rater by task interaction confounded with other unidentified sources of error is relatively large.
The estimates in Table 1 are for single person-rater-task-form scores only. In practice, decisions about examinees are typically made based on average or total scores over some numbers (n') of tasks, raters and/or forms defined by the universe of generalization. Assuming one form, two raters and six tasks are used in the p x [(R x T):F] D studies, Figure 1 at end of the report provides the estimated variance components for the Listening (L) and Writing (W) assessment.
Increasing the number of tasks from one to six dramatically decreases the estimated task variance components and the person by task interactions for both Listening and Writing although tasks still count for a large proportion of the total variability. p x r x t design. To estimate magnitudes of variance components associated with a measurement procedure that contains only raters and tasks as measurement facets, separate p x r x t G studies were carried out for each form. The results show similar patterns for these forms across Sample I and Sample II. Table 3 provides the estimated G-study variance components ( c 2(oc)) for single person-rater-task scores. Variance component estimates for task are larger for Listening than for Writing, indicating that the average scores on Listening vary more from one task to another than those on Writing. The large person by task interactions for both Listening and
Writing indicates that the rank ordering of prompt difficulty is substantially different for the various examinees. Moreover, the interaction is larger for Listening than for Writing. Again, the estimated components for rater and related interactions are small for the Listening and Writing assessment (except the residuals). The rater by examinee interaction is smaller for Listening than for Writing. Table 3 also presents the D-study estimates ( a ( a )) for average scores if two raters and six prompts (tasks) were used for each form. Figures 2a and 2b plot these estimated variance components. Still, the person by task interaction is the major source of measurement error as compared to the other components for both Listening (L) and Writing (W).
Moreover, it is important to note that the patterns of the estimated variance components are similar across the G studies with different samples of examinees or forms. However, the magnitudes are different from one G study to another due to sampling errors. For example, the magnitudes of the estimated variance components for Form lOcc are different with different samples of examinees and raters. Although the same examinees took both forms the estimated universe score variances are different from one form to another. ^D-study variance component estimates were calculated with n'r =2 and n't = 6. p x f design. The previous analyses were conducted on raw scores of the Listening and Writing assessment. The analyses in this section dealt with level scores as well as mean scores (unrounded and rounded). Recall, operationally, to earn an overall level score, the examinee must respond to all of the prompts and at least 9 of the 12 scores assigned by the raters must be at or higher than that level score.
As indicated in Table 4 below and Figure 3 , the form variability is notably large for Listening (L), indicating that the two forms (lOcc vs. 1 lcc in Sample I, or lOcc vs. 12cc in Sample II) are not equivalent in their average difficulty (see also Additionally, it is important to note that raters and tasks become hidden facets in the p x f design when level scores are aggregated over raters and tasks. The variance component estimates (e.g., p
x f interaction) may reflect not only form-sampling variability but also task-and/or rater-sampling variabilities.
Separate p x f G studies were also conducted for the mean scores (unrounded and rounded) averaged over raters and tasks to compare score generalizability. Table 4 reveals that variance component estimates for the person by form interaction are much smaller for the mean scores (both unrounded and rounded) than those for the current level scores. It is also important to note that raters and tasks become fixed facets when mean scores averaged over raters and tasks are used in the p x f design. Therefore, it seems that the best way to examine measurement error and generalizability is one that reflects the impacts of all possible sources of variability. Note. The estimated variance components are averages over separate G studies for each rater pair.
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Estimated Standard Errors o f Measurement
The heavy emphasis on performance standards suggests the need to focus on standard errors and decision consistency. The Work Keys Listening and Writing scores may be used in high-stakes situations. Potential employers may use the scores in their hiring, selection, and training programs. For example, a Listening or Writing score of three on the 0-5 score scale may be determined as the level needed for an entry-level employment (i.e., a standard of proficiency).
In that case, an individual with a score of three may be considered as meeting this minimum job requirement. However, due to measurement errors, the observed level score may be below or above the individual's true performance level.
Standard errors of measurement estimated in generalizability analyses can be used to compute confidence intervals containing universe (true) scores and to estimate decision consistency or uncertainty associated with measurement procedures (Cronbach et al., 1995; Linn & Burton, 1994) . Listening Form lOcc and Form 1 lcc. As indicated in Figure 5 , using two raters, rather than one, produce a greater decrease in measurement errors (SE) for Writing than it does for Listening. For
Listening, the improvement of measurement precision is relatively small compared with the improvement reached by increasing the number of tasks. For example, consider the results for Listening Form lOcc, the tf(A) is 0.41 with n'r = 1 but 0.38 with n'r = 2 when n't = 6. This means that going from one to two raters decreases a(A ) by only about 7% with n't = 6.
However, the estimate of o(A) is 0.46 with n't = 4 but 0.38 when n't = 6. This means that going 18 from four to six tasks decreases 6(A) by about 17% with n'r = 2. For Writing, however, the trade-offs were similar for either going from one to two raters with n't = 6 or going from four to six tasks with n'r = 2, both procedures reduce the 6(A) noticeably (about 15%). Moreover, similar patterns were found for Form 1 lcc Listening and Writing.
TABLE 5 Estimated Absolute Errors and Dependability Coefficients for the p x R X T D-Study Considerations with Two Samples (I and II)
19 Task m 1 1 S C II 0> n'r = 2 n'r = 3 6(A) n'r = 2 n'r = 3 6 n'r = 2 II Note. Sample I with n = 167; Sample II with n = 89.
In Sample II, the estimated absolute measurement errors for Form 12cc Listening and Writing are lower (0.35 and 0.27, respectively) than those for Form lOcc (0.39 and 0.29, respectively) with n'r = 2 and n't = 6. The estimated errors for Writing are also lower than those for Listening. Again, it appears that using two raters provides more improvement over using one rater for Writing than it does for Listening. With n't = 6, going from one to two raters decreases the measurement error about 15% for Writing Form lOcc but only 5% for Listening (about 16%
for Writing Form 12cc but only 7% for Listening). For Listening, using more tasks decreases measurement error more noticeably than using more raters. For example, with n\ = 6, going from one to two raters, c(A) decreases by 5% for Listening lOcc, but with n'r = 2 going from four to six tasks, 6(A) decreases by 17%.
The estimated standard errors of measurement, 0 (A ), can be used to predict the confidence intervals (or bands) in which examinees' universe (true) scores are likely to be, assuming that errors are normally distributed. For example, the 90% confidence interval containing an examinee's true performance level would be in the range of ± 1.645 d( A ). Taking a(A) to be 0.382 for Listening 1 lcc with two raters and six tasks, the interval is about ± .628 (or 1.256).
Another use of the estimated standard error is to provide information on the rate of misclassification assuming that errors are normally distributed (Cronbach et al., 1995) . For example, suppose that a(A) is 0.382, an examinee with a true score of 3 would have about a 10% chance of scoring below 2.5 that could be rounded to a score of 2. Similarly, about 10% of the examinees whose true score is 3 could receive a rounded observed score of 2. Test users or decision makers need to determine whether or not a 10% misclassification rate among examinees truly at 3 is acceptable.
Increasing the numbers of raters and/or tasks will narrow the sizes of the error bands or the confidence intervals and reduce the misclassification rates. As indicated in Table 6 below and Figure 6 , increasing the number of tasks narrows the uncertainty ranges (or error bands) for both Listening and Writing. For example, for Writing 1 lcc, with n'r = 2, going from two to six tasks the uncertainty range will drop from 1.315 to 0.821 score points, about a 38% reduction. In 20 addition, increasing the number of raters from one to two will also reduce the uncertainty. For
Writing Form 1 lcc, going from one to two raters, the number of tasks needed to get a less than one-point range of uncertainty will be dropped from six to four. Moreover, the impact of increasing the numbers of raters and tasks on uncertainty levels are different for Listening and Writing due to different sizes of measurement errors. For instance, increasing the number of raters has more effect on the uncertainty range for the Writing scores than for the Listening scores. For the Listening scores, increasing the number of tasks reduces the uncertainty level. However, it is still larger than one point even with n't = 8 and n'r = 2. With the same numbers of raters and tasks, the Writing scores have smaller uncertainty ranges than the Listening scores.
The magnitudes of measurement errors also impact the minimum passing score and the maximum failing score needed to be confident about a pass-fail decision (Linn & Burton, 1994) .
If a standard of proficiency is set at three, the minimum passing score is [3 + 1.645 6(A )] and the maximum failing score is [3 -1.645 6(A)] with 90% confidence in making a pass or fail decision.
In other words, decision makers have about 90% confidence that examinees with scores equal to or greater than the minimum passing score will exceed the standard, and examinees with scores equal to or less than the maximum failing score will be below the standard. They have less confidence in making a pass or fail decision based on scores within the range of uncertainty. Therefore, the narrower the range of uncertainty the more precise the assessment is. Table 7 provides the minimum passing and maximum failing scores for 90% confidence if a standard of proficiency is set at three. The values given are a function of number of tasks with nr = 2. Increasing the number of tasks reduces the uncertainty of pass or fail decisions. For example, for Listening 1 lcc with a standard of three and nr = 2, going from four to six tasks the uncertainty range between pass and fail drops from 1.531 to 1.257, about an 18% reduction. In other words, to be 90% confident, a score of 3.765 or higher is required for a pass decision with nt = 4 and a score of 3.629 or higher is required with nt = 6. p x F D-study considerations. Three sets of p x f generalizability analyses were carried out using different types of scores: the current level scores and the mean scores (unrounded and rounded). The estimated standard errors were the largest for the current level scores followed by the rounded mean scores in both Listening and Writing (see Table 4 ). Also, the errors were smaller for Writing than for Listening when either level or mean scores (unrounded or rounded)
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were used. Therefore, the current level scores would have wider confidence intervals or uncertainty ranges than the mean scores for both Listening and Writing scores. For example, with a g(A) = 0.62, the interval for the Listening level scores is ±1.02, and with a a(A) = 0.45 the interval for the unrounded mean scores is ±0.74. Likewise, the Listening scores have wider confidence intervals than the Writing scores.
Estimated Generalizability
Generalizability analyses provide both standard errors and generalizability coefficients as indices of measurement precision. For the Work Keys Listening and Writing assessment, the interest focuses on judging examinees' levels of performance (absolute decisions), so only dependability (absolute G) coefficients are reported here.
The dependability coefficients ( <I>) for this design depend, in part, upon the numbers of raters (n'r), tasks (n't), and/or forms (n'f) used in decision considerations. If only one form, two raters, and six tasks were used, the dependability coefficient would be .56 for Listening and .81 for Writing (Sample I). Figure 4 demonstrates that dependability coefficients (PHI) increase when D-study sample sizes (n'f, n'r, and n't) increase. However, increasing the number of raters beyond two doesn't improve the score generalizability substantially, especially for Listening; but adding more tasks and/or forms does. Similar patterns were observed with Sample II data. The dependability coefficients are .72 for Writing and .51 for Listening, respectively.
p xRxT design. The results of p x R x T generalizability analyses also indicated that adding more tasks increases dependability coefficients more than adding more raters, especially for Listening (see also Table 5 and Figure 5 ). For example, with n'r = 2 and n't = 6, O is .66 for Listening 1 lcc. With n'r = 3 and n't = 6, O was .67; but with n'r = 2 and n't = 8, <J> is .72.
Writing scores had higher dependability coefficients than Listening scores across the three forms and the two samples of examinees. With n'r = 2 and n't = 6, the range of <t> is from .76 to .86 for Writing and is from .60 to .66 for Listening. p x F design. As indicated in The generalizability analyses reported here reveal that (a) examinees' scores vary from one test form to another due to large task-sampling variability, (b) the rank orderings of prompt difficulty differ across the examinees, (c) measurement errors are mainly introduced by tasksampling variability not by rater-sampling variability, (d) the Writing scores are more generalizable than the Listening scores, and (e) current level scores are less generalizable than mean scores (unrounded or rounded). However, these findings may need to be verified in future replication studies with different samples of examinees, forms, raters, and tasks. Furthermore, to fully investigate sources of sampling variation, a design with more aspects of related measurement conditions (or facets) is better than a design with hidden and/or fixed facets. In the latter, some sources of measurement error cannot be disentangled and estimated.
The finding that examinees are rank ordered differently on different forms of the Listening test suggests that conventional equating methods may not be entirely satisfactory. The result that examinees' performances vary from one task to another is consistent with other findings in performance assessments. It indicates the importance of domain specification and task sampling in test development (Shavelson, Gao, & Baxter, 1995) . The assessment needs a well-defined framework specifying what to measure and a well-developed item pool to represent the designated content. The finding that one or two well-trained raters can reliably score examinees' performance is encouraging for future test operation. Moreover, the use of six prompts and two raters in the Work Keys Listening and Writing assessment leads to better generalizability than other performance assessments with fewer tasks and/or raters (Dunbar, Koretz, & Hoover, 1991) .
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The concern about using the current level scores generated a need for further investigation about how to convert raw scores to scale (level) scores. In addition, the small sample sizes used in the current generalizability analyses suggest that any generalization beyond the current study may not be warranted due to the possibility of large standard errors of the estimates derived from the generalizability analyses. 
