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HECKE ALGEBRAS AND p-ADIC GROUPS
XUHUA HE
Abstract. This survey article, is written as an extended note and supplement of
my lectures in the current developments in mathematics conference in 2015. We
discuss some recent developments on the conjugacy classes of affine Weyl groups and
p-adic groups, and some applications to Shimura varieties and to representations of
affine Hecke algebras.
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Introduction
0.1. In [Ti57], Tits explains the analogy between the symmetric group Sn and the
general linear group over a finite field Fq and indicates that Sn should be regarded as
the general linear group over F1, the field of one element.
Following Tits’ philosophy, we may informally regard affine Weyl groups as reduc-
tive groups over Q1, the 1-adic field. Although it might be premature to develop
the theory of the 1-adic field at the current stage, we do have a fairly good under-
standing of conjugacy classes of affine Weyl groups, together with the length function
on them, and such knowledge allows us to reveal a great part of the structure of
conjugacy classes of p-adic groups.
In this note, we will focus on some questions related to conjugacy classes and we
will look at the two sides of a coin:
• An affine Weyl group as a degeneration of a p-adic group;
• A p-adic group as a deformation of an affine Weyl group.
We will see how such considerations help us to understand several important prob-
lems and we will discuss some applications in arithmetic geometry (of Shimura vari-
eties) and representation theory (of affine Hecke algebras). Note that both areas have
been intensively studied. To enumerate the recent achievements in each area would
lead to a more-than-100-page survey article and it is not my intention to do so here.
I will just focus on a few problems to illustrate the mysterious connection between
affine Weyl groups and p-adic groups.
0.2. A Coxeter group is generated by simple reflections and has a well-defined length
function on it. It is obvious that in a given conjugacy class of the Coxeter group,
there exists a sequence of conjugations by simple reflections, starting from any given
element in the class and ending with a minimal-length element. For various reasons
(both algebraic and geometric), it is desirable to have such a sequence, in which
the lengths of the elements weakly decrease. If such a sequence exists, then for
many questions (on Hecke algebras, algebraic groups, Deligne-Lusztig varieties, etc.)
one may reduce the questions on arbitrary elements to questions on minimal length
elements.
Moreover, in a given conjugacy class, in general, there are more than one minimal
length elements. For example, in type E8, the conjugacy class E6(a2)+A2 has 403200
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elements and 16374 of them are of minimal length. Hence, it is also desirable to have
a better understanding of the relations between these minimal length elements.
Minimal length elements were first studied by Geck and Pfeiffer [GP93]. They dis-
cover that the minimal length elements, in a finite Weyl group, have many remarkable
properties.
Such properties have found important applications in the study of the “character
table” of finite Hecke algebras (see e.g. [GP93], and [GM97]), in the study of Deligne-
Lusztig theory on the representations of finite groups of Lie type (see, e.g. [OR08],
[BR08], and [HL12]) and in the study of links between conjugacy classes in finite Weyl
groups and unipotent conjugacy classes in reductive groups (see e.g. [Lu11]).
0.3. A natural question to ask is whether such properties hold for affine Weyl groups.
In the study of this question, I find it enlightening to consider an affine Weyl group
as a degeneration of a p-adic group. In fact, the theory of p-adic groups motivates us
in the discovery of the following interesting features of affine Weyl groups:
(1) The arithmetic invariants of conjugacy classes of affine Weyl groups;
(2) The straight conjugacy classes and the reduction from non-straight conjugacy
classes to straight conjugacy classes;
(3) The “special” partial conjugacy classes and their distinguished representatives;
(4) The partial order on the set of “special” partial conjugacy classes and on the set
of straight conjugacy classes;
(5) The parameterization of conjugacy classes in terms of standard quadruples.
This is what we will discuss in Part I.
Items (1) and (2) are motivated by Kottwitz’s classification of the Frobenius-twisted
conjugacy classes of G(Q˘p), the reductive group G over the completion of maximal un-
ramified extension of Qp. They are key ingredients in the understanding of conjugacy
classes of affine Weyl groups together with the length function on them.
Items (3) and (4) (for “special” partial conjugacy classes) were discovered in the
process of understanding Lusztig’s G-stable pieces and closure relations between these
pieces.
Item (4) for straight conjugacy classes were discovered in the process of under-
standing the closure relations between Frobenius-twisted conjugacy classes of G(F˘ )
and the closure relations between Newton strata of Shimura varieties.
Item (5) is motivated by the parametrization of Frobenius-twisted conjugacy classes
of G(F˘ ) in terms of basic Frobenius-twisted conjugacy classes of Levi subgroups. Such
parametrization leads to the definition of the rigid cocenter of affine Hecke algebras,
which play a crucial role in our discussion in Part III.
0.4. Now let us look at the other side of the coin. We will see how the knowledge of
conjugacy classes of affine Weyl groups, together with the length function, helps us
to study some problems related to conjugacy classes of p-adic groups.
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Let σ be the Frobenius morphism on G(F˘ ). Let I˘ be a σ-stable Iwahori subgroup
of G(F˘ ). In Part II, we study the intersection of I˘w˙I˘ with a σ-conjugacy class [b] of
G(F˘ ). We focus on some basic questions:
• When the intersection is nonempty?
• If so, what is the dimension?
We also regard this intersection as a group-theoretic model to understand the re-
lation between the Kottwitz-Rapoport strata (related to certain elements w) and the
Newton strata (related to certain σ-conjugacy classes [b]) of Shimura varieties.
It is worth mentioning that there is another group-theoretic model to understand
those strata of Shimura varieties, affine Deligne-Lusztig varieties
Xw(b) = {gI˘ ∈ G(F˘ )/I˘; g
−1bσ(g) ∈ I˘w˙I˘}.
It is easy to see that Xw(b) 6= ∅ if and only if I˘w˙I˘ ∩ [b] 6= ∅. However, there are a
few differences between Xw(b) and I˘w˙I˘.
• We have the freedom to degenerate the σ-conjugacy class [b] when considering
I˘w˙I˘ ∩ [b]. Thus I˘w˙I˘ ∩ [b] may be used to understand closure relations between
Newton strata of Shimura varieties.
• Although I˘w˙I˘∩[b] is infinite dimensional, there is a way to define the dimension of it
(which is a finite number). This dimension is expected to be the dimension of the
intersection of the corresponding Kottwitz-Rapoport stratum and corresponding
Newton stratum in Shimura varieties.
• The affine Deligne-Lusztig variety Xw(b), in general, may contain infinitely many
irreducible components. The intersection I˘w˙I˘ ∩ [b], on the other hand, has only
finitely many irreducible components.
Except these differences, the method we use to study affine Deligne-Lusztig varieties
and the intersection I˘w˙I˘ ∩[b] are similar. In [He14] we develop a reduction method to
study affine Deligne-Lusztig varieties, and give a connection between affine Deligne-
Lusztig varieties and class polynomials of the associated affine Hecke algebras. The
method and the result remain valid, mutatis mutandis, for our new model I˘w˙I˘ ∩[b] as
well. The key idea is to do the reduction on I˘w˙I˘ by σ-conjugation using a sequence
of conjugations by simple reflections in affine Weyl group which weakly decrease the
length.
After establishing the connection between the intersection I˘w˙I˘ ∩ [b] and class poly-
nomials, we discuss several situations where the explicit non-emptiness pattern and/or
dimension formula are established, including:
• The non-emptiness pattern and dimension formula of K˘ǫµK˘ ∩ [b] for any special
maximal parahoric subgroup K˘.
• The non-emptiness pattern of I˘w˙I˘ ∩ [b] for basic σ-conjugacy class [b].
• The dimension formula of I˘w˙I˘ ∩ [b] for basic σ-conjugacy class [b] and an element
w in the Shrunken Weyl chamber.
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• The non-emptiness pattern and dimension formula of I˘w˙I˘ ∩ [ǫµ] for a residually
split group and an element w in the very Shrunken Weyl chamber.
• The non-emptiness pattern of K˘Adm(µ)KK˘ ∩ [b] for any parahoric subgroup K˘.
0.5. Now we move to a different topic, the affine Hecke algebras.
A basic philosophy in representation theory is that characters tell all. This is the
case for finite groups. What happens for affine Hecke algebras?
In Part III, we will discuss the case for affine Hecke algebras. The strategy is to
first understand the cocenter of affine Hecke algebras, and then to investigate how
the cocenter controls (both the ordinary and the modular) representations.
An affine Hecke algebra, is a deformation of the group algebra of an affine Weyl
group. The cocenter of the group algebra, is very simple. The elements in the same
conjugacy class have the same image in the cocenter and the cocenter has a standard
basis indexed by conjugacy classes.
For affine Hecke algebras, the situation is more complicated. The elements in
the same conjugacy class may not have the same image in the cocenter. In order to
understand the cocenter of affine Hecke algebras, in addition to conjugacy classes, one
also need to take into account the length of the elements inside the given conjugacy
class. The upshot is that the cocenter still has a standard basis indexed by conjugacy
classes, but they are the image of minimal length elements in the conjugacy class, not
arbitrary element compared to the group algebra case.
Start from an element, not necessarily of minimal length in its conjugacy class, we
have a reduction method to reach (possibly more than one) minimal length elements
and write the image of this element in the cocenter as a linear combination of the
standard basis, with coefficient the so-called class polynomials. In other words, class
polynomials encode the information of the reduction method, which is used both in
the study of cocenter of affine Hecke algebras and in the study of the intersection
I˘w˙I˘ ∩ [b]. This is the reason that the algebraic object class polynomial is a powerful
tool to study the geometric object I˘w˙I˘ ∩ [b].
Back to representation theory, one difficulty is that there are infinitely many conju-
gacy classes of affine Weyl groups as well as infinitely many irreducible representations
of affine Hecke algebras. Motivated by the basic σ-conjugacy classes of G(F˘ ), we have
a parametrization of conjugacy classes in terms of their Newton points, and there is a
way to reduce any conjugacy class to a conjugacy class with a central Newton point.
This leads to the definition of rigid cocenter and rigid quotient of the Grothendieck
group of the representations of affine Hecke algebras. The main theorem in [CHx]
is that the trace map induces a perfect pairing between the rigid cocenter and the
rigid quotient for affine Hecke algebras with generic parameters. This result leads to
the density Theorem and trace Paley-Wiener theorem on the relation between the
cocenter and representations of affine Hecke algebras.
We expect that the rigid cocenter also plays a key role in the study of modular
representations of affine Hecke algebras, and we propose two conjectures:
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• The naive kernel conjecture, which predicts how the density theorem fails for affine
Hecke algebras at roots of unity and in positive characteristic;
• The rigid determinant conjecture, which predicts the deformation of the represen-
tations with respect to the change of (generic) parameters.
0.6. Most of the results in this note are known by now (although scattered around
the literature, with some mild assumption). However, we take this opportunity to
present a few new materials, as well as remove some unnecessarily assumptions from
the old results in the literature, including:
• Some results on the minimal length elements and partial order on the partial con-
jugacy classes for an affine Weyl group action (by conjugation) on a Coxeter group.
See Theorem 1.14 and Proposition 1.27.
• A parametrization of conjugacy classes of extended affine Weyl groups in terms of
standard quadruples. See Theorem 1.19.
• The use of I˘w˙I˘ ∩ [b] as a group-theoretic model to study some stratifications of
Shimura varieties. See §2.12.
• The non-emptiness pattern and dimension formula for K˘ǫµK˘∩[b] for special maximal
parahoric subgroup K˘ (in the literature, it is only stated for hyperspecial maximal
parahoric subgroups). See Theorem 2.24 and Theorem 2.29.
• The dimension formula for I˘w˙I˘ ∩ [b] for basic [b] and w in the Shrunken Weyl
chamber (in the literature, it is only stated for residually split groups). See Theorem
2.31.
• The non-emptiness pattern and dimension formula for I˘w˙I˘ ∩ [ǫµ] for G a residually
split group and w in the very Shrunken Weyl chamber. See Theorem 2.34.
• The naive kernel conjecture 3.13 and the rigid determinant conjecture 3.16 of affine
Hecke algebras.
I am grateful to G. Lusztig for all he has taught me about the algebraic groups and
Weyl groups over the years. Without his big influence this project would never be
initiated. In more recent times, I also learned a lot from J. Adams, D. Ciubotaru, U.
Go¨rtz, T. Haines, J. Michel, S. Nie, X. Zhu, and especially M. Rapoport, who teaches
me Shimura varieties. I am happy to express my gratitude to all of them. This
survey aticle is written as an extended note of the talk at the Current Developments
in Mathematics conferernce 2015 at Harvard. I thank the organizers for the invitation,
and for the opportunity to write this survey. I also thank J. Adams, U. Go¨rtz and
T. Haines for their remarks on a preliminary version of this note. My research is
partially supported by NSF grant DMS-1463852.
1. Part I: Combinatorics of affine Weyl groups
1.1. Coxeter groups. A Coxeter system is a pair (W, S), where S is a finite set and
W is the group generated by the elements in S, subject to certain relations. First,
we have s2 = 1 for all s ∈ S. We call the elements in S the simple reflections of W .
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Next, we have relations between two elements s 6= t in S. Let mst ∈ {2, 3, · · · } ∪ {∞}
be the order of st. Since s and t have order 2, we have
sts · · · = tst · · · ,
where both sides have exactly mst factors. If mst = 2, then st = ts, i.e., the two
simple reflections s and t commute. If mst = 3, then s and t satisfy the Artin’s braid
relation sts = tst. If mst =∞, then there is no relation between s and t.
In additional to the group structure, the length function ℓ : W → N plays a crucial
role in this note. Here for any w ∈ W , ℓ(w) is the minimal integer n such that
w = s1 · · · sn, where si ∈ S.
Weyl groups (both finite and affine) are important examples of Coxeter groups.
They play a crucial role in the study of Lie groups and p-adic groups. Now let me
give two examples.
Example 1.1. Let W = Sn be the symmetry group of {1, 2, · · · , n}. It is the Weyl
group of GLn(C). It is a Coxeter group with the generators si = (i, i+1) for 1 6 i 6
n− 1. We have a presentation of W in terms of generators and relations:
W = 〈s1, · · · , sn−1 | s
2
i = 1, sisi+1si = si+1sisi+1, sisj = sjsi if |i− j| > 2〉.
The length function is given by
ℓ(σ) = ♯{(i, j); 1 6 i < j 6 n; σ(i) > σ(j)}.
Example 1.2. Let W˜ = Zn ⋊ Sn, where Sn acts on Zn by permutation. This is the
Iwahori-Weyl group of GLn(Qp). Following [Lu03, 1.12], we may realize W as the
group of periodic permutations on Z, i.e., the permutations f : Z → Z such that
f(z + n) = f(z) + n for all z ∈ Z. Define χ : W → Z by χ(f) =
∑n
z=1(f(z)− z) and
Wa = ker(χ). Then Wa is a Coxeter group with the generators si for i = 0, 1, · · ·n−1,
where si : Z→ Z is defined by
si(z) =


z + 1, if z ≡ i mod n;
z − 1, if z ≡ i+ 1 mod n;
z, otherwise.
The order mij of sisj is given as follows:
If n = 2, then m01 =∞.
If n > 3, then mij =
{
3, if i− j ≡ ±1 mod n;
2, otherwise.
.
The group W˜ is not a Coxeter group. But it is almost as good as a Coxeter group.
We may realize W˜ as
W˜ = Wa ⋊ Ω.
Here Ω ∼= Z is the group generated by τ ∈ W˜ , where τ(m) = m + 1 for all m ∈ Z.
There is a length function ℓ on W˜ , defined by
ℓ(σ) = ♯(Yσ/τn),
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where Yσ = {(i, j) ∈ Z×Z; i < j, σ(i) > σ(j)} and Yσ/τn is the (finite) set of τn-orbits
on Yσ for the τn action given by (i, j) 7→ (i+ n, j + n).
The restriction of this length function to Wa is the length function of the Coxeter
group Wa. The subgroup Ω of W˜ is the subgroup of length-zero elements.
1.2. Weakly length-decreasing sequences. Let (W, S) be a Coxeter system. For
any J ⊂ S, let WJ be the subgroup of W generated by J . Then (WJ , J) is again a
Coxeter system. The two extreme cases are W (for J = S) and {1} (for J = ∅).
Let O be aWJ -orbit onW for a given WJ -action. We are interested in the relations
between the elements, together with their length, in this orbit. More specifically, we
would like to have the following property:
Red-Min: For any w ∈ W , there exists a sequence of simple reflections s1, · · · , sk ∈
J such that
• For any 1 6 i 6 k, ℓ(sisi−1 · · · s1 · w) 6 ℓ(si−1 · · · s1 · w);
• The element sksk−1 · · · s1 · w is of minimal length among all the elements in O.
If this property holds, then one may reduce the questions on any element w in O
to the questions on the minimal length elements in O via the inductive step:
w1  s · w1 for some s ∈ S with ℓ(s · w1) 6 ℓ(w1).
This reduction method plays an important role in the study of many problems related
to Coxeter groups.
Example 1.3. We consider the action ofWJ onW by left multiplication. Let
JW be
the set of elements w inW of minimal length in the cosets WJw. Then each WJ -orbit
contains a unique element x in JW . Moreover, ℓ(wx) = ℓ(w) + ℓ(x) for any w ∈ WJ .
In particular, x is the unique minimal length element in the WJ -orbit of x. Using
the structure of the Coxeter group WJ , it is easy to see that the Red-Min property
holds for this orbit.
1.3. Conjugation by simple reflections. We are especially interested in the con-
jugation action of W and the partial conjugation action (of WJ) on W .
Conjugacy classes ofW play an important role in the study of representations ofW
and representations of the corresponding Hecke algebra, which is a deformations of
the group algebra of W . They also play an important role in the study of conjugacy
classes of algebraic groups and p-adic groups.
The WJ -conjugacy classes in W , for finite and affine Weyl groups W and their
proper subgroups WJ , are closely related to the conjugation action of parabolic sub-
groups on algebraic groups and to the conjugacy action of parahoric subgroups on
p-adic groups. They also have important application to arithmetic geometry and to
representation theory.
We are going to discuss the applications in more details in Part II and in Part III.
We first investigate a few examples of the elements in a fixed conjugacy class of W
and discuss some nice properties.
Example 1.4. Let W = S5 and C be the conjugacy class of 5-cycles. Then ♯C =
4! = 24 and the lengths of elements in C are 4, 6 or 8.
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Let w = (12345) and w′ = (12453) be elements in C of minimal length. They are
related via
w = (12345)
s1
≈ (21345)
s2
≈ (31245) = w′.
Here ≈ means conjugation by simple reflections which preserve the length.
Suppose we start with an element of C not of minimal length, say w′′ = (14235).
Then w′′ is related to a minimal length element in C via
w′′ = (14235)
s3−→ (13245)
s2−→ (12345) = w.
Here→ means conjugation by simple reflections which weakly decrease the length.
Example 1.5. Let W = S5 and C be the conjugacy class of transpositions. The
minimal length elements in C are the simple reflections. They are not ≈-equivalent
to each other. However, they are still ∼-equivalent. Here ∼-equivalent means that
the corresponding elements in the associated Braid group are conjugate.
Now let us investigate two examples of partial-conjugacy classes in W . Although
left multiplication by WJ and conjugate by WJ are very different, the elements in
JW
still play a crucial role in the study of the conjugation action of WJ on W .
The following example is a WJ -conjugacy class that contains an element in
JW .
Example 1.6. Let W = S4 and J = {2, 3}.
Let w = s1s2s3 ∈
JW and w′ = s2s3s2s1s2 be an element in the WJ -orbit of w.
The element w′ has larger length than w and w′ is related to w via
w′ = s2s3s2s1s2
s2−→ s3s2s1
s3−→ s2s3s1
s2−→ s3s1s2
s3−→ s1s2s3 = w.
The next example is aWJ -conjugacy class that does not contain an element in
JW .
Example 1.7. Let W = S5 and J = {1, 3, 4}.
Let w = s4s3s2s1s3s2s4. It is not of minimal length in its WJ -orbit. We have
w = s4s3s2s1s3s2s4
s4−→ s3s2s1s3s2
s3−→ s1s2s1s3s2
s1−→ s3s2s1s3s2.
The elements s1s2s1s3s2 and s3s2s1s3s2 are of minimal length in the WJ -orbit of
w. Notice that these two elements have the same JW -part x = s2s1s3s2 ∈
JW and
prefix s1 and s3 are elements in WJ conjugate to each other by the element x.
1.4. ∼-equivalence and ≈-equivalence. Conjugacy classes of W play an impor-
tant role in the study of split groups. Twisted conjugacy classes, on the other hand,
play a similar role in the study of non-split groups. In the sequel, we will not only
consider the conjugation action, but will consider the twisted conjugation action as
well.
Now let us introduce some notation.
Let (W, S) be a Coxeter system and J, J ′ ⊂ S. Let δ : WJ → WJ ′ be a group
automorphism such that δ(J) = J ′. We consider the δ-twisted partial conjugation of
WJ on W defined by
w ·δ w
′ = ww′δ(w)−1.
10 X. HE
We denote by (WJ)δ = {(w, δ(w));w ∈ WJ} ⊂ W ×W the δ-graph of WJ . We
denote byW/(WJ)δ the set of δ-twistedWJ -conjugacy classes ofW . If δ is the identity
map, we may write (WJ)∆ for (WJ)δ.
Let w,w′ ∈ W . We write w →J,δ w
′ if there exists a sequence of simple reflections
s1, · · · , sk ∈ J such that
• w′ = sksk−1 · · · s1 ·δ w;
• for any 1 6 i 6 k, ℓ(sisi−1 · · · s1 ·δ w) 6 ℓ(si−1 · · · s1 ·δ w).
We write w ≈J,δ w
′ if w →J,δ w
′ and w′ →J,δ w.
As we have seen in the above examples, a δ-twisted WJ -conjugacy class O of W
may contain more than one minimal length elements. We denote by Omin the set of
minimal length elements in O and by ℓ(O) the length of w for any w ∈ Omin. Now
we introduce some equivalence relations between the elements in Omin.
We write w ∼J,δ w
′ if there exists a sequence of elements x1, · · · , xk ∈ WJ such
that w′ = xkxk−1 · · ·x1 ·δ w and for any 1 6 i 6 k,
• ℓ(xixi−1 · · ·x1 ·δ w) = ℓ(w);
• ℓ(xixi−1 · · ·x1wδ(xi−1xi−2 · · ·x1)
−1) or ℓ(xi−1xi−2 · · ·x1wδ(xixi−1 · · ·x1)
−1) equals
ℓ(w) + ℓ(xi).
Note that both ∼J,δ and ≈J,δ are equivalence relations and for w,w
′ ∈ W ,
w ≈J,δ w
′ =⇒ w ∼J,δ w
′ =⇒ w′ ∈ WJ ·δ w and ℓ(w) = ℓ(w
′).
But the converse, in general, does not hold.
If δ is the identity map, then we omit δ in the under script. If J = S, then we omit
J in the under script.
1.5. The discovery of Geck and Pfeiffer.
1.5.1. Minimal length elements in a finite Coxeter group. In the study of characters
of finite Hecke algebras, Geck and Pfeiffer [GP93] discovers that the minimal length
elements in a given conjugacy class of a finite Weyl group has remarkable properties.
Theorem 1.8. Let W be a finite Coxeter group and δ : W →W is a group automor-
phism with δ(S) = S. Let O ∈ W/Wδ. Then
(1) Red-Min property holds for O.
(2) Omin is a single ∼δ-equivalence class.
(3) If moreover, O is elliptic, i.e. O ∩WJ = ∅ for any J = δ(J) $ S, then Omin is a
single ≈δ-equivalence class.
Part (1) and (2) for the ordinary conjugacy classes of a finite Weyl group are
first proved by Geck and Pfeiffer in [GP93, Theorem 1.1]. The ordinary conjugacy
classes for any finite Coxeter groups (including the non-crystallographic types) are
studied in [GP00], where Part (3) is also proved. Part (1) and (2) for the twisted
conjugacy classes of a finite Coxeter group are obtained by Geck, Kim and Pfeiffer
in [GKP00, Theorem 2.6]. Part (3) for the twisted conjugacy classes is established in
[He07b, Theorem 7.5]. The proofs in these paper involve a case-by-case analysis. A
conceptual proof is found recently in [HN12].
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1.5.2. Parametrization of the conjugacy classes of a finite Coxeter group. Let O be
a δ-twisted conjugacy class of W . Let J be a minimal δ-stable subset of S with
O ∩WJ 6= ∅. Then by definition, O ∩WJ is a union of δ-twisted elliptic conjugacy
classes of WJ . A nice property is that the elliptic classes never fuse.
Theorem 1.9. Let O be a δ-twisted conjugacy class of W . Let J be a minimal δ-
stable subset of S with O ∩WJ∅. Then O ∩WJ is a single δ-twisted conjugacy class
of WJ .
For ordinary conjugacy classes, it is due to Geck and Pfeiffer in [GP00, Theorem
3.2.11]. The general case is in [CH16, Theorem 2.3.4].
Now we give a parametrization of W/Wδ in terms of parabolic subgroups WJ and
their elliptic conjugacy classes. Set
Γδ = {(J, C); J ⊂ S with δ(J) = J, C is an elliptic δ-twisted conjugacy class of WJ}.
We say that the pairs (J, C) and (J ′, C ′) in Γδ are equivalent if there exits x ∈ W
δ
such that J ′ = xJx−1 and C ′ = xCx−1. The following result is obtained in [CH16,
Proposition 2.4.1].
Proposition 1.10. Let W be a finite Coxeter group. The map
f : Γδ −→W/Wδ, (J, C) 7−→W ·δ C
induces a bijection between the equivalence classes of Γδ and the set of δ-twisted con-
jugacy classes of W .
1.6. Partial conjugation action. Let (W, S) be a Coxeter system and J, J ′ ⊂ S.
Let δ : WJ → WJ ′ such that δ(J) = J
′. We call a δ-twisted WJ -conjugacy class
distinguished if it contains an element in JW . As we have seen from Example 1.6 and
example 1.7, one may relate any δ-twisted WJ -conjugacy class to a distinguished one.
To make it precise, let me first introduce some notation.
For w ∈ JW , we write Ad(w)δ(J) = J if for any simple reflection s ∈ J , there
exists a simple reflection s′ ∈ J such that wδ(s)w−1 = s′. In this case, w ∈ JW δ(J).
It is easy to see that for any J1, J2 ⊂ S, and w ∈ J1∪J2W˜ , if Ad(w)δ(Ji) = Ji for
i = 1, 2, then Ad(w)δ(J1 ∪ J2) = J1 ∪ J2. Thus for any J ⊂ S and w ∈ JW , the set
{J ′ ⊂ J | Ad(w)δ(J ′) = J ′} contains a unique maximal element. We set
I(J, w, δ) = max{J ′ ⊂ J | Ad(w)δ(J ′) = J ′}.
Example 1.11. Let W = S4, J = {2, 3} and w = s1s2s3. Then I(J, w, id) = ∅.
Let W = S5, J = {1, 3, 4} and w = s2s1s3s2. Then I(J, w, id) = {1, 3}.
The classification of δ-twisted WJ -conjugacy classes of W is obtained in [He07b,
Section 2].
Theorem 1.12. We have
(1) W = ⊔w∈JWWJ ·δ (WI(J,w,δ)w).
(2) For any w ∈ JW , the inclusion WI(J,w,δ) → WJ ·δ (WI(J,w,δ)w) induces a natural
bijection between the Ad(w) ◦ δ-twisted conjugacy classes C on WI(J,w,δ) and the δ-
twisted WJ -conjugacy classes O on WJ ·δ (WI(J,w,δ)w).
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We also have the following relation between the minimal length elements of C and
of O. This is proved in [He07b, §3].
Theorem 1.13. Let w ∈ JW and C be a Ad(w)◦δ-twisted conjugacy class inWI(J,w,δ).
Let O = WJ ·δ (Cw). Then
(1) For any x ∈ O, there exists u ∈ C such that x→J,δ uw.
(2) If C satisfies the Red-Min property, then so is O.
(3) If Cmin is a single ∼Ad(w)◦δ-equivalence class, then Omin is a single ∼δ-equivalence
class.
(4) If Cmin is a single ≈Ad(w)◦δ-equivalence class, then Omin is a single ≈δ-equivalence
class.
In particular, we have
Theorem 1.14. Suppose that WJ is a finite Coxeter group or an affine Weyl group.
Let O be a δ-twisted WJ -conjugacy class of W . Then
(1) Red-Min property holds for O.
(2) Omin is a single ∼δ-equivalence class.
(3) If moreover, O is distinguished, then Omin is a single ≈δ-equivalence class.
The case whereWJ is a finite Coxeter group is obtained in [He07b, §3] by combining
Theorem 1.13 with Theorem 1.8. A different proof is obtained by Nie in [Ni13]. The
case where WJ is an affine Weyl group can be obtained in the same way by using
Theorem 1.17 we are going to discuss instead of Theorem 1.8.
1.7. Affine Weyl groups.
1.7.1. Definition. We first recall the definition of affine Weyl groups.
Let R = (X∗, X∗, R, R
∨,Π) be a based reduced root datum, i.e., X∗ and X∗ are
free abelian groups of finite rank together with a perfect pairing 〈 , 〉 : X∗×X∗ → Z,
R ⊂ X∗ is the set of roots, R∨ ⊂ X∗ is the set of coroots and Π ⊂ R is the set of
simple roots. Let V = X∗ ⊗ R. For any α ∈ R, we have a reflection sα on V defined
by sα(x) = x− 〈α, x〉α
∨. For any α ∈ R and k ∈ Z, we have an affine root α˜ = α+ k
and an affine reflection sα˜ on V defined by sα˜(x) = x− (〈α, x〉+ k)α
∨.
The finite Weyl group W0 is the subgroup of GL(V ) generated by sα for α ∈ R.
The affine Weyl group and the extended affine Weyl group are defined by
Wa = ZR∨ ⋊W0, W˜ = X∗ ⋊W0.
Let Aff(V ) be the group of affine transformations on V . We may identify W˜ with the
subgroup of Aff(V ) generated by tλ for λ ∈ X∗ and W0, where t
λ is the translation
v 7→ v− λ on V . We may also identify Wa with the subgroup of Aff(V ) generated by
sα˜, where α˜ runs over all the affine roots.
The set Π of simple roots determines the set R+ of positive roots, the dominant
chamber
C = {x ∈ V ; 〈α, x〉 > 0 for all α ∈ Π},
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the anti-dominant chamber
C− = {x ∈ V ; 〈α, x〉 < 0 for all α ∈ Π}
and the base alcove
a = {x ∈ V ;−1 < 〈α, x〉 < 0 for all x ∈ R+} ⊂ C
−.
Let S0 = {sα;α ∈ Π}. Then (W0, S0) is a Coxeter system. Let S˜ be the set of
sα˜, where the hyperplane Hα˜ = V
α˜ is a wall of a. Then (Wa, S˜) is again a Coxeter
system.
The length of an element in W˜ is the number of walls between the base alcove a
and the image of a under the action of that element. The explicit formula for length
function is given by Iwahori and Matsumoto in [IM65]: for λ ∈ X∗ and w ∈ W0.
ℓ(tλw) =
∑
α∈R+,w−1(α)∈R+
|〈α, λ〉|+
∑
α∈R+,w−1(α)∈R−
|〈α, λ〉 − 1|.
This length function extends the length function of the Coxeter group Wa and we
have a semi-direct product
W˜ = Wa ⋊ Ω,
where Ω = {w ∈ W˜ ; ℓ(w) = 0} is the stabilizer of the base alcove a.
The definitions in §1.4 still make sense for W˜ . The only modification that we need
is the definition of ≈-equivalence relation on W˜ . We write w ≈δ w
′ if there exists
τ ∈ Ω such that w →δ τw
′δ(τ)−1 and τw′δ(τ)−1 →δ w.
For any J ⊂ Π, set W˜J = X∗⋊WJ . We call W˜J a parabolic subgroup of W˜ . This is
the extended affineWeyl group associated to the root datum RJ = (X
∗, X∗, RJ , R
∨
J , J),
where RJ ⊂ R is the sub root system spanned by the roots in J and R
∨
J ⊂ R
∨ is the
set of corresponding coroots.
For any K $ S˜ with WK finite, we call WK a parahoric subgroup of W˜ .
1.7.2. Arithmetic invariants. Let δ : W˜ → W˜ be a group automorphism with δ(S˜) =
S˜. We first discuss the classification of δ-twisted conjugacy classes of W˜ . Motivated
by Kottwitz’s work [Ko85] and [Ko97], we introduce two arithmetic invariants.
Since δ preserve the length function on W˜ , we have δ(Ω) = Ω. Let Ωδ be the set of
δ-coinvariants on Ω. The Kottwitz map κ = κW˜ ,δ : W˜ → Ωδ is obtained by composing
the natural projection map W˜ → W˜/Wa ∼= Ω with the projection map Ω→ Ωδ. It is
constant on each δ-twisted conjugacy class of W˜ . This gives one invariant.
Another invariant is given by the Newton map. For any w ∈ W˜ , we regard the
element wδ as an element in Aff(V ). There exists n ∈ N such that (wδ)n = tξ for some
ξ ∈ X∗. Let νw,δ = ξ/n and ν¯w,δ ∈ C be the unique dominant element in the W0-orbit
of νw,δ. We call ν¯w,δ the Newton point of w (with respect to the δ-conjugation action).
It is known that νw,δ is independent of the choice of n and ν¯w,δ = ν¯w′,δ if w and w
′
are δ-conjugate. Let O be a δ-twisted conjugacy class. We write νO = ν¯w,δ for any
w ∈ O and we call νO the Newton point of O.
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Define a map
f : W˜/(W˜ )δ −→ Ωδ × C, w 7−→ (κ(O), νO).
This map is not surjective. The Newton point of an element w ∈ W˜ is a rational
dominant coweight satisfying an integrality conditions. The map is not injective,
either. Any δ-twisted conjugacy class that intersects a parahoric subgroup is mapped
to (1, 0). However, there is a nice lifting of Im(f) in W˜/(W˜ )δ. This is given in terms
of straight δ-twisted conjugacy classes. We will discuss it in the next subsection.
1.8. Straight and non-straight conjugacy classes.
1.8.1. Definition. Let w ∈ W˜ . We say that w is δ-straight if ℓ(wδ(w) · · · δn−1(w)) =
nℓ(w) for all n ∈ N. We may formulate it in a slightly different way. Regard δ as an
element in the group W˜ ⋊ 〈δ〉 and extend the length function from W˜ to W˜ ⋊ 〈δ〉 by
requiring ℓ(δ) = 0. Then (wδ)n = wδ(w) · · · δn−1(w)δn ∈ W˜ ⋊ 〈δ〉 and w is δ-straight
if and only if ℓ((wδ)n) = nℓ(w) for all n ∈ N. By [He14, §2.4], w is δ-straight if
and only if ℓ(w) = 〈2ρ, ν¯w,δ〉, where ρ is the half sum of positive roots in R. We say
that a δ-twisted conjugacy O of W˜ is straight if it contains a δ-straight element. The
following result is obtained in [HN14, Theorem 3.3].
Theorem 1.15. The map f : W˜/W˜δ → Ωδ ×C induces a bijection between the set of
straight δ-twisted conjugacy classes and Im(f).
Note that in a straight δ-twisted conjugacy class O, the set of minimal length
elements are exactly the set of δ-straight element in it. Moreover, if O′ is another
δ-twisted conjugacy classes with f(O′) = f(O), then ℓ(w′) > 〈2ρ, νO〉 for any w ∈ O
′.
1.8.2. Minimal length elements. We have seen in §1.6 that the map from non-distinguished
δ-twisted WJ -conjugacy classes to distinguished δ-twisted WJ -conjugacy classes is
“compatible” with the length function. There is a similar relation between non-
straight conjugacy classes and straight conjugacy classes of W˜ . It is proved in [HN14,
Proposition 2.7].
Theorem 1.16. Let O ∈ W˜/(W˜ )δ and O
′ be a straight δ-twisted conjugacy class with
f(O) = f(O′). Then for any w ∈ O, there exists a triple (x,K, u) with w →δ ux,
where x is a δ-straight element in O′, K is a subset of S˜ such that WK finite, x ∈ KW˜
and Ad(x)δ(K) = K, and u is an element in WK .
The following result is obtained in [HN14, Theorem 2.9] by combining Theorem
1.16 with Theorem 1.8.
Theorem 1.17. Let W be an affine group and δ : W → W is a group automorphism
with δ(S) = S. Let O ∈ W/Wδ. Then
(1) Red-Min property holds for O.
(2) Omin is a single ∼δ-equivalence class.
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In each distinguished δ-twisted WJ -conjugacy classes, we have a canonical minimal
length element, i.e., the element in that conjugacy class that is also of minimal length
with respect to the left multiplication ofWJ . The straight δ-twisted conjugacy classes,
in general, does not have such a canonical choice of minimal length element. However,
all the minimal length elements in a given straight δ-twisted conjugacy class still form
a single ≈-equivalence class. This is proved in [HN14, Theorem 3.8].
Theorem 1.18. Let O be a straight δ-twisted conjugacy class of W˜ . Then Omin is a
single ≈δ-equivalence class.
1.8.3. Standard quadruples. In this subsection, we give standard representative for
the straight δ-twisted conjugacy classes and give a parametrization of the δ-twisted
conjugacy classes.
For J ⊂ Π, set
aJ = {x ∈ V ;−1 < 〈α, x〉 < 0 for all α ∈ RJ,+}.
Let J˜ be the set of simple reflections of the W˜J , in other words, J˜ consists of the
reflections sα, where the hyperplanes Hα is a wall of aJ . We denote by ℓJ the length
function on the quasi-Coxeter group W˜J and by ΩJ ⊂ W˜J the stabilizer of aJ . Note
that ℓJ is different from the restriction to W˜J of the length function ℓ on W˜ .
We say that (J, x,K,C) is a standard quadruple if
(1) J ⊂ Π with δ0(J) = J , where δ0 ∈ GL(V ) is the linear part of δ ∈ Aff(V );
(2) Ad(x) ◦ δ normalizes W˜J and induces a permutation on the sef of affine simple
reflections of W˜J and 〈α, νx〉 > 0 for all α ∈ Π− J ;
(3) K ⊂ J˜ with WK finite and Ad(x)δ(K) = K.
(4) C is an elliptic Ad(x) ◦ δ-twisted conjugacy class of WK .
Note that the condition (2) implies that J is the subset of Π consisting of sim-
ple roots α with 〈α, νx,δ〉 = 0. In other words, J is determined by the element x.
Similarly, C is contained in the affine Weyl group WJ,a of the root datum RJ and
K is determined by C by taking the support of any element in C. It is also worth
mentioning that νx,δ is dominant and νux,δ = νx,δ for any u ∈ C.
Let Γ˜δ be the set of standard quadruples. We say that the standard quadruples
(J, x,K,C) and (J ′, x′, K ′, C ′) are equivalent in W˜ if J = J ′, there exists τ ∈ ΩJ with
x′ = τxδ(τ)−1 and there exists w ∈ W˜J with x
′δ(w)(x′)−1 = w and C ′ = wτC(wτ)−1.
Theorem 1.19. Let W˜ be an extended affine Weyl group. The map
f : Γ˜δ −→ W˜/W˜δ, (J, x,K,C) 7−→ W˜ ·δ Cx
induces a bijection between the equivalence classes of standard quadruples and the set
of δ-twisted conjugacy classes of W˜ .
Moreover, a δ-twisted conjugacy class of W˜ is straight if and only if the standard
quadruples corresponding to it are of the form (J, x, ∅, {1}).
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Remark 1.20. (1) Let (J, x,K,C) be a standard quadruples. Note that for w,w′ ∈
C, wx and w′x are δ-conjugate by an element in WK ⊂ W˜ . Thus W˜ ·δ Cx is a single
δ-twisted conjugacy class of W˜ .
(2) A different parametrization is given in [HN15, Proposition 5.8]. It is more
convenient to use this parameterization in the study of cocenter and representations
of affine Hecke algebras.
(3) For any standard quadruple (J, x,K,C), x is contained in a straight δ-twisted
conjugacy class of W˜ , but x may not be a δ-straight element.
Proof. We first show that every δ-twisted conjugacy class O of W˜ comes from a
standard quadruple. By Theorem 1.16, there exists a triple (x,K, u) with ux ∈ Omin,
where x is a δ-straight element, K is a subset of S˜ such that WK finite, x ∈ KW˜ and
Ad(x)δ(K) = K, and u is an element in WK . We may assume furthermore that K is
the smallest subset of S˜ that is Ad(x) ◦ δ-stable and contains supp(u).
Let J = {α ∈ Π; 〈α, ν¯x,δ〉 = 0} and z ∈
JW0 with z(νx,δ) = ν¯x,δ. Let x
′ =
zxδ(z)−1, K ′ = z(K) and C be the Ad(x) ◦ δ-twisted conjugacy class of WK ′ that
contains zuz−1. Since x is a δ-straight element, x′ is a length-zero element in W˜J .
As explained in [HNx, §3.3], z(K) ⊂ J˜ . By the smallest assumption on K, C is an
elliptic Ad(x)◦δ-twisted conjugacy class ofWK . Therefore (J, x
′, K ′, C) is a standard
quadruple associated to O.
Now let (J1, x1, K1, C1), (J2, x2, K2, C2) be standard quadruples associated to the
same δ-twisted conjugacy class O of W˜ . Then νx1,δ = νx2,δ = νO and k(x1) = k(x1) =
k(O). Thus J1 = J2 and by Theorem 1.15, x1 and x2 are in the same straight δ-twisted
conjugacy class.
Set J = J1. Let ui ∈ Ci. Let w ∈ W˜ such that u2x2 = wu1x1δ(w)
−1. Since
w(νx1,δ) = νx2,δ = νx1,δ, we have w ∈ W˜J . We write w as w = w1τ , where w1 ∈ WJ,a
and τ is a length-zero element of W˜J . Then we have x2 = τx1δ(τ)
−1 as an element
in ΩJ . Set K
′
2 = Ad(τ)(K1) and C
′
2 = Ad(τ)(C1). Then (J, x2, K
′
2, C
′
2) is a standard
quadruple and (J, x2, K
′
2, C
′
2) is equivalent to (J, x1, K1, C1).
We have that C2x2 and C
′
2x2 are in the same δ-conjugacy class of W˜J . In other
words, C2 and C
′
2 are in the same δ
′-twisted conjugacy class of W˜J , where δ
′ =
Ad(x2)◦ δ. Set VJ = R
∨
J ⊗ZR. For any u2 ∈ C2, V
u2δ′
J is spanned by the coweights ω
∨
j
for j /∈ K2. For any u
′
2 ∈ C
′
2, V
u′2δ
′
J is spanned by the coweights ω
∨
j for j /∈ K
′
2. Since
C2 and C
′
2 are in the same δ
′-conjugacy class, by [CH16, Proposition 2.4.1] there exists
w2 ∈ W˜J with δ
′(w2) = w2 and Ad(w2)(K2) = K
′
2. Then C
′
2 and w2C2w
−1
2 are both
elliptic δ′-twisted conjugacy classes of WK ′
2
with the same characteristic polynomials
and the same minimal length. By [He07b, Theorem 7.5], C ′2 = w2C2w
−1
2 .
The “moreover” part is proved in [HN14, Proposition 3.2]. 
1.8.4. Examples. In this subsection, we give two examples, the extended affine Weyl
groups associated to GL3 and SL3, and their conjugacy classes.
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Example 1.21. Let us consider the based root datum of GL3. Then X
∗ = Ze1 ⊕
Ze2 ⊕ Ze3 ∼= Z3 and X∗ = Ze∨1 ⊕ Ze
∨
2 ⊕ Ze
∨
3
∼= Z3, where 〈ei, e∨j 〉 = δij . The simple
roots are α1 = e1 − e2 and α2 = e2 − e3.
Let W˜ be the extended affine Weyl group associated to this root datum and δ be
the identity map on W˜ . Let O be a conjugacy class of W˜ . The Newton point of O is
an element (a1, a2, a3) ∈ Q3 with a1 > a2 > a3 that satisfies the integrality condition:
For any c ∈ Q, c ♯{i; ai = c} ∈ Z.
The image of O under the Kottwitz map is determined by the Newton point
κ(O) = a1 + a2 + a3 ∈ Z ∼= Ω.
In Table 1, we list the number of conjugacy classes with given Newton point
(a1, a2, a3), and the associated standard quadruples.
Table 1. Conjugacy classes of extended affine Weyl group of GL3
Conditions on (a1, a2, a3) Number Standard quadruples
a1 > a2 > a3 1 (∅, t
(a1,a2,a3), ∅, {1})
a1 = a2 > a3
a1 ∈ Z 2
({1}, t(a1,a2,a3), ∅, {1})
({1}, t(a1,a2,a3), {1}, {s1})
a1 = n+
1
2
1 ({1}, t(n+1,n,a3)s1, ∅, {1})
a1 > a2 = a3
a2 ∈ Z 2
({2}, t(a1,a2,a3), ∅, {1})
({2}, t(a1,a2,a3), {2}, {s2})
a2 = n+
1
2
1 ({2}, t(a1,n+1,n)s2, ∅, {1})
a1 = a2 = a3
a1 ∈ Z 3
({1, 2}, t(a1,a1,a1), ∅, {1})
({1, 2}, t(a1,a1,a1), {i}, {si}) for 0 6 i 6 2
({1, 2}, t(a1,a1,a1), {i, j}, {sisj, sjsi}) for 0 6 i < j 6 2
a1 = n+
1
3
1 ({1, 2}, t(n+1,n,n)s1s2, ∅, {1})
a1 = n+
2
3
1 ({1, 2}, t(n+1,n+1,n)s2s1, ∅, {1})
Example 1.22. Let us consider the based root datum of SL3. Here
V = {ae∨1 + be
∨
2 + ce
∨
3 ; a+ b+ c = 0}.
Let Wa be the associated affine Weyl group and δ be the identity map. Let O be a
conjugacy class of Wa. The Newton point of O is an element (a1, a2, a3) ∈ Q3 with
a1 > a2 > a3 and a1 + a2 + a3 = 0.
In Table 2, we list some information on the conjugacy classes of W˜ . Here the
difference from Table 1 comes from the fact that the element s0s1, s0s2 and s1s2 are
conjugate in W˜ , but not in Wa.
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Table 2. Conjugacy classes of the affine Weyl group of SL3
Conditions on (a1, a2, a3) Number Standard quadruples
a1 > a2 > a3 1 (∅, t
(a1,a2,a3), ∅, {1})
a1 = a2 > a3
a1 ∈ Z 2
({1}, t(a1,a2,a3), ∅, {1})
({1}, t(a1,a2,a3), {1}, {s1})
a1 = n+
1
2
1 ({1}, t(n+1,n,a3)s1, ∅, {1})
a1 > a2 = a3
a2 ∈ Z 2
({2}, t(a1,a2,a3), ∅, {1})
({2}, t(a1,a2,a3), {2}, {s2})
a2 = n+
1
2
1 ({2}, t(a1,n+1,n)s2, ∅, {1})
a1 = a2 = a3 = 0 5
({1, 2}, 1, ∅, {1})
({1, 2}, 1, {i}, {si}) for 0 6 i 6 2
({1, 2}, 1, {1, 2}, {s1s2, s2s1})
({1, 2}, 1, {0, 1}, {s1s0, s0s1})
({1, 2}, 1, {0, 2}, {s0s2, s2s0})
1.9. Weakly length-increasing sequences. Instead of considering the weakly length-
decreasing sequences as in §1.2, one may consider the weakly length-increasing se-
quences in a given twisted conjugacy class.
Let W be a finite Coxeter group and w0 be the longest element of W . Then the
map
W −→ W, w 7−→ ww0
is an order-reversing map and it sends δ-twisted conjugacy classes to Ad(w0) ◦ δ-
twisted conjugacy classes. Thus as a variation of Theorem 1.8 (1), we have
Theorem 1.23. Let W be a finite Coxeter group and O be a δ-twisted conjugacy class
of W . Let Omax be the set of maximal length elements in O. Then for any w ∈ O,
there exists w′ ∈ Omax with w
′ →δ w.
A similar statement holds for affine Weyl groups.
Theorem 1.24. Let W˜ be an extended affine group and O be a δ-twisted conjugacy
class of W˜ . Let w ∈ O. If w is not of maximal length in O, then there exists w′ ∈ O
with ℓ(w′) > ℓ(w) and w′ →δ w.
For ordinary conjugacy classes, this is proved by Rostami in [Ro16, Main Theorem
1.1]. The general case can be proved using the method in [HN14].
The maximal length elements and the weakly length-increasing sequences play a
role in the study of the center of Hecke algebras.
1.10. The quotient space W  (WJ)δ.
1.10.1. The quotient W  (WJ)δ. As we have seen in §1.6 and §1.8, some δ-twisted
WJ -conjugacy classes of W are special and any non-special conjugacy classes can be
“reduced” to a special conjugacy class.
• For partial conjugation action, the special classes are the distinguished ones.
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• For (non-twisted and twisted) conjugation action of an extended affine Weyl group,
the special classes are the straight conjugacy classes.
In either case, we denote byW (WJ)δ the set of special δ-twisted conjugacy classes
in W/(WJ)δ. We then have a natural map
π :W/(WJ)δ −→ W  (WJ)δ.
Here the notation  is borrowed from the geometric invariant theory.
In the rest of this subsection, we will introduce a partial order on W  (WJ)δ so
that the quotient space becomes a topological space. We will discuss in Part II some
applications of these topological spaces.
1.10.2. The Bruhat order. We first recall the definition of Bruhat order. Let (W, S)
be a Coxeter system. The Bruhat order on W is defined as follows.
Let w ∈ W and w = s1 · · · sn with n = ℓ(w) and si ∈ S for all i. Such expression
is called a reduced expression of w. Let w′ be another element in W . We say that
w′ 6 w if there exists 1 6 i1 < i2 < · · · < ik 6 n such that w
′ = si1si2 · · · sik . The
definition of Bruhat order is in fact independent of the choice of reduced expressions
of w. In the case where W is a finite (resp. an affine) Weyl group, the Bruhat order
describes the closures relations between the Schubert cells in the finite (resp. affine)
flag varieties.
Now we discuss some general facts about the Bruhat order.
Lemma 1.25. Let x, w, w′ ∈ W with x 6 w and w′ →J,δ w. Then there exists x
′ ∈ W
such that x→J,δ x
′ and x′ 6 w′.
Proof. It suffices to prove the case where w′ = swσ(s) for some s ∈ J .
If w′ > w, then we may take x′ = x. Now we assume that ℓ(w) = ℓ(w′). Without
loss of generalization, we may assume furthermore that sw < w and wδ(s) > w.
If sx > x, then by [Lu03, Corollary 2.5], x 6 sw and hence x < w′.
If sx < x, then ℓ(sxδ(s)) 6 ℓ(x) and x →J,δ sxδ(s). By [Lu03, Corollary 2.5],
sx 6 sw and sxδ(s) 6 swδ(s). 
Proposition 1.26. Let O ∈ W/(WJ)δ. If Red-Min property holds for O, then Omin
is the set of minimal element in O with respect to the Bruhat order.
Proof. Let w,w′ ∈ O. If w′ 6 w, then ℓ(w′) 6 ℓ(w). Thus if w ∈ Omin, then w is a
minimal element in O with respect to the Bruhat order.
On the other hand, let w ∈ O. Suppose that w /∈ Omin, then byRed-Min property,
there exists w′ ∈ Omin with w →J,δ w
′. By Lemma 1.25, there exists w1 ≈J,δ w
′ with
w1 < w. 
1.10.3. The partial order .
Proposition 1.27. Suppose that WJ is a finite Coxeter group or is an affine Weyl
group. Let O,O′ ∈ W  (WJ)δ. Then the following conditions are equivalent:
(1) For some w′ ∈ O′min, there exists w ∈ Omin with w 6 w
′.
(2) For any w′ ∈ O′min, there exists w ∈ Omin with w 6 w
′.
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The case where WJ is a finite Coxeter group is obtained in [He07b, Corollary 4.6],
by combining Lemma 1.25 with Theorem 1.8. The case where WJ is an affine Weyl
group is obtained in the same way by using Theorem 1.17 instead of Theorem 1.8.
Now we introduce a partial order on W  (WJ)δ. Let O,O
′ ∈ W  (WJ)δ. We write
O  O′ if the conditions in Proposition 1.27 are satisfied. By the equivalence of the
two conditions in Proposition 1.27,
O  O′ and O′  O′′ =⇒ O  O′′.
Thus  gives a partial order on W  (WJ)δ.
It is worth mentioning that although we state the results for twisted partial con-
jugacy classes for a Coxeter group, the definition of W  (WJ)δ and the partial order
still works if we replace W by a quasi-Coxeter group. In particular, the definition
and results here still holds for extended affine Weyl groups as well.
The partial order , for finite Weyl group W and J $ S, is first introduced in
[He07a] to describe the closure relations between Lusztig’s G-stable pieces [Lu04a]
and [Lu04b]. The partial order , for affine Weyl group W , is used to describe the
closure relations of several interesting stratifications of loop groups, as we will discuss
in Part II, §2.6.
1.10.4. The partial order on JW . If J $ S, then there is a natural bijection between
W  (WJ)δ and
JW . This partial order on JW can be described in an explicit way
as follows:
Let w,w′ ∈ JW , then WJ ·δ w  WJ ·δ w
′ if and only if there exists u ∈ WJ such
that uwδ(u)−1 6 w′.
In this case, we also write w J,δ w
′.
Note that the partial order J,δ on
JW is different from the restriction to JW of
the Bruhat order on W . The latter one implies the first one, but not vice verse in
general. The difference can be seen in the following example.
Example 1.28. Let W = S4 and J = {3}. The simple reflections of W are s1, s2, s3.
We simply write sabc··· instead of sasbsc · · · . Let δ be the nontrivial diagram automor-
phism, i.e., δ(s1) = s3, δ(s2) = s2 and δ(s3) = s1. In Figure 1, we draw the Hasse
diagram of JW , with respect to the usual Bruhat order, the partial order J,id (the
extra relation is in dotted line) and the partial order J,δ (the extra relation is in
double dotted line).
1.10.5. The partial order on the set of straight conjugacy classes. Let W˜ be an ex-
tended affine Weyl group. Proposition 1.27 gives a partial order  on the set of
straight δ-twisted conjugacy classes of W˜ . On the other hand, we have an injective
map
f : W˜/(W˜ )δ −→ Ωδ × C, w 7−→ (κ(O), νO).
There is a natural partial order on Ωδ × C given as follows.
For (v, p), (v′, p′) ∈ Ωδ × C, we wrie (v, p) 6 (v
′, p′) if v = v′ and p is less than or
equal to p′ in the dominance order, i.e., p′ − p is a nonnegative linear combination
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Figure 1. Hasse diagram for the partial orders on JW
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of positive coroots. It is proved in [Hex, Theorem 3.1] that these two partial orders
coincide.
Theorem 1.29. Let O,O′ ∈ W˜/(W˜ )δ. Then O  O
′ if and only if f(O) 6 f(O′).
2. Part II: Geometry of G(F˘ )
2.1. Bruhat decomposition on G(k). As a warm-up, we first recall the Bruhat
decomposition of a complex reductive group.
Let G be a connected reductive group over an algebraically closed field k. Let B
be a Borel subgroup and T ⊂ B be a maximal torus. Let N be the normalizer of T .
For any element w in the Weyl group W0 = N(T )/T , we choose a representative w˙
in N(T ).
The group G(k) is a union of Bruhat cells:
G(k) = ⊔w∈W0Bw˙B.
Moreover, the closure of a Bruhat cell Bw˙B is a union of Bruhat cells and the
closure relation is given by the Bruhat order of the Weyl group:
Bw˙B = ⊔w′6wBw˙
′B.
The dimension of a Bruhat cell Bw˙B is given in terms of length function of the
Weyl group:
dim(Bw˙B)− dimB = ℓ(w).
A variation is the decomposition of the flag variety G/B into a union of Schubert
cells
G/B = ⊔w∈W0Bw˙B/B.
22 X. HE
In fact, the subgroups B and N of G(k) form a (B,N)-pair, i.e.,
• G is generated by the subgroups B and N .
• B ∩N is a normal subgroup of N .
• The group W = N/B ∩ N is generated by a set of elements s of order 2, for s in
some nonempty set S0.
• For any s ∈ S0 and w ∈ W , s˙Bw ⊂ Bs˙w˙B ∪Bw˙B.
• s˙ /∈ NG(B) for all s ∈ S0.
An important consequence of the axioms of (B,N)-pairs is the following multipli-
cation formula of Bruhat cells
Bs˙Bw˙B =
{
Bs˙w˙B, if sw > w;
Bs˙w˙B ⊔Bw˙B, if sw < w.
Bw˙Bs˙B =
{
Bw˙s˙B, if ws > w;
Bw˙s˙B ⊔Bw˙B, if ws < w.
2.2. G(F˘ ) and its Iwahori-Weyl groups. Let Fq be a finite field with q elements.
Let F be a non-archimedean local field with valuation ring OF and residue field Fq.
We denote by ǫ its uniformizer. Let F˘ be the completion of the maximal unramified
extension of F with valuation ring OF˘ and residue field k = F¯q.
LetG be a connected reductive group over F . Let σ be the Frobenius automorphism
of F˘ /F . We also denote the induced automorphism on G(F˘ ) by σ.
Let S ⊂ G be a maximal F˘ -split torus defined over F and let T be its centralizer.
Since G is quasi-split over F˘ , T is a maximal torus of G. Let I˘ be the Iwahori
subgroup fixing an alcove a in the apartment V attached to S. The Iwahori-Weyl
group associated to S is
W˜ = N(F˘ )/T (F˘ ) ∩ I˘,
where N denotes the normalizer of S in G. The automorphism σ on G(F˘ ) induces
an automorphism on the Iwahori-Weyl group W˜ , which we still denote by σ. For
w ∈ W˜ , we choose a representative w˙ in N(F˘ ).
The relative Weyl group is W0 = N(F˘ )/T (F˘ ). The Iwahori-Weyl group W˜ is a
split extension of W0 by the central subgroup X∗(T )Γ, where Γ = Gal(F¯ /F˘ ). The
splitting depends on the choice of a special vertex of a.
In the split case, i.e., S is a maximal torus of G, the Iwahori-Weyl group W˜ is the
extended affine Weyl group associated to the root datum of G and σ : W˜ → W˜ is the
identity map. In the non-split case, the situation is more complicated.
Example 2.1. Let G be the special orthogonal group of a quadratic form in 2n+ 1
variables. The local Dynkin diagram is of type Bn if G is split, and is of type
2Bn
if G is non-split. The Iwahori-Weyl group of G(F˘ ) for split and non-split quadratic
forms are the same. However, the group automorphism on the Iwahori-Weyl group
induced from the Frobenius automorphism σ are different: it is the identity map in
the split case and the unique nontrivial diagram automorphism in the non-split case.
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Table 3. Local Dynkin diagrams for SO(2n+ 1)
Name Local Dynkin diagram
Bn
. . . ⇒
2Bn
. . . ⇒
. . .⇐ ⇒
Example 2.2. Let G be the special unitary group of a hermitian form in 2n variables
over a ramified quadratic extension of F . If the form h is split, then the local Dynkin
diagram is of type B-Cn. If the form h is non-split, then the local Dynkin diagram
is of type 2B-Cn. The Iwahori-Weyl group of G(F˘ ) for split and non-split Hermitian
forms are the same. However, the group automorphism on the Iwahori-Weyl group
induced from the Frobenius automorphism σ are different: it is the identity map if h
is split and the unique nontrivial diagram automorphism if h is not split.
Table 4. Local Dynkin diagrams for ramified SU(2n)
Name Local Dynkin diagram
B-Cn
. . . ⇐
2B-Cn
. . . ⇐
. . .⇐ ⇐
It is worth mentioning that although the local Dynkin diagram in Table 4 different
from Table 3. The only difference is the orientation. As the change of orientation does
not change the associated affine Weyl groups, the Iwahori-Weyl group W˜ together
with the automorphism σ : W˜ → W˜ of ramified special unitary group SU(2n) of a
split (resp. non-split) hermitian form are the same as of split (resp. non-split) special
orthogonal group SO(2n+ 1).
In general, we may associate to G ⊃ T a reduced root datum R such that the
Iwahori-Weyl group of Gsc can be identified with the affine Weyl groupWa associated
to R. The set S˜ of simple reflections of Wa consists of the reflections along the walls
of the alcove a we fixed in the beginning. The group W˜ acts on the set of alcoves in
the apartment attached to S, where Wa acts transitively on the set of alcoves. We
also have
W˜ = Wa ⋊ Ω,
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where Ω is the isotropy subgroup of a.
The group X∗(T )Γ may have a nontrivial torsion part. However, as explained
in [HHx, §8.1], the torsion part X∗(T )Γ,tor lies in the center of W˜ and thus may
be ignored when considering the (non-twisted and twisted) conjugation action. In
particular, the results we discussed in Part I on the minimal length elements, straight
conjugacy classes, etc, apply to the Iwahori-Weyl groups as well.
The pair (W˜/X∗(T )Γ,tor, σ) for any group G comes from the pair (W˜
′, σ′) for a
suitable unramified group. This simple observation allows us to reduce the study of
some questions on G to the questions on an unramified group. This observation will
be used in §2.9 and §2.10.
2.3. Iwahori-Bruhat decomposition on G(F˘ ) and some variations.
2.3.1. Double cosets of the Iwahori subgroup. After the Bruhat decomposition was
found in the 1950’s, a rather unexpected extension was found by Iwahori and Mat-
sumoto [IM65], for a split p-adic groups. Here in the decomposition, one use the
(compact) Iwahori subgroup instead of the (non-compact) Borel subgroup and the
(infinite) Iwahori-Weyl group instead of the (finite) Weyl group. This decomposition
is then extended by Bruhat and Tits [BT72] to arbitrary p-adic groups.
Theorem 2.3. The pair (I˘, N) is a (B,N)-pair. In particular,
G(F˘ ) = ⊔w∈W˜ I˘w˙I˘.
We also have an explicit formula on the multiplication of Bruhat cells
I˘ s˙I˘w˙I˘ =
{
I˘s˙w˙I˘, if sw > w;
I˘s˙w˙I˘ ⊔ I˘w˙I˘, if sw < w.
I˘w˙I˘ s˙I˘ =
{
I˘w˙s˙I˘, if ws > w;
I˘w˙s˙I˘ ⊔ I˘w˙I˘, if ws < w.
2.3.2. Double cosets of a parahoric subgroup. We have a similar decomposition for
parahoric subgroups as well. Since all the Iwahori subgroups are conjugate, we will
only consider the parabolic subgroups K˘ that contains I˘. For such K˘, we denote
by K ⊂ S˜ the corresponding set of simple reflections. The group WK , generated by
K, is the Weyl group of K˘. We denote by KW˜K ⊂ W˜ the set of minimal length
representatives in their WK-double cosets.
Theorem 2.4. Let K˘ be a parahoric subgroup of G(F˘ ). Then
G(F˘ ) = ⊔w∈KW˜KK˘w˙K˘.
Besides the Iwahori subgroup case, another case we are especially interested in
is the special maximal parahoric subgroup case. Here we have a split extension of
W˜ = X∗(T )Γ ⋊W0 with respect to the vertex corresponding to K˘ and WK\W˜/WK
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is in a natural bijection with the set of W0-orbits of X∗(T )Γ. We have the Cartan
decomposition
G(F˘ ) = ⊔{µ}∈X∗(T )Γ/W0K˘ǫ
µK˘.
Note that however, the multiplication formula for K˘-double cosets, in general, is
more complicated than the multiplication formula for I˘-double cosets.
2.3.3. Lusztig’s finer decomposition. Let K˘ be a parahoric subgroup of G(F˘ ) and
I˘ $ K˘. For w ∈ KW˜K , we decompose K˘w˙K˘ further into finitely many subsets stable
under the action of K˘σ, analogous to the G-stable piece decomposition (for reductive
groups G over algebraically closed fields) introduced by Lusztig in [Lu04a].
We have the following simple but very useful properties on the conjugation actions
on the Bruhat cells:
• K˘ ·σ I˘w˙I˘ = K˘ ·σ I˘w˙
′I˘ if w ≈K,σ w
′;
• K˘ ·σ I˘w˙I˘ = K˘ ·σ I˘ s˙w˙I˘ ∪ K˘ ·σ I˘ s˙w˙σ(s˙)I˘ for s ∈ K with swσ(s) < w.
• If w ∈ KW˜ and u ∈ WI(K,w,σ), then K˘ ·σ I˘x˙w˙I˘ = K˘ ·σ I˘w˙I˘.
The following decomposition is essentially contained in [Lu10, 1.4] and [He11,
Proposition 2.5 & 2.6]. The general case is in [GH15, Theorem 3.2.1].
Theorem 2.5. For any w ∈ KW˜K,
K˘w˙K˘ = ⊔x∈WKwWK∩KW˜ K˘ ·σ I˘x˙I˘.
Due to its importance, we give a sketch of the proof that
K˘w˙K˘ ⊂ ∪x∈WKwWK∩KW˜ K˘ ·σ I˘x˙I˘.
Note that K˘w˙K˘ = ⊔w′∈WKwWK I˘w˙
′I˘. We argue by induction on w′ that
(2.1) I˘w˙′I˘ ⊂ ∪x∈WKwWK∩KW˜ K˘ ·σ I˘x˙I˘.
If w′ is a minimal length element in its σ-twisted WJ -conjugacy class, then by
Theorem 1.16, w′ ≈K,σ ux for some x ∈
KW˜ and u ∈ WI(K,x,σ). In this case,
x ∈ WJw
′Wσ(J) = WJwWσ(J). The inclusion (2.1) holds for w
′.
If w′ is not a minimal length element in its σ-twisted WJ -conjugacy class, then by
Theorem 1.17, there exists w′′ ≈K,σ w
′ and s ∈ K with sw′′σ(s) < w′′. Then
K˘ ·σ I˘w˙
′I˘ = K˘ ·σ I˘w˙
′′I˘ = K˘ ·σ I˘s˙w˙
′′I˘ ∪ K˘ ·σ I˘ s˙w˙
′′σ(s˙)I˘.
The inclusion (2.1) for w′ follows from inductive hypothesis on sw′′ and on sw′′σ(s).
2.4. The set B(G) of σ-conjugacy classes on G(F˘ ). For any b ∈ G(F˘ ), we
denote by [b] = {g−1bσ(g); g ∈ G(F˘ )} its σ-conjugacy class. Let B(G) be the set of
σ-conjugacy classes of G(F˘ ).1 Kottwitz [Ko85] and [Ko97] has given a classification
of the set B(G). This classification generalizes the Dieudonne´-Manin classification of
isocrystals by their Newton polygons. For the purpose of this paper, it is convenient
1To distinguish the conjugacy classes in G(F˘ ) in W˜ , we use σ-conjugacy classes for G(F˘ ) and
σ-twisted conjugacy classes for W˜ .
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to view B(G) as W˜  W˜σ. Recall that Ωσ is the set of σ-coinvariants on Ω and C is
the dominant Weyl chamber of the reduced root datum R associated to G.
Theorem 2.6. The inclusion N(F˘ ) → G(F˘ ) induces a map Ψ : W˜/W˜σ → B(G).
Moreover,
(1) the map Ψ is surjective.
(2) We have the following commutative diagram
W˜/W˜σ
Ψ //
f
%%❏
❏❏
❏❏
❏❏
❏❏
❏
B(G)
fzz✉✉
✉✉
✉✉
✉✉
✉
Ωσ × C
.
(3) The map f : B(G)→ Ωσ × C, b 7→ (κ(b), νb) is injective.
Here part (3) is Kottwitz’s classification of B(G). The two arithmetic invariants
on the set W˜/W˜σ of σ-twisted conjugacy classes of W˜ we introduced in §1.7.2 are the
restriction of the invariants of σ-conjugacy classes of G(F˘ ) to the σ-twisted conjugacy
classes of W˜ . The surjectivity of Ψ is first proved in [GHKR10] for split groups. The
general case is obtained in [He14, §3]. Another proof is given in [GHN15].
Note that we may identify B(G) with Im(f). On the other hand, there is a natural
bijection between Im(f) and W˜  W˜σ. Therefore, we have the following commutative
diagram
W˜  W˜σ oo
1−1
//
 u
f ((◗◗
◗◗◗
◗◗◗
◗◗◗
◗◗
B(G)
jJ
f
ww♦♦♦
♦♦♦
♦♦♦
♦♦♦
♦
X∗(T )
+
Q × π1(G)ΓF
.
For any σ-conjugacy class [b] of G(F˘ ), we denote by O[b] (or just Ob) the straight
σ-twisted conjugacy class of W˜ that corresponds to [b].
2.5. Admissible subsets of G(F˘ ). We have discussed several interesting subsets
of G(F˘ ): K˘w˙K˘ for w ∈ KW˜K , K˘ ·σ I˘x˙I˘ for w ∈
KW˜ and [b] ∈ B(G). In the next
few subsections, we will investigate some geometric properties (dimension, irreducible
components, closure relations, etc.) of these subsets. In order to do so, let us assume
furthermore that F = F((ǫ)). In this case, the affine flag variety and its deeper level
generalization have a natural scheme structure. It is more difficult to do it over p-adic
fields. We refer to the work of Zhu [Zhx] and the work of Bhatt and Scholze [BSx] in
this direction.
For any n ∈ N, let I˘n be the n-th congruence subgroup of I˘, i..e, the n-th Moy-
Prasad subgroup associated to the barycenter of the base alcove. As in [GHKR06,
§2.10], A subset V of G(F˘ ) is called admissible if for any w ∈ W˜ , there exists n ∈ N
such that V ∩ I˘w˙I˘ is stable under the right action of I˘n. This is equivalent to say
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that for any w ∈ W˜ , there exists n′ ∈ N such that V ∩ I˘w˙I˘ is stable under the right
action of I˘n′.
We say that an admissible subset V of G(F˘ ) is locally closed if for any w ∈ W˜ , the
underline reduced sheme of (V ∩ I˘w˙I˘)/I˘n is locally closed in I˘w˙I˘/I˘n for n≫ 0. In
this case, we define the closure of V to be
V = lim
−→
w
Vw,
where Vw be the inverse image under the projection G(F˘ )→ G(F˘ )/I˘n of the closure
of (V ∩ I˘w˙I˘)/I˘n in G(F˘ )/I˘n.
We say that V is bounded if V ∩ I˘w˙I˘ = ∅ for all but finitely many w ∈ W .
Let V be a bounded, locally closed admissible subset of G(F˘ ). By definition, there
exists n ∈ N such that V is stable under the right action of I˘n. We say that V1 is
an irreducible component of V if V1/I˘n is an irreducible component of V/I˘n and we
denote by Irr(V ) the set of irreducible components of V . We define
dimI˘ V1 = dim(V1/I˘n)− dim(I˘/I˘n), dimI˘ V = max
V1∈Irr(V )
dimI˘ V1.
We also denote by Irrmax(V ) the set of irreducible components of V of maximal
possible dimension, i.e., of dimension equals dimI˘(V ).
By convenient, we set dimI˘(∅) = −∞ and Irr
max(∅) = ∅.
For any parahoric subgroup K˘, we set dimK˘(V ) = dimI˘(V )− dimI˘(K˘).
In the rest of this subsection, we give some examples of admissible subsets. We
start with a trivial example.
Example 2.7. Let w ∈ W˜ . Then I˘w˙I˘ is a bounded, locally closed admissible subset
of G(F˘ ). The closure of I˘wI˘ is ⊔w′6wI˘w˙
′I˘ and dimI˘ I˘w˙I˘ = ℓ(w).
The following result is easy to prove and we skip the details.
Lemma 2.8. Let w ∈ W˜ and n > ℓ(w). Then for any g ∈ I˘wI˘, gI˘ng
−1 ⊂ I˘n−ℓ(w).
Example 2.9. Let K˘ be a parahoric subgroup of G(F˘ ). By Lemma 2.8, there exists
n ∈ N such that for any g ∈ K˘, gI˘ng−1 ⊂ I˘. Hence for any w ∈ W˜ , K˘ ·σ I˘w˙I˘ is stable
under the right action of I˘n and thus is an admissible subset of G(F˘ ).
Example 2.10. It is also known that each σ-conjugacy class of G(F˘ ) is admissible.
See [Hex, Theorem A.1].
2.6. Closure relations. Let K˘ be a parahoric subgroup of G(F˘ ). We have the
decomposition
G(F˘ ) = ⊔w∈KW˜ K˘ ·σ I˘w˙I˘.
Recall that the set KW˜ is in natural bijection with W˜  (WK)σ and there is a well-
defined partial order on W˜  (WK)σ ∼=
KW˜ (see §1.10). We show that this partial
order describes the closure relations of the admissible subsets K˘ ·σ I˘w˙I˘.
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Theorem 2.11. Let K˘ be a parahoric subgroup and x ∈ KW˜ . Then
K˘ ·σ I˘x˙I˘ = ⊔x′∈KW˜ ,x′6K,σxK˘ ·σ I˘x˙
′I˘.
It is proved in [He11, Proposition 2.5] in the case where G is a split group and K˘
is the hyperspecial maximal subgroup. The general case is proved in the same way.
We sketch the proof for completeness.
Proof. The base idea is to prove by induction. However, in order to do so, we do not
only need the elements in KW˜ , but have to to use all the elements in W˜ as well. The
more general statement we would like to prove is the following:
For any w ∈ W˜ , K˘ ·σ I˘w˙I˘ = ⊔x′∈KW˜ ,x′6K,σwK˘ ·σ I˘x˙
′I˘. Here we say x′ 6K,σ w if
there exists x1 ≈K,σ x
′ with x1 6 w.
Since K˘/I˘ is proper,
K˘ ·σ I˘w˙I˘ = K˘ ·σ I˘w˙I˘ = ∪w′∈W˜ ,w′6wK˘ ·σ I˘w˙
′I˘.
We argue by induction on w′ that I˘w˙′I˘ ⊂ ⊔x′∈KW˜ ,x′6K,σwK˘ ·σ I˘x˙
′I˘ for any w′ 6 w.
If w′ is a minimal length element in its σ-twisted WJ -conjugacy class, then by
Theorem 1.16, w′ ≈K,σ ux
′ for some x′ ∈ KW˜ and u ∈ WI(K,x′,σ). So K˘ ·σ I˘w˙
′I˘ =
K˘ ·σ I˘u˙x˙
′I˘ = K˘ ·σ I˘x˙
′I˘. Since x′ 6 ux′ and w′ ≈K,σ ux
′, by Lemma 1.25 there exists
x′′ ≈K,σ x
′ with x′′ 6 w′ 6 w. By definition, x′ K,σ w.
If w′ is not a minimal length element in its σ-twisted WJ -conjugacy class, then
there exists w′′ ≈K,σ w
′ and s ∈ K with sw′′σ(s) < w′′. Then
K˘ ·σ I˘w˙
′I˘ = K˘ ·σ I˘w˙
′′I˘ = K˘ ·σ I˘s˙w˙
′′I˘ ∪ K˘ ·σ I˘ s˙w˙
′′σ(s˙)I˘.
Note that sw′′σ(s) < sw′′ < w′′. Thus for any x′ ∈ KW˜ , if x′ K,σ sw
′′σ(s) or
x′ K,σ sw
′′, then x′ K,σ w
′′. By inductive hypothesis on sw′′ and on sw′′σ(s), we
have
K˘ ·σ I˘w˙
′I˘ = K˘ ·σ I˘ s˙w˙
′′I˘ ∪ K˘ ·σ I˘ s˙w˙
′′σ(s˙)I˘ ⊂ ⊔x′∈KW˜ ,x′K,σw′′K˘ ·σ I˘x˙
′I˘.
For any x′ ∈ KW˜ with x′ K,σ w
′′, by Lemma 1.25, there exists x′′ ≈K,σ x
′ with
x′′ 6 w′ 6 w. By definition, x′ K,σ w. 
Recall that there is a natural bijection between W˜  W˜σ and B(G). On W˜  W˜σ,
there is a natural partial order  (see §1.10). It is proved in [Hex, Theorem B]
that this partial order describes the closure relations between the σ-conjugacy classes
of G(F˘ ). The idea of the proof is similar to the proof of Theorem 2.11, but more
technical.
Theorem 2.12. The natural bijection
W˜  W˜σ −→ B(G), O[b] −→ [b]
is a bijection of partial order sets. Here the partial order on W˜  W˜σ is the combina-
torial order  and the partial order on B(G) is given by the closure relation.
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2.7. Mazur’s inequality. In the next few subsections, we study the intersection of
the subsets of G(F˘ ) in §2.3 and §2.4.
The intersection of K˘ǫµK˘ ∩ [b], for G = GLn and K˘ the maximal hyperspecial
subgroup, first appeared in Mazur’s work [Ma73], in the study of the relation between
the Hodge slope of a crystal and the Newton slope of the associated isocrystal.
By definition, an isocrystal is a pair (N, g), where N is a finite dimensional vector
space over F˘ and g : N → N is a semi-linear bijection. A crystal M of an isocrystal
(N, g) is a g-stable OF˘ -lattice of N .
By Dieudonne´-Manin theory, there is a natural bijection between the isomorphisms
classes of isocrystals and the associated Newton slopes. On the other hand, for each
crystal, one may associate a Hodge slope.
Example 2.13. Let N be a 3-dimensional vector space with standard basis e1, e2, e3
and g : N → N is defined by g(e1) = e2, g(e2) = e3, g(e3) = ǫe1. Then all the
eigenvalues of g are the cubic roots of ǫ and Newton slope ν(N, g) = (1
3
, 1
3
, 1
3
).
Let M = ⊕3i=1OF˘ ei be a crystal of (N, g). Then
cokerg |M∼= OF˘e1/ǫOF˘ e1 = k
1e1 ⊕ k
0e2 ⊕ k
0e3.
The Hodge slope µ(M) = (1, 0, 0).
The Hodge polygon and the Newton polygon have the same end point and the
Hodge polygon lies above the Newton polygon. In other words, µ(M) > ν(N, g) with
respect to the dominance order.
In general, we have the following result.
Theorem 2.14. (1) Let (N, g) be an isocrystal and M be a crystal of (N, g). Then
µ(M) > ν(N, g).
(2) Let (N, g) be an isocrystal of dimension n. Let µ = (a1, · · · , an) ∈ Zn with
a1 > a2 > · · · > an and µ > ν(N, g). Then there exists a crystal M of (N, g) with
µ(M) = µ.
Here part (1) is obtained by Mazur in [Ma73] and part (2) is obtained by Kottwitz
and Rapoport in [KR03].
Now we reformulate the Mazur’s inequality in a group-theoretic way.
An isocrystal of dimension n corresponds to a σ-conjugacy class of GLn(F˘ ) and a
crystal corresponds to a K˘-double coset in GLn(F˘ ), where K˘ = GLn(OF˘ ). The above
Theorem may be reformulated as follows:
Let [b] be a σ-conjugacy class of GLn(F˘ ) and µ be a dominant coweight of GLn(F˘ ).
Then [b] ∩ K˘ǫµK˘ 6= ∅ if and only if µ > νb and κ([b]) = κ(ǫ
µ).
In the sequel, we will study the intersection K˘w˙K˘ ∩ [b] for any parahoric subgroup
K˘ in a reductive group G(F˘ ). Such intersection plays an important role in the study
of reduction of Shimura varieties and we will discuss some applications in §2.12.
2.8. The intersection of a Bruhat cell with a σ-conjugacy class.
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2.8.1. Deligne-Lusztig reduction method. Now we discuss a reduction method to study
the intersection I˘w˙I˘ ∩ [b] after Deligne and Lusztig [DL76].
We first prove the following results.
Proposition 2.15. Let X be an admissible subset of G(F˘ ). Then the inverse image
of X under the multiplication map m : G(F˘ )×G(F˘ )→ G(F˘ ) is an admissible subset
of G(F˘ )×G(F˘ ).
Proof. Let w,w′ ∈ W˜ . Then I˘w˙I˘w˙′I˘ is a bounded subset of G(F˘ ). There exists
n ∈ N such that X ∩ I˘w˙I˘w˙′I˘ is stable under the right action of I˘n. Suppose that
(g, g′) ∈ I˘w˙I˘ × I˘w˙′I˘ with gg′ ∈ X . Then by Lemma 2.8,
gI˘n+ℓ(w′)g
′I˘n+ℓ(w′) ⊂ gg
′I˘n ⊂ X ∩ I˘w˙I˘w˙
′I˘.
Hence m−1(X) ∩ I˘w˙I˘ × I˘w˙′I˘ is stable under the right action of I˘n+ℓ(w′) × I˘n+ℓ(w′)
and m−1(X) is admissible. 
Let w ∈ W˜ and s ∈ S˜ with sw < w. Then I˘s˙I˘ × I˘ s˙w˙I˘ is an admissible subset of
G(F˘ )×G(F˘ ) and the multiplication map G(F˘ )×G(F˘ )→ G(F˘ ) induces
m : I˘ s˙I˘ × I˘ s˙w˙I˘ −→ I˘w˙I˘.
Notice that we do not have the notion of isomorphisms between the admissible
subsets. However, we may still discuss the dimensions, irreducible components, con-
nected components, etc. And for any admissible subset X of I˘wI˘, there is a natural
bijection between the irreducible components of X and of m−1(X) and dimI˘ of an
irreducible component of X equals dimI˘×I˘ of its inverse image in I˘ s˙I˘ × I˘s˙w˙I˘.
Let p12 : G(F˘ ) × G(F˘ ) → G(F˘ ) be the map defined by (g1, g2) 7→ (g2, σ(g1)). We
consider the following diagram
(2.2) I˘w˙I˘ ∩ [b]

m−1(I˘w˙I˘ ∩ [b])
moo
p12
//

Y
m //

Z

I˘w˙I˘ I˘ s˙I˘ × I˘ s˙w˙I˘
moo
p12
// I˘ s˙w˙I˘ × I˘σ(s˙)I˘
m // I˘ s˙w˙I˘σ(s˙)I˘.
Here Y = p12m
−1(I˘w˙I˘ ∩ [b]) and Z = m(Y ).
Let (g1, g2) ∈ m
−1(I˘w˙I˘∩[b]). Then g1g2 ∈ [b]. Hence g2σ(g1) = m◦p12(g1, g2) ∈ [b].
Thus Z ⊂ I˘s˙w˙I˘σ(s˙)I˘ ∩ [b]. On the other hand, for any g ∈ I˘ s˙w˙I˘σ(s˙)I˘ ∩ [b], there
exists g2 ∈ I˘s˙w˙I˘ and g1 ∈ I˘ s˙I˘ such that g2σ(g1) = g ∈ [b]. So g1g2 ∈ [b] and
(g1, g2) ∈ m
−1(I˘w˙I˘ ∩ [b]). Therefore Z = I˘ s˙w˙I˘σ(s˙)I˘ ∩ [b].
Theorem 2.16. Let w ∈ W˜ and s ∈ S˜ with sw < w. The diagram 2.2 induces a
natural bijection
Irrmax(I˘w˙I˘ ∩ [b])↔ Irrmax(I˘ s˙w˙I˘σ(s˙)I˘ ∩ [b]).
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We also have that
dim(I˘w˙I˘ ∩ [b]) =
{
dim(I˘s˙w˙I˘σ(s˙)I˘ ∩ [b]), if swσ(s) > sw;
dim(I˘s˙w˙I˘σ(s˙)I˘ ∩ [b]) + 1, if swσ(s) < sw.
Proof. If swσ(s) > sw, then I˘s˙w˙I˘σ(s˙)I˘ = I˘ s˙w˙σ(s˙)I˘. The above diagram gives a
natural bijection C ↔ C ′ between the irreducible components of I˘w˙I˘ ∩ [b] and of
I˘ s˙w˙I˘σ(s˙)I˘ ∩ [b]. Moreover, we have dimI˘ C = dimI˘ C
′.
If swσ(s) < sw, then I˘s˙w˙I˘σ(s˙)I˘ = I˘s˙w˙I˘ ⊔ I˘s˙w˙σ(s˙)I˘ and Z = Z1 ⊔ Z2, where
Z1 = I˘ s˙w˙I˘ ∩ [b] and Z2 = I˘s˙w˙σ(s˙)I˘ ∩ [b]. Here Z1 is open in Z and Z2 is its closed
complement. It is worth mentioning that in general Z1 may not be dense in Z (see
Example 2.18). Also we do not have a nice correspondence between the irreducible
components of I˘w˙I˘ ∩ [b] and of Z.
However, we still have a natural bijection C ↔ D between the irreducible compo-
nents of I˘w˙I˘ ∩ [b] and of Y . Under this bijection dimI˘ C = dimI˘ D.
On the other hand, Y = Y1⊔Y2, where Yi = m
−1
Y (Zi). For i = 1, 2, there is a natural
bijection Di ↔ C
′
i between the irreducible components of Yi and Zi. Moreover, we
have dimI˘ Di = dimI˘ C
′
i + 1. Note that if C
′ is an irreducible component of Z2, then
C ′ may not be an irreducible component of Z. However, if dimC ′ = dimZ, then it
is an irreducible component of Z.
In particular, the above diagram gives a natural bijection C ↔ C ′ between the
irreducible components of maximal dimension of I˘w˙I˘ ∩ [b] and of I˘ s˙w˙I˘σ(s˙)I˘ ∩ [b].
Moreover, we have dimI˘ C = dimI˘ C
′ + 1. 
Using Theorem 2.16, one may reduce the study of dimI˘ and Irr
max of I˘w˙I˘ ∩ [b]
to the case where w is of minimal length in its σ-twisted conjugacy class. The latter
case is studied in [He14, Theorem 3.7].
Theorem 2.17. Let w ∈ W˜ be an element of minimal length in its σ-twisted conju-
gacy class. Then
I˘w˙I˘ ⊂ [w˙].
In other words, if w ∈ W˜ be an element of minimal length in its σ-twisted conjugacy
class, then
dim(I˘w˙I˘ ∩ [b]) =
{
ℓ(w), if w˙ ∈ [b]
−∞, if w˙ /∈ [b]
and |Irrmax(I˘w˙I˘ ∩ [b])| =
{
1, if w˙ ∈ [b]
0, if w˙ /∈ [b]
.
Theorem 2.16, together with Theorem 2.17, provide a practical way to compute dimI˘
and Irrmax of I˘w˙I˘ ∩ [b] for arbitrary w ∈ W˜ and [b] ∈ B(G). Let us look at an
example.
Example 2.18. This example comes from [GH10, §5]. Let G = SL4. The simple
reflections in W˜ are s0, s1, s2, s3. We simply write sabc··· instead of sasbsc · · · . We take
w = s1201232101 and b = 1. In Figure 2, we illustrate how the reduction method is
used to study Y := I˘w˙I˘ ∩ [b]. Here we skip the step w1 ≈ w2 and only record the
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Figure 2. An example of Deligne-Lusztig reduction.
s1201232101
8
s201232101
6
s21232101
−∞
s2123201
5
s212320
−∞
s21320
4
s1320
−∞
s130
3
s20123210
7
s2123210
−∞
s212321
6
step w1 → sw1s with s ∈ S0 such that sw1s < w1. The resulting figure is a binary
tree. Here the left branch is the element sw1 (which corresponds to an open part of
the intersection) and the right branch is the element sw1s (which corresponds to the
closed complement of the intersection). Each box contains an element w1 ∈ W˜ and a
number, which equals to dimI˘(I˘w˙1I˘ ∩ [b]).
From the figure, we see that Y = Y1⊔Y2, where Y1 is open in Y and Y2 is its closed
complement. Moreover, dimY1 = 7 and dim Y2 = 8 and they are both irreducible.
Thus both Y2 and Y1 are the irreducible components of Y . In other words, Y has two
irreducible components, one is of dimension 8 and the other one is of dimension 7.
This is an example where the intersection is not equidimensional.
2.8.2. “Dimension=degree” theorem. In general, such computation is quite difficult
to run if the rank of the group is not very small. A better way to do this is to use
the class polynomials of affine Hecke algebras, which encode the information of the
reduction step.
We will give a systematic discussion of class polynomials in §3.6.3. In this section,
we just give an algorithmic definition of the class polynomials.
To any w ∈ W˜ and a σ-twisted conjugacy class O of W˜ , we associate the class
polynomial Fw,O ∈ Z[q]. It is defined inductively on w.2
2The definition here differs from the definition of class polynomials fw,O defined in [He14, §2] as
the normalization of Hecke algebras we use here is different from [He14]. The relation is Fw,O =
vℓ(w)−ℓ(O)fw,O |q=v2 .
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If w is of minimal length in its σ-twisted conjugacy class, then
Fw,O =
{
1, if w ∈ O;
0, otherwise.
If w is not of minimal length in its σ-twisted conjugacy class, then by Theorem
1.16, there exists w′ ∈ W˜ and s ∈ S˜ such that w ≈σ w′ and sw′σ(s) < w′. We set
Fw,O = (q − 1)Fsw′,O + qFsw′σ(s),O.
In particular, if we regard Fw,O as a polynomial of q − 1, then all the coefficients
are nonnegative integers.
By convention, we define the degree of the polynomial 0 to be −∞ and the leading
coefficient of the polynomial 0 to be 1.
Theorem 2.19. Let w ∈ W˜ and [b] ∈ B(G). Let Fw,[b] =
∑
O∈W˜/W˜σ,f(O)=f([b])
qℓ(O)Fw,O.
Then
(1) dimI˘(I˘w˙I˘ ∩ [b]) = deg Fw,[b].
(2) The cardinality of Irrmax(I˘w˙I˘ ∩ [b]) equals the leading coefficient of Fw,[b].
The proof is similar to the proof of [He14, Theorem 6.1] and is proved by induction
on w.
As a consequence, we have
Corollary 2.20. Let w ∈ W˜ and [b] ∈ B(G). If ℓ(w) < 〈2ρ, νb〉, then I˘w˙I˘ ∩ [b] = ∅.
The reason is that if the reduction method always decreases the length of the
elements involved. In particular, if ℓ(w) < 〈2ρ, νb〉, then after apply the reduction,
one can only get σ-twisted conjugacy classes of W˜ different from O[b].
We have similar “dimension=degree” theorem for parahoric subgroups.
Theorem 2.21. Let K˘ be a σ-stable parahoric subgroup of G(F˘ ) and w ∈ KW˜K. Set
Fw,K,[b] =
∑
w′∈WKwWK
Fx,[b]. Then
(1) dimK˘(K˘w˙K˘ ∩ [b]) = deg Fw,K,[b] − dimI˘ K˘.
(2) The cardinality of Irrmax(K˘w˙K˘ ∩ [b]) equals the leading coefficient of Fw,K,[b].
Theorem 2.22. Let K˘ be a σ-stable parahoric subgroup of G(F˘ ) and x ∈ KW˜ . Then
(1) dimK˘(K˘ ·σ I˘x˙I˘ ∩ [b]) = degFx,[b].
(2) The cardinality of Irrmax(K˘ ·σ I˘x˙I˘ ∩ [b]) equals the leading coefficient of Fx,[b].
Note that Fw,K,[b] only depends on the Iwahori-Weyl group W˜ together with σ :
W˜ → W˜ , the element w ∈ W˜ , the subset K of S˜ and straight σ-twisted conjugacy
classes O[b] of W˜ . Thus one may relate the questions on the emptiness/non-emptiness
pattern, dimension, the number of irreducible components of maximal dimension, etc.,
of I˘w˙I˘ ∩ [b] in a ramified group to the questions in an unramified group. This allows
us to translate some results in the unramified groups (proved by other methods) to
results in the ramified group (where the methods in the unramified groups might not
apply).
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2.8.3. Relation with affine Deligne-Lusztig varieties. Now we discuss some relations
between the intersection K˘w˙K˘ ∩ [b] and the affine Deligne-Lusztig varieties.
Let K˘ be a σ-stable parahoric subgroup of G(F˘ ) and w ∈ KW˜K . Let b ∈ G(F˘ ).
The affine Deligne-Lusztig variety is introduced by Rapoport in [Ra05]
XK,w(b) = {gK˘ ∈ G(F˘ )/K˘; g
−1bσ(g) ∈ K˘w˙K˘}.
If K˘ is the Iwahori subgroup I˘, we simply write Xw(b) instead of XI˘,w(b). If K˘ is
a special maximal parahoric subgroup, then we may write
XK,µ(b) = {gK˘ ∈ G(F˘ )/K˘; g
−1bσ(g) ∈ K˘ǫµK˘}
for the corresponding affine Deligne-Lusztig variety. We have
Theorem 2.23. Let K˘ be a σ-stable parahoric subgroup of G(F˘ ) and w ∈ KW˜K. Let
b ∈ G(F˘ ). Then
dimK˘(K˘w˙K˘ ∩ [b])− dimXK˘,w(b) = 〈2ρ, νb〉.
Proof. We first consider the case where K˘ = I˘. In this case, the Deligne-Lusztig
reduction method still works for dimXw(b) (see [He14, Proof of Theorem 6.1]). The
reduction steps are the same. The only difference lies in the basic step. When w is a
minimal length element in its σ-twisted conjugacy class, then
dimXw(b) =
{
ℓ(w)− ℓ(Ob), if w˙ ∈ [b];
−∞, if w˙ /∈ [b].
Thus dimXw(b) equals the degree of
∑
O′∈W˜/W˜σ ,f(O′)=f(Ob)
qℓ(O
′)−ℓ(Ob)Fw,O′ and
dimI˘(I˘w˙I˘ ∩ [b])− dimXw(b) = ℓ(Ob) = 〈2ρ, νb〉.
In the general case, XK˘,w(b) equals the image of ⊔w′∈WKwWKXw′(b) under the nat-
ural projection map π : G(F˘ )/I˘ → G(F˘ )/K˘. Note that each fiber of
⊔w′∈WKwWKXw′(b) −→ XK˘,w(b)
is isomorphic to K˘/I˘. Thus
dimXK˘,w(b) = max
w′∈WKwWK
dimXw′(b)− dim K˘/I˘
= max
w′∈WKwWK
dimI˘(I˘w˙
′I˘ ∩ [b])− dim K˘/I˘ − 〈2ρ, νb〉
= degFK,w,[b] − dim K˘/I˘ − 〈2ρ, νb〉
= dimK˘(K˘w˙K˘ ∩ [b])− 〈2ρ, νb〉. 
2.9. Non-emptiness pattern. In this subsection, we discuss several cases that ex-
plicit non-emptiness patterns are known.
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2.9.1. Special maximal parahoric. We first consider the intersection K˘ǫµK˘∩ [b], where
K˘ is a special maximal parahoric subgroup. If G = GLn, then the intersection is
nonempty if and only if the Mazur’s inequality is satisfied (see §2.7). Kottwitz and
Rapoport [KR03] conjecture that it is still the case for any reductive group G (and
special maximal parahoric subgroups K˘).
Theorem 2.24. Let K˘ be a special maximal parahoric subgroup of G(F˘ ). Let µ be a
dominant coweight and [b] ∈ B(G). Then [b] ∩ K˘ǫµK˘ 6= ∅ if and only if µ > νb and
κ([b]) = κ(ǫµ).
The “only if” side is proved by Rapoport and Richartz in [RR96]. The “if” side
is proved for type A and C in [KR03]. It is then proved by Lucarelli [Luc04] for
classical split groups and then by Gashi [Ga10] for unramified cases. The general
case is obtained in [He14, Theorem 7.1], combining the relation between the class
polynomials and the non-emptiness pattern of such intersection, the relation between
Iwahori-Weyl groups for ramified and unramified groups, and Gashi’s result in the
unramified case.
2.9.2. Reduction to quasi-split, adjoint groups. Now we consider the intersection I˘w˙I˘∩
[b]. We first discuss the reduction from arbitrary group to a quasi-split, adjoint group.
As explained in [GHN15, §2.2], it suffices to consider the case where G is adjoint.
Let H be the quasi-split inner form of G. Then G(F˘ ) = H(F˘ ) and I˘ is the Iwahori
subgroup of H(F˘ ) as well. We identify the Iwahori-Weyl group of H with W˜ . The
difference is the group automorphisms on W˜ induced from the Frobenius morphisms.
We have σG = Ad(γ) ◦ σH ∈ Aut(W˜ ) for some γ ∈ Ω. The map g 7→ gγ gives a
bijection from the σG-conjugacy class [g]G to the σH -conjugacy class [gγ]H . We have
dimI˘(I˘w˙I˘ ∩ [g]G) = dimI˘(I˘w˙γ˙I˘ ∩ [gγ]H).
In the sequel, we denote by ς the group automorphism σH on W˜ .
2.9.3. P -alcove elements. For quasi-split groups, an important notion is the P -alcove
element, first introduced by Go¨rtz, Haines, Kottwitz, and Reuman [GHKR10] for
split group and then generalized in [GHN15] to quasi-split groups. We recall the
definition.
Assume that G is quasi-split. Let P = MN be a standard σ-stable parabolic
subgroup of G and x ∈ W0. We say that w ∈ W˜ is a (P, x)-alcove element if
• x−1wσ(x) ∈ W˜M ;
• x˙N(F˘ )x˙−1 ∩ w˙I˘w˙−1 ⊂ I˘.
The reason to put the above two requirement on w is that we would like to reduce
the study of I˘w˙I˘ to the study of a Iwahori double coset in a Levi subgroup of G. In
particular, we need that w is σ-conjugate to an element in the Iwahori-Weyl group of
a standard Levi subgroup. This is where the first condition comes from. The second
condition is more involved. Roughly speaking, we have the decomposition
I˘ = (I˘ ∩N(F˘ ))(I˘ ∩M(F˘ ))(I˘ ∩N−(F˘ )),
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where N− is the unipotent radical of the opposite parabolic subgroup. And we need
this decomposition to be “compatible” with I˘w˙I˘ so that we are able to eventually
get rid of I˘ ∩N(F˘ ) after σ-conjugation by a suitable element.
The upshot is the following result, first obtained for split groups by Go¨rtz, Haines,
Kottwitz, and Reuman [GHKR10] and then generalized to quasi-split groups in
[GHN15].
Theorem 2.25. Let G be a quasi-split group. Let w ∈ W˜ be a (P, x)-alcove element.
Then any element in I˘w˙I˘ is σ-conjugate by I˘ to an element in
(I˘ ∩ x˙M(F˘ )x˙−1)wσ(I˘ ∩ x˙M(F˘ )x˙−1) ⊂ x˙M(F˘ )σ(x˙−1).
2.9.4. Basic σ-conjugacy classes. We say a σ-conjugacy class [b] of G(F˘ ) is basic if
the associated Newton point is central, i.e., 〈2ρ, νb〉 = 0. Use the notion of P -alcove
elements, we have a complete description of the non-emptiness pattern of I˘w˙I˘ ∩ [b]
for basic σ-conjugacy class [b].
In [GHN15], we introduced the “no Levi obstruction” (NLO) condition. We say
that there is no Levi obstruction if for any pair (P, x) such that w is a (P, x)-alcove
element, there exists an element bJ ∈ [b]∩M(F˘ ) such that κM(x
−1wσ(x)) = κM (bJ).
By Theorem 2.25, “no Levi obstruction” is a necessary condition for I˘w˙I˘ ∩ [b] 6= ∅.
In [GHN15], it is proved that the notion of P -alcove elements is compatible with
the Deligne-Lusztig reduction, and as a consequence, “no Levi obstruction” is also a
sufficient condition. The following result is [GHN15, Theorem A].
Theorem 2.26. Let G be a quasi-split group. Let w ∈ W˜ and [b] ∈ B(G) be a basic
σ-conjugacy class. Then I˘w˙I˘ ∩ [b] 6= ∅ if and only if there is no Levi obstruction.
Let us make the “no Levi obstruction” condition more explicit.
A critical strip of the apartment V by definition is the subset {v;−1 < 〈α, v〉 < 0}
for a given positive finite root in the reduced root datum R. We remove all the
critical strips from V and call each connected component of the remaining subset of
V a Shrunken Weyl chamber.
Let w ∈ W˜ . Let x by the unique element in W0 such that w(a) ⊂ xC
−. Let ησ(w)
be the unique element in W0 such that x
−1wσ(x)σ(p) ∈ ησ(w)C for any sufficiently
regular element p ∈ C−. In the quasi-split case, σ preserves the antidominant cham-
ber C−. The element w can be written as xtλy with x ∈ W0 and t
λy(a) ⊂ C−, then
x−1wσ(x)σ(C−) = tλyσ(x)C−. Thus ησ(w) = yσ(x). In general, we have σ = Ad(γ)◦ς
for some γ ∈ Ω and x−1wσ(x)σ(p) = x−1wγς(x)γ−1γ(ς(p)) = x−1wγς(x)ς(p). There-
fore
(2.3) ησ(w) = ης(wγ).
We have the following explicit description of non-emptiness pattern, first conjectured
by Go¨rtz, Haines, Kottwitz and Reuman in [GHKR10, Conjecture 1.1.1] for split
groups. The quasi-split case is proved in [GHN15, Theorem B] and the general case
follows from §2.9.2, the equality (2.3) and the result for the quasi-split case.
HECKE ALGEBRAS AND p-ADIC GROUPS 37
Theorem 2.27. Assume that G is simple. Let w ∈ W˜ such that wσ(a) is contained
in a Shrunken Weyl chamber. Then for any basic σ-conjugacy class [b], I˘w˙I˘ ∩ [b] 6= ∅
if and only if κ(w) = κ(b) and that ησ(w) is not contained in the relative Weyl group
WM for any proper standard ς-stable Levi subgroup M of quasi-split inner form of G.
2.9.5. Translation elements. We have similar results for some nonbasic σ-conjugacy
classes as well.
Let G be a residually split group and µ be a dominant coweight. For any x ∈ W0,
we denote by C♯x the Shrunken Weyl chamber inside x(C
−). We set
C
5
µ,x = t
x(µ)(C♯x) = C
♯
x − x(µ) ⊂ x(C
−)
and call it a very Shrunken Weyl chamber with respect to µ. Then
Theorem 2.28. Assume that G is simple. Let G be a residually split group and µ
be a dominant coweight. Let w ∈ W˜ such that w(a) is contained in a very Shrunken
Weyl chamber with respect to µ. If I˘w˙I˘ ∩ [ǫµ] 6= ∅, then k(w) = k(ǫµ) and ησ(w) is
not contained in the relative Weyl group WM for any proper standard Levi subgroup
M of G.
Here the proof is similar to the proof of the “only if” part of Theorem 2.27. We
skip the details. We will also see in the next subsection that the converse is true and
we have an explicit dimension formula.
2.10. Dimension formula. In this subsection, we discuss several cases that an ex-
plicit dimension formula is known.
2.10.1. Defect. Let us first recall the notion of defect introduced by Kottwitz in
[Ko06]. Let b ∈ G(F˘ ). By definition, the defect def(b) of b is the difference be-
tween the F -rank of G and the F -rank of Jb, where Jb = {g ∈ G(F˘ ); g
−1bσ(g) = b}
is the σ-centralizer of b. It can be reformulated in another way.
Recall that V is the apartment associated to the maximal F˘ -split torus S defined
over F . Then dimV equals the F -rank of G. Let w ∈ Ob and Vw = {v ∈ V ;wσ(v) =
v + νw}. By [Ko06, §1.9], dimVw equals the F -rank of Jb. Thus
def(b) = dim V − dimVw.
Note that the right hand side only depend on the Iwahori-Weyl group W˜ , the group
automorphism σ : W˜ → W˜ and a straight σ-twisted conjugacy class Ob. This formula
will be used in our reduction from ramified groups to unramified groups.
2.10.2. Special maximal parahoric. We start with the special maximal parahoric sub-
group case.
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Theorem 2.29. Let K˘ be a special maximal parahoric subgroup of G(F˘ ). Let µ be a
dominant coweight and [b] ∈ B(G). If νb 6 µ, then
dimK˘(K˘ǫ
µK˘ ∩ [b]) = 〈ρ, µ+ νb〉 −
1
2
defG(b),
dimXK,µ(b) = 〈ρ, µ− νb〉 −
1
2
defG(b).
The dimension formula of XK,µ(b) is conjectured by Rapoport in [Ra05, Conjecture
5.10]. For split groups, the conjectural formula is obtained by Go¨rtz, Haines, Kottwitz
and Reuman [GHKR06] and Viehmann [Vie06]. The conjectural formula for quasi-
split unramified groups is obtained independently by Zhu [Zhx] and Hamacher [Ha15].
The general case can be obtained by combining Theorem 2.21 (which reduce the study
of dimension formula to the study of degree of class polynomials), the relation between
Iwahori-Weyl groups for ramified and unramified groups, and the results of Zhu and
Hamacher in the unramified case.
2.10.3. Virtual dimension. Now we consider the case where K˘ = I˘ is the Iwahori
subgroup and we give an upper bound of the dimension.
Theorem 2.30. For any w ∈ W˜ and [b] ∈ B(G), define the virtual dimension
dw([b]) =
1
2
(ℓ(w) + ℓ(ησ(w))− defG(b)) + 〈ρ, νb〉.
Then
dimI˘(I˘w˙I˘ ∩ [b]) 6 dw([b]).
Proof. As explained in §2.9.2, it suffices to consider the case where G is a inner form of
a quasi-split, adjoint group H . We have σG = Ad(γ) ◦ σH ∈ Aut(W˜ ) for some γ ∈ Ω.
We have dimI˘(I˘w˙I˘∩[b]G) = dimI˘(I˘w˙γI˘∩[bγ]H). We also have dw([b]G) = dwγ([bγ]H)
since ησG(w) = ησH (wγ).
Suppose that wγ ∈ W0t
µW0, where µ is a dominant coweight. By Theorem 2.23,
[He14, Theorem 10.3], and Theorem 2.29, we have
dimI˘(I˘w˙γI˘ ∩ [bγ]H) = dimX
H
wγ(bγ) + 〈2ρ, ν
H
bγ〉
6 dimXHµ (bγ) +
1
2
(ℓ(wγ) + ℓ(ησH (w)))− 〈ρ, µ〉+ 〈2ρ, ν
H
bγ〉
= 〈ρ, µ− νHbγ〉 −
1
2
defH(bγ) +
1
2
(ℓ(wγ) + ℓ(ησH (w)))− 〈ρ, µ〉+ 〈2ρ, ν
H
bγ〉
= dwγ([bγ]H). 
In several cases, we are able to get an equality dimXw(b) = dw([b]).
2.10.4. Basic σ-conjugacy classes. Let [b] be a basic σ-conjugacy class. Recall that
in Theorem 2.27, we give a criterion on I˘w˙I˘ ∩ [b] 6= ∅ for w ∈ W˜ such that wσ(a) is
contained in the Shrunken Weyl chamber. Combining Theorem 2.23, [He14, Theorem
12.1] and Theorem 2.30, we have
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Theorem 2.31. Assume that G is simple. Let w ∈ W˜ such that wσ(a) is contained
in the Shrunken Weyl chamber and that (ησ(w)) is not contained in the relative Weyl
group WM for any proper standard ς-stable Levi subgroup M of G. Then for any basic
σ-conjugacy class of G(F˘ ) with κ([b]) = κ(w), we have
dimI˘(I˘w˙I˘ ∩ [b]) = dw([b]).
The dimension formula for the affine Deligne-Lusztig varieties Xw(b) with w and
b as above is conjectured by Go¨rtz, Haines, Kottwitz, and Reuman in [GHKR10,
Conjecture 1.1.3] and is previously verified in [He14, §12] for residually split group.
2.10.5. Translation elements. Now we consider the translation elements. We assume
furthermore that G is residually split. We first relate the intersection I˘w˙I˘ ∩ [ǫµ] with
I˘w˙′I˘ ∩ [1] for some w′.
Let H be a closed subgroup of G. A bounded subset of V of H(F˘ ) is called
admissible if it is stable under the right action of H(F˘ ) ∩ I˘n for some n ∈ N. In this
case, we say that V is locally closed in H(F˘ ) if V/(H(F˘ ) ∩ I˘n) is locally closed in
H(F˘ )/(H(F˘ ) ∩ I˘n). We define
dimH(F˘ )∩I˘ V = dimV/(H(F˘ ) ∩ I˘n)− dim(H(F˘ ) ∩ I˘)/(H(F˘ ) ∩ I˘n).
We also need the following result of Go¨rtz, Haines, Kottwitz and Reuman [GHKR06,
Theorem 6.3.1].
Theorem 2.32. Let G be a split group. For any w ∈ W˜ and µ ∈ X∗(T ), there is an
equality
dimXw(ǫ
µ) = max
x∈W0
dimx˙U(F˘ )x˙−1∩I˘(I˘w˙I˘ǫ
−x(µ) ∩ x˙U(F˘ )x˙−1) + 〈ρ, µ− µ¯〉,
where U is the subgroup of G generated by the (finite) positive root subgroups.
Now we are able to compare the dimension of affine Deligne-Lusztig varieties for
various b in the torus S for a residually split group.
Theorem 2.33. Let G be a residually split group. Let w ∈ W˜ and µ ∈ X∗(T )Γ such
that ℓ(w) = ℓ(wt−µ) + ℓ(tµ). Then
dimXw(t
µ) > dimXwt−µ(1).
Proof. By Theorem 2.19 and the remark after Theorem 2.22, it suffices to prove the
case where G is split.
By Theorem 2.32, there exists x ∈ W0 such that
dimXwt−µ(1) = dimx˙U(F˘ )x˙−1∩I˘(I˘w˙I˘ ∩ x˙U(F˘ )x˙
−1).
Again by Theorem 2.32,
dimXw(ǫ
µ) = dimXw(ǫ
x−1(µ)) > dimx˙U(F˘ )x˙−1∩I˘(I˘w˙I˘ǫ
−µ∩x˙U(F˘ )x˙−1)+〈ρ, x−1(µ)−µ¯〉.
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Here the first equality follows from the fact that ǫµ and ǫx
−1(µ) are in the same σ-
conjugacy class.3
Since ℓ(w) = ℓ(wt−µ) + ℓ(tµ), we have the following commutative diagram
I˘w˙ǫ−µI˘ ×I˘ I˘ǫ
µI˘ǫ−µ
m
∼=
//
∼=

I˘w˙I˘ǫ−µ
I˘w˙ǫ−µI˘ ×I˘∩ǫµI˘ǫ−µ ǫ
µI˘ǫ−µ
m
∼=
// I˘w˙I˘ǫ−µ.
Here m is the multiplication map.
The restriction to x˙U(F˘ )x˙−1 gives an injective map
(I˘w˙ǫ−µI˘∩x˙U(F˘ )x˙−1)×I˘∩ǫµI˘ǫ−µ∩x˙U(F˘ )x˙−1(ǫ
µI˘ǫ−µ∩x˙U(F˘ )x˙−1) −→ I˘w˙I˘ǫ−µ∩x˙U(F˘ )x˙−1.
By [GHKR06, Lemma 2.13.1],
dimx˙U(F˘ )x˙−1∩I˘(I˘w˙I˘ǫ
−µ ∩ x˙U(F˘ )x˙−1)
> dimx˙U(F˘ )x˙−1∩I˘(I˘w˙ǫ
−µI˘ ∩ x˙U(F˘ )x˙−1) + dim((ǫµI˘ǫ−µ ∩ x˙U(F˘ )x˙−1)/(I˘ ∩ ǫµI˘ǫ−µ ∩ x˙U(F˘ )x˙−1))
= dimx˙U(F˘ )x˙−1∩I˘(I˘w˙ǫ
−µI˘ ∩ x˙U(F˘ )x˙−1) +
∑
α∈R+
min{〈xα, µ〉, 0}
= dimx˙U(F˘ )x˙−1∩I˘(I˘w˙ǫ
−µI˘ ∩ x˙U(F˘ )x˙−1) + 〈ρ, x−1(µ)− µ¯〉 = dimXwt−µ(1). 
We have the following result on the non-emptiness pattern and dimension formula
for the intersection I˘w˙I˘ ∩ [ǫµ]. For split groups, it is conjectured by Go¨rtz, Haines,
Kottwitz, and Reuman in [GHKR10, Conjecture 9.5.1 (b)].
Theorem 2.34. Let G be a residually split, simple group. Let µ be a dominant
coweight. Let w ∈ W˜ such that κ(w) = κ(ǫµ) and that w(a) is contained in a very
Shrunken Weyl chamber with respect to µ. If ησ(w) is not contained in the relative
Weyl group WM for any proper standard Levi subgroup M of G. Then
dimI˘(I˘w˙I˘ ∩ [ǫ
µ]) = dw([ǫ
µ]).
In particular, I˘w˙I˘ ∩ [ǫµ] 6= ∅.
Proof. By Theorem 2.30, dimI˘(I˘wI˘ ∩ [ǫ
µ] 6 dw([ǫ
µ]).
Let x ∈ W0 such that w(a) ⊂ x(C
−). Let µ′ be the coweight with w−1tx(µ)w = tµ
′
.
By definition, ℓ(wt−µ
′
) = ℓ(t−x(µ)w) = ℓ(w) − ℓ(tµ) and wt−µ
′
(a) ⊂ x(C−) is in the
Shrunken Weyl chamber. Thus ησ(w) = ησ(wt
−w−1x(µ)). Note that [ǫµ] = [ǫµ
′
]. By
3This is where the assumption that G is residually split is used. At present, I do not know how
to modify the argument so that it works for quasi-split groups as well.
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Theorem 2.23, Theorem 2.33 and Theorem 2.31,
dimI˘(I˘w˙I˘ ∩ [ǫ
µ′ ]) = dimXw(ǫ
µ′) + 〈2ρ, µ〉 > dimXwt−µ′ (1) + 〈2ρ, µ〉
= dwt−µ′ ([1]) + 〈2ρ, µ〉 =
1
2
(ℓ(wt−µ
′
) + ℓ(ησ(wt
−µ′))) + 〈2ρ, µ〉
=
1
2
(ℓ(w) + ℓ(ησ(w)) + 〈ρ, µ¯〉 = dw([ǫ
µ]). 
2.11. The Kottwitz-Rapoport conjecture.
2.11.1. Admissible set Adm(µ). In fact, we are not only interested in the intersection
of a σ-conjugacy class with a single I˘-double coset, but also interested in the inter-
section of a σ-conjugacy class with a certain union of I˘-double cosets. Such union
of I˘-double cosets arises in the study of Shimura varieties. Let us first look at the
following example [Ha05, §4.4].
Example 2.35. Let R be a Zp-algebra. We consider the pairs (F0,F1) of locally free
rank 1 submodules of R2 such that the diagram commutes
R⊕ R
[
p 0
0 1
]
// R⊕ R
[
1 0
0 p
]
// R ⊕R
F0
OO
// F1
OO
// F0
OO
This functor represents a closed subscheme of P1Zp ×P
1
Zp , which we denote by M
loc.
This is the “local model” of Shimura variety associated to the fake unitary group
U(1, 1).
In the generic fiber, M locQp
∼= P1Qp.
In the special fiber, M locFp is the union of two P
1
Fp meeting in a point and we may
regard M locFp as the union of the three Schubert cells in the affine flag variety of
GL2(Fp((ǫ))). These two open Schubert cells correspond to the elements t[1,0] and
t[0,1] in the Iwahori-Weyl group of GL2 and the closed Schubert cell correspond to the
element t[1,0](12), which is the unique length-zero element in t[1,0]Wa = t
[0,1]Wa.
In general, for any coweight µ, we define the admissible set
Adm(µ) = {w ∈ W˜ ;w 6 tx(µ) for some x ∈ W0}.
Similarly, for any parahoric subgroup K of G, we set Adm(µ)K = WK Adm(µ)WK
and denote by Adm(µ)K the image of Adm(µ)
K in WK\W˜/WK . The admissible set
is an interesting combinatorial object. We refer to [HHx] and [Hax] for some nice
properties on Adm(µ).
The set Adm(µ)K is expected to parametrize a natural stratification of the special
fiber of the local model of a Shimura variety with level K structure. This has been
established for Shimura varieties of PEL type at places of tame, parahoric reduction
by Pappas and Zhu [PZ13].
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2.11.2. The union MK of K˘-double cosets. We consider the following set
MK = ⊔w∈Adm(µ)K K˘w˙K˘.
We discuss the relation of MK with the admissible subsets of G(F˘ ) in §2.3 and §2.4.
As a K˘ × K˘-double cosets, we have
Theorem 2.36. Let K˘ be a parahoric subgroup of G(F˘ ). Then
K˘\MK/K˘ = Adm(µ)K .
This is just a reformulation of definition.
Next, as a subset of G(F˘ ) stable under the σ-twisted conjugation action of K˘,
Theorem 2.37. Let K˘ be a parahoric subgroup of G(F˘ ). Then
MK = ⊔w∈Adm(µ)∩KW˜ K˘ ·σ I˘w˙I˘.
This follows from Theorem 2.5 and the fact that Adm(µ)K ∩KW˜ = Adm(µ)∩KW˜
proved in [Hex, Theorem 6.1] (see [HHx] for another proof).
As a consequence, we may compare the set MK for different parahoric subgroups.
Corollary 2.38. Let K˘′ ⊂ K˘ be parahoric subgroups. Then
MK = K˘ ·σ MK ′.
2.11.3. Adm(µ) and B(G, µ). Now we discuss the relation ofMK with the σ-conjugacy
classes of G(F˘ ).
We denote by B(G, µ) the subset of B(G) consisting of σ-conjugacy classes [b] of
G(F˘ ) such that κ(b) = κ(µ) and the Newton point νb is less than or equal to the
ς-average of µ in the dominance order. The relation between MK and B(G) is as
follows.
Theorem 2.39. Let K˘ be a parahoric subgroup of G(F˘ ). Let [b] ∈ B(G). Then
[b] ∩MK 6= ∅ if and only if [b] ∈ B(G, µ).
This result is conjectured by Kottwitz and Rapoport in [KR03] and [Ra05]. The
“only if” part is a group-theoretic version of Mazur’s inequality. The case where
G is an unramified group and K˘ is a hyperspecial maximal subgroup, is proved by
Rapoport and Richartz in [RR96, Theorem 4.2]. Another proof is given by Kottwitz
in [Ko03]. The case where G is an unramified group and K˘ is an Iwahori subgroup,
is proved in [Ra05, Notes added June 2003, (7)]. The “if” part is the “converse to
Mazur’s inequality” and is proved by Wintenberger in [Wi05] in case G is quasi-split.
The general case of both directions is proved in [Hex, Theorem A].
2.11.4. The closure relation on B(G, µ). In §2.6, we have discussed the closure rela-
tion between the σ-conjugacy classes of G(F˘ ). For [b], [b′] ∈ B(G, µ), [b′] ⊂ [b] if and
only if νb′ 6 νb in the dominance order (here κ(b
′) = κ(b) is automatically satisfied).
Now we show that MK = ⊔[b]∈B(G,µ)MK ∩ [b] is a weak stratification. This is
the group-theoretic analogy of the Grothendieck conjecture on the Newton strata of
Shimura varieties.
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Theorem 2.40. For [b], [b′] ∈ B(G, µ), MK ∩ [b] ∩ [b
′] 6= ∅ if and only if νb′ 6 νb.
Remark 2.41. The proof is similar to the proof of [HRx, Theorem 5.6] on Shimura
varieties. The statement in loc.cit relies on several axioms on the Shimura varieties.
The statement here, on the other hand, is valid unconditionally.
Proof. If MK ∩ [b] ∩ [b
′] 6= ∅, then [b] ∩ [b′] 6= ∅ and thus νb′ 6 νb.
Now suppose that νb′ 6 νb. Since κ(b
′) = κ(b), by Theorem 2.12, O[b′]  O[b]. By
[Hex, Theorem 3.3], there exists a σ-straight element w ∈ Adm(µ)∩O[b]. By Theorem
2.17, I˘w˙I˘ ⊂MK ∩ [b]. Thus I˘w˙I˘ ⊂MK ∩ [b]. By the definition of , there exists an
element w′ ∈ O[b′] with w
′ 6 w. Thus w˙′ ∈ [b′] and w˙′ ∈ I˘w˙I˘ ⊂ MK ∩ [b]. In other
words, MK ∩ [b] ∩ [b
′] 6= ∅. 
2.12. Application. The study of the admissible subsets of G(F˘ ) and their intersec-
tions we discussed above has found important applications in the study of Shimura
varieties. They serve as the group-theoretic model of the some characteristic subsets
(Newton strata, Kottwitz-Rapoport strata, Ekedahl-Oort strata, etc) in the reduc-
tion modulo p of a Shimura variety with parahoric level structure. These subsets
have been studied intensively in the last two decades. We refer to the survey ar-
ticles by Rapoport [Ra05], by Haines [Ha05], and to the new preprint [HRx] on a
group-theoretic approach to study these characteristic subsets.
In Table 5, we give a very rough comparison between the admissible subsets of
G(F˘ ) we discussed above and the characteristic subsets of Shimura varieties.
Let (G, {h}) be a Shimura datum. LetK = KpKp be an open compact subgroup of
G(Af), where K = Kp is a parahoric subgroup ofG(Qp). Let G = G⊗QQp. Let µ be
the dominant coweight corresponding to {h}. We regard MK as the group-theoretic
model for the special fiber ShK of the Shimura variety ShK.
The stratifications
MK = ⊔w∈Adm(µ)K K˘w˙K˘, MK = ⊔[b]∈B(G,µ)(MK ∩ [b])
are the group-theoretic analogy of the Kottwitz-Rapoport stratification and the New-
ton stratification of the corresponding Shimura varieties. The stratification
MK = ⊔w∈Adm(µ)∩KW˜ K˘ ·σ I˘w˙I˘
is the group-theoretic analogy of the Ekedahl-Kottwitz-Oort-Rapoport stratification,
a stratification for Shimura varieties with parahoric level structure which interpolates
between the Kottwitz-Rapoport stratification of Shimura varieties with Iwahori level
structure and the Ekedahl-Oort stratification [Oo01], [Vie14] of Shimura varieties
with hyperspecial level structure.
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Table 5. Group-theoretic analogy of Shimura varieties
Group-theoretic side Shimura variety side
MK ShK
K˘w˙K˘ for w ∈ WK\W˜/WK Kottwitz-Rapoport stratum KRK,w
MK ∩ [b] for [b] ∈ B(G) Newton stratum SK,[b]
K˘ ·σ I˘w˙I˘ for w ∈
KW˜ EKOR stratum EKORK,w
MK = ⊔w∈Adm(µ)K K˘w˙K˘ Non-emptiness of KR strata (in the natural range)
MK = ⊔[b]∈B(G,{µ})(MK ∩ [b]) Non-emptiness of Newton strata
MK = ⊔w∈Adm(µ)∩KW˜ K˘ ·σ I˘w˙I˘ Non-emptiness of EKOR strata
K˘w˙K˘ = ⊔x∈KW˜∩WKwWKK˘ ·σ I˘w˙I˘ Each KR stratum is a union of EKOR strata
K˘w˙K˘ = ⊔w′6wK˘w˙
′K˘ Closure relation between KR strata
MK ∩ [b] ∩ [b
′] 6= ∅ ⇐⇒ νb′ 6 νb Closure relation between Newton strata
K˘ ·σ I˘w˙I˘ = ⊔w′K,σK˘ ·σ I˘w˙
′I˘ Closure relation between EKOR strata
dimK˘ K˘w˙K˘ = max{ℓ(x); x ∈ WKwWK ∩
KW˜} Conjectural dimension for KR strata
dimK˘ K˘ ·σ I˘w˙I˘ = ℓ(w) Conjectural dimension for EKOR strata
For σ-straight w, K˘ ·σ I˘w˙I˘ ⊂ [w˙] Special EKOR stratum in a single Newton stratum
For K˘′ ⊂ K˘, MK = K˘ ·σ MK ′ Change of parahoric
We do not have a simple dimension formula for Newton strata. However, we have
the following diagram
{g ∈ G(F˘ ); g−1bσ(g) ∈MK}
p1
uu❥❥❥
❥❥❥
❥❥❥
❥❥❥
❥❥❥
❥
p2
))❚❚
❚❚❚
❚❚❚
❚❚❚
❚❚❚
❚❚
X(µ, b)K MK ∩ [b]
Here the map p1 is the projection map and the map p2 is a Jb-torsor. Note that
Jb is a discrete group. This suggests that there might be a way to “locally” identify
MK ∩ [b] with {g ∈ G(F˘ ); g
−1bσ(g) ∈MK}. Notice that
dimK˘(MK ∩ [b])− dimX(µ, b)K = 〈2ρ, νb〉,
where X(µ, b)K = {gK˘ ∈ G(F˘ )/K˘; g
−1bσ(g) ∈ MK} is a union of affine Deligne-
Lusztig varieties. The number 〈2ρ, νb〉 is exactly the conjectural dimension of central
leaves.
3. Part III: Cocenters of affine Hecke algebras
3.1. Motivation: group algebras. To explain some basic idea of the cocenter-
representation duality, we start with a naive example.
Let G be a finite group and V be a finite dimensional complex representation of
G. We define the character of V by χV (g) = Tr(g, V ) for g ∈ G. Then χV is a class
function, i.e., χV (g) = χV (g
′) if g and g′ are conjugate in G.
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Let V1, · · · , Vk be the irreducible representations of G (up to isomorphism) and
O1, · · · ,Ol be the conjugacy classes of G. It is well known that k = l and the matrix
(χVi(gj))16i,j6k is invertible, where gj is a representative of Oj . This matrix is called
the character table of G.
We reformulate it in a different way.
Let H1 = C[G] be the group algebra of G. Let [H1, H1] be the commutator of H1,
the subspace of H1 spanned by [h, h
′] := hh′ − h′h for all h, h′ ∈ H1. We call the
quotient space H¯1 = H1/[H1, H1] the cocenter of H1.
It is easy to see that
(1) For any g, g′ in a given conjugacy class O of G, the image of g and g′ in H¯1 are
the same. We denote it by [O].
(2) {[O1], · · · , [Ok]} is a basis of H¯1.
Let R(H1) = R(G) be the Grothendieck group of finite dimensional complex rep-
resentations of H1. Then {V1, · · · , Vk} is a basis of R(H1). The trace map
Tr : H1 −→ R(H1)
∗, g 7−→ (V 7−→ Tr(g, V ))
factors through Tr : H¯1 → R(H1)
∗. Moreover,
Tr : H¯1 −→ R(H1)
∗ is an isomorphism of vector spaces.
We call it the cocenter-representation duality of the group G.
3.2. Hecke algebras. Let (W, S) be a Coxeter system. Fix a set of indeterminates
c = {c(s); s ∈ S} such that c(s) = c(t) if s and t are conjugate in W , and let
Λ = Z[c(s); s ∈ S].
The generic Hecke algebraH = H(W, c) is the Λ-algebra generated by {Tw;w ∈ W˜}
subject to the relations:
(1) Tw · Tw′ = Tww′, if ℓ(ww
′) = ℓ(w) + ℓ(w′);
(2) (Ts + 1)(Ts − c(s)) = 0, s ∈ S.
Note that the definition of Hecke algebra works for extended affine Weyl groups as
well.
Let k be a field. If we assign an element qs ∈ k to c(s) for s ∈ S, then we can
regard k as a Λ-module and Hq = H ⊗Λ k is the specialization of H. In particular,
if qs = 1 for all s ∈ S, then we obtain the group algebra H1 = k[W ].
We are interested in the cocenter of H, the representations of H and their relation
via the trace map.
One difficulty is that given two elements w and w′ in the same conjugacy class of
W , the image of Tw and Tw′ in H¯ may not be the same. In fact, we should look at
the “strongly conjugate” elements or the elements in the same ≈-equivalence class.
Proposition 3.1. Let w,w′ ∈ W .
(1) If w ≈ w′, then the image of Tw and Tw′ in H¯ are the same.
(2) If w ∼ w′ and qs 6= 0 for all s ∈ S, then the image of Tw and Tw′ in H¯q are the
same.
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Proof. (1) It suffices to prove the case where w
s
−→ w′ and ℓ(w) = ℓ(w′). Without
loss of generality, we may assume furthermore that sw < w. Then Tw = TsTsw and
Tw′ = TswTs. Hence the image of Tw and Tw′ are the same.
(2) It suffices to prove the case where w′ = xwx−1 and ℓ(xw) = ℓ(w) + ℓ(x) =
ℓ(w′) + ℓ(x). Then we have TxTw = Txw = Tw′x = Tw′Tx. Since qs 6= 0 for all s ∈ S,
Tx is invertible in Hq. Thus Tw = T
−1
x Tw′Tx ≡ Tw′ mod [Hq, Hq]. 
Proposition 3.2. We denote by Wmin the set of elements of W minimal length in
their conjugacy class. Suppose that the Red-Min Property holds for every conjugacy
class of W . Then for any w ∈ W , the image of Tw in H¯ is a linear combination of
the image of Tx for x ∈ Wmin.
Proof. We argue by induction on w.
If w ∈ Wmin, then the statement automatically holds for w.
If w /∈ Wmin, then by the Red-Min property, there exists w
′ ∈ W and s ∈ S such
that w′ ≈ w and sw′s < w′. By Proposition 3.1 (1),
Tw ≡ Tw′ mod [H,H].
Since sw′s < w,
Tw′ = TsTsw′sTs ≡ Tw′T
2
s = (c(s)− 1)Tsw′sTs + c(s)Tsw′s
= (c(s)− 1)Tsw′ + c(s)Tsw′s mod [H,H].
Now the statement for w follows from inductive hypothesis on sw′ and on sw′s. 
Theorem 3.3. Let W be a finite Coxeter group or an extended affine Weyl group.
Suppose that qs 6= 0 for all s ∈ S. Then
(1) For any conjugacy class O of W , the image of Tw in H¯q is independent of the
choice of w ∈ Omin. We denote the image by TO.
(2) The set {TO;O ∈ W/W∆} spans H¯q.
3.3. Finite Hecke algebras. In this section, we assume that W is a finite Coxeter
group and Hq is a finite Hecke algebra with nonzero parameters.
By Tits’ deformation theorem [GP00, Theorem 7.4.6 & 7.4.7], for generic parameter
c = {c(s); s ∈ S}, the Hecke algebra Hc is isomorphic to the group algebra H1, and
hence the number of irreducible representations ofHc equals the number of irreducible
representations of H1, and hence equals the number of conjugacy classes of W .
By comparing the number of irreducible representations of H and the number of
conjugacy classes of W , one deduces that {TO} is in fact a basis of H¯. Therefore,
Theorem 3.4. Let W be a finite Coxeter group and Hc be the Hecke algebra of W
with generic parameter c. Then Tr : H¯c → R(Hc)
∗ is an isomorphism.
This leads to the definition and study of “character table” of finite Hecke algebras
in [GP93].
Example 3.5. LetW = S3 be the Weyl group of type A2. There are three conjugacy
classes ofW : {1}, {s1, s2}, {s1s2, s2s1}. For generic parameter q ∈ k
×, there are three
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irreducible representations of Hq: trivial representation, Steinberg representation and
a 2-dimensional irreducible representation π. The character table is given as follows:
A2 triv St π
Ts1s2 q
2 1 −q
Ts1 q −1 q − 1
1 1 1 2
Example 3.6. Let W be the Weyl group of type C2. There are three conjugacy
classes of W : {1}, {s1, s2s1s2}, {s2, s1s2s1}, {s1s2, s2s1}, {s1s2s1s2}. For generic pa-
rameter q = (q1, q2) ∈ k
× × k×, there are five irreducible representations of Hq. We
label these five modules by the bipartitions which parameterized the corresponding
representations of the finite Weyl group: 2× 0, 11× 0, 0× 2, 0× 11, and 1× 1. The
character table is given as follows:
C2 2× 0 11× 0 0× 2 0× 11 1× 1
Ts1s2 q1q2 −q2 −q1 1 0
Ts1s2s1s2 (q1q2)
2 q22 q
2
1 1 −2q1q2
Ts1 q1 −1 q1 −1 q1 − 1
Ts2 q2 q2 −1 −1 q2 − 1
1 1 1 1 1 2
3.4. Representations of affine Hecke algebras and of p-adic groups. In this
subsection, we recall the relations between the representations of affine Hecke algebras
and of p-adic groups. The main reference of this subsection is Vigne´ras’ talk at
ICM2002 [Vig02]. This serves as one of the main motivation to our study of cocenter-
representation duality of affine Hecke algebras.
Let G be a connected reductive group over a non-archimedean local field F with
residual field Fq and let I be an Iwahori subgroup of G(F ). Let k be an algebraically
closed field of characteristic l 6= p. Let Hk(G, I) = Endk[G] k[I\G(F )] be the Iwahori
Hecke k-algebra of G(F ). It is isomorphic to the extended affine Hecke algebra
associated to G with parameter q ∈ k.
For any k-representation V of G(F ), the space V I of I-fixed points is a right
Hk(G, I)-module. Moreover,
Theorem 3.7. The map V 7→ V I gives a bijection between the irreducible k-representations
of G with V I 6= 0 and the simple right Hk(G, I)-modules.
For complex representations, the equivalence of category is well-known. For mod-
ular representations, it is due to Vigne´ras [Vig98].
The case l = p is very different. However, there is still a conjectural relation
between the representations of G, and of Hk(G, I) (with zero parameter) and of the
pro-p-Iwahori Hecke algebra Hk(G, Ip). For GL2(Qp), it is proved by Barthel and
Livne´ in [BL94] and [BL95].
3.5. Affine Hecke algebras. We recall the definition of affine Hecke algebras. Let
R = (X∗, X∗, R, R
∨,Π) be a based root datum and W˜ = X∗ ⋊W0 be the extended
affine Weyl group associated to R (see §1.7). Let c = {c(s); s ∈ S˜} such that
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c(s) = c(t) if s and t are conjugate in W˜ , and let Λ = Z[c(s); s ∈ S˜]. We define
the extended affine Hecke algebra H˜ and its specialization H˜q in a similar way as in
§3.2. We fix a set of nonzero parameters q in an algebraically closed field k and we
may simply write H˜ instead of H˜q. The basis {Tw}w∈W˜ gives the Iwahori-Matsumoto
presentation of H˜ . It is related to the quasi-Coxeter structure of W˜ .
Another presentation we need for H˜ is the Bernstein-Lusztig presentation:
H˜ = ⊕x∈X∗,w∈W0k θxTw.
We refer to [Lu89] for the definition of θx. This presentation is related to the semi-
product W˜ = X∗ ⋊W0. It plays an important role in the study of representations of
affine Hecke algebras, especially the (parabolic) induction and restriction functors.
For any J ⊂ Π, let H˜J be the parabolic subalgebra of H˜ generated by {θxTw; x ∈
X,w ∈ WJ}. This is the extended affine Hecke algebra for the parabolic subgroup
W˜J = X∗ ⋊WJ , for some parameters.
We may then define the (parabolic) induction and restriction functors between the
Grothendieck groups of the finite dimension k-representations of H˜ and H˜J .
iJ : R(H˜J) −→ R(H˜), rJ : R(H˜) −→ R(H˜J).
We have the central character χt of H˜J , here t runs over a complex torus T
J
associated to J . If σ ∈ R(H˜J), then σχt ∈ R(H˜J). Following Bernstein, Deligne and
Kazhdan, we say that a form f ∈ R(H˜)∗ is good if for any J ⊂ Π and σ ∈ R(H˜J),
the function t 7→ f(iJ(σχt)) is a regular function on T
J .
The following result is obtained by Bernstein, Deligne and Kazhdan [BDK86] and
[Kaz86].
Theorem 3.8. Let H = C∞c (G(F )) be the (complex) Hecke algebra of a p-adic group
G(F ). Then
(1) The image of Tr : H¯→ R(H)∗ is the set of good forms.
(2) The map Tr : H¯→ R(H)∗ is injective.
Part (1) is referred to as trace Paley-Wiener Theorem and Part (2) is referred to
as the density Theorem. The proofs rely on p-adic analysis.
Our goal is to understand for which parameters, the trace Paley-Wiener Theorem
and the density Theorem holds for affine Hecke algebras and to have an explicit basis
of the cocenter.
We have seen in Theorem 3.3 that the set {TO;O ∈ W˜/W˜∆} forms a basis of H˜ .
We also have the Bernstein-Lusztig presentation of these elements. It is obtained in
[HN15, Theorem B].
Theorem 3.9. Let iJ : H˜J → H˜ be the inclusion and i¯J : H˜J → H˜ the induced map.
Let (J, x,K,C) ∈ Γ˜ and O be the associated δ-conjugacy class of W˜ , then
TO = i¯J(T
J
Cx),
where T JCx is the image of T
J
ux in H˜J for any minimal length element u ∈ C.
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Note that the relation between Iwahori-Matsumoto basis and Bernstein-Lusztig
basis of H˜ is complicated. The relation between the minimal length elements in O
(with respect to the length function of W˜ ) and the minimal length elements in C (with
respect to the length function of W˜J) is also complicated. It is amazing that these
two complexities cancel each other out. This leads to the above matching between
Iwahori-Matsumoto basis and Bernstein-Lusztig basis of the cocenter of H˜ .
Compared to the finite Hecke algebras, it is more difficult to prove that {TO} is
linearly independent in the cocenter of extended affine Hecke algebras. The reason
is that both H˜ and R(H˜) are of infinite rank and thus one can’t compare their rank
directly to make the conclusion. For equal parameter case, linearly independence is
proved in [HN14] using Lusztig’s J-ring. The general case is proved in [CHx] using
the cocenter-representation duality that we are going to discuss.
3.6. Cocenter-representation duality for affine Hecke algebras. In this sec-
tion, we fix a nonzero parameter q in C and we simply write H˜ instead of H˜q.
3.6.1. Elliptic quotient. Elliptic representation theory, introduced by Arthur [Ar93],
studies the Grothendieck group of certain representations of a Lie-theoretic group
modulo those induced from proper parabolic subgroups. The elliptic theory of rep-
resentations of semisimple p-adic groups and Iwahori-Hecke algebras is further stud-
ied intensively, e.g., Schneider-Stuhler [SS97], Bezrukavnikov [Be98], Reeder [Re01],
Opdam-Solleveld [OS09].
For an affine Hecke algebra H˜ (of a given nonzero parameters in C), the elliptic
quotient is defined to be
R(H˜)ell = R(H˜)C/
∑
J$Π
iJ(R(H˜J)C).
Opdam and Solleveld in [OS09] studied the affine Hecke algebras for positive pa-
rameters and showed that
Theorem 3.10. Let q be a positive parameter function on H˜. Then
(1) The dimension of R(H˜)ell is at most the number of elliptic conjugacy classes
of W˜ .
(2) The inequivalent discrete series forms an orthogonal set of R(H˜)ell.
In particular, one has an upper bound of the number of irreducible discrete series
for affine Hecke algebra of positive parameters. A lower bound can be obtained by
counting the central characters of the discrete series. This leads to the classification
of irreducible discrete series for affine Hecke algebras of positive parameters in [OS10].
The method of Opdam-Solleveld is analytic, passing from H˜ to its Schwartz algebra,
a certain topological completion of H˜. For Hecke algebras of p-adic groups, the elliptic
quotient and its relation with the trace map was also studied in [BDK86] and analytic
methods were used to obtain an upper bound of the dimension of the elliptic quotient.
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3.6.2. Rigid cocenter and rigid quotient. Here is our motivation to develop a different
method to study elliptic representation theory for affine Hecke algebras.
First, we would like to understand the affine Hecke algebras for arbitrary parameters
(not just the positive parameters) and for representations over a field of positive
characteristic. It is desirable to have a more algebraic method.
Second, we would like to put the elliptic quotient in the framework of “cocenter-
representation duality”. Namely, the elliptic quotient R(H˜)ell corresponds to a sub-
space of H˜ via the trace map Tr : H˜ ×R(H˜)C → C. What is this subspace? Results
in [BDK86] indicates that this subspace is very complicated and may not have a nice
explicit description.
The idea in [CHx] is to replace the elliptic quotient by the so-called rigid quotient.
For simplicity, we only consider the extended affine Hecke algebras associated to
semisimple root data. The reductive root data can be reduced to semisimple ones via
[CHx, §8.1].
We define the rigid cocenter
H˜
rig
= span{TO; νO = 0}
and the rigid quotient
R(H˜)rig = R(H˜)C/〈iJ(σ)− iJ(σχt); J ⊂ Π, σ ∈ R(H˜J), t ∈ T
J〉,
the quotient of R(H˜) by the difference of induced modules. Both the rigid cocenter
and the rigid quotient are finite dimensional since the root datum is semisimple.
It is proved in [CHx, Theorem 1.1] that
Theorem 3.11. (1) For generic parameters, the trace map Tr : H¯ × R(H˜)C → C
induces a perfect pairing
Tr : H˜
rig
× R(H˜)rig −→ C.
In particular, dimR(H˜)rig = dim H˜
rig
equals the number of conjugacy classes in W˜
whose Newton points equal to zero.
(2) For arbitrary nonzero parameters, the induced map Tr : H˜
rig
→ R(H˜)∗rig is
surjective.
As some consequences,
• Trace Paley-Wiener Theorem: For arbitrary nonzero parameters, the image of the
map Tr : H˜ → R(H˜)∗ is R(H˜)∗good.
• Density Theorem: For generic parameters, the map Tr : H˜ → R(H˜)∗ is injective.
• Basis Theorem: The set {TO;O ∈ W˜/W˜∆} forms a basis of H˜ .
We also have the following deformation theorem.
Theorem 3.12. For generic parameters q, there exists a basis {Vπ,q} of R(H˜)C such
that for any w ∈ W˜ and any π, the action of Tw on Vπ,q depends analytically on q.
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For affine Hecke algebra with positive parameters, a similar result was obtained
by Opdam and Solleveld in [OS10] using Schwartz algebras. The idea of our proof
(without the restriction on positive parameters) is to use Lusztig’s graded affine Hecke
algebras [Lu89] and the deformation theorem for graded affine Hecke algebras ob-
tained in [CH16]. The passage from affine Hecke algebras to graded affine Hecke
algebras is analytic. This is the reason that we have the analytic deformation theo-
rem here. However, we expect that there exists a family of representations depending
algebraically on q.
3.6.3. Class polynomials. Now suppose that all the parameters qs are equal. We write
q = qs for any s ∈ S˜. For any w ∈ W˜ , there exists Fw,O ∈ Z[q] for each conjugacy
class O of W˜ such that
(3.1) Tw ≡
∑
O
Fw,OTO mod [H˜, H˜].
The polynomials Fw,O are called the class polynomials and can be computed in-
ductively on w as we discussed in §2.8.2. Note that the set {TO} is a basis of H˜ .
Thus the polynomials Fw,O are uniquely determined by the equality 3.1 and thus is
independent of the choice of the reduction procedure in §2.8.2.
We also have that
(3.2) Tr(Tw, V ) =
∑
O
Fw,OTr(TO, V ).
for any finite dimensional representation V of H˜ . Therefore, the character value of
any element in H˜ is known if one knows the character value of all the minimal length
elments, together with the class polynomials. Moreover, by the density Theorem for
generic parameter q, the polynomials Fw,O are also determined by the equality 3.2.
This gives a representation-theoretic definition of the class polynomials.
As we have seen in §2.8.2, the class polynomials (especially the leading term of the
class polynomial), have found important application in the arithmetic geometry. It is
desirable to have an explicit formula for the class polynomials. This is a challenging
problem. Some computations for type A˜2 is done by Yang [Ya16].
3.7. The “Modular case”.
3.7.1. Naive kernel conjecture. Now we move to the “modular case”. Here instead
of complex representations, we consider representations over an algebraically closed
field k of positive characteristic. We also consider the case where the parameter is
a root of unity. In this situation, one can’t expect to have a perfect pairing as in
Theorem 3.11 (1). However, we expect that the cocenter-representation duality fails
in a “controllable” way and thus provide useful information on the representations of
affine Hecke algebras in the “modular case”.
We still have a surjective map Tr : H˜
rig
→ R(H˜)∗rig, but it fails to be injective. It
is interesting to see whether the whole kernel comes from the non-semisimplicity of
the parahoric subalgebras.
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Let us make it precise. Let K ⊂ S˜. If WK is finite, then we say that the subalgebra
HK , generated by Tw for w ∈ WK , is a parahoric subalgebra of H˜. In this case, HK is
a finite Hecke algebra. We set Ω(K) = {τ ∈ Ω; τKτ−1 = K} and define the extended
parahoric subalgebra
H♯K = HK ⋊ k[Ω(K)].
We have a natural map H¯♯K → H˜
rig
. The composition H¯♯K → H˜
rig
→ R(H˜)∗rig is not
injective in general. It contains ker(H¯♯K → R(H
♯
K)
∗) in its kernel.
Now we introduce the naive kernel. Let kernaive(Tr : H˜
rig
→ R(H˜)∗rig) be the sum
of the image in H˜
rig
of ker(H¯♯K → R(H
♯
K)
∗), where HK runs over all the parahoric
subalgebras of H˜.
Conjecture 3.13. The naive kernel kernaive(Tr : H˜
rig
→ R(H˜)∗rig) equals the kernel
of the trace map Tr : H˜
rig
→ R(H˜)∗rig.
If this conjecture holds, then one may reduce the study of parametrization of ir-
reducible modular representations of extended affine Hecke algebras to the study of
parametrization of irreducible modular representations of extended finite Hecke alge-
bras. The latter case has been studied extensively by Geck and Jacon [GJ11]. By
combining all these together, one obtain the rank of the rigid quotient and the elliptic
quotient of R(H˜).
In particular, if all the extended parahoric subalgebras of H˜ are semisimple, then
the parameterization of irreducible modules of H˜ are independent of the change of
parameters q. If qs = q ∈ C× for all s ∈ S˜, then the condition that all the extended
parahoric subalgebras are semisimple is equivalent to the condition that q is not a
root of the Poincare´ polynomial of H˜. The classification of irreducible representations
in the case where q is not a root of unity is obtained by Kazhdan and Lusztig [KL87]
. It is proved later by Xi [Xi07] that the Kazhdan-Lusztig classification remains valid
if q is not a root of Poincare´ polynomial.
Now we provide some examples.
Example 3.14. Let G = SL3. Then Ω = {1}. By Example 1.22, the rigid cocenter
H˜
rig
has a basis {T1 = 1, Ts1, Ts1s2, Ts0s1 , Ts0s2}. There are three maximal (extended)
parahoric subalgebras: HK for K = {1, 2}, {0, 1}, {0, 2}. They are finite Hecke alge-
bras associated to the group S3.
The Poincare polynomial PS3(q) = Φ3(q)Φ2(q), where Φi is the i-th cyclotomic
polynomial. If q is not a root of PS3(q), then the three parahoric Hecke algebras are
semisimple. In particular, the map Tr : H¯K → R(HK)
∗ is injective and the naive
kernel is trivial. The conjectural rank of R(H˜)rig equals the dimension of H¯
rig, which
is 5.
If Φ2(q) = 0, then the kernel of the map Tr : H¯{1,2} → R(H{1,2})
∗ is spanned by
Ts1 + 1. Note that the image of Ts1 + 1, Ts2 + 1, Ts0 + 1 in H˜
rig
are the same. Thus
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the naive kernel is spanned by the image of Ts1 + 1 in H˜
rig
. The conjectural rank of
R(H˜)rig equals the dimension of H˜
rig
minus 1, which is 4.
If Φ3(q) = 0, then the kernel of the map Tr : H¯{1,2} → R(H{1,2})
∗ is spanned by
(q+1)Ts1s2+(q+2)Ts1+1. The naive kernel is spanned by the image of (q+1)Ts1s2+
(q + 2)Ts1 + 1, (q + 1)Ts0s2 + (q + 2)Ts0 + 1, (q + 1)Ts0s1 + (q + 2)Ts0 + 1 in H˜
rig
. The
conjectural rank of R(H˜)rig equals the dimension of H˜
rig
minus 3, which is 2.
Here the characteristic of k does not affect the conjectural dimension of R(H˜)rig.
The following table lists the conjectural rank of R(H˜)rig for various choice of q and
char(k).
SL3 char(k) 6= 3 char(k) = 3
Φ3(q)Φ2(q) 6= 0 5 5
Φ2(q) = 0 4 4
Φ3(q) = 0 2 2
Example 3.15. Let G = PGL3. Then Ω = µ3. By Example 1.21, the rigid cocenter
H˜
rig
has a basis {T1 = 1, Ts1, Ts1s2 , τ, τ
2}, where τ is a nontrivial element in Ω. There
are four maximal extended parahoric subgroups: HK for K = {1, 2}, {0, 1}, {0, 2}
and H♯∅, the group algebra of Ω. The first three are conjugate by Ω and we only need
to consider the contribution of ker(H¯♯K → R(H
♯
K)
∗) for K = {1, 2} and K = ∅ to the
naive kernel.
If Φ2(q) = 0 or Φ3(q) = 0, then the kernel of Tr : H¯{1,2} → R(H{1,2})
∗ is 1-
dimensional and this makes an one-dimensional contribution of the naive kernel.
If char(k) = 3, then the only irreducible representation of Ω is trivial and the kernel
of Tr : H¯♯∅ → R(H
♯
∅)
∗ is 2-dimensional. This makes a two-dimensional contribution
of the naive kernel.
The following table lists the conjectural rank of R(H˜)rig for various choice of q and
char(k).
PGL3 char(k) 6= 3 char(k) = 3
Φ3(q)Φ2(q) 6= 0 5 3
Φ2(q) = 0 4 2
Φ3(q) = 0 4 2
Here the characteristic of k does affect the conjectural dimension of R(H˜)rig. It is
also interesting to compare this example with the previous example to see how the
different isogeny classes affect the conjectural rank of R(H˜)rig.
3.7.2. Rigid determinant. Recall that in §3.3, we discussed the character table for
finite Hecke algebras. In particular, we may compute the determinant of the char-
acter table. It is a polynomial of the generic parameters q and it is determined by
the finite Hecke algebra (up to sign depending on the ordering of the irreducible
representations).
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We may define the rigid character table for extended affine Hecke algebras (with
generic complex parameters) as well. Here we use a family of representations, de-
pending analytically on the parameters, whose images in R(H˜)rig form a basis. The
existence of such family is proved in Theorem 3.12. We define the rigid determi-
nant as the determinant of the rigid character table. It is again a polynomial of the
parameters q and it is determined up to scalar.
We denote by detrig♠ the rigid determinant of an extended affine Hecke algebra of
type ♠ and by det♥ for the determinant of the character table of an (extended) finite
Hecke algebra of type ♥.
Conjecture 3.16. Let H˜ be an extended affine Hecke algebra with generic parameter
q. Then the rigid determinant detrig ∈ k[q] is a factor of ΠK detH♯K
, where HK runs
over all the parahoric subalgebras of H˜.
Remark 3.17. In fact, in the conjecture we only need to take the product of the
maximal extended parahoric subalgebras. And we also expect that there is an explicit
formula for the rigid determinant, as an alternating product of the determinants of
the character tables for various of (partially) extended parahoric subalgebras, as we
will see in the examples below. However, due to its complexity, we do not formulate
the (conjectural) explicit formula here.
Also this conjecture predicts that the pairing between the rigid cocenter and the
rigid quotient is a perfect pairing if all the extended parahoric subalgebras are semisim-
ple (i.e., the determinant of the character tables are invertible). This coincides with
the prediction from the naive kernel conjecture 3.13.
Now we give two examples to support the rigid determinant conjecture. We also
provide explicit formulas for the rigid determinants in these examples.
Example 3.18. Let G = Sp(4) and let H˜ be the affine Hecke algebra attached to
the affine diagram of type C2 with three parameters
q0 q1+3 q2ks
The rigid cocenter H˜
rig
has a basis {T1 = 1, Ts0, Ts1, Ts2, Ts0s1 , Ts0s2, Ts1s2 , Ts0s1s0s1 , Ts1s2s1s2}.
There are three maximal parahoric subalgebras: HK for K = {1, 2}, {0, 1}, {0, 2}.
Here Tsi for i = 0, 1, 2 each appears in the cocenters of two out of three maximal
parahoric subalgebras. We have
det C2(q0,q1) = (1 + q0)
2(1 + q1)
2(1 + q0q1)(q0 + q1),
det A1(q0)×A1(q2) = (1 + q0)
2(1 + q2)
2,
det C2(q1,q2) = (1 + q1)
2(1 + q2)
2(1 + q1q2)(q1 + q2),
The rigid determinant is computed in [CHx, Example 7.9]. We have
det rig
C˜2(q0,q1,q2)
=
det C2(q0,q1) det A1(q0)×A1(q2) det C2(q1,q2)
det A1(q0) det A1(q1) det A1(q2)
.
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Example 3.19. Let G = PSp(4) and let H˜ be the affine Hecke algebra attached to
the affine diagram of type C2 with three parameters
q2 q1+3 q2ks
((vv
The rigid cocenter H˜
rig
has a basis {T1 = 1, Ts1, Ts2, Ts0s2, Ts1s2, Ts1s2s1s2 , τ, Ts1τ, Ts0τ}.
There are four maximal extended parahoric subalgebras: H♯K forK = {1, 2}, {0, 1}, {0, 2}, {1}.
The first two are conjugate by Ω. The elements Ts1, Ts2 , τ each appears twice in the
cocenters of the three isomorphism classes of maximal parahoric subalgebras. We
have
det C2(q1,q2) = (1 + q1)
2(1 + q2)
2(1 + q1q2)(q1 + q2),
det (A1(q2)×A1(q2))⋊µ2 = 4(1 + q2)
4,
det A1(q1)×µ2 = 4(1 + q1).
The rigid determinant is computed in [CHx, Example 7.10]. We have
det rig
C˜2⋊µ2(q1,q2)
=
det C2(q1,q2) det (A1(q2)×A1(q2))⋊µ2detA1(q1)×µ2
8 det A1(q1) det A1(q2) det µ2
.
3.8. 0-Hecke algebras. If all the parameters equal to zero, then we say that the
corresponding Hecke algebra a 0-Hecke algebra. In this subsection, we discuss the
cocenter and representations of affine 0-Hecke algebras. The purpose is two-folded:
• Affine 0-Hecke algebras serve as models for the pro-p Iwahari-Hecke algebras, which
play an important role in the study of mod-p representations of p-adic groups.
• For affine 0-Hecke algebras, the cocenter-representation duality fails. The good
news is that it fails in a “controllable” way. This serves as an evidence of the naive
kernel conjecture 3.13.
3.8.1. The cocenter. Let W be a finite or (extended) affine Weyl group. As we have
seen in §3.3 and §3.6, the cocenter of Hq (for nonzero parameters q) has a standard
basis indexed by Wmin/ ∼. For 0-Hecke algebras, the situation is different.
By Proposition 3.2 the induction argument still works and the cocenter of H0 is
spanned by the image of Tw, where w runs over the elements in Wmin. However, for
w ∼ w′, Tw and Tw′ may have different image in H¯0.
By Proposition 3.1 (1), if w ≈ w′, then the image of Tw and Tw′ in H¯0 are the same.
For any ≈-equivalence class Σ of Wmin, we denote by TΣ the image of Tw in H¯0 for
any w ∈ Σ. Then
Theorem 3.20. The set {TΣ; Σ ∈ Wmin/ ≈} forms a Z-basis of H¯0.
For finite Hecke algebras, it is proved in [He15, Theorem 5.5], where the basis
theorem of H¯q (for nonzero parameters q) is used. A different and simpler approach
is found in [HNx, §2.4], which works for both finite and affine Hecke algebras.
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3.8.2. Finite 0-Hecke algebras. In this subsection, we assume that W is a finite Cox-
eter group. Recall that
Γ = {(J, C); J ⊂ S, C is an elliptic conjugacy class of WJ}.
It is proved in Proposition 1.10 that the set of equivalence classes of Γ is in natural
bijection with the set of conjugacy classes of W . The following result is proved in
[He15, Corollary 3.2].
Proposition 3.21. The map
Γ −→Wmin/ ≈, (J, C) 7−→ Cmin
gives a bijection from Γ to the ≈-equivalence classes of Wmin.
The irreducible representations of H0 are easy to construct. For any J ⊂ S, let λJ
be the one-dimensional representation of H0 defined by
λJ(Ts) =
{
−1, if s ∈ J ;
0, if s /∈ J.
By [No79], the set {λJ}J⊂S is the set of all the irreducible representations of H0.
The following result [He15, Proposition 5.6] describes how the cocenter-representation
duality fails for H0.
Proposition 3.22. The trace map H¯0 → R(H0) is surjective and the kernel is
spanned by TΣ − TΣ′, where Σ,Σ
′ are ≈-equivalence classes of Wmin of the same
support.
Now let us compare the trace function for Hq for generic parameters q and H0.
Let Σ ∈ Wmin/ ≈ and (J, C) ∈ Γ be the associated pair. Then the trace function of
H0 remembers the support J of the element TΣ, but ignores the difference between
various elliptic conjugacy classes of WJ . On the other hand, the trace function of
Hq remembers the elliptic conjugacy classes, but ignore the difference between the
various subsets of S that are conjugate to each other.
3.8.3. Affine 0-Hecke algebras. Recall that Γ˜ is the set of standard quadruples defined
in §1.8.3 for ordinary conjugation action. It is proved in Theorem 1.19 that the set
of equivalence classes of Γ˜ is in natural bijection with the set of conjugacy classes of
W˜ .
For any Σ ∈ W˜min/ ≈ corresponding to a standard quadruple (J, x,K,C), we set
JΣ = J . We set
H˜0
rig
= ⊕Σ∈W˜min/≈,JΣ=ΠZTΣ, H˜0
nrig
= ⊕Σ∈W˜min/≈,JΣ$ΠZTΣ
Let K ⊂ S˜ with WK finite. Recall that Ω(K) = {τ ∈ Ω; τ(K) = K}. Let
χ ∈ HomZ(Ω(K),k
×). We extend χ to a 1-dimensional Ha,0 ⋊ Ω(K)-module, where
T Js acts by −1 if s ∈ K and by 0 if s ∈ S˜ rK. Then we set
πK,χ = H˜0 ⊗Ha,0⋊Ω(K) χ.
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We say that (K,χ) ∼ (K ′, χ′) if they are conjugate by an element in Ω. It is easy to
see that if (K,χ) ∼ (K ′, χ′), then πK,χ is isomorphic to πK ′,χ′.
We set
R(H˜0)rig = ⊕(K,χ)/∼;K⊂S˜ with WK finite ZπK,χ.
The following result is proved in [HNx, Proposition 5.1].
Theorem 3.23. For M ∈ R(H˜0), Tr(H˜0
nrig
,M) = 0 if and only if M ∈ R(H˜0)rig.
In other words, the trace map Tr : H˜0 → R(H˜0) induces a map
Tr : H˜0
rig
−→ R(H˜0)
∗
rig.
This map is surjective, but not injective. Similar to the finite 0-Hecke algebra case,
the trace map on the rigid cocenter remembers the support K of the element TΣ,
but ignore the difference between various elliptic conjugacy classes of WK . Thus the
above Theorem provides an evidence to the naive kernel conjecture 3.13.
In [Vig05], Vigne´ras introduces the Bernstein-Lusztig basis {Ew;w ∈ W˜} of H˜0.
She also gives the definition of the supersingular modules of H˜0. By definition, a
module M of H˜0 is supersingular if EwM = 0 for w ∈ W˜ with ℓ(w)≫ 0.
We have the following characterization of supersingular modules.
Proposition 3.24. Let M ∈ R(H˜0). The following conditions are equivalent:
(1) M is supersingular.
(2) M ∈ ⊕(K,χ)/∼;K⊂S˜ with WK ,WS˜−K finite
ZπK,χ.
(3) Tr(H˜0
nrig
+ι(H˜0
nrig
),M) = 0, where ι is the involution on H˜0 defined in [Vig05,
Corollary 2].
Here the equivalence between (1) and (2) is first obtained by Vigne´ras in [Vig15].
The criterion (3) for the supersingular modules is given in [HNx, Proposition 5.4] and
a new proof of the equivalence between (1) and (2) is also given in loc.cit.
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