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Розробка методу виявлення шахрайства в різнорідних даних при 
інсталюванні мобільних додатків 
Т. Д. Польгуль, А. А. Яровий 
Запропоновано метод виявлення шахрайства при інсталюванні мобільних 
додатків. Розроблений метод на відміну від існуючих використовує всі наявні 
дані, незалежно від типів, розмірності і розбіжності цих даних та перетво-
рює такі дані до однорідних коефіцієнтів на основі запропонованого методу 
шкалювання. Такий підхід дозволяє підвищити точність розв'язання задачі та 
побудувати відкриту до розширення базу знань з характеристиками шахраїв 
та правилами виявлення користувачів-шахраїв. Розроблена система шкал для 
переводу різнорідних даних до однорідних коефіцієнтів, яка дозволила побуду-
вати математичну модель процесу шкалювання. Розроблено алгоритм шкалю-
вання різнорідних масивів даних на основі запропонованих шкал та математи-
чної моделі процесу шкалювання великих масивів різнорідних даних, що дозволи-
ло всю множину даних привести до двох однорідних груп. Запропоновано алго-
ритми обробки отриманих груп однорідних даних та виявлення користувачів-
шахраїв. Розроблені алгоритми з використанням коефіцієнтів схожості між 
характеристиками користувачів формують шаблони шахраїв, визначають ха-
рактеристики та залежності користувачів-шахраїв, що дозволяє підвищити 
ефективність та швидкість процесу виявлення шахраїв. Була запропонована 
схема процесу виявлення шахраїв, що використана в інтелектуальній системі 
автоматичного виявлення шахраїв для проведення експериментальних дослі-
джень. За результатами експериментальних досліджень отримана точність 
визначення шахраїв на заданій репрезентативній вибірці 99,14 %. Результати 
експериментальних досліджень показали ефективність автоматичного вияв-
лення шахраїв та можливість розширення форматів та характеристик кори-
стувачів-шахраїв на основі інтелектуального аналізу і баз знань 
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1. Вступ
Для сучасного ІТ-ринку характерно просування компаніями-розроб-
никами мобільних додатків. На таку процедуру компанія повинна витрачати 
достатньо великі кошти на маркетингові кампанії. Один із варіантів визначення 
дієвості маркетингової кампанії полягає у перевірці приведеної нею кількості 
інсталювань мобільного додатку. Саме на цьому кроці варто знати, що частина 
або вся множина інсталювань мобільних додатків могла бути здійснена шах-
райським способом. Знаючи дійсну кількість органічних інсталювань мобільно-
го додатку та кількість інсталювань, здійснених шахрайським способом, можна 












значимо, що користувачів, які займаються шахрайством, називають шахраями. 
Тому актуальною в цьому напрямку є задача розробки системи для автоматич-
ного виявлення шахраїв та маркетингових кампаній, які використовують шах-
райські способи інсталювання. 
 
2. Аналіз літературних даних і постановка проблеми  
Складністю проблеми, що постає в даній роботі, є, по-перше, невизначе-
ність поняття «шахрайство» в технічній літературі. Так, наприклад, в [1] шах-
райство розглядається як підвид аномалії в даних. Аномалія, у свою чергу, мо-
же визначатися як контекстуальна (умовна) – «якщо екземпляр даних є анома-
льним у певному контексті». Методологія виявлення даного типу аномалії 
«takes into account the difference between the user-specified environmental and 
indicator attributes during the anomaly detection process» [2]. Також авторами від-
значаються точкові та колективні аномалії. Аномалії вважаються точковими, 
«якщо окремий екземпляр даних можна розглядати як аномальний щодо інших 
даних» [3]. Колективними аномалії вважаються, «якщо сукупність відповідних 
примірників даних аномальна щодо всього набору даних». Тому при виявленні 
колективних аномалій необхідно шукати «the elements inside a group are more 
relevant to each other than to the external elements» [4]. Але такі означення не до-
зволяють математично описати шахрайство, зв’язати його з наборами даних, які 
є носіями шахрайства та автоматизувати процес його пошуку у великих маси-
вах даних. При розв’язанні проблеми шахрайство розглядатиметься як анома-
лія, а саме як навмисне породження аномалії в даних про процес, який дослі-
джується, сторонньою особою (шахраєм) або механізмом з певною метою. 
По-друге, при пошуку шахрайства в даних при інсталюванні мобільних 
додатків необхідно чітко визначити типи та формати даних, в яких виконується 
пошук, тому що від них залежить вибір та аналіз методів обробки. Розглянемо 
групи вхідних даних, що використовуються при інсталюванні мобільних додат-
ків. До них відносять:  
– кількісні (numerical) – так наприклад, continuous data: action time, or 
discrete data: кількість друзів у соціальних мережах, кількість покупок тощо;  
– якісні (qualitive) – так наприклад, categorical data: назва мобільної плат-
форми користувача (iOS, Android etc.), user IP, user device ID, user information, 
user’s social network etc., or dichotomous data: підключений (connected to) до со-
ціальних мереж чи ні, інсталювання підтверджене чи ні, покупка підтверджена 
чи ні тощо; 
– множинні – множини кількісних або якісних даних – так наприклад, 
множина часу кожної події, множина типів подій користувача тощо. 
Як видно, в системах виявлення шахрайства при інсталюванні мобільних 
додатків вхідні дані є як кількісні, так і якісні, а також і множини кількісних та 
якісних даних. Крім того, дані не порівнюються між собою, мають різні розмір-
ності та приймають значення з різних діапазонів. Тобто дані є різнорідними. 
Слід відмітити, що проблема різнорідності даних виникає при виявленні ано-
малій в різних областях. Для її подолання найчастіше використовуються мето-









кий метод подолання різнорідності як one-hot encoding, який подано, напри-
клад, в [5]. Перший з вказаних методів вносить невизначеність у дані, оскільки 
може відкинути важливі для правильного прийняття рішення дані та можливість 
подальшого обґрунтування отриманого результату на основі початкових вхідних 
даних. Другий із вказаних методів може перевести якісні дані у кількісні лише у 
тому випадку, коли відома кінцева множина категорій певної якісної ознаки. 
Проте, наприклад, у випадку з IP-адресою, завчасно невідома множина усіх мо-
жливих значень (категорій), тому другий метод не працює з такими даними. 
Тому, у ході дослідження методів виявлення аномалій, було проаналізо-
вано джерела [1, 5–25] та виділено методи машинного навчання для обробки 
Big Data, які можна поділити на: 
– методи класифікації, багато з яких згадується, так наприклад, у роботі 
[5]. Серед них виділимо експертні системи, що розглядаються, наприклад, в ро-
боті [9], що використовуються при виявленні аномалій в медичній області, в 
кредитних картках, при обробці зображень, при виявленні вторгнень у мережу. 
Проте недоліком експертних систем є те, що при появі нових шахрайських ша-
блонів, необхідно самостійно відслідковувати такі шаблони та дописувати нові 
правила у систему. Окремо виділяють баєсову мережу, яка використовується 
при виявленні аномалій у медичних даних, обробці зображень, сенсорних ме-
режах. Баєсова мережа згадується, так наприклад, у роботах [6, 10–12]. Але да-
ний метод, у зв’язку з особливістю побудови мереж, не використовує різнорідні 
дані. Також існують такі методи як Support Vector Machine, метод k-
найближчих сусідів, методи класифікації на основі нейронних мереж. Останній 
метод найчастіше використовується при виявленні шахрайства у кредитних ка-
ртках, при обробці зображень, при виявленні вторгнень у мережу, згідно до ро-
боти [1]. Але як показано у розглянутих джерелах ці техніки ефективні при ви-
користанні однорідних даних;  
– методи кластеризації, які поділяють на ієрархічні (таксономія) та неіє-
рархічні або ж на чіткі та нечіткі. Серед методів даної групи виділимо k-means 
clustering, графові методи, серед яких є, наприклад, алгоритм виділення зв’язних 
компонент. Також можна виділити алгоритм ФОРЭЛ та алгомеративну ієрархіч-
ну кластеризацію. Більшість вказаних методів розглянуто у роботі [7] та у про-
фесійному інформаційно-аналітичному ресурсі [13]. Також необхідно зазначити, 
що один із способів кластеризації оснований на базі використання коефіцієнтів 
схожості, це показано, наприклад, у роботах авторів [14–18] та у роботі [19]. Ме-
тоди кластеризації найчастіше використовуються при network intrusion detection, 
що розглядається в роботі [20] та при credit card fraud detection, але особливістю 
таких методів є використання лише однорідних даних; 
– статистичні методи, які розглядаються, так наприклад, у surveys [21, 
22]. У даній групі методів виділяють спектральний метод, який найчастіше ви-
користовується при Mobile Phone Anomaly Detection та виявленні аномалій у 
сенсорних мережах. Також виділяють непараметричне статистичне моделю-
вання, яке використовується при виявленні вторгнень у мережу, виявленні не-
поладок у механізмах. Ще один метод, який відноситься до даної групи, – па-











Статистичне профілювання з використанням гістограм, що розглядається в ро-
боті [25], також відноситься до даної групи методів. Проте при використанні 
даних методів відсутні процедури зведення даних до однорідних. 
Зокрема, методи кластеризації не підходять для вирішення задачі вияв-
лення шахрайства при інсталюванні мобільних додатків, оскільки це є методи 
навчання без учителя, тобто методи, які самі виявляють групи схожих користу-
вачів. Проте у задачі, що розглядається, необхідно наперед визначити класи, по 
яким повинно проводитись групування користувачів. 
Також необхідно зазначити, що усі з вище вказаних методів працюють з 
однорідними даними, тому задача розробки методу подолання різнорідності 
вхідних даних мобільного додатку залишається актуальною. Тому доцільною є 
розробка методу виявлення шахрайства як аномалії при інсталюванні мобіль-
них додатків, який на відміну від вище розглянутих, дозволяє аналізувати різ-
норідні дані для виявлення аномалій в них.  
 
3. Мета і задачі дослідження 
Метою роботи є дослідження можливості подолання різнорідності даних 
для розробки системи автоматичного виявлення шахрайства при інсталюванні 
мобільних додатків без втрати точності результатів та можливістю обґрунту-
вання отриманих результатів. 
Для досягнення поставленої задачі необхідне вирішення наступних задач: 
– здійснити класифікацію різнорідних даних при інсталюванні мобільних 
додатків, що дозволить провести подальшу розробку методу виявлення шах-
райства при інсталюванні мобільних додатків; 
– розробити метод виявлення шахрайства в різнорідних масивах даних 
при інсталюванні мобільних додатків. Розроблений метод на відміну від існую-
чих, за допомогою інтелектуального аналізу даних та запропонованих моделі, 
шкал і алгоритмів шкалювання дозволить визначити повні формати шахраїв, 
що суттєво підвищить ефективність процедури виявлення нових шахраїв;  
– здійснити аналіз результатів дослідження запропонованої моделі, алго-
ритмів та методу виявлення шахрайства в різнорідних даних та оцінити точ-
ність визначення шахраїв в заданій репрезентативній вибірці користувачів. 
 
4. Класифікація різнорідних даних при інсталюванні мобільних додатків  
При виборі, із множини розглянутих, методу для розв’язання поставленої 
задачі важливим є аналіз вхідних даних, з якими працюють розглянуті методи, 
та даних, що відомі для розв’язання поставленої задачі. 
Для здійснення класифікації даних та визначення множини вхідних да-
них, які необхідні при прийнятті рішень про наявність шахрайства, розглянемо 
детально весь процес появи та зміни даних. У процесі інсталювання мобільного 
додатку поведінка кожного користувача, який приймає в цьому участь, харак-
теризується набором подій, наприклад: інсталювання додатку, підтвердження 
інсталювання, відкриття додатку, реєстрація тощо. Послідовна множина мож-











Рис. 1. Послідовність надходження подій про кожного з користувачів при  
інсталюванні мобільних додатків 
 
З рис. 1. видно можливу послідовність надходження подій про кожного з 
користувачів, поділених на множини L1, L2, L3 в залежності від типу події. Від-
значимо, що спільними ознаками кожної події є: 













– інформація про поточний пристрій, а саме його унікальний ідентифіка-
тор (  user deviceID ), IP-адреса (  user IP ), інформація про операційну систему 
пристрою (  user deviceOS ); 
– інформація про поточну подію, а саме її тип (event type) та час (event 
time). 
Також кожна з подій може містити ознаки, необхідні лише для неї, так 
наприклад: 
– кожна внутрішня подія мобільного додатку містить кортеж специфічної 
для себе інформації (eventSpecificData); 
– подія отримання підтвердження про інсталювання додатку містить пра-
порець isApproved, який позначає, чи інсталювання підтверджене, чи ні; 
– подія про реєстрацію користувача містить інформацію, яку користувач 
ввів про себе (user information), його фотографію (user photo) та дату народжен-
ня (user date of birth); 
– подія про покупку містить унікальний ідентифікатор купленого товару 
(offerID) та покупки (purchaseID), ціну покупки (purchasePrice) та прапорець 
isApproved про підтвердження або непідтвердження покупки. 
У процесі дослідження даної роботи всю множину вхідних даних, яка не-
обхідна для виявлення шахрайства при інсталюванні мобільних додатків, було 
розділено на декілька множин: 
– множина M1: дані та інформація про користувача під час інсталювання; 
– множина M2: інформація про користувача та його дії після інсталювання; 
– множина M3: дані про користувача під час деінсталювання. 
Але визначення кількості найбільш важливих вхідних даних та характе-
ристик цих даних в процесі дослідження виявилось досить складною задачею. 
Тому для визначення повного масиву вхідних даних та характеристик цих да-
них в роботі було проведено експертне опитування, в якому прийняли участь 
25 експертів провідних ІТ-компаній України, Швейцарії, США, що мають дос-
від виявлення шахрайства.  
Метою експертного опитування було визначити таку множину вхідних 
даних та характеристик даних, за допомогою яких можна визначити, чи корис-
тувач є шахраєм, чи ні (органічним). Для цього опитування було проведено у 
два етапи. На першому етапі експертам було надано набір усіх можливих вхід-
них даних, які необхідно проранжувати або додати інші вхідні дані. На другому 
етапі експертами для визначеної множини вхідних даних були визначені грани-
чні значення. Так наприклад, визначено: 
– граничні значення кількості кліків з однієї IP-адреси _ _Tip act min  та 
_ _ ;Tip act max  
– граничні значення часу між подіями інсталювання додатку та реєстрації 
користувача _Tinst min  та _ ;Tinst max  
– мінімальна та максимальна кількість друзів у соціальних мережах 
_Cf min  та _ .Cf max  
Результати першого етапу експертного опитування представлено на рис. 









дані є різнорідними, так наприклад, вхідні дані містять як якісні, так і кількісні 




Рис. 2. Вхідні дані розділені на три виділені множини 
 
Результати другого етапу експертного оцінювання представлено з вико-
ристанням теорії множин, а саме у вигляді компоненту  
 













де D – множина подій по кожному користувачу; X – характеристики даних, ви-
значені експертами, що представлені у вигляді властивостей множини даних D. 
Дані властивості повинні бути притаманні усім органічним користувачам. Розг-
лянемо ці властивості: 
 
1( ) _ ,P IP IP FRAUD IP                                                                                 (2) 
 
де _FRAUD IP  – множина відомих шахрайських IP-адрес, IP – IP-адреса, яку 
використовував користувач. Дана властивість (2) перевірятиме, чи IP-адреса є 
шахрайською, чи ні. Отже, якщо подивитись на дану властивість з протилежно-
го боку, то можна зазначити, що якщо _ ,IP FRAUD IP  то користувач, який 
має дану IP-адресу точно є шахраєм; 
 
2( ) _ ,P ID ID FRAUD ID                                                                          (3) 
 
де _FRAUD ID  – множина ідентифікаторів відомих шахраїв, ID – унікальний 
ідентифікатор користувача. Аналогічно до попередньої властивості, можна за-
значити, що якщо _ ,ID FRAUD ID  то даний користувач є шахраєм; 
 
 2( _ ) _ _ _ ,P D ID D ID FRAUD D ID                                                      (4) 
 
де _ _FRAUD D ID  – множина ідентифікаторів пристроїв, з яких були помічені 
шахраї, _D ID  – унікальний ідентифікатор пристрою (мобільного телефону). 
Аналогічно до попередніх властивості, можна зазначити, що якщо 
_ _ _ ,D ID FRAUD D ID  то даний користувач є шахраєм; 
 
3( ) ( . ),id idP P P isAproved true                                                                         (5) 
 
де idP  – це унікальний ідентифікатор покупки, яку зробив користувач, прапо-
рець isAproved  позначає, чи покупка підтверджена відповідним store чи ні. 
Можна зазначити, що якщо у користувача є хоч одна непідтверджена покупка, 
то даний користувач однозначно є шахраєм;  
 
4( ) _ ,P T T AVAILABLE TYPES                                                              (6) 
 
де _AVAILABLE TYPES  – множина типів подій, доступна користувачу на да-
ному етапі, T – тип поточної події користувача. Аналогічно до попередніх влас-
тивості, можна зазначити, що якщо ,T AVAILABLE  то даний користувач є ша-
храєм;  
 










де _ cntD A  – кількість аккаунтів на одному пристрої (device). Якщо дана власти-
вість не виконується, то користувачі, що користуються пристроєм з поточним 
ідентифікатором ,deviceID  позначаються шахраями;  
 
4 _   5( _ ,)cnt cntP IP A IP A                                                                      (8) 
 
де _ cntIP A  – кількість аккаунтів з однієї IP-адреси. Аналогічно до попередньої 
властивості, дана умова не виконується, то користувачі, які користуються да-
ною IP-адресою вважаються шахраями. 
Для опису наступних властивостей виділимо з множини D підмножини 
подій по кожному з пристроїв користувача (по deviceID ) 1 2, ,  ,, dE E E  де d – 
це кількість пристроїв, з яких користувач користувався мобільним додатком, 
тобто 1 2 .dE E E E    Варто зазначити, що 1 ,E E  2 , ,E E   dE E  та 
1 2 ... .dE E E   У свою чергу кожну з виділених підмножин можна поді-
лити на підмножини дій користувача по кожній хвилині, а саме:  
 
1,1 1,2 1, 1 1 1,1 1,2 1, 1,  ;m mE E E E E E E      
2,1 2,2 2, 2 2 2,1 2,2 2, 2,   ;m mE E E E E E E       
 …,                                                                                               (9) 
,1 ,2 , ,1 ,2 ,,   ,d d d md d d d d mdE E E E E E E      
 
де 1, 2,  ,m m md  – кількість хвилин, проведених у додатку з пристрою 
1,  2,  ,d  відповідно. 
Тоді кожну з підмножин 1,1  , ,E   1, 1 2,1  2, 2, , , ,m mE E E  ,1  ,, ,d d mdE E  можна 
задати наступним чином: 
 
 1 1{ | ( ) ( )},  50,e ee P c P c c                                                                   (10) 
 
де c – кількість елементів даної підмножини. Дана властивість позначає, що ор-
ганічний користувач може робити не більше, ніж 50 кліків (подій) у хвилину. 
Якщо ж подій значно більше, то користувача можна вважати підозрілим. Для 
того, щоб однозначно визначити, чи користувач є шахраєм за часом його подій, 
необхідно перевірити наступні властивості. Для цього представимо підмножи-
ни 1 2, ,  , dE E E  у наступному вигляді: 
 
1 1 2 3 4{ | ( ) ( ) ( ), , , , ,( )},d di di d d d din dod P t t P t P n P t t                                                 (11) 
1 1 1,   60000 м) ,( сd di di di diP t t t t     
 
де ,dit  1dit   – час між сусідніми подіями. Дана властивість перевіряє час між по-
діями. Якщо час більший визначеного, то користувач вважається підозрілим, та 












2  ( ) ,d iP t E F   де t – час подій, 1,  [ ], ,i d   F – множина повністю відомих 
законів розподілу. Дана властивість перевіряє належність множини часу подій 
користувача деякому повністю відомому закону розподілу. Це необхідно через 
те, що зазвичай шахрайські скрипти використовують random функції для вибо-
ру часу між подіями. Але будь-який random побудований на основі певного ві-
домого закону розподілу, зазвичай нормального закону розподілу; 
3  ( ) ,d iP n E F   де n – тип (назва) подій. Дана властивість – аналогічна до по-
передньої, проте перевіряє розподілення типу події. Дана перевірка так само 
пояснюється тим, що шахрайські скрипти, які дозволяють привести навіть мі-
льярди інсталювань за добу/годину, так само вибирають тип події, яку буде ро-
бити «користувач» (тобто скрипт), з використанням random-функції, яка осно-
вана на певному законі розподілу;  
 
4 ,  120000 мс) ,(d din do din doP t t t t     
 
де 
din dot t  – час між сусідніми подіями. 
Аналогічні властивості будуть мати підмножини поділені не за ,deviceID  а 
за .userIP  
Звичайно ж, на основі другого етапу експертного опитування визначено 
основні характеристики даних, проте з кожним певним проміжком часу можуть 
з’являтися нові шахрайські способи інсталювання додатків, саме тому при роз-
робці методу також буде застосовуватись і інтелектуальний аналіз даних (data 
mining). Адже згідно до визначення Жерона Орельєна [5], data mining – це засто-
сування прийомів машинного навчання для дослідження великих об’ємів даних 
(Big Data) для подальшого виявлення шаблонів, які не були помічені відразу. 
 
5. Метод виявлення шахрайства в різнорідних масивах даних 
Отже, для аналізу таких даних необхідно застосувати метод, який працює з 
різнорідними даними. Проте якщо розглянути один з найпопулярніших у наш 
час підходів вирішення схожих задач – нейронні та нейроподібні мережі [26], 
то дані підходи також працюють лише з кількісними даними. Проте існує під-
хід переведення категоріальних даних у кількісні – one-hot encoding [5], але для 
застосування даного підходу необхідно знати всю множину можливих значень 
категоріальної ознаки. Проте, наприклад, для такої ознаки як IP-адреса немож-
ливо завчасно знати всі можливі її варіанти. Навіть типи подій постійно будуть 
додаватися у ході покращення (improvement-a) мобільного додатку, що призво-
дитиме до постійного зростання кількості вхідних ознак та даних по них та до 
постійного перенавчання системи. У випадку з IP-адресами, буде спостеріга-
тись дуже стрімке збільшення вхідних категорій, на зберігання яких по кожно-
му користувачу буде необхідна величезна кількість ресурсів. Взагалі, у більшо-
сті сучасних алгоритмів практично не підтримується робота з категоріальними 
даними.  
Зазначимо, що ще однією значною для методу, що розробляється у дано-








подолання різнорідних даних. Причина полягає у тому, що на даний момент 
неможливо чітко обґрунтувати рішення, прийняте нейронними мережами, що є 
важливим при розгляді судових позовів, в яких необхідно чітко наводити аргу-
менти. Так наприклад, це одна з найвагоміших причин, чому безпілотні авто-
мобілі ще не доступні у продажу, адже в досліджуваній області таке обґрунту-
вання є обов’язковим. 
Існує також метод, який працює як з кількісними, так і з якісними даними 
– узагальнений дискримінантний аналіз [10, 27]. Проте даний метод також пот-
ребує визначену множину можливих значень категоріальної змінної, аналогічно 
до one-hot encoding. У нашому випадку, не всі категоріальні вхідні дані мають 
дискретну множину категорій. 
Якщо розглянути інші існуючі методи нормалізації даних, то ці методи 
також не працюють з кількісними і якісними даними, а також може спостеріга-
тись зменшення точності через втрату інформації та допущені похибки. Серед 
розглянутих методів зазначимо методи переведення даних від різнорідних до 
однорідних (наприклад, багатовимірне шкалювання) або методи виділення най-
важливіших ознак (наприклад, Principal Component Analysis [7]).  
Більшість сучасних методів працює з однорідними даними, тому виникає 
необхідність розробки методу, який використовує різнорідні дані, що отримані 
у процесі виявлення шахрайства, є важливою задачею. 
Під різнорідністю в більшості розглянутих методів та в даній роботі ро-
зуміємо дані різних типів (кількісні і якісні), значень, що лежать у різних діапа-
зонах та розмірності, які не можливо рівноцінно порівняти між собою. Також 
необхідно зазначити, що вектор вхідних даних може містити не лише кількісні 
або якісні дані, але й масиви кількісних або якісних даних.  
Для подолання різнорідності даних авторами використовується шкалю-
вання (нормалізація) даних, що означає перетворення всіх даних (якісних і кі-
лькісних) до єдиної шкали від 0 до 1. Будемо вважати значення 0 на шкалі 
означатиме, що користувач по даній ознаці є шахраєм, а значення 1 на шкалі 
означатиме, що користувач по даній ознаці є органічним. Це є особливістю за-
пропонованої шкали. Так наприклад: 
– IP-адреса – якісні дані, уся множина значень яких невідома – перево-
диться у коефіцієнт, значення якого 0 або 1. Даний коефіцієнт визначається на-
ступним шляхом: якщо IP-адреса належить до множини шахрайських IP-адрес, 
заданої експертами та доповненою розробленою системою у процесі її навчан-
ня, то коефіцієнт рівний 0, якщо ж не належить, то 1 (рис. 3);  
– тип події – якісні дані, в яких, на відміну від попередньої ознаки, уся 
множина типів подій завчасно відома. Проте при додаванні нових типів подій 
та використовуючи існуючі методи подолання різнорідності, необхідно перена-
вчати усю систему, попередньо додавши нові категорії. Існує декілька власти-
востей множини вхідних даних за даною ознакою. Так наприклад, якщо серед 
типів дій, здійснених користувачем, присутні недоступні для нього типи подій 
(так наприклад, деякі функції мобільного додатку можуть бути доступні лише 












– наявність непідтвердженої покупки – якісна ознака, а саме – дихотоміч-
на. При наявності непідтвердженої покупки даний коефіцієнт рівний 0, що поз-
начає користувача шахраєм. Інакше, даний коефіцієнт рівний 1; 
– множина часу подій користувача переводиться у значення від 0 до 1, де 
0 означає, що множина повністю належить певному закону розподілу, а 1 – не 
належить (рис. 4); 
– кількість друзів у соціальній мережі – це кількісні дані, які також перево-
дяться у коефіцієнт, значення якого від 0 до 1. Якщо кількість друзів входить у 
граничні значення: визначені на другому етапі експертного оцінювання, то зна-




















Рис. 5. Шкала визначення класу користувача за ознакою кількість кліків  
користувача за хвилину 
 
Як видно з прикладів, показаних на рис. 3–5, виконується перехід від різ-
норідних до однорідних даних, які представляються у вигляді коефіцієнтів. Та-
ке перетворення різнорідних даних в однорідні в подальшому для виявлення 
шахрая дозволяє використати методи класифікації. 
В процесі шкалювання та на основі результатів експертного оцінювання 
авторами було виділено 17 коефіцієнтів, що впливають на прийняття рішень 
при виявленні шахрайства. Аналіз цих коефіцієнтів дозволив здійснити розбит-
тя коефіцієнтів на такі групи:  
– перша група охоплює коефіцієнти, які дозволяють провести попередній 
аналіз даних, а саме однозначно з множини користувачів визначити шахрайсь-
ких користувачів, органічних та підозрілих. Дозволяє зробити первинну вибір-
ку на основі Decision Tree. Так наприклад у першу групу входить 13 коефіцієн-
тів, розглянемо деякі з них: 
k2 (куплена/не куплена покупка) – якщо кількість зроблених користува-
чем покупок 2 _ , minK  то k2 попередньо рівне 1 та означає, що користувач не є 
шахраєм. Якщо кількість покупок 2 _ , minK  то k2 попередньо рівне 0.5, що 
означає, що користувач є підозрілим. Коефіцієнт 
2 _minK  у даній роботі визнача-
ється на основі експертного опитування. Якщо користувач зробив покупку, яка 
недоступна для нього, то k2 попередньо рівне 0 та означає, що користувач є ша-
храєм; 
k3 (підтверджена / не підтверджена покупка) – якщо користувач робив 
спробу відправити неіснуючий ідентифікатор покупки, який не був підтвер-
джений магазином відповідної мобільної платформи, то даного користувача 
автоматично можна вважати шахраєм; 
4k  (час між подіями користувача) – якщо вибірка з часом між подіями ко-












користувач визначатиметься шахраєм. Належність вибірки до закону розподілу 
можна визначити з використанням критерію Колмогорова-Смірнова [28]; 
k5, k6 (тип подій користувача, частота кожного типу події користувача) – 
суміжні між собою показники. При 
5 5_ _ 5_ _;  min cnt max cntk K K    користувач одно-
значно вважатиметься шахраєм. 
5_ _min cntK  та 5_ _max cntK  визначено на основі екс-
пертного опитування; 
k8 (кількість друзів у соціальній мережі) – якщо користувач прив’язаний 
до соціальної мережі і кількість його друзів у мережі належить проміжку 
8_ 8_ 8_ 8_*  ;  *  min opt max optK K K K    – k8 у цьому випадку рівний 8_ 8_ ,;  min maxK K    то 
даний користувач є шахраєм. Коефіцієнти 
8_ ,minK  8_ ,optK  8_maxK  визначено на 
основі експертного опитування; 
– друга група охоплює коефіцієнти, за якими неможливо зробити первин-
ний аналіз на основі Decision Tree. Проте, на основі вибірок шахраїв, органіч-
них та підозрілих користувачів, сформованих на основі коефіцієнтів з першої 
групи, можна знайти коефіцієнти схожості усіх користувачів із знайденими за 
кожною із характеристик другої групи. Так, до другої групи відноситься 6 кое-
фіцієнтів (деякі з них співпадають з першою групою). Деякі з них: 
k1 (кількість кліків з одного пристрою за хвилину) – важливий коефіцієнт 
при виявленні шахрайства, проте маючи лише його, не можна однозначно ви-
явити шахрая (аномалію);  
k4 (час між подіями користувача) – аналогічно до коефіцієнту k1, якщо дії 
не підпадають певному шаблону та час між подіями не заданий розподілом; 
k8 (кількість друзів у соціальній мережі) – якщо користувач прив’язаний 
до соціальної мережі та в нього є достатня кількість друзів, а саме – 
8_ 8_ ;( )* ,max optK K   то можна зробити перевірку на імена (чи друзі реальні) і фо-
то друзів (аналогічно до визначення коефіцієнта k15);  
k10, k11 (кількість інсталювань з одного пристрою, час між інсталюваннями 
на одному пристрої) – дозволяє визначити, чи користувач є органічним на основі 
даних про інсталювання. Якщо частота інсталювання з одного пристрою, яка за-
дається коефіцієнтом k11, показує, що час між запитами на інсталювання не мен-
ший, ніж 
11_ ,minK  то за даними коефіцієнтами користувач вважатиметься органі-
чним. Проте при визначенні даного коефіцієнта необхідно перевірити усі інші 
показники. Коефіцієнт 
11_minK  визначається на основі експертного опитування. 
Таким чином, при шкалюванні вхідних даних відповідно запропонованих 
в роботі шкал, отримано математичну модель процесу шкалювання (12), яка 
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 – інформація з бази даних по кожному з користувачів, а 
саме – вектор, який містить вектори з усіма визначеними ознаками по кожному 
з користувачів ( 1 2, ,..., nU U U ); 
1G  та 2G  – вектори різнорідних вхідних даних, поділені на дві групи, а саме так, 
як визначено на основі експертного опитування; 
, ,...,X B W  – вектори однорідних даних, поділених по типам; 
1( ),F X  2( ), ,F B   3( )F W  – відповідні функції переводу однорідних даних за пе-













1 1 1, , ,B WX  що міститимуть користувачів із значенням критерію по від-
повідній ознаці; 
4 1 1 1, ,...,( )F B WX  – функція об’єднання усіх критеріїв по користувачам у вектор ;D  
5( )F D  – функція класифікації користувачів на кластери C0 (шахраї) та С1 (орга-
нічні користувачі). Результат класифікації буде представлено у вигляді вектору 
користувачів ,R  кожен з користувачів якого міститиме у якості параметру від-
повідний клас.  
На основі запропонованої математичної моделі шкалювання (12) розроб-
лено два алгоритми шкалювання різнорідних масивів даних. Розглянемо ці ал-
горитми більш детально. 
Алгоритм 1. Алгоритм шкалювання різнорідних масивів даних: 
1. Аналіз вхідних даних. 
1. 1. Групування даних у вектор 
1.G  
1. 2. Групування даних у вектор 
2.G  
2. Створення векторів однорідних даних ,X  ,,B  .W  
3. Шкалювання даних за певною ознакою у критерії. 
3. 1. Шкалювання даних вектору ,X  використовуючи функцію 1( ).F X  
3. 2. Шкалювання даних вектору  використовуючи функцію 3( ).F W  
3. 3. Шкалювання даних вектору ,W  використовуючи функцію 3( ).F W  
4. Визначення однозначно відомих шахраїв та органічних користувачів та 
формування бази знань. 
4. 1. Визначення однозначних користувачів-шахраїв на основі отриманих 
критеріїв та запис таких користувачів у базу знань. 
4. 2. Визначення однозначних органічних користувачів на основі отрима-
них критеріїв та запис даних про них у базу знань. 
4. 3. Визначення підозрілих користувачів на основі отриманих критеріїв 
та запис даних про них у базу знань. 
5. Об’єднання критеріїв по користувачам з використанням функції 
4 1 1 1, ,...,( )F B WX  для отримання множини однорідних даних по кожному з кори-
стувачів ,iU  об’єднаних у вектор 
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6. Виявлення шахрайства за допомогою класифікації користувачів на ос-
нові однорідних даних з вектору .D  
7. Запис даних про користувачів, яких алгоритм помітив класом 0C  (шах-
рай) або класом 1C  (органічний користувач) у базу знань. 
8. Запис результатів першого алгоритму в базу знань, на основі якої осно-








В результаті роботи алгоритму 1 всі вхідні дані відшкальовані та приве-
дені до однорідності.  
Алгоритм 2 дозволяє виявити аномалії в даних (шахрайство) з викорис-
танням коефіцієнтів схожості між користувачами. Запропонований алгоритм 
працює як з даними, так і з масивами даних по користувачам. Розглянемо його. 
Алгоритм 2. Алгоритм виявлення шахрайства при інсталюванні мобіль-
них додатків: 
1. Підключення бази даних користувачів. 
2. Підключення бази знань, отриманої при використанні алгоритму 1. 
3. Проектування ознак (feature engineering). 
4. Переведення ознак (даних) у коефіцієнти, формуючи правила визна-
чення коефіцієнтів. 
5. Поділ коефіцієнтів на групи, а саме – на вектори 
1G  та 2.G  
6. Визначення значень коефіцієнтів першої групи, згідно до характеристик 
даних, визначених на другому етапі експертного оцінювання. Так наприклад: 
6. 1. Якщо дані кількісні, то зазвичай значення коефіцієнту залежить від 
граничних значень. 
6. 2. Якщо дані якісні, то зазвичай значення коефіцієнту залежить від на-
лежності даних до наперед визначеної на основі експертного опитування мно-
жини якісних даних. 
6. 3. Якщо це множина даних, то зазвичай значення коефіцієнту залежить 
від належності даної множини до певного відомого закону розподілу або ж від 
того, чи кількість даних (певного типу) даної множини входить у граничні. 
7. Визначення множин шахраїв, органічних та підозрілих користувачів на 
основі коефіцієнтів першої групи – коефіцієнтів, отриманих на базі  
вектору 
1G  , – використовуючи формулу 12. 
8. Виділення множини невизначених користувачів. 
9. Визначення значень коефіцієнтів другої групи, використовуючи фор-
мули визначення коефіцієнтів подібності користувачів. Для цього для кожного 
з визначених коефіцієнтів другої групи: 
9. 1. Визначення коефіцієнтів подібності користувачів з шахраями, що 
утворює множину коефіцієнтів, значення яких від 0 до 1. 
9. 2. Визначення коефіцієнтів подібності користувачів з органічними ко-
ристувачами. 
9. 3. Визначення коефіцієнтів подібності користувачів з підозрілими ко-
ристувачами. 
10. Об’єднання отриманих множин значень коефіцієнтів у одну множину 
однорідних значень. 
11. Подання однорідних значень у модель класифікації. 
11. 1. Навчання та тренування моделі на помічених у пункті 6 наборах да-
них, використовуючи крос-валідацію для уникнення перенавчання моделі. 
11. 2. Запуск моделі на невизначених користувачах та отримання класу 
кожного з користувачів. 












13. Інтерпретація отриманих даних з бази знань. 
На основі запропонованих алгоритмів була розроблена схема процесу ви-




Рис. 6. Схема процесу виявлення шахрайства при інсталюванні мобільних  
додатків 
 
На рис. 6 показано послідовність перетворення великих масивів різнорід-
них даних в шаблони шахраїв на основі запропонованих в даній роботі методу 
виявлення шахрайства в різнорідних даних, математичної моделі процесу шка-
лювання та розроблених алгоритмів.  
 
6. Аналіз результатів дослідження запропонованої моделі, алгоритмів 
та методу виявлення шахрайства в різнорідних даних 
Для перевірки запропонованої моделі, алгоритмів та методу було прове-
дено експериментальне дослідження [29, 30]. У якості тестового набору для пе-
ревірки взято репрезентативну вибірку даних з мобільного додатку, яка містить 
284807 агрегованих дій користувачів. Приклад події користувача зображено на 
рис. 7. Зазначимо, що загальні дані по користувачу, такі як IP-адреса користу-
вача, ID пристрою, які також є персональними, зберігаються в колекції session. 
Відповідну інформацію для кожної з подій можна знайти по session_id – це 
зроблено для оптимізації ресурсів для зберігання, оскільки такі дані в межах 












Рис. 7. Приклад однієї з подій з тестового набору 
 
Об'єднаємо дані по подіям по кожному з користувачів у вектор вхідних 
даних 
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 Отже, вектор I  по кожному з існуючих користувачів 
міститиме множину типів подій, приклад однієї з яких розглянуто вище.  
Проведемо групування вхідних даних з вектору I  на дві групи 1G  та 2 ,G  
виділених за допомогою експертного опитування.  
Скориставшись запропонованим методом подолання різнорідності, пере-
ведемо кожну з ознак у критерій, значення якого знаходиться в межах від 0 до 1 
(раніше зазначені функції 1( ),F X  2( ), ,F B   3( )F W ) та об’єднаємо критерії по 
користувачам (раніше зазначена функція 4 1 1 1,( ),X WF B ) у вектор .D  Так, дані по 
першим п’яти користувачам, що представлені вектором ,D  представлено на 
рис. 8 з використанням мови програмування Python, де номер запису – це ID 
користувача, який іде послідовно, 1,V  ,2V  – критерії по кожному з користу-
вачів, Time  – системна зміна. 
З рис. 8 видно, що усі дані однорідні, а саме – немає якісних даних та усі 
дані лежать в одному діапазоні (від 0 до 1).  
Виконавши класифікацію на отриманих однорідних даних, на виході 



















 Для наочності отриманого резуль-
тату, розподілення користувачів по класам подано на рис. 9. До класу 0 відно-















Рис. 8. Однорідні дані, отримані в наслідок використання методу подолання  




Рис. 9. Розподілення користувачів по двом класам 
 
Для більшого розуміння отриманих результатів та для візуального відслі-
дковування тенденції у даних, вхідні дані одного з користувачів, віднесеного 
алгоритмом до класу 0, представимо у вигляді гістограм на рис. 10. З рисунку 
видно, що множини даних 13V  та 15V  належать нормальному закону розподі-
лу. Отже, даний користувач використовував скрипт, який задавав час його по-
дій за нормальним законом розподілу. 
  
 
а                                                                 б 
 
Рис. 10. Представлення відшкальованих характеристик V13, V14 першої  
групи 1G  одного з шахраїв у вигляді гістограм: а – розподіл часу між  
подіями користувача за обраний проміжок часу; б – розподіл часу між 










За результатами експериментальних досліджень, проведених з викорис-
танням розроблених комп’ютерних програм на базі запропонованих в роботі 
алгоритмів, на які оформлено авторські свідоцтва [29, 30], отримана точність 
визначення шахраїв на заданій репрезентативній вибірці 99,14%. Програмна 
реалізація здійснена з використанням мови програмування Python та бібліотек 
TensorFlow, pandas та numpy. 
 
7. Обговорення результатів дослідження запропонованої моделі,  
алгоритмів та методу виявлення шахрайства в різнорідних даних 
Перевага запропонованого методу виявлення шахрайства полягає в тому, 
що він дозволяє працювати з різнорідними вхідними даними при інсталюванні 
мобільних додатків за допомогою алгоритмів їх шкалювання, на відміну від іс-
нуючих методів, вказаних у розділі 2 [1, 5–25]. Ще однією з переваг являється 
створення бази знань і шаблонів шахраїв та органічних користувачів на етапі 
виконання алгоритму 2 виявлення шахрайства при інсталюванні мобільних до-
датків. Наявність бази знань прискорює виявлення шахрайства для нових набо-
рів вхідних даних, а виявлення шаблонів користувачів дозволяє визначити ша-
храїв, які не можуть бути визначені системами-аналогами.  
Розроблений метод може бути використаний для автоматичного виявлен-
ня шахраїв з використанням інтелектуального аналізу даних, проте обмеженням 
є можливість його використання лише у сфері інсталювання мобільних додат-
ків. Для адаптації даного методу до інших сфер необхідно здійснити класифі-
кацію вхідних даних для їх використання запропонованими алгоритмами шка-
лювання. 
Розвиток даного дослідження полягає у розпаралелюванні запропонова-
них процесів та збільшенні обчислювальних потужностей для проведення по-
дальших експериментів. Це дозволить пришвидшити виявлення шахрайства 
при інсталюванні мобільних додатків та визначити мінімальну необхідну кіль-
кість ресурсів. 
Таким чином, в даній роботі запропоновані метод виявлення аномалій 
(шахрайства) в великих масивах різнорідних даних, математична модель проце-
су шкалювання великих масивів різнорідних даних та алгоритми шкалювання. 
Розроблені метод, математична модель та алгоритми можуть бути використані 




1. Здійснено класифікацію різнорідних даних при інсталюванні мобіль-
них додатків, що дозволило провести подальшу розробку методу виявлення 
шахрайства при інсталюванні мобільних додатків.  
2. Запропоновано метод виявлення шахрайства в різнорідних масивах да-
них при інсталюванні мобільних додатків, який на відміну від існуючих дозво-
ляє визначити повні формати шахраїв за допомогою інтелектуального аналізу 
даних. У ході розробки методу, запропоновано алгоритм шкалювання різнорід-











шкалювання, що дозволило всю множину даних привести до двох однорідних 
груп. Також, запропоновано алгоритми обробки отриманих груп однорідних 
даних та виявлення користувачів-шахраїв з повним набором характеристик ша-
храїв. Дані алгоритми та метод використані в інтелектуальній системі автома-
тичного виявлення шахраїв для проведення експериментальних досліджень. 
Використання методу та алгоритмів, а також визначення повних форматів шах-
раїв за допомогою інтелектуального аналізу даних, як показали результати екс-
периментальних досліджень, дозволяє підвищити точність розв'язання постав-
леної задачі до 99,14 %.  
3. Результати проведеного експериментального дослідження показали 
ефективність автоматичного визначення шахраїв та можливість розширення 
форматів та характеристик користувачів-шахраїв на основі інтелектуального 
аналізу і баз знань. Дослідження проводились за допомогою програмного за-
безпечення розробленого на основі запропонованих в даній роботі моделі, ме-
тоду та алгоритмів з використанням мови програмування Python та бібліотек 
TensorFlow, pandas та numpy у середовищі розробки PyCharm. Для реалізації 
блоку класифікації використано повністю пов’язану глибоку нейронну мережу 
з трьома прихованими шарами (fully-connected deep neural network with 3 hid-
den layers).  
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